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Abstract
Observable currents are locally defined gauge invariant conserved currents; phys-
ical observables may be calculated integrating them on appropriate hypersurfaces.
Due to the conservation law the hypersurfaces become irrelevant up to homology,
and the main objects of interest become the observable currents them selves. Gauge
inequivalent solutions can be distinguished by means of observable currents. With
the aim of modeling spacetime local physics, we work on spacetime domains U ⊂M
which may have boundaries and corners. Hamiltonian observable currents are those
satisfying dvF = −ιVΩL + dhσF and a certain boundary condition. The family of
Hamiltonian observable currents is endowed with a bracket that gives it a structure
which generalizes a Lie algebra in which the Jacobi relation is modified by the pres-
ence of a boundary term. If the domain of interest has no boundaries the resulting
algebra of observables is a Lie algebra. In the resulting framework algebras of ob-
servable currents are associated to bounded domains, and the local algebras obey
interesting gluing properties. These results are due to considering currents that de-
fined only locally in field space and to a revision of the concept of gauge invariance
in bounded spacetime domains. A perturbation of the field on a bounded spacetime
domain is regarded as gauge if: (i) the “first order holographic imprint” that it leaves
in any hypersurface locally splitting a spacetime domain into two subdomains is neg-
ligible according to the linearized gluing field equation, and (ii) the perturbation
vanishes at the boundary of the domain. A current is gauge invariant if the variation
in them induced by any gauge perturbation vanishes up to boundary terms.
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1 Motivation
The multisymplectic approach to classical field theory (see for example [1, 2, 3]) encodes
the symplectic structure present in the space of gauge equivalence classes of solutions of a
classical field theory by means of a local object in the jet bundle subject to a conservation
law: The pre-multisymplectic form, which may also be called the pre-symplectic current.
One can also describe the structure in a way that brings to the forefront its relation
to Topological Quantum Field Theories: Each hypersurface, more precisely each codi-
mension one cycle, is assigned a space of boundary data dressed with a pre-symplectic
structure. Each spacetime region with boundary is assigned a partial differential equa-
tion, the field equation, which is seen as a compatibility condition among boundary data
on the connected components of its boundary. In this image, the conservation law is
seen as the statement that for any spacetime region with boundary the space of compat-
ible boundary data, according to the equation associated to the bulk, is a Lagrangian
subspace of the space of boundary data assigned to its boundary.
In the Lagrangian framework for first order field theories that we will use in this
article the pre-multisymplectic form will be denoted by ΩL and when integrated on a
hypersurface Σ it yields a closed two form ωLΣ on the space of first order data on Σ.
The conservation law is called the multisymplectic formula, and it says that, when the
history under consideration φ is a solution, given any two physical perturbations of the
field v,w (which are parametrized by evolutionary vector fields in the space of first order
data satisfying the linearized field equation V,W ∈ F) we have
ωLΣ(v,w) =
∫
Σ
jφ∗ιjW ιjV ΩL = ωLΣ′(v,w) (1)
for any Σ′ = Σ + ∂U ′ for some region inside of the domain of interest U ′ ⊂ U .1 The
multisymplectic approach to field theory recognizes the spacetime local object
ΩL
as the carrier of geometric structure and brings it to the forefront.
In a similar way, it is natural to be interested in functions, fΣ, of boundary data on
hypersurfaces that arise from a spacetime local object F that is subject to a conservation
law stating that when the history under consideration φ is a solution then
fΣ[φ] =
∫
Σ
jφ∗F = fΣ′ [φ]. (2)
The main objective of this article is the study of conserved currents of this type, that
furthermore are gauge invariant. In Section 3 we introduce them and call them observable
currents. The explicit knowledge of a rich enough family of physical observables in a
nonlinear field theory is as hard a problem as the explicit knowledge of all the solutions
1 The details in our notation will be given in the next section. Now it is enough to say that jφ∗ pulls
back a differential form from a bundle to its base and that this differential form is constructed as the
insertion of vector fields jV, jW modeling the physical perturbations v, w into ΩL.
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of that theory. Our goal is not to explicitly construct observables, but to study the
family of covariant objects that precede observables of a particular type. A part from
the family of Noether currents there is a large family of observable currents corresponding
to observable currents that generalize the notion of the symplectic product function of
classical mechanics ω(v,w). We prove that observable currents are capable of separating
solutions modulo gauge. This result is in sharp contrast with previous reports stating
that in nonlinear field theories, besides Noether currents corresponding to Lagrangian
symmetries, there are no interesting families of conserved currents; see for example [4,
5, 6, 7, 8]. For a compact review of the notion of observables within multisymplectic
approaches to field theory see [9]. There are several differences between our treatment
and those just cited, but two of them are crucial: The first crucial difference is that, due
to the need of properly modeling vector fields in the space of solutions, the generators are
allowed to depend on partial derivatives of the field of arbitrarily high order; accordingly,
also the currents that we consider may depend on the field and its partial derivatives of
any order. In the literature we found two independent studies using the ingredients briefly
described above [10, 11]; the main purpose of those studies is to reformulate the concepts
present in the covariant phase space approach to classical field theory in the language
of the variational bicomplex or secondary calculus. The second crucial difference is that
we consider locally defined observables; that is, observables whose domain is not all the
space of solutions, but only a certain (presumably open) domain of definition.
With the intention of modeling spacetime local physics, we work on spacetime do-
mains U ⊂M which are allowed to have boundaries and corners. This is a key motivating
element of our work and also the source of most of the new problems that we faced at
the beginning stage of our work and which shaped or framework.
Working in this spacetime local context forced us to review the notion of gauge equiva-
lence in first order Lagrangian field theory over bounded spacetime domains. Subsection
2.2 is dedicated to a detailed presentation of a definition of gauge vector fields. The
definition is motivated from a novel point of view.
In Hamiltonian mechanics the symplectic structure dictates an association between
Hamiltonian vector fields and functions by the formula df = −ιvω. In the multisymplectic
approach to classical field theory it is natural to look for a version of this relation in the jet
bundle that when integrated in a hypersurface Σ induces the mentioned relation between
a Hamiltonian vector field and a physical observable. We propose
dvF = −ιjVΩL + dhσ
F ,
where the boundary term σF does not have any effect after integration on a hypersurface
with ∂Σ ⊂ ∂U . Our proposal is derived from the study of the geometrical structure
participating in this version of classical field theory. The equation above is introduced
in Section 4 after the appropriate notion of generators of multisymplectomorphisms is
identified. An observable current participating in the equation given above together with
an associated Hamiltonian vector field will be referred to as a Hamiltonian observable
current.
The presence of the boundary term makes the formula less rigid than dvF = −ιjVΩL
which could be guessed as a natural generalization of the formula that appears in me-
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chanics. In the absence of boundaries Hamiltonian observable currents are enough to
distinguish gauge inequivalent solutions, and it is natural to conjecture that all observ-
able currents are Hamiltonian.
We define a bracket for Hamiltonian observable currents in Section 5. When integrat-
ing over a hypersurface with ∂Σ ⊂ ∂U , observable currents lead to observables, and if Σ
has no boundary the bracket makes the space of such observables into a Lie algebra. The
bracket among the currents turns out not to be a Lie bracket because the Jacobi relation
is modified by a boundary term. The resulting structure is a Lie n-algebra [12, 13].
In the resulting framework algebras of observable currents are associated to local
domains; in Section 7 we study the properties of local algebras corresponding to nested
and glued domains.
The framework used in this article uses tools and notations from the variational
bicomplex. Since we restrict to first order Lagrangian densities, all the core ingredients
of the framework live in the first and second jet bundles; however, considering currents
depending on partial derivatives of the field of arbitrarily high order is essential for our
main results. For the convenience of the reader we include an appendix with the minimal
set of definitions needed to read the article. A very good brief introduction can be found
in [14].
The example of the Maxwell field is presented in a minimalistic style in Section 8.
We provide all the necessary elements for the reader to go through the calculations by
herself or himself with the intention of providing a familiar example that the interested
reader can use to work out each aspect of the formalism without significant effort.
2 General framework
We work in a local Lagrangian first order formulation of field theory in which we allow
domains with boundaries and corners. In this section we start with a brief review of
standard material to fix notation, and spell out some (possibly unusual) assumptions
that are essential in our framework. Then we carefully review the definition of what
perturbations of the field are considered to be gauge.
2.1 First order Lagrangian field theory
Histories of the field are local sections φ : U ⊂ M → Y of the bundle Y → M where
U ⊂ M is a compact domain with piecewise smooth boundary. Physical histories are
selected by Hamilton’s principle according to the action SU (φ) =
∫
U
L(j1φ), defined by a
Lagrangian density L(j1φ(x)) = L(x, φ(x),Dφ(x)) whose domain is the first jet bundle,
J1Y .
The derivative of the action in the direction prescribed by a variation of the field
may be calculated by integration of a local object acting on the evolutionary vector field
in the jet associated to the given variation. The mentioned local object is given by the
variational formula
dvL = E(L) + dhΘL, (3)
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where the differential in the jet has been written as d = dh + dv. We stress that dvL is
a differential form in the jet bundle2 and not in the space of fields. The field equation
is jφ∗E(L) = 0 where E(L) = IdvL is obtained from an integration by parts operator
acting on dvL; the remaining term is horizontally exact (leading to the boundary term
in the variation of the action) and becomes the corner stone for the geometric structure
of this formulation of field theory.
A reader who knows a different derivation of the field equations and the geometric
structure will still be able to read the paper without problems. For the convenience of the
reader, a minimal set of definitions of the variational bicomplex is given in the appendix.
In addition, the case of the Maxwell field is presented in Section 8. The intention is
helping the interested reader become familiarized with this framework working on a
familiar example. Thus, the last section should not necessarily be read at the end; when
the reader feels the need of a more concrete explanation she or he can work it out in the
example. A very good brief introduction to the variational bicomplex can be found in
[14], and for detailed references see for example [15, 16, 17].
Our notation for the space of solutions to the field equation as contained in the space
of histories is SolsU ⊂ HistsU . However, we will rarely talk about the space of solutions;
instead, we will often refer to the subspace EL,U ⊂ J
2Y |U in which E(L) vanishes; addi-
tionally, in order to simplify notation the prolongation of EL,U to higher jets (demanding
that higher total derivatives of sections are prescribed by higher total derivatives of the
field equation) will also be denoted by EL,U . When a local section is a solution we write
φ ∈ SolsU or jφ(U) ⊂ EL,U , where jφ(x) ∈ JY contains information regarding spacetime
position together with the value of the field and all its partial derivatives evaluated at
that position. In the case that we want to truncate this information up to the first k
partial derivatives we would write jkφ(x) ∈ JkY .
In the differential geometry of finite dimensional manifolds vectors in the tangent
space of a given point are equivalence clases of curves passing through the point. Simi-
larly, equivalence classes of one parameter families of local sections in the k-jet “passing
though a given local section” and consistent with a local evolution rule are evolutionary
vector fields V in JkY ; the subtle point about evolutionary vector fields is that the lo-
cality condition allows for the field to depend on arbitrarily high partial derivatives of
the field even when V lives in the k-jet. Evolutionary vector fields generate flows among
sections, but in general they do not generate flows in JkY . A geometrical picture for
an evolutionary vector field V can be found in its prolongation to the infinite jet JY
where it becomes an ordinary vector field jV inducing a flow. We will model variations
of histories by evolutionary vector fields such that when acting on sections preserve the
2 Differential calculus simplifies in the infinite jet bundle JY , the space that contains all the jets of
any finite order, whose elements can be written as jφ(x) = (x,φ(x),Dφ(x), ..., Dkφ(x), ...). The basic
differential forms in JY fit in a given jet of finite order. In first order field theory most relevant differential
forms fit in the first or second jets, which are finite dimensional manifolds, but a proper treatment of
variations of solutions, of gauge directions and of physical observables does involve higher order derivatives
of the field. This is our reason for using the simplicity of calculation native to JY ; the reader may prefer
to place the description in the first jet with the field equation being a differential operator and variations
and observables depending on arbitrarily high derivatives of the field.
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property of being prolongations.3
A perturbation vφ (often written as δφ) of a given solution φ (the tangent vector of a
curve of solutions passing through φ) induces an evolutionary vector field such that j2Vvφ
is intrinsically defined in a neighborhood inside EL,U and which preserves prolongations.
In most cases such evolutionary vector fields can be extended to a neighborhood of EL,U ;
in what follows we assume that perturbations of solutions in the field theory we are
working with are extendible. The compatibility between an evolutionary vector field V
and the perturbation vφ of a given solution involves only the restriction of V to j
1φ(U);
then, it is more precise to think that a perturbation corresponds to an equivalence class
of evolutionary vector fields which depends on the solution; we could write [V ]φ. The
evolutionary vector fields in the class are those for which j2V |EL,U preserves the property
of sections of being prolongations and which satisfy the linearized field equation asking
that LjVE(L)|j2φ(U) be horizontally exact. Notice that the linearized field equation is
only imposed inside j2φ(U) ⊂ EL,U .
Smooth vector fields defined in some neighborhood of the space of solutions assign to
every solution φ in the neighborhood a corresponding [V ]φ. The smoothness condition
implies that the allowed vector fields are those that can be associated to an equivalence
class of evolutionary vector fields but where the equivalence relation does not depend
on each particular solution. Allowing for evolutionary vector fields to depend on partial
derivatives of the field of arbitrarily high order is essential for properly modeling vector
fields in a neigborhood of solutions. We consider locally defined evolutionary vector
fields V in the first jet such that j2V |EL,U preserves the property of sections of being
prolongations and which satisfy the linearized field equation in their domain of definition.
The equivalence relation defining a locally defined vector field in the space of solutions
will be V1 ∼ V2 if and only if the prolongation of their domains of definition to J
2Y
intersect EL,U in the same set and j
2V1|EL,U = j
2V2|EL,U . The space of such objects will
be denoted by FU and even when they are equivalence classes of evolutionary vector
fields we will denote the elements simply by V ∈ FU . Each element V of FU generates
a flow in the space of solutions with integral curves φt. Given any solution φ = φ0
and any differential form σ in the infinite jet we have d
dt
|t=0(jφ
t)∗σ = jφ∗LjV σ and
L[jV,jW ]σ = [LjV ,LjW ]σ. It is possible to define a Lie product among evolutionary
vector fields and the restriction of FU to EL,U turns out to be a Lie subalgebra; moreover,
this structure is compatible with the prolongation to the infinite jet and the Lie algebra
of vector fields there.4
As mentioned earlier the most important differential forms in the geometrical struc-
ture of field theory live in the first and second jets, and even when we work in the infinite
jet one may think that objects belong to the first or second jets. However, the contraction
of an evolutionary vector field V with a differential form from the first jet may depend
on higher derivatives of the field. For example ιVΘL would generically be a function
3 See the appendix for some more information about evolutionary vector fields or [15, 16, 17] for a
detailed explanation.
4 A brief explanation of the structure of FU can be found in the appendix. In the mathematical
literature this representation of vector fields in the space of solutions within the jet is referred to as
generalized symmetries or higher symmetries; for a detailed explanation see [18].
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depending on partial derivatives of φ of order greater than one; then we will write its
pull back to spacetime as jφ∗ιjVΘL ∈ Ω
n−1(M) and regard those operations as taking
place in the infinite jet, which is nothing more than the organization of all the jets of
different orders.
Remark 1 (The multisymplectic point of view). The conservation law for the pre-
multisymplectic form ΩL = −dvΘL, a form of vertical degree two and horizontal de-
gree n − 1, following from dv
2L = 0 and the variational formula (3) may be written as
(dhΩL)|FU ,EL,U = 0 or as the multisymplectic formula written in the introduction (1).
This relation is the local corner stone of the point of view given in this remark.
Now we present a point of view which emphasizes the aspects of this framework for
classical field theory that follow a structure similar to that of topological quantum field
theories. Once we know what are the degrees of freedom of the field under study (the
typical fiber in the fiber bundle describing the field) and the Lagrangian, we can define
the following assignments posing a problem in classical field theory:
(i) Oriented spacetime hypersurfaces Σ possibly with boundary (and corners) locally divide
spacetime into two sides and this makes them candidates to host boundary conditions.
Thus, we associate to each oriented hypersurface Σ a space of data that locally provides
appropriate boundary conditions. Since we are considering field theories with a second
order field equation, to each hypersurface Σ we associate the space of first order data
on it J1Y |Σ (or the space of sections of this bundle). Then ΩL becomes an instrument
providing the mentioned spaces with ΩL|Σ (or pre-symplectic forms ωLΣ for the space of
sections).
(ii) On the other hand, spacetime regions U possibly with boundary (and corners) have
fields on them that need to satisfy the field equation; thus, to each spacetime region U we
associate EL,U together with the pre-multisymplectic form ΩL (or the space of solutions
SolsU with its pre-symplectic structure).
The collection of hypersurfaces and regions accompanied with the structure that we
just described is cohesive in the sense that it follows a compatibility condition –the mul-
tisymplectic formula (1)– written as∫
∂U
jφ∗ιjW ιjVΩL = 0
for any φ ∈ SolsU and any pair of tangent vectors to the space of solutions modeled here
by V and W .
These assignments serve the purpose of posing problems in classical field theory. Solv-
ing one such problem on a region U means finding sections φ whose prolongations satisfy
jφ(U) ⊂ EL,U and comply with the boundary conditions on the hypersurface ∂U . Addi-
tionally, ΩL induces a pre-symplectic structure to the space of solutions and, as we will
see in the following subsection, also induces the notion of gauge vector field leading to
gauge equivalence classes of solutions.
The assignment rules stated above enjoy some gluing properties which in this for-
mulation consist in gluing submanifolds of jet bundles. The problem of gluing solutions
along a hypersurface Σ is considered in the following subsection leading to a gluing field
equation.
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It is also possible to take a dual point of view not focussing on solutions (mod gauge)
at U , but on observables. In this work we do this by means of studying observable currents
in each spacetime domain U . Thus, to each spacetime region U we associate a space of
observable currents OCU ; developing the notion of an observable current is the subject of
Section 3. Later on we study the gluing properties of assignment in Section 7.
Remark 2 (Cohomology classes vs a local description, and corner ambiguities). No-
tice that since ΘL arises as the boundary term in the variation of the action it is to be
integrated at boundaries or connected components of boundaries which are cycles. Ad-
ditionally, conservation laws (in objects derived from ΘL) tell us that those cycles will
be relevant only modulo boundaries. Thus, we may regard ΘL as relevant only up to
its horizontal cohomology class. This phenomenon has been called a “corner ambiguity”
in the recent literature because the ambiguity becomes relevant in the presence of corners
(codimension two surfaces). Thus, even when we write ΘL it may seem more appropriate
to think about its horizontal cohomology class, and this remark applies precisely to the
pre-multisymplectic form ΩL (which obeys a conservation law). However, the resulting
framework would not be appropriate to model local physics –like describing what happens
in a laboratory during the course of an experiment– because the objects in the framework
would be integrable only on extended hypersurfaces that could not be split into smaller
pieces; we would not be able to compute quantities in a local way to compare them with
the measurements performed in the laboratory. Thus, we will force the framework to let
us work in compact spacetime domains U ⊂M in such a way that integration on hyper-
surfaces with ∂Σ ⊂ ∂U can be done. Two stages are needed to accomplish this goal: (i)
Chose a representative out of the mentioned cohomology classes; this is something that
we often do, and formulas for the pre-symplectic current (here called pre-multisymplectic
form) ΩL and its potential ΘL can be found in textbooks (where the absence of corners
makes the ambiguity irrelevant). (ii) Define a notion of gauge equivalence that is consis-
tent with making such choices (which is the subject of the next subsection).
Alternatively, we could have decided to work with a modified notion of horizontal co-
homology classes in which horizontally exact terms are identified with zero only if they
vanish in the bundle over ∂U in the appropriate sense. We chose the strategy described
above, but the relevance of this modified cohomology classes will be clear in various for-
mulas.
A separate issue is that Lagrangian densities leading to the same variational problem
should be considered equivalent, and adding boundary terms L→ L+dhb does not modify
the problem stated by Hamilton’s principle of least action. Thus, the field equation E(L)
remains invariant under the addition of boundary terms, while the horizontally exact term
changes as ΘL → ΘL− dvb and the pre-multisymplectic form ΩL also remains invariant.
Hence, ΩL, modulo its inherited corner ambiguity, is the carrier of invariant geo-
metrical structure in this framework and allowing for the multisymplectic point of view
described above.
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2.2 Gauge freedom
In physics, a description includes gauge freedom if physically distinct configurations do
not correspond to points in the space that hosts it, but to equivalence classes. Often
the equivalence classes are the orbits of certain vector fields declared to be gauge vector
fields in the space of solutions of the field equation. In the Lagrangian first order for-
malism gauge freedom can be understood considering the propagation of perturbations
through hypersurfaces: Gauge perturbations have null first order holographic imprint on
any hypersurface. Gauge equivalence and locality have a delicate relation; our framework
is phrased within confined spacetime domains which may be glued to other spacetime
regions through shared faces in their boundary. Our goal is to compute physically mean-
ingful objects for each bounded domain and be able to construct relevant objects in
composite spacetime domains as appropriate compositions. Below we give a precise defi-
nition of the notion of gauge freedom and explain its motivation. For different arguments
leading to a closely related related but inequivalent definition of gauge freedom see Wald
and Lee [19].
Definition 1 (Gauge vector fields). X ∈ FU , modeling a vector field in the space of
solutions is declared to be be a gauge vector field if and only if:
1. (ιjX ΩL)|FU ,EL,U coincides with a horizontally exact form.
2. jX|EL,U ,∂U = 0;
i.e. jX vanishes on the intersection of EL,U with the sub bundle of the jet over ∂U .
We will say that X is a gauge vector field and write X ∈ GU .
If Condition 1 is satisfied we will write X ∈ GˆU ; clearly GU ⊂ GˆU ⊂ FU .
Notice that the definition of gauge vector fields is independent of the choice of ΩL
among its cohomology class; in other words, it is not affected by the corner the ambiguities
of the pre-multisymplectic form.
Below we will prove that the restriction of GU to EL,U is a Lie subalgebra of FU .
Thus, locally this definition induces a notion of gauge equivalence classes in the space of
solutions.5
If we are working on a domain of the type U = Σ× [0, 1] endowed with a foliation Σt
and we are interested only in integration over hypersurfaces that belong to the foliation,
we may replace Condition 2 by X|∂Σ×[0,1] = 0; this will be addressed below. If one is
interested in working with initial data at a Cauchy surface Σ, or a Cauchy surface that
has been divided into pieces, one may want to think of a limit of spacetime domains of
the form Σ× [0, ǫ].
Condition 1 in the definition has its origin in how perturbations of solutions propagate
through codimension one surfaces. It says that if the perturbation induced by X on
any solution is such that for every hypersurface the corresponding first order holographic
imprint is equivalent to the imprint of of the null perturbation then X should be regarded
5 The global existence of gauge orbits is a nontrivial issue. For a heuristic discussion of this issue and
its relevance in quantization see [20].
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as gauge. Now we give a more detailed explanation about gluing perturbations supporting
Condition 1. Consider a spacetime domain U ⊂ M and an arbitrary partition of it into
two pieces separated by a hypersurface, U = U1 ∪ U2 with Σ = U1 ∩ U2. Either Σ is a
cycle (i.e. ∂Σ = ∅) or ∂Σ ⊂ ∂U . Let us write the field as the gluing of its restriction
to the pieces of the domain φ = φ1#Σφ2, where the use of the gluing symbol assumes
that the field is continuous at Σ.6 The action and its variation are additive under such a
subdivision of the domain, dSU = dSU1+dSU2 . However, when we split the domain in two
pieces the degree of differentiability of the field over Σ is relaxed and the usual variation
of the action dSU [vφ] =
∫
U
jφ∗ιjVE(L) +
∫
∂U
jφ∗ιjVΘL following from (3) acquires an
extra term associated to Σ ∫
Σ
(jφ∗1 − jφ
∗
2)ιjVΘL. (4)
If we look for extrema of SU , apart from field equations at U1 and U2 there is a gluing field
equation at Σ requiring that the above integral vanishes for variations that vanishes at
∂U . In fact, if we first demand that the field equation holds inside U1 and U2 the gluing
condition should demand only that SU1+SU2 be extremal among variations that preserve
solutions; the gluing field equation at Σ demands that the above integral vanishes for
variations in FU vanishing at ∂U . The local formulation of this condition at Σ is the
momentum flux matching condition (jφ∗1 − jφ
∗
2)I(ΘL|FU )|Σ = 0, where we have written
the field as φ = φ1#Σφ2 and I is the integration by parts operator.
7 Now consider a one
parameter family of fields φt (with φt=0 = φ and with the variation at t = 0 given by
V = V1#ΣV2) solving the field equation in U1 and U2 and solving the gluing problem over
Σ. Since for each value of the parameter the field φt is an extremum of (4), at first order
in t we have I(ΘL(j(φ + t(jV1 − jV2))|FU )|Σ = 0. Thus, the linearized gluing equation is
0 = jφ∗I(LjV −jV2ΘL|FU )|Σ = −jφ
∗
I(ιjV1−jV2ΩL|FU )|Σ, (5)
where we have used LjX = ιjXdv + dvιjX and the fact that (V1 − V2)|jφ(Σ) = 0 implies
that the vector field in the jet jV1 − jV2 is in the kernel of ΘL|jφ(Σ), as can be readily
verified from its expression within a coordinate system. Since the integration by parts
operator decomposes any n− 1 horizontal form as µ = I(µ) + dhσ, and it satisfies I
2 = I,
Idh = 0, we see that the linearized gluing field equation is equivalent to requiring that
ιj1V1−j1V2ΩL|FU , when evaluated in the intersection of EL,U and the bundle over Σ, be
equal to a horizontally exact form.
Thus, the requirements for gluing perturbations V1#ΣV2 across hypersurface Σ are:
(C) Continuity of the perturbation at 0th order in the jet bundle over the dividing
hypersurface where the field equation holds, which is equivalent to jΣ(V1|EL,U ,Σ) =
jΣ(V2|EL,U ,Σ). (LG) The linearized gluing field equation, that ιjV1−jV2ΩL be equal to
a horizontally exact form, as an operator acting on the restriction of evolutionary vector
fields in FU to EL,U |Σ. This equation contains a germ of information regarding the bulk;
6 Continuity in the directional derivative in directions transversal to Σ (up to gauge) will be a conse-
quence of the gluing field equation.
7 In the appendix we recall the definition of the integration by parts operator. We would like to note
that in the same way that we assigned EL,U to the spacetime domain U , we can assign to the hypersurface
Σ the submanifold of the jet EL,Σ in which the the gluing field equation vanishes.
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more precisely, it contains first order partial derivatives of the perturbations in directions
transversal to the dividing hypersurface Σ. We call this information the first order holo-
graphic imprint of the perturbation. The linear operator which appears in the linearized
gluing equation may have a nontrivial null space; such a linearized gluing equation would
find the imprint left by some non zero perturbations as negligible. For those perturba-
tions, propagation through a dividing hypersurface proceeds without any trace of bulk
information. Vector fields satisfying Condition 1 may have a complicated form in the
bulk, but as far as propagation through ⋆any⋆ dividing hypersurface all this information
is lost; the definition of gauge vector fields declares those degrees of freedom as physically
unimportant. This is the motivation for Condition 1 in the definition of gauge vector
fields. Further support for Condition 1 is given in Remark 12 of section 4, where we
consider the notion of multisymplectomorphisms and related locally Hamiltonian vector
fields. In Section 8 we show how in the case of Maxwell’s field the familiar notion of
gauge arises from Condition 1.
We mentioned that since we work with a first order Lagrangian density, most differ-
ential forms in our formalism fit in the first or second jet bundles. We must warn the
reader that even when ΩL is a differential form fitting in the first jet, its contraction with
elements in FU will in general depend on higher order derivatives of the field. If one insists
in working in the first jet the condition of horizontal exactness, (ιX ΩL−dhρ)|FU ,EL,U = 0,
should be interpreted with ρ being a differential operator of arbitrarily high order.
Condition 2 of the definition of gauge vector fields is essential for the integration of
currents on hypersurfaces with ∂Σ ⊂ ∂U producing gauge invariant quantities. Related
considerations appeared long time ago in a study of the role of surface integrals in Gen-
eral Relativity by Regge and Teitelboim [21]. Below, in Remark 4 we will spell out the
condition on a current to be gauge invariant. From the definition it is clear that without
Condition 2, demanding gauge invariance would force us to work only with cohomol-
ogy classes that could be integrated only on cycles, which would render most allowed
calculations trivial for confined spacetime domains U ⊂ M . Another reason supporting
Condition 2 is our interest in measurements of the field relative to the field itself since
ultimately, when all fields are considered as part of the system under study, only this
type of measurements would be available. In this setting ∂U separates the system into
two subsystems, and we may want to measure properties of the field inside U with re-
spect to the field outside. Now, since in the first order formalism all information from
the outside is encoded in j1φ|∂U we may consider j
1φ|∂U as a reference and keeping the
reference gauge invariant would be wise. Additionally, Remark 6 argues that measuring
properties of an “isolated system” may need a reference at “infinity” and preserving that
reference frame may be essential for talking about those properties. Yet another reason
for including Condition 2 in our definition comes from the standard definition of gauge
vector fields as generators of Lagrange symmetries depending on arbitrary local param-
eters. Wald and Lee [19] start with a precise version of that definition of gauge and find
that it implies our Condition 1, but along their argument they assume that if there is a
boundary it is located at infinity which (together with appropriate fall-off conditions on
the field) lets them conclude that the Noether charge associated to a gauge vector field
X according to their definition vanishes identically QXΣ = 0. The interested reader is
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invited to try to reproduce the mentioned argument by Wald and Lee in the context of
a domain with boundary using the result shown in Remark 14; Condition 2 will emerge
naturally. Recently, Freidel and Donelly [22] emphasized that in domains with boundary
there are “would be gauge degrees of freedom” living at the boundary; those degrees
of freedom could be understood as having origin in Condition 2; see Remark 7. Their
motivation came from entanglement entropy in gauge theories [23] and general relativity
in spacetime domains with corners [24].
Remark 3 (Other definitions of gauge). Several references in the context of classical
field theory and the variational bicomplex give definitions closely related to Condition
1 (see for example [17]). The work of Wald and Lee is the standard reference for the
subject in the context of the covariant phase space formulation of field theory [19]. The
rough physical idea behind those other definitions of gauge is that families of symmetries
depending on locally independent parameters become an obstacle for predictability of the
theory and should be regarded as gauge. Complementary features of that notion of gauge
symmetries are that there are relations among the field equations (and the linearized
field equations) and that the Noether currents associated to the gauge symmetries vanish
on-shell (up to boundary terms); these phenomena are the content of Noether’s second
theorem. Another important property is that the evaluation of a (pre)symplectic product
of variations is independent of changes of the variations in gauge directions.
Every gauge vector field according to Wald and Lee satisfies Condition 1 of our defini-
tion [10, 11, 19]. The work of Reyes [10] states the conjecture that Condition 1 may imply
the usual definition, and in many references a strong version of Condition 1 (not asking
that the form is horizontally exact, but that it vanishes) is considered as an indication
that the vector field is gauge.
Remark 4 (Gauge invariance). A function of the jet f : JY → R is gauge invariant
if it remains constant along gauge orbits in the intersection of its domain of definition
with EL ⊂ JY ; similarly, a locally defined function of histories is gauge invariant if it
remains constant along gauge orbits in the intersection of the space of solutions with
its domain of definition. (The local existence of the mentioned gauge orbits is justified
below.) Since in our work currents play a central role, we need to spell out the meaning of
gauge invariance for them. The natural gauge invariance requirement for a current is to
ask that its integration on cycles produces gauge invariant functions. The corresponding
local requirement in the jet is to call a current F (a locally defined n− 1 horizontal form
in the jet) gauge invariant if for every X ∈ GU
(LjXF − dhσ)|EL,U = 0 for some σ. (6)
Notice that σ must be linear in X and that Condition 2 in Definition (1) implies that the
restriction of σ|EL,U to the sub bundle over ∂U vanishes, (σ|EL,U )|∂U = 0. Any spacetime
cycle Σ ⊂M may be decomposed as a sum of hypersurfaces contained in compact domains
Ui with ∂Σi ⊂ ∂Ui and we may write fΣ[φ] as a sum of contributions fΣi(φ) =
∫
Σi
jφ∗F .
Due to Condition 2 each fΣi(φ) is gauge invariant. However, if Σ is a hypersurface with
boundary and ∂Σi is not contained in ∂U then fΣ(φ) is not gauge invariant; if we choose
a representative in the cohomology class of F to calculate fΣ(φ) a gauge transformation
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would not preserve our choice and the resulting boundary term in the integral would not
vanish.
Gauge vector fields X ∈ GU preserve the pre-multisymplectic form in the sense that
LjXΩL|EL,U is horizontally exact. Thus, the pre-symplectic form obtained by integration
on any cycle (after the appropriate insertions of elements of FU ) as in formula (1) is
gauge invariant, LjXωLΣ|SolsU = 0. Additionally, if a hypersurface is not a cycle but
∂Σ ⊂ ∂U then ωLΣ is also preserved by gauge transformations.
Remark 5 (Gauge equivalence classes). We need to talk about equivalence classes of
solutions. The local existence of orbits in the space of solutions follows from GU ⊂ FU ,
when restricted to EL,U being a Lie subalgebra. Given any X,Y ∈ GU (with (ιjXΩL −
dhρ
X)|EL,U ,FU = 0, ιjYΩL − dhρ
Y )|EL,U ,FU = 0) a short calculation yields
(ι[jX,jY ]ΩL − dh(LjXρ
Y − ιjY dvρ
X))|FU ,EL,U = 0.
Since [jX, jY ] = j[X,Y ] the restriction to EL,U of GU ⊂ FU is a Lie subalgebra. The
calculation above proves directly that the generators of gauge flows in EL,U ⊂ JY form a
Lie algebra, and the space of solutions inherits a representation of this Lie algebra. This
guarantees the local existence of gauge orbits. Given that our definition of observables
will be based on locally defined functions the existence of gauge orbits is relevant in our
framework. The issue of global existence of orbits is a hard problem; for a heuristic
discussion of this issue and its relevance in quantization see [20].
The subalgebra of FU preserving GU will be denoted by
FGU := {V ∈ FU : LVX ∈ GU ∀X ∈ GU} .
Since GU ⊂ F
G
U is a Lie ideal the quotient makes sense and inherits a Lie algebra structure
leading to a reduced space FU//GU := F
G
U/GU in which the pre-multisymplectic form ΩL
becomes non degenerate except for degeneracy on (the clases of) elements of FU satisfying
Condition 1 for gauge vector fields but not Condition 2 leading to “would be gauge degrees
of freedom” residing at the boundary; see Remark 7.
Remark 6 (Isolated systems and measuring with respect to the boundary). We can
apply our formalism in the context of asymptotically flat General Relativity formulated
a la Palatini [25]. The spacetime domain considered in this case is of the type U =
Σ×[0, 1] with the boundary ∂Σ×[0, 1] being a world tube at spatial infinity (and possibly an
inner boundary modelling a horizon); it is known that diffeomorphisms induce variations
such that ιjXΩL is horizontally exact, which implies that X satisfies Condition 1 of
the definition of gauge vector fields. However, regarding variations that do not vanish
at infinity as gauge is inappropriate because they modify the reference frame needed to
define energy, momentum and angular momentum. Thus, preserving a reference frame
at the boundary that may be used as a reference for measurements is another motivation
for Condition 2 of the definition of gauge.
In domains of the type U = Σ× [0, 1] endowed with a foliation Σt, it may be desirable
that Condition 2 is replaced by X|∂Σ×[0,1] = 0. If we use this condition all leaves Σt
in a foliation would be analogous to the leafs of initial and final conditions at t = 0, 1.
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When we are interested in an initial data formulation on a given Cauchy surface Σ, or on
a Cauchy surface that has been divided into pieces, we can consider spacetime domains
with a given parametrization on domains of the form Σ× [0, ǫ] and take a limit. In this
scenario, this is the natural version of Condition 2 to use.
Remark 7 (“Would be gauge” degrees of freedom at the boundary). Condition 2 in the
definition of gauge vector fields had the main purpose of allowing for a local description
of physics. For the sake of this discussion consider the Lie algebra of evolutionary vec-
tor fields GˆU ⊂ FU satisfying Condition 1 of the definition of gauge without imposing
Condition 2; we could call them “may be gauge” vector fields over U .
Notice that GU ⊂ GˆU is a Lie ideal. The quotient, denoted by (Gˆ/G)∂U , is charac-
terized by evolutionary vector fields in the jet over ∂U which are extendible to “would
be gauge” vector fields on the bundle over U . Following Remark 5 denote the Lie sub-
algebra of FU preserving GˆU by F
Gˆ
U and notice that since GˆU ⊂ F
Gˆ
U is a Lie ideal we
obtain the reduced Lie algebra FU//GˆU := F
Gˆ
U/GˆU in which the pre-multisymplectic form
ΩL becomes non degenerate in the appropriate sense. Clearly we also have FU//GˆU =
(FU//GU )//(Gˆ/G)∂U .
Notice that Condition 1 only requires (ιjX ΩL)|FU ,EL,U to be horizontally exact, which
means that in general for X ∈ GˆU (when ∂Σ ⊂ ∂U) ιjX ωLΣ|FU ,EL,U 6= 0, and depends
only on its class [X] ∈ (Gˆ/G)∂U . Thus, the elements of (Gˆ/G)∂U should not be considered
as generators of gauge transformations but as symmetry generators among boundary
conditions.
A formalism to study gauge theories in the presence of boundaries was recently put
forward by Donnelly and Freidel in which boundary degrees of freedom are added to the
system [22].
From the perspective of our formalism the “dynamics” of these degrees of freedom
“added” at the boundary is not dictated by new independent field equations. The field
is bounded to be the restriction to ∂U of a solution to the bulk field equation; addition-
ally, there is a symmetry acting non trivially over those degrees of freedom generated by
(Gˆ/G)∂U . We will mention in Remark 14 that a class of vector fields in (Gˆ/G)∂U which
comes from local Lagrangian symmetries may have an associated Noether current which
does not vanish. All these properties seem to be in agreement with [22]. It would be
interesting to have a detailed understanding of the relation between the formalism that
we describe here and theirs.
Remark 8 (Gluing spacetime domains). Consider a domain that is constructed by gluing
two subdomains U = U1 ∪ U2 over a codimension one surface Σ = U1 ∩ U2. Some gauge
vector fields over U are composed by a pair of a gauge vector fields over U1 and a gauge
vector fields over U2. Notice that due to Condition 2 the given pair trivially satisfies the
continuity condition at Σ, and it also trivially satisfies the linearized gluing field equation
due to Condition 1. That is, joining gauge vector fields from U1 and U2 we can construct
a Lie ideal of the Lie algebra of gauge vector fields on the spacetime domain U ; we will
write GU1#ΣGU2 := G
0Σ
U ⊂ GU . However, there are some gauge vector fields at U that
do not vanish over Σ. As mentioned in the previous remarks, these gauge vector fields
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when considered over Ui were symmetry generators and after the domains are glued they
become gauge vector fields. Thus, in order to model the Lie algebra of vector fields in the
space of solutions modulo gauge we can calculate the quotient FU//GU in each subdomain,
glue the resulting spaces and then reduce by the gauge vector fields of U that are not gauge
in U1 and U2.
We will write FU1#ΣFU2 to mean pairs of elements Vi ∈ FUi which satisfy: (i) a zeroth
order continuity condition at Σ when evaluated on solutions (implying continuity in all
the partial derivatives along Σ; which may be written as jΣ(V1|EL,U ,Σ) = jΣ(V2|EL,U ,Σ)),
(ii) the linearized gluing field equation at Σ (5). Notice that this condition involves
directional derivatives normal to Σ, but in the presence of gauge the requirement would
not be totally rigid resulting in accepting fields that are not included in FU .
GΣˆUi will denote the subalgebra of FUi whose elements satisfy Condition 1 for gauge
vector fields but they do not have to vanish over ∂Ui in the sense of Condition 2 because
the condition may fail over Σ◦. Also we will write GΣ = (G
Σˆ
U1
#ΣG
Σˆ
U2
)/(GU1#ΣGU2).
With this notation at hand, gluing of spaces of solutions of the linearized field equation
modulo gauge corresponding to adjacent domains behaves as follows
FU//GU = (FU//G
0Σ
U )//(GU/G
0Σ
U ) = ((FU1//GU1)#Σ(FU2//GU2))//GΣ.
This gluing procedure also seems to be in agreement with the construction of Donnelly
and Freidel [22]. We will return to the subject of gluing subdomains further ahead in
the paper when we consider the algebras of observable currents associated to spacetime
domains.
In Section 7 we discuss gluing of spaces of observable currents corresponding to ad-
jacent domains.
3 Observable currents
Physical observables, functions of the space of solutions modulo gauge, may be con-
structed by integration of currents on hypersurfaces as in formula (2). Currents that are
defined only in a certain neighborhood of the jet will be called locally defined currents; it
turns out that considering locally defined currents is necessary to obtain the rich family
of currents allowing us to gather all the information from systems with local degrees of
freedom. Locally defined gauge invariant conserved currents are the central object of this
work; in order to emphasize the use that we will give them, we will call them observable
currents.
In order to consider a large enough family of physical observables we will need to
consider currents depending on an arbitrary number of partial derivatives of the field.
This will be easily done working with differential forms in the infinite jet; the reader is
reminded that if the current under consideration only depends on partial derivatives of
the field up to order k then the current could be seen as living in the k-jet, which is
a finite dimensional manifold. We will work with integrals of the form
∫
Σ jφ
∗F (where
the boundary of the hypersurface Σ, if it has one, is required to be contained in the
boundary of the spacetime domain of interest ∂Σ ⊂ ∂U) and they will yield functions of
the solution depending locally on the field and its partial derivatives.
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Definition 2 (Observable currents). (i) A locally defined current F ∈ Ωn−1,0(U ⊂ JY )
is conserved if dhF |U∩EL,U = 0. (ii) It is gauge invariant if LjXF |U∩EL,U is horizontally
exact for every X ∈ GU .
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An observable current is a locally defined gauge invariant conserved current in U . We
will write F ∈ OCU U , and OCU will be used for the space of observable currents with
domain in some neighborhood U .
The objective of any current F ∈ Ωn−1,0(U ⊂ JY ), in its whole existence, is to be
paired with an oriented hypersurface Σ so they together beget a function fΣ : HistsU → R
through integration (defined in a certain domain)
fΣ[φ] =
∫
Σ
jφ∗F. (7)
The label of the function is an oriented hypersurface Σ, but the conservation law obeyed
by observable currents disregards Σ as unimportant (except for its homology class) and
most of the features of the function fΣ have origin in
F ∈ OCU .
Notice that if Σ1 ∼ Σ2 and the hypersurfaces are not cycles then ∂Σ1 = ∂Σ2.
Functions induced by observable currents defined by equation (7) are gauge invariant
if ∂Σ ⊂ ∂U . When we restrict these functions to act on solutions we will call them
physical observables.
Definition 3 (Observables from observable currents). The complete space spanned by
locally defined physical observables
fΣ : SolsU → R
associated to a hypersurface such that ∂Σ ⊂ ∂U will be denoted by ObsΣ.
Notice that two observable currents F,G ∈ OCU such that F = G + dhσ with
σ|EL,U , ∂U = 0 yield the same observable after integration on any hypersurface with
∂Σ ⊂ ∂U . It is natural to regard such pair of observable currents as equivalent; this
would be the natural notion of horizontal cohomology classes in our setting, and each
observable current may be thought of as a representative of its U -restricted horizontal
cohomology class.
Remark 9 (Domains with a foliation). In a domain of the type U = Σ× [0, 1] endowed
with a foliation Σt we may be interested in studying evolution of functions fΣt as functions
of the “time” parameter. In this situation the conservation law tells us that fΣt − fΣ0 =
f∂Σ×[0,t]. Thus, if the boundary conditions and F ∈ OCU are such that f∂Σ×[0,t] = 0
the conservation law will simply state that the value of fΣt is time independent. In
particular, this is expected to be the case for a class of observable currents of physical
interest when the physical boundary ∂Σ×[0, t] is located “at infinity”. However, in general
8 Equivalently, one may demand that jφ∗LjXF be exact for any solution with jφ(U) ⊂ U .
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the term f∂Σ×[0,t] will be relevant. This remark also applies to the conservation of the
pre-symplectic form ωΣt.
Gauge invariance is delicate because Σt may have a boundary. The requirement of
gauge invariance is that LXF |EL,U be horizontally exact, but since gauge vector fields
satisfy X|∂Σ×[0,1] = 0 the differential form σ satisfying LXF |EL,U = dhσ|EL,U vanishes at
the boundary, σ|∂Σ×[0,1] = 0. Then, in the general case fΣ′ is not gauge invariant when Σ
′
is not a cycle due to boundary terms, but if ∂Σ′ ⊂ ∂Σ× [0, 1] the boundary term breaking
gauge invariance vanishes and the function is gauge invariant. Thus due to Condition 2,
functions fΣt associated to the leaves of the foliation Σt are gauge invariant.
In Remark 6 we mentioned that in domains endowed with a foliation one may opt
to replace Condition 2 in the definition of gauge vector fields by X|∂Σ×[0,1] = 0. This
modification has the effect of making all leaves with t ∈ [0, 1] equivalent.
Noether’s theorem stating that symmetries lead to conserved quantities is crystal
clear in this framework.
Theorem 1 (Noether). A Lagrange symmetry is an evolutionary vector field V satisfying
LjV L = dhσ
V
L . Every Lagrange symmetry has a corresponding Noether current N
V ∈
OCU given by
NV = −ιjVΘL − σ
V
L .
We include a proof of this classical theorem in the appendix; a more detailed presen-
tation can be found in [17]. Proving conservation of the Noether current is trivial, but
on the other hand gauge invariance requires the use of a lemma of Takens [26].
A large family of observable currents is given below. Given our previous definitions
the proof of this result is simple, we state it as a theorem because in the context of
multisymplectic formulations of classical field theory the existence of a rich family of
gauge invariant conserved currents has been a long standing problem (see for example
[4, 5, 6, 7, 8]). We elude the obstruction faced by the mentioned references due to two
special features of our approach: first of all we work in the infinite jet, which is common
place in treatments based on the variational bicomplex [10, 11], and second we allow for
locally defined currents.
Definition 4 (Symplectic product current). Given a pair of vector fields in the space
of solutions modeled by V,W ∈ FU their symplectic product is the conserved current
(defined in the intersection of the domains of definition of the perturbations)
F VW = ιjW ιjV ΩL.
Theorem 2. If the vector fields are GU preserving, V,W ∈ F
G
U ⊂ FU , their associated
symplectic product current is an observable current
F VW ∈ OCU .
Proof. The following statements hold in the intersection of the domains of definition of
V and W . Conservation of F VW is the statement that the multisymplectic formula,
described in Section 2, holds. Gauge invariance follows from the gauge invariance of ΩL
and the GU preserving property of V and W .
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In Section 8 we give the elements to evaluate symplectic product observable currents in
the case of the Maxwell field. An explicit example (with spacetime being one dimensional)
showing that symplectic product observable currents are generically nontrivial is rigid
body motion [27], where the configuration of the system at time t is given by q ∈ SO(3).
Let us denote left invariant vector fields in SO(3) by ξ ∈ X(SO(3)). In the first order
Lagrangian framework, the state of the system at time t is given by (q, ξq) ∈ TSO(3).
Perturbations corresponding to generators of rotations may be parametrized by left in-
variant vector fields in SO(3); let us denote such perturbations in the space of first order
data by V ξ ∈ X(TSO(3)). Consider the system at time t = 0 at state (q, ξq) ∈ TSO(3)
and two perturbations of the system at that time V ξ1 and V ξ2 . Evolution according to
the Euler-Lagrange equation will yield (q(t), ξ(t)q(t)) ∈ TSO(3); the perturbations will
also evolve according to the linearized equation, and yield V ξ1(t) and V ξ2(t). The evalua-
tion of the symplectic product fV
ξ1(t)V ξ2(t) using the symplectic form in TSO(3) induced
by the Lagrangian (or equivalently by Legendre transformation of the symplectic form of
T ∗SO(3)) is ωL(V
ξ1(t), V ξ2(t))(q(t),ξ(t)q(t)) = −dθL(V
ξ1(t), V ξ2(t))(q(t),ξ(t)q(t)), where the
symplectic potential is basically the angular momentum calculated in the body reference
frame. The body angular momentum is not constant in time and the perturbations also
evolve in time, but their combination in fV
ξ1 (t)V ξ2 (t) is a conserved quantity. The Hamil-
tonian vector field associated to the observable shown above is the commutator of the
vector fields, [V ξ1(t), V ξ2(t)]. This is a family of conserved quantities parametrized by
the choice of two elements of the Lie algebra ξ1, ξ2 which encode information regarding
the state of the system. A much larger family of observables is obtained if the pertur-
bations of the initial conditions are allowed to depend in the state of the system at the
initial time; in Lagrangian language we would say that the vector fields V ξ1 and V ξ2 are
allowed to be state dependent. The same logic can be used in the case of the Yang-Mills
field [28] to obtain nontrivial explicit observable currents of the symplectic product type.
Remark 10 (Observable currents in linear field theories). If we have a theory in which
SolsU is a linear subspace of HistsU then the spaces SolsU and FU may be identified.
This trick, extensively used by Wald in the quantization of linear fields [29], leads to
the following special type of observable currents F V ∈ OCU parametrized by an element
V ∈ FU ,
F V (jφ) = ιjW (φ)ιjV ΩL(jφ),
where W (φ) is an element of FU that is compatible with the solution φ ∈ SolsU . We give
an explicit example in Section 8.
4 Locally Hamiltonian vector fields and
Hamiltonian observable currents
In the multisymplectic framework for field theory described in Section 2 the core ge-
ometrical structure associated to a field theory is given by the structure of J1Y (and
J2Y ), the field equations EL,U ⊂ J
2Y and the pre-multisymplectic form ΩL. Thus, it
would be natural to look for the locally defined structure preserving automorphisms of
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J1Y |U (or J
2Y |U ). However, the objective just described turns out not to be ambitious
enough because the space of vector fields generating structure preserving automorphisms
is much smaller than the space vector fields on the space of solutions. The appropri-
ate way to model perturbations of solutions in the jet uses locally defined evolutionary
vector fields (described in Section 2 and in the appendix) which moreover satisfy the
linearized field equation, the requirement that LjVE(L)|EL,U = 0 be horizontally exact.
If we want to preserve the pre-multisymplectic structure, understood as the assignment
of pre-symplectic structures to hypersurfaces (possibly with boundary and corners), then
our requirements on the evolutionary vector fields should also include that
LjV ΩL = dhσ
V (8)
when restricted to FU and evaluated in EL,U for some boundary term such that
(σV |FU ,EL,U )|∂U = 0. Those locally defined evolutionary vector fields will be called locally
Hamiltonian vector fields,and will be denoted by FLHU ⊂ FU . In future arguments we will
also refer to the space FˆLHU ⊂ FU composed by solutions of a version of equation (8) in
which no restriction is imposed on the boundary term over ∂U .
For a locally Hamiltonian vector field, a solution, and a hypersurface with ∂Σ ⊂ ∂U ,
it is easy to check that the pre-symplectic form induced by the solution ωLΣ|FU satisfies
LjV ωLΣ = 0.
There are two remarks relating locally Hamiltonian vector fields and gauge vector
fields. First, if X is a gauge vector field then it is locally Hamiltonian, GU ⊂ F
LH
U .
Second, locally Hamiltonian vector fields are GU preserving, F
LH
U ⊂ F
G
U ; this is because
preserving ΩL implies preserving Condition 1 of Definition 1 for GU , and Condition 2 of
the definition is also preserved. Similarly, GˆU ⊂ Fˆ
LH
U .
The equation above says that, when restricted to FU , EL,U , the form ιjV ΩL is vertically
closed (up to horizontally exact terms vanishing at the boundary). Thus, it is natural to
study if it can be promoted to be vertically exact (up to horizontally exact terms whose
vertical derivative vanishes at the boundary). More concretely, we look for an observable
current F such that
dvF = −ιjVΩL + dhσ
F (9)
when restricted to FU and evaluated in EL,U for some boundary term such that
((dvσ
F − λF )|FU ,EL,U )|∂U = 0 for some form with dhλ
F |FU ,EL,U = 0.
9 This condition on
the boundary term lets us define σV = −dvσ
F + λF satisfying the condition over ∂U
required for V to be a locally Hamiltonian vector field (8). Additionally, the condition
is compatible with an equivalence relation among observable currents differing by hori-
zontally exact terms vanishing over the boundary in the appropriate sense as discussed
in the previous section.
Definition 5 (Hamiltonian observable currents). An observable current F ∈ OCU par-
ticipating in equation (9) together with some V ∈ FU is called a Hamiltonian observable
9 The presence of λF is only due to the fact that σV and σF are uniquely defined only up to dh-
closed terms because they are boundary terms. Arbitrarily setting λF to zero would limit the formalism
considerably; for example the crucial result stated in Remark 11 and used in Theorem 5 may not hold.
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current. The equation implies that V is locally Hamiltonian, and we say that V ∈ FLHU
is associated to F ∈ HOCU .
If the boundary term in equation (9) satisfies the stronger condition (σF |FU ,EL,U )|∂U =
0 the current will be called a strict Hamiltonian observable current, and we will write
F ∈ sHOCU ⊂ HOCU .
10 On the other hand, observable currents and associated vector
fields that obey a version of equation (9) in which there is no condition at ∂U on the
boundary term belong to the spaces denoted by ĤOCU , Fˆ
LH
U . Notice that in the absence
of boundaries all the variants of the space of Hamiltonian observable currents agree. 11
Let us discuss first the version of equation (9) in which no conditions are imposed on
the boundary term over ∂U . Consider two elements of FˆLHU compatible with the same
observable current F ∈ ĤOCU in the sense that (dvF + ιjViΩL−dhσ
F
i )|FU ,EL,U = 0. Then
(ιj(V1−V2)ΩL−dh(σ
F
1 −σ
F
2 ))FU ,EL,U = 0 proving that the vector fields differ by an element
of GˆU . Thus, to each element of ĤOCU corresponds a unique element of Fˆ
LH
U /GˆU , and
the currents that are mapped to the zero element are those that are dv-constant up to
dh-exact terms; in other words, these observable currents are pure boundary terms up to
a field independent constant.
Now let us consider locally Hamiltonian vector fields FLHU ⊂ Fˆ
LH
U and their gauge
equivalence classes. We know that FLHU ∩ GˆU contains those locally Hamiltonian vector
fields which are compatible with the zero observable current FLH,0U ; they are vector fields
in GˆU whose associated boundary terms satisfy extra conditions over ∂U . It is simple
to see that FLH,0U ⊂ F
LH
U is a sub Lie algebra; however, it is not an ideal. On the other
hand, GU is an ideal of F
LH
U ; we consider an scenario in which GU is the maximal ideal
contained in FLHU ∩ GˆU . That this scenario takes place should be tested in each field
theory of interest. Under this assumption, there is an assignment of a unique element of
FLHU /GU to each element of HOCU . The currents that are mapped to the zero element
(i.e. currents associated to gauge vector fields) are those that are dv-constant up to a
boundary term (i.e. (dvF − dhσ
F )|FU ,EL,U = 0) such that ((dvσ
F − λF )|FU ,EL,U )|∂U = 0
for some form with dhλ
F |FU ,EL,U = 0; in other words, these observable currents are field
independent up to a pure boundary term which when evaluated over ∂U yields a field
independent constant.
Remark 11 (Every locally Hamiltonian vector field has corresponding observable cur-
rents). The obstruction for the existence of a Hamiltonian observable current associated
to a given locally Hamiltonian vector field is the non triviality of the vertical cohomology
group Hn−1,1
dv
(JY |U ), where furthermore there is an equivalence relation among vertically
10 A proof of sHOCU ⊂ HOCU is given as part of the prof of Theorem 4.
11 In the case of a domain with a foliation U = Σ× [0, 1] (or Σ× [0, ǫ] if we are interested in initial data
over an embedded hypersurface Σ) in which we are interested in integrating observable currents only on
the leaves Σt of the foliation, we mentioned that Condition 2 for gauge vector fields could be traded for
the vanishing of the field over ∂Σ× [0, 1]; accordingly, the condition on the boundary terms of equation
(8) defining locally Hamiltonian vector fields should be (σV |FU ,EL,U )|∂Σ×[0,1] = 0, the condition on the
boundary terms of equation (9) concerning this definition should be ((dvσ
F − λF )|FU ,EL,U )|∂Σ×[0,1] = 0
for some form λF which is horizontally closed in the appropriate sense, and similarly the condition for
strict Hamiltonian observable currents should be properly adjusted.
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closed forms differing by horizontally exact terms dhσ
V such that (σV |FU ,EL,U )|∂U = 0,
and a corresponding equivalence relation among vertically exact forms that differ by hor-
izontally exact terms dhσ
F such that ((dvσ
F − λF )|FU ,EL,U )|∂U = 0 for some form with
dhλ
F |FU ,EL,U = 0. However, since we allow observable currents that are defined only
on neighborhoods of jφ(U) the mentioned cohomology group is trivial. Thus, there is a
Hamiltonian observable current for any given locally Hamiltonian vector field in a prop-
erly adjusted domain of definition. For any jφ(U) in the domain of definition of V ∈ FLHU
there is a neighborhood containing it which is the domain of definition of an observable
current F ∈ OCU satisfying formula (9). This fact indicates that there are plenty of
observable currents, and will be a key ingredient for proving that the physical observables
calculable from observable currents can distinguish gauge inequivalent solutions (see Sec-
tion 6).
This feature of Definition 5 is the reason why in this work we mention locally Hamil-
tonian vector fields and never Hamiltonian vector fields. It is appropriate to say that in a
framework allowing for locally defined observable currents all locally Hamiltonian vector
fields are automatically Hamiltonian.
Remark 12 (Further support for the definition of gauge vector fields). Notice that every
conserved current satisfying equation (9) is gauge invariant; Condition 1 and Condition
2 are essential for this. Thus, regarding observable currents as generators of multisym-
plectomorphisms gives further support for our definition of gauge vector fields.
Remark 13 (Hamiltonian observables). Equation (9) induces on ObsΣ the all important
equation of symplectic geometry; given any vector field in the space of solutions w we have
ιwdfΣ = −ιwιvωLΣ −
∫
∂Σ
jφ∗ιjWσ
F .
The resulting space of Hamiltonian observables is the complete subspace denoted by
HObsΣ ⊂ ObsΣ.
Notice that the familiar formula is induced in the absence of a boundary, but in the
the general case dfΣ acquires an extra term.
Strict Hamiltonian observable currents sHOCU ⊂ HOCU induce strict Hamiltonian
observables sHObsΣ ⊂ HObsΣ ⊂ ObsΣ which obey the equation dfΣ = −ιvωLΣ.
Of course the first examples of Hamiltonian observable currents are Noether currents.
Theorem 3. A Noether current NV = −ιjVΘL − σ
V
L satisfies the equation
(dvN
V + ιjV ΩL − dhσ
V
N )|FU ,EL,U = 0.
Thus NV ∈ ĤOCU . If ((dvσ
V
N−λ
F )|FU ,EL,U )|∂U = 0, for some form λ
F with dhλ
F |FU ,EL,U =
0, then it is is a Hamiltonian observable current according to our definition NV ∈ HOCU
with V as its Hamiltonian vector field.
A proof for the existence of such a horizontally exact term requires the use of Takens’
lemma [26], and it is stated in the appendix; for details see [30]. Notice that it is not
a priory clear if the boundary term satisfies the required condition over ∂U ; in general
Noether currents are not Hamiltonian Observable currents when there are boundaries.
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Remark 14 (Conserved charges associated to “would be gauge” symmetries). A result
of Wald and Lee [19, 11] says that an element X of a family of Lagrange symmetries
depending on parameters with possible arbitrary local variation satisfies Condition 1 of
the definition of gauge vector fields [19, 11], and it has a corresponding conserved Noether
current NX . If X also satisfies the locality condition in the definition of gauge vector
fields requiring that jX|EL,U ,∂U = 0, then (σ
X
L |FU ,EL,U )|∂U = 0 which implies that N
X ∈
HOCU and that n
X
Σ (φ) =
∫
Σ jφ
∗NX = 0 for any hypersurface with with ∂Σ ⊂ ∂U .
Now consider one of these generators of local Lagrangian symmetries X which does
not vanishing over ∂U , a “would be gauge” vector field. The Noether charge nXΣ (φ) =∫
Σ jφ
∗NX would vanish if Σ is a cycle; thus, the current must be horizontally exact
NX = dhνX . In our case we have
nXΣ (φ) =
∫
∂Σ
jφ∗νX ,
which would not vanish in general. Moreover, since any hypersurface Σ′ homologous with
Σ has the same boundary our ability to move the hypersurface to a region where the
vector field vanishes (as used in the argument in the absence of boundaries) is crucially
diminished, and the boundary integral in general does not vanish. This is consistent with
the study of boundary integrals by Regge and Teitelboim [21].
In general the boundary term σXN participating in equation (9) for a Noether current
NX of this type will not follow the condition over ∂U making the current not Hamiltonian
according to our definition. One aspect of this is that two different vector fields X,X ′
both satisfying equation (9) together with NX differ by an element of GˆU which is a larger
set than GU .
The vertical differential of the Noether current associated to a “would be gauge” vector
field (one which does not satisfy the locality condition) is a pure boundary term. The
differential of the corresponding charge is
dnXΣ (φ) = −
∫
∂Σ
j1φ∗dvν
X =
∫
∂Σ
j1φ∗(σXN − ρ
X).
In abelian Chern-Simons theory over a bounded domain Noether charges associated to
would be gauge vector fields do not vanish. The interested reader can perform the cal-
culation following the notation presented in the example of Section 8 and arrive to the
results recently presented in [31] expressed in our language.
Theorem 4. Let F VW be a symplectic product observable current associated to two locally
Hamiltonian vector fields V,W ∈ FLHU . Then F
VW ∈ sHOCU ⊂ HOCU with associated
locally Hamiltonian vector field [V,W ] ∈ FLHU
dvF
VW = −ιj[V,W ]ΩL + dhσ
VW
where
σVW = ιjWσ
V − ιjV σ
W .
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Proof. A short calculation yields dvF
VW = −ι[jV,jW ]ΩL + ιjV LjWΩL − ιjWLjV ΩL.
The proof is completed noticing that (LjV ΩL − dhσ
V )|FU ,EL,U = 0 and (LjWΩL −
dhσ
W )|FU ,EL,U = 0, and using [jV, jW ] = j[V,W ] (for a brief explanation see the ap-
pendix).
We need to prove that the boundary term satisfies the condition over ∂U demanded
by the definition. Notice first that σVW satisfies the condition over ∂U that makes the
observable current a strict Hamiltonian observable current, F VW ∈ sHOCU . Below we
will prove that sHOCU ⊂ HOCU .
Consider (dvF + ιjVΩL−dhσ
F )|FU ,EL,U = 0 with σ
F |FU ,EL,U )|∂U = 0, and an arbitrary
pair of vector fields Y,Z ∈ FU . We calculate dvσ
F and proceed eliminating terms due to
the behavior of the boundary term over ∂U
ιjY ιjZdvσ
F |EL,U = ιjY (LjZ − dvιjZ)σ
F |EL,U = −ιjY dvιjZσ
F |EL,U = −LjY (ιjZσ
F )|EL,U
= −(ιj[Y,Z] + ιjZLjY )σ
F |EL,U = 0.
Apart from describing a property of an important family of observable currents, the
previous result has the following corollary.
Corollary 1. FLHU ⊂ F
G
U is a Lie subalgebra, and
[
FLHU ,F
LH
U
]
⊂ FLHU is a Lie ideal
corresponding to symplectic product observable currents. Additionally, this structure is
compatible with reduction by gauge vector fields producing the natural inclusions[
FLHU ,F
LH
U
]
/GU → F
LH
U /GU → FU//GU := F
G
U/GU .
In symplectic geometry every function of phase space has an associated Hamiltonian
vector field. However, from the families of examples given above (Noether and symplec-
tic product observable currents) we see that for field theories over confined spacetime
domains not all observable currents are Hamiltonian observable currents. However, if
U = Σ × [0, 1] we can use the weaker locality requirement for gauge vector fields (re-
quiring them to vanish on ∂Σ× [0, 1] instead of vanishing in the whole ∂U) and end up
with definitions according to which, in the case of Σ being a cycle, all the families of
observables currents exhibited here are Hamiltonian. Moreover, section 6 proves that,
in the presence of a Cauchy surface with no boundary, Hamiltonian observable currents
are capable of distinguishing gauge inequivalent solutions. Then any observable induced
by an observable current maybe approximated by observables calculable from Hamilto-
nian observable currents, which appealing to completeness implies that every observable
current is Hamiltonian. Thus, in the presence of a Cauchy surface with no boundary ev-
ery observable current is Hamiltonian; the corresponding statement in a context closely
related to ours was rigorously proven by Vitagliano in [11].
23
5 A bracket for observable currents and
the Poisson algebra of local observables
Given two Hamiltonian vector fields V,W , with associated Hamiltonian observable cur-
rents F,G ∈ HOCU , Corollary 1 tells us that their Lie product [V,W ] is another Hamil-
tonian vector field. We would like to find a Hamiltonian observable current associated
to [V,W ]. It would be even nicer if the resulting observable current could be calculated
only from F and G and the assignment made the vector space of Hamiltonian observable
currents HOCU into a Lie algebra extending the Lie algebra of locally Hamiltonian vector
fields FLHU . Below we will show several different Hamiltonian observable currents which
have [V,W ] as their Hamiltonian vector field; they differ by horizontally exact terms
vanishing over ∂U . Thus, when these different candidates are integrated over hypersur-
faces with ∂Σ ⊂ ∂U they all coincide. In this way HObsΣ acquires the structure of a Lie
algebra. Furthermore, if there is a Cauchy surface Σ without boundary we will see below
that HObsΣ becomes a Poisson algebra.
Consider any two Hamiltonian observable currents F,G ∈ HOCU with choices of
locally Hamiltonian vector fields V,W ∈ FLHU , respectively. We have already shown (see
Proposition 4) that F VW ∈ HOCU with Hamiltonian vector field [V,W ]. This gives us a
natural definition of a bracket among Hamiltonian observable currents; however, different
choices of Hamiltonian vector fields for F and G lead to results that differ by a boundary
term. Here is the formal statement.
Definition 6 (Bracket for observable currents). Let F,G ∈ HOCU with choices of locally
Hamiltonian vector fields V,W ∈ FLHU respectively. The bracket
{F V , GW } = ιjW ιjV ΩL (10)
defines a Hamiltonian observable current {F V , GW } ∈ HOCU .
Remark 15 (Dependence on the choice of Hamiltonian vector fields). Consider V1, V2
locally Hamiltonian vector fields for F ∈ HOCU . Thus,
{F V1 , GW } − {F V2 , GW } = ιjW ιjV1−jV2ΩL = −dhιjWρ
V1−V2
since, as shown just after Definition 5, V1 − V2 ∈ GˆU . Thus, different choices of locally
Hamiltonian vector fields lead to observable currents differing by a boundary term that is
not simple in principle. If the scenario described after Definition 5 takes place in the field
theory of interest V1−V2 ∈ GU and the boundary term vanishes over ∂U when evaluated
on EL,U . The induced bracket on sHObsΣ would be independent of any choice.
In the absence of a boundary, or if use the weaker condition on the boundary terms
appropriate for domains with a foliation, the boundary terms would not be relevant for
HObsΣ and the induced bracket is independent of the choice of Hamiltonian vector field,
and we can write {F,G}.
The following result was proven in the previous section.
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Lemma 1. Let F,G ∈ HOCU be observable currents with locally Hamiltonian vector
fields V,W ∈ FLHU respectively. Then
dv{F
V , GW } = −ιj[V,W ]ΩL + dhσ
VW , with σVW = ιjWσ
V − ιjV σ
W
where σVW satisfies the conditions at ∂U necessary to make {F V , GW } a strict Hamil-
tonian observable current with [V,W ] as associated Hamiltonian vector field.
Other Hamiltonian observable currents with [V,W ] as Hamiltonian vector field are
LjVG and −LjWF , which are geometrically interesting since they associate observable
currents to Lie derivatives along vector fields in the jet. However, they have the disad-
vantage of not being skew symmetric, but it is also possible to skew symmetrize them.
Here is the relation between the mentioned Hamiltonian observable currents.
{F V , GW } = LjVG+ dhιjV σ
G = −LjWF − dhιjV σ
F
=
1
2
(LjVG−LjWF ) +
1
2
dh
(
ιjV σ
G − ιjV σ
F
)
which holds when evaluated in EL,U .
It is clear that our bracket is bilinear and skew symmetric. However, it does not
satisfy a Jacobi relation. On the other hand, it is a straight forward calculation to verify
that the Lie derivative bracket {F V , G}l = LVG, which is not skew symmetric, satisfies
a Jacobi identity{
F V11 , {F
V2
2 , F3}l
}
l
= LV1LV2F3 = L[V1,V2]F3 + LV2LV1F3
=
{
{F V11 , F2}
[V1,V2]
l , F3
}
l
+
{
F V22 , {F
V1
1 , F3}l
}
l
.
Now, repeated use of the identity ({F V , G}l −{F
V , GW }+ dhιjV σ
G)|EL,U = 0 lets us see
that our bracket, when evaluated in EL,U , is subject to a Jacobi relation that is modified
by a horizontally exact term{
F V11 , {F
V2
2 , F
V3
3 }
}
+ dhJ =
{
{F V11 , F
V2
2 }, F
V3
3
}
+
{
F V22 , {F
V1
1 , F
V3
3 }
}
,
with J = −ιjV1σ
V2V3 + ιjV2σ
V1V3 + (ιjV1LjV2 − ιjV2LjV1 − ιj[V1,V2])σ
F3 . Notice that, since
V1, V2, V3 ∈ FU and (σ
Vi |FU ,EL,U )|∂U = 0 the first two terms in J vanish over ∂U ; however,
the third term does not necessarily vanish over ∂U .
Remark 16 (Lie n-algebra of observable currents). The structure in HOCU given by
the brackets defined above fits into the general structure described by Rogers [12] for
multisymplectic field theory. Baez and Rogers studied the case of the classical bosonic
string with particular detail [13]. Our bracket {F V , GW } corresponds to the hemibracket,
and {F V , G}l corresponds to semibracket in their notation.
In [32] Barnich et al use the variational bicomplex to develop a framework appropriate
for spacetime-localized observables. For us it would be of great interest to understand the
relation between their work and ours.
There is further work [33] with the motivation of studying algebraic properties of
Noether currents in multisymplectic field theory.
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If we are working on a domain U = Σ × [0, 1] with a foliation we can use the weak
condition on the boundary terms σVi and σFi that take place over (∂Σ)× [0, 1] which has
the advantage that if the leaves Σt do not have a boundary the conditions on boundary
terms become trivially satisfied. In that case the calculation given above showing that
the Jacobi relation is modified by a horizontally exact term dhJ implies that the bracket
will induce a Lie algebra structure in HObsΣ.
We also defined a restricted class of Hamiltonian observable currents, sHOCU , for
which the boundary terms satisfy (σFi |FU ,EL,U )|∂U = 0. Lemma 1 implies that sHOCU is a
subalgebra of HOCU . For this class of Hamiltonian observable currents the modification
of the Jacobi identity is by a horizontally exact term which vanishes over ∂U (when
evaluating on EL,U). Thus, for any hypersurface with ∂Σ ⊂ ∂U the bracket given above
induces a Lie algebra structure in sHObsΣ.
Before stating the result formally, we recall that as any space of functions HObsΣ
is endowed with the spacetime non-local product of pointwise evaluation (f · g)Σ[φ] =
fΣ[φ]gΣ[φ]. In Remark 17 we comment on the nontrivial issue of whether any product
observable is realizable as the integral of a current. If Σ has no boundary the degen-
eracy of ωLΣ is completely characterized by GU = GˆU ⊂ FU ; on the other hand, since
observables in ObsΣ are required to be gauge invariant it is reasonable to expect that
ObsΣ = HObsΣ. Furthermore, if Σ is a Cauchy surface then it is reasonable to assume
that all observables are generated by integrals of currents over Σ.
Proposition 1. 1. If Σ is a hypersurface with no boundary the bracket induced by the
equation
[fΣ, gΣ]Σ =
∫
Σ
jφ∗{F V , GW } (11)
gives HObsΣ the structure of a Lie algebra.
2. If ∂Σ ⊂ ∂U the same bracket makes sHObsΣ a Lie algebra.
3. If Σ is a Cauchy surface without boundary, HObsΣ is closed under the product of
pointwise evaluation and it acquires the structure of a Poisson algebra.
Proof. For a hypersurface with no boundary the bracket [·, ·]Σ in HObsΣ inherits bi-
linearity and skew symmetry from the bracket {·, ·} in HOCU . Jacobi’s identity holds
because, after integration on a hypersurface with no boundary, the modification of the
pure boundary term dhJ modifying Jacobi’s relation is irrelevant.
In the case with ∂Σ ⊂ ∂U and observables in sHObsΣ the boundary term dhJ vanishes
over ∂U and again after integration it vanishes.
If Σ is a Cauchy surface without boundary, the assumption guarantees that bracket
observables and the product observables are again in HObsΣ; for the product observables
this is shown in Remark 17. In addition, the Leibnitz’s rule is satisfied because for any
fΣ ∈ HObsΣ the bracket induces a derivative operator [fΣ, gΣ]Σ =
∫
Σ j
1φ∗LVG.
These results allow us to refine Theorem 3 about Noether currents; the following
result is a corollary of that theorem and Lemma 1.
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Corollary 2 (Algebra of Noether currents). A Lie algebra of Lagrange symmetries SL ⊂
FU induces a vector space of observable currents OSL ⊂ HOCU which is compatible with
the brackets in the sense that given V,W ∈ SL we have
{NV , NW} = N [V,W ] + dhσ
VW
N .
with boundary term σVWN = ιWσ
V
N − ιV σ
W
N . Notice that the boundary term will satisfy
(σVWN |EL,U )|∂U = 0 if the symmetry algebra obeys the locality condition
V ∈ SL =⇒ (LV ΩL − dhσ
V )|FU ,EL,U )|∂U = 0 with (σ
V |FU ,EL,U )|∂U = 0.
If the locality condition written above is satisfied12 by the symmetry algebra then
for any V ∈ SL we have n
V
Σ =
∫
Σ j
1φ∗NV ∈ HObsΣ. Moreover, HObsΣ acquires the
structure of a Lie algebra and the correspondence is a Lie algebra morphism
SL → HObsΣ .
Symplectic product observable currents are a large family of observable currents. In
the special case when the vector fields V,W are locally Hamiltonian we gave explicit
formula for the Hamiltonian vector field associated to F VW . The following result about
the algebra of symplectic product currents is a trivial consequence of the definitions, and
complements Corollary 1.
Proposition 2 (Algebra of symplectic product currents). Let F V1W1 and F V2W2 be
symplectic product observable currents associated to the locally Hamiltonian vector fields
V1,W1;V2,W2 ∈ F
LH
U respectively. Then
{F V1W1 , F V2W2} = F [V1,W1] [V2,W2],
which implies that observable currents corresponding to the symplectic product of locally
Hamiltonian vector fields form a Lie algebra isomorphic to the commutator subalgebra of
the Lie algebra of locally Hamiltonian vector fields modulo gauge.
The result stated above together with other results of this section and Section 4 may
be summarized in the following diagram. In the diagram SPLHOCU ⊂ HOCU denotes the
Lie algebra of symplectic product observable currents associated to locally Hamiltonian
vector fields as a sub Lie n-algebra of the algebra of Hamiltonian observable currents.
We will state the result starting at a level which ignores the conditions on the boundary
terms over ∂U . This occupies the two columns at the right of the diagram. Separately,
in the two columns in the left, we state the corresponding results which do take into
account the conditions over ∂U , and the connection between the two sets of results are
12 Notice that the appropriate version of the condition is trivially satisfied if we are working on a
domain U = Σ× [0, 1] with a foliation and the leaves Σt do not have a boundary.
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maps that exist in the scenario in which GU is the maximal ideal in F
LH
U ∩ GˆU .
13
[
FLHU ,F
LH
U
]
/GU
  // FLHU /GU
//
conj.
// FˆLHU /GˆU
oo ? _
[
FˆLHU , Fˆ
LH
U
]
/GˆU
SPLHOCU
OO
  // HOCU
OOOO
  // ĤOCU
OOOO
oo ? _ ̂SPLHOCU
OO
0
?
OO
C
?
OO
  // Cˆ
?
OO
0
?
OO
where the sets of constant observable currents are
Cˆ = {F ∈ OCU : (dvF − dhσ
F )|FU ,EL,U = 0},
C = {F ∈ OCU : (dvF − dhσ
F )|FU ,EL,U = 0},
where the boundary terms for the elements of C are required to satisfy
((dvσ
F − λF )|FU ,EL,U )|∂U = 0 for respective horizontally closed forms dhλ
F |FU ,EL,U = 0.
6 Observable currents separate solutions modulo gauge
In previous work on the multisymplectic approach to classical field theory it is argued
that the set of physical observables that can be obtained from the integration of con-
served currents is very limited including almost nothing besides Noether currents (see for
example [4, 5, 6, 7, 8]). Here we defined the notion of observable currents, which differs
from that used in previous works in two aspects: First, we allow for currents depending
on arbitrarily high order derivatives of the field. Second, the currents that we consider
may be defined only locally in the jet. In previous sections we exhibited the large family
of symplectic product observable currents together with the corresponding locally defined
physical observables. In order to be conclusive showing that observable currents are an
interesting source of physical observables we (i) prove that if our domain is foliated by
Cauchy surfaces with no boundary the algebra of Hamiltonian observable currents is ca-
pable of distinguishing between gauge inequivalent solutions, and (ii) we give supporting
evidence to conjecture that for any spacetime domain gauge inequivalent solutions may
be distinguished by means of observable currents. With the aim of making the task more
transparent we will prove a local version of statement (i), and then discuss an extension
of our argument to address more general cases. The key ingredient of our result was
introduced in Remark 11 showing that every locally Hamiltonian vector field has cor-
responding observable currents. This ingredient is complemented with the assumption
that given a solution and a variation of it obeying the linearized field equation, there is a
locally Hamiltonian vector field inducing the given variation of the given solution which
is defined at least in a neighborhood of the solution. This assumption is very mild in
13 An arrow starting with a hook denotes an inclusion map. An arrow with a double head at the end
denotes an onto map. An arrow starting with a bifurcation ironically denotes a one to one map.
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the presence of a Cauchy surface with no boundary, and it is somewhat less trivial for a
general domain due to the conditions on boundary terms of equation (9) over ∂U .
Theorem 5. Assume that the spacetime domain U is endowed with a foliation by Cauchy
surfaces with no boundary and that the assumption stated above holds. Consider any curve
of solutions φt ∈ SolsU starting at φ0 = φ whose tangent vector at the initial solution does
not correspond to a gauge vector field in the jet. Then there is a Hamiltonian observable
current F ∈ HOCU defined at least in a neighborhood of jφ(U) such that for any Cauchy
surface fΣ ∈ HObsΣ distinguishes between [φ] and neighboring points in the curve of
solutions modulo gauge [φt].
Proof. We will prove the theorem showing that there must be a locally defined Hamilto-
nian observable current F ∈ HOCU such that fΣ satisfies
d
dt
|t=0fΣ[φt] 6= 0.
Consider any Cauchy surface Σ and W ∈ FGU modeling the variation of the curve of
solutions φt at the initial time. The assumption is that W ∈ F
G
U is not a gauge vector
field, and this implies that there is V ∈ FGU such that ιwιvωLΣ =
∫
Σ jφ
∗ιW ιV ΩL 6= 0. Now
we appeal to the validity of our assumption stating that V can actually be assumed to be
a locally Hamiltonian defined at least in a neighborhood of jφ(U); that is, V ∈ FLHU ⊂ F
G
U .
By construction, we know that ιW ιV ΩL is not horizontally exact. Thus, thanks to the
result of Remark 11, there is a locally defined Hamiltonian observable current F ∈ HOCU
such that
LWF = ιW dvF = −ιW ιV ΩL − dhιWσ
F .
It follows that fΣ distinguishes between φ and neighboring solutions in the curve of
solutions modulo gauge [φt].
The proof given above appeals to the existence of a (locally defined) locally Hamil-
tonian vector field V ∈ FLHU with the needed properties, and which ends up being the
Hamiltonian vector field associated to the observable current distinguishing solutions
modulo gauge. Since V models a vector field in the space of solutions it has to solve the
linearized field equation in a neighborhood, which are non linear, it is expected that V
depends on the field and partial derivatives of arbitrarily high orders. This forces the
corresponding observable current F not to fit in a jet of a predefined finite order. This
was the main reason for us to work in the infinite jet, apart from computational conve-
nience and geometric clarity. In the context of General Relativity Anderson and Torre
[34] proved that Hamiltonian vector fields associated to non trivial observables need to
depend on partial derivatives of the field of infinitely high order.
Remark 17 (General observables written as integrals of observable currents). Not all
observables f : SolsU → R are of the type fΣ ∈ ObsΣ for some hypersurface. However,
under the conditions of Theorem 5 general arguments show that a large class of local
observables can be approximated with arbitrary precision by means of observables induced
by Hamiltonian observable currents. Here we will not deal with approximations; we will
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show, under the same assumptions, how to write any physical observable in that class as
the integral of a, locally defined, observable current in an exact way.
Spacetime localized measurement is the primary source of observables with direct phys-
ical interest. Such observables are modeled as local functionals, aM [φ] =
∫
M
A(jφ) (inte-
grals over spacetime of densities A depending on the field and its partial derivatives with
compact support; for a refinement of this notion see [35]). Moreover, the Peierls bracket
assigns locally Hamiltonian vector fields VA ∈ F
LH
U to such spacetime densities [4, 36].
Since the observable aM has VA as associated locally Hamiltonian vector field, its
change under a variation of the field is determined by VA. Thus, aM is determined by
VA up to a constant that may be fixed using an auxiliary solution φ0 ∈ SolsM .
14 On the
other hand, we showed that every locally Hamiltonian vector field has corresponding locally
defined observable current (which under the current assumptions are Hamiltonian). Let
F˜VA ∈ OCU be one of the observable currents defined in a neighborhood of jφ0(U) and
satisfying (dvF˜VA + ιjVAΩL − dhσ
F˜VA )|FU ,EL,U = 0. The observable current that we are
looking for is
F VA = F˜ VA + F0,
where F 0 is a field independent current such that fVAΣ [φ0] = aM [φ0] for any Cauchy
surface Σ.
A direct treatment of localized observables in a covariant field theory formalism based
on the variational bicomplex is given by Barnich et al [32]. It would be interesting to
explore the relation between their formalism and ours.
Observables that are of special importance for Proposition 1 are the products of ob-
servables in HObsΣ. The observable (fg)Σ is defined as the product of the evaluations
point wise in SolsM . Consider the observables fΣ, gΣ and write them as integrals of
(limits of) local functionals aFM , b
G
M . It is clear that the observables (fg)Σ : SolsM → R
and (ab)M : SolsM → R are equal; then (fg)Σ must have an associated locally Hamil-
tonian vector field equal to that of (ab)M . Product observables, those of the type (ab)M
are not local functionals; however, they have been extensively studied and they do have
associated Hamiltonian vector fields. Since observables corresponding to products of local
functionals have associated locally Hamiltonian vector fields, the proof given above can
be adapted to show that those observables can also be written exactly as integrals of ob-
servable currents. Therefore, observables of the type (fg)Σ can be written as integrals of
observable currents. Thus, under the conditions of Proposition 1 HObsΣ has a Poisson
algebra structure. Moreover, in this case formulations of field theory in terms of initial
data have been thoroughly studied, and the algebra of observables in these approaches is
generated by observables in HObsΣ.
For a rigorous treatment focussing on gauge invariant conserved currents see Vitagliano’s
work on the covariant phase space [11].
The previous theorem relies on the strong simplifying assumption of U being foliated
by Cauchy surfaces with no boundary. This assumption helped us avoid dealing with
14 We assume that the locally Hamiltonian vector field can be modeled as an evolutionary vector field
VA ∈ F
LH
U . The information that we have concerns only VA|EL,U the assumption consists merely on the
extendibility of jVA to a neighborhood of jφ0(U).
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the condition on locally Hamiltonian vector fields V ∈ FLHU to yield a boundary term
(in (LV ΩL − dhσ
V )|FU ,EL,U = 0) such that (σ
V |FU ,EL,U )|∂U = 0. Before addressing the
extension of the result to regions without a foliation by Cauchy surfaces with no boundary
there is an important cautionary remark to consider: We know that in the presence of a
boundary there are non trivial observable currents that are not Hamiltonian according
to our definition, a family of examples being the Noether currents associated to would be
gauge symmetries. Thus, there are observable currents which can not be approximated
by Hamiltonian observable currents. We do not claim that in the presence of boundaries
Hamiltonian observable currents do not distinguish gauge inequivalent solutions, but we
know that there are some aspects of the field that are naturally measured by observable
currents which are not Hamiltonian.
Remark 18 (In the absence of a Cauchy surface). Now we work on a spacetime domain
U that may not have a Cauchy surface, and consider the issue of distinguishing gauge
inequivalent solutions of a field theory with local degrees of freedom by means of observable
currents (even if they are not Hamiltonian).
Consider a curve of solutions φt as in Theorem 5, again assuming that the initial
velocity of the curve is modeled by a non trivial W ∈ FGU . Also consider a point in the
interior of our spacetime domain x ∈ U with a neighborhood around it x ∈ U ′ ⊂ U in
which (ιjWΩL)|FU ,EL,U is not horizontally exact. Now assume that the field theory under
consideration having local degrees of freedom means that in the situation just described
there must be an oriented hypersurface Σ intersecting U ′ (with ∂Σ ⊂ ∂U , and in which
we have chosen an auxiliary volume element), a localized variation of the field modeled
by some V ∈ FLHU and a neighborhood U
′′ ⊂ U ′ of x such that:
(i) ((ιjV ιjWΩL)|EL,U )|U ′′ = λπ
∗volΣ for a function λ locally defined in the jet that is
strictly positive when restricted to the intersection of its domain of definition (which is
an open set containing jφ(U ′)) with the jet bundle over U ′′, and where we have written
π∗volΣ for Σ’s volume element pulled back to the infinite jet.
(ii) jV |jφ(Σ) vanishes outside jφ(U
′ ∩ Σ).
From these assumptions it follows that for an observable current with (dvF + ιjVΩL−
dhσ
F )|FU ,EL,U = 0, whose existence is guaranteed by the result in Remark 11, we have
d
dt
|t=0fΣ[φt] =
∫
Σ
jφ∗LWF =
∫
Σ
jφ∗ιjV ιjWΩL > 0,
where we have not written a boundary term for LWF because its contribution to the
above calculation vanishes. The reasons are the following: First, jV vanishing in a
neighborhood of the jet over ∂Σ and (LjV ΩL − dhσ
V )|FU ,EL,U = 0 imply that (jφ
∗σV )|FU
vanishes over ∂Σ. Second, the boundary terms associated to V and F are related by
σV = −dvσ
F + λF (with λF horizontally closed) ; thus, if we choose an observable
current without a vertically constant dh-exact component the boundary term of LWF
would not contribute to the above calculation. Notice that even when the perturbation is
localized in Σ, since V follows the linearized field equation in general V and σV do not
vanish everywhere on the jet over ∂U and in general this construction does not provide
Hamiltonian observable currents.
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Given [V ] ∈ FLHU /GU and F ∈ OCU with (dvF + ιjV ΩL− dhσ
F )|FU ,EL,U = 0 for some
V ∈ [V ] the problem of finding a Hamiltonian observable current F ∈ HOCU associated
to [V ] amounts to finding the appropriate “may be gauge vector field” X ∈ GˆU such that
(σX − σV ) satisfies the requested conditions over ∂U .
7 Observable current spaces of nested and glued domains
Let us start with the case of a domain contained in another one U ′ ⊂ U . The space OCU
is composed by differential forms and it hosts an equivalence relation stating that observ-
able currents differing by dhσ = F−G with (σ|EL,U )|∂U = 0 are physically equivalent; this
equivalence relation may be called U -restricted dh-cohomology. Consider F,G ∈ OCU
which are equivalent under U -restricted dh-cohomology and restrict them to the smaller
domain U ′: We will find that the conserved currents F |U ′ , G|U ′ are not necessarily equiv-
alent according to U ′-restricted dh-cohomology. Additionally, they may not be gauge
invariant in U ′ because the restriction of some gauge vector fields from GU to U
′ do not
belong to GU ′ because of not satisfying Condition 2 over ∂U
′. Thus, the restriction of
observable currents from U to U ′ is not a natural operation.
In the case of spacetime localized observables there is a natural map from the space
of observables corresponding to the smaller domain to the space of observables corre-
sponding to the bigger domain; in that case the densities modeling the observable in
the smaller domain are simply extended by zero to become defined in the larger do-
main. This simple extension does not work for observable currents because they need to
satisfy a conservation law. In Remark 17 we briefly commented on observable currents
induced by localized measurements and its relation to Peierls’ bracket. In the context
of that procedure, observable currents on the bigger domain can be induced by localized
measurements in the smaller domain as expected for observables associated to localized
measurements [37].
Now consider a domain that is composed by two subdomains intersecting along a
hypersurface, U = U1#ΣU2. We will see how compatible observable currents of the
subdomains produce an observable current in OCU .
Definition 7 (Gluing algebras of adjacent domains). The construction needs the follow-
ing definitions:
• OCU1#ΣOCU2 = {(F1, F2) : Fi ∈ OCUi with F1|Σ = F2|Σ and dvF1|Σ = dvF2|Σ}.
• GΣˆUi is the subalgebra of FUi whose elements satisfy Condition 1 for gauge vector
fields and a weaker version of Condition 2: X ∈ GΣˆUi if and only if (ιjX ΩL)|FUi ,EL,U
is horizontally exact, and jX vanishes on the intersection of EL,U with the bundle
over ∂Ui \ Σ
◦.
• GΣˆU1#ΣG
Σˆ
U2
=
{
(V1, V2) : Vi ∈ GˆUi with jΣ(V1|EL,U ,Σ) = jΣ(V2|EL,U ,Σ)
}
.
0th order continuity of (V1, V2) along the intersection of jet bundle over Σ with EL,U
is equivalent to jΣ(V1|EL,U ,Σ) = jΣ(V2|EL,U ,Σ), where jΣ denotes the prolongation
in which partial derivatives are calculated with respect to a local coordinate chart
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tailored to Σ and partial derivatives in directions normal to Σ are not considered.
The linearized gluing field equation is trivially satisfied. Notice that GU is naturally
injected into GΣˆU1#ΣG
Σˆ
U2
.
GU1#ΣGU2 denotes simply pairs of elements of GUi .
• GΣ =
GΣˆU1
#ΣG
Σˆ
U2
GU1#ΣGU2
.
• InvGΣ(OCU1#ΣOCU2) denotes the subspace of OCU1#ΣOCU2 that is invariant un-
der GΣ.
The following proposition follows from the definitions.
Proposition 3.
OCU = InvGΣ(OCU1#ΣOCU2) .
Now consider the situation in which a domain with a Cauchy surface is divided into
two subdomains U = U1#ΣU2 in such a way that the Cauchy surface is also subdivided
by a codimension two surface ∆ as S = S1#∆S2. Due to Condition 2 in the definition of
gauge vector fields we have a subalgebra of observables associated to each of the portions
of Cauchy surface ObsSi ; moreover it is clear from the definitions of the observables that
any element of ObsS can be written as a sum of two terms fS = fS1 + fS2 belonging to
ObsSi . Thus, ObsS is recoverable from ObsS1 and ObsS2 .
8 Example: Maxwell field
In this section we give the notation and initial setup to treat the Maxwell field in this
formalism. The presentation is not pedagogical; the aim of this section is only to be used
as a reference for the reader to be able to work on this familiar example by him self or
her self. We also mention particularly illustrative results that are easily obtainable in
this prime example of a linear gauge field theory.
The notation for the general case is given in the appendix; in this section we follow
that notation only in its essence. In the general case a field is denoted by φa, and partial
derivatives in a coordinate chart are written as ∂iφ =
∂φa
∂xi
. In this example the field is
taken to be the potential one form A.
Let M = R4 with the Minkowski metric η. Histories, i.e. local sections, are one
forms; then Y = T ∗R4. The notation for elements in the first jet will be j1A(x) =
(xµ;Aν(x); vνµ = ∂µAν(x)) ∈ J
1Y . A general point in the infinite jet will be denoted by
(xµ;Aν ; vνµ; vνµρ; . . .).
In the Lagrangian density only the skew symmetric combination Fµν = vνµ−vµν appears,
L =
−1
4
FµνF
µνd4x.
Basic vector fields in the infinite jet are denoted by {∂µ =
∂
∂xµ
; ∂νA =
∂
∂Aν
; ∂νµ = ∂
∂vνµ
; . . .}.
The generators of the exterior algebra of differential forms in the infinite jet are {dxµ;ϑν =
dAν − vνµdx
µ;ϑνµ = dvνµ − vνµρdx
ρ; . . .}.
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The non zero horizontal differentials of the coordinates and basic forms are:
dhx
µ = dxµ; dhAν = vνµdx
µ; dhvνµ = vνµρdx
ρ; . . . ; dhϑν = dx
µ ∧ ϑνµ; . . . ; dhFµν =
DρFµνdx
ρ = (vνµρ − vµνρ)dx
ρ. The non zero vertical differentials are:
dvAν = ϑν ; dvvνµ = ϑνµ; . . . dvFµν = ϑνµ − ϑµν ; dvL =
−1
2 (ϑνµ − ϑµν)F
µνd4x.
From the equation dvL = I(dvL) + dhΘL follows that the field equation is
jA∗(I(dvL)) = 0, where
I(dvL) =
1
2
ϑσ ∧Dρ[ι∂σρ(ϑνµ − ϑµν)F
µν ]d4x = (vνµµ − v
µν
µ )ϑν ∧ d
4x.
Simple substitution shows that the usual Maxwell field equation is recovered.
From the same equations it is easy to verify that a pre-multisymplectic potential that
works is ΘL = F
µνϑµ ∧ d
3xν ; which yields
ΩL = −dvΘL = (ϑ
µν − ϑνµ) ∧ ϑµ ∧ d
3xν .
In our framework field perturbations play a central role. In linear field theories generic
perturbations correspond to one parameter families of solutions of the type Aν(t) =
(Aν + tVν), where both Aν and Vν are solutions. The corresponding evolutionary vector
field may be written as V = Vν∂
ν
A, and its prolongation to the infinite jet is
jV = Vν∂
ν
A + ∂µ(Vν)∂
νµ + . . . .
The field perturbation Xf corresponding to Aν(t) = Aν + t∂νf is X
f = ∂νf∂
ν
A, and its
prolongation to the infinite jet is
jXf = ∂νf∂
ν
A + ∂µ(∂νf)∂
νµ + . . . .
If the function which determines the vector field is the pullback of a spacetime function
f = π∗f˜ with f˜ : U → R proving that (ιjXfΩL)|FU ,EL,U is dh-exact is not a difficult
exercise. Moreover, after a careful study, one can verify that Condition 1 for gauge
vector fields implies that the perturbation must come from an exact one form.
A new element is Condition 2 for gauge vector fields; for a field independent pertur-
bation of the type described above Xf to be gauge the locality condition demands that
∂νf |∂U = 0, and that all the higher order partial derivatives also vanish over ∂U .
On the other hand, a perturbation Vν of the type written above is not trivial. Due to
its independence of the field (dvV ν = 0), it is simple to prove that LjV ΩL = 0 showing
that Vν is a locally Hamiltonian vector field.
If we use two perturbations V and W of the type exhibited above we can write their
symplectic product observable current F VW . The result is the simplest observable current
–a constant current–; when integrated on a hypersurface it yields a constant function.
We could do the calculation directly, but one can also notice that the Hamiltonian vector
field associated to F VW is [V,W ] = 0 which the reader may verify from the definition of
these vector fields.
A slightly more general type of perturbation depending on the field can be constructed
using the linearity of the fibers in the bundle. The perturbation over each spacetime point
may be linear functions of the field V ′ν = M
µ
ν Aµ + Vν ; one discovers that if the matrix
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is constant, the field solves the field equation, and Vν solves the linearized field equation
then V ′ν also solves the linearized field equation. The observable currents F
V ′W ′ are
slightly less trivial for this family of vector fields.
We can also look for a Hamiltonian observable current with a given V as associated
vector field. Since the Maxwell field is linear, the observable current we are looking for
is F V ∈ OCsU as defined in Remark 10.
For an example that exhibits abelian gauge freedom and nonlinearities it may be a
good idea to explore the Born-Infield model.
Appendix: Minimal set of definitions about the variational
bicomplex
This minimalistic revision of the variational bicomplex may serve the purpose of letting
someone that knows another presentation of classical field theory, like the covariant phase
space formalism, read this article. For an introductory presentation of the ideas of the
subject the reader is referred to Anderson’s brief introduction [14].
Let M be an n−dimensional manifold and π : Y → M be a fiber bundle with
m−dimensional fiber F .
Points in the k−jet bundle πk,0 : J
kY → Y , k = 1, 2, . . . correspond to equiva-
lence classes of local sections of π that agree up to k-th order partial derivatives when
evaluated at a given point x ∈ M . If in the restriction of Y over a coordinate chart
of the base U ⊂ M we use coordinates such that the evaluation of a local section is
φ(x) = (x1, . . . , xi, . . . , xn;u1, . . . , ua, . . . , um) ∈ Y |U , then we get the following coordi-
nates for the k-jet(
x;u(k)
)
:= (x1, . . . , xi, . . . , xn;u1, . . . , ua, . . . , um; . . . , uaI , . . . ),∈ J
kY |U
where i = 1, . . . , n; a = 1, . . . ,m; and I = (i1, . . . , ik) denotes a multiindex consisting on
an unordered k-tuple of coordinate indices (the type of indices indicating one k-th order
partial derivative of a function among all the possible k-th order partial derivative of that
function). The degree of the multiindex is |I| := i1+ · · ·+ in = 0, 1, . . . , k, ij ≥ 0, ij ∈ N.
For I = ∅, we set ua∅ = u
a.
The projection πk+r,k : J
k+rY → JkY is defined by forgetting the coordinates corre-
sponding to partial derivatives of higher order. The infinite jet J∞Y may be defined as
the inverse limit of this system of projections, and it is the space where the formalism
of the variational bicomplex takes place. For notational convenience we denote it simply
by JY . The jets of finite order can be thought of as truncations of it corresponding to
neglecting all the partial derivatives of order higher than what a certain cut-off specifies.
For a local section φ : U ⊂M → Y |U , its prolongation to the k−jet j
kφ : U ⊂M →
JkY |U is the section
jkφ(x) =
(
x1, . . . , xi, . . . , xn;φ1(x), . . . , φm(x); . . . ,
∂|I|φa
∂i1x1 . . . ∂inxn
(x), . . .
)
,
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where k may be taken finite or k =∞ .
Contact forms are differential forms ω in JY such that their pull back to the base by
the prolongation of any local section vanishes, jφ∗ω = 0.
The exterior algebra of differential forms in JY is generated by the set of one forms
{dxi, ϑaI}, where
ϑaI := du
a
I −
n∑
j=1
ua(I,j)dx
j ,
and the the set {ϑaI} generates the ideal of contact forms.
Vector fields in Y can be promoted to vector fields in JY ; since this construction is
related to the prolongation of sections, the technical term is prolongation of vector fields.
Let V be a vector field in Y . Its unique prolongation jV to JY is the vector field15
which (i) agrees with V when differentiating functions of Y , and (ii) which preserves the
contact ideal. The geometric motivation of this condition is generating a flow sending
sections which are prolongations to other sections of the same type.
Since the main focus on field theory is not the points of Y , but its local sections,
the objects generating flows of sections are of primary importance and they are not
vector fields in Y . First of all the flow has to send local sections over U to other local
sections over U ; this property is fulfilled by vertical vector fields, but the space of vertical
vector fields is not large enough to generate general local flows of sections. The local
evolution laws for sections that are appropriate for field theory are captured by the
so called evolutionary vector fields. They may be thought of as “vector fields” in Y
whose coefficients may depend on partial derivatives of the field of arbitrarily high order;
equivalently they can be seen as vector fields in JY which have been truncated to include
only their components in Y . In terms of the coordinates chose above they are written as
V = 0
∂
∂xi
+ V a
∂
∂ua
.
Evolutionary vector fields also have prolongations to JY enjoying the properties of pro-
longations described in the previous paragraph. Their explicit form is
jV =
∞∑
|I|=0
(DIV
a)
∂
∂uaI
,
where Di is the total derivative defined below and DI means to successively apply it
according to the multi index I.
The flow in the space of sections generated by an evolutionary vector field V sends
sections that are prolongations to other sections that are prolongations if jV preserves
the contact ideal. This could be written as the condition demanding that for any ϑaI its
Lie derivative LjV ϑ
a
I is a contact form.
It is possible to define a bracket for evolutionary vector fields which makes the space of
such objects a Lie algebra; the main property of this definition is that for any evolutionary
vector fields V,W we have j[V,W ] = [jV, jW ]. For a more thorough explanation see [15].
15 In many references the prolongation is denoted by prV .
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A general p-form is written as a sum of terms with products of p one forms among
{dxi, ϑaI}; factors of the type dx
i are called “horizontal”, factors of the type ϑaI are called
“vertical”. Thus, the space of p-forms becomes a direct sum of spaces Ωr,s(J∞Y ) of
forms which are products of exactly r horizontal one forms and s vertical one forms. The
differential brings up the degree of forms by one and the direct sum structure mentioned
makes the differential split as a sum of operators
d = dh + dv,
where dh : Ω
r,s(J∞Y ) → Ωr+1,s(J∞Y ) and dv : Ωr,s(J∞Y ) → Ωr,s+1(J∞Y ) are charac-
terized by their action on functions
dhf =
(
∂f
∂xi
+ ua(J,i)
∂f
∂uaJ
)
dxi = (Dif)dx
i, dvf =
∂f
∂uaI
ϑaI .
For the generating one forms we get
dhdx
i = 0, dvdx
i = 0, dhϑ
a
I = dx
i ∧ ϑa(I,i), dvϑ
a
I = 0.
The following identities hold
dh
2 = 0, dvdh = −dhdv, dv
2 = 0.
Other identities that we use repeatedly are
ιXdhF = −dhιXF, jφ
∗
dhF = d jφ
∗F,
where X is any evolutionary vector field and φ is any section of Y .
The field equation is jφ∗E(L) = 0, where E(L) appears in the derivative of the
Lagrangian density (which according to the terminology just given is a form of horizontal
degree n and vertical degree zero), dvL = E(L) + dhΘL. From our first encounter with
the Euler-Lagrange equation we know that integration by parts is an essential step in its
derivation. In the language of the variational bicomplex the definition is
E(L) = IdvL,
where the integration by parts operator I : Ωn,s(J∞Y )→ Ωn,s(J∞Y ) is defined by
I =
1
s
ϑaFa, Faµ =
k∑
|J |
sgn(|J |)DJ ι∂Ja µ,
where ∂Ja =
∂
∂ua
J
, sgn(|J |) is positive for |J | even, and the sum stops at k if µ fits in JkY
(i.e. if µ is a differential form of order k). The integration by parts operator I and Fa
have the following properties
Fa ◦ dh = 0, µ = I(µ) + dhη, I
2 = I.
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The differential operators dh, dv among the spaces Ω
r,s are complemented by the map I
and the spaces Fˆs = I(Ωn,s) and the maps E = Idv : Ω
n,0 → Fˆ1, δ = Idv : Fˆ
s → Fˆs+1 to
form an augmented variational bicomplex. The Euler-Lagrange complex resides at the
corner of the augmented variational bicomplex starting at the spaces Ωr,0 moving with
dh and then turning with E to the spaces F
s and moving with the differential δ.
In our definition of gauge vector fields the multisymplectic form ΩL plays an essential
role. In the context in which it appears, the gluing field equation, it is natural to consider
it as restricted to a hypersurface and integration by parts becomes necessary to obtain
the gluing field equation. Thus, in a slight abuse of notation we give the name I to the
operator 1
s
ϑaFa : Ω
n−1,1(JY )→ Ωn−1,1(JY ).
In a few instances during the article we alluded to “Takens’ Lemma” [26]. Here we
state the part of the mentioned lemma that we need.
Lemma 2. For every dh−closed form τ ∈ Ω
n−1,1
(
JkY
)
there exists σ ∈ Ωn−2,1 (JrY ),
for some r such that τ = dhσ.
For essential geometrical arguments that we did not give and for important features
of the variational bicomplex that we did not cover (because they are not essential in this
article) see Anderson’s introduction [14].
We finish the appendix stating and proving a version of Noether’s theorem.
Theorem 6 (Noether). A Lagrange symmetry is one generated by an evolutionary vector
field V satisfying LjV L = dhσ
V
L . Every Lagrange symmetry has a corresponding Noether
current NV = −ιjVΘL + σ
V
L which satisfies the equation
(dvN
V + ιjVΩL − dhσ
V
N )|FU ,EL,U = 0
for some differential form σVN .
If σVN |EL,U ,∂U = 0 then N
V ∈ HOCU with V as its Hamiltonian vector field.
Proof. It is clear that, being a symmetry generator, V preserves the variational principle
and this implies that it is a solution of the linearized field equation. Moreover, we will
see that V satisfies a much stronger equation. Notice that LjVE(L) = E(LjV L), and
since the integration by parts operator annihilates horizontally exact forms we have that
for Lagrangian symmetry generators LjVE(L) = 0.
The proof that the current is conserved is trivial from the definition of NV . The gauge
invariance of the current follows from dvN
V = −ιjVΩL+dhσ
NV for some differential form
σN
V
, which we will prove below.
Direct calculation leads to dvN
V = −ιjVΩL−LjVΘL+dvσ
V
L . Now we show that the
last two terms correspond to a horizontally exact form. Observe that dvL = E(L)+dhΘL
leads to LjVE(L) = dh(−dvσ
V
L + LjVΘL). Since in the first paragraph we saw that the
right hand side is zero, we appeal to the lemma of Takens [26] to guarantee the existence
of a form σN
V
such that −(LVΘL − dvσ
V
L ) = dhσ
V
N . Thus according to our definition, if
the boundary term satisfies the condition σVN |FU ,EL,U = 0 the currentN
V is a Hamiltonian
observable current.
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