Abstract. We study local regularity of solutions of nonlinear parabolic equations with a double degeneracy and a weight. We impose the condition of p-admissibility on the weight; in particular this allows weights in the Muckenhoupt classes A p . We prove that solutions are locally Hölderian without any restriction on the sign being constant. We prove a Harnack inequality for nonnegative solutions. We examine the stability of the constants as the parameters in the equation approach the linear case. § 1. Introduction
In this paper we study the regularity of solutions of nonlinear parabolic equations of the form
It is assumed that the flow
A(x, t, u, ξ)
is a Carathéodory function (that is, measurable with respect to (x, t) for all (u, ξ) and continuous with respect to (u, ξ) for almost all (x, t)) satisfying the conditions
|A(x, t, u, ξ)|
where p > 2 and m > 1 are constants, for all (x, t) ∈ R n × [T 1 , T 2 ] and u ∈ R, ξ ∈ R n ; here C 0 , C 1 are positive constants and C u , C l are nonnegative constants.
The weight ν = ν(x) is a nonnegative function in L 1 loc (R n ). We use the same letter ν to denote the measure associated with the weight ν; that is, dν = ν dx and ν(A) = A ν dx, ν(B) = B ν dx dt for measurable sets A ⊂ R n and B ⊂ R n+1 . We assume that the weight ν satisfies the condition of p-admissibility: I. (Doubling ): There exists a constant C 2 > 0 such that
for any ball B ⊂ R n . Here 2B is the ball with the same centre as B but with doubled radius. for any ball B of radius r in R n and a Lipschitz function ϕ. It is also possible to study weighted Sobolev spaces without assuming the uniqueness of the gradient. Results in this direction were obtained in [9] .
II. (Uniqueness

Two classical examples of p-admissible weights are given by the Muckenhoupt classes A p and expressions [J(x)]
1−p/n , where J(x) is the Jacobian of a quasiconformal map for 1 < p < n. For example, the weight |x| δ is p-admissible if δ > −n. Recall that a weight ν belongs to a Muckenhoupt class A p if
where the supremum is taken over all cubes K ⊂ R n with faces parallel to the coordinate planes. A map f (x) : Ω ⊂ R n → R n is said to be quasiconformal if |Df (x)| n ≤ C|J f (x)|, where J f (x) = Det [Df ] . Another source of p-admissible weights is provided by powers of weights in strong A ∞ (see [21] ). All Jacobians of quasiconformal maps are strong A ∞ weights.
A crucially important property of p-admissible weights is the self-improving property established in [22] : if a weight is p-admissible, then it is also (p − ε)-admissible quantitatively; that is, all the constants in the definition of (p − ε)-admissibility and the number ε > 0 are calculated in terms of the constants in the definition of p-admissibility. In this regard, p-admissible weights behave in the same way as Muckenhoupt weights: it is well known that if a weight belongs to a Muckenhoupt class A p , p > 1, then it also belongs to A p−ε . Furthermore, the range of admissible ε and the corresponding constant C p−ε (ν) in the definition of a Muckenhoupt weight in A p−ε are expressed in terms of the original A p -constant C p (ν). Recall also that if a weight is p-admissible, then it is also q-admissible for any q > p.
The gradient ∇u and the weighted Sobolev space W 1, p (Ω; ν) are defined using the closure procedure: we say that for
for some sequence of locally Lipschitz functions ϕ i on Ω. The norm in
For p-admissible weights, the gradient defined in this manner coincides with the ordinary gradient on locally Lipschitz functions. If a weight ν belongs to a Muckenhoupt class A p , then it is easy to verify that the gradient of a function in W 1, p (Ω; ν) belongs to L 1 (Ω) and coincides with the gradient of this function in the sense of distribution theory. The space W 
). The definition of a sub(super)solution of equation (1.1) differs in that a test function ϕ is taken to be nonnegative, and instead of equality in (1.8), we have the sign ≥ for supersolutions and ≤ for subsolutions.
Equations with a double nonlinearity of the form (1.1) in the case when there is no weight, ν(x) ≡ 1, were studied in a fair amount of detail by Ivanov in the cycle of papers [1] [2] [3] [4] [5] [6] [7] [8] . Note that Ivanov studied sign-constant solutions, although the technique that he applied also works in the general case. In particular, he established local estimates for the maximum of the modulus of solutions and also the Hölder continuity of solutions. Studies in the same direction were conducted in parallel by Vespri [25] [26] [27] .
Linear parabolic equations with weight were studied in [12] [13] [14] [15] [16] . For nonlinear parabolic equations of p-Laplacian type with a Muckenhoupt weight, the Hölder property of solutions was obtained in [23] , and a Harnack inequality was obtained in the author's paper [24] . For equations with double nonlinearity with a Muckenhoupt weight, the Hölder continuity of solutions was studied in [11] .
We should point out that, in the main, two cases are considered. In the first the weight occurs only under the divergence sign. The model equation is of the form
Here, in the scale of Muckenhoupt classes, the requirement on the weight is ν ∈ A 1+p/n . The papers [11, 23, 24] are devoted to this case, and the results for the linear case which preceded these can be found in [12] [13] [14] 16] . In the last two papers weights depending on time were considered, ν = ν(x, t). The equations we consider in this paper are in the second class of equations, that is, the weight both multiplies the time derivative and lies under the divergence sign:
In this case, in the scale of Muckenhoupt classes, the class of admissible weights is wider, ν ∈ A p , and coincides with the class of admissible Muckenhoupt weights for elliptic equations. In the linear case, equations of this type were studied in [15] . Using the classical Moser iteration it is easy to show that all solutions of (1.1) are locally bounded. We shall not give a proof of this here. In what follows we assume that all the solutions with which we work are a priori bounded.
Notation. We shall need the following notation. We let B R denote the ball of radius R with centre at the origin and x 0 + B R denote the ball of radius R with centre at x 0 . For cylinders we introduce the notation
It is convenient to introduce the quantities
where κ > 1 is the constant in Sobolev's inequality (1.5). We say that a quantity depends on the parameters of the equation and write C = C(data) if this quantity depends only on n, p, m and the constants C 0−4 , C u , C l . We use the symbols C and γ to denote various constants. Their values may be different in different places. We introduce the functions
In the case of a homogeneous equation (C u = C l = 0), the quantity Γ is identically zero. For a cylinder Q the base of which is a ball of radius R, we use the notation
For a sign-changing quantity k the expression k 1+l is understood as |k| l k. In the following theorem, we assume without loss of generality that the solution under consideration is continuous.
Theorem 2. Suppose that a nonnegative bounded solution of equation
Remark. The estimates of Theorems 1, 2 are stable as p → 2, m → 1. § 2. Properties of weights and weighted Sobolev spaces
It is well known that the conditions of elliptic p-admissibility given above can be reduced to just two conditions: the doubling condition I and Poincaré's (1, p)-inequality. For a ball B in R n , let λB denote the ball with the same centre and with radius equal to λ times the radius of B.
Poincaré's (1, p)-inequality: For some constants λ ≥ 1 and C 5 > 0, the inequality
holds for any ball B ⊂ R n and a bounded locally Lipschitz function ϕ : λB → R, where r is the radius of B. It is known that if the weight satisfies the doubling condition and (2.1) with some λ > 1, then (2.1) also holds with λ = 1 (at the expense of changing C 5 ).
Obviously, Poincaré's (1, p)-inequality is a consequence of IV. On the other hand, any weight which satisfies the doubling condition and Poincaré's (1, p)-inequality also satisfies all the conditions of p-admissibility, and the constants in I-IV can be expressed in terms of the doubling constant in I and the constants in Poincaré's (1, p)-inequality.
Lebesgue's theorem on differentiability is also important to us:
for any f ∈ L 1 loc (R n ; ν) and for almost all x ∈ R n . The following fact is a consequence of the doubling property; we present it with its proof (see [17] ).
Lemma 3.
For any ball B = x 0 + B r and any σ ∈ (0, 1) we have
where the positive constants α, C depend only on the doubling constant of the weight ν and the dimension of the space n.
It is now easy to see that
where α = 1/log 2 (1 + δ).
The weighted Sobolev spaces W 1, p (Ω; ν) and W 1, p 0 (Ω; ν) inherit all the natural properties of the Sobolev spaces W 1, p (Ω) and W 1, p 0 (Ω), respectively. Since we shall be using De Giorgi type techniques in this paper, we are especially interested in cut-off functions with respect to a level: for u ∈ W 1, p (Ω; ν) and λ ∈ R the cut-off functions
also belong to W 1, p (Ω; ν) and their gradients are
loc (Ω; ν) and t ∈ R, then ∇u = 0 almost everywhere on the set {u = t} ∩ Ω. Next, if u and v are bounded functions in
The reader can find more detailed information on p-admissible weights in [21] . We need a multiplicative inequality of Sobolev-Gagliardo-Nirenberg type.
Lemma 4. Let s ∈ R. For any ball B of radius R in R
n and any function v ∈ W 1, p 0 (B; ν), the following inequality holds:
where C and h are positive constants independent of B and v.
Proof. Let h = 1 − 1/κ, where κ is taken from inequality (1.5). By using this inequality and Hölder's inequality we obtain
. Let ξ be a nonnegative Lipschitz function vanishing in a neighbourhood of the lateral boundary of Q. Then the following energy estimate holds for any k ∈ R:
ess sup
Remark. If u is a subsolution of (1.1), then the estimate (3.1) holds for (u − k) + , and if u is a supersolution of (1.1), then the estimate (3.1) holds for (u − k) − . Thus, the lemmas of the next section based on this inequality are valid for subsolutions in assertions involving μ + and for supersolutions in assertions involving μ − . § 4. Auxiliary lemmas
The following lemma is a central tool in our proof.
Lemma 6. Let u be a nonnegative solution of equation
, the following hold:
where θ = θ(T, μ + , ω, R) and Γ = Γ(μ + , ω, R), then u ≤ μ + − aω almost everywhere in the cylinder Q 1 .
Proof. We prove both cases simultaneously. For j = 0, 1, . . . we introduce the sequence of levels
where the presence of μ − corresponds to the first case, and μ + to the second case.
To prove the first part of the lemma we use the family of energy inequalities (3.1) with (u − k) − , and to prove the second part of the lemma we use (3.1) with (u − k) + .
Let ξ j be smooth nonnegative functions that are equal to zero near the parabolic boundary of Q j , are equal to 1 on the cylinder Q j+1 , and are such that
In inequality (3.1), we estimate the integrands on the right-hand side as follows:
The third integral on the right-hand side of (3.1) vanishes because of the choice of ξ. In the second integrand on the left-hand side of (3.1) we use the equality
Thus, we obtain ess sup
Since p > 2 and 0 ≤ ξ j ≤ 1, we can replace ξ p in the second integrand on the left-hand side by ξ p 2 /2 . Obviously, in the same integrand we can introduce ξ p/2 under the sign ∇ at the expense of increasing the constant C on the right-hand side. As a result we obtain ess sup
In order to apply the parabolic Sobolev inequality (2.4), we need to transform the first integral on the left-hand side into an integral of (
It is easy to see that
Applying Lemma 4 with the parameter s = 2 we obtain
To obtain an upper estimate for Y j+1 , we estimate the difference k
In both cases we obtain the following estimate for Y j+1 :
By the Ladyzhenskaya-Ural'tseva lemma on hypergeometric convergence, Y j → 0 as j → ∞ under the condition that
This is the result stated in the lemma.
By following the proof of the preceding lemma, it is easy to obtain the next result.
All the arguments of Lemma 6 are repeated with two differences: a) the cut-off functions ξ j are now taken to be independent of t; that is, ξ = ξ(x) is a smooth positive function taking values in [0, 1] with compact support in x 0 + B R j , equal to 1 on x 0 + B R j+1 , and satisfying |∇ξ j | ≤ C2 j R −1 ; b) the cylinders Q j have the same height as the original cylinder; that is, Q j = (x 0 , t 0 ) + Q(R j , T ). Since ξ j is independent of t, the first term on the right-hand side of the energy estimate (3.1), which contains the derivative of ξ j with respect to time, vanishes. Consequently, all the estimates that we obtained in the proof of Lemma 6, starting with (4.1), are true. Here, (1+Γ+1/θ) is replaced by (1 + Γ) . Thus, we arrive at the following conclusion:
1) if 
2) if for some t * ∈ (t 0 − T, t 0 ) and τ ∈ (0, 1) the inequality u(x, t * ) > μ − + τ ω holds almost everywhere on
Proof. We set
We will prove the first part of the lemma. Obviously, u(x, t * ) ≤ μ + − ξω almost everywhere on the set x 0 + B 2R for any ξ ∈ [0, τ ]. Applying Lemma 7 with a = 1/2 we have u ≤ μ + − ξω/2 almost everywhere in the cylinder Q 1 if
where γ = γ(data) > 0. Since the left-hand side of (4.5) does not exceed ξ p−2 θ + , we can take ξ = min(τ, (γ/θ + ) 1/(p−2) ), which gives the required estimate. The proof of the second case is similar. 
Proof. The proof is the same for both cases; therefore we only prove the first case. Let 
Hence for all t ∈ (t 0 , t 0 − T ) we have
First we choose δ in such a way that (1 − γ)/δ 2 = 1 − 3γ/4. Next, we choose σ in such a way that ν(x 0 + B R \ B (1−σ)R ) ≤ γν(x 0 + B R )/8. To complete the proof it remains to choose θ in such a way that (C + Γ(μ − , ω, σR))θσ
The following lemma is known by the name 'telescopic argument'.
Lemma 10.
Let u be a solution of (1.1) in a cylinder Q = (x 0 , t 0 ) + Q(2R, 2T ), let μ − ≤ ess inf{u; Q}, μ + ≥ ess sup{u; Q}, ω > 0. We set Q 1 = (x 0 , t 0 ) + Q(R, T ).
Suppose that
ν ({u(·, t) > μ − + ω} ∩ (x 0 + B R )) > γν(x 0 + B R ), γ > 0, for all t ∈ (t 0 − T, t 0 ). Then for any ε > 0 there exists δ = δ(ε, γ, data) > 0 such that if θ(T, μ − , δω, R) ≥ 1 and Γ(μ − , δω, R) ≤ 1, then ν({u ≤ μ − + δω} ∩ Q 1 ) < εν(Q 1 ).
Proof. We take a smooth cut-off function ξ that vanishes near the parabolic boundary of Q, is equal to 1 on Q 1 , takes values in [0, 1] , and is such that |∇ξ| ≤ 4/R, |ξ t | ≤ 4/T . Let k j = μ − + 2 −j ω for j = 0, 1, . . . , j * . Repeating the arguments given above we obtain (4.6)
Next, we need a consequence of Poincaré's inequality, which plays the same role as the De Giorgi-Poincaré inequality in the nonweighted case. Let ϕ be a nonnegative function in
(B) .
On the other hand, for any β > 0 we have
ν(B) .
Since any p-admissible weight is q-admissible for some positive q < p determined by the constants involved in the conditions of p-admissibility (see [22] ), we can use Poincaré's (q, q)-inequality
Hence, 
By using this estimate in the preceding inequality we arrive at
Raising this inequality to the power (1/q − 1/p) −1 , summing with respect to j, and using the fact that the sequence ν(A j ) is nonincreasing, for any j we obtain
Thus, for any j ≥ 1 we have
In order to complete the proof of the lemma in this case, it remains to choose Proof. We write T ± = T ± (u, Q). Note that
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by the triangle inequality. Therefore,
Let T ≥ 2NT + , where N ≥ 2 is a positive integer, which will be chosen later. For j = 0, . . . , N we set t j = t 0 − jT 0 . Consider the cylinders
. We apply Lemma 6 with a = 1/2 in the cylinders Q j , j = 1, . . . , N. This lemma asserts that if
It is easy to see that θ = 2 p . Thus, there exists a small positive number ε 0 = ε 0 (data) such that if in some Q j we have
By Lemma 8 applied in the cylinder (x 0 , t 0 ) + Q(2R, t 0 − t j ), the last estimate implies that ess sup{u;
). This gives the required decrease in oscillation once we fix the number N .
We now pass to the second part of the alternative: when
in all the cylinders Q j , j = 1, . . . , N. This implies that for all j there exists a moment of time τ j ∈ (t j+1 , t j ) such that
Using Lemma 9 we can extend this estimate of measure forward in time up to time t j−1 . Let Q
and ξ ∈ (0, 1). Obviously, we can write ξω instead of ω in (5.1). Lemma 9 asserts that there exists a number δ 1 = δ 1 (data) > 0 such that
and
inequality (5.2) holds with ξ = ξ(data) > 0 for all j. Thus, for all t ∈ (t N , t 0 ) we have
under the condition that Γ(μ − , ξω, 4σR) ≤ 1. By Lemma 10 for any ε > 0 there exists
We set θ 3 (ε) = θ(T + , μ − , αδ(ε)ω, 4R). It is easy to see that
Thus, if we choose an integer N ∈ [1/θ 3 (ε), 1/θ 3 (ε) + 1), then (5.3) holds, and therefore (5.4) also holds. For this choice of N = N (ε) we have
We now apply Lemma 6 with a = 1/2 in the cylinder Q (1) . This lemma asserts that if
where
Since θ 2 (ε) ∈ [1, C(m, p)] holds for our choice of N = N (ε), it follows that for all ε ∈ (0, 1) we have H(θ 2 (ε)) ∈ (γ 3 , γ 4 ), where γ 3,4 = γ 3,4 (data) > 0. We take ε = γ 3 . For this choice of ε we find values of N = N (ε) and δ = δ(ε). For this choice, (5.5) holds, and therefore (5.6) also holds, which yields the required decrease in oscillation provided that
where ξ, γ, σ and α are positive constants depending only on the data of the problem. It is easy to verify that there exists a constant C = C(data) > 0 such that these conditions
Remark. The estimates obtained in the proof of Lemma 11 degenerate as p → 2. We will show that the constants in this lemma are stable as p → 2. We will not write out the conditions on Γ(. . .); in the end they also reduce to Γ(μ + , ω, R) ≤ C = C(data).
We will assume without loss of generality that |μ − | > ω. Let λ = λ(data) be a sufficiently small number. This number will be fixed in the course of the proof. The following alternative holds. In the cylinder
we have either
We choose the number ε 0 = ε 0 (λ) in such a way that we can apply Lemma 6 in Q 3 with the parameter a = 1/2. Thus, if the first alternative (5.7) holds, we obtain u(x, t 0 − λT 
Applying Lemma 9, we see that δ 1 exists such that
provided that λ ≤ λ 2 (data). We choose λ = min(λ 1 , λ 2 ) and fix ε 0 and δ 1 accordingly. In the cylinder Q 4 = (x 0 , t 0 ) + Q(8R, θ * T + ), we now apply Lemma 10, taking account of the remark. We find that for any ε there exist δ(ε), σ(ε) > 0 such that for
under the condition that p < 2 + σ(ε). It remains to take ε such that we can apply Lemma 6 in Q 5 with the parameter a = 1/2 and with δ 1 δω instead of ω. It is easy to see that
Therefore we can choose ε = ε(data) such that
All the constants in this proof can be considered to be independent of p if p is close to 2. Thus, we find numbers Proof of Theorem 1. Let u be a solution of (1.1) in a cylinder Q = (x 0 , ξ 0 ) + Q(R, T ). Let N be the number from Lemma 11. We construct the sequence of cylinders
where t j depends on the behaviour of u in the cylinder Q j−1 . We can assume without loss of generality that δ p < 1/(2N ). In each of the cylinders Q j we put
It is convenient to bear in mind the relation 2Nb j T + (Q j ) = a j t j . We define a sequence t j , j = 0, 1, . . ., as follows. We set t 0 = T . At each step there are three possible options. I. If t j ≥ 2NT + (Q j ), which is equivalent to b j ≥ a j , and Γ(μ j , ω j , R j /8) ≤ 1, then we take t j+1 = T + (Q j ). By Lemma 11, in this case we have
and also 
III. It may happen that
In this case we also set t j+1 = t j /(2N ), which gives inequality (5.11). Furthermore, in this case, using the inequality for Γ j we obtain the estimate ω j ≤ C max(R j , R q j ), where q = (p − 1)/(p + m − 2) ∈ (0, 1). Thus, in all cases,
This immediately implies that
We choose
We observe that
If k is the maximal number in the interval [1, j] at which option III holds, then from (5.9), (5.10) and (5.12) we obtain
If, however, among the steps with numbers in [1, j] there are no steps at which option III holds, then we obtain the estimate
Changing the number α we can assume that in any case,
We are now ready to write out an estimate for the modulus of continuity explicitly. We take two points (x 0 , ξ 0 ) and (y, τ ) such that ξ 0 > τ. We can assume that Q 0 = (x 0 , ξ 0 ) + Q(R, T ) ⊂ Q and (y, τ ) ∈ Q 0 . Starting from Q 0 we construct a sequence of cylinders (x 0 , ξ 0 ) + Q(δ j R, t j ) as we did above. We write
Obviously, the point (y, τ ) is contained inside the cylinder Q j if We shall need one important technical lemma on 'expansion of positivity' [19] . It is easy to see that (6.1) holds for some ξ = ξ(data) > 0. Theorem 2 is proved. In order to show the constants are stable as m → 1, p → 2, we need to apply Lemma 12 several times instead of Lemma 7 at the last step.
Remarks. First, for the initial definition of a solution we can manage with the assumption that ∇u 1+σ ∈ L p (Q; ν), σ = (m − 1)/(p − 1). But in this case we would have to define a solution more accurately. This question was considered in the papers of Ivanov. Second, it is more natural to use test functions containing (u 1+σ − k 1+σ ) ± . If we follow this path we also obtain a proof in the case when m < 1, m + p − 3 > −1.
Next, in the statements of the theorems, in the conditions Γ(. . .) ≤ γ the constant γ can be replaced by an arbitrary positive number; of course the other constants in the statements of the theorems will also change.
We also observe that to prove that u = u(x, t) is Hölder continuous we only need to know that u satisfies the estimates (3.1). So far this has not been sufficient to prove the Harnack inequality. It would be quite interesting to know whether it is possible to obtain the Harnack inequality using only the estimates (3.1).
