The A* algorithm has been widely investigated and applied in path planning problems, but it does not fully consider the safety and smoothness of the path. Therefore, an improved A* algorithm is presented in this paper. Firstly, a new environment modeling method is proposed in which the evaluation function of A* algorithm is improved by taking the safety cost into account. This results in a safer path which can stay farther away from obstacles. Then a new path smoothing method is proposed, which introduces a path evaluation mechanism into the smoothing process. This method is then applied to smoothing the path without safety reduction. Secondly, with respect to path planning problems in complex terrains, a complex terrain environment model is established in which the distance and safety cost of the evaluation function of the A* algorithm are converted into time cost. This results in a unification of units as well as a clarity in their physical meanings. The simulation results show that the improved A* algorithm can greatly improve the safety and smoothness of the planned path and the movement time of the robot in complex terrain is greatly reduced.
Introduction
Path planning is one of the fundamental problems in robotics [1, 2] . It is typically defined as finding a sequence of state transitions for a robot from its initial state to some desired goal state. According to the information of obstacles, the working environment of a robot can be categorized as a completely known environment, a partially known environment, a completely unknown environment, and a dynamic environment [3] . The planned path of the robot can be evaluated according to path length, movement time, energy consumption, or risk level [4, 5] .
There have been numerous algorithms proposed for path planning of intelligent robots and navigational objects [6] , such as the probabilistic roadmap method (PRM) [7] , the rapidly exploring random trees algorithm (RRT) [8] , the expansive space trees algorithm (EST) [9] , the rapidly exploring random trees star (RRT*) algorithm [10] , the artificial potential field method (APF) [11, 12] , the model predictive control method (MPC) [13] , fuzzy logic approach [14, 15] , the artificial neural networks algorithm (ANN) [16] , the genetic algorithm (GA) [17] , ant colony optimization (ACO) [18, 19] , particle swarm optimization (PSO) [20] , and other new nature-inspired meta-heuristic algorithms [21, 22] . Compared to these algorithms, A* algorithm has been widely investigated and applied because of its advantages such as its simple principle, easy realization, high efficiency, and its ability to find the optimal solution. To further increase the applicability of A* algorithm, many scholars have improved the conventional A* algorithm. First, the evaluation function of A* algorithm has been improved so that the planned path can meet specific requirements [23] [24] [25] . H. Shi et al. [23] robot to pass through; the closer the state and obstacles are, the greater the weight will be. As a result, the planned path would be as far away as possible from the obstacles and the passable areas would not be blocked by expanding obstacles. Moreover, in order to make the planned path more natural and suitable for the robot's movement, the path is smoothed and a path evaluation mechanism is adopted in the smoothing process to ensure the optimization of the smooth path.
Additionally, the speed of the robot is usually set to be a constant value in a single terrain environment so that the shorter the planned path is, the less time the robot will spend when moving from the initial state to the goal state. However, in a complex terrain environment, the robot would move at different speeds when passing through different terrains, so that the shorter path does not mean less movement time. Therefore, this paper establishes a complex terrain environment model which focuses on the speed and safety of the robot and takes the movement time of the robot as the objective function of A* algorithm for path planning. Then the planned path is smoothed without a decrease in performance.
The rest of this article is organized as follows: Section 2 reviews the conventional A* algorithm. Section 3 presents the improved A* algorithm in detail, including the new environment modeling method and path smoothing operation. Section 4 establishes a complex terrain environment and searches the optimal path by using the improved A* algorithm. Finally, Section 5 gives the conclusions and suggestions.
A* Algorithm
A* algorithm is a heuristic search algorithm established on the basis of Dijkstra's algorithm [35] and the BFS (Breadth First Search) algorithm [36] . The implementation of A* algorithm largely includes environment modeling and optimal path searching; this section illustrates these respectively.
Environment Model
As A* algorithm is a grid traversal search algorithm, we should first establish the grid model of the environment map by grid method. The grid method divides the map into adjacent grids of equal size. The size of the grid is determined by the size of the robot and it affects the efficiency and searching precision of the algorithm. The grid model of a two-dimensional environment map is as shown in Figure 1 . Figure 1 represents the square with a side of length 50 m; it is divided into 50 × 50 grids. Each grid represents a state where the robot can stay; it is connected to its eight neighbors. The black regions are known obstacle locations while the white regions are locations known to be in free space. The position coordinates of the initial state, S, are (2, 4) and the position coordinates of the goal state, G, are (47, 48). The task of path planning is to find an optimal path that leads the robot from S to G. 
Algorithm Procedures
The focus of A* algorithm is to expand outward from the initial state S, compute the evaluation function value of each neighboring state, and select the state which has the minimum evaluation function value as the next traversal state. It then repeats the expanding process until the goal state G is traversed.
The evaluation function of each state X is defined as follows
where f (X) denotes the estimated path cost from S through X to G, g(X) denotes the actual path cost from S to X, and h(X) is the heuristic function which denotes the estimated path cost from X to G. The heuristic function is generally expressed as Manhattan distance, diagonal distance, or Euclidean distance. This article adopts diagonal distance as the estimated path cost. A* algorithm maintains an OPEN list of states for expansion. The OPEN list is used to store states waiting to be traversed. Every state X except S has a hidden arrow pointing to an adjacent state Y denoted by p(X) = Y. A* algorithm uses the arrows to represent the path from X to Y. Every state X has an associated tag t(X) such that t(X) = new if X has never been on the OPEN list, t(X) = open if X is currently on the OPEN list, and t(X) = closed if X is no longer on the OPEN list. The cost of moving from X to a neighboring state Y is a positive number given by the moving cost function c(X, Y). The procedure of A* algorithm is given in Algorithm 1. for each neighbor Y of X:
Delete X from the OPEN list; t(X) = closed; 14 if OPEN = NULL 15 return NO-PATH; 16 The optimal path from S to G is obtained.
Algorithm Simulation
According to the procedure of A* algorithm, the simulation experiment of the path planning in the environment model shown in Figure 1 is done by MATLAB R2012a and the result is shown in Figure 2 . It can be seen from Figure 2 that the path generated by the conventional A* algorithm is close to the obstacles and has many turning points; accordingly, it is detrimental to the actual movement of the robot.
Improvement of A* Algorithm
In order to increase the safety of the planned path generated by the conventional A* algorithm, a new environment modeling method is proposed and the evaluation function is improved to keep the path away from obstacles. As a result, the safe path is smoothed without decreasing the safety.
Improved Environment Model
When the conventional A* algorithm is applied for path planning, the environment is divided into two states: passable regions and forbidden regions. In the path searching process, the states in the forbidden regions would not be traversed and all states in the passable regions are equivalent to each other for the robot. That is to say, no matter how far or close a state is from the obstacles, the robot would spend the same safety cost to pass through the state. However, practically, the safety threat of a robot from the obstacles is inversely proportional to the distance between them. What is more, the expanding obstacles would cover some passable regions and may block the optimal path. For solving this problem, we may introduce the safety cost into the evaluation function of the conventional A* algorithm, but the computation amount is large and the efficiency of the algorithm would be reduced greatly. Therefore, we take the safety threat into account in environment modeling so that the danger coefficient calculation of each state is not required in the path searching process.
In order to avoid excessive amount of calculation, some agreements have been made, as follows:
The danger coefficient of each state is calculated according to the shortest distance from the state to obstacles. If there is more than one nearest obstacle, only one time computation is needed.
2.
The danger coefficient of a state is inversely proportional to the minimum distance between the state and obstacles. 3.
If the minimum distance between a state and obstacles is not less than the given safe distance, the danger coefficient of the state is set to zero.
According to the above rules, the environment model shown in Figure 1 is rebuilt and the danger coefficient of each state is computed and stored in the new improved environment model, as shown in Figure 3 .
In Figure 3 , the black regions represent the actual obstacles while the grey regions around the obstacles represent the threatened regions. The darker the color of a state is, the greater the danger coefficient is and vice versa. The safe distance between the robot and obstacles is 3 m; if the minimum distance between a state and obstacles is not less than 3 m, the danger coefficient of the state is set to zero. 
Improved Evaluation Function
Evaluation function is the core of A* algorithm. An appropriate evaluation function not only ensures the algorithm to search out the optimal path but also reduces the number of traversal states and improves the efficiency of the algorithm. Nevertheless, in the conventional A* algorithm only the distance cost of the robot has been considered, meaning that the shorter the distance it is, the better the path will be. As a result, the algorithm has only searched the shortest path, which is not necessarily a safe path. In order to obtain a safe path, it is necessary to introduce the safety cost into the evaluation function after the improvement of environment model proposed in Section 3.1. Thus, the actual path cost from state X to S can be expressed as
where, n indicates the number of sections of the path from S to X, ω 1 and ω 2 indicate the weighted coefficients of different parameters, and ω 1 + ω 2 = 1; l i indicates the length of the i-th section of the path, and s i indicates the safety cost of the i-th section of the path. Since the i-th section of the path passes through two adjacent states and the safety cost of the path section is not only related to the distance from obstacles but also the length of the path section, we define the safety cost s i as
where d i1 and d i2 respectively indicate the danger coefficients of the two states the path section passes through and l i1 and l i2 respectively indicate the lengths of the path section in the two adjacent grids and l i1 + l i2 = l i . As the robot can move along the diagonal direction in the grid map and the safety cost of the path from X to the goal state G is unable to be computed, the heuristic function h(X) is defined to be proportional to the diagonal distance from X to G. Assuming X's coordinates are (x 1 , y 1 ) and G's coordinates are (x G , y G ) and x = |x 1 − x G |, y = |y 1 − y G |, then the diagonal distance l(X) from X to G can be expressed as l(X) = |x − y| + min{x, y} × √ 2. In order to match g(X), the estimated path length should be multiplied by the same weight ω 1 , thus
According to Equations (1)- (4), the evaluation function f (X) of the improved A* algorithm can be expressed as
Algorithm Simulation
The parameter weights ω 1 and ω 2 of the evaluation function are presented and different weights will lead to different results. In order to study the influence of weight coefficients on the path planning, five groups of different weights (ω 1 = 0.9, ω 2 = 0.1; ω 1 = 0.7, ω 2 = 0.3; ω 1 = 0.5, ω 2 = 0.5, ω 1 = 0.3, ω 2 = 0.7, ω 1 = 0.1, ω 2 = 0.9) were chosen to carry out simulations for the improved environment model. The simulation results are shown in Figure 4 .
The specific parameters of planning results shown in Table 1 are where the risky path indicates the path in the threatened regions and the dangerous path indicates the path in the state where the distance from the obstacles is less than half of the safe distance.
It can be seen from Table 1 that the greater the distance weight coefficient ω 1 is, the shorter the length of the planned path. In addition to increasing the safety cost weight coefficient ω 2 , the lengths of both the risky path and dangerous path become smaller; this indicates that the planned path becomes safer as the path length becomes longer.
The influence of each weight coefficient on the performance of planned path can be determined from a comparison and is consistent with our expectations. In actual use, the weight coefficients should be set as required. Different results, such as the shortest path or the safest path, can be obtained by setting different weights heuristically. In general, all parameters of the planned path should be taken into account to optimize the planning result. Table 1 demonstrates that the performance of the planned path is excellent when ω 1 = 0.5 and ω 2 = 0.5; the planning result is as shown in Figure 4c . From a comparison of Figures 2 and 4c , we can easily see that the path planned by using the improved A* algorithm is farther away from the path planned obtained by using the conventional A* algorithm. This demonstrates that the improved A* algorithm can determine a safer path. 
Path Smoothing Method
From Figure 4c , we can see that a predominant portion of the planned path is within the safe regions; however, there are many turning points on the path which are detrimental to the robot's movement. Accordingly, it is necessary to smooth the path.
The planning result of A* algorithm is a series of adjacent states. By connecting these adjacent states with straight lines, we can obtain the planned path. To reduce the turning points of the path, we may traverse the path from the initial state to the goal state. For every state X except S and G on the path, we connect the two adjacent states of X by a straight line. If there is no obstacle on the line, then X is deleted and the path is renewed. However, this method does not consider the safety cost of the new path. The number of turning points on the path is reduced but the new path may be closer to obstacles, reducing its safety. As shown in Figure 5 , the path AC has fewer turning points than the path ABC, but it is closer to the obstacle. To keep the new smooth path away from obstacles, a path evaluation mechanism is adopted in the path smoothing process which compute the safety cost of the new path and the old path. The new path can be adopted only when the safety cost is not increased. Concurrently, to improve the flexibility of the path smoothing process, the intersection points between the original path and the map grid lines are added into the state sequence of the original path to generate a new sequence. The flow diagram of the path smoothing method is shown in Figure 6 . The obtained smooth path is shown in Figure 7 which uses the proposed path smoothing method to process the planned path of Figure 4 . Obviously, the smooth path has fewer turning points and smaller turning angles than the path shown in Figure 4 . As such, it is more suitable for the robot's movement. The parameter comparison of the two paths is shown in Table 2 . It can be seen from Table 2 that the smoothing process reduces the path length by 5.4%, reduces the turning times by 25.0%, and reduces the sum of turning angles by 68.7%. At the same time, the length of a risky path is decreased by 3.2% and the length of a dangerous path is decreased by 1.5%. This demonstrates that the path smoothing method is able to smooth the path without decreasing the safety of the path.
Performance Analysis of the Improved A* algorithm
To analyze the improvement effect, we applied the method proposed in J.D. Hernández et al. [34] to search for the optimal path in the same environment. Risk zones around the vehicle were established to keep the path away from obstacles. The vehicle was assumed to be point-size and occupied only one state at a time. The risk zones around the vehicle consisted of three zones, as shown in Figure 8a . The function of the risk zones is presented as follows.
For the RRT* algorithm (Please find additional detail in S. Karaman et al. [10] ), the radius of the set Xnear of vertices is eight, the parameter η of the function Steer is set to two, and the number of iterations is set to 1000. Because of the random nature of the sampling process, the improved RRT* algorithm planned different paths each time. Large amounts of simulation were executed and the optimal path we obtained is shown in Figure 8b . Figures 2, 7, and 8b show the paths generated by using the conventional A* algorithm, the improved A* algorithm, and the improved RRT* algorithm, respectively. The performance comparisons of the three algorithms are shown in Table 3 . Table 3 shows us the comparisons of the conventional A* algorithm, the improved RRT* algorithm and the improved A* algorithm. Compared to the conversional A* algorithm, although the improved A* algorithm increased the path length by 0.5% and computation time by a factor of three, it reduced the turning time and sum of turning angles by 35.7% and 73.2%, respectively. It also reduced the length of the risky and dangerous paths by 69.0% and 83.3%, respectively. Compared to the improved RRT* algorithm, the improved A* algorithm increased the path length and the sum of turning angles by 1.2% and 35.8%, respectively; however, it reduced the turning time by 18.2% and also reduced the length of the risky and dangerous path by 33.0% and 38.9%, respectively. In these simulations, the improved RRT* algorithm produced the shortest path; however, as it needed to check for collision for each sampled configuration and the intermediate steps when connecting to others, the computation time of the improved RRT* algorithm was two orders of magnitude larger than that of the other two algorithms.
The comparison result shows that, compared to the conventional A* algorithm and the improved RRT* algorithm, the improved A* algorithm can determine a better path for the actual movement of the robot. It also proves the feasibility and effectiveness of the improved A* algorithm.
Path Planning in Complex Terrains
The improved A* algorithm proposed in Section 3 was adopted for mobile robot path planning in a single terrain environment and has achieved remarkable results. However, in a complex terrain environment, the movement speeds of the robot in different terrains were not equal. In this case, the shorter path length did not result in a shorter movement time. Accordingly, it was necessary to improve the evaluation function and evaluate the planned path by the movement time of the robot. In addition, in the improved environment model proposed in Section 3.1, the danger coefficient of each state was related to the minimum distance between the state and obstacles. However, in a complex terrain environment, the danger coefficient of each state was also related to its terrain, so we needed to improve the environment model to enhance its applicability. This section will elaborate on the path planning process in a complex terrain environment and verify the planning results by simulation experiments.
Complex Terrain Environment Model
Common terrains in the wild include flat land, grassland, mountain land, marsh land, rivers, lakes, etc. If we set the marsh land, rivers, lakes, and other impassable areas as obstacle areas and distinguish the flat land, grassland, and mountain land with different colors, then a complex terrain environment model can be established, as shown in Figure 9 . 
Evaluation Function
In a single terrain environment, the robot moves at a constant speed. A shorter path length means a reduced movement time of the robot. But in complex terrain environment, we need to take the shortest movement time as the goal of path planning under the premise of ensuring the safety of the robot. Moreover, the improved evaluation function proposed in Section 3.2 has two parameters: distance cost and safety cost. The physical meanings and units of the two parameters are different so the evaluation function, which is the weighted sum of the two parameters, lacks physical meaning and is hard to understand. Therefore, the two parameters are converted into time cost so that the units can be unified and their physical meanings are clear as well.
The distance of the path is related to the speed and movement time of the robot; the distance cost of the path can be expressed as a function of speed and time cost. The safety cost of the path is inversely proportional to the distance between the path and obstacles. If a robot is moving along the path, when it nears obstacles it needs to slow down to ensure safety. Accordingly, the safety threat from obstacles affects the speed and movement time of the robot; namely, the safety cost can be converted into time cost. Thus, the actual path cost from X to S can be expressed as
where, v i1 and v i2 respectively indicate the speeds of the robot moving at the two states where the path section locates. The speeds are only relative to the terrains that the states are in; p i1 and p i2 indicate the speed reduction ratios of the robot affected by the safety cost when moving on the i-th section of the path. When the minimum distance between a state and obstacles exceeds the safe distance, the speed reduction ratio of the state is set to zero. The heuristic function can be expressed as
where v indicates the speed of the robot moving on flat land. According to Equations (1), (7), and (8), the evaluation function of the improved A* algorithm can be expressed as
Simulation Experiments and Analysis in Complex Terrain Environment
Assume the average speeds of the robot moving on flat land, grassland, and mountain land are 2 m/s, 1.6 m/s, and 1.2 m/s, respectively. The speed of the robot should be adjusted according to the minimum distance between the robot and obstacles; the adjustment rules are shown in Table 4 . The smooth path generated by simulation is shown in Figure 10 . It can be seen from Figure 10 that the planned path keeps a certain distance from the obstacles to ensure the safety of the path. A predominant portion of the path is on flat land because the robot moves faster on it. Nevertheless, there is also a part of path which passes through mountain land and grassland instead of detouring around them to favor a path exclusively on flat land. This is because the detouring process would take more time. The ant colony optimization (ACO) algorithm, the conventional A* algorithm, and the improved RRT* algorithm are applied to search the shortest paths respectively in the same environment. The parameters configuration of the ACO is shown in Table 5 , where K indicates the largest number of iterations, M indicates the total number of ants, α and β indicate the stimulating factors of pheromone concentration and visibility respectively, ρ indicates the coefficient of the pheromone volatilization, and Q indicates the initial value of the pheromone concentration. For the RRT* algorithm, the risk zones around the vehicle consisted of four zones and the function of the risk zones is presented as follows.
The radius of the set Xnear of vertices is 15, η = 2, the number of iterations was set to 1500. The planning results of the three algorithms are shown in Figure 11 . Obviously, the planned paths generated by the ACO algorithm and the conventional A* algorithm had many turning points and also directly passed through a large area of grassland and mountain land. Both paths were close to the obstacles and were not time-optimal paths. The paths generated by the improved RRT* algorithm and the improved A* algorithm kept away from the obstacles. Table 6 shows the detailed parameters of the four paths shown in Figures 10 and 11 .
Although the improved A* algorithm increased the path length by 1.7%, Table 6 demonstrates that it reduced the turning times by 41.2%, reduced the sum of turning angles by 80.3%, reduced the length of risky path and dangerous path by 67.5% and 96.3% respectively, reduced the computation time by 70.6%, and it eventually led to a 37.5% fall in the movement time of the robot compared to the ACO algorithm. Compared to the conventional A*algorithm, the improved A* algorithm increased the path length by 1.7% and increased the computation time by a factor of three, but it reduced the turning times by 54.5%, reduced the sum of turning angles by 84.8%, reduced the length of risky path and dangerous path by 67.1% and 96.3% respectively, and it eventually led to a 37.6% decrease in the movement time of the robot. Compared to the improved RRT* algorithm, the improved A* algorithm increased the length risky path and dangerous path by 92.0% and 3.3 times respectively; however, it reduced the path length by 0.3%, reduced the turning times by 9.1%, reduced the sum of turning angles by 22.1%, reduced the movement time by 2.1%, and, more importantly, the computation time dropped by two orders of magnitude.
The comparison results show that the planned path of the improved A* algorithm was more suitable for the actual movement of the robot; it proves the feasibility and effectiveness of the improved A* algorithm for solving safe path planning problems in complex terrain environment. 
Conclusions and Suggestions
This paper studies the path planning problem of mobile robot based on an improved A* algorithm in a two-dimensional complex terrain environment. The conclusions and suggestions are as follows:
1.
In light of the disadvantages of the conventional A* algorithm, an improved A* algorithm is presented in this paper for the path planning of mobile robot. A new environment modeling method is proposed in which the evaluation function of A* algorithm is improved by taking into account of the safety cost. Accordingly, the planned path can be farther away from obstacles to ensure the safety of the path. A new path smoothing method is also proposed which introduces a path evaluation mechanism into the smoothing process; this is applied to smooth the path without safety reduction. Compared to the conventional A* algorithm, although the improved A* algorithm increased the path length by 0.5% and computation time by a factor of three, it reduced the turning times and sum of turning angles by 35.7% and 73.2%, respectively. It also reduced the length of risky and dangerous paths by 69.0% and 83.3%, respectively. Compared to the improved RRT* algorithm, the improved A* algorithm increased the path length and the sum of turning angles by 1.2% and 35.8%, respectively; however, it reduced the turning times by 18.2%, and also reduced the length of risky and dangerous paths by 33.0% and 38.9%, respectively. The computation time of the improved RRT* algorithm was two orders of magnitude larger than that of the improved A* algorithm.
2.
In order to solve the path planning problems in complex terrains, a complex terrain environment model, which considered flat land, grassland, mountain land, and obstacles, is established in this paper. The distance and safety cost of the evaluation function of the A* algorithm were converted into time cost so that the units could be unified and their physical meanings clarified. Compared to the ACO algorithm, although the path length was increased by 1.7%, the improved A* algorithm reduced the turning times by 41.2%, reduced the sum of turning angles by 80.3%, reduced the length of risky and dangerous paths by 67.5% and 96.3% respectively, reduced the computation time by 70.6%, and it eventually led to a 37.5% fall in the movement time of the robot. Compared to the conventional A* algorithm, the improved A* algorithm increased the path length by 1.7% and increased the computation time by a factor of three; however, it reduced the turning times by 54.5%, reduced the sum of turning angles by 84.8%, reduced the length of risky and dangerous paths by 67.1% and 96.3% respectively, and it eventually led to a 37.6% fall in the movement time of the robot. Compared to the improved RRT* algorithm, the improved A* algorithm increased the length of risky and dangerous paths by 92.0% and 3.3 times respectively; however, it reduced the path length by 0.3%, reduced the turning times by 9.1%, reduced the sum of turning angles by 22.1%, reduced the movement time by 2.1%, and more importantly, the computation time dropped in two orders of magnitude. 3.
Compared to the conventional A* algorithm, the improved A* algorithm achieved remarkable results and was more suitable for the path planning of mobile robots. However, the path searching time was considerably increased, especially for the path planning of complex terrain environment whose consuming time was increased by a factor of three. Through analysis, we can know that it is because of the substantial increase in the number of traversal states of the improved A* algorithm. Therefore, it is suggested that the future work should be focused on improving the computational efficiency of the improved A* algorithm so as to enhance its real-time performance. 4.
In our recent studies, we assume that the environment is completely known. Accordingly, path planning research in unknown environments may be the next step of our research.
