focus is on the use of data mining and machine learning approaches for the analysis of the large amount of heterogeneous complex biological and medical data being generated. The direction of deep learning methods was also particularly encouraged. The goal here is to build accurate predictive or descriptive models from these data enabling novel discoveries in basic biology and medicine.
Papers for this special section were selected from the BIOKDD17 workshop. In addition, two papers were invited to the special section. To meet the acceptance criteria for the IEEE/ACM Transactions on Computational Biology and Bioinformatics (TCBB), each of the papers selected underwent additional reviews by at least one reviewer managed by the TCBB guest editors. We are very grateful to the anonymous reviewers in helping us select the following papers for this special section.
The first paper, "Using Machine Learning to Improve the Prediction of Functional Outcome in Ischemic Stroke Patients," by Miguel Monteiro, Ana Catarina Fonseca, Ana Teresa Freitas, Teresa Pinho e Melo, Alexandre P. Francisco, Jos e M. Ferro, and Arlindo L. Oliveira, explores the application of machine learning techniques in predicting the functional outcome of ischemic stroke patients. Ischemic stroke is a leading cause of disability and death worldwide among adults. Despite advances in treatment, around one-third of surviving patients still live with long-term disability. In this study, they first show that only using features available at admission, different machine learning techniques have only marginal improvements over the baseline. However, when progressively including features available at further time points, the AUC can be significantly increased.
The second paper, "ANTENNA, a Multi-Rank, MultiLayered Recommender System for Inferring Reliable DrugGene-Disease Associations: Repurposing Diazoxide as a Targeted Anti-Cancer Therapy," by Annie Wang, Hansaim Lim, Shu-Yuan Cheng, and Lei Xie, proposes an interesting multirank, multi-layered recommender system, ANTENNA, to integrate and mine large-scale chemical genomics and disease association data for the prediction of novel drug-gene-disease associations. ANTENNA integrates a novel tri-factorization based dual-regularized weighted and imputed one class collaborative filtering algorithm with a statistical framework that is based on random walk with restart and can assess the reliability of a specific prediction. Using their method, they discover that FDA-approved drug diazoxide can inhibit multiple kinase genes whose malfunction is responsible for many diseases including cancer, and can kill triple negative breast cancer cells effectively at a low concentration. The third paper, "Predicting Hospital Readmission Via Cost-Sensitive Deep Learning," by Haishuai Wang, Zhicheng Cui, Yixin Chen, Michael Avidan, Arbi Ben Abdallah, and Alexander Kronzer, combines the power of convolutional neural networks (CNN) and feature embedding to predict hospital readmission. They apply CNN to automatically learn features from time series of vital signs, and embed categorical features to encode feature vectors with heterogeneous clinical features, such as demographics, hospitalization history, vital signs, and laboratory tests. Both CNN features and embedding features are fed into a multilayer perception for prediction. They validate the proposed method on real medical datasets from the Barnes-Jewish Hospital. The 30-day readmission prediction accuracy is significantly higher than all the baseline methods.
The fourth paper, "Bioinformatic Workflow Extraction from Scientific Texts based on Word Sense Disambiguation," by Ahmed Halioui, Petko Valtchev, and Abdoulaye Banir e Diallo, proposes an ontology-based extraction framework to acquire semantically rich workflows from texts. Their method extends the classic NLP techniques to extract and disambiguate workflow tasks using a dedicated word sense disambiguation method for bioinformatics tools. To validate their method, they apply the method to phylogenetic analyses and show promising results in the identification of semantically enriched bioinformatic workflows from scientific texts.
The fifth paper, "'Super Gene Set' Casual Relationship Discovery from Functional Genomics Data," by Zongliang Yue, Michael T. Neylon, Thanh Nguyen, Timothy Ratliff, and Jake J. Chen, presents a powerful framework to identify stimulatory and inhibitory regulatory relationships among super gene sets, including pathways, annotated lists, and gene signatures (PAG). They extend their previous work on identifying PAG-to-PAG relationships by further requiring them to be significantly enriched with gene-to-gene co-expression pairs across the two PAGs involved. Comprehensive experiments on a functional genomics benchmark dataset from the GEO database and a myeloid-derived suppressor cells dataset demonstrate the effectiveness of the proposed method.
The last paper, "A Slice-based 13 C-detected NMR Spin System Forming and Resonance Assignment Method," by Meshari Alazmi, Ahmed Abbas, Xianrong Guo, Ming Fan, Lihua Li, and Xin Gao, proposes the first spin system forming method for 13 C-detected NMR spectra. 13 C-detected spectra provide possible solutions to solve larger proteins by NMR, owning to the fact that such spectra have less overlapping signals and better connectivity than the 1 H-detected spectra. They develop a slice picking method and use the correlated information in slices from different spectra to form spin systems and assign resonance. They feed the assigned chemical shifts to CS-ROSETTA and accurately determine the 3D structure of Ubiquitin.
To conclude, we thank the authors and the reviewers for their contribution to this special section of the TCBB journal. We also thank Prof. Dong Xu and Prof. Sun Kim for their support as the associate editor-in-chief and assistance from the editorial staff at TCBB for making this special section possible.
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