Natural and artificial environments, at scales ranging from cellular to geographic, have complex and changing spatial structures based on regions, as well as being inhabited by a multiplicity of dynamic entities. Milner's theory of bigraphs provides a formal design tool for dynamic and complex systems. However, bigraphs have rather limited explicit capability to represent spatial properties and relationships, being only equipped with a place graph that can express the containment relation between locations. This paper develops constructions that provide explicit bigraph types for representing complex two-dimensional spatial configurations, and shows that such representations are unique up to topological equivalence. In particular, we show how bigraphs can uniquely represent topological graphs embedded in compact, orientable surfaces in ℜ n , as well as in the Euclidean plane.
Introduction
Natural and artificial environments, from cellular to geographic scales, have complex, dynamic, region-based structures, with the component regions inhabited by a multiplicity of dynamic entity and sensor types. At the cellular level, membrane computing aims to model structure and function in terms of dynamic collections of regions, each providing a space in which reactions can take place (e.g., [1, 2] ). At the geographic scale, there are models (e.g., [3] ) of ubiquitous computing in the form of spatially embedded mobile devices, monitoring and responding to complex, dynamic, real world events. In such models space plays an essential role, and the models need to be expressive enough to represent the richness of spatial entities and relationships.
Milner, in a series of papers [4] [5] [6] , developed the theory of bigraphs to support the formal modeling of complex and dynamic systems. Bigraphs originated in process calculi, especially the calculus of mobile ambients [7] , and the π -calculus [8, 9] , both of which provide formal models of mobility and connectivity. Bigraphs provide a formal method for independently specifying connectivity and locality, and are intended to provide an intuitive representation of both virtual and physical systems. A bigraph consists of a common set of nodes structured by a place graph (a forest of trees) and a link graph (a hypergraph, where each edge can connect more than two nodes). The nodes therefore can stand for situated entities (represented by the place graph) which can form connections with each other (represented by the link graph). In short, a bigraph is a mathematical model of two key real world concepts -location and connection -and can thus represent in a basic way the situation of entities in the world. The spatial relationship expressed by the place graph is that of containment, in that node m is a descendant of node n in the place graph if the entity represented by m is inside the entity represented by n. The containment relation has rather limited power on its own to express the wide range of spatial structures, properties, and relations that exist in the world. Our objective is to use the structures within the bigraph model itself to allow a bigraph to explicitly represent richer kinds of spatial structures. In particular, we focus on representations of the topology of the modeled space and show that bigraphs have the power to uniquely represent a wide class of two-dimensional spatial configurations embedded in certain surfaces. The topological representation modeled here goes beyond containment to include adjacency and connectivity. We are able to show that the bigraph model developed is able to uniquely represent connected and non-connected topological graphs, up to homeomorphism. The benefit of this approach is that we can now use bigraphs to not only represent static topological structures (using the combinatorial map that in now explicitly part of the bigraph machinery) but also the dynamics that can be formally expressed in bigraphical reaction rules. Therefore, bigraphs enhance combinatorial maps by introducing formal specification of topological dynamics.
Surfaces, graph embeddings, and combinatorial maps
Our overall objective is to construct bigraphs that can uniquely represent the topology of graph embeddings in certain surfaces. So, before we go any further, we need to state the kinds of surfaces under consideration, and define an embedding of a graph in such a surface.
The surfaces that are considered in this paper are the compact, orientable surfaces in ℜ n . A surface in ℜ n is compact if, and only if, the surface is closed and bounded. The classification theorem for orientable surfaces (first proved by Möbius, 1870) tells us that any compact, orientable surface in ℜ n is homeomorphic to a sphere with m handles (m-holed torus), for m ≥ 0.
Definition 1.
An embedding of a graph in a surface is an injective map of the vertices and edges of a graph into the surface, in which vertices are mapped to points on the surface, and edges onto simple arcs (homeomorphic images of the closed real unit interval) on the surface, subject to the conditions that:
1. The end vertices of an edge are mapped to endpoints of the corresponding arc. 2. Two arcs can only intersect at their endpoints.
3. An arc cannot contain points associated with other vertices.
Informally, an embedding of a graph into a surface is a drawing of the graph on the surface in such a way that its edges may intersect only at their endpoints.
When we consider the compact, orientable surfaces in ℜ n , we have the nice result that the complement in the surface of a graph embedding gives us a collection of regions, and each of these regions will be a 2-manifold, locally homeomorphic to a disk. If, furthermore, each of the faces is homeomorphic to a disc, the embedding is called a 2-cell embedding.
We may note in passing that only connected graphs can admit 2-cell embeddings, and that the first part of this paper concerns only embeddings of connected graphs.
The surfaces in which we realize spatial structures should allow the provision of a clear method of uniquely characterizing a region in terms of its boundary, and therefore of having an unambiguous notion of ''insideness''. For the Euclidean plane ℜ 2 , the Jordan Curve Theorem tells us that the complement of the image of a simple closed arc embedded in ℜ 2 consists of two connected components, each disconnected from the other. One of these components is bounded (the interior) and the other is unbounded (the exterior). So, for the plane, there is a clear sense in which an entity is inside an areal object, assuming that the areal object is bounded by a simple closed arc. However, for the compact, orientable surfaces in ℜ n , there is no unambiguous notion of ''insideness''. Nevertheless, if we consider the arc to be directed, then it is possible to uniquely define the enclosed region. (We will use the convention that this region is the one we see on the left as we traverse the arc in its positive direction.) So in summary, the kinds of surfaces that we allow embeddings of graphs into are orientable 2-manifolds for which it is possible to uniquely define regions enclosed by simple closed arcs within them and homeomorphic to discs.
There is one final construction that is needed for this development, and that is that of a combinatorial map.
Definition 2.
A combinatorial map consists of:
1. A finite set S of semi-edges (also called darts) 2. A permutation γ of S 3. An involutory permutation β of S with no fixed point subject to the constraint that the permutation group generated by γ and β is transitive.
Intuitively, a combinatorial map provides a representation of a 2-cell graph embedding, where each arc is represented by a pair of semi-edges, called facing edges, transposed by β. Each cycle of γ represents an arc endpoint, and the cycle specifies a counter-clockwise cyclic ordering of arcs specified by its semi-edges around endpoints.
It is noteworthy that the composition α = βγ −1 defines the ordering of semi-edges around each face of the graph. Each face is defined as the region on the left while traversing the semi-edges of a cycle of α. In fact, α, β, and γ are dependent, and any pair of them can be used to compute the third, and therefore represent the combinatorial map. In a combinatorial map, semi-edges are denoted by a, a, x, x, etc., with the convention that xβ is denoted x. Also, permutations are usually written in cycle form, where (a 0 ...a n−1 ) is the notation for the permutation cycle a i → a i+1mod n . Fig. 1 shows an example of topological graph and its combinatorial map, with its semi-edges labeled according to the scheme:
We observe that α = (abcdaefg)(f hi)(gij)(bdc)(ejh) defines the five faces (including the ''outer'' face) of the figure.
The important thing about a combinatorial map is that it is an algebraic structure that uniquely characterizes the topological characteristics of the associated graph embedding. Indeed, we have the following theorem, due to Edmonds [11] and Tutte [10] . It is possible to generalize a combinatorial map to higher dimensions, but we shall not need that here.
Bigraphs

Introduction and terminology
Rather than repeat Milner's definitions, we instead present the features of bigraphs needed for this work by means of examples, and refer the reader to [6] for details. Fig. 2 gives two examples of simple, concrete bigraphs, labeled Ex1 and Ex2. (All the bigraphs in this paper will be concrete, and from now on we omit the term.) A bigraph is composed of two graphs: a place graph and a link graph, shown for bigraph Ex1 in the left and right parts of Fig. 3 , respectively. The place graph is a forest, and represents the containment of places one inside another (e.g., v 1 is contained in v 0 ). The link graph is a hypergraph, where hyperedges may join more than two places (note, for example, the hyperedge e in Fig. 3 ), and represents connections between places. A place may be a node (as with v 0 , v 1 , v 2 of Ex1), a root (as with the roots 0 and 1 of the place graph of Ex1), or a site (as with leaf 0 of the place graph of Ex1). In the diagram, a site is represented as a shaded region with a hatched line boundary, and a root as an unshaded region with a hatched line boundary. Nodes may have ports which allow links to other places. They are indicated in Fig. 2 as small, filled circles. Nodes are classified using controls (as with control K in Ex1 and Ex2), which provide a simple typing system, specifying numbers of ports for each type of node.
A bigraph has an interface comprising its inner face of sites and inner names and its outer face of roots and outer names. Inner and outer names provide names of dangling edges in incomplete hyperedges, thus providing ways of combining link graphs of two or more bigraphs (see later for bigraph composition). The convention is that inner and outer names are at the bottom and top, respectively, of a bigraph diagram. For example, the inner face of bigraph Ex1, comprises site 0 and inner name x, and the outer face comprises roots 0, 1, and outer names y 1 , y 2 . We can think of a bigraph as a function from its inner face to its outer face. For bigraph Ex1, we can write:
Ex1 : ⟨{0}, {x}⟩ → ⟨{0, 1}, {y 1 , y 2 }⟩ and similarly for bigraph Ex2, we can write:
Ex2 : ⟨∅, ∅⟩ → ⟨{0}, {x}⟩ .
Some special bigraphs
Now we introduce some specific bigraphs to be used later. The first is the identity bigraph, id ⃗ x : We also need some building block bigraphs, from which larger edifices are constructed. A discrete ion is a bigraph having a single node linking to a collection of zero or more distinct outer names, and a single site and root. The upper middle of In what follows it will be useful to close off links while preserving sites and roots. We introduce the closure bigraph 
Combining bigraphs
There are three methods for combining bigraphs used in this paper: forming a tensor product, merging, and composition. In the first case, assume we have bigraphs X and Y that have disjoint sets of nodes, edges, inner and outer names. Then the tensor product of the bigraphs, written X ⊗ Y, is formed by simply juxtaposing the two link graphs and place graphs (with some renumbering of roots and sites as required). For example, the closure bigraph Cl ⃗ x defined in the previous subsection may be defined as the tensor product /⃗ x ⊗ merge 1 .
This can be generalized to the case where X and Y have disjoint sets of nodes and edges, but may share inner and outer names. (There are other constraints, but we omit them in this brief discussion, and all merges in what follows satisfy these constraints.) Then, the merge of X and Y, written X|Y, is formed by constructing the unions of corresponding link and place graphs where, in the new link graph, links with the same name are combined. In this operation, we also bring together roots with the same name. The merge operation is associative. The left-hand part of Fig. 5 shows the merge Ex1|Ex2. We note that the 0-roots of the bigraphs have been merged, and inner name x connected to outer name x through edge f .
Finally, there is a composition operation that mirrors function composition. We stated earlier that a bigraph can be thought of as a function from its inner face to its outer face. If we assume that the inner face of X is equal to the outer face of Y, then we may form the composition, X • Y, by merging these two faces together, as follows:
• In the place graph identify in order each root of Y with the corresponding site of X.
• In the link graph join together a link of the outer face of Y to a link of the inner face of X if the name of the former is equal to the name of the latter. The linking names then disappear.
The right-hand part of Fig. 5 shows the composition Ex1 • Ex2. The constituents of Ex2 are now contained in node v 2 of Ex1, and the outer name x of Ex2 is connected to the inner name x of Ex1 through edge f . The linking name x, having done its job, disappears. Expressed in function form, the interface of Ex1 • Ex2 is:
Fundamental spatial constructions
This section constructs bigraphs needed to formalize the spatial configurations of interest. (Note that Milner uses the term ''point'' differently from our geometric interpretation below.)
Semi-points
The basic zero-dimensional object is the semi-point (s-point), so called because in the interpretation in the next section it needs to pair with another s-point to be interpreted as an embedded point. We define two kinds of semi-points: begin-spoint and end-s-point, necessary to provide orientation to the interpreted structures. The outer names forming part of the begin-s-point and end-s-point bigraphs act to label the bigraphs, and often we refer to these bigraphs just by these names.
Semi-edges
Begin and end s-points are used as components semi-edges. As with s-points, semi-edges work in pairs to make embedded edges in the interpretation given later. Their construction as bigraphs is given by the following definition, shown schematically in Fig. 6 .
Definition 4.
A semi-edge S axy is defined as:
where S a is a discrete ion with a single outer name a. We say that S axy is the semi-edge a with begin s-point x and end s-point y.
We impose some additional uniqueness constraints.
Constraint 1.
If S axy and S bxy are semi-edges having the same begin s-point, x, and the same end s-point, y, then a = b and the semi-edges are identical.
Constraint 2.
Given begin and end s-points, x, y, respectively. Then there is at most one semi-edge S axy with begin s-point x and end s-point y.
Therefore, the semi-edge name uniquely determines its begin and end s-points, and this allows us to simplify our notation. As in most of what follows, we will be focusing on edges, rather than points, we will often use the shorthand S a to denote the semi-edge S axy , in the knowledge that the unique x and y can be retrieved when needed.
Semi-edge combination and cycles
The way that semi-edges relate to one another is through their constituent s-points.
Definition 5. Let S axy and S byz be two semi-edges, where the end s-point of S a has the same name as the begin s-point of S b . Then S axy and S byz are said to form a connected ordered pair.
Note that the ordering is important here. Just because S a and S b form a connected ordered pair does not imply that S b and S a form such an ordered pair. If the connection relation goes both ways, we have the following definition: Definition 6. Let S axy and S byx two semi-edges, where the end s-point of S a has the same name as the begin s-point of S b , and the end s-point of S b has the same name as the begin s-point of S a . Then S axy and S byx are said to form a facing pair. It is clear that if S a and S b form a connected ordered pair and S b and S a form a connected ordered pair, then S a and S b form a facing pair. It is also clear that if S a and S b form a facing pair, then S b and S a form a facing pair. We often use the notation S a for the semi-edge facing semi-edge S a , if such a semi-edge exists.
Appropriately related semi-edges can be amalgamated into cyclical structures as follows.
Definition 7.
Let S a 1 , . . . , S a n be n pairwise distinct semi-edges, where the semi-edges form a collection of connected ordered pairs, S a 1 and S a 2 , S a 2 and S a 3 , . . . , S a n and S a 1 . Then a cycle bigraph C ⃗ a is defined as:
The number n of semi-edges in a cycle bigraph is termed its order. Clearly, C a 1 a 2 ,...a n ≡ C a 2 ...a n a 1 ≡ · · ·
In pure geometric terms, the outer names of s-points and semi-edges are no longer needed, as no further compositions are required. In application domains where these and later geometric entities are given further semantic significance (e.g., a cellular membrane or a wall of a room), then they can be used to embed geometries into other structures. However, to simplify the constructions, we will close off all outer names from now on. We can still use vectors of the closed off semi-edge outer names to name these structures. To simplify the diagrams, we do not show closed off links originating from a single port, but show the link name at the port from which the link originated. When there is no ambiguity, we often refer to a cycle bigraph as a cycle. The left-hand side of Fig. 7 shows an example of the cycle C abc of order 3, formed from semi-edges S a , S b , and S c .
Definition 8. Let C ⃗
a be a cycle bigraph. The skeleton of C ⃗ a is a directed graph whose nodes are the links connecting end and begin s-points of a connected pair of semi-edges, and the edges are the semi-edges, labeled by the names of the edges, with direction given by the direction from end to begin s-point. Edges connect to nodes in the obvious way.
The right-hand side of Fig. 7 shows the skeleton of cycle C abc . The structure of a cycle bigraph can be completely captured from its skeleton. Although there is a restriction imposed on a cycle that constituent semi-edges are pairwise disjoint, there is no restriction on the presence of facing pairs of semi-edges, or multiple occurrences of s-points. We will see later how these are interpreted as embeddings in orientable surfaces.
Polygons
Most existing representations of the topology of spatial objects are based upon boundary representations, derived from Baumgart's winged-edge structure [12, 13] , and the quad-edge structure of Guibas and Stolfi [14] . However, it is often regions rather than their edges, that are more directly appropriate for conceptualizations of real-world spaces. While edges are important, often representing the boundaries of features (e.g., geopolitical borders, building walls, and cell membranes), it is often the features themselves that are primary, and the boundaries secondary. In domains that go beyond pure graphical representations, we need to associate semantics with domain entities, and in many cases the associations are more naturally with the regions themselves than with their boundaries. In this subsection, we explicitly represent the region that a cycleset bounds.
Definition 9. Let P be a discrete ion with no outer names, and C ⃗ a be a cycle. An n-site polygon, P n ⃗ a is defined for n ≥ 0 as:
For the purely geometric purposes of this account, ion P was given no outer names, but when modeling a specific domain we may want to add outer names to attach assets to the area. Fig. 8 shows the 2-site polygon P 2 abc that is an extension of the cycle C abc shown in Fig. 7 . When n = 0 the definition simplifies to P ⃗ a = P • C ⃗ a , and such a polygon is referred to as a ground polygon. For ground polygons we omit the superscript. For the remainder of this section, and the next on surficial embeddings, all the polygons will be ground. We shall return to non-ground polygons later, when discussion non-connected structures. 
Map bigraphs
Cycles may be aggregated by ''stitching together'' any pairs of facing edges that they share. But before we present the definition, we need to ensure that the aggregation is of a piece. To this end, we introduce the notion of a permutation group associated with a set of cycles. There is an obvious sense in which a single cycle bigraph may be viewed as a cyclic permutation of its semi-edges. We extend this as follows: Definition 10. Let T be the set of semi-edges in the cycles C ⃗ a 1 , . . . , C ⃗ a k , where all constituent semi-edges in the total collection of cycles are pairwise distinct and form a complete set of facing pairs. Then, define two permutations on the combined set of semi-edges as follows:
• α(T) is the composition (as permutations) of the cyclic permutations coming from each of its constituent cycle bigraphs.
• β(T) is the involutory permutation that transposes each semi-edge with its facing semi-edge.
Define G(T) to be the permutation group generated by α(T) and β(T). If G(T) is transitive as a permutation group on the semi-edges, then we say that T is connected.
We are now ready to define the principal spatial construction of this paper.
Definition 11. Let P ⃗ a 1 , . . . , P ⃗ a k be a collection of k (ground) polygons. Let T be the set of semi-edges in the cycles C ⃗ a 1 , . . . , C ⃗ a k , where all constituent semi-edges in the total collection of cycles are pairwise distinct and form a complete set of facing pairs. We stipulate further that T is to be connected. Then a map bigraph (or map) M is defined as:
Given a map M, we will slightly abuse notation and refer to the two permutations defined in Definition 10 as α(M) and β(M). The skeleton of a map is the union of the collection of skeletons of its individual cycles. Fig. 9 shows the map with cycles α(M) = (abc)(cba) and β(M) = (aa)(bb)(cc). It is clear that the semi-edges form a complete set of facing edges. It is also easy to check that the generated group is transitive on the six semi-edges, being in fact the symmetric group on three elements.
Embedding a map bigraph in a compact, orientable surface in ℜ n
In this section we develop a condition for the embedding of a map bigraph in a compact, orientable surface in ℜ n , and
show that any such embedding, if it exists, will be unique up to topological equivalence. As we saw earlier, a surface in ℜ n ) -9 is compact if, and only if, the surface is closed and bounded, and the compact, orientable surfaces in ℜ n are homeomorphic to spheres with m handles (m ≥ 0). We also saw that Edmonds [11] and Tutte [10] showed that each combinatorial map represents a topologically unique 2-cell graph embedding in a compact, orientable surface. Therefore, all we need to show is that every map bigraph can be represented as a combinatorial map, and our result will directly follow.
Let M be a map bigraph. Then in addition to the two permutations, α(M) and β(M) on its set of semi-edges, we may define a third
A little thought convinces us that γ (H) gives the cycles of the semi-edges associated with each begin s-point in the representation of H. This is all that is needed to use the results of Edmonds and Tutte to show that the representation of the map bigraph A as a 2-cell embedding in a compact, orientable surface is a combinatorial map and therefore unique up to topological equivalence. The embedding itself may be constructed as follows. Each skeleton cycle determines the boundary of a region. Imagine that we are traversing a skeleton cycle in the direction of the cycle's directed semi-edges. Then the region associated with a cycle is the region on our left as we make our traversal. The individual regions associated with the map bigraph's polygons may now be fitted together like a jigsaw, matching each facing pair of semi-edges. As the map bigraph is connected, so is the graph structure formed by the facing pairs of semi-edges. Because in the map bigraph every semi-edge is matched with another, the entire surface is covered by the embedded bigraph.
For example, Fig. 10 shows the map Ex3 defined by:
Here,
That Ex3 is a map can be seen by checking that the constituent semi-edges form a complete facing set and that the generated group is transitive. Fig. 11 shows an embedding of Ex3 on the surface of the sphere. This embedding is unique, up to topological equivalence.
In order to determine in which surface a particular map bigraph is embeddable, we need some definitions and a construction for combining map cycles together (different from permutation composition used above). If M is a map bigraph, then the constituent cycles of α(M) are termed the cycles of M.
Definition 12.
Let X = (a 1 . . . a n ) and Y = (b 1 . . . b m ) be two cycles, such that the following two conditions hold. Then we say that Y is a subcycle of X .
Definition 13.
Let X = (a 1 a 2 . . . a n ) be a cycle of map M. Then X is an n-handle (n ≥ 0) if it contains exactly n pairwise disjoint sub-cycles (a 1 b 1 a 1 b 1 ) , . . . , (a n b n a n b n ). . . a i−1 b j+1 . . . b n b 1 . . . b j−1 a i+1 . . . a m ) . ) - Fig. 11 . Embedding of Ex3.
For example, (abcdefg) glued to (gijdklh) by identifying the facing pair g and g is the cycle (abcdefijdklh). Note that gluing is a symmetric operation, provided the same facing pair of edges is chosen. We will use gluing and the notion of handles to give a condition for a map bigraph to be embeddable on the surface of a sphere. We need one last construction.
Definition 15.
Let M be a map bigraph. A gluing of M is the cycle resulting from any gluing together of its cycles, beginning with a single pair with a common facing edge, and continuing to glue pairs of faces together. We note that because G(M) is transitive, we are able to glue on faces until the result is a single cycle.
A standard result from algebraic topology [15] allows us to make a connection between the number of handles that a compact surface has and the ''algebraic'' handle as given in the above definition. So, we are able to immediately state the general result as follows:
Proposition 1. Let M be a map bigraph, and let G(M) be a gluing of M. Then M is embeddable on the surface of the n-holed torus if and only if G(M) is an n-handle.
Note that when n = 0, the result specializes to the condition for embedding a map bigraph in the surface of a sphere, and we state this special case explicitly as a corollary.
Corollary 1. Let M be a map bigraph, and let G(M) be a gluing of M. Then M is embeddable on the surface of the sphere if and only if G(M) is a 0-handle.
Returning to our example map bigraph, Ex3, we start to glue cycles together, starting from the left, and generating successively:
(abcdaehig), (abcdaehiij), (adccdaehiij), (adccdajhhiij).
A check on the final expression soon convinces us that G(Ex3) is a 0-handle, and so Ex3 is embeddable in the surface of a sphere, as shown in Fig. 11 .
The reader may wonder whether it matters which particular gluing we choose. The above proposition allows us to immediately deduce the following corollary.
Corollary 2. Let M be a map bigraph, and let G
To see this, note that by Proposition 1, M at the same time is embeddable in and covers the surface of an n 1 -holed torus and is embeddable in and covers the surface of an n 2 -holed torus. Because the embedding determines the number of handles the surface contains, we must have n 1 = n 2 .
To summarize the constructions of this section, we have shown that every map bigraph provides a topologically unique representation of a 2-cell graph embedding in some surface. We can encapsulate this result more precisely in the following theorem. The proof of this result is contained in the constructions of this section. However, we can spell out explicitly some details.
Theorem 2. Let M be a map bigraph. Then there exists an algorithm, to transform M into a 2-cell graph embedding G(M).
Conversely, if G is a 2-cell embedding, then there exists an algorithm to transform G into a map bigraph M(G).
Let M be a map bigraph. We have shown that ⟨α(M), β(M), γ (M)⟩ is transitive as a permutation group and thus a combinatorial map. Theorem 1 now gives the 2-cell embedding (up to homeomorphism of the embedding). Conversely, given 2-cell embedding, and hence any combinatorial map (unique up to permutation group isomorphism), a bigraph can be constructed for which that map is a representation, as we now show. Let combinatorial map M be defined by its two characteristic permutations of semi-edges, γ (M) giving the cycles (in anti-clockwise order) of the semi-edges associated with each vertex of M, and the involutory permutation α(M) giving the facing pairs of semi-edges. Construct the permutation β(M) as the composition α(M)γ (M). This gives the cycles (in anti-clockwise order) of semi-edges around regions, with regions on the left as the cycles are traversed. We may use these cycles to construct the skeleton cycles of a map bigraph, and hence the bigraph itself. Finally, it is clear that each of these two constructions is the inverse of the other, modulo relabeling and appropriate morphisms. Hence the result follows.
Non-connected areas
Up to now, the spatial entities have been connected topological graphs, whose faces cover and partition the surfaces in which they are embedded. When we remove the constraint that the graphs are connected, we have to add some extra structure so that bigraphs can continue to represent the topological structure. Bigraph composition will represent the notion of one area being in the interior of another. However, a difficulty arises with maps as defined so far. Up to now it has been unnecessary to specify a map boundary, because when embedded in a closed orientable surface, there is no distinguished boundary -the map covers the entire surface. However, when we wish to place a map inside a polygon, then the boundary of the map that immediately abuts the polygon area must be specified if we wish to represent the topology of the structure uniquely. The notion of a map with boundary is developed next.
Maps with boundary
By designating a single polygon to be the exterior of the area, we arrive at the notion of an area with boundary. To this end, we define a variant of the polygon bigraph that we term the exterior polygon bigraph. It's definition is as follows.
Definition 16. Let X be a discrete ion with no outer names, and C ⃗ a be a cycle. An exterior polygon, X ⃗ a is defined as:
So, an exterior polygon has the same structure as a ground polygon, but is distinguished by a node of kind X. Exterior polygons allow us to define regions with boundary, as follows.
Definition 17. Let P ⃗ a 1 , . . . , P ⃗ a k be a collection of k polygons and X ⃗ a be an exterior polygon, where all constituent semiedges in the total collection of k + 1 cycles are pairwise distinct and form a complete set of facing pairs. Let T be the set of semi-edges in all the constituent cycles, and suppose that T is connected. Then a bounded map bigraph N is defined as:
The expected interpretation as an embedding holds here. When situated inside an embedded polygon, the bounded area bigraph presents its external face outwards toward the bounding polygon. This constraint allows the bigraph structure to continue to represent the topology of the embedding uniquely.
Non-ground maps
In Section 4 we introduced the notion of the n-site polygon, which has spaces in which further spatial structures can be composed. In this section, we generalize the notion of a map to allow non-ground polygons as components.
, where n > 0 is the sum of all the n i and all constituent semi-edges in the total collection of k cycles are pairwise distinct and form a complete set of facing pairs. Let T be the set of semi-edges in all the constituent cycles, and suppose that T is connected. Then a non-ground map bigraph M n is defined as:
In a similar manner, we can generalize the notion of a bounded map to a non-ground, bounded map bigraph.
, and suppose that n > 0 is the sum of all the n i . Let X ⃗ a be an exterior polygon. Suppose that all constituent semi-edges in the total collection of k + 1 cycles are pairwise distinct and form a complete set of facing pairs. Let T be the set of semi-edges in all the constituent cycles, and suppose that T is connected. Then a non-ground, bounded map bigraph M n is defined as: Fig. 12 . Embedding of the scene S.
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Scene bigraphs
We are now ready to situate maps inside maps in an embedding, the resulting bigraphs representing the non-connected embeddings being termed scene bigraphs. Suppose, in an embedding, we want to place map M 1 inside map M 2 . It is clear that M 1 will need to be situated in one of the constituent polygons of M 2 . The interior map must therefore be structured as a bounded map bigraph for the reasons given above. So, in general, apart from the ''outer'' map, all component maps will be bounded map bigraphs.
An example will illustrate this. Consider the embedding onto the surface of a sphere shown in Fig. 12 . This is an embedding with five components, each one a connected topological graph. Because we are on a closed surface, it is a matter of choice (depending on semantics beyond the geometry) as to which we take to be the containing surface. In our example, we take the component in which all the other components are contained to be represented by the non-ground map bigraph M with three sites, as defined below:
The three internal components of M 3 are represented by bounded map bigraphs N 1 , N 2 , and N 2 , given below.
Bounded maps N 1 and N 2 have no further internal components and are ground. (Note that all the non-superscripted polygons and maps are ground.) Non-ground bounded map N 2 3 has itself two internal components:
The scene is constructed in stages. Firstly we construct the bounded scenes, that is those bounded by polygons. These are
, and:
Now the composite scene can be constructed as:
Note the importance of order (both merge and tensor product are non-commutative).
We are now ready to give the general definition of a scene, preceded by that of a bounded scene.
Definition 20. The set of bounded scene bigraphs is the least set T of bigraphs that satisfies 1. All (ground) bounded maps are members of T .
2. Let N n be a non-ground, bounded map and {T 1 , . . . , T n } ⊂ T , where also that the sets of constituent semi-edges of each of the scenes are pairwise disjoint. Then
Definition 21. The set of scene bigraphs is the least set S of bigraphs that satisfies 1. All (ground) maps are members of S.
Let N
n be a non-ground map and {T 1 , . . . , T n } ⊂ T , where the sets of constituent semi-edges of each of the scenes are pairwise disjoint. Then,
Each of the connected component maps of a scene represents uniquely an embedded topological graph. The definitions in this section ensure that, given the choice of the containing bigraph, the insideness relationships between components is uniquely (up to topological equivalence) represented by the scene bigraph construction. (We should note that there is a certain degree of flexibility in the ordering of the elements in the scene bigraph, and for a precise uniqueness result we would need to quotient this out.)
As for the number of holes in which the scene is to be embedded, we saw in the previous section that each connected component can be embedded in the surface of an n-holed torus. The number of holes in the body on whose surface a scene is embedded is the sum of the numbers of holes in the bodies on whose surfaces are embedded each of the scene's constituent maps.
Planar embeddings
The Euclidean plane ℜ 2 is not a compact surface, and so not covered in the above discussion. However, in practice planar embeddings are often the most important and, because the outside of a map embedded in a bigraph is uniquely defined, result in unique embeddings. The Euclidean plane ℜ 2 is topologically equivalent to a punctured sphere. Suppose we have a map bigraph that is embeddable on the surface of a sphere. We now puncture the sphere, taking care that the puncture does not lie on one of the arcs of the embedding. (The cases where the puncture lies on an arc or node does not concern us, as we are not concerned with unbounded embeddings in the plane.) We now have a planar embedding of the map bigraph. We can think of the face in which the puncture occurs as being the (infinite) bounding face. Therefore, a collection of topological graphs embedded in the plane can be represented by a bounded scene. For example, consider the graph shown in Fig. 12 embedded in the plane. This can be represented by the planar scene :
The topological nature of a planar embedding is dependent upon which face the puncture occurs. By redefining constituent bounded maps to have different external faces, we will get different planar embeddings.
Conclusion and related work
This paper has demonstrated how Milner's bigraph structures can be used to represent connected and non-connected combinatorial graphs embedded in orientable surfaces, and that these representations are unique up to homeomorphism. Bigraphs have inbuilt in their place graphs the notions of container and contained, but do not have any other way of directly representing spatial relations. However, we have shown by construction how their link graphs may be utilized to provide bigraphs with the power to represent a large class of two-dimensional objects, namely the connected and non-connected topological graphs, and furthermore that the representation is unique up to topological equivalence. So bigraph theory does provide a formal framework in which spatial properties and relationships can be well expressed. These structures can be used to model complex spatial configurations, from cellular structures to the complexities of indoor spaces. Using bigraph operations, the spatial structures developed here can be enhanced with semantic information to provide rich domain representations.
Of course, all the structures discussed here are two-dimensional, being embedded in surfaces. If this work is to become truly useful for three-dimensional domains, such as can be found in systems biology, it needs to be extended to a third spatial dimension. We can extend the notion of a combinatorial map to a 3-dimensional combinatorial map using the following definition. (In fact, the extension can be made to any finite number of dimensions [16] .) It can be shown that a 3-map, up to topological equivalence, uniquely represents the subdivision of a closed, orientable 3-dimensional space.
Regarding the temporal dimension, an important motivation for using bigraphs is their capability to handle spatial change. Milner's intent in presenting the bigraph theory was for it to be used as a formal design tool for ubiquitous computing involving distributed, mobile processes. If this goal is to be realized in the context of spatial computation, the work needs to be taken further. Previous work by the author [17] has used process calculi to represent types of spatial change, but without the full power to develop representations of topological structures that this paper provides. Work on extensions of the π calculus that can represent affine transformations is the 3π system presented in [18] , and for Euclidean spaces the SpacePi system in [19] that restricts process communication to a fixed ball within Euclidean space. Although both systems have some topological capability, in particular being able to represent the topology of containment, they are not concerned with the topology of adjacency and connectivity, discussed in this paper. Other work [20] has characterized types of topological change, and developed decentralized algorithms for detecting such changes, using wireless sensor networks. There is currently a lot of interest in using process calculi to formally represent spatio-structural changes at the cellular level (e.g., in membranes [1, 21, 22] ). The bigraph structures developed here provide the possibility of a powerful formalism for representing change, being able to capture both the richness of topological structure and process representations. In fact, bigraphs have recently begun to be used to formally model aspects of cellular interactions (e.g., [2, 23, 24] ). This is an area of ongoing research.
