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THE INVERSE F -CURVATURE FLOW IN ARW SPACES
HEIKO KRO¨NER
Abstract. In this paper we consider the so-called inverse F -curvature flow
(IFCF)
(0.1) x˙ = −F−1ν
in ARW spaces, i.e. in Lorentzian manifolds with a special future singularity.
Here, F denotes a curvature function of class (K∗), which is homogenous
of degree one, e.g. the n-th root of the Gaussian curvature, and ν the past
directed normal. We prove existence of the IFCF for all times and convergence
of the rescaled scalar solution in C∞(S0) to a smooth function. Using the
rescaled IFCF we maintain a transition from big crunch to big bang into a
mirrored spacetime.
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2 HEIKO KRO¨NER
1. Introduction
Let N = Nn+1 be a ARW space with respect to the future, i.e. N is a globally
hyperbolic spacetime and a future end N+ of N can be written as a product [a, b)×
S0, where S0 is a Riemannian space and there exists a future directed time function
τ = x0 such that the metric in N+ can be written as
(1.1) ds˘2 = e2ψ˜{−(dx0)2 + σij(x0, x)dxidxj},
where S0 corresponds to
(1.2) x0 = a,
ψ˜ is of the form
(1.3) ψ˜(x0, x) = f(x0) + ψ(x0, x),
and we assume that there exists a positive constant c0 and a smooth Riemannian
metric σ¯ij on S0 such that
(1.4) lim
τ→b
eψ = c0 ∧ lim
τ→b
σij(τ, x) = σ¯ij(x) ∧ lim
τ→b
f(τ) = −∞.
W.l.o.g. we may assume c0 = 1. Then N is ARW with respect to the future, if the
derivatives of arbitrary order with respect to space and time of e−2f g˘αβ converge
uniformly to the corresponding derivatives of the following metric
(1.5) − (dx0)2 + σ¯ij(x)dxidxj
when x0 tends to b.
We assume furthermore, that f satisfies the following five conditions
(1.6) 0 < −f ′ ,
there exists ω ∈ R such that
(1.7) n+ ω − 2 > 0 ∧ lim
τ→b
|f ′ |2e(n+w−2)f = m > 0.
Set γ˜ = 12 (n+ ω − 2), then there exists the limit
(1.8) lim
τ→b
(f
′′
+ γ˜|f ′ |2)
and
(1.9) |Dmτ (f
′′
+ γ˜|f ′ |2)| ≤ cm|f
′ |m ∀m ≥ 1,
as well as
(1.10) |Dmτ f | ≤ cm|f
′ |m ∀m ≥ 1.
If S0 is compact, then we call N a normalized ARW spacetime, if
(1.11)
∫
S0
√
det σ¯ij = |Sn|.
In the following S0 is assumed to be compact.
Remark 1.1. (i) If these assumptions are satisfied, then we shall show that the
range of τ is finite, hence we may–and shall–assume w.l.o.g. that b = 0, i.e.
(1.12) a < τ < 0.
(ii) Any ARW space with compact S0 can be normalized as one easily checks.
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To guarantee the C3-regularity for the transition flow, see Section 11, especially
(11.37), we have to impose another technical assumption, namely that the following
limit exists
(1.13) lim
τ→0
(f
′′
+ γ˜|f ′ |2)′τ.
We furthermore assume that in the case γ˜ < 1 the limit metric σ¯ij has non-
negative sectional curvature.
We can now state our main theorem, cf. also Section 2 for notations.
Theorem 1.2. Let N be as above and let F ∈ C∞(Γ+) ∩ C0(Γ¯+) be a curvature
function of class (K∗), cf. Definition (2.3), in the positive cone Γ+ ⊂ Rn, which is
in addition positiv homogenous of degree one and normalized such that
(1.14) F (1, ..., 1) = n.
Let M0 be a smooth, closed, spacelike hypersurface in N which can be written as a
graph over S0 for which we furthermore assume that it is convex and that it satisfies
(1.15) − ǫ < inf
M0
x0 < 0,
where
(1.16) ǫ = ǫ(N, g˘αβ) > 0.
(i) Then the so-called inverse F -curvature flow (IFCF) given by the equation
(1.17) x˙ = − 1
F
ν
with initial surface x(0) = M0 exists for all times. Here, ν denotes the past directed
normal.
(ii) If we express the flow hypersurfaces M(t) as graphs over S0
(1.18) M(t) = graphu(t, ·),
and set
(1.19) u˜ = ueγt,
where γ = 1n γ˜, then there are positive constants c1, c2 such that
(1.20) − c2 ≤ u˜ ≤ −c1 < 0,
and u˜ converges in C∞(S0) to a smooth function, if t goes to infinity.
(iii) Let (gij) be the induced metric of the leaves M(t) of the inverse F -curvature
flow, then the rescaled metric
(1.21) e
2
n
tgij
converges in C∞(S0) to
(1.22) (γ˜2m)
1
γ˜ (−u˜) 2γ˜ σ¯ij ,
where we are slightly ambiguous by using the same symbol to denote u˜(t, ·) and
lim u˜(t, ·).
(iv) The leaves M(t) of the IFCF get more umbilical, if t tends to infinity, namely
(1.23) F−1|hji −
1
n
Hδ
j
i | ≤ ce−2γt.
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In case n+ ω − 4 > 0, we even get a better estimate, namely
(1.24) |hji −
1
n
Hδ
j
i | ≤ ce−
1
2n
(n+ω−4)t.
In [4] together with [5] this theorem is proved when the curvature F is replaced
by the mean curvature of the flow hypersurfaces.
In our proof we go along the lines of [4] and [5] as far as possible, for Section 5
we use [2].
The paper is organized as follows. In the remainder of the present section we
list some well-known properties of f , cf. [8, section 7.3], which will be used later.
In Section 2 we introduce some notations and definitions. In Section 3, 4 and 5 we
prove Theorem 1.2 (i), in Section 6, 7, 8, 9 and 10 we prove Theorem 1.2 (ii)-(iv)
and in Section 11 we will define a so-called transition from big crunch to big bang
via the rescaled IFCF into a mirrored universe.
Let us briefly compare our case with the mean curvature case.
Concerning the proof of the existence of the flow the C0-estimates are similar
to the mean curvature case and the C1-estimates are even easier in our case, since
they follow immediately from the convexity of the flow hypersurfaces. For the C2-
estimates we prove the important Lemma 4.11 and obtain with it in Lemma 5.2
the optimal lower bound for the F -curvature of the flow hypersurfaces, at which
optimality is not seen until Section 8. The remaining part of the C2-estimates is
different from the mean curvature case but can be found in [2].
Concerning the asymptotic behaviour of the flow the C0-estimates are similar to
the mean curvature case. But the C1-estimates in Section 7 and particularly the
crucial C2-estimates in Section 8 differ essentially from the mean curvature case.
Using the homogeneity of F the C2-estimates lead to very good decay properties
of the derivatives of F , so that from this time on the difference between our and
the mean curvature case is only formal.
I would like to thank Claus Gerhardt for many helpful hints.
Lemma 1.3. Let f ∈ C2([a, b)) satisfy the conditions
(1.25) lim
τ→b
f(τ) = −∞
and
(1.26) lim
τ→b
|f ′ |2e2γ˜f = m,
where γ˜,m are positive, then b is finite.
Corollary 1.4. We may–and shall–therefore assume that b = 0, i.e., the time
interval I is given by I = [a, 0).
Lemma 1.5. (i)
(1.27) lim
τ→0
eγ˜f
τ
= −γ˜√m.
(ii) There holds
(1.28) f
′
eγ˜f +
√
m ∼ cτ2,
where c is a constant, and where the relation
(1.29) ϕ ∼ cτ2
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means
(1.30) lim
τ→0
ϕ(τ)
τ2
= c.
Lemma 1.6. The asymptotic relation
(1.31) γ˜f
′
τ − 1 ∼ cτ2
is valid.
2. Notations and definitions
In this section, where we want to introduce some general notations, we assume
for N all properties listed from the beginning of Section 1 as far as equation (1.2)
except for being ARW and we write ψ instead of ψ˜. Let M ⊂ N be a connected
and spacelike hypersurface with differentiable normal ν (which is then timelike).
Geometric quantities in N are denoted by (g¯αβ),
(
R¯αβγδ
)
etc. and those in M
by (gij), (Rijkl) etc.. Greek indices range from 0 to n, Latin indices from 1 to
n; summation convention is used. Coordinates in N and M are denoted by (xα)
and
(
ξi
)
respectively. Covariant derivatives are written as indices, only in case of
possibly confusion we precede them by a semicolon, i.e. for a function u the gradient
is (uα) and (uαβ) the hessian, but for the covariant derivative of the Riemannian
curvature tensor we write R¯αβγδ;ǫ.
In local coordinates, (xα) in N and
(
ξi
)
in M , the following four important
equations hold; the Gauss formular
(2.1) x
α
ij = hijν
α.
In this implicit definition (hij) is the second fundamental form ofM with respect
to ν. Here and in the following a covariant derivative is always a full tensor, i.e.
(2.2) xαij = x
α
,ij − Γkijxαk + Γ¯αβγxβi xγj
and the comma denotes ordinary partial derivatives.
The second equation is the Weingarten equation
(2.3) ναi = h
k
i x
α
k ,
where ναi is a full tensor. The third equation is the Codazzi equation
(2.4) hij;k − hik;j = R¯αβγδναxβi xγj xδk
and the fourth is the Gauß equation
(2.5) Rijkl = −{hikhjl − hilhjk}+ R¯αβγδxαi xβj xγkxδl .
As an example for the covariant derivative of a full tensor we give
(2.6) R¯αβγδ;i = R¯αβγδ;ǫx
ǫ
i ,
where this identity follows by applying the chain rule from the definition of the
covariant derivative of a full tensor; it can be generalized obviously to other quan-
tities.
Let (xα) be a future directed coordinate system in N , then the contravariant
vector (ξα) = (1, 0, ..., 0) is future directed; as well its covariant version (ξα) =
e2ψ (−1, 0, ..., 0).
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Now we want to express normal, metric and second fundamemtal form for space-
like hypersurfaces, which can be written as graphs over the Cauchyhypersurface.
Let M = graphu|S0 be a spacelike hypersurface in N , i.e.
(2.7) M =
{(
x0, x
)
: x0 = u(x), x ∈ S0
}
,
then the induced metric is given by
(2.8) gij = e
2ψ {−uiuj + σij} ,
where σij is evaluated at (u, x) and the inverse
(
gij
)
= (gij)
−1
is given by
(2.9) gij = e−2ψ
{
σij +
uiuj
v2
}
,
where
(
σij
)
= (σij)
−1 and
(2.10)
ui = σijuj
v2 = 1− σijuiuj ≡ 1− |Du|2, v > 0.
We define v˜ = v−1.
From (2.8) we conclude that graphu is spacelike if and only if |Du| < 1.
The covariant version of the normal of a graph is
(2.11) (να) = ±v−1eψ (1,−ui)
and the contravariant version
(2.12) (να) = ∓v−1e−ψ (1, ui) .
We have
Remark 2.1. Let M be a spacelike graph in a future directed coordinate system,
then
(2.13) (να) = v−1e−ψ
(
1, ui
)
is the contravariant future directed normal and
(2.14) (να) = −v−1e−ψ (1, ui)
the past directed.
In the following we choose ν always as the past directed normal.
Let us consider the component α = 0 in (2.1), so we have due to (2.14) that
(2.15) e−ψv−1hij = −uij − Γ¯000uiuj − Γ¯00jui − Γ¯00iuj − Γ¯0ij ,
where uij are covariant derivatives with respect to M . Choosing u ≡ const, we
deduce
(2.16) e−ψh¯ij = −Γ¯0ij ,
where h¯ij is the second fundamental form of the hypersurface
{
x0 = const
}
. An
easy calculation shows
(2.17) e−ψh¯ij = −1
2
σ˙ij − ψ˙σij ,
where the dot indicates differentiation with respect to x0.
Now we define the classes (K) and (K∗), which are special classes of curvature
functions; for a more detailed treatment of these classes we refer to [8, Section 2.2].
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For a curvature function F (i.e. symmetric in its variables) in the positive cone
Γ+ ⊂ Rn we define
(2.18) F (hij) = F (κi),
where the κi are the eigenvalues of an arbitrary symmetric tensor (hij), whose
eigenvalues are in Γ+.
Definition 2.2. A symmetric curvature function F ∈ C2,α(Γ+) ∩ C0(Γ¯+), posi-
tively homogeneous of degree d0 > 0, is said to be of class (K), if
(2.19) Fi =
∂F
∂κi
> 0 in Γ+,
(2.20) F|∂Γ+ = 0,
and
(2.21) F ij,klηijηkl ≤ F−1(F ijηij)2 − F ikh˜jlηijηkl ∀ η ∈ S,
where F is evaluated at an arbitrary symmetric tensor (hij), whose eigenvalues are
in Γ+ and S denotes the set of symmetric tensors. Here, Fi is a partial derivative of
first order with respect to κi and F
ij,kl are second partial derivatives with respect
to (hij). Furthermore (h˜
ij) is the inverse of (hij).
In Theorem 1.2 the κi in (2.18) are the eigenvalues of the second fundamental
form (hij) with respect to the metric (gij), i.e. the principal curvatures of the flow
hypersurfaces.
Definition 2.3. A curvature function F ∈ (K) is said to be of class (K∗), if there
exists 0 < ǫ0 = ǫ0(F ) such that
(2.22) ǫ0FH ≤ F ijhikhkj ,
for any symmetric (hij) with all eigenvalues in Γ+, where F is evaluated at (hij).
H represents the mean curvature, i.e. the trace of (hij).
In the following a ’+’ sign attached to the symbol of a metric of the ambient
space refers to the corresponding Riemannian background metric, if attached to
an induced metric, it refers to the induced metric relative to the corresponding
Riemannian background metric. Let us consider as an example the metrics g˘αβ
and gij introduced as above, then
(2.23)
+
g˘αβ= e
2ψ˜{(dx0)2 + σij(x0, x)dxidxj},
+
g ij=
+
g˘αβ x
α
i x
β
j .
3. C0-estimates–Existence for all times
Let Mτ = {x0 = τ} denote the coordinate slices. Then
(3.1) |Mτ | =
∫
S0
enψ˜(τ,x)
√
| detσij(τ, x)|dx −→ 0, τ → 0.
And for the second fundamental form h¯ij of the Mτ we have
(3.2) h¯ij = −e−ψ˜(
1
2
σikσ˙kj +
˙˜
ψδij),
hence there exists τ0 such that Mτ is convex for all τ ≥ τ0.
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Choosing τ0 if necessary larger we have
(3.3) eψ˜F |Mτ = eψ˜F (h¯ij) = F (−
1
2
σikσ˙kj − ˙˜ψδij) ≥ −δ0f
′
=: ϕ(τ) ∀τ ≥ τ0,
where δ0 > 0 is a constant.
We will show that the flow does not run into the future singularity within finite
time.
Lemma 3.1. There exists a time function x˜0 = x˜0(x0), so that the F -curvature F¯
of the slices {x˜0 = const} satisfies
(3.4) e
˜˜ψF¯ ≥ 1.
e
˜˜ψ is the conformal factor in the representation of the metric with respect to the
coordinates (x˜0, xi), i.e.
(3.5) ds˘ = e2
˜˜ψ{−(dx˜0)2 + σ˜ij(x˜0, x)dxidxj}.
Furthermore there holds
(3.6) x˜0({τ0 ≤ x0 < 0}) = [0,∞)
and the future singularity corresponds to x˜0 =∞.
Proof. Define x˜0 by
(3.7) x˜0 =
∫ τ
τ0
ϕ(s)ds = −
∫ τ
τ0
ǫ0f
′
= ǫ0f(τ0)− ǫ0f(τ)→∞, τ → 0,
where ϕ is chosen as in (3.3). For the conformal factor in (3.5) we have
(3.8) e2
˜˜
ψ = e2ψ˜
∂x0
∂x˜0
∂x0
∂x˜0
= e2ψ˜ϕ−2
and therefore
(3.9) e
˜˜ψF¯ = eψ˜F¯ϕ−1 ≥ 1.

The evolution problem (1.17) is a parabolic problem, hence a solution exists on
a maximal time interval [0, T ∗), 0 < T ∗ ≤ ∞.
Lemma 3.2. For any finite 0 < T ≤ T ∗ the flow stays in a precompact set ΩT for
0 ≤ t < T .
Proof. For the proof we choose with Lemma 3.1 a time function x0 such that
(3.10) eψ˜F¯ ≥ 1
for the coordinate slices {x0 = const}. Let
(3.11) M(t) = graphu(t, ·)
be the flow hypersurfaces in this coordinate system and
(3.12) ϕ(t) = sup
S0
u(t, ·) = u(t, xt)
with suitable xt ∈ S0. It is well-known that ϕ is Lipschitz continuous and that for
a.e. 0 ≤ t < T
(3.13) ϕ˙(t) =
∂
∂t
u(t, xt).
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From (2.15) we deduce in xt the relation
(3.14) hij ≥ h¯ij ,
hence
(3.15) F ≥ F¯ .
We look at the component α = 0 in (1.17) and get
(3.16) u˙ =
v˜
F eψ˜
,
where
(3.17) u˙ =
∂u
∂t
+ uix˙
i
is a total derivative. This yields
(3.18)
∂u
∂t
= e−ψ˜v
1
F
,
so that we have in xt
(3.19)
∂u
∂t
=
1
eψ˜F
≤ 1
eψ˜F¯
≤ 1.
With (3.13) we conclude
(3.20) ϕ ≤ ϕ(0) + t ∀0 ≤ t < T ∗,
which proves the lemma, since the future singularity corresponds to x0 =∞. 
Remark 3.3. If we choose
(3.21) ϕ(t) = inf
S0
u(t, ·)
in the proof of Lemma 3.2, we can easily derive that the flow runs into the future
singularity, which means–in the coordinate system chosen there–
(3.22) lim
t→∞
inf
S0
u(t, ·) =∞,
provided the flow exists for all times.
4. C1-estimates–Existence for all times
As a direct consequence of [8, Theorem 2.7.11] and the convexity of the flow
hypersurfaces we have the following
Lemma 4.1. As long as the flow stays in a precompact set Ω the quantity v˜ is
uniformly bounded by a constant, which only depends on Ω.
Due to later demand our aim in the remainder of this section will be to prove an
estimate for v˜ for the leaves of the IFCF on the maximal existence interval [0, T ∗),
cf. Lemma 4.5 and to prove Lemma 4.11.
To prove this we consider the flow to be embedded in N with the conformal
metric
(4.1) g¯αβ = e
−2ψ˜ g˘αβ = −(dx0)2 + σij(x0, x)dxidxj .
This point of view will be later on also a key ingredient in the proof of the con-
vergence results for the flow. Though, formally we have a different ambient space
we still denote it by the same symbol N and distinguish only the metrics g˘αβ resp.
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g¯αβ and the corresponding quantities of the hypersurfaces h˘ij , g˘ij , ν˘ resp. hij , gij ,
ν, etc., i.e., the standard notations now apply to the case when N is equipped with
the metric (4.1).
The second fundamental forms h˘ji and h
j
i are related by
(4.2) eψ˜h˘ji = h
j
i + ψ˜αν
αδ
j
i = h
j
i − v˜f
′
δ
j
i + ψαν
α =def hˇ
j
i ,
cf. [8, Proposition 1.1.11]. When we insert h˘ji into F we will denote the result in
accordance with our convention as F˘ . Due to a lack of convexity it would not make
any sense to insert hji into the curvature function F , so that we stipulate that the
symbol F will stand for
(4.3) F = eψ˜F˘ = F (hji − v˜f
′
δ
j
i + ψαν
α),
which will be useful, cf. (4.5).
Quantities like v˜, that are not different if calculated with respect to g˘αβ or g¯αβ
are denoted in the usual way.
These notations introduced above will be used in the present section as well as
from the beginning of Section 6 to the end of this paper.
Due to
(4.4) ν˘ = e−ψ˜ν
the evolution equation x˙ = − 1
F˘
ν˘ can be written as
(4.5) x˙ = − 1
F
ν.
Lemma 4.2. (Evolution of v˜) Consider the flow (4.5). Then v˜ satisfies the evolu-
tion equation
(4.6)
˙˜v − F−2F ij v˜ij = −F−2F ijhkjhki v˜ + F−2F ijR¯αβγδναxβi xγl xδjul
− F−2F ijhijηαβνανβ − F−1ηαβνανβ
− F−2(F ijηαβγναxβi xγj + 2F ijηαβxαkxβi hkj )
− F−2(−v˜f ′′‖Du‖2F ijgij − v˜kukf
′
F ijgij
+ ψαβν
αx
β
ku
kF ijgij + ψαx
α
l h
l
ku
kF ijgij),
where η = (ηα) = (−1, 0, ..., 0) is a covariant unit vectorfield.
Proof. We have
(4.7) v˜ = ηαν
α.
Let (ξi) be local coordinates for M(t); differentiating v˜ covariantly yields
(4.8) v˜i = ηαβx
β
i ν
α + ηαν
α
i
and
(4.9)
v˜ij =ηαβγx
β
i x
γ
j ν
α + ηαβν
α
j x
β
i + ηαβν
ανβhij + ηαx
α
rjh
r
i
+ ηαx
α
r h
r
i;j + ηαβx
β
j x
α
r h
r
i .
As usual, cf. [8, Lemma 2.3.2], the evolution equation for the normal is
(4.10) ν˙α = gij(− 1
F
)ix
α
j =
1
F 2
gijFix
α
j
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and for the time derivative of v˜ we get
(4.11)
˙˜v =ηαβν
αx˙β + ηαν˙
α
=− 1
F
ηαβν
ανβ − 1
F 2
gijFiuj .
Writing
(4.12)
Fk =F
ijhij;k − v˜kf
′
F ijgij − v˜f
′′
ukF
ijgij
+ ψαβν
αx
β
kF
ijgij + ψαx
α
r h
r
kF
ijgij
and using the Codazzi equation
(4.13) hij;k − hik;j = R¯αβγδναxβi xγj xδk
we deduce the desired evolution equation for v˜ by putting together the above equa-
tions. 
We now present some auxiliary estimates which will be needed in the following.
Lemma 4.3. Let ||| · ||| denote the norm of a tensor with respect to the Riemannian
metric
+
g¯αβ, cf Section 2, then
(i)
(4.14)
|ηαβνανβ | ≤cv˜2|||ηαβ |||,
|F ijηαβγναxβi xγj | ≤cv˜3|||ηαβγ |||F ijgij ,
|ψαβναxβkuk| ≤c|||ηαβ |||v˜3.
(ii) For any ǫ > 0 we have
(4.15) |F ijηαβxαkxβi hkj | ≤ cǫv˜F ijhkjhki |||ηαβ |||+ cǫv˜3F ijgij |||ηαβ |||.
(iii)
(4.16) |F ijR¯αβγδναxβi xγl xδjul| ≤cv˜3F ijgij .
(iv) Furthermore
(4.17) |ψαxαkhki ui| ≤ c|||Dψ|||v˜3
in points where v˜i = 0.
Remark 4.4. These are tensor estimates, i.e. not depending on the special local
coordinates of the hypersurface and S0. But to prove these estimates we sometimes
choose special coordinates such that in a fixed point gij = δij ,
+
g ij= diagonal.
Proof of Lemma 4.3. We have |||να||| ≤ 2v˜,
(4.18)
+
gij≤ 2σij ≤ 2v˜2gij ∧ gij ≤ cv˜2σij ∧ ui = v˜2uˇi
and ‖Du‖2 = v˜2|Du|2.
Proof of (i): Using these properties together with Schwarz inequality proves
(i).
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Proof of (ii):
(4.19)
|||F ijxαkxβi hkj |||2 = F ijF i¯j¯hkjhk¯j¯
+
g
kk¯
+
g
i¯i, gij = δij ,
+
g ij= diagonal
≤ cv˜4F ijF i¯j¯hkjhk¯j¯ gkk¯gi¯i, gij = δij , hij = κiδij , F ij = diagonal
≤ cv˜4
∑
i
(F ii)2(hii)
2
≤ cv˜4(
∑
i
F ii|hii|)2
≤ cv˜4(
∑
i
F ii(
ǫ
v˜
h2ii + cǫv˜gii))
2,
taking the square root yields the result.
Proof of (iii): The following proof can be found in [8, Lemma 5.4.5]. Let
p ∈ M(t) be arbitrary. Let (xα) be the special Gaussian coordinate system of N
and (ξi) local coordinates around p such that
xαi =
{
ui , α = 0
δki , α = k.
All indices are raised with respect to gij with exception of
(4.20) uˇi = σijuj.
We point out that
(4.21)
‖Du‖2 = gijuiuj = v˜2σijuiuj = v˜2|Du|2
(να) = −v˜(1, uˇi)
and
(4.22) ηǫx
ǫ
lg
kl = −uk.
We have
(4.23) −F ijR¯αβγδναxβi xγkxδjuk = F ijR¯αβγδναxβi xγkxδjηǫxǫlgkl.
Let
(4.24) aij = R¯αβγδν
αx
β
i x
γ
kx
δ
jηǫx
ǫ
l g
kl.
We shall show that the symmetrization a˜ij =
1
2 (aij + aji) of aij satisfies
(4.25) − cv˜3gij ≤ a˜ij ≤ cv˜3gij
with a uniform constant c. We have F ij a˜ij = F
ijaij , and assuming (4.25) as true
the claim then follows by chosing a coordinate system such that gij = δij and
a˜ij = diagonal.
Now we prove (4.25). For this let er, 1 ≤ r ≤ n, be an orthonormal basis
of Tp(M(t)) and let λ
rer be an arbitrary vector in Tp(M(t)) then we have with
er = (e
i
r) that
(4.26) |a˜ijλreirλsejs| ≤ nmaxr,s |a˜ije
i
re
j
s|
∑
r
|λr |2
and
(4.27) gijλ
reirλ
sejs =
∑
r
|λr |2
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so that it will suffice to show that
(4.28) max
r,s
|a˜ijeirejs| ≤ cv˜3
for some special choice of orthonormal basis er.
To prove (4.28) we may assumeDu 6= 0 so that we can specialize our orthonormal
basis by requiring that
(4.29) e1 =
Du
‖Du‖ ,
here more precisely we had to write down the contravariant version of Du.
For 2 ≤ k ≤ n, the ek are also orthonormal with respect to the metric σij and it
is also valid that
(4.30) σij uˇ
ie
j
k = 0 ∀2 ≤ k ≤ n.
In view of (4.22) and the symmetry properties of the Riemann curvature tensor
we have
(4.31) aiju
j = 0.
Next we shall expand the right side of (4.24) explicitly yielding
(4.32)
aij =R¯0i0j v˜‖Du‖2 + R¯0ik0v˜ujuk + R¯0ikj v˜uk
+ R¯l0k0v˜u
kuˇluiuj + R¯l00j v˜uˇ
lui‖Du‖2
+ R¯lokj v˜u
kuˇlui + R¯li0j v˜uˇ
l‖Du‖2
+ R¯lik0v˜u
kuˇluj + R¯likj v˜u
kuˇl.
For 2 ≤ r, s ≤ n, we deduce from (4.32)
(4.33)
aije
i
re
j
s =R¯0i0j v˜‖Du‖2eirejs + R¯0ikj v˜ukeirejs
+ R¯li0j v˜uˇ
l‖Du‖2eirejs + R¯likj v˜ukuˇleirejs
and hence
(4.34) |aijeirejs| ≤ cv˜3 ∀ 2 ≤ r, s ≤ n.
It remains to estimate aije
i
1e
j
r for 2 ≤ r ≤ n because of (4.31).
We deduce from (4.32)
(4.35) aije
i
1e
j
r = R¯0i0j v˜‖Du‖2v˜−2ei1ejr + R¯0ikj v˜−1ukei1ejr,
where we used the symmetry properties of the Riemann curvature tensor.
Hence, we conclude
(4.36) |aijei1ejr| ≤ cv˜2 ∀2 ≤ r ≤ n,
and the relation (4.28) is proved.
Proof of (iv): Differentiating the equation
(4.37) v˜2 = 1 + ‖Du‖2
with respect to i yields
(4.38) 0 = 2v˜v˜i = 2uiju
j
which implies in view of
(4.39) v˜hij = −uij + h¯ij ,
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cf. Section 2, that
(4.40) hiju
j = v˜h¯ij uˇ
j
hence
(4.41)
ψαx
α
kh
k
i u
i =ψαx
α
k g
klhliu
i = v˜ψαx
α
k g
klh¯liuˇ
i
=v˜ψαx
α
k (σ
kl + v˜2uˇkuˇl)h¯liuˇ
i.
Applying Schwarz inequality finishes the proof. 
Lemma 4.5. v˜ is uniformly bounded on [0, T ∗) namely
(4.42) sup
[0,T∗)
v˜ ≤ c = c(sup
M0
v˜, (N, g˘αβ)).
Proof. We have (1.15) in mind. For 0 < T < T ∗ assume that there are 0 < t0 ≤ T
and x0 ∈ S0 such that
(4.43) sup
[0,T ]
sup
M(t)
v˜ = v˜(t0, x0) ≥ 2.
In (t0, x0) we have ‖Du‖2 ≥ 14 v˜2,
(4.44) 0 ≤ ˙˜v − F−2F ij v˜ij ,
and after multiplying this inequality by F 2 we get if ǫ > 0 sufficiently small that
(4.45)
0 ≤− F ijhkjhki v˜ + F ijR¯αβγδναxβi xγl xδjul − F ijhijηαβνανβ
− Fηαβνανβ − F ijηαβγναxβi xγj + 2F ijηαβxαkxβi hkj
+ v˜f
′′‖Du‖2F ijgij + v˜kukf
′
F ijgij − ψαβναxβkukF ijgij
− ψαxαl hlkukF ijgij
≤− 1
2
F ijhkjh
k
i v˜ + cv˜
3|f ′ |F ijgij + v˜f
′′‖Du‖2F ijgij ,
which is a contradiction if ǫ > 0 very small.
Hence
(4.46) v˜(t0, x0) ≤ max(sup
M0
v˜, 2).

We prove a decay property of certain tensors.
Lemma 4.6. (i) Let ϕ ∈ C∞([a, 0)), a < 0, and assume
(4.47) lim
τ→0
ϕ(k)(τ) = 0 ∀k ∈ N,
then for every k ∈ N there exists a ck > 0 such that
(4.48) |ϕ(τ)| ≤ ck|τ |k.
(ii) Let T be a tensor such that for all k ∈ N
(4.49) |||DkT (x0, x)||| −→ 0 as x0 −→ 0 uniformly in x
then
(4.50) ∀k∈N ∃ck>0 ∀x∈S0 |||T (x0, x)||| ≤ ck|x0|k
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(iii) For T = (ηαβ) the relation (4.50) is true, analogously for |||ηαβγ |||, |||Dψ|||,
|||R¯αβγδηα|||, or more generally for any tensor that would vanish identically, if it
would have been formed with respect to the product metric
(4.51) − (dx0)2 + σ¯ijdxidxj .
Proof. (i) From the assumptions it follows that
(4.52) sup
[a,0)
|ϕ(k)| ≤ ck.
From the mean value theorem we get
(4.53) sup
[τ,τ0]
|ϕ(k)| ≤ |ϕ(k)(τ0)|+ |τ | sup
[τ,τ0]
|ϕ(k+1)|
and therefore
(4.54) sup
[τ,τ0]
|ϕ| ≤
k−1∑
l=0
|τ |l|ϕ(l)(τ0)|+ |τ |k sup
[τ,τ0]
|ϕ(k)|,
hence taking the limit τ0 → 0 yields
(4.55) |ϕ(τ)| ≤ ck|τ |k.
(ii) For simplicity we only consider T = (Tα). Choose x ∈ S0 arbitrary and define
(4.56) ϕ(τ) = |||T (τ, x)|||2 = TαT β +g¯αβ
then we have
(4.57) ϕ(1)(τ) = 2Tα;γη
γT β
+
g¯αβ +T
αT β
+
g¯αβ;δ η
δ
so that one easily checks that ϕ satisfies (4.47) and (4.52) with ck not depending
on x. The claim now follows by (i).
(iii) The tensor T = ηαβ is a covariant derivative of ηα with respect to the metric
g¯αβ. If we would have calculated this covariant derivative with respect to the limit
metric
(4.58) − (dx0)2 + σ¯ij(x)dxidxj
then it would vanish identically, as well as all its derivatives of arbitrary order. From
this together with the convergence properties of g¯αβ we deduce that T satisfies the
assumptions in (ii), so that the claim follows. The remaining estimates are similarly
proved via (ii). 
Now we prove a result for general convex, spacelike graphs.
Lemma 4.7. Let ǫ > 0 be arbitrary, then there exists δ = δ((N, g˘αβ), ǫ) > 0 such
that for every closed, spacelike, convex hypersurface M in the end N+δ = {x0 > −δ}
holds
(4.59) v˜ ≤ ǫ|f ′ | 1γ˜ .
Proof. Let p > γ˜−1 and define
(4.60) w = v˜{ef + |u|p}
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and look at a point, where w attains its maximum, and infer
(4.61)
0 = wi = v˜i{ef + |u|p}+ v˜{eff
′ − p|u|p−1}ui
= {−hikuk + v˜−1h¯ikuk}{ef + |u|p}+ v˜{eff
′ − p|u|p−1}ui
= {−h˘ikuke−ψ˜ − v˜f
′
ui + ǫ˜v˜ui}{ef + |u|p}+ v˜{eff
′ − p|u|p−1}ui,
where
(4.62) |ǫ˜| ≤ cm|u|m ∀ m ∈ N.
Multiplying by ui and assuming Du 6= 0 we get the inequality
(4.63)
0 ≤ (−f ′ + ǫ˜){ef + |u|p}+ eff ′ − p|u|p−1
= −f ′ |u|p + ǫ˜{ef + |u|p} − p|u|p−1 < 0,
if δ > 0 small, since
(4.64) f
′
u ≤ γ˜−1 + cu2.
This is a contradiction, hence Du = 0.
Since
(4.65) ϕ(τ) = ef(τ) + |τ |p, a ≤ τ < 0,
is monotone decreasing we conclude
(4.66) v˜ ≤ e
f(umin) + |umin|p
ef(u) + |u|p ≤ (e
f(umin) + |umin|p)e−f(u),
where umin = inf u. Choosing δ appropiately small finishes the proof, where we
used Lemma 1.5 (ii). 
Remark 4.8. We also could have chosen
(4.67) w = v˜{|u| 1γ˜ + |u|p}
in (4.60).
Corollary 4.9. Let δ > 0 be small and N+δ and M be as in Lemma 4.7, then
(4.68) F ijR¯αβγδν
αx
β
i ν
γxδj ≥ −cδF ijgij ,
if the limit metric σ¯ij has non-negative sectional curvature.
Proof. We define
(4.69) R¯αβγδ(0, ·) = lim
τ↑0
R¯αβγδ(τ, ·)
and have
(4.70)
F ijR¯αβγδν
αx
β
i ν
γxδj
=F ij(R¯αβγδ(0, ·) + R¯αβγδ(u, ·)− R¯αβγδ(0, ·))ναxβi νγxδj
≥F ij(R¯αβγδ(u, ·)− R¯αβγδ(0, ·))ναxβi νγxδj
≥− |||F ijναxβi νγxδj ||| · |||R¯αβγδ(u, ·)− R¯αβγδ(0, ·)|||
≥ − cm|u|mF ijgij ,
for arbitrary m ∈ N and suitable cm. Note that we used for the last inequality that
(4.71) R¯αβγδ(x
0, ·)− R¯αβγδ(0, ·)
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satisfies (4.49). 
We want to formulate the relation of the curvature tensors for conformal metrics.
Lemma 4.10. The curvature tensors of the metrics g˘αβ, g¯αβ are related by
(4.72)
e−2ψ˜R˘αβγδ =R¯αβγδ − g¯αγ ψ˜βδ − g¯βδψ˜αγ + g¯αδψ˜βγ + g¯βγψ˜αδ
+ g¯αγψ˜βψ˜δ + g¯βδψ˜αψ˜γ − g¯αδψ˜βψ˜γ − g¯βγψ˜αψ˜δ
+ {g¯αδg¯βγ − g¯αγ g¯βδ}‖Dψ˜‖2.
Now we are able to prove the following lemma which is necessary for the C2-
estimates in the next section.
Lemma 4.11. There exists a constant c˜ > 0 such that we have for the leaves of
the IFCF
(4.73) F˘ ijR˘αβγδν˘
αx
β
i ν˘
γxδj ≥ c˜|f
′ |2e−2ψ˜
provided
(4.74) − ǫ < inf
M0
x0 < 0,
where ǫ = ǫ(N, g˘αβ). Here F˘
ij is evaluated at h˘ji .
Proof. In view of the homogeneity of F we have
(4.75) F ij = F˘
i
j ,
hence
(4.76) F ij = e2ψ˜F˘ ij .
We have due to Lemma 4.10
(4.77)
e2ψ˜F˘ ijR˘αβγδν˘
αx
β
i ν˘
γxδj
=F ijR¯αβγδν
αx
β
i ν
γxδj + F
ijx
β
i x
δ
j ψ˜βδ − F ijgijψ˜αγνανγ
− F ijxβi xδj ψ˜βψ˜δ + F ijgijψ˜αψ˜γνανγ + F ijgij‖Dψ˜‖2.
We have
(4.78)
+
gij≤ 2σij ≤ 2v˜2gij .
Now we estimate each summand in (4.77) separately with the help of the Riem-
manian background metric
+
g¯αβ , namely
(4.79) |F ijR¯αβγδναxβi νγxδj | ≤ cv˜2(F ijF i¯j¯
+
g
i¯i
+
g
jj¯)
1
2 ≤ cv˜2F ijσij ≤ cv˜4F ijgij ,
(4.80) F ijxβi x
δ
j ψ˜βδ = F
ijuiujf
′′
+ F ijxβi x
δ
jψβδ ≥ F ijuiujf
′′ − cv˜2F ijgij ,
(4.81)
−F ijgijψ˜αγνανγ = −v˜2F ijgijf
′′ − F ijgijψαγνανγ
≥ −v˜2F ijgijf
′′ − cv˜2F ijgij ,
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(4.82)
−F ijxβi xδj ψ˜βψ˜δ = −F ijuiuj(ψ0 + f
′
)2 − F ijψiψj − 2F ijujψi(ψ0 + f
′
)
≥ −F ijuiuj(ψ0 + f
′
)2 − c(1 + |f ′ ||Du|)F ijσij |Dψ|
≥ −F ijuiuj(ψ0 + f
′
)2 − cv˜2(1 + |f ′ ||Du|)F ijgij |Dψ|
≥ −F ijuiuj(ψ0 + f
′
)2 − c|f ′ |v˜2F ijgij ,
where |Dψ|2 = σijψiψj ,
(4.83) F ijgijψ˜αψ˜γν
ανγ ≥ v˜2(ψ0 + f
′
)2F ijgij − cv˜2|f
′ |F ijgij ,
(4.84)
F ijgij‖Dψ˜‖2 = −(f
′
+ ψ0)
2F ijgij + σ
ijψiψjF
ijgij
≥ −(f ′ + ψ0)2F ijgij − cF ijgij .
Thus we conclude (using uiuj ≤ (v˜2 − 1)gij)
(4.85)
e2ψ˜F˘ ijR˘αβγδν˘
αx
β
i ν˘
γxδj ≥− cv˜4F ijgij + F ijuiujf
′′ − v˜2f ′′F ijgij
− cv˜2|f ′ |F ijgij
+ (ψ0 + f
′
)2F ij(v˜2gij − uiuj − gij)
≥− cv˜4F ijgij − v˜2f
′′
F ijgij − c|f
′ |v˜2F ijgij .
Now, the claim follows with Lemma 4.7 if γ˜ ≥ 1, cf. (1.8).
Let us now consider the case γ˜ < 1. Due to assumption the limit metric σ¯ij
has non-negative sectional curvature. Now we use Corollary 4.9 to bound the
first summand of the right side of (4.77) from below by the term −cF ijgij , one
easily checks that this term replaces the summand with v˜4 in (4.85) completing the
proof. 
Remark 4.12. Lemma 4.11 is also true for general convex, spacelike graphs over
S0 in a future end of N , we did not use in the proof that the hypersurfaces are flow
hypersurfaces of the IFCF.
Before we consider the C2-estimates in the next section we show that N satisfies
the timelike convergence condition with respect to the future.
Corollary 4.13. Lemma 4.11 remains valid, if we replace inequality (4.73) by
(4.86) R˘αβ ν˘
αν˘β ≥ c˜|f ′ |2e−2ψ˜
Proof. We substitute F˘ ij by g˘ij and F ij by gij in the proof of Lemma 4.11. The
proof even simplifies, since we have the estimate
(4.87) |gijR¯αβγδναxβi νγxδj | = |R¯αβνανβ | ≤ cv˜2,
especially the assumption, that the limit metric σ¯ij has non-negative sectional cur-
vature in case γ˜ < 1, is not needed. 
5. C2-estimates–Existence for all times
In this section we consider N to be equipped only with the metric g˘αβ and will-
–for simplicity–apply standard notation to this case, i.e. no ˘ is written down. In
the next section we will go back to the notation of the previous section until the
end oft this paper.
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Lemma 5.1. The following evolution equation holds
(5.1)
d
dt
(
1
F
)
− 1
F 2
F ij
(
1
F
)
ij
= − 1
F 3
F ijhikh
k
j −
1
F 3
F ijR¯αβγδν
αx
β
i ν
γxδj .
Proof. cf. [8, Lemma 2.3.4]. 
Lemma 5.2. Assume (4.74), then
(5.2) F ≥ inf
M0
F
as long as the flow exists. If in addition the IFCF exists for all times, there even
holds
(5.3) F ≥ c0e(γ+ 1n )t
with c0 = c0(M0) > 0.
Proof. We define
(5.4) ϕ(t) = inf
M(t)
F
and infer from Lemma 5.1
(5.5)
d
dt
F − F−2F ijFij = 1
F
F ijhikh
k
j +
1
F
F ijR¯αβγδν
αx
β
i ν
γxδj
− 2
F 3
F ijFiFj ,
hence using Lemma 4.11 we deduce
(5.6) ϕ˙(t) ≥ c˜ |f
′ |2
F
e−2f ,
especially ϕ˙(t) ≥ 0 for a.e. 0 < t < T ∗.
If the flow exists for all times, we know from Remark 3.3 that the flow runs into
the future singularity
(5.7) lim
t→∞
inf u(t, ·) = 0.
A careful view of the proofs of Lemma 6.1 and Theorem 6.2 shows that everything
needed there is available at this point, so that we infer from (5.6)
(5.8) ϕ˙(t) ≥ c˜ |f
′ |2
ϕ
e−2f
and
(5.9)
d
dt
(ϕ2) ≥ ce2(γ+ 1n )t
for a.e. t > 0 and a positive constant c > 0. This implies
(5.10) ϕ(t)2 ≥ ϕ(0)2 + c
2(γ + 1n )
(e2(γ+
1
n
)t − 1)
for all t > 0. 
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Remark 5.3. Due to [8, Lemma 1.8.3], and the remark at the beginning of Sec-
tion 3, especially inequality (3.2), for every relative compact subset Ω of N lying
sufficiently far in the future of N , i.e. | infΩ x0| close to 0, there exists a strictly
convex function χ ∈ C2(Ω¯), this means
(5.11) χαβ ≥ c0g¯αβ
with a constant c0 > 0.
Lemma 5.4. The following evolution equation holds
(5.12) χ˙− 1
F 2
F ijχij = − 2
F
χαν
α − 1
F 2
F ijχαβx
α
i x
β
j
Proof. Direct calculation. 
Lemma 5.5. The following evolution equation holds
(5.13)
(logF )
′ − 1
F 2
F ij(logF )ij =
1
F 2
F ijhikh
k
j +
1
F 2
F ijR¯αβγδν
αx
β
i ν
γxδj
− 1
F 4
F ijFiFj
Proof. Use Lemma 5.1. 
Lemma 5.6. The following evolution equation holds
(5.14)
˙˜v − 1
F 2
F ij v˜ij =− 1
F 2
F ijhikh
k
j v˜ −
2
F
ηαβν
ανβ − 2
F 2
F ijhkjx
α
i x
β
kηαβ
− 1
F 2
F ijηαβγx
β
i x
γ
j ν
α − 1
F 2
F ijR¯αβγδν
αx
β
i x
γ
kx
δ
jηǫx
ǫ
lg
kl,
where (ηα) = e
ψ˜(−1, 0, ..., 0).
Proof. cf. [8, Lemma 2.4.4]. 
Lemma 5.7. Let Ω ⊂ N be precompact and assume that the flow stays in Ω for
0 ≤ t ≤ T < T ∗, then the F -curvature of the flow hypersurfaces is bounded from
above,
(5.15) 0 < F < c(Ω).
Proof. Consider the function
(5.16) w = logF + λv˜ + µχ,
where λ, µ > 0 will be chosen later appropiately. Assume
(5.17) w(t0, x0) = sup
[0,T ]
sup
M(t)
w
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with 0 < t0 ≤ T , then we have in (t0, x0)
(5.18)
0 ≤w˙ − 1
F 2
F ijwij
=
1
F 2
F ijhikh
k
j +
1
F 2
F ijR¯αβγδν
αx
β
i ν
γxδj −
1
F 4
F ijFiFj
− λ
F 2
F ijhikh
k
j v˜ −
2λ
F
ηαβν
ανβ − 2λ
F 2
F ijhkjx
α
i x
β
kηαβ
− λ
F 2
F ijηαβγx
β
i x
γ
j ν
α − λ
F 2
F ijR¯αβγδν
αx
β
i x
γ
kx
δ
jηǫx
ǫ
l g
kl
− 2µ
F
χαν
α − µ
F 2
F ijχαβx
α
i x
β
j
≤− ǫ0(λ
2
− 1)v˜ + cλ
F 2
F ijgij + c(µ+ λ)
1
F
− c0 µ
F 2
F ijgij .
Now we choose λ > 2 arbitrary and µ >> 1 large and we deduce that F is a priori
bounded from above in (t0, x0) from which we conclude the Lemma. 
Let Ω ⊂ N be precompact and assume that the flow stays in Ω for 0 ≤ t ≤ T <
T ∗, then there exist–as we have just proved–constants 0 < c1(Ω) < c2(Ω) such that
(5.19) c1(Ω) < F < c2(Ω)
(concerning the lower bound we proved even more, cf. Lemma 5.2). It remains to
prove that there also holds an estimate for the principal curvatures from above
(5.20) κi ≤ c3(Ω),
yielding
(5.21) 0 < c4(Ω) ≤ κi ≤ c3(Ω)
due to the convexity of the flow hypersurfaces and (5.19).
Lemma 5.8. The mixed tensor hji satisfies the parabolic equation
(5.22)
h˙
j
i −
1
F 2
F klh
j
i;kl = −F−2F klhrkhrl hji +
1
F
hrih
rj +
1
F
hki h
j
k
+
1
F 2
F kl,rshkl;ih
;j
rs −
2
F 3
FiF
j +
2
F 2
F klR¯αβγδx
α
mx
β
i x
γ
kx
δ
rh
m
l g
rj
− 1
F 2
F klR¯αβγδx
α
mx
β
kx
γ
rx
δ
l h
m
i g
rj − 1
F 2
F klR¯αβγδx
α
mx
β
kx
γ
i x
δ
l h
mj
− 1
F 2
F klR¯αβγδν
αx
β
kν
γxδl h
j
i +
2
F
R¯αβγδν
αx
β
i ν
γxδmg
mj
+
1
F 2
F klR¯αβγδ;ǫ
{
ναx
β
kx
γ
l x
δ
ix
ǫ
mg
mj + ναxβi x
γ
kx
δ
mx
ǫ
lg
mj
}
.
Proof. cf. [8, Lemma 2.4.1]. 
Lemma 5.9. Let Ω ⊂ N be precompact and assume that the flow stays in Ω for
0 ≤ t < T ∗, then there exists c3(Ω) such that
(5.23) κi ≤ c3(Ω).
Proof. Let ϕ and w be defined respectively by
(5.24)
ϕ = sup{hijηiηj : ‖η‖ = 1},
w = logϕ+ λv˜ + µχ,
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where λ, µ are large positive parameters to be specified later. We claim that w is
bounded for a suitable choice of λ, µ.
Let 0 < T < T ∗, and x0 = x0(t0), with 0 < t0 ≤ T , be a point in M(t0) such
that
(5.25) sup
M0
w < sup{ sup
M(t)
w : 0 < t ≤ T } = w(x0).
We then introduce a Riemannian normal coordinate system (ξi) at x0 ∈M(t0) such
that at x0 = x(t0, ξ0) we have
(5.26) gij = δij and ϕ = h
n
n.
Let η˜ = (η˜i) be the contravariant vector field defined by
(5.27) η˜ = (0, ..., 0, 1),
and set
(5.28) ϕ˜ =
hij η˜
iη˜j
gij η˜iη˜j
.
ϕ˜ is well defined in a neighbourhood of (t0, ξ0).
Now, define w˜ by replacing ϕ by ϕ˜ in (5.24); then w˜ assumes its maximum at
(t0, ξ0). Moreover, at (t0, ξ0) we have
(5.29) ˙˜ϕ = h˙nn,
and the spatial derivatives do also coincide; in short, at (t0, ξ0) ϕ˜ satisfies the same
differential equation (5.22) as hnn. For the sake of greater clarity, let us therefore
treat hnn like a scalar and pretend that w is defined by
(5.30) w = log hnn + λv˜ + µχ.
W.l.o.g. we assume that µ, λ and hnn are larger than 1.
At (t0, ξ0) we have w˙ ≥ 0 and in view of the maximum principle, we deduce from
(5.22), (5.14), (5.12) and (5.19)
(5.31)
0 ≤chnn + cλF ijgij −
λ
2
ǫ0v˜
H
F
+ µc− c0 µ
F 2
F ijgij
+
1
F 2
F ij(log hnn)i(log h
n
n)j −
2
hnnF
3
FnFn +
1
hnnF
2
F kl,rshkl;nhrs;ig
ni.
Because of [8, Lemma 2.2.6] we have
(5.32) F kl,rshkl;nhrs;n ≤ F−1(F ijhij;n)2 − 1
hnn
F ijhin;nhjn;n
so that we can estimate the last two summands of (5.31) from above by
(5.33) − 1
(hnn)
2
1
F 2
F ij(hnn;i + R¯i)(h
n
n;j + R¯j);
here
(5.34) R¯i = R¯αβγδν
αxβnx
γ
i x
δ
n = hin;n − hnn;i
denotes the correction term which comes from the Codazzi equation when changing
the indices from hin;n to hnn;i.
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Thus the terms in (5.31) containing derivatives of hnn are estimated from above
by
(5.35) − 2 1
(hnn)
2F 2
F ijhnn;iR¯j = −2
1
hnnF
2
F ij(log hnn)iR¯j .
Moreover Dw vanishes at ξ0, i.e.,
(5.36)
(log hnn)i = −λv˜i − µχi
= −ληαβxβi να − ληαxαkhki − µχαxαi .
Hence we conclude from (5.31) that
(5.37)
0 ≤chnn + cλF ijgij −
λ
2
ǫ0v˜
H
F
+ µc+ µ
c
hnn
F ijgij − c0 µ
F 2
F ijgij
≤c1hnn + c2λF ijgij − λc3hnn + µc4 + µ
c5
hnn
F ijgij − c0µF ijgij ,
where ci, i = 0, ..., 5, are positive constants and the value of c0 changed. We note
that we used the estimate
(5.38) F ijR¯jηαx
α
kh
k
i ≤ cF,
which can be immediately proved.
Now suppose hnn to be so large that
(5.39)
c5
hnn
<
1
2
c0,
and choose λ, µ such that
(5.40)
λ
2
c3 > c1 and
1
4
c0µ > c2λ
yielding that estimating the right side of (5.37) yields
(5.41) 0 ≤ −λ
2
c3h
n
n −
c0
4
µF ijgij + µc4,
hence hnn is apriori bounded at (t0, ξ0). 
Remark 5.10. Now all neccessary apriori estimates are proved so that we can
deduce existence of the flow for all times in the usual way. In view of Remark 3.3
the flow runs into the future singularity.
The latter property can also be proved as follows. Using Lemma 5.2 and F ≤ H
we infer
(5.42) ∞←− inf
M(t)
F ≤ inf
M(t)
H as t −→∞.
The timelike convergence condition with respect to the future, cf. Corollary 4.13,
together with
(5.43) lim
t→∞
inf
M(t)
H =∞
implies that the flow runs into the future singularity. To see this we argue as in the
proof of [9, Lemma 4.2].
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6. C0-estimates–Asymptotic behaviour of the flow
From now on until the end of this paper we go back to the notation introduced
in Section 4 and consider the flow as embedded in (N, g¯αβ), i.e. standard notations
apply to this case.
We prove that the flow runs exponentially fast into the future singularity, which
means more precisely that there are constants c1, c2 > 0 such that
(6.1) − c1e−γt < u < −c2e−γt.
The first step for this will be the following Lemma.
Lemma 6.1. Let u be the scalar solution of the inverse F-curvature flow, then for
every 0 < λ < γ there is c(λ) > 0 such that
(6.2) |ueλt| ≤ c(λ).
Proof. Define
(6.3) ϕ(t) = inf
x∈S0
u(t, x)
and
(6.4) w = log(−ϕ) + λt.
In xt we have, we remind that hij = −uij − 12 σ˙ij ,
(6.5)
F =F (hij − v˜f
′
gij + ψαν
αgij)
≤F (cgij − f
′
gij) (where c > 0)
=(c− f ′)F (gij)
=n(c− f ′)
and
(6.6)
w˙ =
ϕ˙
ϕ
+ λ =
∂u
∂t
u
+ λ =
1
Fu
+ λ
≤ 1
nu(c− f ′) + λ a.e.,
cf. (3.13). Now we observe that the argument of f
′
is u and
(6.7) lim
t→∞
inf
x∈S0
u(t, x) = 0
because of Remark 5.10. On the other hand
(6.8) lim
t→∞
f
′
u = γ˜−1 =
1
nγ
,
in view of (1.31), and we infer
(6.9)
1
nu(c− f ′) → −γ,
hence w˙(t) ≤ 0 for a.e. t ≥ tλ, tλ > 0 suitable.
Therefore, we deduce
(6.10) w ≤ w(tλ) ∀t ≥ tλ,
i.e.
(6.11) − ueλt ≤ c(λ) ∀t ∈ R+.
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
We are now able to prove the exact exponential velocity.
Theorem 6.2. There are constants c1, c2 > 0 such that
(6.12) − c1 ≤ u˜ = ueγt ≤ −c2 < 0.
Proof. (i) We prove the estimate from above. Define
(6.13) ϕ(t) = sup
x∈S0
u(t, x)
and
(6.14) w = log(−ϕ) + γt.
Reasoning similar as in the proof of the previous lemma, we obtain for a.e. t ≥ t0,
t0 sufficiently large,
(6.15)
w˙ ≥ 1
nu(−c− f ′) + γ (where c > 0)
=u
1−γ˜uf
′
u − cnγ
nu(−c− f ′)
≥c˜u,
where c˜ is a positive upper bound for the fraction; note that this fraction converges
due to the assumptions, cf. (1.31).
The previous lemma now yields
(6.16) w˙ ≥ c˜u ≥ −c˜cλe−λt a.e. t ≥ tλ
for any 0 < λ < γ. Hence w is bounded from below, or equivalently,
(6.17) u˜ ≤ −c2 < 0.
(ii) Now, we prove the estimate from below. Define
(6.18) ϕ(t) = inf
x∈S0)
u(t, x)
and w as in (6.14), then we obtain analogously that
(6.19) − c1 ≤ u˜.

Lemma 6.3. For any k ∈ N∗ there exists ck > 0 such that
(6.20) |f (k)| ≤ ckekγt,
where f (k) is evaluated at u.
Proof. In view of the assumption (1.10) there holds
(6.21) |f (k)| ≤ ck|f
′ |k = ck|f
′ |kuku˜−kekγt.
Then use (1.31) and the preceding theorem. 
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7. C1-estimates–Asymptotic behaviour of the flow
In Section 4 we proved that v˜ is uniformly bounded for all times, cf. Lemma 4.5.
We recall that
(7.1) u˜ = ueγt.
Our final goal is to show that ‖Du˜‖2 is uniformly bounded, but this estimate
has to be deferred to Section 8. At the moment we only prove an exponential decay
for any 0 < λ < γ, i.e., we shall estimate ‖Du‖eλt.
We remember that we have
(7.2) F = F (hˇji ) = F (e
ψ˜h˘
j
i ) = F (h
j
i − v˜f
′
δ
j
i + ψαν
αδ
j
i ).
We need in the following a slightly different estimate from the one in (4.16).
Lemma 7.1.
(7.3)
F ijR¯αβγδν
αx
β
i x
γ
l x
δ
ju
l =− v˜F ijR¯αβγδηαxβi xγl xδjul
− v˜F ijR¯rβγδuˇrxβi xγl xδjul.
With the help of the boundedness of v˜, cf. Lemma 4.5, we prove the following
estimate.
Lemma 7.2. There exists ǫ > 0 and a constant cǫ such that
(7.4) ‖Du‖eǫt ≤ cǫ.
Proof. We have
(7.5) v˜2 = 1 + ‖Du‖2.
Taking the log yields since v˜ is bounded
(7.6) ‖Du‖2(1− c1‖Du‖2) ≤ 2 log v˜ = log(1 + ‖Du‖2) ≤ ‖Du‖2(1 + c1‖Du‖2),
where c1 is a positive constant, i.e., it is sufficient to prove that log v˜e
2ǫt is uniformly
bounded.
Let ǫ > 0 be small and set
(7.7) ϕ = log v˜e2ǫt,
then ϕ satisfies
(7.8) ϕ˙− F−2F ijϕij = 1
v˜
( ˙˜v − F−2F ij v˜ij)e2ǫt + F−2 1
v˜2
F ij v˜iv˜je
2ǫt + 2ǫϕ
hence (cf. Lemma 4.2 )
(7.9)
F 2e−2ǫt(ϕ˙− F−2F ijϕij) =− F ijhkjhki +
1
v˜
F ijR¯αβγδν
αx
β
i x
γ
l x
δ
ju
l
− 1
v˜
F ijhijηαβν
ανβ − 1
v˜
Fηαβν
ανβ
− 1
v˜
F ijηαβγν
αx
β
i x
γ
j −
2
v˜
F ijηαβx
α
kx
β
i h
k
j
+ f
′′‖Du‖2F ijgij + 1
v˜
v˜ku
kf
′
F ijgij
− ψαβναxβkuk
1
v˜
F ijgij − 1
v˜
ψαx
α
l h
l
ku
kF ijgij
+ F ij v˜iv˜j
1
v˜2
+ 2ǫF 2 log v˜.
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For T , 0 < T <∞, assume that
(7.10) sup
[0,T ]
sup
M(t)
ϕ = ϕ(t0, x0),
where 0 < t0 ≤ T large, x0 ∈ S0.
Applying the maximum principle we deduce in (t0, x0) using Lemma 4.3, Lemma
4.6 and Lemma 7.1 that (note that u˜ = ueγt is bounded) for t0 large and ǫ > 0
small.
(7.11)
0 ≤− 1
2
F ijhkjh
k
i + cu
2F ijgij + c|u|‖Du‖F ijgij
+ c‖Du‖2F ijgij + f
′′‖Du‖2F ijgij + cǫ|f
′ |2 log v˜F ijgij ,
here we used that we have
(7.12) F 2 ≤ c(F ijhikhkj + |f
′ |2F ijgij)
due to ǫ0F
2 ≤ F ij hˇkj hˇki , cf. Definition 2.3.
The log v˜ in (7.11) can be estimated by c‖Du‖2 yielding
(7.13) 0 ≤− 1
2
F ijhkjh
k
i + cu
2F ijgij +
1
2
f
′′‖Du‖2F ijgij ,
where we have chosen ǫ > 0 small and assumed that t0 > 0 large.
Hence in (t0, x0)
(7.14) ϕ = log v˜e2ǫt ≤ c‖Du‖2e2ǫt ≤ cu
2
|f ′′ |e
2ǫt ≤ c.

Lemma 7.3. (Evolution of u)
u˙− F−2F ijuij = 2F−1v˜ + F−2v˜2f
′
F ijgij − F−2v˜ψαναF ijgij − F−2F ij h¯ij
Proof. The claim follows from the three identities
(7.15)
u˙ =
v˜
F
uij = −v˜hij + h¯ij
−F ijhij = −F − v˜f
′
F ijgij + ψαν
αF ijgij .

Lemma 7.4. For any 0 < λ < γ, there exists cλ such that
(7.16) ‖Du‖eλt ≤ cλ.
Proof. Define
(7.17) ϕ = log v˜ − µ
2
|u|2−ǫ,
with 0 < ǫ < 1 arbitrary and µ >> 1 chosen appropriately later. The interesting
case is, when ǫ is close to 0.
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Then ϕ satisfies the following evolution equation, cf. Lemma 4.2 and Lemma
7.3,
(7.18)
ϕ˙− F−2F ijϕij =1
v˜
( ˙˜v − F−2F ij v˜ij) + 2− ǫ
2
µ|u|1−ǫ(u˙ − F−2F ijuij)
+ F−2
1
v˜2
F ij v˜iv˜j +
2− ǫ
2
µ(1− ǫ)|u|−ǫF−2F ijuiuj
=− F−2F ijhkjhki +
1
v˜
F−2F ijR¯αβγδν
αx
β
i x
γ
l x
δ
ju
l
− 1
v˜
F−2F ijhijηαβν
ανβ − 1
v˜
F−1ηαβν
ανβ
− 1
v˜
F−2F ijηαβγν
αx
β
i x
γ
j +
2
v˜
F−2F ijηαβx
α
kx
β
i h
k
j
+ F−2f
′′‖Du‖2F ijgij + 1
v˜
F−2v˜ku
kf
′
F ijgij
− F−2ψαβναxβkuk
1
v˜
F ijgij − 1
v˜
F−2ψαx
α
l h
l
ku
kF ijgij
+ (2− ǫ)µ|u|(1−ǫ) v˜
F
+ (1− ǫ
2
)µ|u|1−ǫF−2v˜2f ′F ijgij
− (1− ǫ
2
)µ|u|1−ǫF−2v˜ψαναF ijgij
− (1− ǫ
2
)µ|u|1−ǫF−2F ij h¯ij
+ F−2F ij v˜iv˜j
1
v˜2
+ (1− ǫ
2
)(1− ǫ)µ|u|−ǫF−2F ijuiuj
= RHS.

We will show
(7.19) ϕ < 0 ∀t ≥ 0.
Assume that this is not the case. Let t0 > 0 be minimal such that
(7.20) sup
S0
ϕ(t0, ·) = 0
and x0 ∈ S0 such that
(7.21) ϕ(t0, x0) = 0,
which implies that in (t0, x0) the RHS in (7.18) is ≥ 0,
(7.22)
1
2
‖Du‖2 ≥ log v˜ = µ
2
|u|2−ǫ
for µ > 0 large (which implies t0 large) and
(7.23) v˜i = −(1− ǫ
2
)µv˜|u|1−ǫui.
We now show that RHS in (7.18) is negative, if t0 is sufficiently large, which can
be guaranteed by increasing µ accordingly.
We use
(7.24) F ≤ |u|1−βδF ijhikhkj +
c(δ)
|u|1−β F
ijgij + v˜|f
′ |F ijgij
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where β > 0 is chosen according to Lemma 7.2 such that
(7.25) log v˜ ≤ c|u|β
and δ > 0 is small, c(δ) also depends on the upper bound of |ψανα|.
We find
(7.26)
0 ≤F 2(RHS)
≤− 1
2
F ijhkjh
k
i + c‖Du‖2F ijgij + cµ|u|F ijgij + f
′′
µ|u|2−ǫF ijgij
+ (1 − ǫ
2
)µ|u|−ǫ‖Du‖2( 1
γ˜
+ cu2)F ijgij
+ (2 − ǫ)µ|u|1−ǫv˜(|u|1−βδF ijhikhkj +
c(δ)
|u|1−β F
ijgij + v˜|f
′ |F ijgij)
+ (1 − ǫ
2
)µ|u|1−ǫv˜2f ′F ijgij + 2(1− ǫ
2
)2µ log v˜|u|−ǫ|Du|2F ijgij
+ (1 − ǫ
2
)µ(1 − ǫ)|u|−ǫ|Du|2F ijgij
<
µ
γ˜
|u|−ǫ(−1 + c‖Du‖+ (1− ǫ
2
)v˜2 + cγ˜|u|ǫ + c|u|β)F ijgij
<0,
where we have chosen µ large (⇒ t0 large). Here we used
(7.27) |f ′u− 1
γ˜
| ≤ cu2,
∣∣|f ′′ |u2 − 1
γ˜
∣∣ ≤ cu2
and
(7.28) µ =
2 log v˜
|u|2−ǫ ≤ 2|u|
β+ǫ−2.
8. C2-estimates–Asymptotic behaviour of the flow
F grows exponentially fast in time, more precisely we have the following
Theorem 8.1. The estimate
(8.1) F ≥ ceγt
is valid, where c > 0 depends on M0.
Proof. Use Lemma 5.2 (note that we used a different notation there) and (4.3). 
For later purposes we obtain an evolution equation for F .
As usual we have (we remark that in our case the evolution equations are the
same as in [8, Lemma 2.3.2, Lemma 2.3.3], see also (7.15))
(8.2)
h˙
j
i =(−
1
F
)ji +
1
F
hki h
j
k +
1
F
R¯αβγδν
αx
β
i ν
γxδkg
kj
ν˙α =gij
Fi
F 2
xαj
˙˜v =− 1
F
ηαβν
ανβ − gij Fi
F 2
uj
u˙ =
v˜
F
g˙ij =− 2
F
hij
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and, furthermore, since
(8.3) F = F (hˇji ) = F (h
j
i − v˜f
′
δ
j
i + ψαν
αδ
j
i )
we infer
(8.4) F˙ = F ij
˙ˇhji ,
and finally
Lemma 8.2.
(8.5)
F˙ − 1
F 2
F ijFij =− 2
F 3
F ijFiFj +
1
F
F ijhki hkj +
1
F
F ijR¯αβγδν
αx
β
i ν
γxδj
+
1
F
ηαβν
ανβf
′
F ijgij − 1
F
v˜2f
′′
F ijgij +
1
F 2
f
′
Fku
kF ijgij
− 1
F
ψαβν
ανβF ijgij +
1
F 2
ψαx
α
kF
kF ijgij .
In the following lemma we prove the important evolution equation for the second
fundamental form (hkl ).
Lemma 8.3.
(8.6)
h˙kl − F−2F ijhkl;ij = −2F−3F kFl + F−1hkrhrl + F−1R¯αβγδναxβl νγxδrgrk
− F−2F ijhajhai hkl + F−2F ijhijhalhak + 2F−2gpkF ijR¯αβγδxαr xβpxγi xδl hrj
− F−2F ijR¯αβγδxαaxβi xγl xδjhak − F−2gpkF ijR¯αβγδxαr xβi xγpxδjhrl
− F−2F ijR¯αβγδναxβi νγxδjhkl + F−2gpkF ijR¯αβγδναxβpνγxδl hij
+ F−2gpkF ijR¯αβγδ;ǫν
αxβpx
γ
i x
δ
l x
ǫ
j + F
−2gpkF ijR¯αβγδ;ǫν
αx
β
i x
γ
j x
δ
px
ǫ
l
+ F−2gpkF ij,rshˇij;phˇrs;l
+ F−2F ijgij(−ulukv˜f
′′′
+ gpkψαβγν
αxβpx
γ
l + ψαβν
ανβhkl
+ gpkψαβx
α
r x
β
ph
r
l + ψαβx
α
r x
β
l h
rk + ψαν
αhlrh
rk + ψαx
α
r h
rk
;l)
+ F−2F ijgij(−gpkf
′
ηαβγν
αxβpx
γ
l − gpkf
′
ηαβx
α
r x
β
ph
r
l − f
′
ηαβν
ανβhkl
− f ′ηαβxαr xβl hrk − f
′
hrlh
rkv˜ + f
′
urhkl;r + f
′
urgkpR¯αβγδν
αxβpx
γ
rx
δ
l
− f ′′(v˜kul + v˜luk) + f
′′
v˜2hkl + f
′′
v˜ηαβx
α
l x
β
r g
rk).
Proof. The starting point of the proof is the equation for h˙ji given in (8.2), which
contains the summand
(8.7) (− 1
F
)ji =
1
F 2
F
j
i −
2
F 3
FiF
j .
To finish the proof, we only have to calculate the covariant derivative F ji in detail.
Deriving the purely covariant version of this tensor we first get
(8.8) Fkl = F
ij hˇij;kl + F
ij,rshˇij;khˇrs;l,
then hˇij;kl will be expressed as
(8.9) hˇij;kl = hij;kl + additional terms
and interchanging indices in the usual way (which is technical using the Codazzi
equations and the Ricci identities, cf. the proof of [8, Lemma 2.4.1]) leads to the
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representation
(8.10) hˇij;kl = hkl;ij + additional terms,
with different additional terms. 
We already know the estimate
(8.11) − c|f ′ | ≤ κi,
c > 0, because of the fact that the κˇi are positive, remember κˇi = κi− v˜f ′ +ψανα.
Now we prove an estimate from above.
Theorem 8.4. We have
(8.12) κi ≤ c.
Proof. Let ϕ be defined by
(8.13) ϕ = sup{hijηiηj : ‖η‖ = 1}.
We shall prove that
(8.14) w = logϕ+ λv˜
is uniformly bounded from above, if λ is large enough.
The proof is devided into two steps:
(i) There is a µ > 0 such that if a maximum of w|[0,T ] (where 0 < T < ∞
arbitrary but fixed) is attained in (t0, x0), 0 < t0 ≤ T , x0 ∈ S0, then there holds in
(t0, x0)
(8.15) hnn ≤ µ|f
′ |
(hnn denotes as usual the largest principal curvature).
(ii) Secondly we prove that
(8.16) hnn ≤ c
in (t0, x0), where, without loss of generality, we may assume that t0 is large.
Now we prove (i) by contradiction. Introducing Riemannian normal coordinates
around (t0, x0) and arguing as usual, i.e. second derivatives of ϕ with respect to
space and the first derivative with respect to time coincide with the corresponding
ones of hnn, furthermore gij = δij and h
j
i is diagonal, we may assume that w is
defined by
(8.17) w = log hnn + λv˜.
Moreover, we assume hnn > µ|f
′ | in (t0, x0), where µ is large and will be chosen
later. Applying the maximum principle we obtain
(8.18) 0 ≤ w˙ − 1
F 2
F ijwij .
in (t0, x0).
Using F = F ij hˇij and F ∈ (K∗) we have, cf. Definition 2.3,
(8.19)
ǫ0FHˇ ≤ F ij hˇki hˇkj = F ii(hˇii)2 ≤ F ii(hii + v˜|f
′ |gii + ψαναgii)2
≤ (1 + ǫ)F iih2ii + 2v˜|f
′ |F ijhij + v˜2|f
′ |2F ijgij + cǫ|u|F ijgij
≤ (1 + ǫ)F iih2ii + 2v˜|f
′ |F,
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where ǫ > 0. In view of
(8.20) hˇnn = h
n
n − v˜f
′
+ ψαν
α.
we infer
(8.21)
−(1 + ǫ)F iih2ii ≤ −ǫ0FHˇ + 2v˜|f
′ |F
≤ − ǫ0
2
Fhnn −
ǫ0
2
Fhnn + 2v˜|f
′ |F
≤ − ǫ0
2
Fhnn −
ǫ0
2
µF |f ′ |+ 2v˜|f ′ |F
≤ − ǫ0
2
Fhnn,
where we assume that µ is large; hence there is δ0 > 0 such that
(8.22) − F ijhikhkj ≤ −δ0Fhnn
in (t0, x0).
In (t0, x0) we have
(8.23) hnn;i = −λv˜ihnn
and in view of (8.18)
(8.24) 0 ≤ 1
hnn
(h˙nn − F−2F ijhnn;ij) + λ( ˙˜v − F−2F ij v˜ij) +
λ2
F 2
F ij v˜iv˜j .
Multiplying this inequality by F 2, inserting the evolution equations for hnn and v˜, cf.
Lemma 8.3 and Lemma 4.2, as well as some trivial estimates yield (no summation
with respect to n)
(8.25)
0 ≤− 2 1
hnn
F−1FnFn + 2Fh
n
n +
c
hnn
F +
1
hnn
F ij,rshˇij;nhˇrs;n
+ c|f ′ | 32F ijgij + v˜2f
′′
F ijgij + λ|u|F ijgij
− λ
2
v˜F iih2ii + λ
2F ij v˜iv˜j .
We remark that we have estimated the term arising from the second term in the
second line of equation (8.6) together with two other terms arising from (8.6) by
employing the homogeneity of F , namely, F = F ijhij − v˜f ′F ijgij + ψαναF ijgij .
Terms arising from the two terms in (8.6) depending linearly on the derivatives
of the second fundamental form are first rewritten with the help of the Codazzi
equation (the correction terms can be estimated very easily) such that we obtain
the derivative of hnn. The resulting terms can be estimated as follows:
(8.26)
1
hnn
ψαx
α
r h
n;r
n F
ijgij ≤ λc|u|F ijgij + λψαxαr ushsrF ijgij
for the first term, where we used
(8.27) v˜i = ηαβν
αx
β
i − urhri ,
with (ηα) as in Lemma 4.2, cf. also Lemma 4.6, and
(8.28)
1
hnn
f
′
urhnn;rF
ijgij = −λf
′
ur v˜rF
ijgij
for the second one. Both last summands in the previous inequalities appear among
the terms coming from the evolution equation of v˜ with opposite sign.
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Since F ∈ (K) and homogenous of degree 1 we deduce from [8, Lemma 2.2.14]
that F is concave, hence [8, Proposition 2.1.23] implies
(8.29) F ij,rs(hˇij)hˇij;nhˇrs;n ≤ 0.
Together with
(8.30) F ij v˜iv˜j ≤ c|u|F ijgij + c‖Du‖2F ijhikhkj
(which follows by using ‖x − y‖2 ≤ 2‖x‖2 + 2‖y‖2, here ‖ · ‖ is the norm induced
by the quadratic form F ij) we conclude
(8.31)
0 ≤2Fhnn +
c
hnn
F + c|f ′ | 32F ijgij + v˜2f
′′
F ijgij + cλ
2|u|F ijgij
− λ
4
v˜δ0Fh
n
n.
For λ > 0 large we get a contradiction, which finishes the proof of (i).
We now prove (ii). From (i) we deduce that the largest principal curvature of
M(t) is bounded by ceγt for all t > 0. Combining this with Lemma 8.1, namely,
(8.32) 0 < c0 ≤ F (e−γthˇij) = F (e−γt(hij − v˜f
′
δij + ψαν
αδij)),
we infer that e−γthˇij lies in a compact subset of Γ+ for all t > 0. Hence we have
constants c, c˜1, c˜2, c¯1, c¯2 > 0 (not depending on t0 or T ), such that for all times and
especially in (t0, x0)
(8.33) − ceγt ≤ κi ≤ ceγt ∧ c˜1eγt ≤ F ≤ c˜2eγt ∧ 0 < c¯1gij ≤ F ij ≤ c¯2gij .
We again look at (8.24) multiplied by F 2 in (t0, x0). We assume that h
n
n is large
and will show that it is a priori bounded. We have
(8.34) −F iih2ii ≤ −c¯1(hnn)2
and furthermore
(8.35)
0 ≤ 2Fhnn +
c
hnn
F + λ|f ′ | 32F ijgij + f
′′
v˜2F ijgij − λ
2
F ijhikh
k
j v˜
≤ ǫF 2 + cǫ(hnn)2 + λ|f
′ | 32F ijgij + f
′′
v˜2F ijgij − λ
2
c¯1v˜(h
n
n)
2,
ǫ > 0 small; we remember
(8.36) f
′′ ≤ −ce2γt.
If λ is sufficiently large and t0 sufficiently large we get a contradiction. 
Lemma 8.5.
(8.37) sup
M(t)
max
i
|κiu| → 0 t→∞.
Proof. We remember that
(8.38) F = F (hˇji ) = F (h
j
i − v˜f
′
δ
j
i + ψαν
αδ
j
i ) = F (κi − v˜f
′
+ ψαν
α),
where the κi are the eigenvalues of h
j
i , now numbered such that κn is the smallest
one.
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The function ϕ = −uF satisfies the following parabolic equation, cf. Lemma 8.2
and Lemma 7.3,
(8.39)
ϕ˙−F−2F ijϕij = 2u
F 3
F ijFiFj − u
F
F ijhki hkj −
u
F
F ijR¯αβγδν
αx
β
i ν
γxδj
− u
F
f
′
ηαβν
ανβF ijgij − u
F 2
f
′
F kukF
ijgij +
u
F
v˜2f
′′
F ijgij
+
u
F
ψαβν
ανβF ijgij − u
F 2
F kψαx
α
kF
ijgij − 2v˜
− v˜
2
F
f
′
F ijgij +
v˜
F
ψαν
αF ijgij +
1
F
F ij h¯ij +
2
F 2
F ijuiFj .
For t > 0 we define ϕ˜(t) = infS0 ϕ(t, ·) and choose xt ∈ S0 such that
(8.40) ϕ˜(t) = ϕ(t, xt),
then ϕ˜ is differentiable a.e. and we have
(8.41) ˙˜ϕ(t) = ϕ˙(t, xt)
for a.e. t > 0.
Let t0 > 0 be sufficiently large, then combining (8.39) and (8.41) and using
ϕi = 0 yields
(8.42)
˙˜ϕ(t) ≥ − u
F
F ijhki hkj + u
v˜2
F
f
′′
F ijgij − v˜
2
F
f
′
F ijgij
− 2v˜ − c0
F
F ijgij
for a.e. t > t0, where c0 = c0(t0) and the right side is evaluated at (t, xt). Due to
the assumptions on f we may furthermore assume that for all t > t0 the following
inequality holds in (t, xt)
(8.43)
u
F
v˜2f
′′
F ijgij − v˜
2
F
f
′
F ijgij ≥ 2v˜ − c0
F
F ijgij ,
which leads to
(8.44) ˙˜ϕ(t) ≥ − u
F
F ijhki hkj − 2
c0
F
F ijgij
for a.e. t > t0 in view of (8.42); again the right side is evaluated at (t, xt).
We assume that (8.37) is not true, then there are sequences 0 < tk →∞, xk ∈ S0
and a constant c1 > 0 such that
(8.45) sup
M(tk)
max
i
κiu = κnu|(tk,xk) → c1,
which implies
(8.46)
lim sup
k→∞
ϕ˜(tk) < F (−c1
2
+ γ˜−1, γ˜−1, ..., γ˜−1)
< F (γ˜−1 − r, ..., γ˜−1 − r)
=: c(r),
for r > 0 sufficiently small and fixed from now on.
Next, we will show that, after increasing t0 if necessary, there exists δ > 0 such
that the following implication holds for a.e. t > t0
(8.47) ϕ˜(t) ≤ c(r)⇒ ˙˜ϕ(t) ≥ δ
THE INVERSE F -CURVATURE FLOW IN ARW SPACES 35
in contradiction to (8.46).
For that purpose assume t0 to be sufficiently large. Let t > t0 be such that ϕ˜ is
differentiable in t and ϕ˜(t) ≤ c(r), then it follows from (8.38) that we have in (t, xt)
(8.48) |u|κn + v˜|f
′
u|+ |u|ψανα ≤ −r + γ˜−1,
i.e.
(8.49) κn ≤ − r
2|u| .
Hence, we infer from (8.44)
(8.50) ˙˜ϕ(t) ≥ r
2
4F |u| − 2
c0
F
F ijgij .
After a possibly further enlargement of t0 we get a positive lower bound for the
right side of the last inequality that does not depend on t, thus the desired δ > 0,
which completes the proof. 
Now we are able to prove a decay of ‖A‖.
Lemma 8.6. For any 0 < λ < γ there exists cλ > 0 such that
(8.51) ‖A‖eλt ≤ cλ.
Proof. Define ϕ = 12‖A‖2e2λt with 0 < λ < γ, then
(8.52) e−2λt(ϕ˙− 1
F 2
F ijϕij) = − 1
F 2
F klhij;kh
j
i;l + (h˙
i
j −
1
F 2
F klhij;kl)h
j
i + λ‖A‖2.
Let 0 < T <∞ be large, and x0 = x0(t0), with 0 < t0 ≤ T , be a point in M(t0)
such that
(8.53) sup
M0
ϕ < sup{ sup
M(t)
ϕ : 0 < t ≤ T } = ϕ(x0).
From Lemma 8.5 we know that
(8.54) sup
M(t)
‖A‖|u| −→ 0 as t −→∞
so that especially in view of the homogeneity of F
(8.55) 0 < c1 < F
i(κˇi) ≤ c2 ∧ |F ij(κˇi)| ≤ ce−γt
(first and second derivatives of F considered as a function on Γ+). In x0 we have
due to (8.52) and Lemma 8.3, after multiplication by F 2 and some straight-forward
estimates,
(8.56)
0 ≤− F klhij;khji;l − 2F−1F iFjhji + 2Fhirhrjhji + F ij,rshˇij;phˇrs;phpp
+ c|f ′ |1+ǫ‖A‖+ c|f ′ | 12 ‖A‖2 + v˜2f ′′‖A‖2F ijgij + λF 2‖A‖2
≤− 1
2
F klhij;kh
j
i;l + v˜
2f
′′‖A‖2F ijgij + cF‖A‖2‖A‖+ c|f
′ |1+ǫ‖A‖
+ c|f ′ | 12 ‖A‖2 + λF 2‖A‖2.
For the last inequality we used that in local coordinates (such that gij= δij , hij
diagonal and F ij diagonal)
(8.57) |FiFj | ≤ c
∑
i,k,l
|hkl;i|2 + c‖A‖2|f
′ | 12 + c|f ′ |2+ǫ,
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where we used Lemma 7.4, and where 0 < ǫ < 1 is arbitrary but fixed, so that
(8.58) F−1F iFjh
j
i ≤ c
‖A‖
F
∑
i,k,l
|hkl;i|2 + c‖A‖2|f
′ |− 12 ‖A‖+ c|f ′ |1+ǫ‖A‖,
where ‖A‖F → 0 because of Lemma 8.5.
To estimate F ij,rshˇij;phˇrs;ph
p
p we used [8, inequality (2.1.73)] and (8.55).
Now we have
(8.59)
F = |f ′ |F ( κˇi|f ′ | ) = |f
′ |F (1, ..., 1) + |f ′ |(F ( κˇi|f ′ | )− F (1, ..., 1))
≤ n|f ′ |+ |f ′ |c(t),
where 0 < c(t)→ 0, hence
(8.60)
v˜2f
′′‖A‖2F ijgij + λF 2‖A‖2 ≤c‖A‖2 − (γ − λ)n2|f
′ |2‖A‖2
+ λcc(t)|f ′ |2‖A‖2.
Together with (8.56) we deduce that ϕ is a priori bounded from above. 
In the next two theorems we prove the optimal decay of ‖Du‖ and ‖A‖ which
finishes the C2-estimates.
Theorem 8.7. Let u˜ = ueγt, then ‖Du˜‖ is uniformly bounded during the evolution.
Proof. Let ϕ = ϕ(t) be defined by
(8.61) ϕ = sup
M(t)
log v˜e2γt.
Then, in view of the maximum principle, we deduce from the evolution equation of
v˜, cf. Lemma (4.2),
(8.62)
ϕ˙ ≤ ce−ǫt + F−2(f ′′‖Du˜‖2F ijgij + 2γF 2ϕ)
≤ ce−ǫt + 2F−2(f ′′F ijgij + γF 2)ϕ
≤ ce−ǫt(1 + ϕ),
where ǫ > 0 small, i.e., ϕ is uniformly bounded. 
Theorem 8.8. The quantity w = 12‖A‖2e2γt is uniformly bounded during the evo-
lution.
Proof. Define ϕ = ϕ(t) by
(8.63) ϕ = sup
M(t)
w.
We deduce from Lemma 8.3 that for a.e. t ≥ t0, t0 > 0 large,
(8.64)
ϕ˙ =
1
F 2
F ijϕij − 1
F 2
F klhij;kh
j
i;le
2γt + (h˙ij −
1
F 2
F klhij;kl)h
j
ie
2γt
+ γ‖A‖2e2γt
≤− 1
2F 2
F klhij;kh
j
i;le
2γt + F−3(−2hijFiFje2γt − Ff
′′′
hij u˜iu˜jF
ijgij v˜)
+ 2F−2(nf
′′
v˜2ϕ+ γF 2ϕ) + ce−ǫt(1 + ϕ)
+ F−1R¯αβγδν
αx
β
i ν
γxδjh
ije2γt,
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where ǫ > 0 is small.
For the last inequality we estimated the crucial term
(8.65) F ij,rshˇij;phˇrs;qh
pq
in the following way.
Since F ijgij ≥ F (1, ..., 1) and
(8.66) F ij(gkl)gij = F (1, ..., 1)
we deduce that the derivative vanishes in hˇkl = gkl
(8.67) F ij,rs(gkl)gij = 0.
Hence
(8.68) F ij,rs(hˇkl)gij = |u|(F ij,rs(|u|hˇkl)− F ij,rs( 1
γ˜
gkl))gij
which means by mean value theorem
(8.69) ‖F ij,rs(hˇkl)gij‖ ≤ c|u|2.
Although the last inequality is good enough, we mention that its right side could
be improved to c|u|3−ǫ, ǫ > 0 arbitrary, cf. Lemma 8.6.
Furthermore, to estimate (8.65) we use
(8.70) hˇij;p = hij;p − v˜pf
′
gij − v˜f
′′
upgij + ψαβν
αxβpgij + ψαx
α
r h
r
pgij
and
(8.71) v˜p = ηαβν
αxβp − urhrp
So in view of Lemma 8.6 and Theorem 8.7 we have choosing coordinates such
that (hij) diagonal and gij = δij
(8.72)
|F ij,rshˇij;phˇrs;qhpq| ≤ |F ij,rshij;phrs;qhpq|
+ 2|F ij,rshrs;pgij(−v˜qf
′ − v˜f ′′uq + ψαβναxβq + ψαxαr hrq)hpq|
+ |F ij,rsgrsgij
∑
p
(−v˜pf
′ − v˜f ′′up + ψαβναxβp + ψαxαr hrp)2hpp|
≤c|u|‖DA‖2‖A‖+ c‖A‖|u|(‖DA‖+ 1).
The second term of the right side of inequality (8.64) can be estimated as follows
(8.73)
F−3 (−2hijFiFje2γt − Ff
′′′
hij u˜iu˜jF
ijgij v˜) ≤
F−3(−2|f ′′ |2 + f ′f ′′′)hij u˜iu˜j v˜2n2 + cF−3‖DA‖2e2γt
+ ce−ǫt(1 + ϕ).
Now, we observe that
(8.74) (f
′′
+ γ˜|f ′ |2)′ = f ′′′ + 2γ˜f ′f ′′ = Cf ′ ,
where C is a bounded function in view of (1.9). Hence
(8.75) 2|f ′′ |2 − f ′f ′′′ = 2|f ′′ |2 + 2γ˜|f ′ |2f ′′ − C|f ′ |2,
i.e.,
(8.76) |2|f ′′ |2 − f ′f ′′′ | ≤ c|f ′ |2
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because of (1.8) and we conclude that the left-hand side of (8.73) can be estimated
from above by
(8.77) ce−ǫt(1 + ϕ) + cF−2‖DA‖2eγt.
Next, we estimate
(8.78) F−2(nf
′′
v˜2 + γF 2)ϕ ≤ ce−ǫtϕ
and finally
(8.79) F−1R¯αβγδν
αx
β
i ν
γxδjh
ije2γt ≤ ce−ǫt(1 + ϕ) + F−1R¯0i0jhije2γtv˜2,
but
(8.80) R¯0i0j ≤ c|u|,
cf. proof of Lemma 4.6(iii).
Hence we deduce
(8.81) ϕ˙ ≤ ce−ǫt(1 + ϕ)
for some positive ǫ and for a.e. t ≥ t0, i.e. ϕ is bounded. 
9. Higher order estimates–Asymptotic behaviour of the flow
In this section and the following two sections many proofs are identical to the
proofs in [5]. For reasons of completeness and convenience for the reader we present
them here.
Let us now introduce the following abbreviations
Definition 9.1. (i) For arbitrary tensors S, T denote by S ∗ T any linear combi-
nation of contractions of S ⊗ T . The result can be a tensor or a function. Note
that we do not distinguish between S ∗ T and cS ∗ T , where c is a constant.
(ii) The symbol A represents the second fundamental of the hypersurfaces M(t)
in N , A˜ = Aeγt is the scaled version, and DmA resp. DmA˜ represent the covariant
derivative of order m.
(iii) For m ∈ N denote by O˜m a tensor expression defined on M(t) that satisfies
the pointwise estimate
(9.1) ‖O˜m‖ ≤ cm(1 + ‖A˜‖m)pm
and
(9.2) ‖DO˜m‖ ≤ cm(1 + ‖A˜‖m)pm(1 + ‖Dm+1A˜‖),
where cm, pm > 0 are constants and
(9.3) ‖A˜‖m =
∑
|α|≤m
‖DαA˜‖.
(iv) For arbitrarym ∈ N denote by Om a tensor expression defined onM(t) that
satisfies
(9.4) DkOm = O˜m+k ∀k ∈ N.
(v) By the symbol O we denote a tensor expression such that DO = O0.
Remark 9.2.
(9.5) DkOm = Om+k ∀(k,m) ∈ N× N.
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Lemma 9.3. We have
(9.6) D(uf
′
) = e−2γtO
especially
(9.7) Dm(uf
′
) = e−2γtOm−2, m ≥ 2.
Proof. Differentiating and adding a zero yields
(9.8) Di(uf
′
) = uif
′
(1− γ˜f ′u) + uui(γ˜|f
′ |2 + f ′′)
from which we deduce the claim in view of (1.8), (1.9) and (1.10).

Lemma 9.4. We have
(9.9) D(uhˇkl) = e
−2γtO0 + e
−2γtDA˜O.
Proof. Differentiating yields (gij = δij , hij = diagonal)
(9.10)
Di(uhˇkl) =uihˇkl + u(hkl;i − ηαβναxβi f
′
gkl
+ (ψαν
α)igkl) + uuiκif
′
gkl − uv˜f
′′
uigkl
and now we focus on the last term and write there
(9.11) f
′′
= (f
′′
+ γ˜|f ′ |2)− γ˜|f ′ |2.
Then all terms can be estimated obviously except for
(9.12) uihˇkl + γ˜|f
′ |2uv˜uigkl,
for which we use (1.31). 
Corollary 9.5. We have
(9.13) Dm(uhˇkl) = e
−2γtOm−1 + e
−2γtDmA˜ ∗O.
Definition 9.6. We denote by DmF the derivatives of order m of F with respect
to hˇij .
Lemma 9.7. We have
(9.14) DmDF = e−2γtOm−1 + e−2γtDmA˜ ∗ D2F (|u|hˇkl) ∗O,
(9.15) |F ij(hˇkl)gij − F ij(gkl)gij)| ≤ ce−2γt,
(9.16) DF = DF ∗DA+ e−γtDF ∗O0 + eγtDF ∗O,
and
(9.17) DmF = DF ∗DmA+ e−γtOm−1 + eγtOm−2,
for m ≥ 2.
Proof. To prove (9.14) we write
(9.18) DF (hˇkl) = DF (|u|hˇkl)
and infer
(9.19) DDF (hˇkl) = D2F (|u|hˇkl)D(|u|hˇkl),
hence the desired result follows in view of (9.13) and the fact that
(9.20) ‖DmF (|u|hˇkl)‖
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is bounded for all m ∈ N.
(9.15) is proved by applying the mean value theorem.
(9.16) follows by
(9.21) Fk = F
ijhij;k + F
ijgij(−v˜kf
′ − v˜f ′′uk + ψαβναxβk + ψαxαr hrk).
To prove (9.17) we differentiate (9.16) and get
(9.22)
D2F =DDF ∗DA+DF ∗D2A+ e−γtDDF ∗O0
+ e−γtDF ∗O1 + eγtDDF ∗O + eγtDF ∗O0
=DF ∗D2A+ e−γtO1 + eγtO0,
from which the claim follows easily. 
Now we want to write the evolution equation for h˜kl in the form
(9.23)
˙˜
h
j
i − F−2F klh˜ji;kl =F−3DA˜ ∗DA ∗O0 + F−2DA˜ ∗O0 + F−1O0
+ F−3DA˜ ∗DA ∗O.
To check this we consider all the terms in (8.6) separately and start with
(9.24) (−2F−3F kFl − F−2F ijgijf
′′′
ukulv˜)e
γt .
We have
(9.25)
Fk =F
rshrs;k − ηαβναxβkf
′
F rsgrs − ηαxαi hikf
′
F rsgrs − v˜f
′′
ukF
rsgrs
+ ψαβν
αx
β
kF
rsgrs + ψαx
α
r h
r
kF
rsgrs
=A1 +A2 +A3 +A4 +A5 +A6,
hence
(9.26)
(−2F−3A4A4−F−2F ijgijf
′′′
ukulv˜)e
γt
=F−3(−2|f ′′ |2 + f ′f ′′′)v˜2(F ijgij)2ulukeγt
− F−2F rshrsF ijgijf
′′′
ukulv˜e
γt
− F−2(F ijgij)2ψαναf
′′′
ukulv˜e
γt
=F−1O0,
where we observed that
(9.27) ϕ = −2|f ′′|2 + f ′f ′′′ = (f ′′ + γ˜|f ′ |2)′f ′ − 2f ′′(f ′′ + γ˜|f ′ |2).
In view of the assumptions on f the spatial derivatives of ϕ can be estimated by
(9.28) ‖Dmϕ‖ ≤ cm(1 + ‖u˜‖m−1)pm−1(1 + ‖Dmu˜‖)e2γt ∀m ∈ N∗
for some suitable pm−1 ∈ N. Furthermore, we have
(9.29) − 2F−3A1A1eγt = F−3O0 ∗DA˜ ∗DA.
All remaining terms are estimated as follows
(9.30) −2F
−3eγt
∑
(i,j)/∈{(1,1),(4,4)}
AiAj = F
−2DA˜ ∗O0 + F−2O0
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hence
(9.31)
(−2F−3F kFl−F−2F ijgijf
′′′
ukulv˜)e
γt =
F−3DA˜ ∗DA ∗O0 + F−2DA˜ ∗O0 + F−1O0.
Now, there are some quiet easy estimates, namely
(9.32)
2F−1hkrhrle
γt = F−2O0
−F−2eγtF ijhajhai hkl = F−2O0
2F−2gpkF ijR¯αβγδx
α
r x
β
px
γ
i x
δ
l h
r
je
γt = F−2O0
F−2gpkF ijR¯αβγδ;ǫν
αxβpx
γ
i x
δ
l x
ǫ
je
γt = F−1O0.
Furthermore, we have
(9.33)
F−1eγtR¯αβγδν
αx
β
l ν
γxδrg
rk = −F−1R¯αβγδηαv˜xβl νγxδreγt
− F−1R¯iβγδuixβl ηγxδrgrkeγt + F−1R¯iβjδ v˜−2uixβl ujxδrgrkeγt
= F−2O,
(9.34)
F−2eγtgpkF ij,rshˇij;phˇrs;l = F
−2eγtgpkhˇij;pDlF
ij
= F−2DA˜ ∗O + F−3DA˜ ∗DA ∗O + F−3DA˜ ∗O0 + F−2O0
and
(9.35) F−2eγtF ijgij(ψαx
α
r h
rk
;l + f
′
urhkl;r) = F
−2DA˜ ∗O0,
so that only the following term is left
(9.36) F−2eγtF ijgijf
′′
v˜2hkl + γh
k
l e
γt = F−2eγt(F ijgijf
′′
v˜2hkl + γF
2hkl ).
There holds
(9.37)
F 2 =(F ijhij)
2 − 2F ijhij v˜f
′
F rsgrs + 2F
ijhijψαν
αF rsgrs
+ v˜2|f ′ |2(F ijgij)2 − 2ψαναv˜f
′
(F ijgij)
2 + (ψαν
α)2(F ijgij)
2
and
(9.38)
f
′′
v˜2hkl + γh
k
l v˜
2|f ′ |2F ijgij = v˜2hkl (f
′′
+ γ|f ′ |2n)
+ v˜2hkl γ|f
′|2(F ijgij − n),
so that we infer
(9.39) F−2eγtF ijgijf
′′
v˜2hkl + γh
k
l e
γt = F−2O0.
Using the fact that
(9.40) g˙ij = −2F−1hij = F−2O0
(9.23) is proved.
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Differentiating (9.23) covariantly with respect to a spatial variable we deduce
(9.41)
D
dt
(DA˜)− F−2F ij(DA˜)ij = F−1O0 + F−3D2A˜ ∗DAO0
+ F−2O0 ∗D2A˜+ F−4DA˜ ∗DA ∗DA ∗O0 + F−3O0 ∗DA˜ ∗DA
+ F−2DA˜ ∗O0 + F−3DA˜ ∗DA ∗DO0 + F−2DA˜ ∗DO0 + F−1DO0.
And using induction we conclude for m ∈ N∗
(9.42)
D
dt
(Dm+1A˜)− F−2F ij(Dm+1A˜)ij = F−1Om
+ΘF−3Dm+1A˜ ∗Dm+1A ∗O0 + F−3Dm+2A˜ ∗DA ∗O0
+ F−2Dm+1A˜ ∗Om + F−2Dm+2A˜ ∗O0
+ F−2DOm,
where Θ = 1 if m = 1 and Θ = 0 else.
We are now going to prove uniform bounds for 12‖Dm+1A˜‖ for all m ∈ N. First
we observe that
(9.43)
D
dt
(
1
2
‖DA˜‖2)− F−2F ij 1
2
(‖DA˜‖2)ij = −F−2F ij(DA˜)i(DA˜)j
+ F−1O0 ∗DA˜+ F−3D2A˜ ∗DA ∗O0 ∗DA˜+ F−2O0 ∗D2A˜ ∗DA˜
+ F−4DA˜ ∗DA ∗DA ∗O0 ∗DA˜+ F−3O0 ∗DA˜ ∗DA ∗DA˜
+ F−2DA˜ ∗O0 ∗DA˜+ F−3DA˜ ∗DA ∗DO0 ∗DA˜
+ F−2DA˜ ∗DO0 ∗DA˜+ F−1DO0 ∗DA˜.
Furthermore we have for m ∈ N∗
(9.44)
D
dt
(
1
2
‖Dm+1A˜‖2)− F−2F ij 1
2
(‖Dm+1A˜‖2)ij =
− F−2F ij(Dm+1A˜)i(Dm+1A˜)j + F−1Om ∗Dm+1A˜
+ΘF−3Dm+1A˜ ∗Dm+1A ∗O0 ∗Dm+1A˜
+ F−3Dm+2A˜ ∗DA ∗O0 ∗Dm+1A˜+ F−2Dm+1A˜ ∗Om ∗Dm+1A˜
+ F−2Dm+2A˜ ∗O0 ∗Dm+1A˜+ F−2DOm ∗Dm+1A˜.
Theorem 9.8. The quantities 12‖DmA˜‖2 are uniformly bounded during the evolu-
tion for all m ∈ N∗
Proof. We prove the theorem recursively by estimating
(9.45) ϕ = log
1
2
‖Dm+1A˜‖2 + µ1
2
‖DmA˜‖2 + λe−γt,
where µ is a small positive constant and λ >> 1 large.
We shall only treat the case m = 0.
Fix 0 < T <∞, T very large, and suppose that
(9.46) 0 < sup
[0,T ]
sup
M(t)
ϕ = ϕ(t0, ξ0)
for large 0 < t0 ≤ T .
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Applying the maximum principle we deduce
(9.47)
0 ≤ 1‖DA˜‖2 (
D
dt
‖DA˜‖2 − F−2F ij‖DA˜‖2ij) + µA˜( ˙˜A− F−2F ijA˜ij)
+ F−2F ijA˜iA˜j(−µ+ µ2A˜2)− λγe−γt
≤− 1
2
1
‖DA˜‖2F
−2F ij(DA˜)i(DA˜)j − λ
2
γe−γt + cF−4‖DA˜‖2
+ cF−2‖DA˜‖+ F−2F ijA˜iA˜j(−µ+ µ2A˜2)
<0,
here we assumed that ‖DA˜‖ is larger than a sufficiently large positive constant that
does not depend on t0, T .
Thus ϕ is a priori bounded.
The proof for m ≥ 1 is similar. 
10. Convergence of u˜ and the behaviour of derivatives in t
Lemma 10.1. u˜ converges in Cm(S0) for any m ∈ N, if t tends to infinity, and
hence DmA˜ converges.
Proof. u˜ satisfies the evolution equation
(10.1) ˙˜u =
v˜eγt
F
(1− γuf ′F ijgij + γu
v˜
F ijhij +
γu
v˜
ψαν
αF ijgij).
Using (9.15) and the already known exponential decays we deduce
(10.2) | ˙˜u| ≤ ce−2γt,
hence u˜ converges uniformly. Due to Theorem 9.8 Dmu˜ is uniformly bounded,
hence u˜ converges in Cm(S0).
The convergence of DmA˜ follows from Theorem 9.8 and the convergence of h˜ij ,
which in turn can be deduced from
(10.3) hij v˜ = −uij + h¯ij .

Combining the equations (9.23), (9.41) and (9.42) we immediately conclude
Lemma 10.2. ‖DdtDmA˜‖ and ‖DdtDmA‖ decay by the order e−γt for any m ∈ N.
Corollary 10.3. DdtD
mAeγt converges, if t tends to infinity.
Proof. Applying the product rule we obtain
(10.4)
D
dt
DmA˜ =
D
dt
DmAeγt + γDmA˜,
hence the result, since the left-hand side converges to zero and DmA˜ converges. 
Corollary 10.4. We have
(10.5) ‖DmF−1‖ ≤ cmF−1 ∀m ∈ N.
Proof. Use (9.17). 
In the next Lemmas we prove some auxiliary estimates.
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Lemma 10.5. The following estimates are valid
(10.6) ‖Du˙‖ ≤ ce−γt,
(10.7) ‖ d
dt
F−1‖ ≤ cF−1,
and
(10.8) | ˙˜v| ≤ ce−2γt.
Proof. ”(10.6)” The estimate follows immediately from
(10.9) u˙ =
v˜
F
,
in view of Corollary 10.4.
”(10.7)” Differentiating with respect to t we obtain
(10.10)
d
dt
F−1 =− F−2(F ij h˙ij − ˙˜vf
′
F ijgij − v˜f
′′
u˙F ijgij +
d
dt
(ψαν
α)F ijgij)
+ F ij(−v˜f ′ + ψανα)g˙ij
and the result follows from (10.8) and the known estimates for |u˙| and F .
”(10.8)” We differentiate the relation ηαν
α to get
(10.11)
˙˜v = ηαβν
αx˙β + ηαν˙
α
= −ηαβνανβF−1 + (F−1)kuk,
cf. (8.2), yielding the estimate for | ˙˜v|, in view of Corollary 10.4. 
Lemma 10.6.
(10.12) ‖F ij,kl(hˇrs)gij‖ ≤ ce−3γt,
(10.13) ‖F ij,kl(|u|hˇrs)gij‖ ≤ ce−2γt,
(10.14) ‖D
dt
(uhˇkl)‖ ≤ ce−2γt,
(10.15) ‖D
dt
F ij,kl(hˇrs)gij‖ ≤ ce−3γt,
(10.16) ‖D
dt
F ij,kl(hˇrs)‖ ≤ ce−γt
(10.17) ‖D
dt
F ij‖ ≤ ce−2γt,
(10.18) ‖D
dt
Dhˇkl‖+ ‖D
dt
DF‖ ≤ ceγt.
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Proof. ”(10.12)” Use Theorem 8.8, (8.67) and (8.68).
”(10.13)” Obvious.
”(10.14)” We have
(10.19)
D
dt
(uhˇkl) = u˙hˇkl + u
˙ˇ
hkl
=
v˜
F
hˇkl + uh˙kl − u ˙˜vf
′
gkl − uv˜f
′′ v˜
F
gkl − uv˜f
′
g˙kl
+ u
D
dt
(ψαν
αgkl),
hence in view of (10.8)
(10.20) ‖D
dt
(uhˇkl)‖ ≤ ce−2γt + n| v˜
2
F
(−f ′ − uf ′′)| ≤ ce−2γt.
Here, concerning the summand
(10.21)
v˜
F
hˇkl − uv˜f
′′ v˜
F
gkl,
we use
(10.22) | − f ′ − uf ′′ | ≤
∣∣− f ′ + uγ˜|f ′ |2∣∣+ c|u|,
which follows from (1.8), and then (1.31).
”(10.15), (10.16)” We have
(10.23)
D
dt
F ij,kl(hˇrs) =
D
dt
(|u|F ij,kl(|u|hˇrs))
which implies the claim together with (10.13) und (10.14).
”(10.17)” Use (10.14) and F ij(hˇrs) = F
ij(|u|hˇrs).
”(10.18)” Obvious in view of (10.6) and (10.8). 
Lemma 10.7. We have
(10.24) |¨˜v|+ ‖D ˙˜v‖ ≤ ce−2γt
and ˙˜ve2γt and ¨˜ve2γt converge, if t goes to infinity.
Proof. Differentiating (10.11) covariantly with respect to x we infer the estimate
for ‖D ˙˜v‖. A direct computation and easy check of each of the (many) appearing
terms yield the convergence of ˙˜ve2γt and ¨˜ve2γt, especially the lemma is proved. 
Finally let us estimate h¨ji and
¨˜
h
j
i .
Lemma 10.8. h¨ji and
¨˜
h
j
i decay like e
−γt.
Proof. The estimate for h¨ji follows immediately by differentiating equation (8.6)
covariantly with respect to t and by applying the above lemmata as well as Theorem
9.8.
Now we estimate ¨˜hji . We have
(10.25)
¨˜
hkl = e
γth¨kl + 2γe
γth˙kl + γ
2eγthkl .
Now we insert (8.6) and the equation which results from (8.6) after covariant
differentiation with respect to t into (10.25).
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Then many of the appearing terms decay like e−γt obviously. To see the decay
of the remaining terms, namely
(10.26)
D
dt
(F−3F kFl)e
γt +
D
dt
(F−2gpkF ij,rshˇij;phˇrs;l)e
γt
− D
dt
(F−2F ijgijulu
kv˜f
′′′
)eγt +
D
dt
(F−2f
′′
v˜2hkl F
ijgij)e
γt
− 4γF−3F kFleγt + 2γF−2gpkF ij,rshˇij;phˇrs;leγt
− 2γF−2ulukv˜f
′′′
F ijgije
γt
+ 2γeγtF−2f
′′
v˜2hkl F
ijgij + γ
2eγthkl
=S1 + ...+ S9,
we use the technique developed in (9.23) et seq., confer also the proof of Theorem
8.8, to rearrange terms. In this way we see the claimed decay of S5 + S7 and
1
2S8+S9. The summand S1+S3 can be handled similar. The summand S2 decays
as it should due to Lemma 10.6. S6 is obvious. To estimate S4+
1
2S8 we differentiate
in S4 by product rule and use (8.6) to substitute h˙
k
l . Then a little bit rearranging
terms leads to the desired estimate. 
From Corollary 10.3, Lemma 10.8 and (10.25) we infer
Corollary 10.9. The tensor h¨jie
γt converges, if t tends to infinity.
The claims in Theorem 1.2 are now almost all proved with the exception of two.
In order to prove the remaining claims we need:
Lemma 10.10. The function ϕ = eγ˜fu−1 converges to −γ˜√m in C∞(S0), if t
tends to infinity.
Proof. ϕ converges to −γ˜√m in view of (1.7). Hence, we only have to show that
(10.27) ‖Dmϕ‖ ≤ cm ∀m ∈ N∗,
which will be achieved by induction.
We have
(10.28) ϕi = γ˜e
γ˜ff
′
uiu
−1 − eγ˜fu−2ui = ϕ(γ˜f
′
u− 1)u−1ui.
Now, we observe that
(10.29) u−1ui = u˜
−1u˜i
and f
′
u have uniformly bounded Cm-norms in view of Lemma 10.1 and Lemma
9.3.
The proof of the lemma is then completed by a simple induction argument. 
When we formulated Theorem 1.2 (iii) and (iv) we did not use the current
notation where we distinguish quantities related to g˘αβ in contrast to those related
to g¯αβ by the superscript .˘
In the following two lemmas we reformulate Theorem 1.2 (iii) and (iv) using the
current notation.
Lemma 10.11. Let (g˘ij) be the induced metric of the leaves M(t) of the IFCF,
then the rescaled metric
(10.30) e
2
n
tg˘ij
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converges in C∞(S0) to
(10.31) (γ˜2m)
1
γ˜ (−u˜) 2γ˜ σ¯ij ,
where we are slightly ambiguous by using the same symbol to denote u˜(t, ·) and
lim u˜(t, ·).
Proof. There holds
(10.32) g˘ij = e
2fe2ψ(−uiuj + σij(u, x)).
Thus, it suffices to prove that
(10.33) e2fe
2
n
t → (γ˜2m) 1γ˜ (−u˜) 2γ˜
in C∞(S0). But this is evident in view of the preceding lemma, since
(10.34) e2fe
2
n
t = (−eγ˜fu−1) 2γ˜ (−u˜) 2γ˜ .

Lemma 10.12. The leaves M(t) of the IFCF get more umbilical, if t tends to
infinity, namely
(10.35) F˘−1|h˘ji −
1
n
H˘δ
j
i | ≤ ce−2γt.
In case n+ ω − 4 > 0, we even get a better estimate, namely
(10.36) |h˘ji −
1
n
H˘δ
j
i | ≤ ce−
1
2n
(n+ω−4)t.
Proof. Denote by h˘ij , ν˘, etc., the geometric quantities of the hypersurfaces M(t)
with respect to the original metric (g˘αβ) in N , then
(10.37) eψ˜h˘ji = h
j
i + ψ˜αν
αδ
j
i , F˘ = e
−ψ˜F
and hence,
(10.38) F˘−1|h˘ji −
1
n
H˘δ
j
i | = F−1|hji −
1
n
Hδ
j
i | ≤ ce−2γt.
In case n+ ω − 4 > 0, we even get a better estimate, namely
(10.39) |h˘ji −
1
n
H˘δ
j
i | = e−ψe−fe−
1
n
t|hji −
1
n
Hδ
j
i |eγte(
1
n
−γ)t ≤ ce− 12n (n+ω−4)t
in view of (10.33). 
11. Transition from big crunch to big bang
We shall define a new spacetime Nˆ by reflection and time reversal such that the
IFCF in the old spacetime transforms to an IFCF in the new one.
By switching the light cone we obtain a new spacetime Nˆ . If we extend F , which
is defined in the positive cone Γ+ ⊂ Rn, to Γ+ ∪ (−Γ+) by
(11.1) F (κi) = −F (−κi)
for (κi) ∈ −Γ+ the flow equation in N is independent of the time orientation, and
we can write it as
(11.2) x˙ = −F˘−1ν˘ = −(−F˘ )−1(−ν˘) =: −Fˆ−1νˆ,
where the normal vector νˆ = −νˇ is past directed in Nˆ and the curvature Fˆ = −F˘
negative.
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Introducing a new time function xˆ0 = −x0 and formally new coordinates (xˆα)
by setting
(11.3) xˆ0 = −x0, xˆi = xi,
we define a spacetime Nˆ having the same metric as N–only expressed in the new
coordinate system–such that the flow equation has the form
(11.4) ˙ˆx = −Fˆ−1νˆ,
where M(t) = graph uˆ(t), uˆ = −u, and
(11.5) (νˆα) = −v˜e−ψ˜(1, uˆi)
in the new coordinates, since
(11.6) νˆ0 = −ν˘0 ∂xˆ
0
∂x0
= ν˘0
and
(11.7) νˆi = −ν˘i.
The singularity in xˆ0 = 0 is now a past singularity, and can be referred to as a big
bang singularity.
The union N ∪ Nˆ is a smooth manifold, topologically a product (−a, a) × S0–
we are well aware that formally the singularity {0} × S0 is not part of the union;
equipped with the respective metrics and time orientations it is a spacetime which
has a (metric) singularity in x0 = 0. The time function
(11.8) xˆ0 =
{
x0, in N
−x0, in Nˆ
is smooth across the singularity and future directed.
N∪Nˆ can be regarded as a cyclic universe with a contracting part N = {xˆ0 < 0}
and an expanding part Nˆ = {xˆ0 > 0} which are joined at the singularity {xˆ0 = 0}.
We shall show that the inverse F -curvature flow, properly rescaled, defines a
natural C3-diffeomorphism across the singularity and with respect to this diffeo-
morphism we speak of a transition from big crunch to big bang.
The inverse F -curvature flows in N and Nˆ can be uniformly expressed in the
form
(11.9) ˙ˆx = −Fˆ−1νˆ,
where (11.9) represents the original flow in N , if xˆ0 < 0, and the flow in (11.4), if
xˆ0 > 0.
Let us now introduce a new flow parameter
(11.10) s =
{
−γ−1e−γt, for the flow in N
γ−1e−γt, for the flow in Nˆ
and define the flow y = y(s) by y(s) = xˆ(t). y = y(s, ξ) is then defined in
[−γ−1, γ−1]× S0, smooth in {s 6= 0}, and satisfies the evolution equation
(11.11) y
′
:=
d
ds
y =
{
−Fˆ−1νˆeγt, s < 0
Fˆ−1νˆeγt, s > 0.
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Theorem 11.1. The flow y = y(s, ξ) is of class C3 in (−γ−1, γ−1)×S0 and defines
a natural diffeomorphism across the singularity. The flow parameter s can be used
as a new time function.
The flow y is certainly continuous across the singularity, and also future directed,
i.e., it runs into the singularity, if s < 0, and moves away from it, if s > 0. The
continuous differentiability of y = y(s, ξ) with respect to s and ξ up to order three
will be proved in a series of lemmata.
As in the previous sections we again view the hypersurfaces as embeddings with
respect to the ambient metric
(11.12) ds¯2 = −(dx0)2 + σij(x0, x)dxidxj .
The flow equation for s < 0 can therefore be written as
(11.13) y
′
= −F−1νeγt.
To prove that y is of class C3 in (−γ−1, γ−1) × S0 we must show that y′ , yi,
y
′
i, y
′′
, yij , y
′′′
, y
′
ij , y
′′
i , yijk (and derivatives obtained by commuting the order of
differentiation) are continuous in {0} × S0, which means that we must show that
for each of these derivatives the limits lims↑0, lims↓0 (uniformly with respect to the
space variables ξi) exist and are the same.
Due to
(11.14) y0(s) = x0(t), yi(s) = xi(t) ∀s < 0,
and
(11.15) y0(s) = −x0(t), yi(s) = xi(t) ∀s > 0
we will consider the 0-component and the i-component of each of the above deriva-
tives separately and calculate their limits as s ↑ 0 and s ↓ 0. Since in each case
the limit s ↑ 0 has the same value or the same value up to a sign as the limit s ↓ 0
(provided one of them exists) it is sufficient to have a look at the limit s ↑ 0 and
prove its existence or that it is in addition zero respectively.
Lemma 11.2. y is of class C1 in (−γ−1, γ−1)× S0.
Proof. y
′
is continuous across the singularity if
(11.16) lim
s↑0
d
ds
y0, lim
s↑0
y
j
i exist,
and if
(11.17) lim
s↑0
d
ds
yi = lim
s↑0
y0i = 0.
Only the limit lims↑0 y
j
i is not obvious, but one easily checks that x
j
i is a ’Cauchy
sequence’ as t→∞ since its derivative with respect to t can be estimated by ce−γt,
hence lims↑0 y
j
i exists as well.
Remark 11.3. The limit relations for 〈Dmy, ∂∂x0 〉 and 〈Dmy, ∂∂xi 〉, where Dmy
stands for covariant derivatives of order m of y with respect to s or ξi are identical
to those for 〈Dmy,−ν〉 and 〈Dmy, xi〉 because ν converges to − ∂∂x0 , if s ↑ 0. We
want to point out that we have chosen local coordinates in S0 which are given by
the limit of the embedding vector x so that we also have xi → ∂∂xi .

50 HEIKO KRO¨NER
Let us examine the second derivatives
Lemma 11.4. y is of class C2 in (−γ−1, γ−1)× S0.
Proof. ”y
′
i”: The normal component of y
′
i has to converge and the tangential com-
ponents have to converge to zero as s ↑ 0. For s < 0 we have
(11.18) y
′
= −F−1eγtν
and
(11.19) y
′
i = F
−2Fie
γtν − F−1eγtνi.
The normal component is therefore equal to
(11.20)
− F−2eγt(F klhkl;i − F klgklv˜if
′ − F klgklv˜f
′′
ui + F
klgklψαβx
β
i ν
α + F klgklψαx
α
r h
r
i )
which converges to
(11.21) limn(Fu)−2f
′′
u2u˜i.
The tangential components are equal to
(11.22) − F−1eγthik
which converge to zero.
”yij”: The Gaußformula yields
(11.23) yij = hijν
which converges to zero as it should.
”y
′′
”: Here, the normal component has to converge to zero, while the tangential
ones have to converge.
We get for s < 0
(11.24)
y
′′
= −D
dt
(F−1ν)e2γt − F−1νγe2γt
= −F−1ν˙e2γt + F−2νF˙ e2γt − F−1νγe2γt.
The normal component is equal to
(11.25)
−F−2e2γt(F ij h˙ij − ˙˜vf
′
F ijgij − v˜f
′′
u˙F ijgij
+ ψαβν
αx˙βF ijgij + ψαν˙
αF ijgij − γF )
− F−2e2γt(−v˜f ′ + ψανα)F ij g˙ij .
F−2e2γt converges, all terms converge to zero with the possible exception of
(11.26) − F ijgij v˜f
′′
u˙− γF = −F−1(F ijgij v˜2f
′′
+ γF 2),
which however converges to zero, too.
The tangential components are equal to
(11.27)
F−1Dk(F
−1)e2γt =− F−3e2γt(F ijhij;k − v˜kf
′
F ijgij
− v˜f ′′ukF ijgij + ψαβναxβkF ijgij + ψαxαr hrkF ijgij),
which converge to
(11.28) lim−γ˜n(Fu)−3(f ′u)2u˜u˜k.

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Lemma 11.5. y is of class C3 in (−γ−1, γ−1)× S0.
Proof. ”yijk”: Now, the normal component has to converge to zero, while the
tangential ones should converge. Again we look at s < 0 and get
(11.29) yij = hijν,
(11.30) yijk = hijkν + hijνk.
Hence, yijk converges to zero.
”y
′
ij”: The normal component has to converge, while the tangential ones should
converge to zero.
Using the Ricci identities and Lemma 4.6 (iii) it can be easily checked that,
instead of y
′
ij , we may look at
D
ds (yij).
From (11.29) we deduce
(11.31)
D
ds
yij = h˙ijνe
γt + hij ν˙e
γt,
and conclude further that the normal component converges in view of Corollary
10.3 and the tangential ones converge to zero, since ν˙ vanishes in the limit.
”y
′′
i ”: The normal component has to converge to zero and the tangential ones
have to converge.
From (11.24) we infer
(11.32)
y
′′
=− F−3e2γtF ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij)xk
+ F−2e2γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)ν
+ F−3e2γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])ν
+ 2F−3e2γt(v˜f
′
F ijhij − ψαναF ijhij)ν
and thus
(11.33)
y
′′
l =− (F−3e2γtF ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)k)gij)lxk
− F−3e2γtF ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij)hklν
+ (F−2e2γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij))lν
+ F−2e2γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)νl
+ (F−3e2γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij + 2ψαναF ijhijF ijgij
− 2v˜f ′ψανα(F ijgij)2]))lν + F−3e2γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]
− γ[(F ijhij)2 + (ψανα)2(F ijgij)2 − 2v˜f
′
F ijhijF
ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])νl
+ (2F−3e2γt(v˜f
′
F ijhij − ψαναF ijhij))lν
+ 2F−3e2γt(v˜f
′
F ijhij − ψαναF ijhij)νl.
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Therefore, the normal component converges to zero, while the tangential ones con-
verge.
”y
′′′
”: Differentiating the equation (11.32) we get
(11.34)
y
′′′
= 3F−4e3γtF˙F ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij)xk
− 2γF−3e3γtF ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij)xk
− F−3e3γtD
dt
(F ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij))xk
− F−3e3γtF ij(h kij; − v˜kf
′
gij − v˜f
′′
ukgij + (ψαν
α)kgij)x˙k
− 2F−3e3γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)ν
+ 2γF−2e3γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)ν
+ F−2e3γt
D
dt
(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)ν
+ F−2e3γt(F ij h˙ij − ˙˜vf
′
F ijgij +
D
dt
(ψαν
α)F ijgij)ν˙
− 3F−4e3γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])ν
+ 2γF−3e3γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])ν
+ F−3e3γt
D
dt
(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])ν
+ F−3e3γt(−v˜2F ijgij [f
′′
+ γF ijgij |f
′ |2]− γ[(F ijhij)2
+ (ψαν
α)2(F ijgij)
2 − 2v˜f ′F ijhijF ijgij
+ 2ψαν
αF ijhijF
ijgij − 2v˜f
′
ψαν
α(F ijgij)
2])ν˙
− 6F−4e3γt(v˜f ′F ijhij − ψαναF ijhij)ν
+ 4γF−3e3γt(v˜f
′
F ijhij − ψαναF ijhij)ν
+ 2F−3e3γt
D
dt
(v˜f
′
F ijhij − ψαναF ijhij)ν
+ 2F−3e3γt(v˜f
′
F ijhij − ψαναF ijhij)ν˙.
We remark that
(11.35) x˙k = F
−2Fkν − F−1νk
and
(11.36) u˙k = F
−1v˜k − F−2v˜Fk
THE INVERSE F -CURVATURE FLOW IN ARW SPACES 53
and that in the following especially the results of Lemma 10.5, Lemma 10.8 and
Corollary 10.9 will be used.
Let us consider the normal component of y
′′′
first, which has to converge. We
will present here only how to handle the following term, the other terms are easier.
(11.37)
D
dt
[f
′′
+ γF ijgij |f
′ |2] =D
dt
[f
′′
+ γ˜|f ′ |2] + D
dt
(F ijgij − n)γ|f
′ |2
+ 2(F ijgij − n)γf
′
f
′′
u˙
≡I1 + I2 + I3.
I1 converges due to assumption (1.13), and the convergence of I3 is obvious. For
I2 we use
(11.38)
D
dt
F ijgij =F
ij,rs(|u|hˇij)gijD
dt
(|u|hˇrs) + F ij g˙ij
together with (8.2), (10.13) and (10.14).
Now we consider the tangential component of y
′′′
, i.e. we prove
(11.39) 〈y′′′ , xl〉 → 0.
The crucial terms are
(11.40)
3F−4e3γt(F ijgij)
2v˜2(f
′′
)2u˙uk + 2γF−3e3γtv˜f
′′
ukF ijgij
+ F−3e3γtv˜f
′′′
uku˙F ijgij + F
−5e3γt(F ijgij)
2v˜3|f ′′ |2uk
and can be rearranged to yield
(11.41) F−5e3γtn2v˜uk(4f
′′
(f
′′
+ γ˜|f ′ |2)− f ′(f ′′ + γ˜|f ′ |2)′).
Hence the tangential components tend to zero.
The remaining mixed derivatives of y which are obtained by commuting the order
of differentiation in the derivatives we already treated are also continuous across
the singularity in view of the Ricci identities and Lemma 4.6 (iii). 
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