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Cominciate col fare ciò che è necessario,
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Abstract
Living organisms consist of cells, the elementary components of which are proteins providing
cellular structures and functionality. Nowadays, proteins of the size of one to a few tens of
nanometers can be efficiently monitored by fluorescence microscopy and/or spectroscopy
reaching the necessary single molecule sensitivity. However, for a more complete understand-
ing of biological processes, the combined investigation of both cellular structures and function
at the single molecule level is essential.
This work extends the possibilities of existing single molecule investigation methods. The goal
was to conceive a functional super-resolution imaging technique by joining the strong con-
cepts from state-of-the-art microscopy and spectroscopy and was approached in three steps.
As a first step, confocal fluorescence correlation spectroscopy (FCS) was applied in nanochan-
nels to create sub-diffraction sampling volumes. The resulting enhanced sensitivity to the
surface effects depending on ionic surface layers led to a modified protein diffusion measured
with FCS. Triplet state lifetime and population analysis have confirmed the model developed
for the protein diffusion as a function of the ionic concentration.
In the second step, stochastic optical reconstruction microscopy (STORM) was implemented
and enhanced by merging with a recent labeling technique called SNAP-tag. As a result, the
labeling technique for bright and switchable organic fluorescent dyes attached by a short linker
of only ≈ 2.5 nm to the target molecule enabled a localization precision down to ≈ 10 nm. To
meet the stringent photo-physical requirements imposed by STORM, toxic imaging buffers
based on thiols have to be used. It was found that these requirements could be relaxed
by super-resolution optical fluctuation imaging (SOFI) making a step forward to live-cell
super-resolution investigations, which introduced the third step.
In the third step, SOFI was characterized providing the basis for combining functional and
structural super-resolution imaging techniques. The comparison of STORM and SOFI revealed
the strengths of each technique. Under ideal blinking conditions with ultra-stable long-lived
dark states, STORM outperforms SOFI. However, if the emitters are not well isolated, SOFI
achieves a higher effective resolution than STORM and even without mislocalization artifacts.
This led onto a novel imaging technique derived from SOFI: Cumulant microscopy merges
structural super-resolution with functional imaging. Simulations and measurements showed
that photo-physical parameters can be extracted from the emitters serving as nano-sensors.
In conclusion, concepts of FCS have been merged with an improved super-resolution tech-
nique leading to a novel functional super-resolution imaging technique, which is compatible
with living cells.
v
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Kurzfassung
Lebewesen bestehen aus Zellen, deren Strukturen und Funktion durch Proteine bestimmt
werden. Proteine der Grösse von einem bis hundert Nanometer können mit Mikroskopie
und Spektroskopie, welche eine Einzelmolekülempfindlichkeit erreichen, effizient untersucht
werden. Die Verbindung von sowohl strukturellen als auch funktionellen Zelluntersuchungen
bis hinzu Einzelmolekülen ist wertvoll, um biologische Prozesse ganzheitlicher verstehen zu
können.
Die vorliegende Arbeit erweitert so die Möglichkeiten von bestehenden Einzelmolekülanaly-
severfahren. Das Ziel war, durch die Verbindung der Stärken modernster Mikroskopie- und
Spektroskopiemethoden, ein funktionelles superauflösendes Abbildungsverfahren auszuar-
beiten, und wurde in drei Schritten angegangen.
Im ersten Schritt wurde Fluoreszenz-Korrelations-Spektroskopie (FCS) in Nanokanälen ange-
wandt, um Abtastvolumen zu erzeugen, die kleiner sind als beugungsbegrenzte Volumen. Die
resultierende erhöhte Empfindlichkeit auf Oberflächeneffekte ermöglichte, die veränderte
Proteindiffusion, welche von ionischen Oberflächenschichten abhängt, mit FCS zu messen.
Analysen der Triplett-Lebensdauer und des Triplett-Anteils bestätigten das entwickelte Modell
für die Proteindiffusion in Abhängigkeit der Ionenkonzentration.
Im zweiten Schritt wurde die stochastische optische Rekonstruktionsmikroskopie umgesetzt
und dank der Verbindung mit einer der neuesten Markierungsmethoden namens SNAP-
Tag verbessert. Mittels dieser Markierungsmethode, welche die kurze Anbindung (≈ 2.5 nm)
von hellen und schaltbaren organischen Farbstoffen an das gewünschte Molekül erlaubt,
wurden Lokalisierungsgenauigkeiten von bis zu ≈ 10 nm erzielt. Um die strengen photo-
physikalischen Anforderungen von STORM zu erfüllen, mussten hingegen giftige Abbildungs-
pufferlösungen verwendet werden, die Thiole enthalten. Im dritten Schritt stellte sich heraus,
dass diese Anforderungen durch superauflösende optische Fluktuationsbildgebung (SOFI)
entspannt werden konnten, was einen Fortschritt für superauflösende Beobachtungen an
lebenden Zellen bedeutet.
Im dritten Schritt wurde SOFI charakterisiert, was die Grundlage für die Verbindung von funk-
tioneller und superauflösender struktureller Bildgebungsverfahren bietet. Der Vergleich von
STORM und SOFI zeigt die Stärken der Methoden auf. Unter idealen Blink-Bedingungen mit
ultrastabilen langlebigen Dunkelzuständen übertrifft STORM SOFI. Falls die Farbstoffe jedoch
nicht genügend freistehend sind, erreicht SOFI die höhere effektive Auflösung als STORM,
ohne dabei Artefakte durch Fehllokalisierungen zu erzeugen. Dies führte zu einem neuen von
SOFI abgeleiteten funktionellen Bildgebungsverfahren: Cumulant microscopy verbindet struk-
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turelle Super-Auflösung mit funktioneller Bildgebung. Simulationen und Messungen haben
gezeigt, dass Farbstoffe als Nanosensoren dienen können, um Parameter photo-physikalischer
Eigenschaften zu bestimmen.
Schliesslich hat die Verbindung von FCS-Konzepten mit verbesserter superauflösender Mi-
kroskopie zu einem neuen funktionellen superauflösenden Bildgebungsverfahren geführt,
welches kompatibel mit lebenden Zellen ist.
Schlüsselwörter: Einzelmoleküle, funktionelle Bildgebung, Fluoreszenz-Korrelations-Spek-
troskopie (FCS), Nanokanal, Diffusion, Triplett Zustand, superauflösende Mikroskopie, sto-
chastische optische Rekonstruktionsmikroskopie (STORM), SNAP-Tag, superauflösende opti-
sche Fluktuationsbildgebung (SOFI), Kumulant-Mikroskopie
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Résumé
Les organismes vivants sont composés de cellules dont les structures et la fonctionnalité
proviennent des protéines qui en sont les éléments de base. Aujourd’hui, les protéines d’une
taille d’un nanomètre à plusieurs dizaines de nanomètres peuvent être observées efficacement
par la microscopie et/ou par la spectroscopie par fluorescence qui atteignent une sensibilité
de l’ordre d’une molécule. Cependant, pour mieux comprendre les processus biologiques, il
est essentiel d’étudier à la fois la structure et la fonction à l’échelle moléculaire.
Ce travail élargit ainsi les possibilités des techniques d’imagerie moléculaire actuelles. Le but
était de concevoir une technique d’imagerie fonctionnelle super-résolue en réunissant les
concepts fort de la microscopie et de la spectroscopie modernes. Pour ce faire, les trois étapes
suivantes ont été réalisées.
Dans une première étape, la spectroscopie de corrélation de fluorescence (FCS) confocale a été
appliquée dans des nanocanaux afin de créer des volumes d’échantillonnage plus petits que la
limite de diffraction. Il en résulte une sensibilité augmentée aux effets de surface permettant
de mesurer, par FCS, la diffusion des protéines modifiée par les couches surfaciques ioniques.
L’analyse de la population et du temps de vie de l’état triplet a confirmé le modèle développé
pour la diffusion de protéines en fonction de la concentration ionique.
Dans une seconde étape, la microscopie par reconstruction optique stochastique (STORM) a
été réalisée et améliorée en combinaison avec la technique récente de marquage SNAP-tag.
Cette technique de marquage permet de lier des fluorophores brillants et commutables à la
molécule visée avec une distance très courte (≈ 2.5 nm). Ceci offre une haute précision de
localisation jusqu’à ≈ 10 nm. Pour répondre aux fortes exigences photo-physiques imposées
par STORM, des tampons toxiques à base de thiols ont du être utilisés. Les études de l’étape
suivante ont montré que l’imagerie super-résolue par fluctuation optique (SOFI) peut assouplir
ces exigences et fait ainsi un pas vers l’imagerie de cellules vivantes.
Dans la troisième étape, la caractérisation de SOFI a offert les bases pour combiner les tech-
niques fonctionnelles et structurelles super-résolues. La comparaison entre STORM et SOFI a
montré les forces de chaque technique. Sous des conditions de clignotement idéal avec des
états d’obscurité ultra-stables et de grande longévité, STORM surpasse SOFI. Cependant, si les
émetteurs ne sont pas bien isolés, SOFI offre une plus haute résolution que STORM et ceci,
sans artéfacts de localisation. Ces résultats ont abouti à une nouvelle technique de mesure
dérivée de SOFI : l’imagerie des cumulants qui combine la super-résolution structurelle et
l’imagerie fonctionnelle. Les simulations et les mesures ont montré que les émetteurs peuvent
faire office de nano-capteurs en utilisant leurs propriétés photo-physiques.
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En conclusion, la combinaison de concepts FCS avec une méthode de microscopie à haute
résolution améliorée a permis de réaliser une nouvelle technique d’imagerie super-résolue
fonctionnelle compatible avec des cellules vivantes.
Mots-clés : molécules individuelles, imagerie fonctionnelle, spectroscopie de correlation de
fluorescence (FCS), nanocanal, diffusion, état triplet, microscopie super-résolue, microscopie
par reconstruction optique stochastique (STORM), SNAP-tag, imagerie super-résolue par
fluctuation optique (SOFI), microscopie des cumulants
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1 Introduction
The basic functional and structural unit of living organisms are cells. Most cell structures
and processes rely in turn on proteins of the size of one to a few tens of nanometers [101].
Fluorescence microscopy allows selective access to cellular structures and processes by a
careful labeling of the involved proteins. Therefore fluorescence microscopy is one of the most
powerful, minimally invasive methods to investigate biological samples at the cellular level
[92, 84]. In consequence, many labeling techniques and numerous fluorescent probes have
been developed for this purpose [66]. Complementing the imaging, fluorescence spectroscopy
makes the investigation of fast biological processes possible [41, 40]. For both, microscopy and
spectroscopy, state-of-the-art fluorescence equipment enables the analysis of biological struc-
tures and processes down to a single molecule level and thus allows to observe mechanisms
otherwise hidden in ensemble-averaged measurements [136, 87].
To maximize the information collected from biological specimens, it is useful to combine
spectroscopy and microscopy. The objective of this work is to extend the possibilities of
existing single molecule investigation techniques based on fluorescence. Combining elements
of both spectroscopy and microscopy techniques opens the way to novel investigation tools
providing the means for a more complete understanding of fundamental biological processes.
Single fluorescent molecules are the key element of fluorescence fluctuation spectroscopy.
This term regroups techniques analyzing the spatio-temporal intensity fluctuations of single
molecules [56, 94, 72, 135, 11, 81]. The origins of the fluctuations are manyfold, and so are the
physical quantities that are extracted from biomolecules with these techniques: Brownian
motion, photo-physical properties and flow to name some applications. The recording of
the intensity trace is achieved with photon counting devices such as avalanche photo diodes
(APDs) or photonmultiplier tubes providing the required temporal resolution according to
the observed process. A prominent technique of this group is Fluorescence Correlation
Spectroscopy (FCS). This method has first been introduced in the early seventies by Elson,
Magde and Webb [89]. Two decades later it became a powerful tool for the measurement of
molecular dynamics and concentrations, photo-physical characteristics and binding kinetics.
Due to improvements in laser technology, high numerical aperture objectives, low noise
1
Chapter 1. Introduction
photon detectors and above all due to the use of a confocal sampling volume, measurements
on a single molecule level have been made possible [104].
In FCS, the number of molecules present in the sampling volume is limited. If there are too
many molecules, the intensity fluctuation of a single molecule vanishes in the shot noise of the
ensemble signal. For high molecular concentrations, as typically found in cells, the sampling
volume has to be as small as possible. For instance, the evanescent field of a total internal
reflection (TIR) excitation or the near-field of nanoholes can reduce the effective sampling
volume by an order of magnitude compared to confocal FCS [39, 81]. In both cases, surface
interactions become important and need a better characterization. In this work we realized
and characterized FCS with a further reduced sampling volume using nanochannels.
As for fluorescence spectroscopy, the technological advances and the fluorescence concept
enable single molecule sensitivity in microscopy. However, a remaining major challenge of
far-field fluorescence microscopy is the limitation by diffraction, which causes the resolution
of conventional imaging to be limited to 200 - 300 nm in lateral and 500 - 800 nm in axial
direction [120]. Many small features and organelles inside cells are thus hidden. Alternative
imaging methods are scanning probe microscopy [96] and electron microscopy, both achieving
resolutions of a few nanometers and below. However, their use in biology is limited to surface
investigations or fixed samples. Hence, there is a strong need for far-field optical imaging
tools providing resolutions beyond the diffraction limit for deeper insights into biology and
life science.
So far several approaches have led to improved resolutions. The first category, comprising
confocal scanning microscopy, extends the resolution to the physical limit using different
illumination and detection schemes without any requirement on the fluorescent emitter.
While confocal microscopy can improve the resolution laterally and axially up to
p
2 times,
structured illumination can go up to a factor of 2 [4] achieving a lateral resolution down to
100 nm [36].
In the second category, even higher resolution improvements are achieved by exploiting the
photo-physical properties of the fluorescent emitters to excite and de-excite them with a
nonlinear light intensity dependency. This allows the excitation of sub-diffraction areas and
thus the reduction of the effective point spread function (PSF). STED (Stimulated Emission
Depletion [49]) microscopy falls into this category, but also SSIM (Saturated Structured Illumi-
nation [46, 37]) or GSD (Ground State Depletion [48]). The underlying general concept was
called RESOLFT (REversible Saturable OpticaL Fluorescence Transitions [47]).
The third category uses stochastically and independently fluctuating light emitters to im-
prove the resolution. For example super-resolution localization microscopy such as STORM
(STochastic Optical Reconstruction Microscopy [106]), PALM (Photo-Activated Localization
Microscopy [8, 54]) and GSDIM (Ground State Depletion with Individual Molecule return [29])
and their extensions fall into this category. Acquired image series of stochastically blinking
fluorescent molecules are analyzed frame by frame using image processing algorithms to
2
identify and localize isolated single molecules by fitting to a model of the system’s PSF. More
recently, Dertinger et al. [19] have introduced another technique called SOFI (Super-resolution
Optical Fluctuation Imaging) analyzing the stochastic molecular blinking with higher-order
statistics [20, 21].
Super-resolution techniques based on the analysis of stochastically fluctuating emitters have
the advantage of being compatible with standard fluorescence microscopy equipment. For
this reason, we focussed in the following on techniques related to the third category.
The automated localization algorithms used in STORM and PALM rely on the effective isolation
and identification of single molecules within a diffraction-limited spot. Densely labeled
structures therefore demand sufficiently long and stable molecular dark states such that there
is at most one emitting molecule per diffraction-limited spot during a single frame exposure.
Otherwise there is a risk for false localizations producing artifacts [126, 114]. The localizations
are most accurate at low background if a thin two-dimensional (2D) section of the sample
is excited only, for example by the evanescent field of a TIR illumination, temporal focusing
[127] or light-sheet illumination [64]. Several approaches have been presented to achieve
three-dimensional (3D) localization microscopy, with strong restrictions and requirements,
though: very long acquisition times, bright fluorescent labels with ultra-stable long-lived dark
states and complex optical setups [63, 62, 102, 119, 115, 88, 16, 68, 1].
Those requirements are greatly relaxed by SOFI [31]. Although this technique is based on
the statistical analysis of individual fluorescent molecules, it does not rely on their isolated
appearance. SOFI avoids artifacts by processing the complete intensity time trace in parallel.
Furthermore, SOFI efficiently suppresses non-fluctuating background and offers inherent
optical sectioning and 3D super-resolution.
Chapter 2 explains the basics in molecular fluorescence and the optical instrumentation,
which are common to the studies in the subsequent chapters. The first part of this work
presents the measurements of diffusing proteins in nanochannels (Chapter 3). After intro-
ducing FCS, the theoretical framework of this technique is developed and applied to reduced
sampling volumes realized by nanochannels. We investigate the modified diffusion due to
surface interactions and ionic concentration inside these nanochannels and confirm the
derived surface influenced diffusion model by an additional triplet state analysis. The second
part of this work focuses on super-resolution imaging by STORM (Chapter 4). We present the
successful implementation of STORM with a custom-designed optical setup. We improved
the reachable localization precision by SNAP-tag labeling [98], which reduces the distance
between the label and the target molecule. In the third part of this work, SOFI as a further
super-resolution technique is described and compared to STORM (Chapter 5). We reveal un-
der which conditions SOFI can outperform STORM. In addition we propose a novel functional
super-resolution imaging technique derived from SOFI. Simulations and experimental results
demonstrate the technique. Conclusions and the outlook are given at the end of the work
(Chapter 6).
3

2 Fluorescence Sensing
2.1 Introduction
Microscopy regroups magnifying imaging techniques of objects usually too small to observe
by the naked eye. With spectroscopy we consider in this work techniques to analyze the
temporal evolution of fast (< 10 ms) processes. In this context, spectroscopy denotes literally
the observation of the time-spectrum corresponding to the autocorrelation, which is the
inverse Fourier transform of the power-spectrum. For both, microscopy and spectroscopy, we
used fluorescence to probe the sample. Fluorescent markers in the sample are illuminated
and their emitted fluorescence is imaged on the detector. Although the emission is much
weaker than the illumination, a high contrast is achieved because the illumination is separated
spectrally from the emitted light. A further strength of fluorescence investigation methods
is their specificity to label proteins of interest and the biocompatibility of the small markers.
Hence, fluorescence spectroscopy and microscopy are ideal tools for minimally invasive
investigations in biology [84]. The physics of fluorescence is explained in the following section.
The basic instrumentation needed is a fluorescence microscope. We are using an inverted
epi-illumination microscope, where the excitation and detection is achieved through the same
objective placed below the sample. The subsequent data analysis is accomplished with an
external personal computer. The instrumentation of fluorescent microscopy or spectroscopy
is resumed in a block diagram (Fig. 2.1), the elements of which are outlined in Section 2.3.
LASER
excitation fluorescence collection detection data processing
· illumination scheme
· spectral filtering
· fluorescence fluctuation
· spectral shift
· photon collection
· rejection of
  excitation light
· photon counting
· spatial / temporal 
  detector
· correlation
· single molecule 
  localization
Figure 2.1: Scheme of fluorescence based optical system. A fluorescence microscope incorpo-
rates typically those building blocks.
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2.2 Fluorescence
A molecule has different energy levels corresponding to its electronic, vibrational and rota-
tional states as conveniently described with the Jablonsky diagram (Fig. 2.2). A more detailed
description of fluorescence can be found in [123]. In a simplified view, the molecule is de-
scribed with a three level model, including the ground state S0 (usually singlet), the first excited
singlet state S1 and the first triplet state T1. These electronic states are refined with additional
vibrational and rotational energy levels, illustrated by thin lines. We neglect a number of higher
singlet and triplet electronic states Sn and Tn respectively, because the molecule transits very
fast to the first excited singlet and triplet state S1 and T1 respectively (internal conversion,
typically in less than 1 ns, pathway not shown). By thermal dissipation, the molecule then
relaxes immediately to the lowest vibrational level (vibrational relaxation, in the order of pico
seconds). Since for common fluorescent molecules the required excitation energy hν > 2 eV
is much larger than the thermal energy at room temperature k B T ≈ 26 meV, the transition is
induced by the absorption of a photon rather than by thermal excitation.
The photon absorption rate is
kex =τ−1ex =
σ(λ)
hν
Iex, (2.1)
where Ie x is the excitation intensity. The wavelength dependent absorption cross section
σ(λ) is specific to a fluorescent molecule in its environment and varies as a function of the
molecular orientation, more precisely of the absorption dipole moment orientation [13, 1].
Although the time-resolved rotation of molecules is accessible to optical measurements [86],
τex
-1
τf
-1
τt
-1
τisc
-1
S0, τex
S1, τS1
T1, τt
vibrational relaxation
vibrational states
radiative relaxation
non-radiative relaxation
τnr
-1
Energy
(spin multiplicity)singlet states triplet states
Figure 2.2: Jablonsky Diagram of a three state system with possible pathways and their transi-
tion rates.
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the rotation is much faster than the acquisition rate used in this work. Hence we consider
σ to be isotropic for freely rotating molecules. The following decay to the ground state can
occur by a spin-allowed radiative (τ f ) or non-radiative (τnr) transition or via a spin-forbidden
intersystem crossing to the first triplet state (τisc). Fluorescence is the spin-allowed radiative
de-excitation of a molecule. In this case the photon emission is typically τS1 = 0.1 . . .10 ns
after the absorption. The energy difference between absorbed and emitted light is called
Stokes shift and is due to non-radiative decays from higher vibrational states to the lowest
one of S1 and S0, respectively. Thanks to this red-shift λex <λem the excitation wavelength λex
can be spectrally filtered from the emission wavelength λem leading to the required contrast
enhancement in fluorescence imaging.
Organic fluorescent molecules have optimized fluorescence yields q f =τS1/τ f ranging from
10% to over 90%1. For bright organic dyes, typically about qisc ≈ 1% of the total decay rate τ−1S1
corresponds to the spin-forbidden transition to the triplet state [25, 9]. The relaxation from
this state to the ground state is in the order of microseconds to seconds due to the imposed
spin flip. During this time τt , the molecule is not emitting light and therefore in a so-called
dark state. The remaining de-excitation pathways are spin-allowed non-radiative transitions
with a quantum yield of qnr = 1−q f −qisc.
The relative populations p i (t ) for each molecular state i can be deduced by solving the rate
equations of the considered three level model. The steady state of the populations is reached
when their proportion remains constant in time d p i (t )/d t = 0. Solving the corresponding
rate equations yields the relative populations p for each state in the steady state. For the first
excited singlet state S1 this is
p (S1) =
τS1
τc
, (2.2)
which corresponds to the mean time τS1 = (τ
−1
f +τ
−1
nr +τ
−1
isc )
−1 spent in S1 over the mean cycle
time τc =τex+τS1 +qiscτt , where qisc =τS1/τisc is the intersystem crossing probability for a
molecule in the state S1. Analogously the population of the triplet state reads
p (T1) =
qiscτt
τc
. (2.3)
The photon emission rate is given by
R f =
p (S1)
τ f
=
q f
τc
(2.4)
with q f =τS1/τ f .
1Data from Invitrogen, California, USA
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2.3 Fluorescence Detection
2.3.1 Excitation
The excitation of the fluorescence is the first step in fluorescence microscopy or spectroscopy.
In order to be able to separate the fluorescence emission from the excitation, a spectrally
well-defined light source is needed. Here we use laser lines of a helium-neon laser and of an
argon laser. Depending on the requirements, several illumination schemes are possible. We
have used a quasi-uniform wide-field illumination, objective type TIR for an exponentially
decaying evanescent field with 100–200 nm penetration depth and confocal illumination [122].
The excitation volume in the confocal illumination is well approximated with a 3D Gaussian
distribution (Fig. 2.3) [137].
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Figure 2.3: Cross sections of the focal volume generated by a water immersion objective
(NA= 1.15, f = 4.5 mm) and a least-square Gaussian approximation. The field profile of the
linearly x -polarized Gaussian beam has a waist of 5 mm in the objective aperture. The profiles
of the excitation intensity are computed with the fast focus field algorithm published in [83].
2.3.2 Detection efficiency
The detected fluorescence is imaged on the detector. The overall detection efficiency ηtot is
given by the ratio of detected photons Ndet per emitted photons in the sample Nem:
ηtot =
Ndet
Nem
= TS ·ηNA ·Tobjective ·TDM ·TL ·TF ·ηspectral ·ηP ·ηQE, (2.5)
where TS , ηNA, Tobjective, TDM, TL , TF , ηspectral, ηP and ηQE are transmission (T ) and efficiency
(η) coefficients detailed in the following and resumed in Fig. 2.4. The estimation of the
coefficiencts is deduced from calculations and manufacturer data sheets.
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tube lens
dichroic
mirror
sample-substrate
(water immersion)
objective ≈ 80 ... 85%
≈ 80 ... 90%
≈  2 ... 8%
≈ 50%
≈ 95 ... 98%
≈ 50 ... 100%
≈ 85 ... 95%
≈ 50 ... 90%
≈ 25%
≈ 98%
EMCCD
or
APD
emission filter &
spectral overlap
pinhole
collection cone
(NA = 1.15)
(1 – cos θ )/2
detector
overall
θ
Tobjective
TDM
ηtot 
ηQE
TL
ηP
TF
ηspectral
ηNA
TS
Figure 2.4: Detection path of a fluorescence microscopy or spectroscopy system. The es-
timation of the transmission efficiencies is given for a confocal microscope with a water
immersion objective (NA = 1.15) and APD detector. The values are deduced from calculations
and manufacturer data sheets.
The numerical aperture (NA) of the objective defines the geometrical cone of collection:
ηNA =
1− cosθ
2
with NA= n sin(θ ), (2.6)
where n is the index of the immersion liquid. For a water immersion objective the cone
collects up to ηNA ≈ 25% of the isotropic emission. Depending on the immersion liquid and
the numerical aperture, the sample-glass-liquid-objective interfaces create small additional
reflections, which can be calculated by the Fresnel equations. The corresponding mean
transmission over the whole collection cone is above TS ≈ 97% for water-immersion objectives
and about 98% for NA = 1.15. In the case of oil immersion objectives with high NA, the
collection efficiency is not simply proportional to the collection cone, but depends additionally
on the emission characteristics of the emitter in proximity to the surface. The fluorescence
radiation of a freely rotating emitter close to the cover slide surface is mainly directed into
9
Chapter 2. Fluorescence Sensing
the medium of higher index of refraction2 and is concentrated around the critical angle of
total internal reflection. A high NA oil-immersion objective can collect supercritical angles
and reaches TS · ηNA ≈ 60% [91, 82]. The subsequent transmission through the objective
is reduced considerably due to reflections of numerous lenses in the objective3 (Tobjective).
Further, depending on the antireflection coating4, the tube lens can transmit more than TL ≈
99%, decreasing rapidly with deposited dust, though. Another loss arises from the dichroic
(TDM) and the detection filter5 (TF ). They often block parts of the emission spectrum in order
to avoid cross talks between the excitation and emission bands. This reduces additionally the
spectral overlap of the emitted and transmitted wavelengths (ηspectral). In the case of confocal
detection, the pinhole usually cuts spatially some outer rings of the emission pattern (ηP ,
see Fig. 2.5). The quantum efficiency of the detector finally measures the ratio of generated
photoelectrons per impinging photon. For an APD this is usually ηQE ≈ 50% while it can reach
ηQE ≈ 95% or more for back-illuminated EMCCD cameras in the visible wavelength range6.
This yields an overall detection efficiency for a microscope with a water-immersion objective
of ηtot ≈ 2. . .8%. For an oil-immersion objective (NA= 1.45) in wide-field ηtot ≈ 7. . .20% is
found.
2.3.3 Point spread function and emission pattern
Due to diffraction, the image of a point source is not an infinitely small point but a blurred spot,
called point-spread function (PSF). Fluorescent molecules can be modeled as dipole emitter.
Assuming freely rotating molecules, however, they can be approximated as isotropically
emitting point sources. Figure 2.5 shows the emission profile of such a point source observed
on the detector. Similar to the excitation volume, the emission pattern can be approximated
by a Gaussian profile [137]. In contrast to the excitation, where the back aperture of the
objective is not uniformly filled by the polarized Gaussian beam, the emission is unpolarized
and uniform in all directions.
2.3.4 Photon count estimation
The output provided by APDs corresponds to the counts of every detected photon with high
time resolution. The displayed value of an EMCCD camera, however, is usually not identical
with the number of detected photons [105]. The pixel value NADC of a CCD camera corresponds
to the number of accumulated photoelectrons NΦ scaled by an analog-digital conversion factor
c and the multiplication factor M superimposed with an offset o (overscan) and noise. The
2In addition, the total emission rate of a freely rotating emitter in water increases up to 20% if it is closer than
≈λ/5 to the glass surface [91, 82].
3Values found in data sheets from Zeiss, Jena, Germany and Olympus, Shinjuku, Japan.
4Values from Thorlabs, Newton, USA and Edmund Optics, York, UK.
5Values from Chroma Technology Corporation, Bellows Falls, USA and Omega Optical, Inc., Brattleboro, USA
6Values extracted from data sheets from Perkin-Elmer, Wellesley, USA and Andor Technology, Belfast, UK.
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Figure 2.5: Cross sections of the emission pattern of a freely rotating single emitter generated
by an oil immersion objective (NA = 1.45 and 100×magnification) and a least-square Gaussian
approximation. The dimensions are given with respect to the object space. Computation
according to the image formation model published in [1].
acquisition speed is limited by the serial readout rate and the shift speed of the accumulated
charges. The mean pixel value, neglecting noise, can be written as
〈NADC〉= c 〈Ne−〉+o = c M 〈NΦ〉+o, (2.7)
where Ne− is the number of electrons after multiplication.
Noise (shot noise, dark noise, readout noise and multiplication noise) causes the individual
pixel values to deviate from the mean value of (2.7). The noise contribution is characterized
by the standard deviationσ=
p
var(NADC)where
var(NADC) = c 2

var(Ne− )+σ2readout

, (2.8)
whereσ2readout is the variance of the readout noise, c the analog-digital conversion factor and
Ne− the number of electrons after multiplication. Any amplification process is accompanied
by an excess noise factor F = σout/(Mσin) increasing the amplitude of the noise σ. The
variance of the electrons after multiplication can thus be written as
var(Ne− ) =M 2F 2

σ2Φ+σ
2
dark

, (2.9)
where σΦ and σdark are the photon shot noise and the dark noise due to thermally created
electrons. Introducing (2.9) in (2.8) we find
var(NADC) = (c M F )2

σ2Φ+σ
2
dark+
σ2readout
(M F )2

. (2.10)
11
Chapter 2. Fluorescence Sensing
0 2 4 6 8
0
5
10
15
20
25
Mean Pixel Value        [kcounts]
P
ix
el
 V
ar
ia
n
ce
   
 
   
  [
kc
o
u
n
ts
]
EM gain 0
EM gain 50
EM gain 80
EM gain 100
Linear Fit
0 20 40 60 80 100
0.5
1
1.5
2
2.5
Applied EM Gain
(b)(a)
Figure 2.6: (a) Variance versus mean of the pixel value. (b) Conversion/multiplication factor
versus the EM-gain value shown in Andor Solis using the Luca S 658 camera from Andor. It
appears that the conversion factor c is close to 1/M . The offset value (overscan) o is around
490 counts.
EMCCD cameras commonly have some 400 multiplication elements. It can be shown that
for multiplication factors M > 10 (usually at least M ≈ 100 is used), the excess noise factor F
tends towards
p
2 due to the discrete nature of the multiplication process [105]. Neglecting
the low dark noiseσdark due to camera cooling and taking into account large multiplication
factors M  1, equation (2.10) can be simplified to
var(NADC)≈ 2c 2M 2σ2Φ = 2(c M )2 〈NΦ〉 , (2.11)
where σ2Φ = 〈NΦ〉 is given by the Poisson statistics of the photon shot noise. The sensitivity
of an EMCCD camera can be estimated by measuring the mean value and the variance of a
homogeneously illuminated detector at several non-saturating intensities. The values for c M
and o are extracted from the linear dependency shown in Fig. 2.6. The proper fitting confirms
the assumption of the negligible readout and dark noise contribution. At the same time the
linearity verifies the correct homogeneous illumination as well as the uniform pixel sensitivity
as deviations would introduce higher order terms.
2.3.5 Data analysis
The spatio-temporal data acquired by the fluorescence detection is analyzed by a personal
computer or an intermediate hardware data processing unit according to the applied tech-
nique.
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3 Fluorescence Correlation
Spectroscopy in Nanochannels
3.1 Introduction
Advances in microfabrication in combination with molecular biology have led to miniaturized
devices for biomedical and biological analysis, a step towards lab-on-a-chip systems, which
are low priced and yield rapid analysis results. Device miniaturization enhances the surface
to volume ratio. This increases considerably the proportion of surface dominated processes,
a key element above all in nanofluidic devices [59, 26]. As a consequence, there is a need
for deeper understanding of surface interactions and diffusion of biomolecules in confined
volumes, such as nanochannels which are fluidic devices with at least one dimension in the
order of nanometers. The FCS measurements in nanochannels presented in this chapter show
that the diffusion of proteins reveals a strong surface interaction, which can be influenced by
the ionic concentration of the liquid.
This study was realized in collaboration with the Microsystems Laboratory of Philippe Renaud
[103]. The nanochannels were fabricated in the clean room facilities of EPFL by Nicolas
Durand who brought in the knowhow about nanofluidics. The description of the nanochannel
fabrication and more details about the microfluidic setup for the liquid injection can be found
in his thesis [23].
The nanochannel is a 50 nm high and 10µm wide slit linking two microchannels over a
distance of 30µm (see Fig. 3.1). For the measurements in the nanochannel, the solutions
containing the labeled proteins are injected via the microchannels. Their Brownian motion in
function of the ionic concentration of the solution is investigated in the nanochannel with
a focused laser beam. The focal volume has a lateral waist of wx y ≈ 400 nm and an axial
extension of wz ≈ 2.5µm. Hence, the lateral extension of the sampling volume is defined
by the excitation beam, while the axial depth is given by the nanochannel height. Thus, the
sampling volume is quasi 2D and its size is only ≈ 25 al. FCS is an ideal method to investigate
the molecular motions of such systems. In FCS, the photon trace of fluorescent molecules
that pass through the sampling volume is recorded and correlated with itself. By fitting
13
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Figure 3.1: Illustration of the investigated nanofluidic device using FCS for the detection of
proteins: (a) 3D schematic of the nanofluidic system (not to scale), which consists of two
microchannels linked by a nanochannel. The nanochannel is produced by anodic bonding of
two engraved pyrex glass slides. The dimensions of the nanochannel are h = 50 nm, w = 10µm
and l = 30µm. (b) The excitation laser beam is focused on the nanochannel. The focal volume
has a lateral waist of wx y ≈ 400 nm and an axial extension of wz ≈ 2.5µm.
of an adequate model to this measured autocorrelation, kinetic as well as photo-physical
parameters about the molecular dynamic can be extracted [78].
Section 3.2 describes the theoretical background of FCS, which is used as the main characteri-
zation tool to measure the modified diffusion characteristics of proteins in nanochannels. A
sufficient amount of detail is provided for a solid understanding of different molecular dynam-
ics and photophysical properties and their implication on the characteristic autocorrelation
function. Section 3.3 specifies the experimental details on the optical setup, the nanochannel
and the materials such as proteins, buffers and fluorescent labels, which are used in this study.
In Section 3.4, experimental results of the protein diffusion in the nanochannel are presented
and discussed. On the basis of the results, the main conclusions of the study are summarized
in Section 3.5.
3.2 Theory & Method
3.2.1 Sampling volume
The size and the distribution of the sampling volume is fundamental for FCS because the
extracted parameters such as the diffusion time τd and the mean number N of molecules
in the volume depend directly thereon. The sampling volume corresponds to the product
of the sample distribution with the focal excitation and the collection volume. In free 3D
diffusion, the sample distribution is uniform. Additionally in our case, the pinhole and thus
the collection volume is large compared to the focal volume. Thus, the sampling volume
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corresponds to the excitation field distribution, which fits well to the Gaussian distribution
(Fig. 2.3)
I (~r ) = I0 exp
 
−2x 2+ y 2
w 2x y
− 2z 2
w 2z
!
= I0 exp
 
−2x
2+ y 2+ z
2
ω2
w 2x y
!
, (3.1)
where wx y and wz represent the lateral and the axial beam waist respectively. The Gaussian
distribution was first proposed by [27] and is commonly used to model the sampling volume.
The error introduced by this assumption has been investigated by comparing the analytical
autocorrelation model to the numerical calculation of a preciser model [55]. The numerical
approach, however, is computationally expensive and does not eliminate effects such as
fluorescence saturation, which complicate the exact determination of diffusion parameters.
For precise measurements, the two-focus FCS is the method of choice [22]. In our experiment,
the relative variation of the diffusion parameters N and τd rather than their precise value is
investigated. Therefore the used autocorrelation models based on a Gaussian approximation
of the sampling volume are sufficient. This simplifies the models and their computation
and gives satisfactory results. Errors due to saturation effects are avoided using the same
fluorescent molecule at the same excitation intensity for a given experiment [28].
3.2.2 Data processing
In FCS, the data processing is based on the temporal correlation of the intensity trace recorded
with photon counting devices such as avalanche photo diodes (APDs). An overview of the data
processing is given in Fig. 3.2. The normalized autocorrelation is computed with a hardware
correlator as
Gm (τ) =
〈I (t )I (t +τ)〉t
〈I (t )〉2t
=
〈δI (t )δI (t +τ)〉t
〈I (t )〉2t
+1, (3.2)
where I (t ) = 〈I (t )〉t +δI (t ).
With an APD about 50% of the photons are detected in red wavelengths and virtually ev-
ery detected photon is counted. A detected photon creates many electron–hole pairs by an
avalanche effect. These charges are detectable and a single photon is attributed. Thereafter
the avalanche effect is quenched in order to detect a new photon. Some electrons, however,
remain trapped after the avalanche quenching and are released spontaneously after a previous
detection event. This yields correlated delayed pulses with an exponentially decaying proba-
bility after a true photon detection. This effect is called afterpulsing [58]. Thermally generated
electrons, on the other hand, can also induce a detection event. These dark counts contribute
to a stationary stochastic background. This uncorrelated noise has a weak effect only on
the correlation amplitude and can easily be taken into account during the diffusion model
fitting (see Equation (3.12)). Afterpulsing, however, contributes to a temporally decaying
autocorrelation in the order of microseconds which overlays with the triplet state kinetics.
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Figure 3.2: Flow chart of the FCS data processing. The autocorrelation Gm (τ)measured by a
single APD is corrected for afterpulsing by subtraction of its autocorrelation Gap(τ). A physical
model G (τ) is fitted to the corrected autocorrelation Gc (τ). The residual R is a measure of the
fit quality.
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Figure 3.3: (a) Intensity-normalized afterpulsing measured with sunlight for measured inten-
sities from 1 to 500 kcounts. The colors correspond to the mean intensities specified in (b). (b)
Fitted afterpulsing amplitude.
This effect can be avoided by cross-correlating two APDs detecting the same signal followed by
a 50/50 beam splitter since the afterpulsing of the two APDs is not correlated. The drawback is
the decreased intensity on each detecting APD and thus, a lower signal-to-noise ratio (SNR).
Measurements done with a single APD can also be corrected for afterpulsing. The afterpulsing
amplitude is inversely proportional to the mean intensity of the photon trace (Fig. 3.3 (a))
and the decay of the afterpulsing probability is nearly identical for intensity-normalized
autocorrelation curves (Fig. 3.3 (b)). Therefore the afterpulsing can be removed from the
autocorrelation function by subtraction of an afterpulsing contribution corresponding to the
mean intensity (see Fig. 3.2) [138]. The afterpulsing contribution fits well to the empirical
model
Gap(τ) =
a
〈I (t )〉t

1+
τ
b
−1
1+
τ
c
−1
, (3.3)
where 〈I (t )〉t and τ are the mean intensity of the photon trace and the delay time of the
autocorrelation, respectively. a ≈ 100 kHz, b ≈ 10−7 s and c ≈ 2 · 10−5 s are fit parameters
found for our APD (see Fig. 3.3). They are specific to each device, prone to aging and should
therefore be calibrated monthly or at least annually. Otherwise, these parameters are reliable
in laboratory conditions and show virtually no wavelength dependency. Afterpulsing contri-
butions have to be corrected carefully because their subtraction changes the autocorrelation
Gc (τ) considerably. An independent verification of the correction is the proper shape of the
autocorrelation curve (i.e. no positive slope) avoiding the subtraction of too large afterpulsing
amplitudes.
FCS measurements in the nanochannel have been done with a single APD in order to maximize
the SNR. The afterpulsing has been corrected numerically.
17
Chapter 3. Fluorescence Correlation Spectroscopy in Nanochannels
3.2.3 Diffusion equations
Following the afterpulsing correction, physical parameters of the investigated system are
extracted by fitting a model to the autocorrelation function. The diffusion of molecules is
driven thermally and described by the Brownian motion. The sampling volume for free 3D
diffusion uniform in all directions is approximated by a 3D Gaussian volume (see Fig. 3.4 (a)).
Supposing a linear fluorescence response, the autocorrelation function in FCS can then be
modeled by the 3D diffusion equation [78]
G (τ) =
1
N

1+
τ
τx y
−1
1+
τ
ω2τx y
− 12
+G∞, (3.4)
where τx y =w 2x y /(4D) is the lateral diffusion time through the focal volume and D the dif-
fusion constant. ω=wz /wx y denotes the aspect ratio of the sampling volume and N is the
average number of fluorescent molecules in the sampling volume. G∞ ≈ 1 is the correlation at
infinite lag times.
For free Brownian motion, the diffusion in x , y and z is uncorrelated [108]. Under this
assumption, the diffusion equation can be decoupled along the three spacial dimensions:
G (τ)−G∞ = 1
N
g x y z (τ) =
1
N
g x (τ)g y (τ)g z (τ), (3.5)
where g x y z is the normalized autocorrelation function with
g x (τ) = g y (τ) =

1+
τ
τx y
− 12
and g z (τ) =

1+
τ
τz
− 12
. (3.6)
τz =w 2z /(4D) is the diffusion time in axial direction.
Considering now the measurement in the nanochannel, the sample distribution is confined to
a 50 nm thin slice, 500 times smaller than the axial extension of the 3D sampling volume. The
excitation field and detection efficiency are virtually constant in this slice. Supposing elastic
(a) (b)
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sampling 
volume
sampling 
volume
Figure 3.4: A diffusing fluorescent emitter in a (a) 3D and (b) 2D sampling volume.
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collisions of the molecules with the nanochannel walls, the trajectory of the molecules is given
by a reflection at the interfaces. This is equivalent to the observation of a freely diffusing
molecule in a sampling volume redefined by the corresponding reflection of the excitation
field and the collection efficiency distribution. The reflection at the nanochannel walls every
50 nm yields an axially virtually constant infinite sampling volume, meaning that the diffusing
molecules cannot escape from the sampling volume in axial direction. This corresponds to a
model of a pure 2D diffusion (Fig. 3.4 (b)). Mathematically, this means that the aspect ratioω
of the focal volume tends towards infinity and g z (τ) towards unity. This model holds when the
axially confined geometry is much smaller than the axial length of the focal volume hwz
[32]:
G (τ)−G∞ = 1
N
g x y (τ) =
1
N

1+
τ
τx y
−1
. (3.7)
Up to this point, ideal Brownian motion and no surface interactions were assumed where the
mean square displacement is proportional with time


r 2
 ∼ t . However on a surface or in
a cell membrane the diffusion in two dimensions may vary at different timescales because
the free diffusion of the molecules is hindered by surface adsorption leading to a long tail of
the autocorrelation. On a surface for example, there are binding cites with locally varying
dwell times that are long compared to the diffusion. This so-called subdiffusion is commonly
modeled with a non-linear time dependency of the mean square displacement


r 2
∼ t α with
0<α< 1 [110]. The corresponding 2D-diffusion equation in FCS then reads [111, 131, 60]
G (τ) =
1
N

1+

τ
τx y
α−1
+G∞. (3.8)
In the case of multiple independently diffusing species i with an average number of fluorescent
molecules Ni and the count rates per molecule "i , the diffusion equation is a linear combi-
nation of the autocorrelation functions G i weighted with the square of their fluorescence
intensity 〈I i 〉= "i Ni :
G (τ) =
1∑
i "i Ni
2
∑
i
("i Ni )2 G i (τ)
+G∞. (3.9)
The modeled signal fluctuation described so far are due to the diffusion kinetics of the fluores-
cent molecules. The triplet state kinetics presented in Section 2.2, however, are responsible for
blinking fluorescent molecules assuming that there is no detected phosphorescence. These
fluctuations in the order of microseconds can be resolved with FCS and modeled by [133]
G (τ) =
1
N
g (τ)

1+
p (T1))
1−p (T1) exp

− τ
τb

+G∞. (3.10)
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Figure 3.5: Overview of the contributions (factors) of a diffusion model.
From the total average number of molecules N , the fraction p (T1) are dark molecules assumed
to be in the first (or higher) triplet state T1. Taking into account thatτ10τt ,τisc, the bunching
time τb can be expressed with good approximation (error < 1%) by
1
τb
≈ 1
τt
+
τ10
τisc(τ10+τex)
≈ 1
τt
1
1−p (T1) , (3.11)
where the latter approximation uses the steady state of the triplet state population (see Section
2.2 and Fig. 2.2). τt is the triplet state lifetime and τ−1ex , τ−110 and τ−1isc are the rate of excitation,
de-excitation and intersystem crossing, respectively. The de-excitation rate is the sum of the
radiative (fluorescent) and the non-radiative decay rate τ−110 =τ−1f +τ−1nr .
The amplitude of the autocorrelation without triplet state contribution is proportional to 1/N
assuming no background fluorescence, i.e. no photon is collected when there is no molecule
in the sampling volume. Practically there is often a considerable uncorrelated background
fluorescence originating from autofluorescence of immersion liquid, glass and other sample
components. In this case, the amplitude has to be corrected. The autocorrelation model then
reads
G (τ) =
1
N

1− Ibg〈I (t )〉t
2
g (τ)+G∞, (3.12)
where 〈I (t )〉t is the total average intensity and Ibg the uncorrelated background fluorescence
and dark counts of the APD [77, 55].
An overview of the diffusion equations and their factors is given in Fig. 3.5.
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3.2.4 Electrical double layer
At the interface of a solid or a particle and water, surface charges may be created [99]. Glass
for instance presents a negative surface charge in a aqueous solution at neutral pH because
of hydroxyl groups formed at the glass surface. In an ionic solution, the charged surface
is covered with a thin layer of adsorbed and free counterions. The ions are subsequently
rearranged with a net charge near the interface and a transition towards the neutral solution
away from the interface. This arrangement of the ions is called electrical double layer (EDL). It
applies not only to charged surfaces of a bulk, but also to charged particles or molecules.
The extension of the EDL can be estimated with the Poisson-Boltzmann equation. This
equation can be linearized under the Debye-Hückel approximation, i.e. for a low surface
potential compared to the thermal energy. This yields an exponentially decaying field potential
with a characteristic length λD corresponding to the layer thickness [99]
λD =
r
"0"r RT
2F 2c i
≈ 0.3 nmp
c i
, (3.13)
where R , T and F are the gas constant, the absolute temperature and the Faraday constant,
respectively. "0 and "r are the vacuum permittivity and the dielectric constant of the medium,
respectively. For water at room temperature, the static dielectric constant is "r ≈ 80. The
introduction of all constants at room temperature yields the latter approximation, where
the ionic concentration c i is given in M. For an increasing ionic concentration, the EDL gets
smaller because more ions are present to shield the surface charges. From molar to millimolar
concentrations, the Debye length is from one to some tens of nanometers.
3.3 Experimental Details
3.3.1 Materials
To investigate and characterize the hindered diffusion of proteins in nanochannels, we used
wheat germ agglutinin labeled with Alexa Fluor 633 (WGA, from Molecular Probes). WGA has
a molecular mass of 38 kDa, an isoelectric point of pI ≈ 4, and a free diffusion coefficient in
water of Dbulk = 76±3µm2/s [95].
These WGA proteins have been added to potassium chloride (KCl) solutions, which have
been prepared with different dilutions (10−5 M to 10−1 M) via the addition of deionized water
(18 MΩ cm). The concentration of the WGA proteins was 200 nM in all prepared solutions,
which were adjusted to pH 7 via the addition of a small amount of HCl. For all experiments, no
pretreatment was performed on the chip in which the solutions have been directly injected.
The prepared solutions were degassed before use at room temperature (T = 25 ).
The ionic concentration and the pH of the solution are subject to degradation within minutes
when exposed to air. Therefore the imaging buffer was freshly prepared on the day of the
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experiment. The accuracy of the preparation of the ionic concentrations are estimated by
comparing the measured and the expected conductivity of the solution.
3.3.2 Nanochannel
Cleanroom microfabrication processes have been used to produce the fluidic chips on which
the experiments have been carried out. Microchannels have been wet-etched on a 200µm
thick Pyrex wafer using standard lift-off techniques, and a 50 nm layer of amorphous sili-
con, used to define the height of the nanochannel, was sputtered and structured by plasma
etching. A second Pyrex wafer that contained access holes (drilled by sandblasting) was anod-
ically bonded onto the first wafer. Finally, the wafers were diced into individual chips. The
nanochannel had the following dimensions: height, h = 50 nm; width, w = 10µm; and length,
l = 30µm. The solutions containing proteins were injected in the microchannels through
the inlets. The liquids were driven by air aspiration that was controlled using air-pressure
regulators (Bellofram Corp., Newell, WV) from 0 to -800 mbar. For all measurements, flow
conditions have been chosen where there is no flow across the nanochannel.
x
z
h = 50 nm 10 μm
Figure 3.6: SEM image of the two microchannels linked with the nanochannels.
3.3.3 Optical setup
The measurement of the molecular diffusion in the nanochannel were performed on a Confo-
Cor II FCS microscope (Carl Zeiss, Jena). The fluorescent molecules were excited with about
80µW at 632.8 nm with a HeNe laser through an Olympus UApo 340 (40× 1.15w) objective
in epi-illumination (see Fig. 3.7). The fluorescence collected with the same objective and
through a pinhole of 50µm diameter was recorded with an APD (PerkinElmer), hardware-
autocorrelated (ALV-5000/E) and analized with a customized Matlab code (MathWorks, Inc.,
Natick, USA).
For the calibration of the FCS system, we measured 25 nM and 50 nM of Cy5 in water. Using
the diffusion constant DCy5 = 370± 15µm2/s [85], we estimated the waist of the effective
sampling volume to wx y = 410±20 nm laterally and wz = 2.3±0.4µm axially. Since the image
of the pinhole is much larger than the excitation volume, the confocal sampling volume is
mostly defined by the excitation. The saturation intensity of Cy5 is measured to be about
at 300µW. At 80µW, the sampling volume does not increases considerably. For Alexa 633
however, the saturation intensity is about 8 times lower, which changes the effective sampling
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Figure 3.7: Inverted microscope in confocal configuration used for FCS measurements.
volume and the apparent diffusion coefficient (see Appendix B). Nevertheless, the study
of diffusion measurements is correct as long as the sample is investigated with the same
excitation intensity and compared to measurements with the same fluorescent dye Alexa 633.
The intensity trace was recorded with a single APD in order to maximize the SNR. Subsequently,
the afterpulsing was corrected numerically. The measurement of three to nine successive
measurements are used to estimate the accuracy of the extracted parameters.
3.4 Results & Discussion
3.4.1 Diffusion regimes as a function of ionic concentration
The diffusion and the protein concentration of labeled WGA in our nanochannel have been
measured with FCS for ionic concentrations from 230µM to 370 mM [24]1. In the case of freely
diffusing labeled WGA in water, the 3D-diffusion equation (3.4) is applied. The measurement
yields a diffusion time of τx y ≈ 0.53 ms through the focal volume, independent of the ionic
concentration. This corresponds to an apparent diffusion constant of DWGA ≈ 78µm2/s, which
is consistent with the value found in literature (DWGA = 76±3µm2/s [95]). Compared to free
1Small deviation of measured quantities from the published values [24] are due to additional subsequent
measurements and reevaluations without consequences on the conclusion.
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Figure 3.8: Excerpt of FCS raw data of 38 kDa wheat germ agglutinin with Alexa Fluor 633
in a 50-nm-high nanochannel for solutions with different ionic concentrations at pH 7. (a)
Normalized autocorrelation correlation curves and fits with residuals. The diffusion and the
triplet state depend clearly on the ionic concentration. The fitting is according to (3.15). (b-d)
Photon traces for free diffusion (b) and for surface dominated diffusion in the nanochannel at
320µM (c) and at 370 mM (d) ionic concentration.
Brownian motion in bulk, the apparent diffusion time observed in our nanochannel is strongly
increased. In addition, in the nanochannel this diffusion depends on the ionic concentration
of the buffer solution contrary to the virtually independent diffusion in bulk. This trend is
directly visible on the autocorrelation curves (Fig. 3.8). At ionic concentrations of around
0.4 mM KCl, the diffusion is close to free diffusion. Above all at higher ionic concentrations,
the diffusion is much slower (Table 3.1). The proteins no longer diffuse by Brownian motion
only, but their surface interaction is strongly influenced by a reversible adsorption depending
on the ionic strength of the solution. This is the underlying physical interpretation of the
strong increase of the diffusion time observed in these nano-confinements. The photon trace
shows indeed pronounced peaks interpreted as adsorbed molecules with a broad distribution
of sticking times (see Fig. 3.8).
As presented in the published work [24], one could think of two populations of the same
molecule: freely diffusing molecules with τbulk = 0.53 ms and molecules interacting with the
surface presenting an anomalous diffusion with α= 0.45 and τsurf = 10 ms, which corresponds
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c i [mM] τapp [ms] τx y [ms]
370±40 9.9±0.2
...
0.53±0.01
...
3.7±0.6 8.7±0.9
0.41±0.16 2.6±0.4
0.32±0.15 3.9±0.5
0.23±0.14 > 10
Table 3.1: Measurement results. Apparent diffusion times τapp in the nanochannel and the
diffusion time τx y of free 3D diffusion as a function of the ionic concentration of the solution.
The apparent diffusion time is the weighted average of the bulk diffusion and the surface
diffusion (see [24])
to the diffusion at the highest ionic concentration and the strongest surface interaction. The
two populations are assumed to have the same count rates " because these populations con-
sist of the same fluorescent molecules and the collection efficiency is almost independent of
the distance to the higher index medium (glass) for a water-immersion objective. However,
fluorescent molecules in solution close to the glass interface have an enhanced radiative emis-
sion due to the higher local density of states in the high index medium [50, 82]. In addition,
the non-radiative decay rate may be different, due to a modified microenvironment. Never-
theless, the assumption of a constant count rate " is justified since this surface enhancement
is comparable to the accuracy of the estimated number of molecules.
The axial confinement h = 50 nm given by the nanochannel is small enough compared to the
axial extension of the confocal volume wz ≈ 2µm to consider the diffusion as purely 2D [32].
In addition, the lateral confinement is wide enough (wx y ≈ 410 nm) that the Brownian motion
is uncorrelated in x , y and z such that the three space dimensions can be decoupled [108].
Combining the two-component model with 2D diffusion including anomalous diffusion and
background correction yields the following diffusion model:
G (τ) =

1− Ibg
I tot
2 1
N

Nbulk
N
1
1+τ/τbulk
+
+
Nsurf
N
1
1+(τ/τsurf)α

1+
Pt
1−Pt exp

− τ
τb

+G∞,
(3.14)
where N =Nbulk+Nsurf is the total number of fluorescent molecules.
The extracted values for the number of total molecules N and the total intensity I tot = 〈I (t )〉t
show both a decrease for lower ionic concentrations (Fig. 3.9 (a)). At the same time the Debye
length of the EDL increases as ionic concentrations decrease and reaches a size comparable to
the nanochannel height. This consequently reduces the effective size of the nanochannel and
reduces directly the total number of diffusing molecules measured in the observation volume.
In other words, the negative surface charges of the glass are less and less shielded repelling
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Figure 3.9: (a) The number of fluorescent molecules and the recorded fluorescence intensity
in the nanochannel showing a molecular exclusion at low ionic concentrations. (b) Count
rate per molecule " in function of the ionic concentration. EDLO is the regime of low ionic
concentration with an electrical double layer overlap. The solid line is with respect to the
lefthand scale bar, the dashed line to the righthand scale bar as indicated by the arrows.
and excluding more and more of the negatively charged molecules. As stated before, the the
molecular emission rate increases slightly at the surface [50, 82]. This is supported by the
counts per molecule " = 〈I (t )〉t /N , which seem to lower for small ionic concentrations (Fig.
3.9 (b)). The count rate is between 10 and 30 kHz, comparable to bulk measurements with 15 to
20 kHz. Below 0.2 mM, the EDL from both sides of the nanochannel start to overlap (electrical
double layer overlap, EDLO). In that case, most of the molecules do not enter the nanochannel
anymore. The reduced number of molecules degrades the SNR and consequently results in a
lower measurement accuracy indicated with vertical error bars. At the same time, low ionic
concentrations (< 1 mM) are less reliable, which introduces another source of error displayed
by horizontal error bars. In the region of the EDLO the fluorescence signal and the ionic
concentration accuracy are too small for precise measurements.
The number of molecules and the counts per molecule are subject to uncertainties or bias of
usually around 10–20% or more. This could arise from an underestimation of the background
fluorescence, a slightly misaligned setup or a less saturated excitation if the focus is not
optimally placed in the nanochannel. Therefore further parameters have been investigated.
The proportions of the populations or the diffusion time constants, for instance, are more
robust with respect to these error sources.
For decreasing ionic concentrations, the fraction of free molecules Nbulk increases up to a
concentration of about 0.4 mM and decreases thereafter (Fig. 3.10). The highest fraction of free
molecules corresponds to the fastest diffusion (Fig. 3.8). The fraction of molecules interacting
with the surface is complementary to the fraction of free molecules.
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Figure 3.10: Fraction of freely diffusing fluorescent molecules. At 0.4 mM almost 80 % of the
molecules behave like in bulk. Fixed parameters: τbulk = 0.53 ms, τsurf = 10 ms and α= 0.45
The observed diffusion behavior can be explained by the EDL which is formed on the negatively
charged glass surfaces and around the negatively charged molecules. As a function of the ionic
concentration, the EDL shields the electrostatic charges. The higher the concentration is, the
thinner the EDL is and the more the molecules interact with the surfaces (see Fig. 3.11). For
very low concentrations, only few negatively charged molecules enter the channel because
the negatively charged weakly shielded glass surface repels the molecules. If a molecule still
enters, then the electrostatic field distribution is almost flat making surface interactions again
probable.
The results described above are published [24] and are summarized in Table 3.2.
c i [mM] N Nbulk/N CPM
370±40 5.6±1.0 2±2.4% 24±6.8
3.7±0.6 5.3±0.2 14±10% 13±2.3
0.41±0.16 0.93±0.13 78±4.5% 6.3±1.2
0.32±0.15 1.80±0.28 65±5.5% 5.8±1.0
0.23±0.14 1.26±0.44 0% 3.1±1.7
Table 3.2: Summary of the measurement results. The assumed fixed parameters of the two
populations are: τbulk = 0.53 ms τsurf = 10 ms and α= 0.45.
The previous diffusion model assumed two molecular populations with fixed diffusion pa-
rameters τi and αi . These parameters have been chosen iteratively according to the best fits,
i.e. the lowest residuals. However, every additional fit parameter decreases the quality of the
extracted values. Therefore we tried to reduce the number of fit parameters. The following
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Figure 3.11: Schematics of the typical behavior of negatively charged biomolecules inside a
nanochannel with negatively charged surfaces, at different ionic strengths. Our model is based
on the diffusion time and the anomalous diffusion factor indicating surface adsorption: (a)
at very low ionic concentrations, the EDL closes the nanochannel and virtually no molecule
enters the sampling volume; (b) when increasing the ionic concentration, few molecules
enter in the nanochannel interacting strongly with the surfaces; (c) most of the molecules
do not interact with the surfaces when the EDL has an optimal extension; (d) increasing the
ionic concentration further, more molecules enter the sampling volume and some molecules
interact again with the surfaces; and (e) at high ionic concentrations, the EDL is thin and does
not prevent most molecules from interacting with the surfaces.
simplified diffusion model goes further than the published work and confirms the previous
results. The resulting fit residuals are comparable or smaller than with the original diffusion
model. We consider a single-component 2D diffusion model including anomalous diffusion
and background correction:
G (τ) =
1
N

1− Ibg〈I (t )〉t
2
1+

τ
τx y
α−1
1+
Pt
1−Pt exp

− τ
τb

+G∞. (3.15)
The surface interactions are modeled with the anomalous diffusion factor α. Unlike in the
previous model, the extracted parameters correspond to an average over the two populations,
the freely diffusing and the surface-bound molecules.
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Figure 3.12: (a) Diffusion time τx y and (b) anomalous diffusion parameter α in the nanochan-
nel in function of the ionic concentration.
The previously observed dependency of the ionic strength is confirmed by the the fitted
parameters τx y and α (Fig. 3.12). For decreasing concentrations the diffusion time τx y
diminishes which goes together with an increasing anomalous diffusion parameter αmeaning
less and less surface interactions. For very low concentrations, the plots indicate again a longer
diffusion time and more surface interactions. This data point shows a strong uncertainty,
though, which is probably related to the low fluorescence signal, the pronounced molecular
sticking (see Fig. 3.8) and the inaccurate low ionic concentration.
At low concentrations around 0.4 mM, the diffusion time reaches almost the one of free
diffusion (see also Fig. 3.8). Under these conditions, the anomalous diffusion parameter
α= 0.7 indicates reduced surface interactions. The molecules seem to be guided smoothly
with low surface interactions between the two EDLs.
These results are summarized in Table 3.3 confirming the original model published in [24].
c i [mM] τx y [ms] N α pn [ns] τt [µs]
370±40 11±3.9 5.5±1.0 0.43±0.011 14.5±6.1 5.5±0.4
3.7±0.6 5.9±2.1 5.2±0.24 0.55±0.046 20.5±4.4 6.2±1.3
0.41±0.16 0.5±0.05 0.86±0.14 0.69±0.052 35.5±6.6 3.6±0.7
0.32±0.15 1.3±0.23 1.74±0.27 0.73±0.045 26.3±8.2 5.1±1.9
0.23±0.14 21±11 1.21±0.41 0.64±0.154 1.83±2.51 6.7±3.2
Table 3.3: Summary of the measurement results with the one-population anomalous diffusion
model (Equation (3.15))
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3.4.2 Triplet state measurements
In the published work, the impact of the surface dominated diffusion on the photo-physical
properties of the fluorescent molecule, in particular the triplet state, have not been considered.
In this section we report additional results in this regard.
Besides the influence of the ionic concentration on the diffusion properties, the autocorrela-
tion reveals effects on the triplet state lifetime and population (see Fig. 3.8 and Fig. 3.13 (a)).
In the case of the almost free diffusion around 0.4 mM ionic concentration, a higher triplet
population is observed compared to ionic concentrations with surface dominated diffusion.
At the same time, the triplet population depends also on the fraction of excited molecules
p (S1) =τS1/τc and thus on the counts per molecule " =ηtotR f =ηtotp (S1)q f /τS1 , where ηtot
is the collection efficiency. Since the used objective collects only the emission of subcritical
angles, the collection efficiency can be considered as constant and is estimated to ηtot ≈ 10−3
by considering typical values for qisc ≈ 1%, τt ≈ 5µs and q f ≈ 30% corresponding to Alexa
Fluor 633 (see Section 2.2 and Appendix B) [53, 76].2 Taking this into account, we define an
excitation normalized triplet population pn (T1) as
pn (T1) =
p (T1)
R f
=
qiscτt
τc
τc
q f
=τt
qisc
q f
=τt
τ f
τisc
. (3.16)
This normalized triplet state population is virtually independent of the excitation and reveals
the affinity to fall in a triplet state (see Fig. 3.13 (b)). The affinity is more pronounced for the
concentration of 0.4 mM with the fewest surface interactions.
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Figure 3.13: (a) Normalized triplet population and lifetime at different ionic concentrations.
The crosses are the measurements and the ellipses represent their standard deviation. (b) The
excitation normalized triplet population. pn = p (T1)ηtot/", where p (T1) is the measured triplet
population, " are the counts per molecule and ηtot ≈ 10−3 is the collection efficiency function.
At the free diffusion around 0.4 mM a strong increase of the product τisc ·qisc/q f is observed.
2The discrepancy of ηtot of one order of magnitude compared to the estimation in Section 2.3.2 is not explained,
but has no effect on the qualitative discussion of the results and the conclusions.
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Figure 3.14: (a) Triplet state lifetime is weakly dependent on the ionic concentration and
presents a lifetime approaching the one in bulk for the almost free diffusion around 0.4 mM.
(b) Dividing the excitation normalized triplet population by the triplet lifetime yields the ratio
qisc/q f .
The triplet state lifetime is extracted according to (3.11). The estimation of the lifetime τt is
critical because of the poor time resolution and the uncertainty introduced by the afterpulsing
removal (see Fig. 3.14 (a)). In contrast to the triplet state population, the triplet lifetime seems
to be quite constant around 5-6µs with a possible minimum around 0.4 mM approaching
4µs. For very low ionic concentrations (c i ≈ 230µM.), the measurement of the triplet lifetime
shows a low accuracy (Fig. 3.13 (a)). This is probably due to the low fluorescence signal linked
to the molecular exclusion from the nanochannel and the low ionic concentration. The triplet
state lifetime in bulk was measured to be independent of the ionic concentration and is about
4-5µs, which is comparable to values found in literature [53, 76]. Since the triplet lifetime
is rather constant, a strong variation in function of the ionic concentration is found for the
ratio qisc/q f =τ f /τisc (see Fig. 3.14 (b)). This ratio shows low values for ionic concentrations
corresponding to strong surface interaction and high values in the case of almost free diffusion.
These data present a strong uncertainty, though, and are shown for completeness only.
We have observed an increased triplet state population and a slightly reduced lifetime for
ionic concentrations with the fewest surface interactions according to the slow diffusion and
the anomalous diffusion parameter. The triplet state lifetime in the nanochannel is longer
compared to bulk measurements. A similar effect has also been observed by Blom et al. [10]:
If more cationic Rhodamine Green molecules are attracted to the glass surface, the triplet
state lifetime is increased. Longer lifetimes are generated in viscous solvents [133] or solid
matrices3. Since the molecules sticking on the glass surface are at the edge of the solid matrix,
3Phosphorescence for example is seen above all in solid matrices, if the non radiative triplet decay rate is small
compared to the forbidden radiative decay rate. This is the case if there are fewer or no collisions with solvents.
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and collisions are only on one side, the triplet state lifetime could be increased explaining the
observed phenomena.
The opposed dependency of triplet population demands a closer look at the ratio qisc/q f =
τ f /τisc. In the case of enhanced surface interactions in the nanochannel, we concluded that
qisc should be increased and/or q f reduced. The latter one can be explained: the higher
index medium glass increases the local density of states at the surface and thus the emission
channels [50]. Consequently, the fluorescent decay rate increases by about 10% at the surface
of the nanochannel [82] as expected already earlier in this chapter. We did not notice a similar
increase of the triplet decay, which was observed by Stefani et al. [117]. This is because in
solutions, as in our case, the decay is highly non radiative at room temperature and only the
small fraction of the radiative decay pathway is influenced and increased [9, 123].
The triplet state properties are also influenced by the heavy atom effect. As part of the
fluorescent molecule or of the surrounding medium, atoms with high Z value enhance the
spin-orbital coupling contributing to an increased intersystem crossing rate. In the case of
non-ionic solvents, the intersystem crossing qisc rather than the triplet relaxation is influenced
[14]. The amplitude of this effect is proportional to Z 4 [123]. Since we have rather light
elements in our sample, this effect is negligible for the used ionic concentrations of KCl.
The strong observed dependency of τ f /τisc is not completely explained, but not further
investigated due to the low measurement accuracy.
3.5 Conclusion
In contrast to free unconfined diffusion in bulk, we observed the influence of the ionic con-
centration on the diffusion of proteins in a nanochannel engraved in glass. Thanks to the EDL
formed on the negatively charged glass surfaces and around the negatively charged molecules,
the surface interactions are regulated. For an ionic concentration of about 0.4 mM, the fastest
diffusion and the lowest surface interaction are observed. Under this condition, the thickness
of the EDL is about 15 nm or roughly a third of the nanochannel height. Considering that also
the negatively charged proteins feature a smaller spherical EDL around them, this corresponds
in the ideal case to a configuration of a monomolecular diffusing layer surrounded by EDLs
and the nanochannel walls. Within the measurement accuracy, this physical model has been
corroborated with two FCS diffusion models and the interpretation of the photo-physical
properties of the fluorescent molecules in the context of surface interactions. The measure-
ment accuracy was limited by the accuracy of the protein and ion concentrations accuracy,
fabrication variations of the nanochannel and the setup alignment.
The conclusion for nanofluidic devices is that the pH and the ionic concentration of the
solution has a strong influence on the surface interactions and thus on the diffusion or
transport of biomolecules. The EDL gives an accurate model on the scale of those interactions.
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4 Stochastic Optical Reconstruction
Microscopy
4.1 Introduction
An optical system has a certain bandwidth of spatial frequencies, which the optics can transmit
from the object to the image. A similarity of super-resolution techniques is that additional
higher frequencies have to be transmitted separately over other channels, in the most cases
sequentially in time. In localization microscopy such as STORM or PALM this is achieved with
thousands of sequential image frames, each one containing a part of the image information.
In these methods as well as in SOFI described in Chapter 5, it is taken into account that the
fluorescent molecules are stochastically and independently blinking light emitters. Assuming a
given image formation model and an isolated single point emitter, its position can be estimated
with nanometer accuracy from its blurred image. The localization of single molecules is
successful as long as their PSFs do not overlap. At higher emitter densities they can still be
localized provided that only a resolvable subset is emitting whereas the rest remains dark
or is already irreversibly bleached. Recording many image frames and summing up the
localizations of various subsets of emitting molecules yield a pointillist image with superior
resolution depending on the localization accuracy, the labeling densities and other factors
(see Fig. 4.1). There are several methods how the molecules are activated and turned dark.
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Figure 4.1: Schema of the image acquisition and the processing for the STORM imaging.
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The idea of localizing different sparse subsets of molecules over many image frames remains
the same, though. In STORM an organic dye is reversibly switched between a bright and a dark
state with the help of an activator dye [106]. The activation without additional activator dye is
used in direct STORM (dSTORM) [44]. In PALM fluorescent proteins are either irreversibly or
reversibly switched between a dark and bright state [54, 8]. GSDIM makes use of long-lived
dark states or simply the triplet state. At a sufficiently high excitation intensity, most of the
molecules are in the dark state and return spontaneously to the ground state where they
are localized by a fluorescence burst before they return to the dark state [29]. Localization
by this spontaneous blinking is sometimes also referred to as dSTORM or blink microscopy.
Points accumulation for imaging in nanoscale topography (PAINT) is based on fluorescent
bursts when freely diffusing molecules bind to the object to be imaged [113]. The dark state is
provided by the diffusing molecules, which are in a weakly fluorescent or self-quenched [69]
state.
Basically any of those techniques can be extended to a 3D localization provided that isolated
emitters can be localized with a sufficient SNR. 3D localization is achieved with PSF engineer-
ing [63, 62, 102, 119], interferometric approaches [115, 88], multiplane imaging [16, 68] or 3D
PSF fitting [2, 1].
However, the appropriate sampling of a 3D structure requires a higher labeling density than
2D imaging. In order to assure the correct localization of isolated emitters, the molecules
need to have a very long dark state compared to the bright state. Already in 2D imaging, this
appears to be challenging, unless the photochemistry is perfectly mastered. The right choice
of the fluorescent molecule together with the imaging buffer is crucial, if it is not the most
important point [51].
Besides a sufficient SNR and a required match of labeling density and photo-physical proper-
ties, the accuracy of localization microscopy relies on the specific attachment of the photo-
switchable fluorescent molecule to the structure of interest. This has commonly been achieved
either by expressing fluorescent proteins (PALM) or by immunostaining (STORM). In the latter
method, an organic dye is chemically bound to an antibody, which targets the structure of
interest [61, 63, 106]. While fluorescent proteins permit the precise labeling even of living
cells, immunostaining is more appropriate for non-living or fixed cells and enables the use
of organic dyes emitting about ten times more photons before bleaching [61, 52]. However,
antibodies are large proteins. Although the brightness allows to localize the dyes with higher
precision, the localization accuracy of the target molecule is limited by the separation distance
(10–20 nm) to the localized organic dye given by the size of the antibody [100]. SNAP-tag
combines the advantages of the two labeling techniques by using self-labeling proteins to in-
troduce almost any suitable organic dye [98]. The precise labeling with bright photoswichable
dyes is the ideal combination for super-resolution imaging, which is demonstrated by the
recent application for the stimulated emission depletion (STED) approach [45]. It has previ-
ously been demonstrated that SNAP-tag fusion proteins can be labeled with a wide variety of
different benzylguanine (BG) derivatives in cells [30, 66, 73, 75, 74].
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Section 4.2 discusses the implication of the localization accuracy and of the labeling density on
the achieved resolution enhancement in localization microscopy. After a detailed description
of the origin of the switching and blinking behavior of Cy5 used in this study, the localization
algorithm is presented. At the end of the theory part the issues of sample drift and image
representation are addressed. Section 4.3 gives the experimental details about the preparation
of the imaging buffer and the photoswichable probe used in combination with SNAP-tag. The
labeling was elaborated together with Sambashiva Banala and Gražvydas Lukinavicˇius. The
optical setup and the algorithm used for imaging are specified thereafter. In Section 4.4 the
achievement of 2D super-resolution imaging of microtubules in U2OS cells with STORM is
presented. In addition to the reactivations on purpose, the strong spontaneous blinking was
used similar to GSDIM. The use of SNAP-tag revealed a significant reduction of the marker–
target distance (≈ 2.5 nm, and improved therefore the localization accuracy, which is detailed
at the end of the section. The conclusion of this study is in Section 4.5.
4.2 Theory & Method
4.2.1 Resolution, localization and super-resolution
The resolution of an optical system is commonly related to the minimal distance at which
the image of two adjacent points can still be distinguished. This is ambiguous and therefore
various definitions exist. In microscopy the Rayleigh criterion is conventionally used and states
that two points of equal intensity are resolved when the maximum of each of their Airy pattern
is located on the minimum of the other. The resolution ρ then corresponds to the Airy radius
ρ = rairy ≈ 0.61λ/NA in the case of an aberration-free imaging. Other definitions are the Abbe
limit1 ρ =Λmin = 0.5λ/NA or the often used full-width at half-maximum ρ = FWHM≈Λmin of
the Gaussian fitted to the Airy pattern. The latter definition also works if the NA is not defined
or the imaging is dominated by aberrations. These definitions of the resolution assume no
background and do not take into account the SNR. However, it is important to note that the
quality of a microscopy image depends not only on the resolution, but also on the contrast,
and thus on the SNR. Chapter 5 provides more into details in this regard.
For about three decades the fact has been used that even though the image of a point like light
source is blurred, its position can be determined with a better accuracy than the actual image
resolution, provided the point source is well isolated [5, 12, 33]. Assuming the emission pattern
(PSF) of the fluorescent molecules to be Gaussian (what is not exact, but a good approximation
admitting freely rotating molecules, see Fig. 2.5 in Section 2.3.3), without noise and pixelation,
it follows from statistics that the localization precision is simply ∆x = σ/
p
N , where σ ≈
0.2λ/NA is the standard deviation of the PSF and N the number of collected photons. This
shows in general that the more photons are collected the preciser the localization is. A
localization precision of about∆x = 20 nm can be achieved theoretically by collecting about
1The Abbe limit corresponds to the spatial cut-off frequency of the optical transfer function of the system and
can take into account the SNR.
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20 photons only with NA= 1.45 and λ= 633 nm. Practically the PSF is larger due to defocus
and other aberrations, and pixelation as well as background noise play an important role.
Thompson et al. [120] derived an estimation of the localization precision ∆x based on a
Gaussian emission pattern taking into account the background, shot noise and the pixelation:
(∆x )2 =
σ2+a 2/12
N
+
8piσ4b 2
a 2N 2
, (4.1)
where σ, a , N and b denote the standard deviation of the PSF, the effective pixel size in
the object space, the number of collected photons and the uniform background noise (std)
without shot noise of the localized molecule, respectively. As long as the ratio a/σ is small,
Equation (4.1) is a good estimation. However, for large pixels (a/σ  1), the localization
precision tends to∆x ≈ a/p12 since the molecule is detected only within one pixel and the
localization is biased to the center. For small pixels the localization precision is reduced due
to a lower SNR.
The optimal ratio of pixel and PSF size can be deduced from (4.1) yielding
a/σ=

96pib 2
N
 1
4
. (4.2)
For a typical background noise of 2–10 photons (Andor Luca S) and 100–1000 collected photons
per molecule at 20 Hz this yields an effective pixel size which should be comparable or even
slightly larger than the standard deviation of the PSF (1< a/σ< 5) [120]. Using a pixel size of
100 nm, for example, a localization precision of around 20 nm can be reached with N = 100
and b = 2.
A more rigorous estimation of the localization precision is presented by Ober et al. [97] calcu-
lating the Cramér-Rao lower bound based on the Fisher information matrix. The localization
precision is estimated not only for a Gaussian emission pattern but rather for an Airy pattern.
The estimation shows a similar dependency on the parameters as the simple Gaussian approx-
imation; however, it expects a higher accuracy limit, which can be reached with a maximum
likelihood algorithm instead of the non-linear least square fit.
The localization of a single emitter is limited by several factors. As already seen, the ratio of
background noise level to the number of collected photons per molecule has a direct influence
on the localization precision. Dark molecules in the surrounding of the bright molecule
to be localized are generally not completely dark, but contribute to a weak emission to the
background. Together with other background sources like autofluorescence of the sample, this
limits the localization precision. For a given excitation intensity, the limited number of emitted
photons per molecule and time restricts the maximum acquisition frame rate. Furthermore, if
the emitting molecule is not freely rotating, the dipole emission pattern may be asymmetric
[1]. This can generate a bias of several nanometers on the estimated position. Moreover, the
label may have a distance of some tens of nanometers of the labeled structure introducing
another bias, particularly for the widely used immunostaining. This issue is addressed in
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this chapter partly published in [17]. Finally also the labeling density limits the localization
algorithm. If two bright emitters are too close, they cannot be localized or result in a false
localization. This limitation is addressed in the next section.
4.2.2 Labeling density and its implication on the resolution
In localization microscopy the labeling density is a fundamental parameter. On the one hand a
minimal surface density (in the case of 2D imaging) is required to resolve the structure. On the
other hand, a too high density may introduce background by the dark emitters, or overlapping
PSFs of molecules in the bright state. There is a surface density limit of bright molecules
in the image plane above which their overlapping PSFs prevents their correct localization.
The limit of the total labeling density depends additionally on the proportion r of dark and
bright molecules. For current localization algorithms estimating one molecule position at
once, the molecules have to be separated at least by approximately two Airy distances, i.e.
d = 2rairy = 1.22λ/NA. The maximum surface density of bright molecules can then roughly be
approximated by (NA/λ)2 depending on the used algorithm. Considering also the ratio r of
dark to bright molecules, the maximum surface labeling density is
cmax ≈ (r +1)

NA
λ
2
. (4.3)
At the same time, r should not exceed the ratio of bright to dark state intensity to ensure a
sufficient signal to background ratio. For a detection with NA= 1.45 at λ≈ 650 nm and a ratio
r = 500, the maximum labeling density is approximately cmax ≈ 2600µm−2. This approximate
estimation gives an idea of the orders of magnitude (see Fig. 4.2). By crossing this limit, the
amount of false localization increases drastically or the localization is not possible at all (see
also Chapter 5). In objects with fiber structures for instance, this may occur at the crossing
of the fibers leading to a broadening of the intersection if the rate r is not sufficiently high
[114, 126].
The number of required image frames to detect most of the molecules scales also with the
ratio r and has to be at least as big as r . Due to the stochastic behavior in practice, the number
of frames should rather be at least ten times bigger than r .
A low labeling density is less problematic for the localization. However, in localization mi-
croscopy the resolution is also limited by the sampling density. According to the Nyquist-
Shannon sampling theorem, the Niquist limit of the resolution ρNyquist is given by the double
of the average distance between neighboring labeled molecules [112]. For a 2D distribution of
fluorescent molecules, for example under TIR excitation, the relation between resolution and
labeling density is ρNyquist = 2SNRout/
p
cmol > 2SNRoutλ/(NA
p
r +1), where r is the ratio of
dark to bright molecules and SNRout is the desired SNR in the final STORM image [114]. The
influence of the labeling density on the resolution is illustrated in Fig. 4.3.
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Figure 4.2: Maximal labeling density and resolution as a function of the numerical aperture
and the rate ratio r for an emission wavelength λ= 650 nm. The upper quantity is the highest
possible labeling density; the lower quantity is the highest achievable resolution according to
the Nyquist-Shannon sampling theorem.
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Figure 4.3: Illustration of the resolution limit due to the labeling density and localization
accuracy. The ’S’ of STORM is well resolved in (c) where the mean distance between the
molecules is about half the smallest feature size of this letter. In (b) the labeling density is
half and in (a) a forth of the one of (c). Although the localization accuracy illustrated by the
Gaussian is sufficient, the word STORM is not readable in (a) and (b). The labeling density in
(d) is the same as in (c), the localization accuracy is not high enough, though.
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An estimation of the effective resolution is given by the larger of either the Nyquist limit or the
localization accuracy without considering false localizations, which potentially degrade the
resolution additionally. The effective or convolved resolution (FWHM) is defined as [34, 67]
ρ ≈Æρ2Nyquist+(∆xFWHM)2 ≥
È
4SNR2outλ
2
NA2(r +1)
+ (2.35∆x )2
In the case of 20 nm localization precision (≈ 100 photons), the ratio of dark to bright molecules
has to be at least r > 300 with a molecular density of about 1500µm−2 to reach a resolution
of around 70 nm (FWHM, SNRout = 1). In addition the dark state needs to be at least 300
times weaker than the bright state. To achieve high resolutions, the fluorescent molecule
should emit as many photons as possible in short pulses. This specifies high demands on the
photo-physics and the chemistry of the fluorescent molecule.
4.2.3 Photoswitching and blinking of Cy5
For localization based super-resolution, such as STORM, the possibility to alternate between a
dark and a bright emitter state is essential. The preceding sections revealed that about 100
photons have to be collected during the bright state, which has to be about 300 times shorter
than the dark state.
Many fluorescent emitters feature a dark triplet state. In physiological solutions, the triplet
lifetime of organic fluorescent molecules is in the order of microseconds, thus much too short
for localization microscopy. By removal of oxygen, the triplet lifetime was reported to be
increased up to 14 ms in the case of Cy5 [118]. In the bright state, however, the molecule emits
only about 200–1000 photons (see Appendix B), less than about 100 of which can be detected.
This is just too restrictive for an accurate localization, though. The blinking of Cy5 originating
from its cis-trans isomerization has been investigated by Widengren et al [134]. This blinking
has a characteristic time below 100µs [42, 118, 107, 130] depending on the intramolecular
mobility, which is influenced by the solvent viscosity [134]. This characteristic blinking time
cannot be extended to the millisecond region, limiting the dark to bright state ratio r .
In certain imaging buffer conditions including an oxygen scavenging system to prevent fast
bleaching and a reducing agent such as β -mercaptoethanol or other primary thiols, long-lived
dark states have been observed with cyanine dyes, notably with a Cy3–Cy5 pair (Fig. 4.4) [6].
Some thousands of photons emitted by Cy5 can be detected before the dye falls to a long-
lived dark state with a lifetime reaching up to an hour [42, 18]. The spontaneous reactivation
of Cy5 occurs due to thermal energy [18]. In addition, the excitation of Cy3 close to Cy5
favors the reactivation. Alternatively, with a corresponding activation pulse of higher intensity,
Cy5 or even other conventional fluorescent dyes can even be reactivated without any other
fluorescent activator dye in proximity [44]. The origin of the long-lived dark state is not thought
to be linked with the known cis-trans isomerization of Cy5 because it shows no dependency of
the solvent viscosity. An ionic solution with increasing iodide concentration however shows
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Figure 4.4: Extended Jablonsky diagram with a long-lived dark state originating from the
reaction with thiol. The reactivation is possibly via the triplet state T1, but the direct fall back
into the singlet ground state is not excluded. The vertical axis (ordinate) corresponds to the
energy level.
a linear amplification of the switch-off rate indicating a triplet state mediated dark state
(heavy atom effect). This explains the enhanced switching by the introduction of an oxygen
scavenging system. The extremely long-lived dark states exclude a simple enhanced triplet
state lifetime, but indicates the presence of a further dark state. Mass spectrometer analyses
have shown that in the case of Cy5, Cy5.5, Cy7 and Alexa647 having a long polymethine bridge,
the excited chromophore2 reacts with the ionized primary thiol to form a non-fluorescent
adduct (see inset in Fig. 4.4) [125, 18, 124]. Cy3 with a shorter polymethine bridge can not be
switched in this manner. The carbocyanine dyes are reactivated possibly via the triplet state
T1 [42] by removing the thiol group from the chromophore. The binding energy originates
from the absorption of a photon or the thermal energy. This process can be repeated about
100 times under ideal conditions [42] and is called photochromism. The ratio r of dark to
bright molecules can be regulated by the reactivation laser intensity, but is limited by the
spontaneous thermal reactivation. These long-lived dark states are a prerequisite for STORM
imaging.
Another long-lived dark state is generated by ionization of the chromophore (see Fig. 4.5) [118].
This charge transfer at the level of the excited chromophore is initiated by a reducing or an
oxidizing agent in the imaging buffer [129]. This process has been observed on most commonly
used fluorescent dyes [128, 124]. The switch-off rate depends on the excitation intensity, the
2The chromophore is the fluorescent part of a molecule.
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Figure 4.5: Extended Jablonsky diagram of the mechanism of ionization and triplet quenching
via radical long-lived dark states. The vertical axis (ordinate) corresponds to the energy level.
At higher mM concentrations of reducing or oxidizing agent, a direct electron separating
pathway from the singlet state has to be considered (not shown here) [128].
concentration of the agent and the redox potentials of the reactants. The spontaneous return
to the bright state is linked with the neutralization of the dye by a corresponding redox agent
and can be enhanced by the excitation of the ionized molecule (often at shorter wavelengths).
The switch-on rate is also related to the redox potentials and the concentration of the agents
in the imaging buffer, but is independent of the excitation intensity. Since the ionization is
most efficiently triggered by the chromophore’s triplet state, which is quenched by oxygen,
a reduced oxygen concentration achieved by a scavenging system is favorable. The rate
constants kRed, kOx, kRed’ and kOx’ depend only on the redox potentials and can be estimated
using Marcus theory and the Rehm-Weller equation [130]. For Cy5 the radical dark state
lifetime is around 60 ms and has been used for dSTORM [118]. We assume that the strong
spontaneous reactivation observed in our experiments are linked with the radical dark state.
Another interesting application of this mechanism is the possibility to increase the amount
of emitted photons per molecule before bleaching. The oxygen concentration is reduced to
weaken the bleaching. At the same time the triplet lifetime is enhanced due to the lack of the
triplet quencher oxygen reducing the brightness of the dye. By introducing a reducing and
oxidizing system (ROXS), the triplet state is efficiently quenched by charge transfer. For some
fluorescent dyes (Cy3B, Cy5, Alexa647, ATTO647N), the number of emitted photons before
bleaching can be enhanced by up to three orders of magnitude [130].
41
Chapter 4. Stochastic Optical Reconstruction Microscopy
4.2.4 Localization algorithms
Once all requirements on the sample and the photo physics are satisfied, an image sequence
with blinking or switching molecules can be recorded. Shot-noise, background noise and
inhomogenous excitation are inevitably present in the images to be analyzed. Therefore, the
images are filtered. Potential isolated molecules are identified by either a local maximum
finding or a segmentation algorithm. The molecular positions are then estimated by the emis-
sion pattern using the center of gravity, a non-linear least square Gaussian fit or a maximum
likelihood estimation assuming either a Gaussian or a more accurate image formation model
(dipole emission). The corresponding algorithm is presented in Fig. 4.6.
On the one hand, the filtering has to block unwanted high frequency shot-noise on a pixel
level and equalize the inhomogenous excitation. They both interfere with the determination
of potential molecule positions. The use of a threshold needed for the segmentation is, for
instance, only possible after equalization of the image field. On the other hand, the filter has to
retain structures of the size of the emission pattern (PSF) corresponding to the molecules to be
localized. A Laplacian of Gaussian filter satisfies the requirements of this bandpass filter and
is implemented as a separated Gaussian filter (σ≈ std(PSF)) followed by a Laplacian kernel
approximation.
The starting points for the localization of potential molecule positions are given either by
the local maxima above a certain threshold or by a segmentation algorithm applied to the
filtered image. In the latter case, the segments defined by a threshold are selected according
to their size and the corresponding amplitude in the original image. The center of gravity of
those segments with respect to the original image presents a first estimation of the molecule
position. In this approach, the segment properties (size and amplitude) allow to identify false
positives. An additional fit to an assumed image formation model, for example a 2D Gaussian
or a dipole emission pattern, gives a further approach to estimate the molecule position. The
evaluation of the fit quality allows to exclude additional false positives. The fitting can be
done for instance with a non-linear least square algorithm (i.e. Levenberg-Marquardt) or a
maximum likelihood estimation. Assuming only Poissonian shot-noise it can be shown that
the maximum likelihood estimation of the position reaches the Cramér-Rao lower bound
which corresponds to the minimal theoretical localization uncertainity [97, 2]. If the emission
pattern is a Gaussian, also the center of gravity is a maximum likelihood estimator of the
molecule position [97].
4.2.5 Sample drift
During image acquisition a considerable sample drift can be observed. The reasons are
manyfold: temperature, air convection, mechanical deformation, building vibrations and so
forth. Given an aluminum sample holder of 5 cm length, a tenth of a degree in temperature
change would generate a sample drift of more than 100 nm. In addition, the piezo stage of the
sample holder can introduce a sample drift. It is possible to solve this issue by a closed-loop
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Figure 4.6: Flow chart of the localization algorithm. NLSQ: non-linear least square; MLE:
maximum likelihood estimation.
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control of the piezo stage with an interferometrically measured sample position feedback. If
the sample drift is mainly lateral, it is often easier to correct the recorded image sequence for
the sample drift than to avoid all possible causes.
During the measurements, we encountered a significant drift, most probably originating from
the open-loop piezo stage. Since the drift was linear in time and mostly lateral, we opted for a
linear drift correction during post-processing.
4.2.6 Image representation
The fluorescent molecules show a broad distribution of individual switching and blinking
characteristics depending on their local environment. Some may stay in a bright state for
many acquisition frames, others bleach very fast or are detected and localized in one frame
only. Accordingly, the broad distribution of number of localizations per molecule can lead to a
high dynamic range of the corresponding super-resolution image. A better visualization can
be achieved by algorithms such as histogram equalization or Delaunay triangulation [3]. We
have chosen a simple logarithmic scaling
Idisp(x , y ) = ln(L(x , y )+p ), (4.4)
where L(x , y ) are the number of localizations per sub-pixel, p an offset and Idisp(x , y ) the
displayed intensity.
4.3 Experimental Details
4.3.1 Sample preparation
The fluorescent probe for the STORM measurements was synthesized by Gražvydas Lukinav-
icˇius and Sambashiva Banala in the laboratory of Kai Johnsson [65]. The probe contains Cy3
and Cy5 dye molecules as well as a BG moiety (see Figure 4.7). The BG permits the targeting of
the Cy3–Cy5 photoswitch to SNAP-tag fusion proteins. The microtubules in U2OS cells were
labeled by expressing β-tubulin as a C-terminal fusion of SNAP-tag (β-tubulin-SNAP, see Fig.
4.7). The fixed cells were incubated with the probe followed by a washing step. As a control,
α-tubulin immunostaining of the cells was performed in parallel. Confocal fluorescence
imaging has proven the colocalization of the signals from the immunostaining of α-tubulin
and the SNAP-tag label demonstrating the highly specific labeling of β-tubulin-SNAP with
Cy3–Cy5 (see Fig. 4.8). It should also be noted that SNAP-tag remains active and can be labeled
after methanol fixation whereas green fluorescent protein (GFP) is known to lose fluorescence
under similar conditions [38].
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Figure 4.7: Illustration of the BG–Cy3–Cy5 labeling of α- and β-tubulin.
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Figure 4.8: Confocal fluorescence images of cells expressing β-tubulin-SNAP fusion protein.
Overlapping of the fluorescence resulting from the chemical labeling and immunostaining
indicates the correct localization of β-tubulin-SNAP to the microtubules and demonstrates
the specificity of the approach. Cellular α-tubulin was stained using mouse anti α-tubulin and
Alexa 488 labeled anti-mouse IgG antibody (green). Transiently expressed β-tubulin-SNAP
fusion protein was labeled with the SNAP-tag substrate BG–Cy3–Cy5 (red). Nuclear DNA
staining with Hoechst 33342 was used as a reference (blue). Cells were fixed with methanol
prior to staining. Images taken by Gražvydas Lukinavicˇius.
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4.3.2 Imaging buffers
Prior to imaging, the samples were embedded in an imaging buffer similar to previous works
[7]. The buffer was based on 50 HEPES pH 7.4 with 50 mM NaCl and contained 1% (v/v)
β-mercaptoethanol and an oxygen scavenging system. The oxygen scavenger was composed
of 0.5 mg/ml glucose oxidase, 40µg/ml catalase and 10% (w/v) glucose. A thin glass coverslip
with the sample was placed on a second glass slide with a drop of imaging buffer and sealed
with nail polish.
4.3.3 Optical setup
STORM measurements were performed on a custom-designed inverted TIR fluorescence
microscope in epi illumination (Fig. 4.9). The objective was an Olympus 60x1.49 with oil
immersion used with an 300 mm tube lens to yield a 100x magnification. The two laser
excitation sources were a red HeNe laser (633 nm, 2.5 mW) for imaging and a green Argon laser
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Figure 4.9: Inverted microscope in TIRF configuration used for STORM imaging.
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(514 nm, attenuated to 200µW, 50 ms pulses every second) for activating the photoswitchable
probes (see Fig. 4.1). The illumination area (beam waist)3 was approximately 430µm2.
4.3.4 Image acquisition and processing
For the STORM image reconstruction, we acquired typically 5000 images at a frame rate of
20 Hz with a Luca S 658 camera from Andor. The electron multiplier gain was set to 100×.
The image processing executed frame by frame is driven by a dedicated Matlab platform. The
first step involved selecting and isolating spatially resolvable labeled molecules with sufficient
intensity. To this end, we applied a Laplacian of Gaussian filter (σ = 2.1 pixel) in order to
enhance the SNR of these single emission patterns and to suppress noise. In the following step,
image segmentation with an adaptable threshold was performed. Only segments with a size
between 5 and 10 pixels were taken into account. The centre of gravity of the corresponding
pixel values in the original image yields a first estimation of the emitter position. An improved
accuracy was achieved by a Gaussian fit to the observed diffraction patterns using a non-
linear least square algorithm (Levenberg-Marquardt). Outliers with a Gaussian waist larger
than 0.5µm or an amplitude smaller than 100 or higher than 1000 were rejected. The super-
resolution image has a pixel matrix 10 times finer than the original acquired image. The pixel
values correspond to the number of localized fluorescent molecules within the enhanced
pixel space and are represented in a logarithmic scale. After single molecule localization
the reconstructed images were filtered using an image processing freeware to remove the
non-structured background without any significant loss of information. Isolated localizations
have been removed with the function "remove outliers" of radius 0 and threshold 1 using the
freeware "ImageJ".
4.4 Results & Discussion
The imaging buffer used for STORM imaging has been tested for the photoswitching capability
of pure BG–Cy3–Cy5 fixed with streptavidin and biotinylated BSA on a glass cover slide (see
Fig. 4.10). In agreement with the theory, the addition of a primary thiol to the imaging buffer
(HEPES, Tris or PBS) is necessary for the photoswitching mechanism. Other reducing agents
such as Trolox4 or propyl gallate did not show the same switching efficiency as the primary
thiols β-mercaptoethanol (2ME) or β-mercaptoethylamine (MEA). Furthermore, it turned
out that the oxygen removal as well as a sufficient sealing is required for the efficient switching
of the fluorescent probe. The oxygen scavenger has to be prepared less than one hour before
the measurement to avoid degradation manifested by a pronounced reduction of the pH in
the buffer solution. A reduction of the pH below 7 prevents the switching mechanism and has
3Without further consequences on the conclusion of the published data [17], this value was corrected after
remeasuring.
4Trolox stands for 6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid and is Hoffman-LaRoche’s trade
name. It is a water-soluble derivative of vitamin E.
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Figure 4.10: Fixation of fluorescent probes on a glass surface.
the effect that some components of the imaging buffer appear to be weakly fluorescent. The
reduction of the pH can be explained by formation of gluconic acid [57].
During STORM measurements the center of gravity algorithm was used to produce a fast
super-resolution image. Since this algorithm is iteration free, it is extremely fast. However it
introduces numerous false localizations because their rejection is only based on the segment
properties. Nevertheless, this approach is very convenient to get a rapid impression about the
quality of the sample labeling and the photo-physical properties. Once a meaningful image
sequence is selected, a non-linear least square Gaussian fit estimates the molecule positions.
This iterative algorithm is much slower than the center of gravity, but allows to reject more
false localizations with misshaped patterns. The localization accuracy could further be refined
by using a physical image formation model instead of a Gaussian as a fit function. In the
case of fixed fluorescent molecules for instance, a dipole emission model would be more
appropriate and would avoid biased centroid localizations.
Originally, intentionally activated molecules were supposed to be localized after an activa-
tion pulse only. Their identification and distinction from spontaneously activated molecules,
however, is complicated due to a strong spontaneous activation rate. For that reason, the lo-
calization algorithm was performed on all sufficiently isolated single molecules, independent
of the green activation pulse. Subsequently, the dose of the activation pulse served to tune
the density of the activated molecules (see Fig. 4.14 (a)). The strong spontaneous reactivation
could be linked to the ionized dark states with shorter lifetimes (see Section 4.2.3).
The sample drift correction was applied after the localization algorithm. The possibility of
post-correction is a strength of localization microscopy. The blue line in Figure 4.11 shows
the trace of a photostable isolated molecule in a strongly drifting sample over 250 s. This
trace suggests a nearly linear sample drift throughout the acquisition. Therefore, the sample
drift was corrected by shifting all localizations linearly as a function of time, which strongly
improved the resulting super-resolution image. To estimate the required correction shift, the
super-resolution image of the first 500 frames was correlated to the super-resolution image
generated from the last 500 frames (red line in Figure 4.11).
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Figure 4.11: Sample drift measured by tracking a single molecule (blue line). Applied linear
drift correction (red line).
Based on the SNAP-tag labeling technique, we performed super-resolution microscopy with
STORM. The results presented in Figures 4.8 and 4.12 show the applicability of our new
photoswitchable probes for the specific labeling of SNAP-tag fusion proteins in cells and the
subsequent STORM-based super-resolution microscopy. The improvement due to STORM
imaging becomes apparent by comparing microtubule structures imaged with a confocal
microscope to the calculated STORM image. The width of the Gaussian fit to each of the cross
sections in Figure 4.12 (e) and (f) demonstrates directly the improvement by almost an order
of magnitude. This gives an idea of the image quality, although it does not directly correspond
to the resolution, since STORM might fail for too high labeling densities due to two close
structures for instance. Nevertheless, the cross sections reveal the reduced artificial increase
of the observed labeled structures compared to conventional immunostaining [7, 100].
SNAP-tag reveals several advantages over commonly used immunostaining [61, 63, 106].
First, SNAP-tag is applicable to any structure of interest, without the need for a monoclonal
antibodies with high specificity and affinity. Second, a precise labeling of the targeted protein
is possible, with the potential to label living cells. Third, SNAP-tag is a small and highly soluble
protein of 20 kD (≈ 2.5 nm); this results in a minimal artificial increase in size of the imaged
structure [15, 44, 132]. Therefore, SNAP-tag is an ideal candidate for the construction of fusion
proteins for super-resolution microscopy. The labeling is highly specific, fast, stoichiometric
and quantitative. Furthermore, SNAP-tag labeling can be achieved after fixation of cells; this is
a prerequisite for its compatibility with STORM.
The localization precision is measured by tracking an isolated single emitter that was in a
bright state during almost the whole image acquisition. Since the spot disappeared and
showed up in a single step, we assume that we deal with a single emitter. After linear drift
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Figure 4.12: Confocal images (left side) and STORM images (lower right side). (a) confocal
image of two U2OS cells (marker BG–Cy3–Cy5). (b) wide field image of a U2OS cell given by
the sum of all frames of the STORM acquisition. (c) zoom-in to the white square in (a). (d)
STORM image of the white square in (b). (e) transversal cross section of the tubuline structure
in the white rectangle in (c) along with a Gaussian fit. The cross section is averaged over a
660nm large region along the structure. (f ) transversal cross section of the tubuline structure
in the white rectangle in (d) along with a Gaussian fit. The cross section is averaged over a
200nm large region along the structure.
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correction, the standard deviation of the localizations isσ= 11.3 nm. Despite the incompletely
compensated drift (see Fig. 4.11), this value is confirmed by evaluation of Equation (4.1)
introducing the parameters for the single emitter summarized in Table 4.1. We findσ≈ 7 nm,
which underestimates the measured uncertainty as expected by Thompson et al.
[120].
quantity description
b ≈ 10 photon counts background noise (std)
a = 100 nm effective pixel size
A ≈ 340 photon counts average Gaussian amplitude of the isolated emitter
s ≈ 100 nm average Gaussian width of the isolated emitter (std)
c ≈ 2.5 pixel–photon count conversion factor (see Section 2.3.4)5
N ≈ 2piA(s/a )2/c ≈ 900 ph. number of collected photons per molecule
σ≈ 7 nm estimated localization precision
Table 4.1: Statistic of the localization procedure. std stands for the standard deviation.
The background noise can be estimated for each localized emitter. The residual r of the
Gaussian fit is the sum of the squared differences of the fit to the measured PSF. The residual
consists of shot noise and local background noise b . The latter one can be estimated by
subtracting the Poisson distributed shot noise corresponding to the measured photon counts
N :
b =
r
r /c 2−N
n
, (4.5)
where c is the pixel–photon count conversion factor and n is the number of pixels considered
in the fitting. In the case of the isolated emitter, we find b ≈ 10 photon counts, corresponding
to the background noise measured on an empty area with no emitters.
These parameters and the corresponding localization precision reflect the ideal imaging
conditions with high SNR. In general, these conditions are not found everywhere in the
sample. The localization precision depends on the width and the amplitude of the PSF, which
are degraded by defocus (Fig. 4.13 (a) and (b)). Moreover, in contrast to the isolated emitter,
dark molecules that are not completely dark or the autofluorescence of the labeled structure
introduce additional background noise (Fig. 4.13 (c)). This indicates an insufficient dark
state or blinking rate (spontaneous reactivation) with respect to the labeling density. In
consequence, this leads to a distribution of the localization precision within the sample (Fig.
4.13 (d)), which is degraded compared to the single emitter.
5Without further consequences on the conclusion of the published data [17], this value was corrected after
revision of Section 2.3.4.
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Figure 4.13: Distribution of (a) amplitude and (b) waist of the Gaussian fit. The localizations
have a mean Gaussian amplitude of about A = 250 pixel counts and a mean waist of about
s = 120 nm. (c) Subtracting the shot noise from the residual of the Gaussian fit yields the
background noise at the considered location. (d) Estimated localization precision according
to Equation (4.1) and the data in (a-c).
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Figure 4.14: Mean photon counts per pixel. (a) Mean photon counts of the whole acquisition.
In order to keep a more or less constant density of emitting molecules despite of bleaching,
the activation laser intensity was increased three times. (b) Zoom in (a) showing the activation
events and the bleaching.
According to Table 4.1 and Fig. 4.13, about 900 photons are detected in average per frame
and molecule. The setup collection efficiency can be estimated thereof by considering the
excitation intensity and the corresponding emission rate of Cy5 (see Appendix B). We find a
detection efficiency of ≈ 6% corresponding to the lower limit of the estimation in Section
2.3.2.
The proper functioning of the imaging buffer is shown by the reduced bleaching and the
reactivation ability. Over 60 reactivation cycles, only 15% of the molecules are bleached (see
Fig. 4.14 (b)) whereas without imaging buffer the majority of the molecules bleach (data not
shown). Figure 4.14 (a) shows the mean intensity of the whole image sequence. In order to
have a more or less constant density of reactivated molecules and thus an optimal localization
performance, the activation laser power was increased three times to compensate for bleached
molecules.
4.5 Conclusion
Microtubules visualized with β-tubulin-SNAP have been resolved well below the diffraction
limit. The characteristic dimensions (FWHM) of these structures measured by this method are
40±10 nm in diameter. This value is close to the theoretical value of 30 nm, which is obtained
from a microtubule diameter of ≈ 25 nm, and an estimated distance of ≈ 2.5 nm from the N
terminus of the SNAP-tag to its reactive cysteine residue (see Fig. 4.7). It is noteworthy that
this measured size of the microtubule is smaller than that measured with STORM based on
antibody staining (60 nm [7, 100]).
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To achieve STORM imaging, the right imaging buffer with oxygen scavanger, labeling density,
excitation intensity and a sufficient sample sealing are crucial. Otherwise single emitters are
not well isolated increasing the risk for mislocalization artifacts. Beyond that, the localization
accuracy has to be interpreted carefully and should not be mistaken with the resolution. The
labeling density was not estimated. Hence the resolution is not defined.
In summary, we have introduced a targeted photoswitchable probe for the labeling of SNAP-tag
fusion proteins in cells and have successfully used them for STORM-based imaging. The small
size of the SNAP-tag and the simplicity of its labeling with a large variety of fluorescent probes
make this labeling technique well-suited for the imaging of biological structures. Furthermore,
it should be straightforward to extend the approach described here to multicolor STORM
or dSTORM [44], using different “orthogonal” self-labeling tags, such as the CLIP-tag [30].
For our experiments it should be noted, however, that the localized dye (Cy5) rather than
the reactivating dye (Cy3) should be used as multicolor label, unless the strong spontaneous
reactivation rates can be reduced. We believe that the described approach will significantly
broaden the possibilities of performing super-resolution microscopy of biological structures.
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5 Super-Resolution Optical
Fluctuation Imaging
5.1 Introduction
It is a challenge to prepare a biological sample that fulfills all prerequisites for STORM imaging.
A high SNR is needed to accurately localize single molecules and avoid false localizations. At
the same time a high resolution is assured by a considerably high labeling density only. This
demands that the fluorescent marker is ideally between 1000 to 10000 times longer in the
dark state than in the bright state. A cell sample with filaments like microtubules can relax
this condition by a lower overall labeling density. However, it remains a strong limitation,
for example at intersections of microtubule fibers. If these requirements are not met in
specific regions, false localizations cannot be excluded completely. Therefore the resulting
super-resolved image is not free of artifacts.
SOFI benefits of the fact that single molecules blink independently. Similar to FCS, single
molecules can be detected even with a reduced SNR. Thanks to the independency of different
molecules, a single molecule correlates only with itself, but not with the others. The auto-
correlation acts like a squaring of the measured signal. If the signal of an isolated emitter is
squared, its PSF narrows. Squaring the signal of two closely located emitters is no solution
to resolve them because of cross products. However, squaring each emitter independently
improves the resolution (see Fig. 5.1). This is achieved by the correlation if the two emitters
blink independently. Cumulants generalize this concept to higher orders (see Appendix A).
Assuming the PSF to be approximately Gaussian, the n-th order cumulant increases the reso-
lution
p
n-fold by using the fact of the independency of single molecules and without the use
of delicate localizations.
Initially, SOFI consisted of computing higher-order auto-cumulants [19], where the achievable
resolution was limited by the effective pixel size of the detector. Recently, it has been shown
that this limitation can be circumvented using spatio-temporal cross-cumulants (XC-SOFI) for
generating a finer sampling grid [20]. Furthermore, a simple reweighting scheme in the Fourier
domain of the n-th order SOFI image has been introduced, which modifies the resulting SOFI
PSF to yield the original microscope PSF with an n-fold reduced size, corresponding to a reso-
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Figure 5.1: Resolution improvement by squaring the PSF. For illustration, the PSF is approxi-
mated with the Gaussian: U (x ) = exp(−x 2/(2σ)) and U1,2(x ) =U (x ±σ). (a) The Gaussian is
narrowed by
p
2 by squaring its intensity. (b) Two spots separated by 2σ are resolved only if
their Gaussian is individually squared.
lution improvement by a factor of n [20]. Here we implemented those recent developments,
calculated spatio-temporal cross-cumulants to generate inter-pixels and estimated the PSF,
which is necessary for the subsequent Fourier reweighting (FRW).
A scheme illustrating the different steps of the SOFI algorithm is depicted in Fig. 5.2. The
computation of different combinations of spatio-temporal cross-cumulants of each pixel
with n −1 of its neighboring pixels enables the construction of an n-fold finer sampling grid
in the final image (see Fig. 5.3). Due to the spatial decrease of correlation, the inter-pixels
introduced by cross-cumulants are lower in amplitude than the pixels computed by the auto-
cumulants and need thus to be corrected by a distance factor (Fig. 5.2, step 3). Using an
image formation model (e.g., Gaussian) of the microscope’s PSF and varying its parameters,
these correction factors can be iteratively optimized until all pixels have similar weights. The
resulting estimation of the PSF is used in the Fourier reweighting (Fig. 5.2, step 4).
The computed cumulants contain more information than the super-resolution. Cumulants
depend on the blinking characteristics of the observed molecules. By comparing several
cumulant orders, parameters such as molecular brightness, density and blink statistics can
be extracted simultaneously with an increased resolution and contrast. Applied to biological
investigations this cumulant imaging offers the possibility to monitor the microenvironment
of a fluorescent molecule, the blink statistics of which is influenced by the concentrations
of certain substances. This offers functional imaging similar to imaging FCS [70, 109], but
combined with super-resolution capability. Furthermore, the evaluation of the blink statistics
informs whether the considered sample region is well-suited for STORM imaging.
Section 5.2 describes the theoretical background of SOFI and cumulant imaging and explains
the supplementary tools Fourier reweighting and cross-cumulants used to achieve a further
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resolution enhancement and a finer virtual pixel sampling combined with an effective reduc-
tion of noise. The SNR provided by these methods is examined at the end of the theory part.
Section 5.3 specifies the simulation framework and the experimental details. In Section 5.4 a
characterization of SOFI is presented by comparing the performance of SOFI with localization
based microscopy (STORM). SOFI turned out to be much less challenging with respect to
the photo-physical properties of the sample. Also based on similar simulations, cumulant
imaging is tested and characterized for its functional imaging capabilities to extract molecular
brightness, density and blinking characteristics. Section 5.5 presents the application of SOFI
and cumulant imaging to the measurements of microtubules in U2OS cells labeled with Cy3–
Cy5 and SNAP-tag. SOFI and cumulant imaging are discussed in Section 5.6 leading to the
conclusion in Section 5.7.
i-1 i i+1
3. Distance-factor correction (DFC)
DFC
2. Cross-cumulants (XC) calculation
1. Data acquisition
4. Fourier reweighting (FRW)
5. Higher-order cumulants (repeat steps 2-4, acc.)
t
t
t
Figure 5.2: The different steps of calculating cross-cumulant SOFI with Fourier reweighting
(XC-SOFI-FRW), illustrated for the second order. Before the computation of cross-cumulants,
the mean is subtracted from the data step 1). Using different combinations of cross-cumulants
between pixels gives rise to an inhomogeneous weight distribution (step 2), which needs to
be corrected by a distance factor (step 3). The distance-factor correction also provides an
estimation of the system’s PSF. Fourier reweighting (FRW) enables the modification of the
SOFI equivalent PSF to retrieve the microscope’s PSF with an n-fold reduced size (step 4).
Higher-order cumulants are computed using the exact formulation described in [90]. Scale
bars: 200 nm.
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Figure 5.3: Fourth-order cross-cumulant combinations for pixel i with or without repeti-
tions. Different combinations within a neighborhood matrix of i can be used to generate 15
inter-pixels in between the original pixel matrix (ABCD). Combinations leading to the same
inter-pixel are averaged. (a) All n-combinations within a 2x2 neighborhood (ABCD) starting
with A and allowing for repetitions are computed. This scheme can be expanded easily to any
order n . Due to the presence of autocumulants, this method does not suppress shot noise
very well unless non-zero time lags are used. (b) The different combinations within a 4x4
neighborhood of pixel i can be used to generate inter-pixels in a circular arrangement (left).
By excluding repetitions (autocumulants), shot noise is suppressed much better. For compu-
tational reasons, only combinations featuring the shortest sum of distances with respect to
their corresponding inter-pixels are considered. By considering more combinations and aver-
aging over the corresponding cross-cumulants, even more noise could be eliminated. Further
simplification can be done by considering only combinations leading to the 15 inter-pixels
within ABCD (right). This scheme is expandable until order 10. To go beyond this range, the
size of the neighborhood has to be increased.
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5.2 Theory & Method
5.2.1 The principle of SOFI
We assume a fixed sample labeled with N independently fluctuating markers. Their position
rk is fixed during acquisition and their temporal fluctuations are stationary. The principle of
the following theory can be applied to any fluctuating signal and is not limited to fluorescence
microscopy. In the following we consider the imaging of single fluorescent molecules, though.
The image formation of an optical system is described by the convolution of the object S(r)
with the PSF U (r)
F (r) =U (r) ∗S(r), (5.1)
where F (r) is the recorded image. For simplicity the PSF is assumed to be constant over the
whole field of view. The object S(r) consists of N single point emitters at the position rk with
detected intensity Ak and temporal fluctuations sk (t )∈ [0, 1]:
S(r, t ) =
N∑
k=1
Akδ(r− rk )sk (t ), (5.2)
where the Dirac δ(r− rk ) describes the position rk of the molecule. An image sequence F (r, t )
can be represented as
F (r, t ) =
N∑
k=1
Ak U (r− rk )sk (t )+b (r), (5.3)
where b (r) is a temporally constant background intensity coming from the sample or the image
acquisition. As expected, there is no resolution improvement, if the whole image is squared
as illustrated in Fig. 5.1 b). This is because in addition to the individually squared PSFs, all
cross products are involved. This can be avoided by time-correlating the image sequence with
itself instead of squaring. Assuming stochastically and independently blinking molecules,
each emitter correlates only with itself. For a stationary blinking signal, i.e. no bleaching,
the cross-correlation of the temporal zero-mean fluctuations δsk (t ) = sk (t )−〈sk (t )〉t of two
independent emitters tends to zero for sufficiently long sequences (N f > 1000 frames), while
it persists in the case of the autocorrelation:
lim
N f→∞
¬
s j (t )sk (t )
¶
t
=
¨
0 if j 6= k
g 2,k (τ) 6= 0 if j = k (5.4)
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The autocorrelation of the corresponding zero-mean image sequence δF (r, t ) = F (r, t )−
〈F (r, t )〉t is then given by:
G2(r,τ) = 〈δF (r, t +τ) ·δF (r, t )〉t
=
N∑
j=1
N∑
k=1
A j Ak U (r− rj )U (r− rk )¬δs j (t +τ) ·δsk (t )¶t (5.5)
=
N∑
k=1
A2k U
2(r− rk ) 〈δsk (t +τ) ·δsk (t )〉t︸ ︷︷ ︸
g 2,k (τ)
.
The temporally constant background b (r) vanishes in the zero-mean image sequence. For a
given delay time τ, the created image is composed of the squared PSFs U 2(r− rk)weighted
by the squared intensity A2k and the correlation factor g 2,k (τ). The time lag τ has to be
chosen smaller than the characteristic blinking time to ensure the correlation. If the PSF is
approximated with a 3D Gaussian (see Fig. 2.5 in Section 2.3.3), the square translates directly
in a narrowed Gaussian in all three dimensions by a factor of
p
2 (see Fig. 5.1):
U 2(r) = exp
 
−2x 2+ y 2
2σ2x y
−2 z 2
2σ2z
!
= exp
 
−x 2+ y 2
2σ¯2x y
− z 2
2σ¯2z
!
, (5.6)
with σ¯x y =σx y /
p
2 and σ¯z =σz /
p
2. Laterally and axially, this results in a resolution enhance-
ment and axially it improves additionally the optical sectioning. The autocorrelation G2(τ) is
a second order moment. Higher order moments µn can be calculated, but are generally not
additive for independent random variables X and Y at orders higher than three:
µn (X +Y ) 6=µn (X )+µn (Y ) ∀ n > 3 (5.7)
Consequently the moment of the sum of the blinking emitters (i.e. the moment of the image
sequance) is not equal to the sum of the moments of the emitters (i.e. the super-resolution
image). Thus, because of cross terms, the resolution improvement is limited. Per definition,
cumulants are additive and do not contain those cross terms. Among others, cumulants κ
have the following properties (see Appendix A):
1. If β and λ are constants and {X i } random variables, then
κ(β +λX1, . . . ,β +λXn ) =λnκ(X1, . . . , Xn ) ∀ n > 1. (5.8)
2. If the random variables {X i } are independent of the random variables {Yi }, then
κ(X1+Y1, . . . , Xn +Yn ) = κ(X1, . . . , Xn )+κ(Y1, . . . , Yn ) ∀ n . (5.9)
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3. If any subset of {X1, . . . , Xn} consists of independent random variables, then
κ(X1, . . . , Xn ) = 0 ∀ n > 1. (5.10)
We can therefore write the n-th order cumulant Cn as
Cn (r,τ1, . . . ,τn−1) = κ(δF (r, t ),δF (r, t +τ1), . . . ,δF (r, t +τn−1))
=
N∑
k=1
Ank U
n (r− rk )κ(δsk (t ),δsk (t +τ), . . . ,δsk (t +τn−1))︸ ︷︷ ︸
cn ,k (τ1,...,τn−1)
. (5.11)
The n-th order cumulant Cn of the image sequence is thus equal to the sum of n-th power
of the PSFs U n (r− rk ) weighted by the n-th power of the molecular intensities Ank and the
correlation-based factor cn ,k . With the narrowed PSF U n (r), the resulting image Cn (r) offers
a
p
n-fold resolution improvement. This corresponds to the simplest approach to achieve
super-resolution, illustrated in Fig. 5.5 (dashed line).
5.2.2 The principle of cumulant imaging
In addition to the resolution enhancement, the different cumulant orders of an image se-
quence permit to extract the molecular density, their brightness and the blink statistics offering
a functional imaging method (Fig. 5.5, dot-dashed line).
In the simplest case of zero time lags, we have X1 = · · ·= Xn = δF (r, t ). The computation of
the forth order auto-cumulant simplifies for example to (see Appendix A.3)
C4(r) =
¬
δF 4(r, t )
¶
t
−3¬δF 2(r, t )¶2
t
. (5.12)
In the case of zero time lags, the correlation-based factor cn ,k can be expressed by the ratio of
dark to bright states r = τoff/τon. The blinking of the molecules is modeled with the binary
switching function sk , which is either 0 or 1. This corresponds to a Bernoulli distribution
X ∼ P(pk )with a probability
pk =τk ,on/(τk ,on+τk ,off) = 1/(1+ rk ) (5.13)
of the fluorescent molecule k to be in the on state. The first four cumulants are (see Ap-
pendix A.4)
c1(rk ) = pk
c2(rk ) = pk (1−pk )
c3(rk ) = pk (1−pk )(1−2pk )
c4(rk ) = pk (1−pk )(1−6pk (1−pk )). (5.14)
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In a certain environment of a pixel r, we assume that the N (r) locally detectable molecules are
freely rotating, have the same brightness A(r) and the same bright state probability pk ≈ p (r)
for all k because they have the same chemical environment and uniform absorption and
emission. The extension of the local region is defined by the radius of detectable molecules,
which depends on the system’s PSF and the SNR. The detectable intensity per molecule is then
Ak (r)≈ γ(rk )A(r), where γ(r) is the local illumination distribution. Under these assumptions
and with zero time lags, the cumulants of the image sequence can be written as
Cn (r) =
N (r)∑
k=1
Ank (r)U
n (r− rk )cn (r)≈N (r)An (r)E{γn (rk )U n (r− rk )}cn (r). (5.15)
The latter approximation is unbiased and approaches the exact value for N (r) → ∞. The
expectation value E{γn (rk )U n (r− rk )} depends on the illumination distribution γ(r) and the
molecular distribution rk . In the case of a locally uniform illumination (constant on the scale
of the system’s PSF, for instance wide-field illumination), we have γ(r) ≈ 1. For uniformly
distributed molecules in d dimensions, the expectation values (moments) are [71]
m (d )n =E{U n (r− rk )}= u (σx y ,σz ) ·n−d /2, (5.16)
where u is a constant depending on the PSF shape. Equation (5.16) is for an infinitely large
detection radius R →∞. Due to background noise and shot noise, only molecules within
a limited radius R are detected. For sufficiently large radii R > 2σ, the relative error of the
moments in Equation (5.16) remains below 2%, though.
In the case of an evanescent illumination (for instance TIR illumination), we have to take into
account the local illumination distribution γ(r) because the illumination intensity varies on
the scale of the PSF. For an evanescent field decaying along one dimension, the moments can
be expressed as
m (TIR)n =E{γ(rk )U n (r− rk )}= uγ(σx y ,σz , d z ) ·n−2, (5.17)
where uγ is a constant depending on the PSF and the excitation field shape. The relative
error for a limited detection radius R > 3σ is below 2%. In confocal imaging with uniformly
distributed molecules, the illumination can be assumed to be Gaussian, approximately with
the same distribution as the emission PSF. Consequently, the resulting detection PSF is a
Gaussian with a smaller width. Thus, the decay of the moments with respect to the order is
the same as for uniformly distributed molecules in wide-field illumination.
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In all cases, wide-field and TIRF illumination, the cumulants can now be written as
C1(r)≈N (r)A(r)m1 p (r)+b (r)
C2(r)≈N (r)A2(r)m2 p (r)(1−p (r))
C3(r)≈N (r)A3(r)m3 p (r)(1−p (r))(1−2p (r))
C4(r)≈N (r)A4(r)m4 p (r)(1−p (r))(1−6p (r)(1−p (r))), (5.18)
...
where b (r) is a constant background. From the last three equations we can extract the esti-
mated values for A(r), p (r) and N (r):
A2(r)≈ 3

k32(r)
m2
m3
2
−2k42(r)m2
m4
p (r)≈ 1
2
− k32(r)
2

3k 232(r)−2k42(r) m
2
3
m2m4
−1/2
N (r)≈ C2(r)
A(r)m2p (r)(1−p (r)) , (5.19)
where k i j (r) =C i (r)/C j (r). The moments mn depend on the sample and the illumination only
and are assumed to be constant over the field of view. For a uniform 3D sample distribution
and a wide-field illumination for instance, the moments are mn ∝ n−3/2 which yields
A2(r)≈ 81
8
k 232(r)−4
p
2k42(r)
p (r)≈ 1
2
− k32(r)
2

3k 232(r)− 32
p
2
27
k42(r)
−1/2
. (5.20)
These equations are unbiased for molecular concentrations with more than ≈ 10 molecules
per PSF. Below this concentration, there is maximally one dominating molecule detected per
pixel only and the sum in Equation (5.15) consists of a single element, which equals to the
Equations (5.18) with mn = 1 ∀n . For sparsely distributed single molecules the Equations
(5.20) yield therefore biased values (see Fig. 5.17 (b)). This is avoided by putting the moments
mn to unity:
A2(r)≈ 3k 232(r)−2k42(r)
p (r)≈ 1
2
− k32(r)
2

3k 232(r)−2k42(r)
−1/2
. (5.21)
The choice of either (5.20) or (5.21) could be selected automatically by estimating the molecule
number N (r) and correcting iteratively the moments before re-estimating N (r), A(r) and r (r).
Otherwise, the bias of the estimation of p (r) can go up to 0.15. The estimation of A(r) is less
robust and the error can go up to 100%. This makes sense, since if the molecule is not centered
on the pixel, its emission intensity is underestimated in function of the spatial distribution of
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its emission pattern. Related to this, also the estimation of N (r) is subject to important errors.
Therefore A(r) and N (r) should rather be interpreted qualitatively only.
Besides the dependency on the illumination intensity, A(r) and r (r) give an information about
the chemical microenvironment. The blink statistics for example depend on the concentration
of reducing and oxidizing agents (see Chapter 4). In addition, it helps to evaluate whether a
sample is more adapted either for SOFI or STORM imaging and what resolution improvement
can be expected.
5.2.3 SOFI-Fourier reweighting
Regarding the resolution given by the PSF, the optical transfer function (OTF) is an equivalent
measure of the performance of an optical system. The OTF U˜ (k) is the Fourier transform of
the PSF U (r) and represents the image contrast of given spatial frequencies k in the object.
The OTF has a finite support and the cut-off of the spatial frequencies is proportional to the
numerical aperture of the system. The PSF of the n-th order SOFI image is given by the n-th
power of the system’s PSF U (k) ((5.11)). The corresponding SOFI OTF O(k) is consequently
equal to (n −1) convolutions of the system’s OTF U˜ (k)with itself:
U n (r)
Fourier−−−→ U˜ (k) ∗ · · · ∗U˜ (k)︸ ︷︷ ︸
(n−1)-times
=O(k). (5.22)
The support of the OTF O(k) is thus n-times larger than the inherent OTF of the imaging
system (c.f. Titchmarsh convolution theorem [121]). Supposing no noise, this means that
n-times higher spatial frequencies can be resolved and an n-fold resolution improvement
should physically be possible, which is in contrast to the
p
n-fold resolution improvement
assuming a Gaussian PSF. Based on this idea, Dertinger et al. [20] proposed a reshaping of the
n-fold convolution of the OTF O(k) to yield an n-times stretched OTF U˜ (k/n ) by enhancing
the contrast of certain frequencies (see Figures 5.4 and 5.5). This reweighting scheme in the
Fourier space of the cumulant image is formalized as
W (k)O(k)≈ U˜ (k/n ) Fourier−1−−−−→U (nr) with W (k) = U˜ (k/n )
O(k)+α
, (5.23)
where α is a damping factor to avoid the division by zero and reduce the amplification of
background noise. This results nearly in a n-times shrinked PSF U (nr) and a resolution
improvement of almost the order of the cumulant image (see Fig. 5.4). In contrast to a
deconvolution, this method only takes into account spatial frequencies that are physically
possible as pointed out by Dertinger et al. [20]. Therefore it introduces less artifacts than the
deconvolution.
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Figure 5.4: Performance of the SOFI imaging system shown by the corresponding PSF and
OTF. (a) OTF1(k ) is the systems’s OTF U˜ (k ); OTF2(k ) and OTF4(k ) are the OTFs of PSF put to
the power of 2 and 4 respectively (solid lines). The Fourier reweighting (FRW) is achieved with
the weighing function W (k ) (dashed lines) calculated with a damping factor α= 0.01. The
four times stretched system’s OTF is shown for comparison (dotted line). (b) The equivalent
PSFs of the OTFs shown in (a).
5.2.4 Cross-cumulants
So far, n-th order temporal auto-cumulants of a pixel with itself have been considered for
zero or non-zero time lags. Cumulants can also be calculated between different pixels at
given time lags (see Fig. 5.3). Assuming a Gaussian PSF U (r) a second order-cross cumulant
(cross-correlation) corresponds to [19]:
XC2(r1, r2,τ) =
N∑
k=1
A2k U (r1− rk )U (r2− rk ) 〈δsk (t +τ) ·δsk (t )〉t
=U

r1− r2p
2

·
N∑
k=1
A2k U
2

rk − r1+ r2
2

cn ,k (τ). (5.24)
Accordingly, spatio-temporal cross-cumulants of the n-th order can be written as:
XCn (r1, . . . , rn ,τ1, . . . ,τn−1) =
n∏
j<l
U

rj − rlp
n

︸ ︷︷ ︸
d (r1,...,rn )
·
N∑
k=1
Ank U
n
rk −
n∑
i
ri
n
 cn ,k (τ1, . . . ,τn−1)
(5.25)
The cross-cumulant XCn is very similar to an auto-cumulant Cn that would be evaluated at
the center of gravity 〈ri 〉i and weighted by a factor d (r1, . . . , rn ) depending on the inter-pixel
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distances and the system’s PSF U (r) (see Fig. 5.5). If the auto-cumulant Cn is defined at 〈ri 〉i
and in the case without noise, we can write:
XCn (r1, . . . , rn ,τ1, . . . ,τn−1) = d (r1, . . . , rn )Cn (〈ri 〉i ,τ1, . . . ,τn−1). (5.26)
By considering several cross-cumulant combinations or by comparing to the corresponding
auto-cumulants if they exist, the distance factor d (r1, . . . , rn ) can be used to estimate the
PSF U (r) (see Fig. 5.5). The parameters of the PSF are found by optimizing them iteratively
until all pixels have similar weights. We have used the 2D Laplacian as a cost-function of
the optimization algorithm, which turned out to be robust. The distance factors can also be
calculated by assuming a given image formation model with corresponding PSF. In the case of
a shot noise limited acquisition, however, the auto-cumulant C (r) has a positive bias equal to
the mean intensity because the cumulant of a Poisson noise corresponds to its mean for all
orders.
Cross-cumulants offer two main advantages: First, even for zero time lags non-correlated noise
(for instance shot noise) is efficiently suppressed for cross-cumulants while auto-cumulants of
zero time lag suffer from a bias. Compared to non-zero time lags, the requirements on sample
and hardware for zero time lags are more relaxed and the acquisition rate has only to be in
the same order as the blinking rate. While auto-cumulants of zero time lag suffer from a bias,
cross-cumulants can efficiently reject non-correlated noise and offer a higher SNR (see Section
5.2.5). Second, cumulant values between the physical pixels (inter pixels) can be generated
resulting in a subsampling, i.e. a finer pixel grid. This way the SOFI-image resolution can
exceed the resolution limit given by the physical pixel sampling. This is necessary to compete
with STORM imaging, where the localization accuracy is better than the resolution limit of the
physical pixel sampling. An example of how a finer pixel grid can be computed was shown in
Fig. 5.3.
Figure 5.5 summarizes the SOFI algorithms for super-resolution imaging as well as the func-
tional approach of the cumulant imaging. An overview of the SOFI-algorithms with their
advantages and disadvantages is presented in Table 5.1.
5.2.5 Signal-to-noise ratio of cumulants
The SNR of a data set can be modified by any post-processing. It is therefore interesting and
important to know, how the SNR evolves for increasing SOFI orders and how it depends on the
molecule amplitude A, the on rate p , the molecule number N and a constant background b .
The signal corresponding to a single molecule is S = Ap on a floor of background including
the N blinking molecules N Ap +b . This background floor is subject to shot noise. The SNR of
a cumulant of the order n can then be written as
SNR(Cn ) =
Cn (S)
σ{Cn (N Ap +b )} , (5.27)
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Figure 5.5: Overview of SOFI algorithms.
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auto-cumulants cross-cumulants
with repetitions without repetitions
zero
time lag
+ fast computation
+ unlimited order
− no refined pixel grid
− biased
+ unlimited order
+ improved SNR
− repetitions
decrease SNR
− estimation of PSF
needed
+ highest SNR
+ no bias
− limited order
− slow computation
− estimation of PSF
needed
non-zero
time lag
+ no bias
+ good SNR
+ additional absolute
time information
− slow blinking required with
respect to the acquisition rate
otherwise low SNR
Fourier
reweighting
+ enhanced resolution
+ risk of artifact generation
− estimation of PSF needed
Table 5.1: Overview of SOFI methods presented in this work with their advantages and disad-
vantages.
where σ{} gives the standard deviation generated by the shot noise of N Ap +b . For cross-
cumulants, which are preferably used in the following, the derivation is particularly simple.
Up to the third order, the cumulants correspond to the centered moments. Since, in the case
of independent random variables with zero mean X i , the variance of a product is equal to the
product of the variances, we have for n ≤ 3
σ{XCn (X1, . . . , Xn )}=σ{〈X1 . . . Xn 〉t }= 1p
N f
σ{X1 . . . Xn}= 1p
N f
σ{X1} . . .σ{Xn}, (5.28)
where N f is the number of acquired frames. For n > 3, the additional partition terms (see
Appendix A.3) are negligible if a sufficient number of frames are acquired. This is verified
by simulation (Fig. 5.6 (a)). Those terms are weakened because of the division by additionalp
N f coming from averaging over the acquired frames. Thus, the number of acquired frames
has to be increased at higher orders to counteract the noise from an increasing number of
partition terms. The number of two-partition (|Π|= 2) terms are the first to become significant.
Therefore we get the following condition on the number of frames N f for the order n (c.f.
Stirling numbers of the second kind [35]):
N f >
¨
n
2
«
−n
2
= (2n−1−1−n )2. (5.29)
Auto-cumulants are more sensitive to noise (see Fig. 5.6 (a)) and are biased. For cross-
cumulants though, the signal is weakened by an additional distance factor scaling in our
algorithm with ≈exp(−n 2/(12σ2PSF)) (see Fig. 5.6 (b)) and depending on the system’s PSFσPSF
measured in pixels. For very high orders or larger pixels with respect to the PSF, this term
becomes predominant and auto-cumulants may become favorable.
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Figure 5.6: (a) Sensitivity of cross-cumulants and auto-cumulants on shot noise of a back-
ground BG in function of the order. The cross-cumulants are comparable to cross-correlations,
whereas auto-cumulants are more sensitive to noise. (b) Decay of the distance factor for
σPSF = 2 with an empirical fit: exp(−n 2/(12σ2PSF)).
For Poisson distributed noise, we haveσ{X i }=
p
E{X i } and as long as the condition (5.29) is
complied the expected SNR of cross-cumulants can be written as
SNR(XC2)≈pN f A2p (1−p )
N Ap +b
·exp

− 1
σ2PSF

SNR(XC3)≈pN f A3p (1−p )(1−2p )
(N Ap +b )
3
2
·exp

− 1
σ2PSF

...
SNR(XCn )≈pN f  Ap
N Ap +b
!n
·exp

− n 2
12σ2PSF

κn (X ∼ P(p )). (5.30)
These equations show that like in FCS, the SNR decreases for an increasing number of
molecules. The optimal on rate p is lower than 0.5 and approaches zero for higher orders.
5.3 Simulation & Experimental Details
5.3.1 Simulation
Based on a simulation, we investigated the performance of the SOFI and STORM algorithms
under the aspects of photo-switching kinetics, labeling density and SNR. This work is pub-
lished in [31]. The simulation generates image sequences of randomly blinking fluorescent
molecules that are placed arbitrarily on two parallel bands, each 0.04 Airy units wide, at
different separation distances. The molecular blinking behavior was simulated as a time-
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continuous Markov process between on and off states using a 100-fold temporal oversampling.
The average blinking rate is then given by
k =
konkoff
kon+koff
, (5.31)
where kon = τ−1off denotes the rate at which the fluorescent molecule is transferred from the
off state back to the on state and vice versa for koff = τ−1on . k was fixed to half the sampling
rate ( f ) but was not synchronized with the acquisition time intervals. The number of emitted
photons per molecule followed a Poisson probability-density distribution with an average
photon count rate of 9 kHz in the on state. Similar to measurements, a constant background
of 40% of the average molecular amplitude and shot noise was added. For simplicity, we used
a Gaussian PSF model with a full-width at half-maximum (FWHM) equal to one Airy unit
(237 nm; corresponding to a numerical aperture (NA) of 1.49 and an emission wavelength of
580 nm). The pixel size was 100 nm. For computational ease and to limit the length of the
image sequences, we applied generally low labeling densities (5-20/µm), which allow longer
fluorescence on-times with respect to their off-times, i.e., a low rate ratio
r =
koff
kon
=
τoff
τon
. (5.32)
However, we expect the effect to be similar at higher labeling densities if accordingly higher
rate ratios and sequence lengths are used.
We compared the relative visibility v (in the following referred to as visibility) of the projected
line profiles, defined as
v0 = 0.5
Imax,1− Imin
Imax,1+ Imin
+0.5
Imax,2− Imin
Imax,2+ Imin
(5.33)
v = v0
min{ Imax,1I1 , Imax,2I2 }
max{ Imax,1I1 , Imax,2I2 }
sign{v0} , (5.34)
where Imax,1, Imax,2, Imin, I1 and I2 are defined according to Fig. 5.7.
In addition to the comparison between SOFI and STORM, we investigated the characteristics
of cumulant imaging based on the same Monte Carlo simulation. Parameter maps have been
attributed to ordered or random distribution of molecules with the goal to visualize the perfor-
mance of cumulant imaging computed by cross cumulants without Fourier reweighting. For
the quantitative characterization, longer sequences of one or more molecules were generated
on a single pixel. In this case auto-cumulants were computed and corrected for their bias due
to shot noise by subtraction of the square root of the mean intensity.
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Figure 5.7: The visibility defined in eq. (5.34) serves as a benchmark for comparing the
different algorithms. The line profiles are obtained by projecting the images along the y
direction. Imax,1 and Imax,2 are obtained by taking the mean intensity at the known positions
of the lines (x1 and x2) and Imin is the mean intensity between 0.4(x1+x2) and 0.6(x1+x2).
Scale bars: 500 nm.
5.3.2 Experiments
We used a custom-designed total-internal-reflection fluorescence (TIRF) microscope in epi-
illumination with an oil-immersion objective (Olympus 60x1.49) and two laser excitation
sources. Fixed human osteosarcoma cells (U2OS) expressing a β-tubulin-SNAP tag [98] have
been labeled with a photo-switchable probe (BG–Cy3–Cy5) and an imaging buffer containing
mercaptoethanol, and an oxygen-scavenging system was used to increase the dark state
lifetime of Cy5. All experimental details can be found in Chapter 4 and in [17].
Regarding the cumulant imaging, quantum dots are perfectly adapted to demonstrate the
extraction of various blinking rates. A broad distribution of blinking rates in many timescale
can be observed since their blinking rates follow a power law distribution [79]. In addition
they show virtually no bleaching even in air. They have been dried on a microscopy cover
slide, excited at 490 nm and imaged using the same microscope as for STORM imaging.
5.4 Simulation results
5.4.1 Resolution enhancement with SOFI
Effect of photo-switching kinetics
In Figures 5.8 and 5.9, we compare the effects of varying the rate ratio on the visibility of the
two lines in STORM and the different SOFI orders. Van de Linde et al. [126] have already shown
that a high rate ratio is crucial for successful STORM imaging, as is confirmed by Figures
5.8(a), 5.9(d) and 5.9(f). Due to the stochastic nature of the photo-switching dyes, it is always
possible to have multiple emitters in a diffraction-limited spot. If they are too close to be
identified as an agglomeration, the Gaussian fit results in a false localization. The number
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Visibility vs. rate ratio
(a) Comparison of STORM, SOFI and TIRF
rate ratio r = koff/kon rate ratio r = koff/kon
(b) Comparison among different SOFI orders
vi
si
b
ili
ty
 v
vi
si
b
ili
ty
 v
10-1 100 101
−0.2
0
0.2
0.4
0.6
0.8
 
 
10-1 100 101
0
0.2
0.4
0.6
0.8
1
 
 
Best XC−SOFI FRW
XC−SOFI2 FRW
XC−SOFI3 FRW
XC−SOFI4 FRW
XC−SOFI5 FRW
XC−SOFI6 FRW
Best XC−SOFI FRW (σ = 20%)
TIRF
STORM (σr > 2 = 18%)
Figure 5.8: Comparison of the visibility versus rate ratio. The best XC-SOFI is obtained by
the SOFI order yielding the highest average relative visibility for a specific set of simulation
parameters. σ denotes the average relative standard deviation. Fixed simulation parameters:
k/ f = 0.5, line separation: 0.6 Airy units, labeling density: 5/µm, 1000 frames, 50 realizations
per point.
of false localizations increases with lower rate ratios. At a specific cut-off rate ratio, where
multiple emitters are always present in a diffraction-limited spot, STORM fails completely (Fig.
5.8(a) at r < 1 and Fig. 5.9(d)).
SOFI, on the other hand, is more robust. Considering different SOFI orders, the visibility
is almost independent of the rate ratio (see Fig. 5.8(a)), which therefore relaxes the photo-
physical constraints of the emitter. Figure 5.8(b) illustrates how different SOFI orders can
be used to characterize the blinking nature and statistics. For example, if the blinking is
symmetric (kon = koff), the skewness or third-order is zero, leading to a visibility v = 0. This
result is similar to other odd higher-order cumulants, where an asymmetry must be present.
(a) (b) (c) (d) (e) (f)
Figure 5.9: Visual comparison of SOFI and STORM reconstructions at different rate-ratios.
(a) Target structure. (b) Summed TIRF. (c) XC-SOFI5 FRW, r = 0.6. (d) STORM, r = 0.6.
(e) XC-SOFI4 FRW, r = 10. (f ) STORM, r = 10. Scale bars: 200 nm.
72
5.4. Simulation results
Visibility vs. labeling density
(a) Comparison of STORM, SOFI and TIRF
labeling density [μm-1] labeling density [μm-1]
(b) Comparison among different SOFI orders
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Figure 5.10: Comparison of the visibility versus labeling density. The best XC-SOFI is obtained
by the SOFI order yielding the highest average relative visibility for a specific set of simulation
parameters. σ denotes the average relative standard deviation. Fixed simulation parameters:
k/ f = 0.5, r = 2, line separation: 0.6 Airy units, 1000 frames, 25 realizations per point.
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Figure 5.11: Visual comparison of SOFI and STORM reconstructions at different labeling
densities. Labeling density: (a-d) 3/µm, (e-h) 20/µm. (a,e) Target structure. (b,f ) Summed
TIRF. (c) XC-SOFI5 FRW. (g) XC-SOFI3 FRW. (d,h) STORM. Scale bars: 200 nm.
For the second-order, the rate ratio does not have any effect on the visibility as long as it is the
same for all molecules because the variance of the blinking is the measured quantity.
Effect of labeling density
The effect of the labeling density is depicted in Figures 5.10 and 5.11. In STORM imaging, the
labeling density is directly linked to the cut-off rate ratio [126]. Higher labeling densities require
higher rate ratios to ensure the occurrence of isolated single-emitter diffraction patterns. In
the example in Fig. 5.10(a), with a rate ratio of 2, the labeling density should not exceed 10µm,
otherwise false localizations predominate (Fig. 5.11(h)).
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In SOFI, the decrease in visibility with increasing labeling density is less pronounced and is
due to the decreased relative intensity fluctuations. Figure 5.10(b) reveals a stronger decrease
for higher orders.
Effect of the signal-to-noise ratio
In single-molecule localization, the accuracy essentially scales inversely with the number of
collected photons [120]. A sufficiently high SNR per frame has to be guaranteed to estimate the
position with high precision. Similar to FCS analyzing fast fluorescence intensity fluctuations,
SOFI can be expected to work with a much lower SNR than localization microscopy. Figure
5.12 illustrates the effect of the peak signal-to-noise ratio (pSNR) on the visibility for STORM
and the different SOFI orders. Figure 5.12(b) shows that SOFI orders 2 to 4 can be used to
generate super-resolution images until 10 to 20 dB below the minimum pSNR needed for
STORM. This implies that when using a fast camera, SOFI could have a significant speed
advantage over localization microscopy. For example, a drop of 50% in visibility for SOFI order
3 occurs only at about 5 dB, whereas for STORM this already occurs at 22 dB. Assuming a
constant detector sensitivity and a shot-noise-limited system with a square-root dependence
of SNR on time, the acquisition rate could then be about 45 times higher. In this simulation,
we used the cross-cumulant approach without repetitions to efficiently eliminate shot noise.
The low visibilities for SOFI orders 5 and 6 are due to cross-cumulant combinations between
pixels further apart than the FWHM of the PSF (here, 2.3 px). This issue might be addressed
using non-zero time lags and using the combination scheme with repetitions.
Visibility vs. pSNR
(a) Comparison of STORM, SOFI and TIRF
pSNR [dB] pSNR [dB]
(b) Comparison among different SOFI orders
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Figure 5.12: Comparison of the visibility versus pSNR. XC-SOFI has been computed using
cross-cumulant combinations without repetitions. The best XC-SOFI is obtained by the SOFI
order yielding the highest average relative visibility for a specific set of simulation parameters.
σ denotes the average relative standard deviation. Fixed simulation parameters: k/ f = 0.5,
r = 6.7, line separation: 0.6 Airy units, labeling density: 5/µm, 2000 frames, 50 realizations per
point.
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Effect of the line separation distance
In localization-based super-resolution microscopy, the resolution is often estimated from
the accuracy of single-molecule localization. This estimation assumes that the dark time is
sufficiently high such that single emitters still appear isolated in time in the regions of highest
labeling densities. The localization accuracy cannot be linked to the minimum distance
between two objects that are still distinguishable as long as the labeling densities and photo-
switching kinetics are unknown. Using our simulation to compare the visibility versus the
line separation distance enables the analysis of the effective resolutions of STORM and SOFI
for given on- and off-rates, frame rate, labeling density, sequence length and SNR. Figure
5.13 shows an example in which the rate ratio is sufficiently high for STORM to resolve the
structures of a given labeling density until the separation distance gets close to the FWHM
localization accuracy limit. Table 5.2 lists the corresponding limits of resolution in Airy units.
The values correspond to the separation distances, where the visibility grows larger than 10−3.
In the case of SOFI, small oscillations around zero visibility can be seen when approaching the
resolution limit (see Fig. 5.13b). These oscillations are due to numerical effects arising from
sampling close to the Nyquist limit, which corresponds to twice the resolving power. Increasing
the magnification of the microscope would reduce these oscillations. The resolution limits of
the different Fourier-reweighted SOFI orders were estimated by the points of deflection of the
Fourier reweighted (XC-SOFI FRW) from the untreated SOFI (XC-SOFI) visibility curves.
Visibility vs. line separation distance
(a) Comparison of STORM, SOFI and TIRF
separation distance [Airy unit] separation distance [Airy unit]
(b) Comparison among different SOFI orders
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Figure 5.13: Comparison of the visibility versus line separation distance. The best XC-SOFI is
obtained by the SOFI order yielding the highest average relative visibility for a specific set of
simulation parameters. σ denotes the average relative standard deviation. Fixed simulation
parameters: k/ f = 0.5, r = 6.7, labeling density: 5/µm, 2000 frames, 50 realizations per point.
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Table 5.2: Limits of resolution in Airy units and the corresponding improvement factors with
regards to wide-field TIRF
TIRF
XC-SOFI-FRW
STORM
2 3 4 5
resolution limit 1.00 0.47 0.33 0.28 0.24 0.16
improvement - 2.1x 3.0x 3.6x 4.2x 6.4x
5.4.2 Cumulant imaging
The cumulant imaging is not part of the published work [31]. This novel technique is subject
of a patent and will be published shortly.
Rate ratio estimation
In this section, we present simulations to characterize the functional imaging with cumulants.
The most interesting and accurate parameter that can be extracted by cumulant imaging is the
rate ratio r . The performance is visualized in Fig. 5.14. In the first simulation, an individual
rate ratio is attributed to each one of sparsely distributed molecules (Fig. 5.15 (a)). A constant
background and shot noise is added to the simulated image sequence. The cumulant imaging
retrieves the rate ratios with a resolution given by the second order cumulant (Fig. 5.14 (b)).
Like SOFI, cumulant imaging removes temporally constant background and suppresses shot
noise efficiently. The estimation of the on ratio works perfectly for all p ∈ (0,1) down to
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Figure 5.14: (a) Simulated distribution of molecules with different rate ratios. (b) Cumulant
imaging of the on ratio p weighted by the second order cumulant computed from the sim-
ulated image sequence with background (SNR = 27dB). The brightness of the second order
cumulant is overlaid by a color code visualizing the on ratio. Acquisition length: 1000 frames,
SNR = 27dB.
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Figure 5.15: (a) Estimated on ratio pe of a single molecule in function of the simulated on ratio
p for several SNRs. Since it is a single molecule, the moments for the molecular distribution
are put to unity (zero-dimensional case according to Equation (5.21)). Acquisition length:
10000 frames. (b) Relative error of the on ratio p for 0.1< p < 0.9 in function of the sequence
length for a single molecule (according to Equation (5.21)). SNR = 27dB.
a SNR of 10dB. At very low SNR down to 0dB, the estimation still works accurately in the
range 0.1 < p < 0.9 (Fig. 5.15 (a)). The relative error of the on rate estimation is inversely
proportional to the square root of the sequence length (Fig. 5.15 (b)) corresponding to the
standard deviation of cumulants (see Section 5.2.5).
In FCS, the bin time of the sampling has to be at least one order of magnitude shorter than the
characteristic time of the process to resolve. In contrast to FCS, the estimation of the rate ratio
is successful down to an acquisition rate which is comparable to characteristic blink rate of
the molecules (Fig. 5.16). Although the on- or off-time is not estimated with this method, their
ratio is sufficient to extract microenvironmental information, since the on- and the off-rate are
often triggered separately by specific agents (see Section 4.2.3). In addition, it can be imagined,
however, that the time constants could be extracted by using cumulants with non-zero time
lags.
In the preceding simulation (Figures 5.15 and 5.16), only one molecule has been considered
with respect to the background. This corresponds to a zero-dimensional case (d=0) with-
out any molecular distribution. The moments correcting for the molecular distribution are
therefore put to unity, which yields the correct estimation (see Section 5.2.2).
In Fig. 5.17 (a) N molecules of equal intensity are hypothetically superposed at the same
point. The accuracy of the estimation decreases for higher number of superposed molecules
and improves for low rate ratios corresponding to Section 5.2.5. The rate ratio is estimated
according to Equation (5.20) for a 3D molecular distribution. However, the molecules are on a
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Figure 5.16: Estimated on ratio pe in function of the simulated on ratio p of a single molecule
for different acquisition oversampling factors f /k , where f is the frame rate and k the mean
blinking rate. Acquisition length: 100000 frames; SNR = 27dB; extraction according to Equa-
tion (5.21)).
single point, which is a zero-dimensional distribution. As a result, there is a small bias barely
visible in Fig. 5.17 (a) for the on ratios p < 0.1 and p > 0.9. This bias is more visible in Fig. 5.17
(b) for a single molecule (N = 1).
In the Fig. 5.17 (b), the additional molecules are uniformly distributed in three dimensions.
For more than 10 molecules, the bias vanishes confirming the correcting moments for three
dimensions (d = 3). After all, the bias remains small (∆p < 0.05).
Estimation of molecular brightness and density
Besides the rate ratio, also the molecular brightness and density is estimated by Equation
(5.19). Figure 5.18 (a) shows the estimation of the brightness of two molecules of different
intensity. The simulation demonstrates that rather the intensity of the brightest molecule
is estimated, and the others are ignored if the rate ratio is the same. The same holds for the
rate ratio: the molecule closer to a rate ratio r = 1 gets more weight (data not shown). This
effect is the reason why the estimation of the number of molecules works well only when the
intensities of the molecules are equal at the point of interest. In this case, the estimation up
to about five molecules is possible (Fig. 5.18 (b)). The molecules are counted as long as they
are within the detection range with respect to their SNR. In general, the estimation of the
molecular brightness and the density is much less accurate than the rate ratio estimation.
The estimation of the three parameters is summarized on a simulated grid of molecules with
different brightness, rate ratio and density (Fig. 5.19). While on the mean intensity image
already the limited resolution even hinders the recognition of a denser structure, the three
cumulant imaging parameters reveal more information encoded temporally in the image
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Figure 5.17: Influence of several superposed molecules on the estimation of the rate ratio (a)
without and (b) with spatial distribution. The rate ratio is estimated according to the 3D case
(Equation (5.21)). (b) In the three dimensional molecular distribution the bias vanishes for
more than ≈ 10 molecules (see Section 5.2.2).
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Figure 5.18: (a) Estimation of the molecular brightness Ae for two superposed molecules with
the same rate ratio r = 1 and different intensity A and Afix. The molecule with the higher
intensity is predominant. Acquisition length: 10000 frames. (b) The estimation of the number
of molecules Ne of N superposed molecules with equal brightness as a function of their on
rate p . Acquisition length: 100000 frames; background: 20 counts; extraction according to
Equation (5.21)).
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sequence. The brightness decreases from the left to the right while the density of the grid
increases. At the same time the rate ratio is decreased from the top to the bottom.
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Figure 5.19: A simulated grid of molecules with different rate ratios and intensities. (a) the
mean image of the image sequence. (b) The on ratio p increases from the bottom to the top.
(c) The molecular brightness decreases from the left to the right. (d) The spacing decreases
from the left to the right and thus the density (number of molecules) increases. In (b-d) the
brightness of the second order cumulant is overlaid by a color code visualizing the on ratio,
the molecular brightness and density. Acquisition length: 1000 frames, SNR = 27dB.
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5.5 Experimental results
5.5.1 SOFI
The experiments with microtubule structures of human osteosarcoma cells (U2OS) showed
significant resolution and contrast enhancements for both STORM and SOFI in comparison
to the wide-field image (Fig. 5.20). Regions of low microtubule density led to well resolved
STORM images (e3), whereas the imaging of crossing structures, or regions of high labeling
densities, was more problematic due to rarely isolated single emitter patterns (e2). Apparently,
the rate ratio was not sufficiently high in these regions. The third order SOFI image reveals
the presence of two closely spaced microtubuli at the pointing arrow in (c2). SOFI worked
consistently all over the image up to order three. At higher orders, dimmer and/or weakly
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Figure 5.20: Microtubule structures in human osteosarcoma cells: Experimental demon-
stration of resolution improvements for SOFI and STORM. Row 2 illustrates the effect of
insufficient rate ratios at high labeling densities, which makes it impossible for STORM to
resolve the two closely spaced microtubuli at the pointing arrow. Regions of well-separated
structures are less problematic (row 3). Row 4 shows the transversal intensity distribution of a
microtubule (white box in row 3) fitted to a Gaussian. The intensity distribution is averaged
over a length of 400 nm along the structure. Scale bars: 2µm
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fluctuating molecules get lost in the background, and the imaged structures lose connection
(see Fig. 5.20(b-d)). This is mainly due to the fact that SOFI order n raises the heterogeneities
in molecular brightness to the power of n , which makes it increasingly difficult to display
continuous structures for higher orders without compromising the apparent resolution.
The last row in Fig. 5.20 shows the transversal intensity distributions and FWHMs of a single
microtubule, averaged over 400 nm along the structure.
5.5.2 Cumulant imaging
The application of cumulant imaging to quantum dots demonstrate the efficient extraction
of a broad distribution of blinking rates. Interestingly, some quantum dots appear to change
their rate ratio in subsequent image sequences (see Fig. 5.21).
The application of cumulant imaging on the image sequences of microtubule structures in
human osteosarcoma cells reveals a spatial distribution of the rate ratio (Fig. 5.22). In contrast
to quantum dots, organic dyes show bleaching. In cumulant imaging this modifies the rate
ratio because the bleaching is interpreted as a blinking with a very long cycle time pulling the
overall rate ratio down. To reduce the influence of bleaching, cumulant imaging was applied
to short image sequences (500 frames) only and averaged over 10 subsequent image series
to get a final image. For a sequence length shorter than 500 frames (25 s), the reactivation
intensity variations are larger than the overall bleaching (see Fig. 4.14). Therefore we assume
that the switching prevails over bleaching. This is confirmed by the fact that even shorter
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Figure 5.21: Cumulant imaging of quantum dots in air dried on a microscopy cover slip. (a)
and (b) are subsequently acquired on the same region. The white square shows a quantum
dot changing the rate ratio, what appeared to be a typical behavior for quantum dots. The
brightness of the second order cumulant is overlaid by a color code visualizing the on ratio.
Excitation wavelength at 490 nm.
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Figure 5.22: Cumulant imaging of microtubule structures in human osteosarcoma cells shows
the distribution of on ratios. The non-uniform illumination explains probably this distribution.
For each image, the best STORM images resulted from the center of the field of view, where
a low on ratio is observed along with a high excitation intensity. A similar effect could be
expected by a variation of the oxygen concentration. The brightness of the second order
cumulant is overlaid by a color code visualizing the on ratio.
image sequences yield the same rate ratio distribution. Processing short image sequences,
however, results in a reduced resolution improvement. This could be addressed by including
non-zero time lags in the algorithm to reduce the effect of bleaching.
The cumulant images of the on rate p (see Equation (5.13)) in Fig. 5.22 show a low rate ratio in
the middle of the imaged region. At the same time, we found that the localization algorithm
(STORM) works best in those regions. This supports the suggestion to use cumulant imaging
for judging whether localization algorithms are applicable and for combining eventually SOFI
with STORM. This could be an important tool for users of a STORM microscope to avoid
localization artifacts.
The reason for a lower rate ratio in the middle of the imaged region is probably the higher
probe laser intensity resulting in short bright states before returning over the triplet state to
the long-lived dark state. It indicates that the probe laser intensity was at the lower limit for
proper STORM imaging.
5.6 Discussion
In order to ensure effective resolutions well below the diffraction limit, very high labeling
densities are needed. According to the Nyquist-Shannon sampling theorem [112], the average
distance between neighboring fluorescent molecules attached to a structure of interest must
not exceed half of the desired resolution. For STORM, diffraction patterns of individual emit-
ters have to appear isolated, which implies the necessity of very stable and long-lived dark
states, respectively high rate ratios. This can be achieved using high irradiation intensities and
special chemical buffers with thiol compounds and oxygen removal. As a consequence, the ap-
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plicability on living organisms is limited [43]. In the case of SOFI, the requirements concerning
blinking and labeling density are more relaxed. The basic prerequisite is to have stochastically
and independently fluctuating light emitters with a temporally resolvable blinking, which
may be achieved without or with less toxic imaging buffers and a variety of probes. Unlike
localization microscopy, where one has to wait until each emitter appeared isolated at least
once in the image sequence, the information of multiple overlapping emitters can be captured
simultaneously and hence suggests a reduced total acquisition time. Furthermore, localization
requires a relatively high pSNR of at least 20dB. As we have seen from the simulations, this
limit is much lower for SOFI, which allows a significantly increased acquisition rate.
Concerning the possible effective resolution improvements, STORM usually outperforms
SOFI provided that the requirements are met for a specific sample. Although by computing
higher-order SOFI images a similar resolution enhancement should theoretically be possible,
there are a number of factors limiting the maximum order. The presence of heterogeneities in
blinking statistics and fluorescence intensities usually leads to discontinuities in the image
structures when going beyond the 4th order, as we have seen in the experiments. While
the information content is conserved even in higher-orders, visualizing nonlinear intensity
distributions without compromising the apparent resolution is difficult. Additional limitations
of the maximum order are the computational effort and the number of frames required,
which both increase significantly with the SOFI order. Also, when using cross-cumulant
combinations without repetitions, one should ensure that only a neighborhood within the PSF
is considered, as seen in Fig. 5.12(b). Furthermore, if the noise contributions become stronger,
Fourier reweighting starts to fail at higher orders [20]. To address these issues and to increase
the final resolution, SOFI might be improved by integrating over several time lags and/or
averaging over multiple cross-cumulant combinations to further reduce noise and equalize
blinking heterogeneities. Also the visualization may be improved, e.g. by using colormaps that
are specifically adapted to SOFI imaging.
Another important property of SOFI is its strong, inherent optical sectioning by suppressing
weakly fluctuating out-of-focus signal. This may be suitable for bright-field illumination
and 3D imaging over a large depth range. On the contrary, localization microscopy usually
needs TIR illumination or an additional means of optical sectioning, such as spinning-disk
confocal illumination, in order to avoid an increased overlapping of single emitters and to
ensure a correct functioning of the algorithm. However, the localizations may then even
be performed in 3D using a more accurate PSF model, and/or a modified optical system
generating an engineered PSF that is more sensitive to changes in the axial position. This
enables the reconstruction of a 3D rendering, out of a 2D data acquisition, whereas in SOFI
one has to scan axially to render 3D data.
The estimation of the rate ratio shows promising results, at least if there is no bleaching. Even
with an acquisition rate close to the blinking rate, rate ratios within two to four orders of magni-
tude are estimated accurately. The algorithm works more accurately for low concentrations or
for sparsely labeled samples. The molecular brightness and the number of molecules detected
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per pixel are extracted at the same time. Those values are less reliable, but retrieve nevertheless
valuable supplementary information on the sample, even though with a rather qualitative
character. Photobleaching is the most critical parameter since it falsifies the measurement. A
bleaching event is interpreted by the algorithm as the switch from the on state to the off state.
In addition, the bleaching is somewhat correlated between the molecules limiting also the
resolution enhancement. The different time scale of the bleaching compared to the blinking
is not distinguished by cumulants with zero time lag. The extension to non-zero time lags is
conceivable, though.
5.7 Conclusion & Outlook
In this chapter, we compared two post-processing algorithms for super-resolution microscopy,
STORM and SOFI. Both techniques can be readily applied to standard fluorescence micro-
scopes. We showed that localization microscopy with photo-switchable probes requires highly
stable dark states and thereby imposes significant constraints on the sample preparation for
successful application in living cells. SOFI can relax those constraints and proved its potential
as an attractive alternative to localization microscopy because it works consistently over a
wide range of blinking statistics and tolerates much lower SNRs, which reveals its potential
for high-speed super-resolution microscopy. Furthermore, the inherent optical sectioning
property of SOFI enables 3D imaging without modifying the optical setup.
In extension to the super-resolution capability of SOFI, we showed by simulations and mea-
surements that cumulant imaging can be used to determine the blinking statistics, molecular
density and brightness. Hence, cumulant imaging offers the possibility of microenvironmental
sensing of chemical agents changing the blinking characteristics. In addition to the rate ratio,
molecular concentration and brightness, the characteristic blinking times could be extracted
by using cumulants with non-zero time lags.
To estimate the effective resolution of STORM, it is necessary to identify the photo-switching
kinetics and labeling densities. If the sample requirements are met according to the evaluation
of the blink statistics by cumulant imaging, localization microscopy can be applied and
delivers the highest resolution in state-of-the-art wide-field light microscopy.
Altogether, SOFI is an attractive and straightforward approach to fast 3D super-resolution
imaging of biological samples. In addition, cumulant imaging offers a novel functional super-
resolution imaging technique. It could be an interesting tool for STORM users to judge whether
the localization algorithm is applicable or not, which helps to avoid localization artifacts.
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A novel functional super-resolution imaging technique has been conceived by merging con-
cepts of state-of-the-art single molecule microscopy and spectroscopy. By approaching this
goal, single molecule investigations have led to contributions in both domains: Fluorescence
correlation spectroscopy (FCS) provided the means for a refined understanding of molecu-
lar diffusion in highly confined spaces and super-resolution microscopy was enhanced by
advanced labeling techniques and a thorough analysis of single molecule blink statistics.
Using FCS, surface interactions of charged proteins at charged interfaces were studied in
nanochannels providing a better understanding of surface effects and of the impact of pH and
ionic concentration. The concept of the electrical double layer was employed to develop a
model quantifying the influence of the ionic concentration on the molecular diffusion. This
model was confirmed by the analysis of triplet state lifetime and population indicating surface
interactions. The model explains that an almost free protein diffusion is possible at an optimal
ionic concentration, below and above which surface interactions are predominant. At very
low concentrations, proteins are excluded from the nanochannel.
Further studies on other proteins would increase the value of the developed model. The major
challenge of the nanochannel diffusion investigations were the low SNR due to background
from autofluorescence of the nanochannel and sticking molecules at the interfaces. This
flaw could be addressed at least partially by a redesign of the nanochannel for the use with
high NA objectives to get more fluorescence signal. Moreover, a balanced detection with two
APDs would then yield a more accurate triplet state analysis. For all measurements, particular
attention had to be payed to the temporal degradation of low ionic concentrations.
The outcome of the investigations in nanochannels paved the way to a biomedical application:
Nicolas Durand founded Abionic, a startup with the goal to speed up the personalized allergy
diagnostics. Besides the need of now only a small blood sample quantity, the nanochannel
enhances the molecular identification of antibodies by the selective binding at the nanochan-
nel surfaces. In addition, the reduced axial dimension rejects background and enables single
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molecule sensitivity. This application is an example showing the impact of understanding the
molecular diffusion in nanochannels.
New super-resolution microscopy concepts based on the localization of single photo-switchable
or intrinsically blinking molecules have emerged after the introduction of STED in 1994 and
have been a fundamental step forward in fluorescence microscopy. The underlying concept
of those super-resolution methods is that the limited spatial transmission bandwidth of the
optical system is extended by separate channels to transmit additional object information
encoding super-resolution. This can be the time dimension as is the case for STED, structured
illumination or localization microscopy.
A similarity of super-resolution techniques is also the increasing significance of the distance
between fluorescent emitter and target molecule, when the distance approaches the effective
resolution of the technique. We have addressed this issue by using SNAP-tag labeling and
demonstrated its performance by combining it with STORM imaging achieving a localization
precision down to ≈ 10 nm. This labeling technique with a short linker (≈ 2.5 nm) and small
markers offers the advantage of a large choice of bright and stable organic dyes in contrast to
weaker fluorescent proteins and can potentially be used to label living cells.
Despite the relatively large choice of switchable organic dyes, the photo-physical requirements
of STORM are limiting elements for labeling and live cell imaging because often a toxic imaging
buffer is needed. For a proper functioning of localization based methods, a careful match
of the labeling density along with corresponding blinking statistics is crucial. Otherwise,
localization microscopy may produce misleading artifacts that are difficult to identify in the
final image. In physiological environment, the ideal STORM label should therefore provide
low bleaching and highly stable long-lived dark states with intense photon bursts in the bright
state to achieve a high localization precision (short fluorescence lifetime). Moreover, the
minimally invasive label should be attached with a short linker to the target molecule as
provided by the SNAP-tag labeling technique.
SOFI, as an alternative concept to localization microscopy, suffers less from those constraints,
although it is based as well on “time-multiplexing” the spatial super-resolution information by
fluorescence intermittency. SOFI needs reversibly blinking molecules, but is applicable on a
much wider range of blink statistics and does not need any objective nor subjective threshold
settings. If the blinking requirements cannot be satisfied, instead of introducing artifacts,
the SOFI image will just not provide the expected resolution improvement. In contrast to
localization based methods, SOFI supplies additionally an intrinsic axial optical sectioning
and resolution improvement.
SOFI achieves a resolution improvement with a pSNR about 45-times lower than what is
needed for localization microscopy. Hence, even the stochastic intensity fluctuations due
to the triplet state should be exploitable. Assuming a constant triplet lifetime, the bright
state ratio can be influenced and adjusted by the excitation intensity. Typically between 200
and 1000 photons are emitted per molecule and dark state cycle, about 1−10% of which are
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detected. This should yield a pSNR high enough to improve the resolution with SOFI based on
the triplet state induced intensity fluctuations. An insufficient time-resolution of the detector
could be circumvented by pulsed excitation with a preceding laser pulse for triplet population
build-up.
The nonlinear response to the sample brightness makes the representation and the inter-
pretation of SOFI images unconventional and sometimes difficult. Among others, this can
be addressed by cumulant imaging. In extension to super-resolution imaging and similar
to FCS investigations, SOFI provides information about the molecular blinking, brightness
and density. Cumulant imaging derived from SOFI can take advantage of the estimated pa-
rameter maps to correct for the nonlinear brightness response. In addition, if in a certain
region the blink statistics are favorable for localization algorithms, they can be applied to
yield the highest resolution in state-of-the-art wide-field light microscopy. Furthermore,
the extraction of those molecular parameters by cumulant imaging opens the way towards
functional super-resolution imaging. As observed in the STORM measurements, the oxygen
concentration strongly influences the blink statistics. By analyzing the blink statistics using
cumulant imaging, the oxygen consumption in mitochondria may be monitored with high
resolution and contrast. To apply cumulant imaging efficiently to a biological sample, the
bleaching should be minimized and/or the SOFI algorithm adapted, for example by taking the
average cumulant images of multiple short sequences or using non-zero time lags.
Super-resolution based on cumulant analysis has the potential to go even a step further. A
single photon emitted by a single molecule can only be detected on one pixel, but not on
another neighboring pixel. Preliminary simulation results show, that the resulting spatial
anti-correlations, or in general anti-cumulants, could be used to improve the resolution on a
fundamental level. Since for this quantum SOFI only the inherent physical property of light is
used, the requirements on the fluorescent molecule are minimal and the concept might even
work for scattered light when using incoherent illumination at very low light intensity. The
challenge of this method lies more on the side of the detector hardware.
In summary, this work contributed in two domains based on single molecule sensing. First, the
characterization of protein diffusion in nanochannels has led to a biomedical application in
allergy diagnostics. Second, super-resolution microscopy was refined by an advanced labeling
technique and finally the thorough statistical analysis and interpretation of molecular blinking
conclude with a novel functional super-resolution concept called cumulant microscopy.
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A Cumulants and
Higher Order Statistics
A.1 Definitions
Moments µn (X ) give a description of a probability distribution of the random variable X with
a probability density function f (x ). The moment of the order n is defined as
µn (X ) =E{X n}=
∞∫
−∞
x n f (x )d x , (A.1)
where
E{X }=
∞∫
−∞
x f (x )d x (A.2)
is the expectation value of the random variable X . The characteristic function of a random
variable is defined as
φX (t ) =E
¦
e i t X
©
= 1+
∞∑
n=1
µn (X )
(i t )n
n !
=
∞∫
−∞
e i t x f X (x )d x = fˆ X (−t ) (A.3)
and is related to the Fourier transform of the probability density function f X . Due to linearity
of the derivative, the moments µn (X ) can be derived from the characteristic functionφX (t ) as
µn (X ) = (−i )n dφX (t )
d t

t=0
. (A.4)
The moment of the sum of two random variables X and Y is in general not equal to the sum of
the moments of X and of Y . This is deduced from
φX+Y (t ) =E
¦
e i t (X+Y )
© 6=φX (t )+φY (t ) =E¦e i t X©+E¦e i t Y ©=E¦e i t X + e i t Y © (A.5)
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and the linearity of (A.3) and (A.4) with respect to X and Y .
The second characteristic function or cumulant generating function corresponds to the natural
logarithm of the characteristic function:
ψX (t ) = ln(φX (t )) = ln

E
¦
e i t X
©
. (A.6)
For independent random variables X and Y , the cumulant generating function is additive:
ψX+Y (t ) = ln

E
¦
e i t (X+Y )
©
= ln

E
¦
e i t X
©
E
¦
e i t Y
©
= ln

E
¦
e i t X
©
+ ln

E
¦
e i t Y
©
=ψX (t )+ψY (t ). (A.7)
Similar to moments, cumulants κn (X ) are defined as
κn (X ) = (−i )n dψX (t )
d t

t=0
, (A.8)
which is equal to
ψX (t ) =
∞∑
n=1
κn (X )
(i t )n
n !
. (A.9)
As their name suggests, cumulants are additive due to the additivity of (A.7) and (A.8).
A.2 Properties of Cumulants
From the definitions above, some important properties are deduced (for proofs see [80, 90])
1. If β and λ are constants and {X i } random variables, then
κ(β +λX1, . . . ,β +λXn ) =λnκ(X1, . . . , Xn ) ∀ n > 1. (A.10)
2. If the random variables {X i } are independent of the random variables {Yi }, then
κ(X1+Y1, . . . , Xn +Yn ) = κ(X1, . . . , Xn )+κ(Y1, . . . , Yn ) ∀ n . (A.11)
3. If any subset of {X1, . . . , Xn} consists of independent random variables, then
κ(X1, . . . , Xn ) = 0 ∀ n > 1. (A.12)
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A.3 Determination of Cumulants
Cumulants are closely related to moments, which are easier to compute. Cumulants are
obtained by substituting (A.9) and (A.3) in (A.6). We find
κn =µn −
n−1∑
m=1

n −1
m −1

κmµn−m . (A.13)
For zero-mean random variables, the cumulants of the first four orders are
κ1 =µ1 = 0
κ2 =µ2
κ3 =µ3
κ4 =µ4−3µ22
...
These definitions can be generalized to multivariate distributions by substituting X and t by
the vectors X= (X1, . . . , Xn ) and t= (t1, . . . , tn ) and using the inner product instead. Multivariate
cumulants can be calculated directly [80, 90] or recursively [116] from the corresponding and
lower order moments. The direct calculation yields
κ(X1, . . . , Xn ) =
∑
Π
(−1)|Π|−1(|Π| −1)!∏
B∈Π
E
(∏
i∈B
(X i )
)
, (A.14)
where Π runs through the list of all partitions of {1, . . . , n}, B runs through the list of all parts
of the partition Π, and |Π| is the number of parts in the partition. For zero-mean random
variables, the cumulants of the first four orders are
κ(X1) =E{X1}= 0
κ(X1, X2) =E{X1X2}
κ(X1, X2, X3) =E{X1X2X3}
κ(X1, X2, X3, X4) =E{X1X2X3X4}−E{X1X2}E{X3X4}
−E{X1X3}E{X2X4}−E{X1X4}E{X2X3}. (A.15)
...
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A.4 Bernoulli Distribution
The Bernoulli distribution X ∼ P(p ) describes a process with two states 0 and 1 with the
probability p to be in the state 1. The moments of a Bernoulli distribution are
µn (X ) = p ∀n . (A.16)
The first four cumulants and the recursion formula are
κ1(X ) = p
κ2(X ) = p (1−p )
κ3(X ) = p (1−p )(1−2p )
κ4(X ) = p (1−p )(1−6p (1−p )) (A.17)
...
κn (X ) = p (1−p )dκn−1(X )
d p
,
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B Photo-Physical Properties of
Alexa Fluor 633, Cy3 and Cy5
The fluorescent probes used for our measurements were Cy3, Cy5 and Alexa Fluor 633 from
Molecular Probes. Their photo-physical properties are summarized in Table B.1.
Fluorophore Abs./Em.a ηb q f c "d τS1 e τt f k isc
g References
Cy5 652/672 0.18 0.58 2.5 1.0 2 0.9 MP, [93, 25]
Cy3 554/568 0.14 0.6 1.3 0.3 n. a. n. a. ISS, [93]
Alexa Fluor 633 632/647 n. a. 0.99 1.0 3.2 ≈ 4.3 0.4 [53, 76]
a Absorption / Emission maxima [nm]
b Excitation efficiency with a Helium–Neon laser (at 633 nm) and an Argon laser (at 514 nm for Cy3)
c Fluorescence quantum yield
d Molar extinction coefficient " for the wave length of the absorption maxima [×105cm−1M−1]; related
to the absorption cross sectionσ by " =NAσ log10(e ), where NA = 6.022 ·1023 is the Avogadro constant.
e Lifetime of first excited singlet state S1 [ns]
f Lifetime of first excited triplet state T1 [µs]
g Intersystem crossing rate k isc = 1/τisc (S1→ T1) [µs]
MP: stands for Molecular Probes http://www.invitrogen.com/ ISS: http://www.iss.com/
Table B.1: Photo-physical properties of Alexa Fluor 633, Cy3 and Cy5.
These values allow to determine the theoretical molecular emission rates R f (Equation (2.4)):
R f =
q f
τc
=
q f
1
σIex
+τS1 (1+τt k isc)
, (B.1)
where Iex is the excitation intensity. In the case of the excitation of Cy5 by a Gaussian wide-field
illumination on an area of 430µm2 at 633 nm with 2.5 mW, we find a mean emission rate of
R f = 290 kHz.
The saturation intensity is
Isat =
hc/λ
στS1 (1+τt k isc)
, (B.2)
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where h = 6.626 ·10−34 m2 kg s−1, c = 3 ·108 m s−1 and λ are the Planck constant, the speed of
light in free space and the excitation wavelength, respectively. For Cy5 and Alexa Fluor 633
we find Isat(Cy5)≈ 1 GW m−1 and Isat(Alexa 633)≈ 0.2 GW m−1, respectively, if excited at their
absorption maxima. Considering the excitation at 633 nm, the saturation intensity of Alexa
Fluor 633 is about 8 times lower than the one of Cy5.
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