Abstract. We introduce a notion of morphism of CohFT's, on the basis of the analogy with A ∞ morphisms, and discuss the relationship with morphisms of F -manifolds introduced by Manin and Hertling [5] . The structure maps of a morphism of CohFT's have as input a cohomology class on the moduli space of scaled affine lines (complexified multiplihedron) studied in Ma'u-Woodward [9] . The main result is a computation of the space of Cartier divisors on this moduli space; these appear in the splitting axiom.
Introduction
In order to formalize the algebraic structure of Gromov-Witten theory Kontsevich and Manin introduced a notion of cohomological field theory (CohFT), see [8, Section IV] . The correlators of such a theory depend on the choice of cohomological classes on the moduli space of stable curves M g,n , and satisfy a splitting axiom for each boundary divisor of M g,n . In genus zero M 0,n may be viewed as the complexification of Stasheff's associahedron and the notion of CohFT is closely related to the notion of A ∞ -algebra. Dubrovin constructed from any CohFT a Frobenius manifold, which is a manifold with a family of multiplications on its tangent spaces together with some additional data. Later Hertling-Manin [5] proposed the notion of F -manifold, which remembers only the multiplications.
In this paper we introduce a notion of morphism of CohFT's which is a "closed string" analog of a morphism of A ∞ -algebras. The additional data in the structure maps is the choice of cohomological classes on the complexified multiplihedra or moduli of scaled curves M n,1 (A), introduced in Ziltener [12] . This space was studied in Ma'uWoodward [9] where it was shown that it may be viewed as the complexification of Stasheff's multiplihedron, which appears in the definition of A ∞ map. The splitting axiom for a morphism of CohFT's requires that for each Cartier divisor on M n,1 one has a splitting axiom similar to that for CohFT's themselves. Any morphism of CohFT's gives rise to a map of the corresponding Frobenius manifolds, whose differential at any tangent space is an algebra homomorphism. In the language of [5] , this is a morphism of F -manifolds.
The definition of morphism of CohFT is motivated by an attempt to extend the mirror theorems of Givental and others beyond the semipositive case in a more systematic K.N. was supported by Undergraduate Research Experience portion of NSF grant DMS060509. C.W. was partially supported by NSF grant DMS060509.
way than has been done previously. In Woodward-Ziltener [11] , it is proposed that a morphism of CohFT's relates the gauged Gromov-Witten invariants of a variety with group action and the Gromov-Witten invariants of its geometric invariant theory quotient for a fixed underlying curve. In other words, morphisms of CohFT's provide an "algebraic home" for the counts of "vortex bubbles" that first appeared in Gaio-Salamon [3] . Thus morphisms of CohFT's are proposed as generalizations of the "mirror maps" in Givental [4] , who studied semipositive toric varieties and complete intersections therein. There have already been a number of attempts in this direction, see for example Iritani [6] . However, we do not discuss this direction here. Neither do we discuss the relation with higher genus invariants, which seems somewhat mysterious to us at the moment (although morphisms of CohFT's can be expected to intertwine higher genus correlators for a fixed curve [11] ).
The contents of the paper are as follows. Section 2 describes the definition of morphisms of CohFT in more detail. In Sections 3-5, we use the local toric description of M n,1 (A) in [9] we give an explicit description of which boundary divisors are Cartier; this makes the definition precise. Section 3 describes combinatorially the cones of the toric singularities that appear. Section 4 computes the space of Cartier divisors in these toric varieties. Section 5 describes which combinations of boundary divisors in M n,1 (A) are Cartier, and contains the main result of this note: the relations on the space of Cartier divisors are the kernel of the push-pull map defined by the incidence relation on subsets and partitions. The last Section 6 sketches a notion of composition of morphisms of CohFT's. Essentially composition is not quite defined by rather depends on the choice of additional data. However, there is a good notion of a commutative triangle of CohFT's.
We thank Ezra Getzler, Sikimeti Ma'u, Joseph Shao, and Constantin Teleman for helpful discussion and comments.
The definition
Let M n denote the Grothendieck-Knudsen moduli space of genus zero n-marked stable curves, a smooth projective variety of dimension dim(M n ) = n − 3. The boundary of M n consists of the following divisors: for each splitting {1, . . . , n} = I 1 ∪ I 2 with |I 1 |, |I 2 | ≥ 2 a divisor
corresponding to the formation of a separating node, splitting the surface into pieces with markings I 1 , I 2 . The divisor
denote its dual cohomology class. For any β ∈ H(M n ), let
denote the Kunneth decomposition of its restriction to D I 1 ∪I 2 .
Definition 2.
1. An (even, genus zero) cohomological field theory is a datum (V, (µ n ) n≥2 ) where V is a vector space and (µ n ) n≥2 is a collection of composition maps
such that each µ n is invariant under the action of the symmetric group S n on V n and the maps (µ n ) n≥2 satisfy a splitting axiom: for each partition I 1 ∪ I 2 = {1, . . . , n}, without loss of generality with 0 ∈ I 2 ,
where β 1,j , β 2,j are as in (1) .
The collection of composition maps (µ n ) n≥2 (which are termed in Manin [8] Comm ∞ -structures) may be viewed as "complex analogs" of the A ∞ -structure maps of Stasheff, in the sense that the relevant moduli spaces have been "complexified". The various relations on the divisors in M n give rise to relations on the maps µ n . In particular
The notion of morphism of CohFT's based on the geometry of the complexified multiplihedron M n,1 (A) introduced in Ziltener [12] and studied further in Ma'u-Woodward [9] . Let A denote an affine line over a field k.
Definition 2.2.
A scaling on A is an element of the space Ω 1 (A) k of translationally invariant one-forms. A marked scaled line is an affine line, which may assume is A, equipped with a scaling α ∈ Ω 1 (A) k and a collection z 1 , . . . , z n ∈ A of distinct points.
From now on, we take k = C. The moduli space M n,1 (A) of scaled n-marked lines admits a compactification by allowing nodal curves as follows: satisfying the condition that on any path from the root vertex Σ 0 , to the component containing a marking, there is exactly one colored component with finite scaling; the components before (resp. after) this component have infinite (resp. zero scaling). A nodal marked scaled affine line is stable if each component with finite scaling has at least two special points, and each component with degenerate scaling has at least three special points. The combinatorial type of a nodal scaled affine line is the rooted colored tree Γ = (V(Γ), E(Γ)) whose vertices are the components of Σ, edges are the nodes and markings, and colored vertices V col (Γ) ⊂ V(Γ) the vertices corresponding to components with non-degenerate scalings.
Let M n,1,Γ (A) resp. M n,1 (A) denote the moduli space of scaled n-marked affine lines of type Γ resp. the union over combinatorial types. By [9] these moduli spaces admit the structure of quasiprojective resp. projective variety of dimension
The space M n,1 (A) was first studied in Ziltener's thesis [12] in the context of gauged Gromov-Witten theory on the affine line.
In the first non-trivial case n = 2, there exists an isomorphism
with two distinguished points given by nodal scaled affine lines, appearing in the limit where the two markings become infinitely close or far apart. More generally, for arbitrary n there exists for any choice of {i, j} ⊂ {1, . . . , n} of subset of order 2 a forgetful morphism
forgetting the markings other than i, j and collapsing all unstable components, and for any choice {i, j, k, l} ⊂ {0, . . . , n} of subset of order 3 a forgetful morphism
given by forgetting the scaling and all markings except i, j, k, l, and collapsing all stable components. The product of forgetful morphisms of the type above defines an embedding into a product of projective lines.
The variety M n,1 (A) is not smooth, but rather has toric singularities, see Section 2. The boundary divisors are the closures of strata M n,1,Γ of codimension one. From the dimension formula (2) one sees that there are two types of boundary divisors. First, for any I ⊂ {1, . . . , n} with |I| ≥ 2 we have a divisor
corresponding to the formation of a single bubble containing the markings I. This divisor admits a gluing isomorphism
Call these divisors of type I. Second, for any partition I 1 ∪ . . . ∪ I r of {1, . . . , n} of size at least two we have a divisor D I 1 ∪...∪Ir corresponding to the formation of r bubbles with markings I 1 , . . . , I r , attached to a remaining component with infinite area form. This divisor admits a gluing isomorphism there may or may not exist a class δ ∈ H 2 (M n,1 (A)) that satisfies
Let (V, (µ n V ) n≥2 ) and (W, (µ n W ) n≥2 ) be cohomological field theories. Definition 2.4. A strong morphism of cohomological field theories is a collection of maps
such that for any Cartier divisor D of the form (5) with dual class δ ∈ H 2 (M n,1 (A)) we have
where · indicates insertion of the Kunneth components of ι * I β, ι * I 1 ,...,Ir β, using the homeomorphisms (3), (4) . A weak morphism of CohFT's is defined similarly but with the additional data of an element φ 0 ∈ W and the splitting axiom allowing arbitrary numbers of insertions of φ 0 , that is,
A morphism of CohFT's is either a weak or strong morphism of CohFT's.
Example 2.5. M 2,1 (A) ∼ = P 1 and so every Weil divisor is Cartier and any two prime Weil divisors are linearly equivalent. In particular, the equivalence [
is a weak morphism of CohFT's, we have instead that
Recall that the notion of CohFT may be reformulated as a Frobenius manifold structure of Dubrovin [1] , consisting of a datum (V, g, F, 1, e) of an affine manifold V , a metric g on the tangent spaces, a potential F : V → k whose third derivatives provide the tangent spaces T t V with associative multiplications, a unity vector field 1 and an Euler vector field e providing a grading. Proposition 2.6. (see [8] ) An CohFT (V, (µ n ) n≥2 ) has a canonical Frobenius structure with potential defined by F (v) = n 1 n! µ n (v, . . . , v). Conversely, any Frobenius structure defines a CohFT.
Later, a weaker notion of F -manifold was introduced by Manin and Hertling [5] , which consists of a pair (V, •) where • is a family of multiplications on the tangent spaces T t V satisfying a certain axiom. In other words, one forgets the data g, 1, e. If (V, •) and (W, •) are F -manifolds then a morphism of F -manifolds is a smooth map φ : V → W whose derivative D t φ is a morphism of algebras from T t V to T φ(t) W for all t ∈ V . In particular, D 0 φ = φ 1 is an algebra homomorphism from T 0 V to T φ 0 W . The F(robenius) interpretation of morphism of CohFT is the following:
where the first sum is over partitions I 1 , . . . , I r with 1 ∈ I 1 , 2 ∈ I 2 , and the second is over subsets I ⊂ {1, . . . , n} with {1, 2} ⊂ I; this follows easily from the definition of the forgetful morphisms. We obtain from the splitting axiom the relation
which gives that D t φ is a homomorphism.
It would be interesting to characterize which morphisms of F -manifolds arise from morphisms of CohFT's. This would require a study of the cohomology ring of M n,1 (A) along the lines of Keel [7] for the moduli space of stable marked genus zero curves; this paper is essentially a partial study of the second cohomology group only. The most naive possibility would be a positive answer to the following analog of Keel's result: Naive Conjecture 2.8. H(M n,1 (A)) is generated by the classes of the Cartier boundary divisors (described below in Theorem 5.1) modulo the following relations:
, as i, j range over distinct elements of {1, . . . , n}, and
Local structure of the moduli space of scaled curves
In this section we review the local description of the moduli space of scaled curves M n,1 (A) given in Ma'u-Woodward [9] . Definition 3.1. A colored tree Γ is a finite connected tree consisting of a set of vertices V(Γ), a set of edges E(Γ), a distinguished semi-infinite edge e 0 ∈ E(Γ) (called the root), and a subset of colored vertices V col (Γ) ⊂ V(Γ) such that any non-self-crossing path from the root to any other semiinfinite edge crosses exactly one colored vertex. Γ is stable if the valence of any colored resp. uncolored vertex is at least two resp. three. The endpoint adjacent to the root edge is the principal vertex of Γ. Denote by v 0 , ..., v g−1 the uncolored vertices, with v 0 as the principal vertex, that is, the vertex adjacent to the root edge. Given two vertices v i and v j , we define v j to be below v i if there exists a non self-intersecting path starting from v 0 to some colored vertex such that the path passes through v i before it does through v j . We can define analogously this partial relation between two edges and between a vertex and an edge. Define the principal branches of a vertex v k to be the edges below 
The subset
of points with non-zero labels is the kernel of the homomorphism Hom(E(Γ),
given by taking the product of labels from the given vertex to the colored vertex above it, and is therefore an algebraic torus. The torus T (Γ) acts on X(Γ) by multiplication with a dense orbit.
Example 3.2. The tree Γ in Figure 1 is a colored tree with n = 4, g = 3, m = 2. The space of balanced labellings is
and admits an action of the torus
Proposition 3.3. [9] There exists an isomorphism of a Zariski open neighborhood of
Recall that affine toric varieties are classified by finitely generated cones [2] . We wish to give a description of the cone C(Γ) that induces the toric variety X(Γ). Note that the part of Γ below the colored vertices does not affect X(Γ). Hence, for the rest of this section, it suffices to assume that the colored tree Γ that does not contain any vertex below any colored vertex. Recall from e.g. [2, p. 18 ] that the coordinate ring of X(Γ) is generated by symbols f µ for µ ∈ C(Γ) ∨ , modulo the ideal I(Γ) generated by relations
where α 1 , ..., α N , β 1 , ..., β N are non negative integers satisfying
We define a labelling of the edges by weights recursively as follows. First consider the case that Γ is a tree with one non-colored vertex. Label the edges below the vertex v i by some variable e * i . Next suppose Γ has g non-colored vertices. By induction, assume that we have labelled the edges of the principal subtrees Γ 1 , ..., Γ m of Γ, that is, the trees Γ 1 , ..., Γ m which correspond to the vertices adjacent to the vertex in the root edge. We have thus labelled all the edges of Γ except for the principal branches. Denote by s(Γ) the sum of the labels of the edges of a non-self-crossing path from the principal vertex to a colored vertex. Denote s k = s(Γ k ) for each tree Γ k . If v g is the principal vertex, let
All the edges d of Γ are now labelled by weights w d .
Example 3.4. Figure 2 illustrates the labels of the edges of Γ.
Using (12) , one sees that s = s(Γ) is the sum of the labels of the edges of a non-selfcrossing path from the principal vertex v 0 to a colored vertex and s is independent of the path chosen. Define χ(Γ) to be the convex cone generated by the weights w d , Figure 2 . An example of a labelling
The proof will be given after the following lemma.
Definition 3.6. Suppose A, B are two disjoint subsets of E(Γ). We write A ∼ B if there exists a vertex and two non-self-crossing paths γ 1 and γ 2 from that vertex to some two colored vertices so that A and B respectively contain exactly the edges of the paths γ 1 and γ 2 .
Example 3.7. The set A = {x 1 , x 3 } is equivalent to B = {x 2 , x 6 } in example above. 
Example 3.9. In the example above, A = {3x 1 , 2x 3 , x 4 , x 5 } and B = {3x 2 , 4x 6 } satisfy (14). Hence, we can write
Proof. The only if part is already discussed. We only need to show the other direction. As before, it suffices to consider the case that there are no non-colored vertices below the colored vertices. When the number of non-colored vertices is 1 , the statement of the lemma is trivial. Assume the proposition holds for any tree with number of vertices less than g. Consider a tree Γ with g non-colored vertices. Denote by α 1 , ..., α m and β 1 , ..., β m the multiplicities of the principal branches d 1 , ..., d m in A and B. Since A ∩ B = ∅, we have α i β i = 0. Equation (14) implies
Without loss of generality, we can assume β i = 0. Then
By induction, we may assume that there exists a partition A ∩ E(Γ i ) and It follows from the theorem that the cone C(Γ) corresponding to the toric variety X(Γ) is the cone dual to the rational span of χ(Γ). Next we find a minimal set G(Γ) of generators of C(Γ) by an inductive argument on the number of vertices g(Γ) of Γ.
The cone C(Γ) is g-dimensional and the vectors in G(Γ) are in Z g ⊂ R g .
Theorem 3.10. G(Γ) is a minimal set of generators of
Example 3.11. The tree Γ in Figure 1 can be split into two principal subtrees Γ 1 and Γ 2 , as illustrated in Figure 2 . Since G(Γ 1 ) = {e 1 } and G(Γ 2 ) = {e 2 }, we obtain G(Γ) = {e 1 , e 2 , e 3 , e 1 + e 2 − e 3 }. The cone generated by {e 1 , e 2 , e 3 , e 1 + e 2 − e 3 } is the cone C(Γ) corresponding to the toric variety X(Γ).
Proof of Theorem 3.10. We must show that C(Γ) =C(Γ), whereC(Γ) is the cone generated by vectors in G(Γ). First note that with s as in (11), for every v ∈ G(Γ),
This follows by induction on the number of vertices from the observation that
Given v ∈C(Γ), we now show that v is a non-negative linear combination of elements of G(Γ). For g = 1, the claim is trivial. Assume the claim is true for all trees with less than g vertices. Let Γ be a tree with g vertices. Since χ(Γ i ) ⊂ χ(Γ), we can write v
If β ≤ 0 then we are done since e g ∈ G(Γ). If β > 0, denote by
Then by (17),
To write v as a non-negative linear combination of elements in χ(Γ)
we can write
as non-negative linear combination of elements of G(Γ). If −β ′ = −β + (m − 1)λ m ≥ 0, we are done. Otherwise, reapply the process to
This is justified since
This process has to stop at some time and therefore we obtain v has to be a non-negative linear combination of elements in G(Γ). Hence C(Γ) =C(Γ).
It remains to show that G(Γ) is a minimal set of generators of C(Γ).
We argue by induction: suppose that G(Γ i ) is a minimal set of generators for each C(Γ i ). Let v ∈ G(Γ) be non-negative linear combination of other elements in G(Γ). Then projecting onto the space spanned by G(Γ i ) gives a violation of the inductive hypothesis. 
Local description of Cartier boundary divisors
Recall the description of invariant Weil divisors of an affine toric variety X(Γ) with cone C(Γ) [2] :
. There is a bijection between the one dimensional faces of C(Γ) with the invariant prime Weil divisors of X(Γ).
We first identify the invariant prime Weil divisors of X(Γ).
Definition 4.2.
A subset Y = {y 1 , ..., y r } ⊂ E(Γ) is called complete if it has the following property: when we set x y 1 = · · · = x yr = 0, the relation x k ...x l = 0 holds for some edges k, ..., l ∈ E Γ if and only if at least one of the edges in the product is in Y .
Definition 4.3. A complete subset Y of E(Γ) is called minimally complete if it does not properly contain any complete subset of E(Γ).
Denote by D(Γ) the set of minimally complete subsets Y ⊂ E(Γ). A minimally complete subset can be characterized combinatorially as follows.
Example 4.4. The minimally complete subsets of E(Γ), where Γ is the tree in Figure 1 , are {x 1 , x 2 }, {x 1 , x 5 , x 6 }, {x 2 , x 3 , x 4 }, {x 3 , x 4 , x 5 , x 6 }. From Corollary 3.13, we also obtain
Corollary 4.7. The number of 1 dimensional faces of C(Γ) equals the number of minimally complete subsets of E(Γ).
We can now describe the set of invariant Weil divisors of X(Γ) as follows.
Proposition 4.8. There is a bijection between the set of invariant prime Weil divisors and the set of minimally complete subsets of E(Γ). More explicitly, each invariant Weil divisor has the form
Proof. Suppose D is an invariant Weil divisor of X(Γ). Then D is the union of some orbits. Given a point (
The orbit of this point under the torus action is
Since D is a subvariety, D must contain the Zariski closure ofD Y , which is D Y .
We now show if D Y is a subvariety of codimension 1, then Y is minimally complete. We notice that given a minimal complete subset Y ⊂ E(Γ), for each principal subtree Γ i , either 
Proof. Denote τ 
For each vertex v k of Γ, we define
Hence if D Y ∈ D k , Y does not contain edges of Γ which are above v k .
Proposition 4.12. The group of invariant Cartier divisors is generated by
Example 4.13. The set of Cartier divisors of X(Γ), where Γ is the tree in Figure 1 , is generated by 
Proof of Proposition 4.12.
We first check that D k is a Cartier divisor. Recall the notation in (11) ,
generates M. Therefore, D 0 , ..., D g−1 generates the set of Cartier divisors of X(Γ).
We have the following description of the subspace of Cartier divisors of X(Γ). 
Since n D 0 ∈ Z, we obtain s|r 0 . Induction on the length of the path γ k gives s|r k .
Global description of Cartier boundary divisors
In this section we give an explicit criterion for a divisor D of the form (5) to be Cartier. It is easy to see from the local description of the moduli space given below that any divisor of type I is Cartier, so it suffices to consider divisors of type II. To describe the answer, let I = {1, . . . , n}, Par(I) the set of non-trivial partitions of I, and P(I) the power set of non-empty proper subsets of I. We identify the set of prime Weil boundary divisors of type I with the subset of elements of P(I) of size at least two, and the prime Weil boundary divisors of type II with Par(I). Thus in particular the space of Weil boundary divisors becomes identified with Z[Par(I)], by the map
Let Z(I) denote the natural incidence relation,
Let p : Z(I) → P(I), q : Z(I) → Par(I) denote the projections. We have a natural map from the space of functions on Par(I) to functions on P(I) given by pullback and push-forward:
A relations on the space of Cartier divisors is a collections of coefficients {m I 1 ,...,Ir } ∈ Z[Par({1, . . . , n})] such that (20) n {i,j},{k},{l} + n {i},{j},{k,l} − n {i,j},{k,l} − n {i},{j},{k},{l} hold. Thus the space of Cartier boundary divisors of type II is a 11-dimensional subspace of the space of the 14-dimension space of Weil boundary divisors of type II.
Let Γ be a colored tree, and choose a bijection from the set of colored vertices of Γ to I = {1, ..., n}. Example 5.7. For the tree Γ in Figure 1 , the correspondence between the minimally complete subsets of E(Γ) and the compatible partitions of {1, ..., n} is
Proof. When g = 1, there is one minimally complete subset which corresponds to the partition {{1}, ..., {n}}. Given a minimally complete subset Y = {y 1 , ..., y r }. By cutting the edge y k , we split the tree into two parts. Denote by I k the set of colored points in the part not containing the root of Γ. Then I 1 , ..., I r is a nontrivial partition of {1, ..., n}. We can construct a homomorphism f : Γ → Γ I 1 ,...,Ir as follows. For each principal subtree Γ j of Γ, the partition {I 1 , ..., I r } induces a partition P j of the set of colored points of Γ j . In fact, the induced partition is a subset of the partition {I 1 , ..., I r }. Hence there is a natural inclusion map i j : Γ P j → Γ I 1 ,...,Ir . If P j is trivial, define f j : Γ j → Γ P j to be the identity map. Otherwise, by induction hypothesis, we obtain a homomorphism f j : Γ j → Γ P j for each principal subtree Γ j . The map f : Γ → Γ I 1 ,...,Ir such that f = i j •f j when restricted to each principal subtree Γ j is a tree homomorphism we need.
Let {I 1 , ..., I r } be a compatible partition with a tree homomorphism f : Γ → Γ I 1 ,...,Ir . We can construct the corresponding minimally complete subset Y as follows: for each partition I k , define y k to be first common edge of the paths from the colored vertices in I k to the root. Let Y = {y 1 , .., y r }. Note that Y is a minimally complete subset of the set of edges of Γ. Indeed, suppose there exist two edges y k and y j in Y and y j is below y k . Then I j ∩ I k = ∅ because of the condition f maps the principal vertex v 0 of Γ to the principal vertex v ′ 0 of Γ I 1 ,..,Ir . It is not hard to verify that the constructions above are inverse to each other. Therefore,we obtain a bijective correspondence between the set of compatible partitions and the minimally complete subsets of E(Γ).
From Proposition 5.6 we obtain a bijective correspondence between compatible partitions and the Weil divisors of X(Γ). For each compatible partition {I 1 , ..., I r } of Γ, denote by D I 1 ,...,Ir the corresponding invariant prime Weil divisors of X(Γ). We prove the main result:
Proof of Theorem 5.1. Given S ⊂ {1, ..., n}. From Theorem 4.14, we obtain show that Ker p * q * ⊂ hull Z image π Γ . We proceed by induction on the number of colored vertices. Denote by Tree n the class of colored metric trees with n colored vertices. For n = 1, the statement is obvious. Denote by S j ⊂ Tree n the subclass of trees Γ such that the principal subtree of Γ containing the colored vertex j is a simple tree with at least 2 branches. Also, denote by S On the other hand, for Γ ∈ Tree n−1 , image π Γ can be naturally embedded in image πΓ, whereΓ ∈ S 1 n is obtained from Γ by attaching a principal subtree that contains the colored vertex n.
Next we prove the second claim in Theorem 5.1.
Definition 5.8. A partition P ∈ Par(I) is simple if there exists S ∈ P(I) such that S ∈ P and for every i / ∈ S, {i} ∈ P.
The number of simple partitions is 2 n − n − 1.
Example 5.9. When n = 4, there are 11 simple partitions: {{1}, {2}, {3}, {4}}, {{1, 2}, {3}, {4}}, {{1, 3}, {2}{4}}, {{1, 4}, {2}, {3}}, {{1}{2, 3}{4}}; {{1}{2, 4}, {3}}, {{1}, {2}, {3, 4}}, {{1, 2, 3}{4}}, {{1, 3, 4}{2}}, {{1, 2, 4}{3}},{{1}{2, 3, 4}}.
Consider the unique natural extension maps
From the first claim of Theorem 5.1 and the identities
it follows that the space of rational Cartier boundary divisors is exactly the image of (q * p * ) Q . Suppose n P D P is a Cartier divisor with integral coefficients and hence, we can find k ∈ Q[P(I)] such that
Definek ∈ Z[P(I)] as follows: pick arbitrary integral values fork({i}) such that n i=1k ({i}) = n {{1},...,{n}} . For S ∈ P(I), let P S denote the unique simple partition P S such that S ∈ P . Definek (S) = n P S − i / ∈Sk ({i}).
We show that q * p
since each i appears in exactly one S ∈ P and
In the remainder of this section, we explore consequences of Theorem 5.1. The following is immediate:
Corollary 5.10. The space of Cartier boundary divisors of type II in M n,1 (A) has rank (2 n − 2) − n + 1 = 2 n − n − 1.
Note that this is the same as the rank of Cartier boundary divisors of type I of M n,1 (A). Finally we give a geometric description of the space of Cartier boundary divisors in terms of the forgetful morphism f : M n,1 (A) → M n obtained by forgetting the scaling. Proof. Suppose that D S ⊂ M n is the divisor corresponding to some subset S ⊂ {1, . . . , n}. Using the definition of the forgetful morphism, the inverse image
The second term is the image of a standard basis vector e S ∈ Z[P({1, . . . , n}) under the map q * p * . It follows from the description above that modulo divisors of type I, these divisors generate the space of Cartier divisors of M n,1 (A), which completes the proof. One checks easily that the three relations in (20) hold.
What kind of category do CohFT's form?
Naturally the definition of morphism of CohFT's above suggests the question of what sort of category CohFT's form. We will not give a complete answer to this question, but rather we will sketch a notion of composition of morphisms of CohFT's. This will make CohFT's into something like a category, but with additional information necessary for composition, as in Street's notion of higher categories, see for example [10] . This notion of composition plays a natural role in the quantum reduction with stages conjecture in [11] . The cohomological datum needed for the composition maps is associated to a moduli space of s-scaled n-marked lines as follows.
Definition 6.1. An s-scaled, n-marked affine line over a field k is an affine line Σ equipped with s scalings φ 1 , . . . , φ s : T Σ → Σ × k and n distinct points z 1 , . . . , z n . An isomorphism of s-scaled, n-marked affine lines Σ 0 , Σ 1 is an isomorphism ψ : Σ 0 → Σ 1 preserving the scalings and markings: φ Let k = C and let M n,s (A) denote the moduli space of s-scaled, n-marked affine lines up to automorphism. M n,s (A) has a natural compactification obtained by allowing bubbles on which a proper subset of the scalings have gone to infinity or zero. A s-scaled, n-marked line Σ is stable if each component with at least one non-degenerate scaling has at least one marked or nodal point, and each component with all degenerate scalings has at least two marked or nodal points. The combinatorial type of an s-scaled, n-marked affine line is an s + 1-colored tree, defined as follows. Let Γ be the tree defined by Σ. For each i, the i-colored vertices are those on which the i-th scaling is finite.
Let M n,s (A) denote the moduli space of s-scaled, n-marked lines. The boundary of M n,s (A) can be described as follows. n,s (A) where the markings z 1 < z 2 < . . . < z n are real, the scalings φ 1 , . . . , φ s are real, and φ 1 < φ 2 < . . . < φ s . Definition 6.3. Let U 0 , U 1 , U 2 be CohFT's. Given morphisms φ 01 ∈ Hom(U 0 , U 1 ) and φ 12 ) ∈ Hom(U 1 , U 2 ) define define the composition of CohFT's as the sequence of maps CohFT's is similar, except that one allows the subsets I 1 , . . . , I r in the partition to be empty. A commutative triangle of CohFT's is a triple of morphisms φ 01 , φ 12 , φ 02 such that φ 02 agrees with φ 12 • φ 01 on U n 0 ⊗ H(M n,2 (A)) after composing with the natural restriction map H(M n,2 (A)) → H(M n,1 (A)) defined by restricting to the space where the scalings are equal. Similarly one can define commutative simplices of CohFT's of higher dimension.
The need for additional information in the composition of CohFT's seems quite natural, since the composition maps in the CohFT themselves have additional inputs. On the other hand, morphisms of F -manifolds form an ordinary category by composition.
