Abstract. Recently Krichever proposed a generalization of the amoeba and the Ronkin function of a plane algebraic curve. In our paper higher-dimensional version of this generalization is studied. We translate to the generalized case different geometric results known in the standard amoebas case.
Introduction.
The amoeba A X of a closed complex analytic set X in (C * ) m is, by definition, the image in R m of this set under the map Log : (z 1 , . . . , z m ) → (log |z 1 |, . . ., log |z m |).
The amoeba A F of a Laurent polynomial F(z) in (C * ) m is the image of the hypersurface {F(z) = 0} under the map Log. In this paper we will usually call these objects classical amoebas. The notion of amoeba was introduced by Gelfand, Kapranov and Zelevinsky in [4] . This object was widely studied in the last decades and found different applications in complex geometry and tropical geometry. Recently Krichever introduced the notion of generalized amoeba of a complex curve [9] . To define this object one need to choose on a given smooth complex curve C a pair of meromorphic differentials ω 1 , ω 2 with some additional properties.
In our paper we define the notion of a generalized amoeba in higher dimensions. The main purpose of this paper is to extend results known in the classical case to the multidimensional generalized amoeba case. Some of our results are proved similarly to the classical ones. On the other hand, some proofs of theorems in the classical amoeba case are based on direct manipulations with the Laurent polynomial F(z) of an amoeba. Since in the generalized case we have no analog of this polynomial, we have to use different techniques.
Let us recall some facts about the classical amoebas of a Laurent polynomial F(z). We denote by ϒ the set of connected components of R m \ A F . Any component C ∈ ϒ is a convex set in R m . Let us define the Ronkin function R F : R m → R of the amoeba A F as follows
The Ronkin function R F is convex and its restriction to any connected components of R m \ A F is an affine function. Therefore one can define the map ν F from the set ϒ to R m as ν F (C) = ∇R f (x), where C ∈ ϒ and x ∈ C, this map is called the order map. In fact, ν F is injective, integer valued and its image is contained in the Newton polytope N F of the polynomial F. Moreover, the convex hull of the image of ν F coincides with N F . One of the main facts about geometry of A F is that the recession cone of a component C ∈ ϒ is equal to the normal cone to the Newton polytope N F at the point ν F (C) [5] . Let us introduce the main objects of our study. Suppose that X is an n−dimensional compact complex manifold and V is a simple normal crossing divisor on X . Denote by H 0 (X , Ω 1 (logV )) the space of holomorphic 1-forms on X \ V with logarithmic poles along V. A form ψ ∈ H 0 (X , Ω 1 (logV )) is called an imaginary normalized holomorphic differential if dψ = 0 and for any cycle γ ∈ H 1 (X \V, R) holds γ ψ ∈ iR.
Let ω = (ω 1 , . . . , ω m ) be a vector of imaginary normalized holomorphic differentials, then we define the following map from X \V to R m Log ω,p 0 (p) = (Re where p, p 0 ∈ X \V. The choice of the point p 0 does not play much role, so we will usually write just Log ω instead of Log ω,p 0 .
The generalized amoeba A ω associated with ω = (ω 1 , . . . , ω m ) and the pair X ,V is the image of the map Log ω in R m . We will show that generalized amoebas have properties similar to classical amoebas. This paper is organized as follows. In the first section we give the definition of a generalized amoeba. We describe the set of critical values of the map Log ω,p 0 and the asymptotic behavior of an generalized amoeba. Also we give a complete description of the space of imaginary normalized holomorphic differentials when X is a Kähler manifold with a fixed simple normal crossing divisor V on it.
In the second section we study generalized amoebas when m = n + 1 (here n = dim X and m = dim R m ). This case is a generalized analog of an amoeba of a hypersurface in (C * ) m . Geometry of classical amoebas of hypersurfaces in (C * ) m is the most studied and well-described topic in this area.
Consider the differential forms Ω j = ω 1 ∧ · · · ∧ ω j−1 ∧ ω j+1 ∧ · · · ∧ ω m , j ∈ {1, . . ., m}.
We say that the generalized amoeba A ω satisfies the nondegeneracy condition if there exits j such that Ω j ≡ 0 on X . When we deal with the m = n + 1 case we assume that the generalized amoeba A ω satisfies the nondegeneracy condition. Our main tool to study the m = n + 1 case is the Ronkin function of a generalized amoeba. Because we don't have the polynomial F we can't use the classical definition. We denote the Ronkin function of the generalized amoeba A ω by R ω . Let φ (x) be a smooth function with a compact support and let dx = dx 1 ∧ · · · ∧ dx m . Then we say that a function R ω is the Ronkin function of the generalized amoeba
for any smooth function φ (x) with a compact support. Here 
We prove that this function exists, it is convex, and the restriction of R ω to any connected component of R m \ A ω is an affine function. Because the Ronkin function function is not necessarily smooth we calculate its derivatives in the sense of generalized functions.
The notions of tropical supercurrents and superform was introduced in the tropical geometry setting [10] . Tropical superforms is a tropical analog of differential forms on complex manifolds, in particular they were used to construct a tropical analog of de Rham cohomology theory [7] . The language of superforms is useful in our study. In particular, we interpret the Hessian of the Ronkin function as a positive (1, 1)−supercurrent m ∑ j,k=1
Then the existence and properties of the Ronkin function is implied by the tropical analog of the ∂ ∂ −lemma. Now, let us denote by ϒ the set of connected component of R m \ A ω . We prove that each connected component C ∈ ϒ is convex. In the generalized case we define the order map ν ω : ϒ → R m in the same way as it was defined in the classical case, i.e., ν ω (C) = ∇R ω (x), where x is any point from C. Since we don't have the polynomial F we can't use the classical definition of the Newton polytope, we define the Newton polytope N ω of the amoeba A ω to be equal to the convex hull of the image of the order map ν ω . We prove that ν ω is injective and the recession cone of a component C ∈ ϒ is equal to the normal cone to the Newton polytope N ω at the point ν ω (C). These are generalizations of the classical case statements. Also we prove several statements about the Monge-Ampère measure associated with R ω , these statements are generalization of results from [13] .
In the last section we give a coordinate-free construction of the generalized amoeba and reformulate results of the first two section in a coordinate-free form, it gives more abstract view on this subject.
Also we would like to mention another paper on generalized amoebas. The tropical limit of generalized amoebas of complex curves was studied in [11] , this paper describes interesting relations between generalized amoebas, tropical curves and geometry of the moduli space of complex curves.
where z 1 · . . . · z k = 0 is a local equation of V in U. In other words, any element ω ∈ Ω 1 X (logV )(U ) has the following form
where f j (z) ∈ O X (U ). This sheaf is called the sheaf of logarithmic 1-forms along V over X . We denote by Ω k X (logV ) the k-th exterior power of the sheaf
This sheaf is called the sheaf of logarithmic k-forms along V over X .
Given a vector of imaginary normalized holomorphic differentials ω = (ω 1 , . . ., ω m ) and a point p 0 ∈ X \V, we define the map Log ω,p 0 :
Because the form ω j is an imaginary normalized holomorphic differential, the real part of p p 0 ω j does not depend on the choice of a path of integration, hence the map Log ω,p 0 is well-defined. Obviously, for p 0 , p ′ 0 ∈ X \V the corresponding maps Log ω,p 0 , Log ω,p ′ 0 differ from each other by the shift by the vector (Re
Therefore the choice of the point p 0 does not play much role, we consider the maps Log ω,p 0 for the different choices of p 0 to be equivalent, and we will usually write just Log ω instead of Log ω,p 0 . Denote by Sing ω j the union of all D k such that ω j has a pole along D k .
. ., ω m ) be a vector of imaginary normalized holomorphic differentials such that j Singω j = V. The generalized amoeba A ω ⊂ R m associated with ω and the pair X ,V is the image of the map Log ω : X \V → R m . EXAMPLE 1.1. Let X be a smooth algebraic variety in (C * ) m , we may think that there is a smooth compactification X of X such that X \ X is a simple normal crossing divisor. Choose ω = (ω 1 , . . . , ω m ) as follows
Then Log ω is equal to Log| X up to the shift by a constant vector, therefore the generalized amoeba A ω coincides with the classical amoeba A X after the translation by this vector.
The generalized amoebas of one-dimensional complex manifolds was introduced in [9] . Let us consider the main object of study of [9] . EXAMPLE 1.2. Let C be a smooth algebraic curve of genus g with s distinct marked points p 1 , . . ., p s . For any set of numbers a 1 , . . . , a s ∈ R such that ∑ s j=1 a j = 0 there is a unique imaginary normalized holomorphic differential ω such that it has poles of order ≤ 1 at the points p j and res p j ω = a j . Let ω 1 and ω 2 be such differentials then there is the logarithmic map
The image of this map is called the generalized amoeba of a complex curve with marked points. DEFINITION 1.5. Let X be a closed analytical subset of the algebraic torus (C * ) m . Consider the map
where Arg(z) ∈ R/2πZ is the argument of a complex number z. The coamoeba C X of X is the image of X under the map Arg, i.e., C X = Arg(X ).
REMARK 1.1. In some sense coamoebas play a complementary role to amoebas. One can define a generalized coamoeba and some kind of hybrids between a coamoeba and an amoeba in a very similar fashion. Let Λ r be a lattice of rank r in R m . Let ω = (ω 1 , . . ., ω m ) be a vector of closed holomorphic 1−form on X \V such that for any cycle γ ∈ H 1 (X \V, Z) holds
Then for a fixed point p 0 ∈ X \V one can defined the map
For a smooth algebraic variety
| X , and the lattice Λ m = 2πZ m we obtain a classical coamoeba. In this article we don't study generalized coamoebas, but it seems that one can translate some properties of classical coamoebas and of generalized amoebas to the generalized coamoebas case. PROPOSITION 1.1. The map Log ω is closed and proper. In particular, the generalized amoeba A ω is a closed set in R m .
PROOF. Let us consider the one-point compactification of
Therefore there is a continuous map Log ω : X → S m such that Log ω | X\V = Log ω and Log ω (p) = ∞ for p ∈ V. The closed map lemma states that every continuous map f : X → Y from a compact space X to a Hausdorff space Y is closed and proper. Therefore Log ω is closed and proper.
Let C be a closed set in X \V, consider C as a subset of X . Then the image of the closure C of C in X under the map Log ω is a closed set in S m , whence Log ω (C) ∩ R m is a closed set in R m . Since Log ω (C) ∩ R m = Log ω (C), we see that Log ω (C) is a closed set in R m and Log ω is a closed map.
Let C be a compact set in R m , then Log
is a compact set in X \V and Log ω is a popper map. In particular, the amoeba A ω = Log ω (X \V ) is a closed set in R m .
1.2.
Critical points of the logarithmic map. Now we are going to describe critical points of the map Log ω . First let us introduce some notation. For any point z ∈ X \V there is a holomorphic map
this map is well-defined in a small neighborhood of the point z. Consider its differential
where L z is the complex linear space conjugated to L z . The point z ∈ X \ V is a critical point of the map
This proposition is an extension to the generalized case of Theorem 2 from [1] and of Theorem 3.2 from [12] .
PROOF. Given a point z ∈ X \V, then for any point p in a small neighborhood of z we have
where x = Log ω,p 0 (z), can be represented as the composition of two maps
The rank of d z Log ω,p 0 is the dimension of imd z Log ω,p 0 , it is equal to
Hence the rank of the map Log ω,p 0 at the point z is equal to
The point z is critical iff the rank of the differential of the map Log ω,p 0 is lesser then
Using the formula for the rank we obtain the following condition 
The space L z is a C−linear span of the vectors
It is easy to check that X = / 0 iff n ≤ m and the amoeba satisfies nondegeneracy condition (see below, Definition 1.7). Let us define the logarithmic Gauss map as follows
where [L z ] is the class of the vector subspace L z ⊂ C m in the Grassmannian Gr(n, m). Critical points of the logarithmic map in the classical case were studied in terms of the logarithmic Gauss map [1] , [12] . 
Imaginary normalized holomorphic differentials on Kähler manifolds.
where γ j is the canonically oriented boundary of a small complex disc transversal to the hypersurface D j , i.e., let p be an arbitrary point from D j \ q = j D q , and z 1 , . . . , z n be a local coordinates in a neighborhood of
where ε is small and the orientation of γ j is natural, i.e., the differential form
is positive on γ j . It is easy to see that the homological class of γ j in H 1 (X \ V ) does not depend on the choice of p, ε and local coordinates, this class depends only from D j , therefore Res D j ω is well-defined. In the local coordinates z 1 , . . . , z n the differential form ω can be written as
where z k = 0 is a local equation of D j k and θ is a closed holomorphic 1-from. PROOF. The first part of this statement follows from the construction of the mixed Hodge structure on a smooth open quasi-projective variety, the second part follows from the first part and non-degeneracy of a period matrix of holomorphic 1-forms on X . Now, let us give a proof.
Let us prove the "if" part of the statement (1). Let L j be a line bundle associated with the divisor D j , let us fix a hermitian metric | · | on L j . There is a holomorphic section s j such that the divisor D j is the zero set of s j . Set η j = 1 2πi ∂ log |s j | 2 . Suppose that z 1 = 0 is a local equation of D j in a neighborhood U of a point z ∈ X , then η j locally looks like (2) η j = 1 2πi
where θ j is a 1-form with C ∞ -coefficients. Observe that η j is well-defined current acting on C ∞ -forms on X , in other words, the integral
converges for any C ∞ -differential form ψ on X . Indeed, one can easily check this using partition of unity and local form (2) of η j .
and Θ j is a (1, 1)-differential form on X with C ∞ −coefficients. Indeed, taking the exterior derivative of (2) in the scene of currents we get this formula. Consider the differential form 
is an exact (1, 1)-differential form with C ∞ −coefficients on the Kähler manifold X . Using ∂ ∂ −lemma we obtain a smooth function f such that
Hence ω is a closed holomorphic form on X \V. Moreover, by construction, ω has a logarithmic-singularities along V and prescribed residues along D j , j = 1, . . . , s. This proves "if" part of statement (1).
Let us prove the "only if" part of the statement (1). Suppose there is a form ω such that ω ∈ H 0 (X , Ω 1 X (logV )), dω = 0 on X \V, and Res D j ω = a j ∈ C for j = 1, . . . , s. Observe that ω is a well-defined current on X , indeed the integral
Let us prove the "existence" part of the statement (2). Let ω be a closed form from H 0 (X , Ω 1 X (logV )) with residues Res D j ω = a j ∈ R for any j. The periods of this form are not necessarily pure imaginary, we are going to modify ω in such a way that all periods of the modified form will be pure imaginary numbers.
Consider the sequence
where the map τ takes a class of the point p ∈ D j to a small canonically oriented circle γ j around the hypersurface D j (1) . The map i * is induced by the inclusion i : X \ V ֒→ X . In general there are linear relations between classes of cycles γ 1 , . . . , γ s . For p ∈ D j the following relation holds
PROOF. First, let us prove that i * is an epimorphism. Let e be a one-dimensional cycle in X . Because V has real codimension 2, we can deform e to a cycle e ′ in such a way that
, whence the map i * is an epimorphism.
Because the cycle γ j is a boundary of a small disc transversal to D j , the imτ is a subspace of ker i * . Let us prove that imτ
Without lose of generality we may think that δ is transversal to V and there is a well-defined intersection number (δ , D j ) between δ and D j . Let U ε D j be an ε-neighborhood of D j for some Riemannian metric on X . Consider the following chain
Using this exact sequence we can obtain a split
Because X is a Kähler manifolds, the dimension dim H 1 (X , R) = 2l is even. Let e 1 , . . ., e 2l be a basis of L, then i * e 1 , . . ., i * e 2l is a basis of
Let δ be a cycle in H 1 (X \V, R), we can write it as δ = γ + e, where γ ∈ imτ and e ∈ L. If γ ∈ Imτ, then from (4) and the condition Res D j ω = a j ∈ R we obtain γ ω ∈ iR. Thus δ ω ∈ iR iff e ω ∈ iR.
If there is a holomorphic 1-form ψ on X such that
, then ω − ψ is a form with pure imaginary periods and with required residues, indeed, the addition of a global holomorphic form to ω does not change the residues. Because X is a compact Kähler manifold, the cohomology group H 1 (X , C) has the decomposition
these are standard facts from Hodge theory of Kähler manifolds. Let ψ 1 , . . . , ψ l be a basis of holomorphic 1-forms of H 1,0 (X , C). From (5) and (6), it follows that
For any holomorphic form ψ ∈ H 1,0 (X , C) there is a basis decomposition
where u j , v j ∈ R. We would like to find u j , v j such that
one can solve this system of linear equations if the matrix
is nondegenerate. This matrix is the matrix of pairing between i * e 1 , . . . , i * e 2l and ϕ 1 , . . . , ϕ 2l , i.e., M jk = i * e k ϕ j . Since i * e 1 , . . . , i * e 2l is a basis of H 1 (X , R) and ϕ 1 , . . . , ϕ 2l is a basis of H 1 (X , R), the pairing between them is nondegenerate, whence M is a nondegenerate matrix and for any real values Re e 1 ω, . . . , Re e 2l ω there is a holomorphic 1-form ψ such that Re i * e k ψ = Re e k ω. Then the form ω = ω − ψ is an imaginary normalized holomorphic differential with a given residues.
Let us show uniqueness. Suppose there are two normalized holomorphic differentials ω 1 , ω 2 such that Res D j ω r = b j for r = 1, 2 and any j. Locally these differentials has the following form
where θ r is a holomorphic 1-form and z k = 0 is a local equation of the divisor D j k , therefore the singular parts of ω 1 and ω 2 are equal. Thus ψ = ω 1 − ω 2 is a holomorphic 1-form on X .
LEMMA 1.2. Let ψ be a closed holomorphic p-differential form on a compact Kähler manifold X . If
PROOF. Since γ ψ ∈ R for any cycle γ ∈ H p (X , R), we have γ ψ − ψ = 0, where ψ is a complex conjugated form, which is an antiholomorphic p-form. Thus ψ − ψ is exact. Since X is a compact Kähler manifold, ψ and ψ are harmonic forms. On a compact Kähler manifold a harmonic form is exact if and only if it is identically zero, therefore ψ − ψ ≡ 0. Because ψ and ψ have different bidegrees, we get ψ ≡ 0.
By assumptions we have γ ψ ∈ iR for any cycle γ ∈ H 1 (X , R). Thus we can apply Lemma 1.2 to the form iψ, and we get ψ ≡ 0. Whence ω 1 = ω 2 .
Asymptotic behavior of an amoeba and its asymptotic fan. Recall that
We denote by Σ S the cone in R m spanned by v j , j ∈ S ⊂ {1, . . ., s}, i.e.,
The asymptotic fan Σ ω of the generalized amoeba A ω is the set of all cones Σ S such that j∈S D j = / 0. The support of the asymptotic fan is the following set
REMARK 1.5. We should warn that in general an asymptotic fan is not a fan in the sense of toric varieties. In the general case some cones may intersect each other by their interior points, but the standard definition of a fan requires that an intersection of two cones is their common face. In the case when m = n + 1 and A F is a classical amoeba, the support of the corresponding asymptotic fan |Σ F | is the support of the n-skeleton of the normal fan of the Newton polytope N F . (The n-skeleton of a polyhedral complex is the set of faces of dimension at most n. See definition of the Newton polytope in the next section).
To make the next statement we need to introduce some notation. The Hausdorff distance between two sets A, B ⊂ R m is equal to
For a given positive real number c the c-neighborhood U c (A) of a set A ⊂ R m is the following set
be a finite cover of X such that U l is a compact unit polydisc with local coordinates
and V is given by the equation
, r(l) are some numbers depending on l and k. Because X is compact and V has simple normal crossings this cover exists. In the local coordinates we have
where ϕ l j (z) is a closed form on U l and ϕ l j (z) is holomorphic in some open neighborhood of U l . Fix a set of points {p 1 , . . . , p N }, p l ∈ U l \V, and consider the function
hence for p from U l the j-th component of this map looks like
where z l k (p) are local coordinates of the point p. Consider the vectors a k = (−a k1 , . . ., −a km ) ∈ R m , k = 1, . . ., r, and define the map Log a 1 ,...,a r from the compact unit polydisc
Then the image of Log a 1 ,...,a r is equal to the cone
For p ∈ U l we get
Because
and Σ a 1 ,...,a r = Σ 1 REMARK 1.6. This proposition describes the shape of an amoeba A ω if we look on it from the "infinity", one can consider Σ ω as some sort of the "tropical limit" of A 1 t ω . Unfortunately this "tropical limit" is degenerate, because it reflects only asymptotic behavior of an amoeba and forgets all topological structure of compact part of an amoeba. To get a good "tropical limit" one need consider simultaneous deformation of ω and of the pair (X ,V ). In particular, the appropriate tropical limit of generalized amoebas of complex curves was studied in [11] .
1.5. Nondegeneracy condition. Let J be a subset of {1,. . . ,m} of cardinality n. Consider the differential form
We say that the amoeba A ω satisfies the nondegeneracy condition if there exists a subset J ⊂ {1, . . ., m}, |J| = n such that Ω J ≡ 0 on X \V. PROOF. Suppose that dim Σ ω = n. This means that there are irreducible divisors
and the span of the vectors v j = (−Res
In these local coordinates the form ω j looks like
where θ j is a holomorphic 1-from in the neighborhood of p and v jk is k-th coordinate of the vector v j . Let J be a subset of {1, . . ., m} of cardinality n, J = { j 1 , . . ., j n }, j 1 < · · · < j n . Denote by V J the corresponding minor of the matrix V = (v jk ) j,k :
where Θ J is some meromorphic function such that it does not contain the term
. . , v n are linear independent, whence V J = 0 and Ω J ≡ 0. So, we proved the first part of the statement.
Suppose that X is a Kähler manifold, let us prove the converse statement. Any intersection of n irreducible components of V = s j=1 D j is either empty or a finite number of isolated points. Let P(X ) be a set of all such points, i.e., p ∈ P(X ) iff there is a set J ⊂ {1, . . . , s}, |J| = n such that p ∈ j∈J D j . There are a neighborhood U p of p ∈ P(X ) and a local coordinates z 1 , . . ., z n in U p such that z 1 . . . z n = 0 is a local equation of V on U p . We denote by γ p (X ) the following cycle in U p ⊂ X :
PROOF. Since Ω is a holomorphic from of the top degree on X \V, the form Ω is closed. Let us use the induction by dim X = n. The base of induction, n = 1. Because Ω ∈ H 0 (X , Ω 1 X (logV )), all singularities of the form Ω are first order poles. Since p(X ) = V and γ p (X) Ω = 0 for all p ∈ p(X ), the residues of the form Ω at the points p ∈ P(X ) = V are zeros and Ω is a holomorphic form in a neighborhood of p. Consequently, Ω is a holomorphic form on X . Using Lemma 1.2 we get Ω ≡ 0.
The step of induction. Assume that the statement is proved for dim X < n.
Since the manifold D j is a submanifold of a Kähler manifold, D j is also Kähler. Moreover, V j is a simple normal crossing divisor on D j and the set P(D j ) for the divisor V j is equal to P(X ) ∩ D j .
Let us define two maps
Let γ be a cycle in D j \ V j . Suppose there is a fixed Riemannian metrics on X . Let ε be small enough and D 2 j,ε γ be the chain consisting of all geodesic of length ε starting from points of γ and orthogonal to D j , it is a D 2 −fiber bundle over γ. We define δ j γ to be equal to ∂ D 2 j,ε γ. Let U be a neighborhood of a point in X with local coordinates z 1 , . . . , z n such that z 1 . . . z l = 0 is a local equation of V and z 1 = 0 is a local equation of D j . Then in the neighborhood U the form Ω can be written as
Then the operator Res j is defined in the local coordinates as
One can check that Res j is a well-defined operator that does not depend on the choice of the local coordinates. Also it is easy to check that the following relation holds
Whence the form Res j Ω on D j \V j satisfies to the conditions of the lemma. Thus by the inductive hypothesis we obtain Res j Ω ≡ 0. Because it is true for any D j , the coefficients C d 1 ,...,d n in (8) are equal to zero if at least one of d j 's is negative. This means that Ω is a holomorphic form on X . Using Lemma 1.2 we get Ω ≡ 0.
Suppose that dim Σ ω < n. Given a point p ∈ P(X ), consider the local representation (7) for Ω J in a neighborhood of p. Because dim Σ ω < n, we have V J = 0 and, consequently, γ p (X) Ω J = 0. Since γ ω j ∈ iR for any γ ∈ H 1 (X \ V, R), the form ω j is an element of
Hence we can apply Lemma 1.3 to the from (i) n Ω J , whence Ω J ≡ 0. Because this holds for any J the amoeba A ω does not satisfy to the nondegeneracy condition. REMARK 1.7. In this article we will use the nondegeneracy condition only in the case when m = n + 1, but we believe that in the general case the nondegeneracy condition implies that A ω behaves similarly to a classical amoeba of an algebraic subset of dimension n in (C * ) m . In the next section we will show that if m = n + 1, then the nondegeneracy condition is equivalent to the condition dim Σ ω = n (Proposition 2.10).
2. Amoebas for m = n+1, the Ronkin function, the order map and the Newton polytope.
In this section we will study the special case m = n + 1, in the classical situation it corresponds to amoebas of hypersurfaces in (C * ) m , which is the most studied topic in this area.
2.1. Classical amoebas of complex hypersurfaces. First we will recall the construction of the Ronkin function and the order map in the classical situation and basic facts related to them. Let F(z 1 , . . . , z m ) be a Laurent polynomial
where α is multi-index and A is a finite subset of Z m , we assume that C α = 0 iff α ∈ A. The convex hull of A is called the Newton polytope of F(z), we denote it by N F . We denote by A F the amoeba of By definition, the Ronkin function R F (x) of F(z) is given by the formula
and the orientation of Log −1 (x) is defined by positivity of the form
. Notice that this function is not necessarily smooth. 
PROPOSITION 2.2 ([13]). The restriction of the gradient vector ∇R
where x ∈ C and (∇R F ) j is the j's coordinate of ∇R F .
Let ϒ be a set of connected components of R m \ A F . Let us define th order map ν F :
where C ∈ ϒ and x is any point from C. The main aim of this section is to prove generalized amoeba analogs of the statements that are written above. Because there is no explicit equation of X we need to find new definitions of the Ronkin function and the Newton polytope.
Tropical superforms and tropical supercurrents.
In this subsection we will develop machinery of tropical superforms. Tropical superforms is a new object in tropical geometry, which we believe will play crucial role in the future development of tropical geometry. For general introduction and applications of superform see [10] , [7] . We will use superforms to construct the Ronkin function of the generalized amoeba.
One can consider R m as a tropical analog of the complex torus (C * ) m . Let Λ p T * R m be the p-th exterior power of the cotangent bundle of R m . 
Obviously, the space E p,q (R m ) is isomorphic to
Let K = {k 1 , . . . , k q } be a subsets of {1, . . ., m} of cardinality |K| = q. We use the convention that elements of K are naturally ordered:
In terms of coordinates a superform ω ∈ E p,q (R m ) can be written as
where the sum is taken over all subset of cardinality p and q, and f JK (x) ∈ C ∞ (R m ). We should notice
denote the subspace of tropical superform with compact support, i.e., the superform
There are two differentials
It is easy to check that 
The tropical integral of the superform f (x)µ ⊗ µ over R m is defined to be equal to
where the right hand side is a usual integral of an m-form over R m . This integral depends on the choice of the volume form µ, we will use the standard volume form µ = dx.
The same fact is true for ϕ ∈ E m−1,m c (R m ) and the operator d ′ . There is an exterior product operation
It works as follows in terms of a basis. Let us denote
the same relation holds for the operator
The same fact is true for the operator d ′ . Also we define an analog of the complex conjugation
To every compact subset C ⊂ R m and every integer s ∈ Z ≥0 , we associate a seminorm In particular, any superform ϕ ∈ E p,q (R m ) defines the supercurrent
Any (p, q)-supercurrent ϕ can be written as
where ϕ JK are (0, 0)-supercurrents and
For a fixed volume form µ = dx there is an isomorphisms τ between D 0,0 (R m ) and D 0 (R m ), where D 0 (R m ) is the space of usual currents of degree 0 on R m . The isomorphisms τ is defined as (10) τϕ[ f (x)dx] = (−1)
where ϕ ∈ D 0,0 (R m ) and f (x) is a smooth function with a compact support.
This condition is equivalent to the condition ϕ JK = ϕ KJ for all indexes K and J. 
In our opinion the proof of this proposition in [10] is not rigorous enough. We will give more explicit proof, but it repeats the ideas of the proof from [10] .
PROOF. The current ϕ can be written as
where ϕ jk ∈ D 0,0 (R m ). We defined (10) the isomorphism τ :
the equation d ′′ ϕ = 0 is equivalent to the system of equation dϕ j = 0 for j ∈ {1, . . ., m}. From the Poincaré lemma for usual currents it follows that there are 0-currents ψ j such that dψ j = ϕ j . Consider the 1-current
Since ϕ is symmetric and, consequently, ϕ jk = ϕ k j , we get
Therefore there is a current f ∈ D 0,0 (R m ) such that dτ f = ψ. Since
Now we will prove that f can be realized by a convex function. Let ρ(x) be a nonnegative C ∞ -radial function in R m such that it has compact support and R m ρ(x)dx = 1. Then consider the regularization τ f ε of the current τ f :
where ε > 0. The function τ f ε (y) is smooth and it converges to τ f in D 0 (R m ) as ε tends to 0. Let us compute
, using integration by parts we get
Let us show that τ f ε (y) is a convex function. It is enough to check that
Because ϕ is a positive current we get
In the other hand,
Thus τ f ε (y) is a convex function. Let us show that the sequence τ f ε converges to some convex function as ε tend to 0. First, let us compute 
using integration by parts we get
Since ρ is nonnegative radial function and has compact support, the function
is an odd function as a function on the argument u and has compact support, moreover, g j (u,t) ≤ 0 if u ≤ 0. Let us consider the function
From the properties of g j (u,t) it follows that G j (t 1 , . . . ,t m ) has compact support and nonpositive. Moreover
Thus, we can continue our computations as follows
Consider the (m − 1, 0)−superform
where
Since ϕ is positive we get
Finally, we obtain
We showed that
for any λ ∈ (0, 1) and any y 1 ∈ R m . It implies that lim ε→0 τ f ε (y) = −∞ for any point y ∈ R m . In the other hand, τ f ε converges in sense of currents to τ f . Thus if ϕ ≡ 0 the current τ f ε (y) converges τ f (y) ≡ −∞. If ϕ ≡ 0 we may choose τ f to be equal to 0 identically. We obtained a contradiction, therefore lim ε→0 τ f ε (y) should be finite for any point y.
Thus τ f ε is a decreasing point-wise bounded sequence of convex functions. It is easy to check that it converges to a convex function
Finally, we get
REMARK 2.3. Because R m is a tropical analog of (C * ) m , the last proposition is a tropical analog of the following statement from the complex geometry. Put
We denote by E d c (R m ) the space of differential forms of degree d with compact support on R m . DEFINITION 2.7. The Ronkin function R ω of the amoeba A ω is a function on R m such that the value of
which can be formally written as
is equal to
REMARK 2.4. We believe that one can think about the (1, 1)-tropical supercurrent d ′ d ′′ R ω (x) as current of integration over the "tropical manifold" A ω . The complex geometry analog is the following. Let F(z) = 0 is a holomorphic function in (C * ) m such that its zero set
is smooth and F(z) has a first order zero along
There are equivalent definitions of the Ronkin function in terms of usual currents. 
Then we have
Let us transform this integral of the tropical superform to the usual integral
Combining this equality with (13) we obtain (14) .
If A ω does not satisfy the nondegeneracy condition, i.e., Ω j ≡ 0 for any j, then
R ω ≡ 0 and R ω is an affine function. In this case R ω does not reflect any geometry of the amoeba, thus this case is not interesting for us. From this moment and till the end of this section we assume that the amoeba A ω satisfies the nondegeneracy condition. The Ronkin function will be our main tool to study geometry of amoebas when m = n + 1. 
THEOREM 2.3. The following statements hold: (1) The Ronkin function R ω exists and it is unique up to addition of an affine function, it is a continuous convex function on R m . (2) Suppose that the amoeba

PROOF. Let
be a superform with a compact support of degree (n, n). We denote by S ∈ D 1,1 (R m ) the current
We want to show that there is a function R ω with required properties such that (R m ). In coordinate terms we have
i.e., dx j and dx k are missing. Then
Let f (x) be a smooth function on R m . Then we have Log *
Observe that
Consider the differential (n, n − 1)-form
i.e., ω j and ω k are missing.
Combining (15) and (16), we get
Since all functions f l jk (x) have compact support and, by Proposition 1.1, the map Log * ω is proper, the from Ψ has a compact support and X\V dΨ = 0. Thus
The proof d ′ -closedness of S repeats the proof of d ′′ -closedness. Let us check that S is symmetric. By definition it means that
Since n 2 and n have the same parity, we get
Hence, we obtain
Let us check the positivity of S. By definition, S is positive if and only if
It is easy to check that
Since Φ is an (n, 0)-form, the form (−1)
It follows from Lemma 2.1 and Proposition 2.4 that there is a convex function
R ω such that d ′ d ′′ R ω = S.
By definition, this function is the Ronkin function of the amoeba A ω .
Let us prove the second part of the theorem. Let C be a connected open set in R m . We assume that the amoeba A ω is nondegenerate. We want to show that the function R ω | C is affine if and only if C ∩ A ω = / 0. From the Proposition 2.6 it follows that the support supp
The nondegeneracy condition means that there is Ω j such that
The form (−1)
In the other hand, suppose that R ω | C is an affine function, then
Hence R ω is not affine in a neighborhood of p.
REMARK 2.5. This construction of R ω defines the Ronkin function uniquely up to addition of an affine function. In fact, in the classical case the Ronkin is also defined up to addition of an affine function, indeed, polynomials F(z) = 0 and z α F(z) = 0 have identical amoebas, but their Ronkin functions are different,
Let us show that our definition of the Ronkin function coincides with the standard definition in the classical amoeba case. First we need to introduce some axillary constructions.
Let us define the linear map
where |J| = p, |K| = q, and E p,q ((C * ) m ) is the space of smooth (p, q)-forms on (C * ) m .
PROPOSITION 2.7. The map Θ is an algebra homomorphism, in particular, for any two superforms
Also, the following relations hold:
Moreover, let ω ∈ E m,m (R m ) and U be a domain in R m . Then
PROOF. The proof is a straightforward computation.
Let us denote by [F(z) = 0] the integration current defined by a hypersurface F(z) = 0, where
In particular, if X \V is isomorphic to X F = {z ∈ (C * ) m : F(z) = 0}, and F(z) has a zero of degree 1 along X F and ω j = 
PROOF. First, let us compute
this iterated integral can be transformed to the integral over the space (S 1 ) m ×R m , this space is parameterized by the coordinates (θ 1 , . . . , θ m ,
The orientation of (S 1 ) m ×R m is defined by the positivity of the differential form θ 1 ∧· · · ∧θ m ∧x 1 ∧· · · ∧x m .
There is a natural identification between (S 1 ) m × R m and (C * ) m , but the orientations of (C * ) m and (S 1 ) m × R m are different. Indeed, on (C * ) m we have a natural complex orientation, which is defined by the form (
we obtain
From Proposition 2.7 we get
The standard fact from the complex analysis is that
Let us prove the second part of the statement. Let us denote
The superform ψ can be written as
Then Θ(ψ) equals
z [ j] .
Observe that 
is a convex function, φ (x) ≥ 0 for any x ∈ R m , and φ (x) = 0 for any x ∈ C. LetĈ be a convex hull of C.
Since C is open,Ĉ is also open. Since φ (x) is a convex function, φ (x) ≥ 0 and φ (x) ≡ 0 on C, we get φ (x) ≡ 0 onĈ, thus R ω is affine function onĈ. By Theorem 2.3 the restriction of R ω (x) toĈ is affine linear if and only ifĈ does not intersect the amoeba A ω , this means thatĈ = C, i.e., C is convex. Suppose that dim Σ ω < n and A ω satisfies the nondegeneracy condition. By Proposition 1.3, there is a constant c > 0 such that A ω is a subset of c-neighborhood
It is easy to check that the convex hull of R m \ U c (Σ ω ) is equal to R m . Since the amoeba satisfies the nondegeneracy condition, from Proposition 2.9 it follows that connected components of R m \ A ω are convex. Therefor R m \ A ω = R m , and A ω = / 0. In the other hand, by construction, we have A ω = / 0. This contradiction proves the proposition.
2.4.
Order map, Newton polytope and recession cones of complement to amoeba. We denote the set of connected components of R m \ A ω by ϒ. 
When f (x) is differentiable at x 0 , ∇ f (x 0 ) consists of a single point which is just the usual gradient of f (x).
In the convex analysis ∇ f (x) is also called the subdifferential of the function f (x). 
PROOF. Because dim
By Proposition 1.3, there is a connected component C of R m \ A ω such that K + x ⊂ C for some x ∈ R m (we denote by K + x the set K shifted by a constant vector x). Since K is a cone and K + x ⊂ C, K is a subset of reccC. Because dim K = m, we get dim reccC = m. Therefore for any v ∈ R m there is a connected component C such that v ∈ recc(C) and dim recc(C) = m. Let us apply this theorem to the closure C of the set C. Since riC = C, the recession cone of C is closed. Because v j → v as j → +∞, we obtain v ∈ recc(C). We proved that for any v ∈ R m there is a connected component C in R m \ A ω such that v ∈ recc(C) and dim recc(C) = m.
Let us prove that v ∈ norm N ω (ν ω (C)). Let u be a vector in K. Observe that for any point y ∈ R m there is a constant t y ≥ 0 such that for any t ≥ t y holds tu + y ∈ K + x ⊂ C. Consider the function F y,u (t) = R ω (tu + y), this function is convex, hence
Because, for t ≥ t y , the ray tu + y does not intersect A ω , the function F y,u (t) is affine function on [t y , +∞). Thus
Put u = v j , then for any j and any connected component C ′ we get
The last inequity is equivalent to
Because N ω is a convex hull of ν ω (C ′ ),C ′ ∈ ϒ, we obtain v ∈ norm N ω (ν ω (C)). 
PROOF. Without lose of generality we may assume that f (x)| C ≡ 0 and f (x)| C ′ = a, x + a 0 , where a is a vector from R m and a 0 is a real number. Because v ∈ recc(C) ∩ recc(C ′ ), we can find two points x ∈ C, x ′ ∈ C ′ and a real number d such that x and x ′ belong to the plane {y ∈ R m : v, y = d}. Let us denote x t = x + tv and x ′ t = x ′ + tv. Obviously, for any t > 0, we have x t ∈ C and x ′ t ∈ C ′ . Consider the function
Because F t (λ ) is convex, we have
for any λ and λ 0 . Thus, for λ 0 = 0, we get
and, for λ 0 = 1, we get F t (λ ) ≥ 0. This gives us two inequities 
PROOF. Proof of this proposition repeats the proof of Theorem 3 in [13] . The image of the gradient map im∇R ω of the convex function R ω by Definition 2.11 is equal to the set of ξ ∈ R m such that R ω (x) − ξ , x attains its global minimum in R m . Let G be the set of all ξ ∈ R m such that R ω (x) − ξ , x is bounded from below on R m . It is easy to see that im∇R ω is contained in G and that the interior of G is contained in im∇R ω . Hence the statement will be proved if we prove that G is equal to the Newton polytope N ω of A ω .
Let ϒ be a set of connected components of
Suppose ξ is outside N ω . Take y ∈ R m such that ξ , y > sup ζ ∈N ω ζ , y (because N ω is convex, this y exists). By Lemma 2.2, there is a connected component C ∈ ϒ such that y ∈ recc(C) and y ∈ norm N ω (ν ω (C)), this means that the supremum sup ζ ∈N ω ζ , y is attained at the point ζ = ν ω (C). Because y ∈ recc(C), for any t > 0 we have x = x C + ty ∈ C and R ω (x C + ty) = R ω (x C ) + ζ ,ty . Whence
Now we can prove Theorem 2.4.
PROOF. Let us show that the order map is injective. Suppose there are two connected components C and C ′ such that ν ω (C) = ν ω (C ′ ). Without lose of generality we may assume that ν ω (C) = ν ω (C ′ ) = 0. By Theorem 2.3, R ω is convex, therefore for any y ∈ R m holds
We may assume that R ω (x) = R ω (x ′ ) = 0. Thus we have R ω (y) ≥ 0 for any y ∈ R m . In the other hand, since R ω is convex, for any λ ∈ [0, 1] holds Let us show that v ∈ recc(C) implies v ∈ norm N ω (ν ω (C)). Suppose that v ∈ recc(C). By Lemma 2.2, there is a connected component C ′ such that v ∈ norm N ω (ν ω (C ′ )) and v ∈ recc(C ′ ). By Lemma 2.3, we get
Consider the function f v (y) = y, v on the set N ω . A point x is a maximum point of f v if and only if v ∈ norm N ω (x). Because v ∈ norm N ω (ν ω (C ′ )), the function f v attains its maximum at the point ν ω (C ′ ).
we see that f v has a maximum at the point ν ω (C).
, the function f v (y) = y, v on the set N ω attains its maximum at the point ν ω (C). Since, by Proposition 2.11, im∇R ω ⊂ N ω , we get
Let us consider the function g x (t) = R ω (x + tv). It is a convex function on R, therefore
for any x ∈ C and t > 0. In the other hand, since max
for any x ∈ C and t > 0.
By assumption R ω | C ≡ 0, whence ∇ v R ω (x + vt) ≡ 0 and, consequently, R ω (x + vt) ≡ 0 for any x ∈ C and t > 0. It follows form Proposition 2.9 that the set
is open, also it is connected. By construction R ω | C ≡ 0. Therefore by Theorem 2.3 we get C ⊂ R m \ A ω , whence C = C. Thus C contains the ray x + vt,t ≥ 0, this means v ∈ recc(C). REMARK 2.6. In the classical case the order map ν F is integer-valued, therefore the number of connected component is not greater than |Z m ∩ N F |. In the generalized case it is not possible to use this kind of argument at least in the general case. So there is a problem: find an upper bound of the number of connected components of R m \ A ω . We believe that it is possible to estimate this number in terms of topology of X \V. In particular, let F(z 1 , . . . , z m ) be a Laurent polynomial, suppose that X \V = {z ∈ (C * ) m |F(z 1 , . . . , z m ) = 0} is smooth. Then, from [2] , it follows that the number of integer point in the Newton polytope |N F ∩ Z m | is equal to dim F n H n (X \ V, C) + 1, where F n H n (X \ V, C) is the n-th term of the Hodge filtration on the cohomology group H n (X \ V, C). The results from tropical geometry [6] suggest that the same estimation could be true in the generalized case. REMARK 2.7. Let us notice that initial data of the generalized amoeba: a complex manifold X and a set of special meromorphic forms ω 1 , . . . , ω m are objects of algebraic geometry nature. Moreover, Theorem 1.1 gives a nice description of this type of data in the Kähler manifold case. But, so far, we have only analytical description of the Newton polytope N ω . It would be interesting to find a purely algebraic geometry style description of N ω .
In the classical case the Newton polytope N F has a straightforward description in terms of the polynomial F(z). One can find more elaborated decryption of the Newton polytope in terms of an appropriate toric compactification X F of {F(x) = 0} ⊂ (C * ) m ⊂ X F . Then Newton polytope plays role of generalized degree of the variety {F(x) = 0} in X F . The further generalization of this idea is called the Newton-Okunkov body [8] . We think that it could be interesting to find a relation ( if there is any) between Newton-Okunkov bodies and Newton polytopes of generalized amoebas.
2.5. Monge-Ampère measure of the Ronkin function. Now we are going to prove some statements about the Monge-Ampère measure of the Ronkin function of a generalized amoeba. These statements are generalizations of Theorem 3 and Theorem 4 from [13] . The proofs of these generalizations repeat the proofs of the classical amoeba versions.
If f (x) is a smooth convex function, its Hessian Hess( f ) is a positive semi-definite matrix. In particular, the determinant of the Hessian is a nonnegative function. The product of det Hess( f ) with ordinary Lebesgue measure is known as the real Monge-Ampère measure of f (x). We denote it by M f = det Hess( f ) dx.
In fact, the Monge-Ampère operator can be extended to all convex functions. In general, if f (x) is a non-smooth convex function, M f will be a positive measure, see [14] . Hence MR ω is a positive measure supported on A ω .
Using the polarization formula for the determinant we obtain a unique symmetric multilinear form Let E be a Borel set in R m . Denote by 1 E the indicator function of the set E, i.e., 1 E (x) = 1 if x ∈ E, and 1 E (x) = 0 if x ∈ E. Then for any C 2 −functions f 2 , . . ., f m we can define M(R ω , f 2 , . . ., f m )(E) to be equal to 3.1. Basic definitions. In this section we are going to develop a coordinate-free approach to generalized amoebas. It does not provide any additional information about amoebas, but nevertheless it looks curious for us.
Let X be a smooth compact complex n−dimensional manifold and let V = j D j be a simple normal crossing divisor on X . We denote the real vector space of imaginary normalized holomorphic differentials on X \V by H ⊂ H 0 (X \V, Ω 1 ), and we denote the singular set of a differential from ω ∈ H by Singω.
Let L be a real vector space of dimension m. We denote its dual by L * , and ·, · is the natural paring between L and L * . Take In the other words, the definition of the generalized amoeba that was used in the previous sections corresponds to a particular choice of basis in L. That is why we consider the approach of this section to be coordinate-free. The choice of the point p 0 does not play much role. For p 0 , p ′ 0 ∈ X \ Singϕ the corresponding maps Log ω,p 0 , Log ω,p ′ 0 differ from each other by the shift by a constant vector. We consider the maps Log ϕ,p 0 for the different choices of p 0 to be equivalent, and we will usually write just Log ϕ instead of Log ϕ,p 0 .
Let us define the residue along the divisor D j as follows (
The last equality holds because suppd ′ d ′′ ρ µ R ϕ ⊂ A ϕ does not intersect suppψ. 
Then Proposition 2.13 can be written in a coordinate-free form as follows
