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Abstract. In this paper, based on the Fokas, Gel’fand et al approach [17, 18], we
provide a symmetry characterization of continuous deformations of soliton surfaces
immersed in a Lie algebra using the formalism of generalized vector fields, their
prolongation structure and links with the Fre´chet derivatives. We express the necessary
and sufficient condition for the existence of such surfaces in terms of the invariance
criterion for generalized symmetries and identify additional sufficient conditions which
admit an explicit integration of the immersion functions of 2D surfaces in Lie algebras.
We discuss in detail the su(N)-valued immersion functions generated by conformal
symmetries of the CPN−1 sigma model defined on either the Minkowski or Euclidean
space. We further show that the sufficient conditions for explicit integration of
such immersion functions impose additional restrictions on the admissible conformal
symmetries of the model defined on Minkowski space. On the other hand, the sufficient
conditions are identically satisfied for arbitrary conformal symmetries of finite action
solutions of the CPN−1 sigma model defined on Euclidean space.
PACS numbers: 02.20.Ik, 20.20. Sv, 20.40.Dr
AMS classification scheme numbers: 35Q53, 35Q58, 53A05
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1. Introduction
Over the last century, the problem of investigation and construction of surfaces and
their continuous deformations under various types of dynamics has been the subject of
extensive research. In particular, the study of surfaces associated with integrable models
has been vigorously pursued and significant results have been obtained concerning the
intrinsic geometric properties as well as integrable dynamics of soliton surfaces (see e.g.
[5, 6, 25, 26, 27, 28, 37, 42] and references therein). For example, it was shown that
integrable dynamics of these surfaces inherit the remarkable properties of integrable
equations. In particular, there is a direct connection between certain classes of 2D
surfaces and trajectories of infinite dimensional integrable Hamiltonian systems.
One area of much recent activity in the study of soliton surfaces makes use of
the generalized symmetries of the linear spectral problem associated with an integrable
equation in order to induce surfaces immersed in multi-dimensional space. This line of
research was begun by A Sym [40] and J Tafel [41] who exploited the symmetry of the
linear spectral problem with respect to the spectral parameter to produce a formula
for the immersion of surfaces in Lie algebras. The Sym-Tafel formula was extended by
adding continuous deformations, including those generated by the gauge symmetry of
the linear spectral problem [11, 17, 30]. Further deformations of the formula were added
by A S Fokas, I M Gel’fand F Finkel and Q M Liu [18] who also considered generalized
symmetries of the associated integrable equations and used these symmetries to extend
the Sym-Tafel formula for immersion of surfaces in Lie algebras. The immersion function
given in [18] has recently been applied by several authors to the study of various classes
of soliton surfaces associated with different integrable models (e.g. [3, 4, 9]).
The objective of this paper is to gain a deeper understanding of the formula for
immersion given by Fokas, Gel’fand et al [18] by applying the apparatus of generalized
vector fields and their prolongation to this problem. This approach allows us to
systematically construct and study the induced surfaces from a Lie group point of
view. In particular, we identify a sufficient condition for the generalized symmetries
to guarantee that the immersion function can be explicitly integrated. We further
propose a formula, analogous to the formula in [18], for an explicit form of the immersion
function and give the necessary and sufficient conditions for the immersion function to
be expressible in the proposed form.
The paper is organized as follows. In Section 2, we give a brief overview of
the results from [18] and in Section 3 we recast these results in terms of generalized
symmetries, their characteristic equations, associated vector fields and prolongation
structure. In Section 4, we treat separately three symmetries of the linear spectral
problem and its compatibility conditions, namely conformal symmetry in the spectral
parameter, a gauge transformation of the wave functions for the linear spectral problem
and generalized symmetries of an integrable equation equivalent to the compatibility
conditions of the linear spectral problem. In this section, we define the Fokas-Gel’fand
immersion function as the immersion function generated by a linear combination of these
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three symmetries. The surface is determined by its tangent vectors and defined up to a
constant of integration chosen in such a way that the immersion function is in the Lie
algebra. We further propose an explicit formula for the integration of the immersion
function, analogous to the formula defined in [18], and show that tangent vectors coincide
with those given in [18] if and only if the generalized symmetry of the integrable equation
is also a symmetry of the linear spectral problem. The proposed formula is expressed in
terms of an arbitrary real function of the spectral parameter, an arbitrary gauge function
in the Lie algebra, and the prolongation of the evolutionary form of the generalized
vector field acting on wave functions for the linear spectral problem. The formula
is given in equation (69). In Section 5, we illustrate these theoretical considerations
by considering the completely integrable two dimensional CPN−1 sigma model and the
immersion functions associated with the conformal symmetry of the equations of motion.
In particular, we show that the Fokas-Gel’fand formula for immersion can be integrated
for the CPN−1 sigma model defined on either Minkowski or Euclidean space. However,
in the case of traveling wave solutions of the CPN−1 sigma model defined on Minkowski
space, the Fokas-Gel’fand immersion formula will have the proposed form (69) if and
only if the conformal symmetry is generated by a dilation and translation of the space of
independent variables. On the other hand, for finite action solutions of the CPN−1 sigma
model defined on Euclidean space, a general conformal symmetry is also a symmetry of
the linear spectral problem and so the Fokas-Gel’fand formula will have the proposed
form (69).
2. The Fokas-Gel’fand immersion formula
In this section, we briefly summarize the results of A S Fokas, I M Gel’fand et al [18] in
order to provide a basis for further analysis in this paper. Supppose that the following
matrix system of non-linear partial differential equations (NPDE’s) in two independent
variables u, and v of the form
∆ ≡ ∂vU − ∂uV + [U, V ] = 0 (1)
admits a linear spectral problem (LSP) given by
∂uΦ = UΦ, ∂vΦ = V Φ, (2)
where Φ(u, v, λ) takes its values in some Lie group G and U(u, v, λ) and V (u, v, λ) are
matrix functions in the associated Lie algebra g. Note that, as long as U and V satisfy
(1) there exists some group-valued function Φ which satisfies the LSP (2).
Now, consider an infinitesimal symmetry of the matrix system of NPDE’s (1) and
its associated LSP (2) given by U ′V ′
Φ′
 =
 UV
Φ
+ ǫ
 AB
Ψ
 , 0 < ǫ ∈ R (3)
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with the requirements that U ′, V ′ ∈ g, and Φ′ ∈ G. Such deformations are also required
to have the same singularity structure as U and V, in λ given by (1) and (2). That is,
the matrices A(u, v, λ), B(u, v, λ) taking values in the Lie algebra g and Ψ(u, v) such
that Φ + ǫΨ is in the Lie group G will also obey some differential constraints arising
from the infinitesimal deformations of (1) and (2). The infinitesimal deformation of the
NPDE’s, (1) requires that the g-valued matrix functions A,B satisfy
∂A
∂v
−
∂B
∂u
+ [A, V ] + [U,B] = 0. (4)
and the infinitesimal deformation of (2) implies
∂Ψ
∂u
= UΨ+ AΦ,
∂Ψ
∂v
= VΨ+BΦ. (5)
According to [17, 18], an infinitesimal symmetry of the integrable equations (1),
given by matrix functions A,B ∈ g which satisfy (5), suffices to generate a surface
immersed in the Lie algebra g and also to induce an infinitesimal symmetry of the LSP
(2). We present these results in the following theorem and corollary.
Theorem 1 Fokas, Gel’fand et al [18] Suppose that we have matrix functions
U, V ∈ g, and Φ ∈ G which satisfy the matrix system of NPDE’s (1) and the associated
LSP (2). Suppose further that A,B ∈ g are matrix functions which satisfy (4). Then,
there exists a g-valued immersion function F (u, v) such that the tangent vectors to the
2D surface are given by
∂F
∂u
= Φ−1AΦ,
∂F
∂v
= Φ−1BΦ. (6)
Proof. Equations (4) are exactly the compatibility equations for (6) and so the
immersion function F exists and, up to affine transformations, can be assumed to be in
the Lie algebra g.

As a corollary, it was shown [17, 18] that from this surface one can construct an
infinitesimal symmetry of not just the integrable NPDE’s (1) but also of its LSP (2) .
Corollary 1 Suppose that we have matrix functions U, V ∈ g and Φ ∈ G which satisfy
(1) and (2) and matrix functions A,B ∈ g which satisfy (4), then there exists a matrix
function Ψ(u, v) such that A,B,Ψ define an infinitesimal symmetry of equations (1) and
(2). That is, the matrix functions A,B, and Ψ satisfy (4) and (5).
Proof. We need to show that given U, V, A, B ∈ g and Φ ∈ G satisfying (1), (2)
and (4), there exists some matrix function Ψ such that Φ + ǫΨ ∈ G and which satisfies
(5). We know by Theorem 1, that there exists a g-valued immersion function F whose
tangent vectors satisfy (6). If we define
Ψ ≡ ΦF, (7)
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it is straightforward to determine, using (6), that the function Ψ satisfies (5).
Furthermore, since F is in the Lie algebra g the formula
Φ′ = Φ+ ǫΨ = Φ(1 + ǫF ) (8)
implies that Φ′ is in the Lie group G. Thus, we have constructed an appropriate
infinitesimal deformation of the wave function Φ.

Further, in [18], the authors consider admissible symmetries of the system of
NPDE’s (1) including a conformal transformation of the spectral parameter λ, gauge
transformations of the wave function Φ, and generalized symmetries of a system of
integrable NPDE’s equivalent to (1). They then use these symmetries to define a g-
valued immersion function of a 2D surface as in Theorem 1.
That is, suppose that it is possible to parametrize U and V in terms of some
set of dependent variables θn(u, v) n = 1, ..., m so that the system of NPDE’s (1) is
independent of spectral parameter λ and is an integrable differential system. Let a(λ)
be an arbitrary real function of the spectral parameter λ, S(u, v, λ) be an arbitrary
matrix function taking values in the Lie algebra g and {φn} be a generalized symmetry
of the integrable system of NPDE’s equivalent to (1). Let us define
A = a
∂U
∂λ
+ ∂uS + [S, U ] +
m∑
n=1
DU
Dθn
φn, (9)
B = a
∂V
∂λ
+ ∂vS + [S, V ] +
m∑
n=1
DV
Dθn
φn, (10)
where D/Dθn is the Fre´chet derivative in the direction of θn. The results of [18] show
that matrices A and B satisfy (4) and so there exists some g-valued immersion function
F with tangent vectors given by
∂
∂u
F = Φ−1AΦ,
∂
∂v
F = Φ−1BΦ. (11)
We note here that in order for the immersion function to define a surface, the matrices
A and B are required to be linearly independent.
We shall call any immersion function with tangent vectors (11) a Fokas-Gel’fand
immersion. In the paper [18], the authors propose an integrated form of this surface,
F = Φ−1
(
a
∂Φ
∂λ
+ SΦ+
m∑
n=1
DΦ
Dθn
φn
)
. (12)
We claim that this form of the surface holds if and only if {φn} is a generalized symmetry
of the LSP (2) in addition to the integrable system of NPDE’s equivalent to (1).
The objective of this paper is to delve deeper into the understanding of this
immersion formula defined by tangent vectors (11) and the proposed form of its
integration (12). We will make use of the Lie group structure of generalized symmetries
and their associated vector fields.
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3. Generalized Symmetries and the Linear Spectral Problem
In order to determine the infinitesimal generalized symmetries of the matrix system
of NPDE’s (1), we make use of the apparatus of vector fields and their prolongations
as presented in the book by P J Olver [33]. Specifically, we rewrite the formula for
immersion functions of 2D surfaces in Lie algebras in terms of the prolongation formalism
of vector fields rather than the notation for Fre´chet derivatives. In this formulation,
we are able to give necessary and sufficient conditions for the existence of a g-valued
immersion function F based on the invariance criterion for generalized symmetries [33].
Furthermore, we are able to formulate sufficient conditions for the surface F to be
explicitly integrated according to tangent vectors (11) and show that these conditions
are necessary for the g-valued immersion function to have the proposed form (12).
For uniformity of further computation, let us introduce the following notation
u = x1, v = x2, λ = x3, U = u1(xi), V = u2(xi), (13)
and the derivatives of the matrix functions uα are given by
uαJ ≡
∂|J |uα
∂xj1 ...∂xj|J|
, |J | > 0, α = 1, 2 (14)
where J = (j1, ...jn) is a multi-index with jk = 1, 2, 3 and |J | = n. We decompose the
matrix functions u1 and u2 in the basis ej j = 1, .., s for the Lie algebra g
u1 ≡ u1jej u
2 ≡ u2jej (15)
using the convention that repeated indices are summed over. The uα,j are the dependent
variables and x1, x2, x3 are the independent variables of the matrix system of NPDE’s
(19). In terms of these variables, the total derivative operator DJ is defined iteratively
by
DJ,i = DiDJ , Di ≡
∂
∂xi
+ uαjJ,i
∂
∂uαjJ
, i = 1, 2, 3. (16)
According to the notation in [33], we use the following notation for functions depending
on the independent variables xi and dependent variables uα and their derivatives, uαJ
that is, f [u] ≡ f(xi, DJu
αj).
In order to perform the symmetry analysis, we require that the wave function Φ in
the LSP (2) depend not only on the independent variables xi but also on the dependent
variables and their derivatives uαJ . This assumption is consistent with known solutions
of the LSP (e.g in [14] and [16]). In what follows, we denote f˜(xi) ≡ f [u] when we would
like to refer to the value of the composition of the mapping f [u] with the dependent
variables and their derivatives, uαJ . In this notation, the wave function and its derivatives
can be written as
Φ˜(xi) = Φ[u] = Φ(xi, DJu
α,j(xi)),
∂
∂xr
Φ˜(xi) = DrΦ[u], r = 1, 2, 3 (17)
and the LSP (2) takes the form
∂
∂xα
Φ˜ = uαΦ˜ ⇐⇒ DαΦ = u
αΦ, α = 1, 2 (18)
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with compatibility conditions given by the matrix system of NPDE’s
u12 − u
2
1 + [u
1, u2] = 0. (19)
Let cjkl be the structural coefficients of the Lie algebra [ek, el] = c
j
klej . Then the
matrix system of NPDE’s (19) written in this basis is given by the following system of
coupled NPDE’s
∆j ≡ u1j2 − u
2j
1 + u
1ku2lcjkl = 0, j = 1, .., s. (20)
In what follows, we assume that this matrix system of NPDE’s (20) is nondegenerate in
the sense given in [33]. Consider now a generalized symmetry of the system of NPDE’s
(20) given by the generalized vector field
~v =
3∑
i=1
ξi[u]
∂
∂xi
+
2∑
α=1
s∑
j=1
φjα[u]
∂
∂uαj
. (21)
The generalized vector field ~v written in evolutionary form is
~vQ =
∑
α=1,2
s∑
j=1
Qjα[u]
∂
∂uα,j
, Qjα[u] = (φ
j
α[u]− ξ
i[u]uαji ), α = 1, 2 (22)
with Q[u] = (Q1[u], Q2[u]) the (matrix) characteristic of ~v where the matrices are defined
as Qα ≡ Q
j
αej ∈ g. The vector field ~vQ generates an infinitesimal symmetry of the
dependent variables uα,j via the transformation
(uα,j)′ = uα,j + ǫQjα, (23)
or equivalently in the matrix form
(uα)′ = uα + ǫQα. (24)
The requirement that the vector field ~v be a generalized symmetry of ∆j = 0 is
equivalent to the requirement that the associated evolutionary representative ~vQ be a
generalized symmetry. That is,
pr~vQ(∆
j) = D2Q
j
1 −D1Q
j
2 + (Q
k
1u
2l + u1kQl2)c
j
kl = 0, (25)
whenever the system of NPDE’s (20) holds, ie ∆j = 0. In matrix form, (25) becomes
pr~vQ(∆) = D2Q1 −D1Q2 + [Q1, u
2] + [u1, Q2] = 0, (26)
whenever the matrix NPDE (19) holds, ie ∆ = 0.
Note that the requirements that ~v be a generalized symmetry of ∆j = 0 coincides
with the requirements that the infinitesimal deformation (24) be an infinitesimal matrix
symmetry of the initial equation, ∆j = 0. Thus, we can use this generalized symmetry
to define an immersion function F [u] ∈ g, in analogy with Theorem 1, with tangent
vectors given by
D1F = Φ
−1Q1[u]Φ, D2F = Φ
−1Q2[u]Φ. (27)
The quantities Q1 and Q2 are analogous to matrices A and B respectively. The
compatibility equations of (27) are satisfied whenever the vector field ~vQ given by
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Q = (Q1, Q2) is a generalized symmetry of ∆ = 0 and so the immersion function F
exists and, without loss of generality, can be assumed in to be the Lie algebra g.
The following proposition recasts Theorem 1 in the language of generalized vector
fields.
Proposition 1 Let g be some Lie algebra with basis ej and structural coefficients c
j
kl.
Assume u1 = u1jej, u
2 = u2jej ∈ g are matrix functions which satisfy the system of
NPDE’s
∆j ≡ u1j2 − u
2j
1 + u
1ku2lcjkl = 0, j = 1, ..., s (28)
and Φ[u] ∈ G is a solution of the associated LSP
DαΦ = u
αΦ, α = 1, 2. (29)
Let ~v be a generalized vector field in dependent variables u1j, u2j and independent
variables x1, x2, x3 given by
~v =
3∑
i=1
ξi[u]
∂
∂xi
+
2∑
α=1
s∑
j=1
φjα[u]
∂
∂uαj
(30)
with evolutionary form
~vQ = Q
j
α[u]
∂
∂uα,j
, Qjα[u] = (φ
j
α[u]− ξ
i[u]uαji ), α = 1, 2 (31)
Then, the following statements are equivalent:
(i) ~v is a generalized symmetry of ∆j = 0.
(ii) There exists an immersion function F˜ (xi) = F [u] in the Lie algebra g with tangent
vectors
∂F˜ (xi)
∂xα
= DαF [u] = Φ
−1Qα[u]Φ, α = 1, 2, (32)
where the matrices Qα are given by Qα = Q
j
αej .
(iii) There exists a matrix function Ψ such that the infinitesimal deformation u1u2
Φ
→
 u1u2
Φ
+ ǫ
 Q1[u]Q2[u]
Ψ
 (33)
gives a generalized infinitesimal symmetry of the system of NPDE’s (28) together
with its LSP (29).
Furthermore, if statement (ii) holds then Ψ = ΦF is an admissible infinitesimal
deformation of Φ and if statement (iii) holds, then F = Φ−1Ψ has tangent vectors which
coincide with expression (32).
Proof. First, we prove that statement (i) is equivalent to statement (ii). From
the invariance criterion for generalized symmetries [33], we know that ~v is a generalized
symmetry of ∆j = 0 (28) if and only if
pr~vQ(∆
j) = D2Q1 −D1Q2 + [Q1, u
2] + [u1, Q2] = 0, (34)
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whenever ∆j = 0. On the other hand, an immersion function F with tangent vectors
given by (32) will exist if and only if the compatibility conditions for the tangent vectors
(32) are satisfied. The compatibility conditions for (32) are exactly (34) and so the
immersion function F exists. Since the tangent vectors of F are assumed to be in the
Lie algebra g we can also assume, modulo a constant of integration, that F is in the Lie
algebra g as well. Thus, statement (i) is equivalent to statement (ii).
Next, we prove that statement (ii) is equivalent to statement (iii). As above,
statement (ii) holds if and only if (34) holds. The infinitesimal deformation (33) is
a symmetry of the system of NPDE’s (28) if and only if conditions (34) hold, and so
statement (iii) implies statement (ii). Further, the infinitesimal deformation (33) is also
a symmetry of the LSP (29) if and only if conditions (5) hold, ie
Dα(Ψ) = u
αΨ+QαΦ, α = 1, 2. (35)
If we define Ψ = ΦF as in (7) then (Φ)′ = Φ(I+ǫF ) is in G and (35) is satisfied whenever
Φ is a solution of the LSP (29) and immersion function F has tangent vectors given by
(32). Thus, statement (ii) implies statement (iii) and conversely if statement (ii) holds
then
Ψ = ΦF (36)
is an admissible symmetry for the wave function Φ.
Finally, if statement (iii) holds then Ψ satisfies conditions (5) and so the surface
defined by F = Φ−1Ψ has tangent vectors which coincide with (32).

Hence, we have shown that a generalized vector field ~v is a symmetry of the system
of NPDE’s (19) if and only if there exists a g-valued immersion function F˜ (xi) with
tangent vectors given by (32) which in turn is equivalent to the existence of a generalized
infinitesimal symmetry of the system of NPDE’s (28) together with its LSP (29). In
the next section, we will give explicit examples of such symmetries and construct their
associated surfaces immersed in Lie algebras.
4. Symmetries of the linear spectral problem
We can use some known infinitesimal symmetries of the system of NPDE’s (19) together
with its LSP (18) to generate g-valued immersions F˜ (xi) of 2D surfaces in analogy with
Fokas, Gel’fand et al [18]. These include a conformal transformation in the spectral
parameter x3, gauge transformations of the wave function Φ, and generalized symmetries
of the system of integrable NPDE’s equivalent to (19). Let us consider each case
separately.
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4.1. Conformal symmetry in the spectral parameter, the Sym-Tafel
formula
The system of NPDE’s (19) is invariant under a conformal transformation in the spectral
parameter x3 ≡ λ. The vector field associated with this symmetry has the form
~v = −a(x3)
∂
∂x3
, ~vQ = a(x
3)uα,j3
∂
∂uα,j
, (37)
where a(x3) is an arbitrary real function of the spectral parameter. This vector field
generates the infinitesimal symmetry (x3)′ = x3 − ǫa(x3), and (uα)′ = uα + ǫuα3 . So, by
Proposition 1, there exists a g-valued immersion function F˜ (xi) with tangent vectors
given by
∂F˜ ST (xi)
∂xα
= DαF
ST [u] = a(x3)Φ−1uα3Φ. (38)
Equations (38) can be integrated to obtain the g-valued immersion function F˜ for the
surface given by
F˜ ST (xi) = F ST [u] = a(x3)Φ−1Ψ = a(x3)Φ−1D3Φ. (39)
This expression is known as the Sym-Tafel formula for immersion [40, 41]. As in part 2
of Proposition 1, this also implies that there exists an infinitesimal deformation of both
the system of NPDE’s (28) and its LSP (29) of the form u1u2
Φ
→
 u1u2
Φ
+ ǫa
 u13u23
D3Φ
 , (40)
where, as before, we have the matrix function Ψ defined as in (7) by
Ψ = Φ−1F = D3Φ. (41)
4.2. Gauge transformation of the wave function
It is possible to perform the analysis in a somewhat “opposite” direction by assuming
that statement (iii) in Proposition 1 is satisfied and using the infinitesimal symmetry to
determine the generalized vector field and the g-valued immersion function. That is, the
system of NPDE’s (28) and its LSP (29) are invariant under the gauge transformation
S(xi) ∈ g
Φ′ = Φ+ ǫΨ, Ψ = SΦ (42)
associated with the infinitesimal transformation of the system u1u2
Φ
→
 u1u2
Φ
+ ǫ
 ∂1S + [S, u1]∂2S + [S, u2]
SΦ
 , (43)
which is a symmetry of the system of NPDE’s (28) together with its LSP (29).
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The vector field which generates this infinitesimal symmetry written in evolutionary
representation is
~vQ =
(
∂1S
j + Sku2lcjkl
) ∂
∂u1j
+
(
∂2S
j + Sku1lcjkl
) ∂
∂u2j
. (44)
and the g-valued immersion function
F˜ S(xi) = F S[u] = Φ−1Ψ = Φ−1SΦ (45)
has tangent vectors
∂F˜ S(xi)
∂xα
= DαF
S[u] = Φ−1(
∂S
∂xα
+ [S, uα])Φ, (46)
consistent with the tangent vectors given in (32).
4.3. Generalized symmetries of an associated integrable equation
Finally, we shall show how a generalized symmetry of some system of integrable NPDE’s
equivalent to (19) can be used to satisfy the requirements of Proposition 1 and to induce
a 2D surface immersed in the Lie algebra, g.
Suppose that it is possible to reparametrize the matrices u1(x1, x2, x3), u2(x1, x2, x3)
by m unknown functions θn(x1, x2), n = 1, .., m and their derivatives so that the system
of NPDE’s (19) is equivalent to some set of differential equations in these unknown
functions, denoted Mk, which are independent of the spectral parameter x3: that is,
∆[uα([θ], x3)] = 0 ⇐⇒ Mk[θ] = 0. (47)
We make use of the notation f [θ] = f(x1, x2, θnJ ) and f([θ], x
3) = f(x1, x2, x3, θnJ ).
The LSP associated to the integrable system of equations (47) is given in terms of
the wave function Φ = Φ([θ], x3) by
DαΦ([θ], x
3) = uα([θ], x3)Φ([θ], x3), α = 1, 2. (48)
The integrable system of NPDE’s (47) has dependent variables θn and independent
variables x1, x2 and so an associated generalized vector field is given by
~w = sα[θ]
∂
∂xα
+
∑
n
φn[θ]
∂
∂θn
, α = 1, 2. (49)
with evolutionary form ~wQ
~wQ =
∑
n
Qn[θ]
∂
∂θn
, where Qn[θ] ≡ φn[θ]− s
α[θ]θnα. (50)
Here, we no longer consider the spectral parameter x3 as an independent variable and
so the multi-index J = (j1, ..., jn) takes values jk = 1, 2. Similarly, the total derivative
in the new variables is given by
Dα =
∂
∂xα
+ θnJ,α
∂
∂θnJ
, α = 1, 2. (51)
This generalized vector field induces an infinitesimal deformation of the functions θn by
(θn)′ = θn + ǫQn[θ]
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and hence induces an infinitesimal deformation of the matrices uα via
(uα)′ = uα + ǫpr ~wQu
α([θ], x3).
As we shall prove in the following proposition, making use of Proposition 1, a
generalized vector field which is a symmetry of the integrable system of NPDE’s (47)
can be used to define a g-valued immersion function F and associated infinitesimal
deformation of the integrable system of NPDE’s (47) together with its associated LSP
(48).
Proposition 2 Suppose that there exists an integrable system of NPDE’s given in terms
of dependent variables θn(x1, x2), with uα ≡ uα([θ], x3) ∈ g, equivalent to
∆[uα([θ], x3)] = D2u
1 −D1u
2 + [u1, u2] = 0 (52)
which is independent of spectral parameter x3 and is the compatibility conditions of the
LSP
DαΦ = u
α([θ], x3)Φ, α = 1, 2 (53)
for matrix function Φ = Φ([θ], x3). Consider a generalized vector field ~w in evolutionary
form
~wQ =
∑
n
Qn[θ]
∂
∂θn
. (54)
Then, the following statements are equivalent:
(i) The vector field ~wQ is a generalized symmetry of the integrable system of NPDE’s
(52).
(ii) There exists an immersion function F˜ (xi) = F ([θ], x3) in the Lie algebra g with
tangent vectors
∂F˜
∂xα
(xi) = DαF ([θ], x
3) = Φ−1pr ~wQu
αΦ, α = 1, 2. (55)
(iii) There exists a matrix function Ψ so that the infinitesimal deformation u1u2
Φ
→
 u1u2
Φ
+ ǫ
 pr ~wQu1pr ~wQu2
Ψ
 (56)
gives a generalized infinitesimal symmetry of the system of integrable NPDE’s (52)
together with its LSP (53).
Furthermore, if statement (ii) holds then Ψ = ΦF is an admissible infinitesimal
deformation of Φ and if statement (iii) holds, then the immersion function F = Φ−1Ψ
has tangent vectors consistent with (55).
Proof: For the proof, we make use of Proposition 1 to observe that statement (ii) is
equivalent to statement (iii) and so we need only show that statement (i) is equivalent
to statement (ii).
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From the invariance criterion for generalized symmetries [33], the generalized vector
field ~wQ is a generalized symmetry of (52) if and only if
pr ~wQ(D2u
1)− pr ~wQ(D1u
2) + [(pr ~wQu
1), u2] + [u1, (pr ~wQu
2)] = 0. (57)
On the other hand, the compatibility conditions for the tangent vectors (55) are
D2(pr ~wQu
1)−D1(pr ~wQu
2) + [(pr ~wQu
1), u2] + [u1, (pr ~wQu
2)] = 0. (58)
As was shown [33] in Lemma 5.12 (see Appendix), the prolongation of a general
evolutionary vector field ~wQ commutes with the total derivative Dα and so (57) is
equivalent to (58). Thus, if ~wQ is a generalized symmetry of (52), then the compatibility
equations for (55) are satisfied and so the matrix function F exists and, modulo a
constant of integration, can be assumed to be in the Lie algebra g. Conversely, if an
immersion function F exists then (57) is satisfied and so ~wQ is a generalized symmetry
of (52). Thus, we have proved the theorem.

Finally, we formulate some conditions on the generalized vector field ~wQ which
allow for the integration of the g-valued immersion function F˜ (xi). If the generalized
vector field is a symmetry of both the system of integrable NPDE’s (52) and its LSP
(53), then the immersion function can be explicitly integrated. We present this result
in the following proposition.
Proposition 3 Suppose that, as in Proposition 2, there exists an integrable system of
NPDE’s given in terms of dependent variables θn(x1, x2), with uα ≡ uα([θ], x3) ∈ g,
equivalent to (52) which is independent of spectral parameter x3 and is the compatibility
conditions of the LSP (53) for matrix function Φ = Φ([θ], x3). Suppose further that the
generalized vector field given in evolutionary form by
~wQ =
∑
n
Qn[θ]
∂
∂θn
. (59)
is a symmetry of the integrable system of NPDE’s (52). Then, the following statements
are equivalent
(i) The generalized vector field ~wQ is a symmetry of the LSP (53) in the sense that
pr ~wQ (DαΦ− u
αΦ) = 0 whenever DαΦ− u
αΦ = 0. (60)
(ii) The g-valued immersion function given by F˜ (xi)
F˜ (xi) = F ([θ], x3) = Φ−1pr ~wQΦ (61)
has tangent vectors
∂F˜ (xi)
∂xα
= DαF ([θ], x
3) = Φ−1pr ~wQu
αΦ, α = 1, 2. (62)
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(iii) The infinitesimal deformation u1u2
Φ
→
 u1u2
Φ
+ ǫ
 pr ~wQu1pr ~wQu2
pr ~wQΦ
 (63)
gives a generalized infinitesimal symmetry of the system of integrable NPDE’s (52)
together with its LSP (53).
Proof. By Proposition 1, statements (ii) and (iii) of Proposition 3 are equivalent.
So, to prove this proposition, we need only show that F˜ (xi) has the appropriate tangent
vectors (62) if and only if ~wQ is a symmetry of the LSP (53). Suppose Φ satisfies the
LSP (53). Then from (62) and making used of (53), (61) and (A.3) we get
DαF ([θ], x
3)− Φ−1pr ~wQu
αΦ = Dα(Φ
−1pr ~wQΦ)− Φ
−1pr ~wQ(u
α)Φ
= Φ−1 (−uαpr ~wQΦ +Dα(pr ~wQΦ))− Φ
−1pr ~wQ(u
α)Φ
= Φ−1 (−uαpr ~wQΦ + pr ~wQ(DαΦ))− Φ
−1pr ~wQ(u
α)Φ
= Φ−1 (pr ~wQ(DαΦ)− pr ~wQ(u
αΦ)) (64)
= Φ−1 (pr ~wQ(DαΦ− u
αΦ)) . (65)
Thus, the proposed F˜ (xi) has the appropriate tangent vectors (62), i.e. equation (65) is
equal to zero, if and only if pr ~wQ(DαΦ− u
αΦ) = 0, that is, the generalized vector field
~wQ is a symmetry of the LSP (53). Further, the surface F given by (61) is in adjoint
representation and so is an element of the Lie algebra g.

We can compare these results with those in [18] where the immersion is given instead
in terms of the Fre´chet derivative. These two formulations are related via Proposition
5.2 in the book of P J Olver [33] which relates the prolongation of ~wQ to the Fre´chet
derivative via the formula
pr ~wQΦ = (
DΦ
Dθn
)Qn ≡ lim
ǫ→0
∂
∂ǫ
Φ(θn + ǫQn).
and similarly
uα → uα + ǫ(pr ~wQu
α) = uα + ǫ
Duα
Dθn
Qn.
Proposition 3 implies that, for an infinitesimal symmetry of the system of integrable
equations (52), the immersion function of the surface given by
F = Φ−1(
DΦ
Dθn
)Qn
will have tangent vectors
D1F = Φ
−1(
Du1
Dθn
)QnΦ, D2F = Φ
−1(
Du2
Dθn
)QnΦ,
if and only if the symmetry is also an infinitesimal symmetry of the LSP (53).
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4.4. A linear combination of these symmetries
To recapitulate the results from this section, we can take a linear combination of each
symmetry and obtain the associated surfaces.
Suppose that there exists dependent variables θn(x1, x2) with uα ≡ uα([θ], x3) ∈ g
such that the integrable system of NPDE’s (52) is independent of spectral parameter x3
and is equivalent to the solvability of the LSP (53) for the matrix function Φ = Φ([θ], x3).
Let a(x3) be an arbitrary real function of the spectral parameter x3, S(x1, x2, x3) be an
arbitrary matrix function with values in the Lie algebra g and ~wQ a generalized vector
field in evolutionary form which is a symmetry of the integrable system of NPDE’s (52).
Let us define
A = au13 + ∂1S + [S, u
1] + pr ~wQu
1 ∈ g, (66)
B = au23 + ∂2S + [S, u
2] + pr ~wQu
2 ∈ g. (67)
Then the results of this section imply that there exists some g-valued immersion function
F with tangent vectors
D1F = Φ
−1AΦ, D2F = Φ
−1BΦ. (68)
We shall call any immersion function with these tangent vectors a Fokas-Gel’fand
immersion. The results of the previous subsections 4.1, 4.2 and 4.3 then show that the
Fokas-Gel’fand immersion defined by tangent vectors (68) can be integrated explicitly
F = Φ−1
(
a(x3)D3Φ + SΦ+ pr ~wQΦ
)
∈ g (69)
if and only if ~wQ is also a symmetry of the LSP (53).
Similarly, there exists some matrix function Ψ such that the infinitesimal
deformation  u1u2
Φ
→
 u1u2
Φ
 + ǫ
 AB
Ψ

is a symmetry of the integrable system of NPDE’s (52) together with its LSP (53). The
matrix function Ψ is given modulo a constant matrix by
Ψ = a(x3)D3Φ + SΦ+ pr ~wQΦ
if and only if ~wQ is also a symmetry of the LSP (53). Again, note that Ψ and F can be
related via (36).
In the following section, we will develop these theoretical considerations using as an
example the completely integrable two dimensional CPN−1 sigma model. In particular,
we will show that the conformal symmetry of the model induces a Fokas-Gel’fand
immersion in su(N) which does not in general coincide with the immersion formula
given by (69).
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5. Example: CPN−1 sigma model and conformal symmetry
The objective of this section is to consider 2D surfaces immersed in su(N) associated
with the completely integrable CPN−1 sigma model in two dimensions. It is well
known that this model has an associated LSP of the form above [43, 44]. It has been
computationally expedient to express the CPN−1 sigma model in terms of a rank-one
Hermitian projector P (x1, x2) with P 2 = P † = P.
Defining matrix functions,
u1 ≡
2
1 + λ
[D1P, P ], u
2 ≡
2
1− λ
[D2P, P ] (70)
the Euler-Lagrange (E-L) equations are
∆ ≡ [D12P, P ] = D2u
1 −D1u
2 + [u1, u2] = 0 (71)
which are exactly the compatibility conditions for the LSP of the form
DαΦ = u
αΦ, α = 1, 2 (72)
where λ = x3 is the spectral parameter.
In the case of the CPN−1 sigma model defined on Euclidean space, x1 = ξ, x2 = ξ
are complex variables and the matrices uα satisfy (u1)† = −u2 and Φ ∈ SU(N). For the
CPN−1 sigma model defined on Minkowski space, x1 = x+ t, x2 = x− t are lightcone
coordinates and the matrices uα satisfy u1, u2 ∈ su(N) and Φ ∈ SU(N). The action of
the CPN−1 sigma model is given by [44, 19]
A =
∫
Ω
tr(P1P2)dx
1dx2, Ω ⊂ R2. (73)
The E-L (71) equations admit a conformal symmetry given by the vector field
~w = −f(x1)
∂
∂x1
− g(x2)
∂
∂x2
(74)
for f = f(x1) and g = g(x2) arbitrary complex functions of one variable.
In order to write this vector field ~w in evolutionary form, we would like to write the
E-L equations (71) in terms of some set of dependent functions. To accomplish this, it
is useful to rewrite the projector P in terms of an element of the Lie algebra su(N) and
then to perform the analysis in this basis via rank-(N − 1) matrix function
θ ≡ i(P − E) ∈ su(N)⇒ P = E − iθ, (75)
P 2 = P ⇒ θ · θ = −i
(2−N)
N
θ +
(1−N)
N
E , (76)
where we introduce the notation E = I/N. In terms of the basis ek of su(N), the matrix
function θ can be decomposed into N2 − 1 real functions
θ = θkek ∈ su(N), [ej, el] = c
k
j,lek, j, k, l = 1, ..., N
2 − 1 (77)
with derivatives
θkJ =
∂nθk
∂j1..∂jn
, J = (j1, .., jn), ji = 1, 2
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as in Section 4.3. The E-L equations (71) then become
∆(θ) = −[θ12, θ] = 0, ∆
k(θ) = −θj12θ
ℓckjℓ = 0. (78)
In terms of the dependent variables θk, the evolutionary form of vector field ~w is given
by
~wC ≡
(
f(x1)θj1 + g(x
2)θj2
) ∂
∂θj
(79)
with prolongation
pr ~wC =
(
f(x1)θj1 + g(x
2)θj2
) ∂
∂θj
+DJ
(
f(x1)θj1 + g(x
2)θj2
) ∂
∂θjJ
. (80)
For the remainder of the paper, fix ~wC to be the generalized vector field associated with
conformal transformations with characteristic
C = (C1, ..., CN2−1), Cj = f(x
1)θj1 + g(x
2)θj2. (81)
The prolongation of ~wC acting on the E-L equations (78) gives
pr ~wC(∆
k) =
(
D12
(
f(x1)θj1 + g(x
2)θj2
)
θl + θj12
(
f(x1)θl1 + g(x
2)θl2
))
ckjl, (82)
which in matrix form is
pr ~wC(∆) = [D12
(
f(x1)θ1 + g(x
2)θ2
)
, θ] + [θ12,
(
f(x1)θ1 + g(x
2)θ2
)
]. (83)
It can be computed directly that pr ~wC(∆) = 0 whenever ∆ = 0 for arbitrary complex
functions f and g and so the vector field given by (74) is a symmetry of the E-L equations
(78). However, in the case of the CPN−1 sigma model defined on Minkowski space, we
require that the infinitesimal deformation of uα remain in su(N), i.e.
(uα + ǫpr ~wCu
α) ∈ su(N) (84)
which gives the additional constraints that the functions f and g are required to be real.
On the other hand, for the CPN−1 model defined on Euclidean space, the requirement
is that
(u1 + ǫpr ~wCu
1)† = −(u2 + ǫpr ~wCu
2) (85)
which gives the restrictions g(x2) = f(x1) = f(x2).
The conformal symmetry can be used to defined an su(N)-valued immersion
function via Proposition 2 and furthermore, the immersion function can be integrated
explicitly. We present these results in the following proposition.
Proposition 4 Suppose that the rank-one Hermitian projector P = E−iθ, θ ∈ su(N) is
a solution of the Euler-Lagrange equations for the CPN−1 sigma model and Φ([θ], x3) ∈
SU(N) is a solution of its associated LSP. That is, we define the matrix functions
u1 =
−2
1 + λ
[θ1, θ] u
2 =
−2
1− λ
[θ2, θ]. (86)
The E-L equations
∆(θ) ≡ −[θ12, θ] = D2u
1 −D1u
2 + [u1, u2] = 0 (87)
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are exactly the compatibility conditions for the LSP given by
DαΦ = u
αΦ, α = 1, 2. (88)
Let, ~wC be a generalized vector field associated with a conformal transformation given
by
~wC =
(
f(x1)θj1 + g(x
2)θj2
) ∂
∂θj
. (89)
Then the following statements hold.
(i) The su(N)-valued immersion function F given by
F = Φ−1(fu1 + gu2)Φ ∈ su(N) (90)
has tangent vectors
DαF = Φ
−1pr ~wCu
αΦ. (91)
That is, F is the Fokas-Gel’fand immersion function associated with conformal
symmetries of the CPN−1 model.
(ii) The infinitesimal deformation given by u1u2
Φ
→
 u1u2
Φ
+ ǫ
 pr ~wCu1pr ~wCu2
(fu1 + gu2)Φ = ΦF
 (92)
is a symmetry of the E-L equations(87) together with its LSP (88).
Proof: We know from Proposition 2 that statement (i) of Proposition 4 is
equivalent to statement (ii) so we need only show that the su(N)-valued immersion
function F given by (90) has the appropriate tangent vectors to be a Fokas-Gel’fand
immersion function associated with conformal symmetries of the CPN−1 sigma model.
We compute the action of the generalized vector field ~wC on the matrices u
1 and u2
pr ~wCu
1 =
−2
1 + λ
(f1[θ1, θ] + f [θ11, θ] + g[θ1, θ2])
= D1(fu
1) + gD2(u
1), (93)
and
pr ~wCu
2 =
−2
1− λ
(f [θ2, θ1] + g[θ22, θ] + g2[θ2, θ]))
= fD1(u
2) +D2(gu
2). (94)
It is then a straightforward computation to verify that F as given by (90) has the
appropriate tangent vectors. Indeed, carrying out the differentiation in (91) gives
D1F = D1
(
Φ−1(fu1 + gu2)Φ
)
= Φ−1
(
−u1(fu1 + gu2) + f1u
1 + fD1u
1 + fu1u1 + gD1u
2 + gu2u1
)
Φ
= Φ−1
(
D1(fu
1) + gD2(u
1)
)
Φ,
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and
D2F = D2
(
Φ−1(fu1 + gu2)Φ
)
= Φ−1
(
−u2(fu1 + gu2) + fD2u
1 + fu1u2 + g2u
2 + gD2u
2 + gu2u2
)
Φ
= Φ−1
(
fD1(u
2) +D2(gu
2)
)
Φ,
where we have used the E-L equations (87). Thus, the immersion function F as given by
(90) has the appropriate tangent vectors and so is a Fokas-Gel’fand immersion function
associated with conformal symmetries of the CPN−1 sigma model (71). Hence we have
proved the proposition.

In this section, we have shown that the surfaces induced by conformal symmetries
of the CPN−1 sigma model can be explicitly given in terms of arbitrary functions f(x1)
and g(x2), the matrices Φ, uα and their derivative. In the following sections, we will
compare the immersion functions given by (90) with those described in Proposition 3.
In particular, we shall show that these functions do not coincide in the case of traveling
wave solutions for the CPN−1 sigma model defined on Minkowski space but do for finite
action (73) solutions of the CPN−1 sigma model defined on Euclidean space.
5.1. CPN−1 sigma model defined on Minkowski space
In the following section, we would like to investigate cases where the su(N)-valued
immersion function given by
F = Φ†pr ~wCΦ, (95)
is the Fokas-Gel’fand immersion function generated by the generalized vector field ~wC .
That is, we derive conditions on the generalized vector field ~wC so that the immersion
function F given by (95) has the following tangent vectors
DαF = Φ
†pr ~wCu
αΦ, α = 1, 2. (96)
As above, the statement is equivalent to the requirement that the infinitesimal
deformation given by u1u2
Φ
→
 u1u2
Φ
 + ǫ
 pr ~wCu1pr ~wCu2
pr ~wCΦ

be a symmetry of E-L equations (87) together with its LSP (88). That is, we consider
the cases where F and F (as in (90)) differ by at most a constant matrix of integration.
In order to compute F we require an explicit solution of the wave function and so
we consider the simplest case: a traveling wave. In this case, we shall show that these
results do not hold in general but only for a restricted class of conformal transformations,
namely for translations and dilations.
Let θ be a traveling wave solution of the E-L equations (87)
θ ≡ θ(x1 + κx2), κθ1 − θ2 = 0, κ ∈ R (97)
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with the following differential consequences
[θ1, θ2] = κ[θ1, θ1] = 0, 0 = [θ12, θ] = κ[θ11, θ] =
1
κ
[θ22, θ]. (98)
Note that (98) implies Dα[θβ , θ] = 0 for α, β = 1, 2 and so u
1 and u2 are both constant
matrices and thus correspond to vacuum solutions [43, 24]. In this case, we can solve
for the wave functions which are given by
Φ = exp (2χ[θ1, θ]) (2iθ − (2−N)E), χ ≡ (
λx1
1 + λ
−
κλx2
(1− λ)
). (99)
By straightforward computation, one obtains that Φ given by (99) satisfies the LSP
(88) whenever θ ≡ θ(x1+ κx2). We make use of the algebraic restrictions on the matrix
function θ
θ · θ =
−i(2 −N)
N
θ +
1−N
N
E (100)
and the differential consequences of (100)
−i(2−N)
N
θ1 = θθ1 + θ1θ, θθ1θ =
N − 1
N2
θ1, (101)
which in turn implies
[θ1, θ](2iθ − (2−N)E) = 2iθ1θθ − 2iθθ1θ −
(2−N)
N
(θ1θ − θθ1)
=
(2−N)
N
(θ1θ + θθ1) +
4i(1−N)
N2
θ1 = −iθ1. (102)
As a consequence of (100) and (102), the total derivative of Φ is given by
D1Φ = D1(exp (2χ[θ1, θ]) (2iθ − (2−N)E)
= D1
(
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a(2iθ − (2−N)E)
)
=
∞∑
α=1
(2χ)a−1
(a− 1)!
2D1(χ)([θ1, θ])
a(2iθ − (2−N)E) +
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a(2iθ1)
+
∞∑
α=1
(2χ)a
(a)!
D1([θ1, θ]
a)(2iθ − (2−N)E)
=
∞∑
α=1
(2χ)a−1
(a− 1)!
2
λ
1 + λ
([θ1, θ])
a(2iθ − (2−N)E)−
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a2[θ1, θ](2iθ − (2−N)E)
+
∞∑
α=1
(2χ)a
(a)!
D1([θ1, θ]
a)(2iθ − (2−N)E)
=
(
−2
1 + λ
[θ1, θ]
)
Φ +
∞∑
α=1
(2χ)a
(a)!
D1([θ1, θ]
a)(2iθ − (2−N)E) (103)
=
(
−2
1 + λ
[θ1, θ]
)
Φ whenever θ = θ(x1 + κx2) and [θ12, θ] = 0 (104)
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In the expression (104), we have used the fact that if θ is a traveling wave solution of
the E-L equations (87) then Dα[θβ , θ] = 0 for α, β = 1, 2. Similarly, we compute the
derivative of Φ with respect to x2 to obtain
D2Φ = D2(exp (2χ[θ1, θ]) (2iθ − (2−N)E)
= D2
(
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a(2iθ − (2−N)E)
)
=
∞∑
α=1
(2χ)a−1
(a− 1)!
2D2(χ)([θ1, θ])
a(2iθ − (2−N)E) +
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a(2iθ2)
+
∞∑
α=1
(2χ)a
(a)!
D2([θ1, θ]
a)(2iθ − (2−N)E)
=
∞∑
α=1
(2χ)a−1
(a− 1)!
−2κλ
1− λ
([θ1, θ])
a(2iθ − (2−N)E)
−
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a2[θ2, θ](2iθ − (2−N)E) +
∞∑
α=1
(2χ)a
(a)!
D2([θ1, θ]
a)(2iθ − (2−N)E)
=
(
−2κλ
1− λ
[θ1, θ]− 2[θ2, θ]
)
Φ +
∞∑
α=1
(2χ)a
(a)!
D2([θ1, θ]
a)(2iθ − (2−N)E) (105)
=
(
−2
1− λ
[θ2, θ]
)
Φ whenever θ = θ(x1 + κx2) and [θ12, θ] = 0. (106)
Again, we have used Dα[θβ , θ] = 0 for α, β = 1, 2 and κθ1 = θ2 whenever θ(x
1 + κx2) is
a solution of the E-L equations (87). Thus, the wave function Φ given by (99) satisfies
the LSP (88) whenever θ(x1 + κx2) is a solution of the E-L equations (87).
In order to present an explicit formula for the su(N)-valued immersion function F ,
we compute the action of the prolongation of the generalized vector field ~wC on Φ of
the form (99). The prolongation of the generalized vector field ~wC simplifies to
pr ~wC =
∑
J
DJ(fθ
k
1 + gθ
k
2)
∂
∂θkJ
= f(D1 −
∂
∂x1
) + g(D2 −
∂
∂x2
) +
∑
n>0,J
(fnθ
k
J,1 + gnθ
k
J,2)
∂
∂θkn,J
. (107)
Its action on the wave function Φ is given by
pr ~wCΦ = f(D1 −
∂
∂x1
)Φ + f1θ
j
1
∂Φ
∂θj1
+ g(D2 −
∂
∂x2
)Φ. (108)
Computing each term separately, we obtain
∂
∂xα
Φ =
∂
∂x1
(
∞∑
a=0
(2χ)a
a!
([θ1, θ])
a(2iθ − (2−N)E)
)
= 2
∂χ
∂xα
[θ1, θ]Φ.(109)
and
θj1
∂Φ
∂θj1
= θk1
∂
∂θk1
exp
(
2χθn1 θ
lcjnlej
)
(2iθmem − (2−N)E)
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= θk1
∂
∂θk1
∞∑
a=0
1
a!
(
2χθn1 θ
lcjnlej
)a
(2iθmem − (2−N)E). (110)
Note that in the above sum, the only non-zero terms are those for which k = n and
(110) simplifies
θk1
∂Φ
∂θk1
=
∞∑
a=0
a(2χ)a
a!
(
θn1 θ
lcjnlej
)a
(2iθmem − (2−N)E)
= (2χθn1 θ
lcjnlej)
∞∑
a=1
(2χ)a−1
(a− 1)!
(
θn1 θ
lcjnlej
)a−1
(2iθmem − (2−N)E)
= (2χθn1 θ
lcjnlej)Φ
= 2χ[θ1, θ]Φ. (111)
We then substitute (109-111) into (108) using the requirement kθ1 − θ2 = 0 and the
fact the Φ satisfies the LSP (88) to obtain a closed expression for the su(N)-valued
immersion function F
F = Φ†
(
f(D1Φ−
2λ
1 + λ
[θ1, θ]Φ) + g(D2Φ+
λκ
1− λ
[θ1, θ]) + 2f1χ[θ1, θ]
)
Φ
= (−2f − 2κg + 2f1χ)Φ
†[θ1, θ]Φ. (112)
Next, we compute the tangent vectors to the immersion function F . First, note that the
matrix Φ−1[θ1, θ]Φ is constant whenever Φ satisfies the LSP (88) and θ is a traveling
wave with θ2 = κθ1. Computing the derivatives of the matrix Φ
−1[θ1, θ]Φ gives
D1
(
Φ−1[θ1, θ]Φ
)
= Φ† (−[θ1, θ][θ1, θ] + [θ1, θ][θ1, θ]) Φ = 0,
and
D2
(
Φ−1[θ1, θ]Φ
)
= Φ† (−[θ2, θ][θ1, θ] + [θ1, θ][θ2, θ]) Φ = 0.
This greatly simplifies the computation of the tangent vectors and in particular, we can
observe that the immersion function is degenerate and gives a curve instead of a 2D
surface. We note here that we are only considering the third part of the Fokas-Gel’fand
immersion formula defined by tangent vectors (68) and in particular if we consider the
case where a(x3) = 0 and S(xi) ∈ su(N) is an arbitrary gauge, the function
F = (−2f − 2κg + 2f1χ) Φ
†[θ1, θ]Φ + Φ
†S(xi)Φ (113)
defines a 2D surface immersed in su(N).
The tangent vectors for the su(N)-valued immersion function F given by (112) are
D1F =
(
−2
1 + λ
f1 + f11χ
)
Φ†[θ1, θ]Φ, (114)
D2F =
(
−2g2 − f1
2λκ
1− λ
)
Φ†[θ1, θ]Φ. (115)
With such an immersion function, we can then use Proposition 1 to induce an
infinitesimal symmetry of the E-L equations (87) together with its LSP (88). We present
these results in the following proposition.
Soliton surfaces associated with generalized symmetries of integrable equations 23
Proposition 5 Suppose that the rank-one Hermitian projector P = E−iθ, θ(x1+κx2) ∈
su(N) is a a traveling wave solution of the Euler-Lagrange equations (87) for the CPN−1
sigma model defined on Minkowski space. Furthermore, let ~wC be the generalized vector
field associated with conformal transformations (89) and uα defined as in (86). Then
the following statements hold:
(i) The SU(N) matrix function Φ given by
Φ = exp (2χ[θ1, θ]) (2iθ − (2−N)E), χ ≡ (
λx1
1 + λ
−
κλx2
(1− λ)
) (116)
satisfies the LSP (88)
(ii) The su(N)-valued immersion function F given by
F = Φ−1pr ~wCΦ (117)
has tangent vectors
DαF = Φ
−1RαΦ, α = 1, 2 (118)
where
R1 =
(
−2
1 + λ
f1 + f11χ
)
[θ1, θ], R2 =
(
−2g2 − f1
2λκ
1− λ
)
[θ1, θ]. (119)
(iii) The infinitesimal deformation given by u1u2
Φ
→
 u1u2
Φ
+ ǫ
 R1R2
Ψ = pr ~wCΦ
 (120)
is a symmetry of the E-L equations(87) together with its LSP (88).
Proof: We have already proved the results above. First, the computation of DαΦ given
by (104) and (106) shows that Φ given by (116) is a solution of the LSP (88) whenever
Φ is a traveling wave solution of the E-L equations (87). Also, the computations of the
tangent vectors DαF given by (114) and (115) show that the su(N)-valued immersion
function F has tangent vectors which coincide with expression (118) whenever Φ is a
traveling wave solution of the E-L equations (87). Finally, we check that the infinitesimal
deformation given by (120) is a symmetry of the E-L equations (87) together with its
LSP (88) modulo the requirement that κθ1−θ2 = 0. But as before, the requirement that
the tangent vectors given by (118) be compatible is exactly given by the requirements
that (120) be an infinitesimal symmetry of the E-L equations (87)
D2R1 −D1R2 + [R1, u
2] + [u1, R2] = 0.
Similarly, we can use the equation for the tangent vectors (118) to show that
Dα(pr ~wCΦ) = u
α(pr ~wCΦ) +RαΦ,
whenever Φ, given by (116), is a solution of the LSP (88) and so the infinitesimal
deformation given by (120) is a symmetry of the E-L equations (87) together with its
LSP (88).
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Note that for arbitrary real functions f and g the matrix functions
Rα 6= pr ~wCu
α, α = 1, 2
and so the tangent vectors to F are not, in general, given by DαF = Φ
†pr ~wCu
αΦ. Thus
F does not generally have the form of a Fokas-Gel’fand immersion function generated
by a conformal symmetry (89) of the CPN−1 sigma model defined on Minkowski space.
However, we can use Proposition 3 to give necessary and sufficient conditions on the
generalized vector field ~wC so that the immersion function F will have tangent vectors
given by DαF = Φ
†pr ~wCu
αΦ and so will be the Fokas-Gel’fand immersion function
generated by conformal symmetries of the CPN−1 sigma model defined on Minkowski
space. We state these results in the following proposition.
Proposition 6 Suppose that the rank-one Hermitian projector P = E−iθ, θ(x1+κx2) ∈
su(N) is a a traveling wave solution of the Euler-Lagrange equations (87) for the
CPN−1 sigma model defined on Minkowski space. Furthermore, as above, let ~wC be
the generalized vector field associated with conformal transformations of the form (89)
and uα are defined as in (86).
Then the following statements are equivalent:
(i) The generalized vector field ~wC is a generalized symmetry of the traveling wave
equations (97). That is, pr ~wC(κθ1 − θ2) = 0 whenever κθ1 − θ2 = 0.
(ii) The su(N)-valued immersion function F given by
F = Φ−1pr ~wCΦ (121)
has tangent vectors
DαF = Φ
−1pr ~wCu
αΦ, α = 1, 2 (122)
and so F is the Fokas-Gel’fand immersion function generated by conformal
symmetries of the CPN−1 sigma model defined on Minkowski space.
(iii) The infinitesimal deformation given by u1u2
Φ
→
 u1u2
Φ
+ ǫ
 pr ~wCu1pr ~wCu2
pr ~wCΦ
 . (123)
is a symmetry of the E-L equations(87) together with its LSP (88).
Proof: Using proposition 3, all that needs to be shown is that for Φ a solution of the
LSP (88), the condition
pr ~wC (DαΦ− u
αΦ) = 0 ⇐⇒ f = ax1 + b, g = ax2 + c (124)
holds. We have already computed the expression DαΦ−u
αΦ given by (103) and (105) so
we need only compute the action of the prolongation of ~wC on this sum, taken modulo
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θ a traveling wave solution of the E-L equations (87)
pr ~wC
(
D1Φ− u
1Φ
)
= (125)(
f(D1 −
∂
∂x1
) + f1(θ
k
1
∂
∂θk1
+ θk11
∂
∂θk11
+ θk12
∂
∂θk12
) + f11(θ
k
1
∂
∂θk11
)
+g(D2 −
∂
∂x2
) + g2(θ
k
2
∂
∂θk2
+ θk12
∂
∂θk12
+ θk22
∂
∂θk22
)
) (
D1Φ− u
1Φ
)
.
Invoking (103), the quantity D1Φ− u
1Φ is given by
D1Φ− u
1Φ =
∞∑
α=1
(2χ)a
a!
D1([θ1, θ]
a)(2iθ − (2−N)E) (126)
and so we obtain
pr ~wC(D1Φ− u
1Φ) = pr ~wC
(
∞∑
α=1
(2χ)a
a!
D1([θ1, θ]
a)(2iθ − (2−N)E)
)
= 2pr ~wC(χ)
∞∑
α=1
(2χ)a−1
(a− 1)!
D1([θ1, θ]
a)(2iθ − (2−N)E)) (127)
+
∞∑
α=1
(2χ)a
a!
pr ~wC (D1([θ1, θ]
a)) (2iθ − (2−N)E)
+
∞∑
α=1
(2χ)a
a!
D1([θ1, θ]
a)pr ~wC(2iθ − (2−N)E).
Recall, that if θ(x1 + κx2) is a traveling wave solution of the E-L equations (88), the
matrix [θ1, θ] is a constant and hence D1[θ1, θ] = 0. Thus, modulo the requirements that
θ be a traveling wave solution of the E-L equations (88), the quantity (127) becomes
pr ~wC(D1Φ− u
1Φ) =
∞∑
α=1
(2χ)a
a!
pr ~wC (D1([θ1, θ]
a)) (2iθ − (2−N)E)
=
∞∑
α=1
(2χ)a
a!
D1 (pr ~wC([θ1, θ]
a)) (2iθ − (2−N)E). (128)
The action of pr ~wC on [θ1, θ]
a is given by
pr ~wC([θ1, θ]
a) = (fD1 + gD2)[θ1, θ]
a + f1
(
θk1
∂
∂θk1
(θn1 θ
lcjnlej)
a
)
= af1(θ
n
1 θ
lcjnlej)
a modulo κθ1 − θ2 = 0, [θ12, θ] = 0,
= af1[θ1, θ]
a modulo κθ1 − θ2 = 0, [θ12, θ] = 0. (129)
Thus,
D1pr ~wC([θ1, θ]
a) = af11[θ1, θ]
a modulo κθ1 − θ2 = 0, [θ12, θ] = 0,
and (128) simplifies to
prw(D1Φ− u
1Φ) =
∞∑
α=1
(2χ)a
(a− 1)!
f11[θ1, θ]
a(2iθ − (2−N)E) (130)
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which is equal, via the LSP (88), to
pr ~wC
(
D1Φ− u
1Φ
)
= −f11χ(1 + λ)D1Φ. (131)
Hence, for non-constant wave functions, pr ~wC (D1Φ− u
1Φ) vanishes if and only if
f11 = 0, ie f = ax
1 + b.
For α = 2, expression (105) gives
D2Φ− u
2Φ =
(
−2κλ
1− λ
[κθ1 − θ2, θ]
)
Φ+
∞∑
α=1
(2χ)a
(a)!
D2([θ1, θ]
a)(2iθ − (2−N)E). (132)
The computation of the action of pr ~wC on D2Φ− u
2Φ is similar to those above,
pr ~wC(D2Φ− u
2Φ) = pr ~wC
[(
−2κλ
1− λ
[κθ1 − θ2, θ]
)]
Φ +
(
−2κλ
1− λ
[κθ1 − θ2, θ]
)
pr ~wCΦ
+2pr ~wC(χ)
∞∑
α=1
(2χ)a−1
(a− 1)!
D2([θ1, θ]
a)(2iθ − (2−N)E)) (133)
+
∞∑
α=1
(2χ)a
a!
pr ~wC (D2([θ1, θ]
a)) (2iθ − (2−N)E)
+
∞∑
α=1
(2χ)a
a!
D2([θ1, θ]
a)pr ~wC(2iθ − (2−N)E).
Again, if θ is a traveling wave solution of the E-L equations (88), then κθ1− θ2 = 0 and
D2[θ1, θ] = 0, and so the quantity (133) becomes
pr ~wC(D2Φ− u
2Φ) = pr ~wC
[(
−2κλ
1− λ
[κθ1 − θ2, θ]
)]
Φ
+
∞∑
α=1
(2χ)a
a!
pr ~wC (D2([θ1, θ]
a)) (2iθ − (2−N)E). (134)
We use (129) and
pr ~wC
(
−2κλ
1− λ
[κθ1 − θ2, θ]
)
= (fD1 + gD2)
(
−2κλ
1− λ
[κθ1 − θ2, θ]
)
+
−2κλ
1− λ
(f1[κθ1, θ] + g2[−θ2, θ])
=
2κλ(f1 − g2)
1− λ
[θ2, θ] modulo κθ1 − θ2 = 0 (135)
to obtain a final expression for (133)
pr ~wC(D2Φ− u
2Φ) =
2κλ(f1 − g2)
1− λ
[θ2, θ]Φ (136)
or, using the LSP (88),
pr ~wC(D2Φ− u
2Φ) = −κλ(f1 − g2)D2Φ (137)
and so, pr ~wC(D2Φ − u
2Φ) = 0 if and only if f1 = g2. Thus, we have shown that (124)
holds. Note that this is exactly the requirement that
pr ~wC(κθ1 − θ2) = 0 whenever (κθ1 − θ2) = 0. (138)
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Hence, if θ is a traveling wave solution of the E-L equations (87) and ~wC is given by
(89) then pr ~wC will be a symmetry of the LSP (88) if and only if it is a symmetry of the
traveling wave requirements, i.e. a symmetry of (κθ1−θ2) = 0. Therefore, by Proposition
3, statement (i) is equivalent to statement (ii) which is equivalent to statement (iii).

In particular, what Proposition 6 shows is that for a general conformal symmetry of
the E-L equations (87), the immersion function F given by (121) does not have tangent
vectors given by (122) and so is generally not a Fokas-Gel’fand immersion function
generated by conformal symmetries of the CPN−1 sigma model defined on Minkowski
space. On the other hand, if f = ax1 + b, g = ax2 + c then the surface given in
Proposition 6 is
F = Φ†(fu1 + gu2)Φ = −2Φ†
(
ax1 + b
1 + λ
[θ1, θ] +
ax2 + c
1− λ
[θ2, θ]
)
Φ (139)
which differs from the surface
F = Φ†pr ~wCΦ
= Φ†
(
−2(ax1 + b)− 2κ(ax2 + c) + 2a(
λx1
1 + λ
−
κλx2
1− λ
)
[θ1, θ]Φ
= Φ†
(
−2(ax1 + b)
1 + λ
[θ1, θ]−
2(ax2 + c)
1− λ
[θ2, θ]
)
Φ− (
2bλ
1 + λ
+
2cκλ
1− λ
)Φ†[θ1, θ]Φ
by a constant matrix
F −F = (
2bλ
1 + λ
+
2cκλ
1− λ
)Φ†[θ1, θ]Φ.
In particular they are both Fokas-Gel’fand immersion functions generated by conformal
symmetries of the CPN−1 sigma model defined on Minkowski space.
Thus, we have shown by counter-example that for an arbitrary generalized
symmetry of the E-L equations (87), the surface defined by (121) does not have tangent
vectors given by (122) and so is not a Fokas-Gel’fand immersion function. Equivalently
the infinitesimal deformation (123) is not in general a symmetry of the E-L equations
(87) together with its LSP (88). In the next section, we will show that in the case
of finite action solutions of the CPN−1 sigma model defined on Euclidean space these
results do hold for arbitrary conformal transformations.
5.2. CPN−1 sigma model defined on Euclidean space
In this section, we consider the CPN−1 sigma model defined on two-dimension Euclidean
and, in particular, finite action solutions defined on the extended complex plane for
which a complete set of solutions can be given via raising and lowering operators
[8, 15, 19, 39]. Furthermore, for this class of solutions, the wave functions Φ can be
given explicitly in terms of the set of orthogonal projectors [19, 20]. Here, we will prove
that a conformal symmetry of the E-L equations (71) is also a symmetry of the LSP (72)
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and so the surface given in Proposition 4 coincides with the surface given in Proposition
3.
Recall [19, 36], that if P is any finite action solution of the CPN−1 sigma model
defined on the extended complex Euclidean plane there exists a holomorphic projector
P0 such that P = Π
k
+P0 where the creation and annihilations operators are defined
respectively as
Π+P =
D1PPD2P
tr(D1PPD2P )
, Π−P =
D2PPD1P
tr(D2PPD1P )
. (140)
Furthermore, the set of rank-one projectors
Λ = {P0 = Π
k
−P,Π
k−1
− P, ...,Π−P, P,Π+P, ...,Π
N−k−1
+ P} (141)
are mutually orthogonal and their images span CN and Π± are contracting operators,
i.e. there is some N so that ΠN±P = 0 [19, 36]. Finally, as was shown in [19, 44], the
solutions for the wave function Φ of the LSP (72) associated with the E-L equations
(71) are given for P = Πk+P0 as
Φ =
(
I+
4λ
(1− λ)2
k∑
j=1
Πj−P −
2
1 + λ
P
)
. (142)
We can simplify this notation by recalling that Π± are contracting operators and in
particular Πk+1− P = 0 [36] and so it is possible to drop the dependence of Φ on k and
say that if P is any rank-one Hermitian projector which is a finite action solution of the
CPN−1 sigma model defined on the extended complex Euclidean plane, Φ given by
Φ =
(
I+
4λ
(1− λ)2
∞∑
j=1
Πj−P −
2
1 + λ
P
)
. (143)
is a solution of the LSP (72). Note that Φ depends on P and its derivatives, i.e.
Φ(P,DJP ), so it is consistent to apply the prolongation of a generalized vector field in
evolutionary form on the wave function.
Again, these results can be rewritten in terms of the matrix function θ ∈ su(N)
with P = E − iθ, where E = I/N. In this notation,
Π+P =
D1PPD2P
tr(D1PPD2P )
=
θ1(E − iθ)θ2
tr(θ1(E − iθ)θ2)
, (144)
Π−P =
D2PPD2P
tr(D2PPD2P )
=
θ2(E − iθ)θ1
tr(θ2(E − iθ)θ1)
. (145)
Denoting Π±(P ) = Π±(E − iθ), the wave function Φ (143) becomes
Φ = I+
4λ
(1− λ)2
∞∑
j=1
Πj− (E − iθ)−
2
1 + λ
(E − iθ) . (146)
We claim that a conformal transformation on θ induces a conformal transformation
on each of the orthogonal projectors Πk± (E − iθ) and consequently on the wave function
Φ.
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Proposition 7 Given a generalized vector field ~wC associated with a conformal
symmetry transformation. The action of pr ~wC on Π
k
± (E − iθ) is
pr ~wC
(
Πk±(E − iθ
)
= fD1Π
k
± (E − iθ) + gD2Π
k
± (E − iθ) . (147)
That is, the infinitesimal deformation
θ′ = θ + ǫ(fθ1 + gθ2)
induces the infinitesimal deformation(
Πk± (E − iθ)
)′
= Πk± (E − iθ) + ǫ
(
fD1Π
k
± (E − iθ) + gD2Π
k
± (E − iθ)
)
.
Proof: We prove this by induction for the Π− case. That is, for ~wC given by (89), we
shall prove that for all k = 0, 1, 2 . . . ,
pr ~wC
(
Πk−(E − iθ)
)
= fD1Π
k
− (E − iθ) + gD2Π
k
− (E − iθ) (148)
and the proof for Π+ will follow by symmetry in the variables x
1 and x2. When k = 0,
we can directly observe that
pr ~wC (E − iθ) = −i(fθ1 + gθ2) = fD1(E − iθ) + gD2(E − iθ)
so the identity (148) holds for k = 0. For the induction step, we assume that (148)
holds for k and show that it holds for k + 1. Let us define new independent variables
φ = φjej ∈ su(N)
φ ≡ i
(
E −Πk− (E − iθ)
)
, Πk− (E − iθ) = E − iφ (149)
and generalized vector field ~zC as
~zC =
(
fD1φ
j
1 + gD2φ
j
) ∂
∂φj
(150)
with characteristic vector Qj = fD1φ
j + gDjφ. The dependent variables θ
j(x1, x2) and
φj(x1, x2) are related via (149) and its inverse
θ = −i(E − P ) = −i(E − Πk+(Π
k
−P )) = −i(E −Π
k
+(E − iφ)). (151)
As before with matrix function θ, the action of the raising and lowering operators
action on E − iφ is given by
Π−(E − iφ) =
D2φ(E − iφ)D1φ
tr(D2φ(E − iφ)D1φ)
. (152)
Then the induction assumption (148) becomes
pr ~wC (E − iφ) = fD1 (E − iφ) + gD2 (E − iφ)
= pr~zC (E − iφ) . (153)
Using this form of the induction assumption (153), we compute
pr ~wC
(
Πk+1− (E − iθ)
)
= pr ~wC (Π− (E − iφ)) (154)
=
pr ~wC(D2φ(E − iφ)D1φ)
tr(D2φ(E − iφ)D1φ)
−
D2φ(E − iφ)D1φ
tr(D2φ(E − iφ)D1φ)2
tr(pr ~wC(D2φ(E − iφ)D1φ).
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The fact the the prolongation of a generalized vector field commutes with the total
derivatives gives
pr ~wC(D2φ(E − iφ)D1φ) = (155)
D2(pr ~wCφ)(E − iφ)D1φ+D2φpr ~wC(E − iφ)D1φ+D2φ(E − iφ)D1(pr ~wCφ).
which can be written as,
pr ~wC(D2φ(E − iφ)D1φ) = (156)
D2(pr~zCφ)(E − iφ)D1φ+D2φpr~zC(E − iφ)D1φ+D2φ(E − iφ)D1(pr~zCφ)
= pr~zC(D2φ(E − iφ)D1φ), (157)
where the induction assumption written in terms of φ (153) was used to switch ~wC with
~zC . Thus, (154) can be rewritten as
pr ~wC(Π
k+1
− (E + iθ)) = pr~zCΠ−(E + iφ) (158)
and it remains to show that
pr~zCΠ−(E + iφ) = fD1(Π−(E + iφ) + gD2(Π−(E + iφ)) (159)
in order to prove (148) for k + 1. The prolongation of the vector field ~zC is
pr~zC = fD1 + gD2 +
∑
n>0,J
(fnφ
j
J,1 + gnφ
j
J,2)
∂
∂φjJ,n
and so
pr~zCΠ−(E + iφ) =
(
fD1 + gD2 + f1φ
j
1
∂
∂φj1
+ g2φ
j
2
∂
∂φj2
)
Π−(E + iφ). (160)
However, the last two terms vanish due to the form of the lowering operator, Π−, i.e.
φj1
∂
∂φj1
Π−(E + iφ) = φ
j
1
∂
∂φj1
(φl1el)(E − iφ
mem)(φ
n
2en)
tr
(
(φl1el)(E − iφ
mem)(φ
n
2en)
)
=
(φl1el)(E − iφ
mem)(φ
n
2en)
tr
(
(φl1el)(E − iφ
mem)(φn2en)
)
−
(φl1el)(E − iφ
mem)(φ
n
2en)
tr
(
(φl1el)(E − iφ
mem)(φn2en)
)2 tr ((φl1el)(E − iφmem)(φn2en)) = 0.
A similar computation gives
φj2
∂
∂φj2
Π−(E + iφ) = 0. (161)
Thus, (160) becomes
pr~zCΠ−(E + iφ) = fD1Π−(E + iφ)) + gD2Π−(E + iφ) (162)
and we have proved that
pr ~wC(Π
k+1
− (E + iθ)) = fD1Π−(E + iφ) + gD2Π−(E + iφ)
= fD1Π
k+1
− (E + iθ) + gD2Π
k+1
− (E + iθ) (163)
which proves the induction.
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
This proposition shows that a conformal transformation in θ induces a conformal
transformation on the entire spanning set of orthogonal projectors Λ. Furthermore,
since Φ is linear in the basis Λ, a conformal transformation in θ also induces a conformal
transformation in Φ and we have the following corollary.
Corollary 2 For any finite action solution of the CPN−1 sigma model defined on
the extended complex Euclidean plane given in terms of rank-one Hermitian projector
P = (E − iθ), the action of a conformal transformation in θ induces a conformal
transformation on the wave functions Φ which satisfy the LSP (72) associated with
the E-L equations (71). That is, for a generalized vector field ~wC of the form (89), its
action on Φ is
pr ~wCΦ = fD1Φ + gD2Φ. (164)
Proof: From the previous lemma, the action of pr ~wC on Π
k
−(E − iθ) is given by (148).
Furthermore, for any finite action solution of the E-L equations (71) the wave function
Φ which solves the LSP (72) is given by (146) and in particular is a linear combination
of the lowering operators Πk−(E − iθ). Thus, it is straightforward to see that (164) holds.

We can then use this corollary to show that for any finite action solution of the
CPN−1 sigma model defined on the extended complex Euclidean plane, the generalized
vector field associated with a conformal transformation is a conformal symmetry of the
LSP (72). We prove the results in the following proposition.
Proposition 8 Let P = (E − iθ) be a finite action solution of the E-L equations (71)
defined on the extended complex plane and Φ a solution of the associated LSP (72). Let
~wC be a generalized vector field associated with a conformal symmetry transformation
given as in (89). Then the following statements hold:
(i) The generalized vector field ~wC is a generalized symmetry of the LSP (72). That is
pr ~wC(DαΦ− u
αΦ) = 0 whenever DαΦ− u
αΦ = 0. (165)
(ii) The su(N)-valued immersion function
F = Φ†pr ~wCΦ (166)
has tangent vectors given by
DαF = Φ
†pr ~wCu
αΦ, α = 1, 2 (167)
and so F is a Fokas-Gel’fand immersion function generated by conformal
symmetries of the CPN−1 sigma model defined on Euclidean space.
(iii) The infinitesimal deformation u1u2
Φ
→
 u1u2
Φ
+ ǫ
 pr ~wCu1pr ~wCu2
pr ~wCΦ
 (168)
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gives a generalized infinitesimal symmetry of the system of the E-L equations (71)
together with its associated LSP (72).
Proof: Proposition 3 implies that statements (ii) and (iii) hold if and only if (i) holds.
Thus, to prove the proposition, we need only show that
pr ~wC(DαΦ− u
αΦ) = 0 whenever DαΦ− u
αΦ = 0.
We use the fact that the prolongation of an evolutionary vector field commutes with the
total derivatives (see Appendix) and (164) from Corollary 2 to compute
pr ~wC(DαΦ− u
αΦ) = Dα(fD1Φ + gD2Φ)− pr ~wC(u
α)Φ− uαpr ~wCΦ. (169)
The action of pr ~wCu
α was given in (93) and (94) and we use this to show that, whenever
DαΦ− u
αΦ = 0, the requirement (169) holds for α = 1 since
pr ~wC(D1Φ− u
1Φ) = D1(fu
1Φ+ gu2Φ)−D1(fu
1)Φ− gD2(u
1)Φ− u1(fu1 + gu2)Φ
= g2(D1u
2 −D2u
1 + [u2, u1])Φ = 0,
where the final equality is from E-L equations (52). Similarly, for α = 2, the requirement
(169) holds since
pr ~wC(D2Φ− u
2Φ) = f1(D2u
1 −D1u
2 + [u1, u2])Φ = 0.
and so we have shown that ~wQ is a generalized symmetry of the LSP (72) and therefore
statement (i) is true and we have proved the proposition.

To conclude, in this section we have shown that, for CPN−1 sigma models, a
generalized symmetry of the E-L equations (71) is not always a generalized symmetry of
the associated LSP (72) and so the infinitesimal deformation given by (63) is not always
a symmetry of the the LSP (72). Similarly, for an arbitrary conformal symmetry of the
E-L equations (71), the su(N)-valued immersion function given by
F = Φ−1
(
fu1 + gu2
)
Φ ∈ su(N) (170)
is a Fokas-Gel’fand immersion function generated by the generalized vector field ~wC , i.e.
the immersion function F has tangent vectors
Dα = Φ
−1pr ~wCu
αΦ. (171)
Conversely, the immersion function F defined as
F = Φ−1pr ~wCΦ ∈ su(N) (172)
is not generally a Fokas-Gel’fand immersion for traveling wave solutions of the CPN−1
sigma model defined on Minkowski space but is such an immersion for finite action
solutions of the CPN−1 sigma model defined on the extended complex Euclidean plane.
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6. Conclusion
In this paper, we perform a group theoretical analysis of the Fokas-Gel’fand formula
for the immersion of 2D surfaces in Lie algebras using the formalism of generalized
vector fields and their prolongation structure. We provide the necessary and sufficient
conditions for the existence of such surfaces in terms of the invariance criterion for
generalized symmetries. The most important advantage of the presented approach is
that it provides an efficient tool for the systematic construction and investigation of 2D
surfaces immersed in a multi-dimensional space proceeding directly from the integrable
model under consideration. We have also used this approach to consider the expression
given in [18] for the explicit integration of the g-valued immersion function, up to
an appropriate constant of integration, and have derived the necessary and sufficient
conditions for this reformulated expression to hold.
These theoretical results are then illustrated by making use of the Fokas-Gel’fand
formula to construct surfaces immersed in su(N) associated with the CPN−1 sigma
model defined on two-dimensional Minkowski or Euclidean space. In particular, we
show that the sufficient conditions for the integration of the Fokas-Gel’fand immersion
function are not satisfied for arbitrary conformal symmetries of traveling wave solutions
of the CPN−1 sigma model defined on Minkowski space but are identically satisfied for
arbitrary conformal symmetries of finite action solutions of the CPN−1 sigma model
defined on Euclidean space.
This research could be expanded in several directions to further our understanding
of the g-valued immersion function and the geometric characteristics of the induced
2D surfaces. One possible direction of investigation is to systematically analyze the
surfaces obtained from the Fokas-Gel’fand immersion formula as applied to the CPN−1
sigma model and to compare these surfaces with those obtained through other methods
[21, 22, 23]. In particular, it was shown in [20] that, for the CPN−1 sigma model defined
on Euclidean space, the Sym-Tafel formula is equivalent to the generalized Weierstrass
formula for immersion and creation and annihilation operators were provided for a
sequence of surfaces associated with the set of orthogonal projectors spanning CN . It
is then natural to ask how the Fokas-Gel’fand immersion, as an extension of the Sym-
Tafel formula, fits into this framework and if analogous recurrence operators can be
constructed. Similarly, as in [36], many geometric characteristics of the surfaces given
by the generalized Weierstrass formula for immersion (including fundamental forms of
surfaces as well as the relations between them as expressed in the Gauss-Weingarten and
Gauss-Codazzi-Ricci equations, Gaussian curvature, mean curvature vector, Willmore
functional and Euler-Poincare´ characters) were expressed in terms of physical quantities
of the CPN−1 sigma model (including the Euler-Lagrange equations, Lagrangian
density, action and topological charge). It would be interesting to understand how
the deformation of the Sym-Tafel formula, defined using the Fokas-Gel’fand formula,
affects these geometric characteristics and how they are related to deformations of the
physical model under consideration.
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Finally, these surfaces and their deformations have many interesting potential
applications. Here we name just a few of them. In physics, potential applications
include quantum field theory and string theory (both bosonic [35] and superstring [2]),
statistical physics [31], gauge field theory [1] phase transitions (e.g growth of crystals,
dynamics of vortex sheets, surface waves etc [12, 32]) and fluid dynamics (e.g. the
motion of boundaries between regions of different densities and viscosities [10, 38]). In
biochemistry and biology, surfaces and their deformations have played a fundamental
role in the study of many nonlinear phenomena including the study of biological
membranes and vesicles, for example long protein molecules [13, 34] and the Canham-
Helfrich membrane model [29]). In mathematics, the construction of surfaces associated
with integrable models can be applied to the study of isomonodromy deformations of
surfaces and Painleve´ type equations [7]. These applications and further theoretical
issues will be explored in our future works.
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Appendix
Since it is used repeatedly throughout the proofs in this paper, we include the proof of
Lemma 5.12 from p. 300 of the book by P J Olver [33]. We check that the prolongation
of a general evolutionary vector field ~wQ commutes with the total derivative Dα. The
form of Dα(pr ~wQ) and pr ~wQ(Dα) can be obtained by direct computations,
Dα(pr ~wQ) = DJ ′,αQn
∂
∂θnJ ′
+DJ ′Qn
∂
∂xi∂θnJ ′
+DJ ′Qnθ
n
J,α
∂
∂θnJ∂θ
n
J ′
(A.1)
pr ~wQ(Dα) = DJ ′Qn
∂
∂θnJ ′
(
∂
∂xα
+ θnJ,i
∂
∂θnJ
)
= DJ,αQn
∂
∂θnJ
+DJ ′Qn
∂
∂xi∂θnJ ′
+DJ ′Qnθ
n
J,α
∂
∂θnJ∂θ
n
J ′
. (A.2)
If we compare the two equations above (A.1) and (A.2), we observe that they coincide
so long as
DJ,αQn
∂
∂θnJ
= DJ ′,αQn
∂
∂θnJ ′
.
But, since we are using the convention that repeated indices are summed over, these are
equal and so we have proved
[Dα, pr ~wQ] = 0. (A.3)
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