Important problems in many scientific computational areas are least squares problems. The problem of constraint least squares with full column weight matrix is a class of these problems.
Introduction
In this paper, we investigate the sensitivity of the solution x ∈ n that satisfies the overdetermined system of equations Ax ≈ b, (1.1) where A ∈ m×n , b ∈ m . System (1.1) corresponds to the weighted and constrained linear least squares problem
where W 1 is a symmetric positive definite matrix, A T = (B T C T ) and b = (c T d T ) T , with B ∈ k×n , C ∈ l×n , c ∈ k and d ∈ l for k + l = m and m ≥ n ≥ k.
Problem (1.2) arises in many practical applications including linear programming, electrical networks, boundary value problems, analysis of large-scale structures and the inequality constrained least squares problems [9, 12] .
We will assume that rank(B) = k and rank(A) = n.
(1.
3)
The condition that B of full row rank ensures that the system Bx = c is consistent and hence that Problem (1.2) has solution. The second condition in (1.3) guarantees that there is a unique solution [2] . An equivalent formulation for Problem (1.2) (see [5] ) is 4) where λ ∈ k is a vector of Lagrange multipliers and W 1 µ is the residual. The augmented system (1.4) is formed from the Karuch-Kuhn-Tuker conditions of Problem (1.2). Intensive research has been developed for studying quadratic problems [10, 8] . The LS problems with quadratic equality and with weighting equality constraints by Gander [6] , Van Loan [14] , James [11] , Hough etal. [9] , Wei [15] and Bobrornikova etal. [3] . Techniques for solving unconstrained and constrained are found in [2, 7] .
Some algorithms for solving the unweighted class of Problem (1.2) are based on introducing a Lagrange multiplier and generating a sequence of lower and upper bounds without many computations [8] . A superlinearly convergent algorithm has been developed to solve this constrained LS class by recasting the problem into a parameterized eigenvalue problem and computing the optimal solution from the parameterized eigenvector [1] . This paper aims to introduce an investigation for the sensitivity and the effects of weights on the solution of Problem (1.2). This investigation is based on constructing bounds for the relative error of the equivalent formulation (1.4) and studying the -dependent weights.
Throughout the paper m×n denotes the linear space of all m × n real matrices. If A is an m × n real matrix, then A T denotes the transpose matrix. The weighted Moore-Penrose inverse for a matrix A and S with appropriate sizes is defined by the unique solution Z of A = AZA, Z = ZAZ, (S T SZA) T = S T SZA and AZ is symmetric matrix [4] . The weighted Moore-Penrose inverse of A is given by Z = A
Z is the standard Moore-Penrose inverse of A, when S = I.
Sensitivity of the solution
Throughout this section, we reformulate system (1.4) as
and z = (λ T µ T ) T . System (2.1) represents a generalized formulation for the whole classes of linear squares problems. For an ordinary LS problem, we set Q = I m and for unweighted and constrained LS problems, we set W 1 = I m−k . The weighted and unconstrained LS problems for Q is symmetric positive definite matrix can be formulated as
where A ∈ m×n , b ∈ m , x ∈ n and m ≥ n. We assume that the matrices A and (Q T A) T have linearly independent columns [7] . The following Lemmas establishes the inverse of the coefficients matrix of system (2.1).
Lemma 2.1 Under the conditions (1.3) and setting
W = Q 1 2 and G = A T + W ,
then the inverse of the matrix in question is
Proof: Elden in [4] shows that the inverse of the coefficients matrix of (2.1) is
The proof is completed by taking in account that Rang(
We wish to determine the sensitivity of the solution of Problem (2.1) to the perturbations δA, δQ and δb of A, Q and b, respectively. We assume that the conditions (1.3) hold for system (1.4) and for the perturbed dataÂ = A + δA,Q = Q + δQ andb = b + δb which will certainly be true if δA, δQ and δb are sufficiently small.
The perturbations normwise are measured by the smallest for which
where A and Q are matrices and b is a vector of tolerances. The Forbenius norm for matrices is used since it leads to more cheaply computable bounds than the 2-norm. Thus, we define the condition numbers as follows
The following lemma gives us the componentwise perturbation bounds of δx and δz.
Lemma 2.2 Let the assumptions of Lemma 2.1 hold. Then
Proof: Consider the perturbed system of (2.1) which can be written as
Rearranging terms in (2.6) and taking in account thatẑ = z + δz andx = x + δx, we obtain
Substracting (2.1) from (2.7), we obtain
Applying Lemma 2.1 and using the definition of Q, we obtain
Using the definitions ofx andẑ, we obtain
But, δx and δz are of first order in , we obtain the first order expressions
and (2.9)
Taking 2-norm of both sides, Using (2.2) and dividing (2.9) and (2.10) by x 2 and z 2 , repectively, we obtain
The proof is completed by using the definition of the condition numbers (2.3).
The difference between the obtained bounds in Lemma 2.2 and those obtained before in [15] is from the explicit expression of the inverse in Lemma 2.1. The following lemma shows that the condition number K Q (A) is bounded by K A (Q).
Lemma 2.3 Let the assumptions of Lemma 2.1 hold. Then
Proof: From the definition of A + S in the first section, we can easily obtain
Taking norm of both sides
The proof is completed by using formula (2.3).
The following lemma checks the error bound in Lemma 2.2 by getting a perturbation bound for the standard LS problem.
Lemma 2.4 Let B = O, W 1 = I, A = C, c = O and b = d in (1.4) and assuming that
b 2 ≤ µ 2 + A F x 2 . Then δx 2 x 2 ≤ K(A) 2 + (K(A) + 2) µ 2 A F x 2 + O( 2 ),(2.
11)
Proof: Introducing the assumptions of the lemma into the first inequality of Lemma 2.2, we obtain
The proof is completed by rearranging the terms. The bound of inequality (2.4) does not yield a condition number for Problem (1.2), since it is not attainable. Thus, we must combine the two terms of δA and of δQ in formulas (2.9) and (2.10). This can be done by using the vec operator, that stores the columns of a matrix into one long column, together with the tensor product X ⊕ Y = (x ij Y ) (see [13] ).
The following lemma establish a sharp bound for the solution of Problem (1.2) by applying the vec operator and using the property vec(ZXY ) = (Y T ⊕ Z)vec(X).
Lemma 2.5 Let the assumptions of Lemma 2.1 hold and set
Proof: Applying the vec operator and the above given property to formulas (2.9) and (2.10) and setting D = (W P ) + (W P ) + T , we obtain
Introducing formula vec(δA T ) = Πvec(δA) into formulas (2.12) and (2.13), where Π is the vec permutation matrix [13] , we obtain
The proof is completed by taking 2-norm of formulas (2.14) and (2.15), setting vec(δA) 2 = A F and using formula (2.2).
Effects of Weights
The goal of this section is to study the effect of the weighted matrix W = diag(w 1 , w 2 , · · · , w m+n ) such that w j = 0 for each 1 ≤ j ≤ (m + n) on the solution of weighted least squares problem
Consider the solution x of the unweighted LS
Thus, the solutions x W and x of problems (3.1) and (3.2) satisfy
This shows that the row-weighting in the LS affects the solution and x W = x, when h ∈ Range(H). These effects can be clarified through the entries of the residual.
For simplicity, we define
k W e k = 1 + α and e k ∈ m+n is the co-ordinate vector with 1 in its k-th position. Thus, we can write W (α) = I + αe k e T k and H is a full column rank matrix.
Lemma 3.1 If x(α) is the solution of the WLS problem,
minimize W (α)[Hx − h] and its residual is r(α) = h − Hx(α), then (3.3) r(α) = (I − β H[H T H] −1 H T e k e T k 1 + βe T k H[H T H] −1 H T e k )r,(3.
4)
where β = α(α + 2).
Introducing formula (3.9) into (3.8), we obtain
The proof is completed by introducing the inverse (3.10) into formula (3.7).
Proof: The proof is straight forward from lemma (3.1) by equating the k-th component of equality (3.4) . Expression (3.11) shows that r k (α) is a monotone decreasing function of α. It is known that the equality constrained least squares problem
can be viewed as the limiting case of an unconstrained problem, when an infinite diagonal weight matrix is associated with H 2 [12] . We partitioned H as H = (H 1 H 2 ), where
T and the weight matrix W ∈ n 1 ×n 1 is a nonsingular diagonal matrix. We assume that rank(H) = m and rank(H 2 ) = n 2 .
(3.13)
The following lemma reviewed these results 
Proof: Problem (3.12) is a convex quadratic programming, where the objective function is bounded from below. The first order optimality conditions are necessary and sufficient i.e.
. Formulas (3.15) and (3.16) are equivalent to (3.14) . To show that the system (3.14) is nonsingular, assume that there is a solution for
18)
After some simple calculations and rearrangement, we obtain 
Concluding Remarks
We have presented some characteristics of the solution of the constrained weighted least squares problems. The relative error of the solution is bounded by a combination of the norm-wise perturbation in the A and Q matrices. The effects of the row-weighting satisfy a certain monotonicity condition in the components of the residual.
