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KORREL¶ACI¶O, TORL¶OD¶ASI J¶AT¶EKOK, A GY¶AVA NY¶UL
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Koml¶osi S¶andor 70-ik szÄulet¶esnapj¶ara
Az n-szem¶elyes, k¶etkiszolg¶al¶os, egyszer}u, vegyes, line¶aris torl¶od¶asi j¶at¶ekok
oszt¶aly¶at vizsg¶aljuk abb¶ol a szempontb¶ol, hogy mennyire k¶epes a puha kor-
rel¶alt egyens¶uly (Forg¶o 2010) ¶altal biztos¶³tott t¶arsadalmi hasznoss¶ag meg-
kÄozel¶³teni a t¶arsadalmi hasznoss¶ag abszol¶ut maximum¶at. Erre a c¶elra a
k¶enyszer¶³t¶esi ¶ert¶ek m¶er}osz¶am¶at (Ashlagi et al. 2008) haszn¶aljuk. Bebizony¶³t-
juk, hogy a vizsg¶alt j¶at¶ekoszt¶alyra a k¶enyszer¶³t¶esi ¶ert¶ek pontosan 2. Ennek a
j¶at¶ekoszt¶alynak egy aloszt¶aly¶at alkotj¶ak az n-szem¶elyes gy¶ava ny¶ul j¶at¶ekok,
amelyek eset¶eben a k¶enyszer¶³t¶esi ¶ert¶ek ugyancsak 2. Ugyanakkor, ha n = 2 (a
klasszikus gy¶ava ny¶ul j¶at¶ek) vagy n = 3, akkor a k¶enyszer¶³t¶esi ¶ert¶ek 32 . Egy
kÄornyezetv¶edelmi p¶eld¶an illusztr¶aljuk, hogy mik¶ent m}ukÄodik a puha korrel¶alt
egyens¶uly protokollja.
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kok, gy¶ava ny¶ul j¶at¶ek, k¶enyszer¶³t¶esi ¶ert¶ek
1 Bevezet¶es
A j¶at¶ekelm¶eletben eg¶eszen a kezdetekt}ol l¶athat¶o az a c¶el, hogy min¶el na-
gyobb t¶arsadalmi hasznoss¶agot (social welfare, SW ) tudjunk el¶erni ¶ugy, hogy
ez lehet}oleg a j¶at¶ekosok egy¶eni tÄorekv¶eseinek eredm¶enyek¶eppen jÄojjÄon l¶etre.
Sokf¶ele eszkÄoz ¶all rendelkez¶esre, amelyekben kÄozÄos az eredeti tiszt¶an nem-
kooperat¶³v ¶es egyszeri szimult¶an dÄont¶eseken alapul¶o modell m¶odos¶³t¶asa, ki-
eg¶esz¶³t¶ese, ¶altal¶anos¶³t¶asa. Neumann J¶anos ¶ota (1928) vil¶agos a kevert b}ov¶³t¶es
jelent}os¶ege. En¶elkÄul a leg¶erdekesebb v¶eges j¶at¶ekok eset¶eben ¶altal¶aban m¶eg
az egyens¶ulyt sem tudjuk biztos¶³tani. Nem v¶eletlen, hogy Nash h¶³res egzisz-
tencia t¶etele is erre vonatkozik, Nash (1950).
Az ¶altal¶anos¶³t¶asok kÄozÄul ebben a cikkben a ,,klasszikus" korrel¶alt egyen-
s¶ullyal (CE), Aumann (1974, 1987), illetve ennek is egy speci¶alis ¶altal¶ano-
s¶³t¶as¶aval foglalkozunk, amit puha korrel¶alt egyens¶ulynak (SCE) nevezÄunk,
Forg¶o (2010). A korrel¶alt egyens¶uly egyes v¶altozataiban kÄozÄos von¶as, hogy
az ,,egyens¶uly" interpret¶al¶as¶aban nagy szerepet j¶atszik egy szeml¶eletes for-
gat¶okÄonyv (protokoll). Ennek a forgat¶okÄonyvnek a r¶eszleteiben kÄulÄonbÄoznek
a CE egyes ¶altal¶anos¶³t¶asai.
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Fontos, hogy egy adott j¶at¶ekoszt¶alyban mennyire k¶epes pl. az SCE jav¶³-
tani az SW -n. Erre a c¶elra Ashlagi et al. (2008) k¶etf¶ele m¶er}osz¶amot java-
soltak ¶es haszn¶altak. A medi¶aci¶os ¶ert¶ek (mediation value, MV ) azt mutatja
meg, hogy az SCE h¶anyszoros¶ara tudja nÄovelni a legjobb esetben az SW -t
valamilyen referencia szinthez k¶epest. Ilyen lehet pl. a legjobb Nash egyen-
s¶ulypont (NEP ), vagy ak¶ar a legjobb tiszta Nash egyens¶ulypont (PNEP ).
A m¶asik a k¶enyszer¶³t¶esi ¶ert¶ek (enforcement value, EV ), ami azt mutatja meg,
hogy az SW abszolut maximuma h¶anyszorosa az SCE ¶altal el¶erhet}o maxi-
m¶alis SW -nek. Az MV egy ,,legjobb eset" (best case), m¶³g az EV egy ,,leg-
rosszabb eset" (worst case) m¶er}osz¶am. Az EV egy kÄolts¶egmodell keret¶eben
megfelel a ,,stabilit¶as ¶ara (price of stability)" mutat¶osz¶amnak, Roughgarden
and Tardos (2002), amikor is a viszony¶³t¶asi alap a legjobb NEP . Ebben
a cikkben a vizsg¶alt j¶at¶ekoszt¶aly a k¶etszem¶elyes egyszer}u line¶aris torl¶od¶asi
j¶at¶ekok oszt¶alya ¶es els}osorban az EV ¶erdekel bennÄunket.
Megmutatjuk, hogy minden 2 £ 2-es szimmetrikus bim¶atrix j¶at¶ek ekvi-
valens egy k¶etkiszolg¶al¶os, k¶etszem¶elyes egyszer}u line¶aris torl¶od¶asi j¶at¶ekkal.
Ezek kÄozÄott kitÄuntetett ¯gyelmet ¶erdemelnek a t¶arsadalmi dilemm¶ak. Leg-
tÄobbet a fogolydilemm¶aval ¶es n-szem¶elyes ¶altal¶anos¶³t¶asaival foglalkoztak, Car-
rol (1988) ¶es Hamburger (1973). KÄozismert, hogy az (n-szem¶elyes) fogoly-
dilemma eset¶eben egyetlen CE van ¶es ez egybeesik az egyetlen NEP -el. Az
SCE azonban k¶epes Pareto-jav¶³tani a NEP ki¯zet¶esen, Forg¶o (2010), Forg¶o
(2016). Ebben a cikkben a t¶arsadalmi dilemm¶ak kÄozÄul a ,,gy¶ava ny¶ul" (game
of chicken) j¶at¶ekkal ¶es n-szem¶elyes ¶altal¶anos¶³t¶as¶aval foglalkozunk. Egy kit}un}o
referencia Szilagyi and Somogyi (2010). Megmutatjuk, hogy az EV pontos
¶ert¶eke a vegyes k¶etkiszolg¶al¶os egyszer}u line¶aris torl¶od¶asi j¶at¶ekok oszt¶aly¶an
2, az ennek aloszt¶aly¶at alkot¶o n-szem¶elyes gy¶ava ny¶ul j¶at¶ekok oszt¶aly¶an ez
az ¶ert¶ek szint¶en 2. A k¶et- ¶es h¶aromszem¶elyes gy¶ava ny¶ul j¶at¶ekok oszt¶aly¶an
viszont jobb a helyzet, EV = 32 . Az SW -t maximaliz¶al¶o SCE kisz¶am¶³t¶as¶at
egy n¶egyszem¶elyes gy¶ava ny¶ul j¶at¶ekon illusztr¶aljuk.
A cikk szerkezete a kÄovetkez}o. A m¶asodik fejezetben az SCE-vel kap-
csolatos legfontosabb de¯n¶³ci¶okat ¶es el}ozm¶enyeket t¶argyaljuk. A harmadik
fejezetben a k¶etkiszolg¶al¶os torl¶od¶asi j¶at¶ekokkal foglalkozunk ¶es ezeknek a
t¶arsadalmi dilemm¶akkal val¶o kapcsolat¶at vizsg¶aljuk. A negyedik fejezetben
meghat¶arozzuk az EV ¶ert¶ek¶et a ,,gy¶ava ny¶ul" t¶³pus¶u vegyes k¶etkiszolg¶al¶os
egyszer}u line¶aris torl¶od¶asi j¶at¶ekok, valamint a k¶et- ¶es h¶aromszem¶elyes gy¶ava
ny¶ul j¶at¶ekok oszt¶aly¶an. Az ÄotÄodik fejezetben egy p¶eld¶at ismertetÄunk. A ha-
todik fejezetben Äosszefoglaljuk az eredm¶enyeket ¶es tov¶abbi kutat¶asi ir¶anyokat
jelÄolÄunk ki.
2 Fogalmak ¶es el}ozm¶enyek
A Nash-egyens¶uly egy fontos ¶altal¶anos¶³t¶as¶ahoz vezet, ha a kevert strat¶egia
fogalm¶at t¶agabban ¶ertelmezzÄuk. Legyen N = f1; . . . ; ng a j¶at¶ekosok halmaza
¶es G = fS1; . . . ; Sn; f1; . . . ; fng egy v¶eges j¶at¶ek. Amikor G kevert b}ov¶³t¶es¶er}ol
besz¶elÄunk, akkor legal¶abbis a leggyakoribb interpret¶aci¶oban, feltesszÄuk azt,
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hogy a j¶at¶ekosok egym¶ast¶ol fÄuggetlenÄul, kevert strat¶egi¶ajuk ¶altal meghat¶aro-
zottan, v¶eletlenszer}uen v¶alasztanak tiszta strat¶egi¶at, amit sokszor akci¶onak is
neveznek. Ehhez mindegyik j¶at¶ekos kÄulÄon-kÄulÄon egy v¶eletlen mechanizmust
(random device, RD) haszn¶al. Ezek az eloszl¶asok egy val¶osz¶³n}us¶egeloszl¶ast
gener¶alnak az S = £ni=1Si akci¶opro¯lok v¶eges halmaz¶an. Ha f¶elretesszÄuk azt
a felt¶etelez¶est, hogy az egy¶eni randomiz¶al¶asok egym¶ast¶ol fÄuggetlenek, akkor
b}ovÄulnek a lehet}os¶egek: tetsz}oleges val¶osz¶³n}us¶egeloszl¶ast haszn¶alhatunk S-
en egy akci¶opro¯l v¶eletlenszer}u kiv¶alaszt¶as¶ara. Ez tulajdonk¶eppen az akci¶o-
v¶alaszt¶asok Äosszehangol¶asa (korrel¶al¶asa), amit ¶ugy kell megval¶os¶³tani, hogy
ne kelljen valamilyen szerz}od¶esben a j¶at¶ekosokat az Äosszehangolt cselekv¶esre
kÄotelezni.
Az egyszer}us¶eg kedv¶e¶ert el}oszÄor k¶etszem¶elyes (bim¶atrix) j¶at¶ekokat tekin-
tÄunk, a tÄobb szem¶elyre val¶o kiterjeszt¶es csak jelÄol¶esbeli kellemetlens¶egeket
okozna, a l¶enyeg ugyanaz. JelÄoljÄuk az els}o (sor)j¶at¶ekos akci¶oinak halmaz¶at I-
vel, a m¶asodik¶et (oszlop) J-vel, az els}o j¶at¶ekos ki¯zet¶eseit aij ; a m¶asodik¶et bij-
vel, i 2 I; j 2 J: JelÄolje A = [aij] ¶es B = [bij ] a k¶et j¶at¶ekos ki¯zet}om¶atrix¶at.
Legyen pij az (i; j) akci¶opro¯l v¶alaszt¶as¶anak val¶osz¶³n}us¶ege. A pij val¶osz¶³n}u-
s¶egeket rendezzÄuk el egy nemnegat¶³v P m¶atrixban, amely elemeinek Äosszege
1. A P m¶atrix kÄoztudott. Ezt a val¶osz¶³n}us¶egeloszl¶ast ¶es az azt reprezent¶al¶o
P m¶atrixot korrel¶alt strat¶egi¶anak nevezzÄuk. Ez m¶ar nem a sz¶o eredeti ¶ertel-
m¶eben vett strat¶egia, ¶es tal¶an az elnevez¶es sem szerencs¶es, de ¶altal¶aban ez
haszn¶alatos.
A v¶eletlen v¶alaszt¶ast, az RD-t , egy ,,j¶at¶ekvezet}o" m}ukÄodteti. Amint a
v¶alaszt¶as megtÄort¶ent, a j¶at¶ekvezet}o az els}o j¶at¶ekosnak, ¶ugy, hogy a m¶asodik
ezt ne tudja, javasolja, hogy az i akci¶ot j¶atssza. Ugyan¶³gy javasolja a m¶asodik
j¶at¶ekosnak, hogy a j akci¶ot j¶atssza. A korrel¶alt strat¶egi¶at korrel¶alt egyens¶uly-
nak h¶³vjuk, ha v¶arhat¶o ¶ert¶ekben egyik j¶at¶ekosnak sem ¶erdeke a j¶at¶ekvezet}o
javaslat¶at elutas¶³tani ¶es valami m¶ast j¶atszani, mint az ¶eppen javasolt akci¶o,
felt¶eve, hogy a m¶asik j¶at¶ekos megfogadja a j¶at¶ekvezet}o javaslat¶at. Itt tulaj-
donk¶eppen a j¶at¶ek lej¶atsz¶as¶anak egy forgat¶okÄonyv¶et adtuk meg. Ez a for-
gat¶okÄonyv a korrel¶alt egyens¶uly feltal¶al¶oj¶anak, Aumannak (1974) a nev¶ehez
f}uz}odik.
A fentiek alapj¶an a korrel¶alt egyens¶ulyok halmaza egyenl}o az al¶abbi li-
ne¶aris egyenl}otlens¶egrendszer Äosszes megold¶asainak halmaz¶aval
pij ¸ 0 ; i 2 I; j 2 JX
i2I
X
j2J
pij = 1X
j2J
(aij ¡ akj)pij ¸ 0 ; i; k 2 IX
i2I
(bij ¡ bil)pij ¸ 0 ; j; l 2 J :
(1)
Ezt az egyenl}otlens¶egrendszert haszn¶alhatjuk a korrel¶alt egyens¶uly form¶alis
de¯n¶³ci¶oj¶ara is. Az egyenl}otlens¶egeket szok¶as ,,ÄosztÄonz}o felt¶eteleknek" (in-
centive constraints) nevezni.
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1. De¯n¶³ci¶o. A P = [pij] val¶osz¶³n}us¶egeloszl¶ast a G = (A;B) bim¶atrix j¶at¶ek
korrel¶alt egyens¶uly¶anak (CE) nevezzÄuk, ha kiel¶eg¶³ti az (1) egyenl}otlens¶egrend-
szert.
A korrel¶alt egyens¶uly val¶oban ¶altal¶anos¶³t¶asa a Nash-egyens¶ulynak, amit
a kÄovetkez}o egyszer}uen igazolhat¶o t¶etelben fogalmazunk meg.
1. T¶etel (Aumann 1974). Ha (x; y) a G = (A;B) bim¶atrix j¶at¶ek NEP -je,
akkor a pij = xiyj, i 2 I, j 2 J korrel¶alt strat¶egia CE. Ha viszont pij
egy olyan CE, amelyre fenn¶all, hogy pij = uivj , i 2 I, j 2 J valamely u; v
val¶osz¶³n}us¶egi vektorokra (vagyis a pij val¶osz¶³n}us¶egekb}ol Äossze¶all¶³tott P m¶atrix
rangja 1), akkor az (u; v) strat¶egiapro¯l egy NEP .
A CE-t nemcsak bim¶atrix j¶at¶ekokra, hanem ak¶arh¶any szem¶elyes v¶eges j¶a-
t¶ekokra is lehet de¯ni¶alni, mint azt a k¶es}obbiekben meg is fogjuk tenni. A CE
itt is egy eloszl¶as a j¶at¶ek lehets¶eges kimenetelein. Az interpret¶aci¶o teljesen
ugyanaz: a j¶at¶ekvezet}o kisorsol egy akci¶o n-est, majd minden j¶at¶ekosnak
titokban javasolja, hogy j¶atssza a kisorsolt akci¶ot. Ekkor egyetlen j¶at¶ekos
sem tudja jav¶³tani a v¶arhat¶o ki¯zet¶es¶et azzal, hogy elt¶er a j¶at¶ekvezet}o ¶altal
javasolt akci¶ot¶ol.
A CE-k halmaza sokkal egyszer}ubb szerkezet}u, mint a NEP -ek¶e: egy
konvex polit¶op. ¶Altal¶aban v¶egtelen sok CE l¶etezik. Ezek kÄozÄul lehet ¶ugy
v¶alasztani (pl. a j¶at¶ekvezet}o v¶alaszthat), hogy valamilyen c¶elt reprezent¶al¶o
fÄuggv¶enyt maximaliz¶alunk a CE-k halmaz¶an ¶es a kiv¶alasztott CE-t majd
a j¶at¶ekvezet}o implement¶alja egy megfelel}o RD seg¶³ts¶eg¶evel. Ha a j¶at¶ekosok
hasznoss¶agai Äosszeadhat¶ok, akkor egy ilyen c¶el lehet a hasznoss¶agok Äosszeg¶e-
nek a maximaliz¶al¶asa. Az ¶³gy kapott CE egyszerre val¶os¶³t meg ,,kollekt¶³v"
hasznoss¶agot ¶es stabilit¶ast, abban az ¶ertelemben, hogy a kollekt¶³v ,,optimum"
Äonmegval¶os¶³t¶o (self enforcing), ha a j¶at¶ekosok hajland¶ok a j¶at¶ek szab¶alyait
elfogadni (azt teh¶at, hogy a mindenki ¶altal ismert eloszl¶as szerint sorsol a
j¶at¶ekvezet}o ¶es a le¶³rt titoktart¶asi szab¶alyokat betartj¶ak).
FelmerÄult az a k¶erd¶es, hogy a CE tov¶abbi ¶altal¶anos¶³t¶as¶aval lehetne-e m¶eg
nagyobb SW -t el¶erni. A tov¶abbiakban, hacsak nem jelezzÄuk, SW -n automa-
tikusan az egyes j¶at¶ekosok hasznoss¶againak (ki¯zet¶eseinek) az Äosszeg¶et ¶ertjÄuk.
Vil¶agos, hogy ez egy¶altal¶an nem mag¶at¶ol ¶ertet}od}o, de mivel az irodalomban
az egyes egyens¶ulyt¶³pusok Äosszehasonl¶³t¶as¶an¶al ¶altal¶aban ezt haszn¶alj¶ak, nem
¶erdemes ett}ol elt¶erni.
Moulin ¶es Vial (1978) t¶ertek el el}oszÄor az Aumann-f¶ele protokollt¶ol. Csak
bim¶atrix j¶at¶ekokat vizsg¶altak. Nagyobb elkÄotelezetts¶eget kÄovetelnek a j¶at¶e-
kosokt¶ol: Legel}oszÄor dÄonteniÄuk kell, hogy vakon kÄovetik-e a j¶at¶ekvezet}o ja-
vaslat¶at a sorsol¶as megtÄort¶ente ut¶an, vagy nem akarj¶ak elkÄotelezni magukat,
amikor is nem kapnak semmilyen javaslatot, de azt csin¶alhatnak, amit akar-
nak. Valami olyasmire gondolhatunk, mint amikor valakinek dÄontenie kell,
hogy szabad kezet adjon-e a br¶oker¶enek a befektet¶es kiv¶alaszt¶as¶ahoz, vagy
pedig saj¶at maga hozza meg a befektet¶esi dÄont¶est.
Szeml¶eletes, ha a forgat¶okÄonyvet a kÄovetkez}ok¶eppen k¶epzeljÄuk el. A j¶a-
t¶ekvezet}o elv¶egzi a sorsol¶ast az adott, kÄozismert val¶osz¶³n}us¶egeloszl¶as szerint.
A kisorsolt akci¶okat (illetve egy pap¶³rt, amire az akci¶o fel van ¶³rva) beteszi az
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egyes j¶at¶ekosok sz¶am¶ara kijelÄolt piros bor¶³t¶ekokba. A j¶at¶ekosok valamennyi
akci¶oj¶at, azt is, amelyik a piros bor¶³t¶ekban van, beteszi egy feh¶er bor¶³t¶ekba.
A j¶at¶ekosok egym¶ast¶ol fÄuggetlenÄul (szimult¶an) v¶alasztanak a piros ¶es a feh¶er
bor¶³t¶ek kÄozÄul. Ha egy j¶at¶ekos a pirosat v¶alasztotta, akkor azt az akci¶ot
kell v¶egrehajtania, ami a bor¶³t¶ekban van. Ha a feh¶eret v¶alasztotta, akkor
szabadon v¶alaszt a bor¶³t¶ekban l¶ev}o akci¶ok kÄozÄul, vagyis az akci¶ohalmaz¶ab¶ol
b¶armelyiket v¶alaszthatja. A val¶osz¶³n}us¶egeloszl¶ast, amely szerint a j¶at¶ekvezet}o
a sorsol¶ast v¶egzi, gyenge korrel¶alt egyens¶ulynak (weak correlated equilibrium,
WCE)-nek nevezzÄuk, ha egyik j¶at¶ekos sem tudja nÄovelni a v¶arhat¶o ki¯zet¶es¶et
azzal, ha a piros bor¶³t¶ek helyett a feh¶eret v¶alasztja, felt¶eve, hogy mindenki
m¶as a pirosat v¶alasztotta.
Moulin ¶es Vial (1978) mutattak p¶eld¶at arra, amikor a WCE nagyobb
SW -t ad, mint b¶armelyik CE.
FelmerÄul a k¶erd¶es, hogy nem lehet-e a CE protokollj¶at m¶ask¶eppen meg-
v¶altoztatni ¶ugy, hogy tov¶abbra is a CE ¶altal¶anos¶³t¶as¶at kapjuk, de olyan j¶at¶e-
kok eset¶eben is (nem mindegyikn¶el term¶eszetesen) el tudunk ¶erni Pareto-jobb
ki¯zet¶eseket, amelyekn¶el a WCE ezt nem tudja megtenni. A kÄovetkez}o pro-
tokoll alapj¶an Forg¶o (2010) a CE egy ¶uj ¶altal¶anos¶³t¶as¶at vezette be, amelyet
,,puha korrel¶alt egyens¶ulynak" (soft correlated equilibrium, SCE) nevezett.
A protokoll le¶³r¶as¶an¶al c¶elszer}u ism¶et a ,,bor¶³t¶ekos" interpret¶aci¶ot haszn¶alni a
szeml¶eletess¶eg kedv¶e¶ert.
Most is azzal kezdÄunk, hogy a j¶at¶ekvezet}o egy kÄoztudott val¶osz¶³n}us¶eg-
eloszl¶as szerint kisorsol egy akci¶opro¯lt. Minden j¶at¶ekos sz¶am¶ara a saj¶at piros
bor¶³t¶ekj¶aba teszi a kiv¶alasztott akci¶ot. A feh¶er bor¶³t¶ekj¶aba a tÄobbi akci¶okat.
VegyÄuk ¶eszre a WCE-t}ol val¶o elt¶er¶est: m¶³g ott minden akci¶ot elhelyezett a
j¶at¶ekvezet}o a feh¶er bor¶³t¶ekba, itt a kiv¶alasztott (piros bor¶³t¶ekban l¶ev}o) akci¶ot
nem. Innent}ol kezdve a protokoll ugyanaz. A j¶at¶ekosok szimult¶an v¶alaszta-
nak a piros ¶es a feh¶er bor¶³t¶ekok kÄozÄul. A val¶osz¶³n}us¶egeloszl¶ast SCE-nek
nevezzÄuk, ha v¶arhat¶o ¶ert¶ekben egyik j¶at¶ekosnak sem ¶erdeke a feh¶er bor¶³t¶ekot
v¶alasztani, felt¶eve, hogy az Äosszes tÄobbi a pirosat v¶alasztotta.
N¶ezzÄuk meg, hogy mik¶eppen tudjuk jellemezni a h¶aromf¶ele korrel¶alt egyen-
s¶ulyt, a CE-t, a WCE-t ¶es az SCE-t egy line¶aris egyenl}otlens¶egrendszer
seg¶³ts¶eg¶evel n-szem¶elyes v¶eges j¶at¶ekok eset¶eben. Az egyenl}otlens¶egek az ¶ugy
nevezett ,,ÄosztÄonz}o felt¶etelek", amelyek annak a v¶arhat¶o haszn¶at, hogy egy
j¶at¶ekos engedelmeskedik a j¶at¶ekvezet}onek, hasonl¶³tja Äossze azzal, amikor ezt
nem teszi meg, mindig felt¶eve, hogy a tÄobbi j¶at¶ekos kÄoveti a j¶at¶ekvezet}o
utas¶³t¶asait.
Legyen G = fS1; . . . ; Sn; f1; . . . ; fng egy n-szem¶elyes j¶at¶ek norm¶al form¶a-
ban, az S1; . . . ; Sn v¶eges akci¶ohalmazokkal ¶es az f1; . . . ; fn ki¯zet}ofÄuggv¶enyek-
kel. Az ÄosztÄonz}o felt¶eteleket az i rÄogz¶³tett j¶at¶ekosra¶³rjuk fel ¶es az egyszer}us¶eg
kedv¶e¶ert ezt az indexet elhagyjuk ott, ahol ez nem okoz f¶elre¶ert¶est.
A kÄovetkez}o jelÄol¶eseket haszn¶aljuk:
N = f1; . . . ; ng: a j¶at¶ekosok halmaza.
I = f1; . . . ;mg: az i j¶at¶ekos akci¶ohalmaza, amelyeket az akci¶ok indexei
reprezent¶alnak.
S¡: az i j¶at¶ekos kiv¶etel¶evel az Äosszes tÄobbi j¶at¶ekos akci¶ohalmazainak
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Descartes-szorzata (a csonka akci¶opro¯lok halmaza).
s¡ 2 S¡: egy csonka akci¶opro¯l.
(j; s¡); j 2 I; s¡ 2 S¡: egy (teljes) akci¶opro¯l.
S = f(j; s¡) : j 2 I; s¡ 2 S¡g: a (teljes) akci¶opro¯lok halmaza.
f(j; s¡): az i j¶at¶ekos ki¯zet¶ese, ha }o a j akci¶ot j¶atssza, a tÄobbiek pedig
s¡-t.
p: egy val¶osz¶³n}us¶egeloszl¶as S-en.
p(j; s¡): az a val¶osz¶³n}us¶eg, amelyet a p eloszl¶as a (j; s¡) akci¶opro¯lhoz
rendel.
A CE olyan p val¶osz¶³n}us¶egeloszl¶as, amely minden i-re (i 2 N) kiel¶eg¶³ti
az al¶abbi ÄosztÄonz}o felt¶eteltX
s¡2S¡
f(j; s¡)p(j; s¡) ¸
X
s¡2S¡
f(k; s¡)p(j; s¡)
minden j; k 2 I-re, vagy, ami ezzel ekvivalens
X
s¡2S¡
f(j; s¡)
p(j; s¡)P
t¡2S¡ p(j; s¡)
¸
X
s¡2S¡
f(k; s¡)
p(j; s¡)P
t¡2S¡ p(j; s¡)
minden j; k 2 I-re, felt¶eve, hogy Ps¡2S¡ p(j; s¡) > 0. Itt a bal oldalon
a ki¯zet¶es v¶arhat¶o ¶ert¶eke szerepel akkor, ha az i j¶at¶ekos engedelmeskedik a
j¶at¶ekvezet}onek, a jobb oldalon pedig annak a ki¯zet¶esnek a v¶arhat¶o ¶ert¶eke, ha
a k 2 I strat¶egi¶at v¶alasztja fÄuggetlenÄul att¶ol, hogy mi a j¶at¶ekvezet}o javaslata.
A WCE olyan p val¶osz¶³n}us¶egeloszl¶as, amely kiel¶eg¶³ti minden i (i 2 N)
j¶at¶ekos al¶abbi ÄosztÄonz}o felt¶eteleit
X
j2I
X
s¡2S¡
f(j; s¡)p(j; s¡) ¸
X
j2I
X
s¡2S¡
f(k; s¡)p(j; s¡) minden k 2 I-re.
A bal oldalon annak a ki¯zet¶esnek a v¶arhat¶o ¶ert¶eke van, amit az i j¶at¶ekos
kap, ha elkÄotelezi mag¶at, hogy mindig v¶egrehajtja a j¶at¶ekvezet}o javaslat¶at, a
jobb oldalon pedig az a v¶arhat¶o ki¯zet¶es szerepel, amelyet az i j¶at¶ekos akkor
kap, ha nem kÄotelezi el mag¶at ¶es a k 2 I akci¶ot v¶alasztja. Vil¶agos, hogy
a WCE ¶altal¶anos¶³t¶asa a CE-nek, hiszen ÄosztÄonz}o felt¶etelei a CE bizonyos
ÄosztÄonz}o felt¶eteleinek Äosszegz¶es¶evel ¶alltak el}o.
Az SCE de¯ni¶al¶as¶ahoz kell n¶emi el}ok¶eszÄulet. Egy rÄogz¶³tett j 2 I-re
tekintsÄuk az al¶abbi felt¶eteleket:
X
s¡2S¡
f(j; s¡)p(j; s¡) ¸
X
s¡2S¡
f(l; s¡)p(j; s¡) minden l 2 I-re;
¶es nevezzÄuk ezeket j-halmaznak. Vil¶agos, hogy a j-halmazok egyes¶³t¶ese min-
den j 2 I-re pontosan a CE ÄosztÄonz}o felt¶eteleinek a halmaz¶at adja az i
j¶at¶ekosra. A WCE ÄosztÄonz}o felt¶eteleit az i j¶at¶ekosra ¶ugy kapjuk, hogy min-
den j-halmazb¶ol a k index}u felt¶eteleket ÄosszegezzÄuk, k 2 I .
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Ugyanezt tesszÄuk az SCE eset¶eben, azzal a kÄulÄonbs¶eggel, hogy a j-hal-
mazb¶ol m¶as felt¶eteleket adunk Äossze, mint a WCE eset¶eben. TekintsÄuk a
kÄovetkez}o halmazt
K =
mY
j=1
(I n fjg) :
A K elemeit megengedett (index)halmazoknak nevezzÄuk. P¶eld¶aul, ha m = 3,
akkor (2; 3; 2) megengedett, m¶³g (1; 3; 2) nem megengedett. Az SCE ÄosztÄonz}o
felt¶eteleit az i 2 N j¶at¶ekos sz¶am¶ara az al¶abbi egyenl}otlens¶egekkel de¯ni¶aljukX
j2I
X
s¡2S¡
f(j; s¡)p(j; s¡) ¸
X
j2I
X
s¡2S¡
f(kj; s¡)p(j; s¡)
minden (k1; . . . ; km) 2 K megengedett halmazra.
Val¶oban, az SCE ÄosztÄonz}o felt¶etelei az i j¶at¶ekos sz¶am¶ara m egyenl}otlens¶eg
Äosszes lehets¶eges Äosszegei, amelyek mindegyik¶et egy-egy j-halmazb¶ol vesszÄuk
azzal a megkÄot¶essel, hogy azokat az egyenl}otlens¶egeket, amelyeket a WCE
de¯ni¶al¶asakor haszn¶altunk, nem v¶alaszthatjuk. M¶ar a WCE ¶es az SCE
de¯n¶³ci¶oj¶ab¶ol is l¶atszik, hogy a CE k¶et kÄulÄonbÄoz}o ¶altal¶anos¶³t¶as¶ar¶ol van sz¶o,
¶es ezek egyike sem ¶altal¶anos¶³t¶asa a m¶asiknak.
Az SCE ÄosztÄonz}o felt¶eteleinek sz¶ama az i j¶at¶ekosra (m¡1)m. Ez nagyon
sok, Äosszehasonl¶³tva azzal, hogy ugyanez a WCE eset¶eben m, m¶³g a CE
eset¶eben m2. Ezek kÄozÄott az egyenl}otlens¶egek kÄozÄott sok redund¶ans van,
amelyek kikÄuszÄobÄol¶ese neh¶ez feladat, de m¶eg a redundancia megszÄuntet¶ese
ut¶an is t¶ul sok marad ahhoz, hogy nagy m eset¶eben b¶armit is lehessen vele
kezdeni. A probl¶ema azonban megoldhat¶o. Lehet ugyanis egy olyan ekvi-
valens egyenl}otlens¶egrendszert de¯ni¶alni, amely eset¶eben a felt¶etelek sz¶ama
csak kvadratikusan nÄovekszik m nÄoveked¶es¶evel.
2. T¶etel (Forg¶o 2010). Minden i 2 N j¶at¶ekos eset¶eben van olyan line¶aris
egyenl}otlens¶egrendszer, amelynek m¶erete (a v¶altoz¶ok ¶es felt¶etelek sz¶ama) kvad-
ratikusan n}o az akci¶ok sz¶am¶anak nÄoveked¶es¶evel, ¶es az ¶altala meghat¶arozott
lehets¶eges tartom¶any alkalmas vet¶³t¶ese megegyezik az SCE-k halmaz¶aval.
Mivel az SCE (¶es a WCE) fogalomalkot¶asnak a legf}obb c¶elja az, hogy
,,jobb" v¶arhat¶o ki¯zet¶eseket ¶erjÄunk el, mint a CE-vel, az ¶altal¶anos¶³t¶as erej¶et
azzal lehet demonstr¶alni, hogy mutatunk olyan fontos j¶at¶ekoszt¶alyokat, ahol
az SCE jobban teljes¶³t. A bin¶aris j¶at¶ekokban (minden j¶at¶ekosnak csak
k¶et lehets¶eges akci¶oja van), ahol a WCE-ek halmaza megegyezik a CE-
ek halmaz¶aval, az SCE jobban teljes¶³thet, de nem bin¶aris j¶at¶ekokban is
lehet hat¶asos, Forg¶o (2010). A k¶es}obbiekben ezt a torl¶od¶asi j¶at¶ekok egyes
oszt¶alyaira tesszÄuk majd meg.
Hogyan interpret¶alhatjuk az SCE-t ¶altal¶aban? (Az egyes konkr¶et j¶a-
t¶ekokban konkr¶etabb ¶ertelmez¶est is adhatunk.) Gondoljunk az eg¶esz for-
gat¶okÄonyvre ¶ugy, hogy van egy klub, ¶es a j¶at¶ekosok szabadon dÄonthetnek
arr¶ol, hogy bel¶epnek-e. Tudj¶ak, hogy a klubtags¶ag el}onyÄokkel ¶es h¶atr¶anyokkal
is j¶arhat. El}ony, hogy a sorsol¶as ut¶an a kisorsolt akci¶ok csak a klubtagok
sz¶am¶ara lehet}os¶egek, a k¶³vÄul maradottaknak nem. H¶atr¶any, hogy ha bel¶epnek
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a klubba, a klub szab¶alyzata kimondja, hogy felt¶etlenÄul engedelmeskedni kell
¶es azt az akci¶ot kell v¶egrehajtani, amely ki lett sorsolva. SCE-ben senki-
nek sem ¶erdeke a klubb¶ol kil¶epni, ha a tÄobbiek benn maradnak. KÄulÄonbÄoz}o
j¶at¶ekokban konkr¶et form¶at Äolt a ,,klub", a ,,szab¶alyok", az ,,akci¶ok" stb.
Milyen j¶at¶ekosok hajland¶ok r¶eszt venni olyan j¶at¶ekokban, amelyeket a
WCE vagy az SCE protokollja szerint j¶atszanak? Azt v¶arhatjuk, hogy
a min¶el nagyobb v¶arhat¶o ki¯zet¶esben ¶erdekelt, szab¶alykÄovet}o, intelligens
j¶at¶ekosok hajland¶ok r¶eszt venni olyan j¶at¶ekban, amiben megvan a lehet}os¶ege
nagyobb ki¯zet¶es el¶er¶es¶enek, amennyiben mindenki betartja a szab¶alyokat
¶es/vagy megvan az eszkÄoz a szab¶alyok betartat¶as¶anak. A WCE ¶es az SCE
ebb}ol a szempontb¶ol is hasonl¶oak, csak a szab¶alyok kÄulÄonbÄoznek valamennyi-
re. A legtÄobb sport¶agban alkalmaznak ¶es betartatnak sokszor teljesen Äon-
k¶enyesnek t}un}o szab¶alyokat, amelyek egyik c¶elja, hogy a j¶at¶ekot ¶erdekess¶e
tegy¶ek. A sport n¶epszer}us¶ege nem k¶erd}ojelezhet}o meg.
A korrel¶aci¶on k¶³vÄul vannak m¶as eszkÄozÄok is a hat¶ekonys¶ag nÄovel¶es¶ere. Az
egyik experiment¶alis kutat¶as, amelyet Bracht and Feltovich (2008) v¶egzett
el, azt mutatja, hogy a j¶at¶ekosok az elv¶arhat¶o m¶odon cselekszenek olyan
j¶at¶ekokban, ahol az el}ozetes elkÄotelezetts¶eg lehet}os¶ege integr¶ans r¶esze a j¶a-
t¶eknak, ¶es azt a c¶elt szolg¶alja, hogy a v¶arhat¶o ki¯zet¶eseket nÄovelni lehessen.
Egy m¶asik k¶³s¶erletben Cason and Sharma (2006) azt tal¶alta, hogy a CE rea-
liz¶alhat¶o, ha a j¶at¶ekosok biztosak abban, hogy m¶asok is kÄovetik a j¶at¶ekvezet}o
aj¶anl¶asait. Ez azt sugallja, hogy a kritikus k¶erd¶es nem annyira a szab¶alyok
¶es a protokoll, hanem a j¶at¶ekosok kÄolcsÄonÄos bizalma. Term¶eszetesen ezt a
bizalmat csak ¶ugy lehet tesztelni, ha a szab¶alyok ¶es a protokoll mindenki
sz¶am¶ara vil¶agosak.
3 Puha korrel¶alt egyens¶uly egyszer}u, k¶etki-
szolg¶al¶os, line¶aris torl¶od¶asi j¶at¶ekokban
Ha kÄulÄonbÄoz}o korrel¶alt egyens¶uly koncepci¶ok (CE;WCE; SCE) ,,erej¶et" sze-
retn¶enk Äosszehasonl¶³tani abb¶ol a szempontb¶ol, hogy mennyire nÄoveli az SW -t
a NEP -hez k¶epest, tÄobbf¶ele megkÄozel¶³t¶est alkalmazhatunk. A sz¶am¶³t¶astu-
dom¶anyban j¶ol bev¶alt az ¶un. legrosszabb eset elemz¶es (worst case analy-
sis) ¶es az ¶atlagos eset elemz¶es (average case analysis). Az el}obbit haszn¶alva
azt hat¶arozzuk meg, hogy egy probl¶emaoszt¶alyon belÄul a legrosszabb eset-
ben mennyire javul az SW ¶ert¶eke abszol¶ut vagy relat¶³v ¶ertelemben valamely
korrel¶alt egyens¶uly forgat¶okÄonyv¶enek alkalmaz¶as¶aval. Az ut¶obbit haszn¶alva
a probl¶emaoszt¶alyb¶ol v¶eletlenszer}uen, egyenletes eloszl¶as szerint v¶alasztunk
egy probl¶em¶at, arra alkalmazzuk a korrel¶aci¶ot, ¶es a korrel¶aci¶o eredm¶enye-
k¶eppen kapott ¶atlagos javul¶ast tekintjÄuk m¶ert¶eknek. Ezen k¶³vÄul m¶eg vannak
m¶as megkÄozel¶³t¶esek is.
Az els}o ¶es tal¶an a legszebb p¶eld¶aja a legrosszabb eset elemz¶esnek j¶at¶ek-
elm¶eleti kontextusban Roughgarden ¶es Tardos (2002) munk¶aja, akik a kÄolt-
s¶egalap¶u torl¶od¶asi j¶at¶ekok egy oszt¶aly¶an hat¶arozt¶ak meg az ,,anarchia ¶ar¶at"
(price of anarchy), ami a legrosszabb NEP t¶arsadalmi kÄolts¶eg¶enek ¶es a mini-
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m¶alis t¶arsadalmi kÄolts¶egnek a h¶anyadosa. A ,,stabilit¶as ¶ara" (price of stabil-
ity) ugyanez a h¶anyados azzal kÄulÄonbs¶eggel, hogy a legjobb NEP t¶arsadalmi
kÄolts¶ege a viszony¶³t¶asi alap.
Ha nem a NEP a viszony¶³t¶asi alap, hanem a korrel¶alt egyens¶uly valami-
lyen fajt¶aja ¶es ugyanezt a megkÄozel¶³t¶est alkalmazzuk, akkor egy ,,alacsonyabb
szint}u" ir¶any¶³tott stabilit¶as ¶ar¶at kaphatjuk meg. Christodoulou ¶es Koutsou-
pias (2005) kisz¶am¶³tott¶ak a CE eset¶eben a stabilit¶as ¶ar¶at a torl¶od¶asi j¶at¶ekok
egy oszt¶aly¶ara. Ashlagi et al. (2008) t¶arsadalmi kÄolts¶egek helyett a t¶arsadal-
mi j¶ol¶ettel sz¶amoltak. Els}o l¶at¶asra ¶ugy t}unik, mintha ez nem lenne l¶enyeges
kÄulÄonbs¶eg, de az eml¶³tett szerz}ok meggy}oz}o p¶eld¶akat mutatnak arra, hogy
eg¶eszen elt¶er}o eredm¶enyeket kaphatunk a k¶et megkÄozel¶³t¶essel. Mi a kÄovet-
kez}okben ez ut¶obbit v¶alasztjuk, teh¶at a j¶at¶ekosok ki¯zet}ofÄuggv¶enyeinek Äosz-
szegek¶ent ¶ertelmezett SW -t haszn¶aljuk. A m¶er}osz¶amok form¶alis de¯n¶³ci¶oit
kicsit k¶es}obbre halasztjuk.
A j¶at¶ekoszt¶aly, amit tekintÄunk, a torl¶od¶asi j¶at¶ekok egy aloszt¶alya. Az
egyszer}u torl¶od¶asi j¶at¶ekokban a j¶at¶ekosok v¶alaszthatnak bizonyos kiszolg¶al¶ok
kÄozÄott, amelyeknek a szolg¶alatait szeretn¶ek ig¶enybe venni. Egy j¶at¶ekos hasz-
noss¶aga (ki¯zet¶ese) csak att¶ol fÄugg, hogy h¶anyan haszn¶alj¶ak (v¶alasztott¶ak) az
illet}o kiszolg¶al¶ot. P¶eld¶aul ha a kÄozleked}ok v¶alaszthatnak k¶et alternat¶³v ¶utvo-
nal kÄozÄott, amelyek A v¶arost B v¶arossal kÄotik Äossze, akkor, ha sok kÄozleked}o
v¶alasztja az egyik utat, ez¶altal torl¶od¶ast ¶es lassul¶ast okozva, akkor az ezen
¶uton halad¶ok hasznoss¶aga csÄokken a haszn¶al¶ok sz¶am¶anak nÄoveked¶es¶evel. Mi
csak k¶et-kiszolg¶al¶os torl¶od¶asi j¶at¶ekokkal foglalkozunk.
El}oszÄor az ¶altal¶anos esetet n¶ezzÄuk, amikor a j¶at¶ekosok sz¶ama n ¸ 2. Egy
ilyen j¶at¶ekot a legegyszer}ubben egy ,,torl¶od¶asi alakkal" (congestion form) ad-
hatunk meg, ami k¶et nemnegat¶³v n komponens}u vektor: a = (a1; . . . ; an),
b = (b1; . . . ; bn). A jelent¶ese a kÄovetkez}o: ha j darab j¶at¶ekos v¶alasztja az
F1 els}o kiszolg¶al¶ot, akkor mindegyik j¶at¶ekos aj hasznoss¶aghoz jut, ¶es ha k
darab j¶at¶ekos v¶alasztja az F2 m¶asodik kiszolg¶al¶ot, akkor ezek mindegyike
bk hasznoss¶aghoz jut. A torl¶od¶asi alakb¶ol konstru¶alni tudunk egy torl¶od¶asi
j¶at¶ekot. A j¶at¶ekosok halmaza N = f1; . . . ; ng, minden j¶at¶ekos akci¶ohalmaza
fF1; F2g, amelyet rÄoviden f1; 2g-vel jelÄolÄunk, a ki¯zet¶eseket pedig az a ¶es b
hasznoss¶agvektorok hat¶arozz¶ak meg. Egy akci¶opro¯l (i1; . . . ; in), ahol ij 2
f1; 2g; j 2 N . P¶eld¶aul, ha n = 4, akkor (1; 1; 2; 1) azt a helyzetet je-
lenti, amikor az 1; 2; 4 j¶at¶ekosok az F1 kiszolg¶al¶ot, a 3 j¶at¶ekos pedig az F2
kiszolg¶al¶ot v¶alasztja. JelÄoljÄuk az akci¶opro¯lok halmaz¶at S-el.
Legyen I1(i1; . . . ; in) = fk 2 N : ik = 1g; ¶es I2 = N nI1, amelyek azoknak
a j¶at¶ekosoknak a halmazai, akik rendre az F1 ¶es F2 kiszolg¶al¶okat v¶alasztott¶ak
az (i1; . . . ; in) 2 S akci¶opro¯lban. JelÄolje pi1;...;in annak a val¶osz¶³n}us¶eg¶et,
hogy a j¶at¶ekvezet}o az (i1; . . . ; in) akci¶opro¯lt v¶alasztja, jT j pedig egy T v¶eges
halmaz elemeinek sz¶am¶at. Az fj(i1; . . . ; in) hasznoss¶ag, amit a j j¶at¶ekos kap,
¶³rhat¶o a kÄovetkez}ok¶eppen:
fj(i1; . . . ; in) =
½
ajI1(i1;...;in)j ; ha ij = 1 ;
bjI2(i1;...;in)j ; ha ij = 2 :
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De¯ni¶aljuk a gj fÄuggv¶enyt
gj(i1; . . . ; in) =
½
ajI1(i1;...;in)j+1 ; ha ij = 2 ;
bjI2(i1;...;in)j+1 ; ha ij = 1 :
gj(i1; . . . ; in) az a hasznoss¶ag, amelyet a j j¶at¶ekos kapna, ha az F2 kiszol-
g¶al¶or¶ol az F1-re v¶altana, vagy az F2-r}ol F1-re, felt¶eve, hogy senki m¶as nem
v¶altoztatja meg a v¶alaszt¶as¶at.
Ebben a speci¶alis esetben (k¶et kiszolg¶al¶o van) a torl¶od¶asi j¶at¶ek egy bin¶aris
j¶at¶ek, amelyben az SCE-k halmaz¶at de¯ni¶al¶o ÄosztÄonz}o felt¶etelek igen egy-
szer}u form¶at Äoltenek. A j j¶at¶ekos ÄosztÄonz}o felt¶etele (csak egy ilyen van!) az
al¶abbi m¶odon ¶³rhat¶o felX
(i1;...;in)2S
fj(i1; . . . ; in)pi1;...;in ¸
X
(i1;...;in)2S
gj(i1; . . . ; in)pi1;...;in :
Az SW v¶arhat¶o ¶ert¶eke
nX
j=1
X
(i1;...;in)2S
fj(i1; . . . ; in)pi1;...;in :
Ha az SW -t maximaliz¶alni akarjuk az SCE-k halmaz¶an, akkor egy LP fel-
adatot kapunk, amelyet ,,teljes m¶eret}u LP"-nek fogunk nevezni. Az a t¶eny,
hogy a torl¶od¶asi j¶at¶ekban a ki¯zet¶eseket csak az hat¶arozza meg, hogy h¶anyan
v¶alasztj¶ak az F1 ¶es F2 kiszolg¶al¶okat, lehet}ov¶e teszi egy olyan LP feladat
haszn¶alat¶at, amelynek a nemnegativit¶asi ¶es a normaliz¶al¶o felt¶eteleken k¶³vÄul
csak egy felt¶etele van. Ezt fogjuk ,,kism¶eret}u LP"-nek nevezni. JelÄolje t
azoknak a j¶at¶ekosoknak a sz¶am¶at, akik az F2 kiszolg¶al¶ot v¶alasztott¶ak, t =
0; 1; . . . ; n. Legyen tov¶abb¶a St = f(i1; . . . ; in) 2 S : jI2(i1; . . . ; in)j = tg azok-
nak az akci¶opro¯loknak a halmaza, amelyekben t j¶at¶ekos v¶alasztotta F2-t.
TegyÄuk fel, hogy valamennyi pi1;...;in val¶osz¶³n}us¶eg egyenl}o, (i1; . . . ; in) 2 St,
¶es jelÄoljÄuk ezt pt-vel.
Ennek a jelÄol¶esnek a haszn¶alat¶aval minden j¶at¶ekos ÄosztÄonz}o felt¶etele az
al¶abbi
(an ¡ b1)p0 +
n¡1X
t=1
·µ
n ¡ 1
t ¡ 1
¶
(bt ¡ an¡t+1) +
µ
n ¡ 1
t
¶
(an¡t ¡ bt+1)
¸
pt +
+ (bn ¡ a1)pn ¸ 0 :
(3)
A normaliz¶al¶o felt¶etel ¶es a nemnegativit¶asi felt¶etelek
nX
t=0
µ
n
t
¶
pt = 1 ;
p0; p1; . . . ; pn ¸ 0 ;
(4)
¶es az SW
nX
t=0
µ
n
t
¶¡
btt + an¡t(n ¡ t)
¢
pt :
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¶Igy a kism¶eret}u LP az a feladat, amely az SW -t maximaliz¶alja a (3) ¶es (4)
felt¶etelek mellett. Ez egy ,,kÄonny}u" feladat, a j¶at¶ekosok sz¶am¶aban line¶aris
id}o alatt oldhat¶o meg, Dyer (1984). Nem neh¶ez megmutatni, hogy ha p¤0, p¤1,
. . ., p¤n a kism¶eret}u LP egy optim¶alis megold¶asa, akkor a
p¤i1;...;in = p
¤
t ; (i1; . . . ; in) 2 St; t = 0; 1; . . . ; n (5)
a teljes m¶eret}u LP egy (nem az egyetlen!) optim¶alis megold¶asa, amely
ugyanakkora SW ¶ert¶eket szolg¶altat, mint a kism¶eret}u LP optim¶alis c¶elfÄugg-
v¶eny¶ert¶eke.
Az SCE erej¶enek m¶er¶es¶ere ¶altal¶aban k¶et mutat¶osz¶amot haszn¶alnak, ame-
lyeket Ashlagi et al (2008) javasoltak a CE-re. Ezek a ,,medi¶aci¶os ¶ert¶ek"
(MV ) ¶es a ,,k¶enyszer¶³t¶esi ¶ert¶ek" (EV ). Mi ebben a cikkben csak az EV -vel
foglalkozunk, ami kÄolts¶egmodellben a stabilit¶as ¶ar¶anak felel meg.
Legyen C a v¶eges j¶at¶ekok egy oszt¶alya ¶es G 2 C. JelÄolje P (G) a G
akci¶opro¯ljain ¶ertelmezett Äosszes val¶osz¶³n}us¶egeloszl¶asok halmaz¶at, ¶es S(G)
az SCE-k halmaz¶at. JelÄoljÄuk SW (p)-vel a p eloszl¶ashoz tartoz¶o v¶arhat¶o
t¶arsadalmi hasznoss¶agot (a j¶at¶ekosok v¶arhat¶o hasznoss¶againak az Äosszege).
De¯ni¶aljuk az EV (G) k¶enyszer¶³t¶esi ¶ert¶eket az al¶abbi m¶odon
EV (G) =
maxp2P (G) SW (p)
maxp2S(G) SW (p)
:
Az EV k¶enyszer¶³t¶esi ¶ert¶eket a C j¶at¶ekoszt¶alyon pedig ¶³gy de¯ni¶aljuk
EV = sup
G2C
EV (G) :
Az EV egy val¶odi ,,legrosszabb-eset" elemz¶es eredm¶enye, ¶es azt mutatja, hogy
(relat¶³ven) maximum mennyit vesz¶³thetÄunk az SW maximum¶ahoz k¶epest az
SCE protokollj¶at alkalmazva. Nyilv¶an az EV = 1 a legjobb ¶ert¶ek.
Ha ezeket az ¶ert¶ekeket konkr¶eten ki szeretn¶enk sz¶amolni, illetve becsl¶est
adni r¶ajuk, a legegyszer}ubb esetre, a k¶et-kiszolg¶al¶os, line¶aris torl¶od¶asi j¶at¶e-
kokra kell szor¶³tkozunk, illetve, ha m¶eg egyszer}ubb esetet akarunk elemezni,
akkor a j¶at¶ekosok sz¶am¶at is a lehet}o legkisebbnek, kett}onek kell vennÄunk.
Persze ez ut¶obbi esetben a linearit¶as automatikusan teljesÄul. Ezek a j¶at¶ekok
szoros kapcsolatban vannak a t¶arsadalmi dilemma (social dilemma, SD)
j¶at¶ekokkal.
Egy SD olyan szimmetrikus k¶etszem¶elyes bin¶aris bim¶atrix j¶at¶ek, amely-
nek valamely ,,dilemma t¶³pus¶u" tulajdons¶aga van (¶altal¶aban intu¶³ci¶oellenes
vagy probl¶em¶as NEP l¶etez¶ese) A legh¶³resebb SD a fogolydilemma (prisoners'
dilemma, PD). M¶as p¶eld¶ak: nemek h¶abor¶uja, gy¶ava ny¶ul, szarvasvad¶aszat,
galamb-h¶eja stb.). Bevezet}o j¶at¶ekelm¶elet kÄonyvekben lehet olvasni a hozz¶ajuk
tartoz¶o tÄort¶enetekr}ol (p¶eld¶aul Osborne and Rubinstein (1994), Forg¶o et al.
(1999)). A szimmetrikus k¶etszem¶elyes bin¶aris bim¶atrix j¶at¶ekok ¶es az egyszer}u
torl¶od¶asi j¶at¶ekok kapcsolat¶at k¶et, szinte trivi¶alis ¶all¶³t¶as form¶aj¶aban fogalmaz-
zuk meg.
1. ¶All¶³t¶as (Forg¶o 2016). Minden szimmetrikus bin¶aris bim¶atrix j¶at¶ek egy
k¶etszem¶elyes, k¶etkiszolg¶al¶os (line¶aris) torl¶od¶asi j¶at¶ek.
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Bizony¶³t¶as. Egy szimmetrikus bin¶aris bim¶atrix j¶at¶ekot az a; b; c; d para-
m¶eterek hat¶aroznak meg
A B
A a; a b; d
B d; b c; c
Az ehhez tartoz¶o torl¶od¶asi alak
F1 F2
Haszn¶al¶ok sz¶ama A B
1 b d
2 a c
(6)
P¶eld¶aul a generikus PD a 0 · b < c < a < d param¶eterekkel adhat¶o meg.
A hozz¶atartoz¶o torl¶od¶asi alakban A reprezent¶alja a ,,kooper¶al", B pedig a
,,nem kooper¶al" ,,kiszolg¶al¶okat". Ez egy vegyes torl¶od¶asi j¶at¶ek, amennyiben
az egyik kiszolg¶al¶on¶al nÄovekszik, m¶³g a m¶asikn¶al csÄokken a j¶at¶ekosok hasznos-
s¶aga a torl¶od¶as nÄoveked¶es¶evel. Az sem mindegy, hogy a legalacsonyabb hasz-
noss¶ag ann¶al a kiszolg¶al¶on¶al van-e, amelyn¶el a hasznoss¶agok nÄovekszenek a
,,torl¶od¶as" nÄoveked¶es¶evel ¶ugy, mint a PD eset¶eben, vagy ott van a legalacso-
nyabb hasznoss¶ag, ahol a hasznoss¶agok csÄokkennek a torl¶od¶as nÄoveked¶es¶evel,
¶ugy, mint a ,,gy¶ava ny¶ul" (GN) j¶at¶ekn¶al, amit a kÄovetkez}o fejezetben fogunk
vizsg¶alni.
Az 1. ¶All¶³t¶as megford¶³t¶asa is igaz.
2. ¶All¶³t¶as (Forg¶o 2016). Minden k¶etszem¶elyes k¶etkiszolg¶al¶os torl¶od¶asi j¶at¶ek
reprezent¶alhat¶o egy szimmetrikus bim¶atrix j¶at¶ekkal.
Bizony¶³t¶as. Ha a torl¶od¶asi alak a (6) form¶aban van megadva, akkor mind-
k¶et j¶at¶ekosnak F1 ¶es F2 a v¶alaszt¶asi lehet}os¶ege, ¶es a j¶at¶ekot az al¶abbi szim-
metrikus bim¶atrix j¶at¶ekk¶ent adhatjuk meg:
F1 F2
F1 a; a b; d
F2 d; b c; c
2
4 ,,Gy¶ava ny¶ul" t¶³pus¶u, vegyes, k¶etkiszolg¶al¶os,
egyszer}u, line¶aris torl¶od¶asi j¶at¶ekok
Az n-szem¶elyes GN -t¶³pus¶u vegyes k¶etkiszolg¶al¶os egyszer}u line¶aris torl¶od¶asi
j¶at¶ekot (ezent¶ul rÄoviden csak GN -t¶³pus¶u j¶at¶ek) az al¶abbi torl¶od¶asi alakkal
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adjuk meg.
F1 F2
a1 = (n ¡ 1)x b1 = y
a2 = (n ¡ 2)x b2 = y + z
. . . . . .
at = (n ¡ t)x bt = y + (t ¡ 1)z
. . . . . .
an¡1 = x bn¡1 = y + (n ¡ 2)z
an = 0 bn = y + (n ¡ 1)z :
(7)
A line¶aris torl¶od¶asi fÄuggv¶enyeket meghat¶aroz¶o x; y; z nem-negat¶³v para-
m¶eterekr}ol feltesszÄuk, hogy x > 0, y ¶es z kÄozÄul legal¶abb az egyik nem 0. Az
F1 els}o kiszolg¶al¶o eset¶eben nem nÄovekszik, az F2 m¶asodik kiszolg¶al¶o eset¶eben
nem csÄokken egy haszn¶al¶o hasznoss¶aga. Kiss¶e s¶erti az ¶altal¶anoss¶agot, de
nagym¶ert¶ekben megkÄonny¶³ti az elemz¶est, ha a legalacsonyabb hasznoss¶agot
0-ra normaliz¶aljuk.
El}oszÄor meghat¶arozzuk ezen a j¶at¶ekoszt¶alyon az EV ¶ert¶ek¶et. Ha bevezet-
jÄuk a qt =
¡
n
t
¢
pt; t = 0; 1; . . . ; n ¶uj v¶altoz¶okat, a kism¶eret}u LP feladat (SW
maximaliz¶al¶asa a (3), (4) felt¶etelek mellett) a (7) t¶abl¶azatot felhaszn¶alva n¶emi
¶atalak¶³t¶as ¶es egyszer}us¶³t¶es ut¶an a kÄovetkez}o form¶at Äolti, miut¶an bevezetjÄuk
a kÄovetkez}o jelÄol¶eseket, amelyekben explicitt¶e tesszÄuk a param¶eterekt}ol val¶o
fÄugg}os¶eget.
C(n;x; y; z; t) = t(n ¡ 2t + 1)x + (2t ¡ n)y + t(2t ¡ n ¡ 1)z
W (n;x; y; z; t) = t(n ¡ t)x + t(y + (t ¡ 1)z) :
A kism¶eret}u LP
P : max
nX
t=0
W (n;x; y; z; t)qt
nX
t=0
C(n; x; y; z; t)qt ¸ 0
nX
t=0
qt = 1; qt ¸ 0; t = 0; 1; . . . ; n :
(8)
Eml¶ekeztetÄunk arra, hogy kor¶abbi jelÄol¶eseinkkel Äosszhangban t j¶at¶ekos
v¶alasztja F2-t, n ¡ t j¶at¶ekos pedig F1-et. Az n; x; y; z param¶eterek adott
¶ert¶ekei mellett a P feladat optim¶alis c¶elfÄuggv¶eny¶ert¶eke adja meg azt a ma-
xim¶alis SW -t, amit az SCE seg¶³ts¶eg¶evel realiz¶alni lehet. Hasznos lesz a kÄo-
vetkez}okben az al¶abbi egyszer}u lemma. JelÄoljÄuk P (n;x; y; z)-vel P optim¶alis
c¶elfÄuggv¶eny¶ert¶ek¶et.
1. Lemma. Ha ¸ > 0, akkor W (n;¸x; ¸y; ¸z; t) = ¸W (n; x; y; z; t) ¶es
P (n;¸x; ¸y; ¸z) = ¸P (n;x; y; z) minden n; x; y; z; t-re.
Bizony¶³t¶as. A P feladat c¶elfÄuggv¶eny¶ebe ¶es felt¶eteleibe val¶o behelyettes¶³-
t¶essel azonnal kapjuk a lemma ¶all¶³t¶as¶at. 2
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1. KÄovetkezm¶eny. EV ¶ert¶ek¶et nem befoly¶asolja az x; y; z param¶etereknek
egy ¸ > 0 faktorral val¶o ¶atsk¶al¶az¶asa.
2. KÄovetkezm¶eny. Az ¶altal¶anoss¶ag megs¶ert¶ese n¶elkÄul feltehetjÄuk, hogy y ¶es
z kÄozÄul valamelyik ¶ert¶eke 1.
3. T¶etel. A GN-t¶³pus¶u j¶at¶ekok oszt¶aly¶ara EV · 2.
Bizony¶³t¶as. K¶et esetet kÄulÄonbÄoztetÄunk meg.
a) x · z. Ekkor W a t val¶os sz¶am konvex (line¶aris, ha x = z) kvadratikus
fÄuggv¶enye a [0; n] intervallumon. ¶Igy maximum¶at az intervallum valame-
lyik (vagy mindkett}o) v¶egpontj¶aban veszi fel. Mivel W (n;x; y; z; 0) = 0
¶es W (n;x; y; z; n) > 0, a maximumpont t = n. Mivel C(n; x; y; z; n) =
n(n ¡ 1)(z ¡ x) + ny > 0, ez¶ert qn = 1, qt = 0, t 6= n kiel¶eg¶³ti a (8) felt¶etelt,
¶es ez¶altal lehets¶eges megold¶asa P -nek, ez¶ert EV = 1.
b) x > z. TegyÄuk fel, hogy n p¶aros. Ekkor q n
2
= 1, qi = 0, i 6= n2 egy
SCE, amit ellen}orizhetÄunk a P felt¶eteleibe val¶o behelyettes¶³t¶essel. Val¶oban
C(n;x; y; z;
n
2
) =
n
2
(x ¡ z) > 0 :
A W (n; x; y; z; t) eg¶esz sz¶amegyenesen vett t szerinti abszol¶ut maximuma a
t¤ =
y + nx ¡ z
2(x ¡ z) (9)
pontban van. Azonnal l¶atszik, hogy t¤ ¸ n
2
. Ha t¤ ¸ n, mivel W a t konk¶av
kvadratikus fÄuggv¶enye ¶es ez¶ert monoton nÄovekv}o a maximumpontj¶aig, ez¶ert
a [0; n] intervallumon a maximum¶at a t = n pontban veszi fel. ¶Igy az al¶abbi
becsl¶est kapjuk EV -re
EV · W (n; x; y; z; n)
W (n; x; y; z; n2 )
=
n(y + (n ¡ 1)z)
n2
4 (x + z) ¡ n2 z + n2 y
< 2 : (10)
TekintsÄuk most azt az esetet, amikor t¤ < n. Ekkor (9)-b}ol az al¶abbi
egyenl}otlens¶eget kapjuk
y < nx ¡ (2n ¡ 1)z : (11)
Ha z > 0, akkor a 2. KÄovetkezm¶eny miatt feltehetjÄuk, hogy z = 1. ¶Igy
EV · W (n; x; y; 1; t
¤)
W (n; x; y; 1; n2 )
=
=
(y+nx¡1)2
4(x¡1)
n2
4
(x + 1) ¡ n
2
+ n
2
y
=
(y + nx ¡ 1)2
n2(x2 ¡ 1) + 2n(x ¡ 1)(y ¡ 1) :
Ha a jobb oldal y szerinti deriv¶altj¶at vesszÄuk, akkor kÄonny}u l¶atni, hogy az
pozit¶³v minden n ¸ 2-re, vagyis y nÄovekv}o fÄuggv¶enye. A z = 1 behelyettes¶³-
t¶essel (11)-b}ol azt kapjuk, hogy
y < 1 + nx ¡ 2n : (12)
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¶Igy
EV · W (n;x; 1 + nx ¡ 2n; 1; n)
W (n;x; 1 + nx ¡ 2n; 1; n
2
)
=
4
3
< 2 : (13)
Ha z = 0, akkor y > 0 ¶es a 2. KÄovetkezm¶eny miatt y = 1 feltehet}o. Ekkor
(11) az al¶abbi egyszer}u form¶at Äolti
1 < nx
¶es
EV · W (n;x; 1; 0; t
¤)
W (n;x; 1; 0; n2 )
=
(1+nx)2
4x
n2
4 x +
n
2
=
(1 + nx)2
n2x2 + 2nx
; (14)
ami kisebb, mint 4
3
ha nx > 1.
A bizony¶³t¶as hasonl¶o, ha n p¶aratlan. Az egyetlen kÄulÄonbs¶eg, hogy ebben
az esetben q n
2 ¡1 =
1
2
, qn
2 +1
= 1
2
, qi = 0; i 6= n2 ¡ 1; n2 + 1 SCE-vel kell
sz¶amolnunk a (10), (13) ¶es (14) nevez}oiben. 2
4. T¶etel. A GN-t¶³pus¶u j¶at¶ekok oszt¶aly¶ara EV ¸ 2.
Bizony¶³t¶as. TekintsÄunk egy n-szem¶elyes GN-t¶³pus¶u j¶at¶ekot az x = 1 + 2
n
,
y = 0, z = 1 param¶eterekkel, ¶es tegyÄuk fel, hogy n ¸ 4 ¶es p¶aros. El}oszÄor
meghat¶arozzuk maxq2LP
Pn
t=0 W (n; 1 +
2
n ; 0; 1; t)qt pontos ¶ert¶ek¶et, ahol LP
a P kism¶eret}u LP lehets¶eges tartom¶anya. Azt ¶all¶³tjuk, hogy a qn
2
= n+22n+2 ,
q n
2 +1
= n2n+2 , qi = 0; i 6= n2 ; n2 + 1 SCE optim¶alis megold¶asa az al¶abbi
form¶aban fel¶³rt kism¶eret}u LP -nek
P : max
nX
t=0
W (n; 1 +
2
n
; 0; 1; t)qt
¡
nX
t=0
C(n; 1 +
2
n
; 0; 1; t)qt · 0
nX
t=0
qt = 1; qt ¸ 0; t = 0; 1; . . . ; n :
(15)
Behelyettes¶³t¶essel l¶athatjuk, hogy a megadott megold¶as lehets¶eges, ¶es a c¶el-
fÄuggv¶eny ¶ert¶eke n(n+1)2 ¡ 1: A P du¶alisa az al¶abbi k¶etv¶altoz¶os LP
D : min v
v ¸ C(n; 1 + 2
n
; 0; 1; t)u + W (n; 1 +
2
n
; 0; 1; t) (t = 0; 1; . . . ; n)
u ¸ 0 :
(16)
Azt ¶all¶³tjuk, hogy u = n2 ¡1, v = n(n+1)2 ¡1 a (16) egy lehets¶eges megold¶asa.
Egyszer}u sz¶amol¶assal (kvadratikus fÄuggv¶eny maximaliz¶al¶asa) l¶athatjuk, hogy
a kÄovetkez}o konk¶av kvadratikus fÄuggv¶eny
Q(t) = C(n; 1 +
2
n
; 0; 1; t)u + W (n; 1 +
2
n
; 0; 1; t)
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t szerinti folytonos maximumpontja t = n+12 , amely nem eg¶esz, de pontosan
a [n2 ;
n
2 + 1] eg¶esz v¶egpont¶u szakasz felez}opontja. A kvadratikus fÄuggv¶eny
szimmetri¶aja miatt az eg¶esz¶ert¶ek}u maximum a k¶et v¶egpontban van ¶es a fÄugg-
v¶eny¶ert¶ek mindk¶et pontban n(n+1)2 ¡ 1, amely egyenl}o a P -nek a q n2 = n+22n+2 ,
q n
2 +1
= n2n+2 , qi = 0, i 6= n2 ; n2 + 1 lehets¶eges megold¶as¶aban (ami egy SCE)
felvett c¶elfÄuggv¶eny¶ert¶ek¶evel. ¶Igy a line¶aris programoz¶as gyenge dualit¶as t¶etele
¶ertelm¶eben ez az SCE a P optim¶alis megold¶asa. Most teh¶at ¶eppen azt mu-
tattuk meg, hogy
max
q2LP
t=nX
t=0
W (n; 1 +
2
n
; 0; 1; t)qt =
n(n + 1)
2
¡ 1 :
A W (n; 1+ 2n ; 0; 1; t) fÄuggv¶eny a t-szerinti abszol¶ut folytonos maximum¶at
a [0; 1) tartom¶anyon a
t¤ =
n(1 + 2
n
) ¡ 1
4
n
;
pontban veszi fel. Ez nem lehet kisebb, mint n, ha n ¸ 4, amit viszont
feltettÄunk. ¶Igy W (n; 1 + 2n ; 0; 1; t) t-szerinti folytonos maximuma a [0; n]
tartom¶anyon W (n; 1 + 2n ; 0; 1; n) = n(n ¡ 1). Ez¶ert a kÄovetkez}o becsl¶est
kapjuk EV -re
EV ¸ n(n ¡ 1)
n(n+1)
2 ¡ 1
=
2n(n ¡ 1)
n(n + 1) ¡ 2 : (17)
Az egyenl}otlens¶eg jobb oldala n nÄovekv}o fÄuggv¶enye, amely 2-hÄoz tart, ha
n ! 1 p¶aros n-eken keresztÄul. 2
3. KÄovetkezm¶eny. A GN-t¶³pus¶u j¶at¶ekok oszt¶aly¶ara EV = 2.
TekintsÄuk most azt a speci¶alis esetet amikor n = 2 ¶es
y + z < x < 2y + 2z : (18)
Ez a j¶ol ismert gy¶ava ny¶ul j¶at¶ek (GN -j¶at¶ek), amelyik bim¶atrix form¶aban a
kÄovetkez}o ·
y + z; y + z y; x
x; y 0; 0
¸
:
Mindk¶et j¶at¶ekos els}o strat¶egi¶aja egy alacsony kock¶azat¶u akci¶o (L), a m¶asodik
pedig egy magas kock¶azat¶u (H). K¶et NEP van a tiszta strat¶egi¶ak kÄozÄott:
(L;H) ¶es (H;L). Az SW maximuma 2(y+z), amely az (L;L) strat¶egiap¶aros-
hoz tartozik. Ez azt jelenti, hogy ha b¶armelyik j¶at¶ekos egyedÄul v¶alasztja H-t,
akkor a legmagasabb hasznoss¶agot ¶eri el, m¶³g ha mindketten H-t v¶alasztj¶ak,
az katasztrof¶alis sz¶amukra. Abb¶ol a c¶elb¶ol, hogy egy GN -t¶³pus¶u j¶at¶ek egy
n-szem¶elyes GN -j¶at¶ekot adjon, ezeknek a tulajdons¶agoknak a megmarad¶as¶at
kÄoveteljÄuk meg, vagyis a torl¶od¶asi alakban speci¯k¶altakon k¶³vÄul feltesszÄuk a
kÄovetkez}oket:
(i) egy j¶at¶ekos a maxim¶alis hasznoss¶agot akkor ¶eri el, ha egyedÄul j¶atssza
H-t, m¶³g mindenki m¶as L-et,
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(ii) a maxim¶alis SW -t az L kollekt¶³v v¶alaszt¶asa adja.
A torl¶od¶asi alakban most F1 a H szerep¶et, m¶³g F2 az L-¶et j¶atssza. ¶Igy a
torl¶od¶asi alakb¶ol, a kor¶abbi jelÄol¶eseket haszn¶alva a k¶et kÄovetelm¶eny:
(i) (n ¡ 1)x > y + (n ¡ 1)z
(ii) W (n) > W (t); minden t = 0; 1; . . . ; n ¡ 1 eset¶eben.
Amint azt a 3. T¶etel bizony¶³t¶as¶aban l¶attuk, (ii) fenn¶all, ha x · z. Ha pedig
x > z, akkor a
t¤ =
y + nx ¡ z
2(x ¡ z) ¸ n ;
vagy az ezzel ekvivalens
y ¸ nx ¡ (2n ¡ 1)z (19)
egyenl}otlens¶eg teljesÄul¶ese eset¶en (ii) fenn¶all. FelmerÄul a k¶erd¶es, hogy jobb
EV -t kapunk-e, ha a GN -j¶at¶ekok oszt¶aly¶ara korl¶atozzuk magunkat? A fele-
letet a kÄovetkez}o t¶etel adja meg.
5. T¶etel. A GN-j¶at¶ekok oszt¶aly¶ara EV = 2:
Bizony¶³t¶as. Mivel a GN j¶at¶ekok egy¶uttal GN -t¶³pus¶u j¶at¶ekok is, ez¶ert
a 3. T¶etel ¶all¶³t¶asa szerint EV · 2. Annak bel¶at¶as¶ahoz, hogy EV ¸ 2, azt
fogjuk megmutatni, hogy a 4. T¶etel bizony¶³t¶as¶aban szerepl}o x = 1+ 2
n
, y = 0,
z = 1 (n ¸ 4 ¶es p¶aros) param¶eterekkel adott GN -t¶³pus¶u j¶at¶ek egy¶uttal egy
GN j¶at¶ek is. Ha a param¶etereket behelyettes¶³tjÄuk (i)-be ¶es (19)-be, akkor
azt kapjuk, hogy
(n ¡ 1)(1 + 2
n
) > (n ¡ 1) ;
n(1 +
2
n
) ¡ 2n + 1 · 0 ;
ami kÄonnyen igazolhat¶oan fenn¶all, ha n ¸ 3. 2
Kis n-ekre 2-n¶el l¶enyegesen jobb ¶ert¶ekeket kapunk. KÄulÄonÄosen fontos
maga a ,,klasszikus" GN -j¶at¶ek esete, amikor n = 2.
6. T¶etel. A 2-szem¶elyes GN-j¶at¶ekokra EV = 32 .
Bizony¶³t¶as. Elegend}o a 3. T¶etel bizony¶³t¶as¶ab¶ol a b) esetet ¶es abb¶ol is azt
az alesetet tekinteni, amikor t¤ = y+2x¡z2(x¡z) > 2, mivel a bizony¶³t¶asban azt m¶ar
bel¶attuk, hogy ha t¤ · 2, akkor EV · 43 < 32 . A maxim¶alis SW a (18)
felt¶etel szerint 2(y + z). Az SW maximum¶at az SCE-k halmaz¶an az al¶abbi
LP optim¶alis c¶elfÄuggv¶eny¶ert¶eke adja
max (x + y)p1 + 2(y + z)p2
2ypq0 + (z ¡ x)q1 + 2(x ¡ y ¡ z)q2 · 0
q0 + q1 + q2 = 1
q0; q1; q2 ¸ 0:
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KÄonny}u megmutatni egyszer}u behelyettes¶³t¶essel, hogy q0 = 0, q1 =
2
3 , q2 =
1
3
a (20) egy lehets¶eges megold¶asa. Ebb}ol kapjuk az al¶abbi becsl¶est, felhaszn¶alva
a (18) egyenl}otlens¶eget
2(y + z)
2
3(x + y) +
2
3(y + z)
· 2x2
3 (x + y) +
1
3x
· 3
2
:
TekintsÄuk most az x = 1 + ", y = 0, z = 1 param¶eterekkel de¯ni¶alt GN-
j¶at¶ekot, ami nyilv¶anval¶oan kiel¶eg¶³ti a (18) felt¶etelt, ha " el¶eg kicsi. KÄonnyen
igazolhat¶o, hogy q0 = 0, q1 =
2
3 , q2 =
1
3 a (20) feladat egy optim¶alis megol-
d¶asa, ¶es a c¶elfÄuggv¶eny ¶ert¶eke 23 (1 + ") +
2
3 . Az SW abszol¶ut maximuma 2.
¶Igy
lim
"!0
2
2
3
(1 + ") + 2
3
=
3
2
;
amivel a t¶etel ¶all¶³t¶as¶at bebizony¶³tottuk. 2
¶Erdekes, hogy az EV nem romlik, ha a j¶at¶ekosok sz¶am¶at eggyel nÄoveljÄuk.
7. T¶etel. A 3-szem¶elyes GN-j¶at¶ekokra EV = 32 .
Bizony¶³t¶as. Az SW maximum¶at az SCE-k halmaz¶an az al¶abbi LP op-
tim¶alis c¶elfÄuggv¶eny¶ert¶eke adja:
max (2x + y)q1 + 2(x + y + z)q2 + (3y + 6z)q3
3yq0 + (¡2x + y + 2z)q1 ¡ yq2 + (6x ¡ 3y ¡ 6z)q3 · 0 ;
q0 + q1 + q2 + q3 = 1
q0; q1; q2; q3 ¸ 0 :
(21)
Az SW maximuma vagy 2(x + y + z) vagy 3y + 6z. Az els}o esetben q2 = 1,
qi = 0, i 6= 2 egy SCE ¶es EV = 1. A m¶asodik esetben a 2(x+y+z) < 3y+6z
egyenl}otlens¶egb}ol azt kapjuk, hogy x > z + 1
2
. Mivel q2 = 1, qi = 0, i 6= 2
egy lehets¶eges megold¶as, az al¶abbi becsl¶eshez jutunk
EV · 3y + 6z
2x + 2y + 2z
<
3y + 6z
2(z + 12) + 2y + 2z
=
3y + 6z
2y + 4z + 1
<
3
2
: (22)
TekintsÄuk ism¶et azt a GN -j¶at¶ekot, amelynek param¶eterei x = 1 + ", y = 0,
z = 1. KÄonnyen bel¶athat¶o, hogy q2 = 1, qi = 0, i 6= 2 egy SCE ¶es optim¶alis
megold¶asa a (21) feladatnak, az optim¶alis c¶elfÄuggv¶eny ¶ert¶ek pedig 4+2". Az
SW abszol¶ut maximuma 6. ¶Igy
EV ¸ lim
"!0
6
4 + 2"
=
3
2
: (23)
A (22)-t ¶es (23)-at Äosszevetve azt kapjuk, hogy EV = 32 , ami a t¶etel ¶all¶³t¶asa.2
M¶ar n = 8-t¶ol kezdve a (17) egyenl}otlens¶egb}ol egy enn¶el nagyobb als¶o
korl¶atot (EV ¸ 1; 6) kapunk, majd ez az als¶o korl¶at a (17) egyenl}otlens¶eg
szerint n nÄoveked¶es¶evel (p¶aros n-eken keresztÄul) monoton nÄovekedve tart 2-
hÄoz.
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5 Egy p¶elda
Van n¶egy v¶allalat, amelyek kÄozÄul mindegyik dÄonthet, hogy egy t¶oba az ipari
vizet tiszt¶³tatlanul, vagy tiszt¶³tva ereszti be. K¶etoldal¶u szerz}od¶eseik van-
nak egym¶assal, amelyekben meg¶³g¶erik, hogy a vizet tiszt¶³tj¶ak miel}ott a t¶oba
eresztik. Ha b¶armelyikÄuk is megszegi az¶³g¶eret¶et, akkor bÄuntet¶est kell ¯zetnie.
A bÄuntet¶es m¶ert¶eke fÄugg a t¶oba bekerÄul}o k¶aros anyagok teljes mennyis¶eg¶et}ol,
amely ar¶anyos a szerz}od¶est megszeg}o v¶allalatok sz¶am¶aval. ¶Igy teh¶at mind-
egyik v¶allalat sz¶am¶ara k¶et cselekv¶esi lehet}os¶eg van: tiszt¶³tani (T ) vagy nem
tiszt¶³tani a vizet (P ). A hasznoss¶agok az el¶erhet}o nyeres¶egb}ol vezethet}ok le
¶es olyanok, hogy minden v¶allalat egy gy¶ava ny¶ul j¶at¶ekot j¶atszik mindegyik
m¶asikkal. TegyÄuk fel, hogy a hasznoss¶agok az al¶abbi t¶abl¶azatban tal¶alhat¶oak.
(Az egyik v¶allalat a sor- a m¶asik az oszlopj¶at¶ekos.)
T P
T (6; 6) (2; 7)
P (7; 2) (0; 0)
Ebb}ol egy torl¶od¶asi j¶at¶ek konstru¶alhat¶o az al¶abbi torl¶od¶asi alakkal:
v¶allalatok sz¶ama T M
1 21 6
2 14 10
3 7 14
4 0 18
L¶athatjuk, hogy ez egy 4-szem¶elyes GN -j¶at¶ek. Az SW maximaliz¶al¶o SCE-
ket a kÄovetkez}o (kism¶eret}u) LP megold¶as¶aval kapjuk:
max 27q1 + 48q2 + 63q3 + 72q4
felt¶eve, hogy
24q0 + 3q1 ¡ 6q2 ¡ 3q3 + 12q4 · 0
q0 + q1 + q2 + q3 + q4 = 1
q0; q1; q2; q3; q4 ¸ 0 :
Az optim¶alis megold¶as: q0 = 0, q1 = 0, q2 = 0, q3 = 0;8, q4 = 0;2 az SW =
64;8 optim¶alis c¶elfÄuggv¶eny¶ert¶ekkel. A legjobb (tiszta) NEP eset¶eben SW =
63. ¶Igy az SCE protokoll alkalmaz¶as¶aval 2;86%-os t¶arsadalmi hasznoss¶ag
javul¶as ¶erhet}o el a Nash-egyens¶ullyal Äosszehasonl¶³tva.
Ennek az SCE-nek az implement¶al¶as¶ara l¶etes¶³thetÄunk egy ,,klub"-ot,
amelyhez b¶armely v¶allalat csatlakozhat, vagy k¶³vÄul maradhat. A csatlakoz¶ok
visszavonhatatlanul elkÄotelezik magukat, hogy a klub vezet¶es¶enek utas¶³t¶asait
kÄovetik, b¶armi legyen is az. Miel}ott b¶arki is bel¶epne a klubba, a vezet}os¶eg
nyilv¶anoss¶agra hozza, hogy 0;2 val¶osz¶³n}us¶ege van annak, hogy egyÄontet}uen
minden klubtagnak tiszt¶³tani kell ¶es 0;8 val¶osz¶³n}us¶eggel h¶aromnak tiszt¶³tani
kell, egynek pedig nem. Hogy melyik legyen az, akinek nem kell tiszt¶³tani,
azt egy tov¶abbi sorsol¶as dÄonti el. Logikus a szimmetri¶ara val¶o tekintettel,
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hogy mindegyik v¶allalat azonos val¶osz¶³n}us¶eggel (0;25) r¶eszesÄuljÄon ebben a
kedvezm¶enyben. ¶Igy v¶egeredm¶enyben a sorsol¶as olyan lehet, hogy Äot c¶edul¶at
teszÄunk egy urn¶aba a kÄovetkez}o megjelÄol¶esekkel (ez a tiszt¶³t¶asi kÄotelezetts¶egre
vonatkozik):
Val¶osz¶³n}us¶eg
Mindenki 0; 2
Mindenki az 1. v¶allalat kiv¶etel¶evel 0; 2
Mindenki a 2. v¶allalat kiv¶etel¶evel 0; 2
Mindenki a 3. v¶allalat kiv¶etel¶evel 0; 2
Mindenki a 4. v¶allalat kiv¶etel¶evel 0; 2
Ez az SCE stabil abban az ¶ertelemben, hogy ha mindenki csatlakozik a klub-
hoz, akkor egyetlen v¶allalat sem ¶erdekelt abban, hogy egyedÄul elhagyja azt.
6 ÄOsszefoglal¶as
Megmutattuk, hogy az n-szem¶elyes, vegyes, egyszer}u, k¶etkiszolg¶al¶os line¶a-
ris torl¶od¶asi j¶at¶ekok egy oszt¶aly¶aban, az n-szem¶elyes ,,gy¶ava ny¶ul"-t¶³pus¶u
j¶at¶ekok kÄor¶eben a korrel¶alt egyens¶uly egy ¶altal¶anos¶³t¶asa, a puha korrel¶alt
egyens¶uly m¶eg a legrosszabb esetben is biztos¶³tani tudja, hogy a t¶arsadalmi
j¶ol¶et (a vizsg¶alt modellben a j¶at¶ekosok hasznoss¶againak Äosszege) abszol¶ut
maximum¶anak legal¶abb a fel¶et el¶erjÄuk, vagyis a k¶enyszer¶³t¶esi ¶ert¶ek 2. A gy¶a-
va ny¶ul j¶at¶ekokra, amelyek a gy¶ava ny¶ul t¶³pus¶u j¶at¶ekok egy aloszt¶alya ¶es
term¶eszetes ¶altal¶anos¶³t¶asa n j¶at¶ekosra a klasszikus k¶etszem¶elyes gy¶ava ny¶ul
j¶at¶eknak, ugyanez a garancia vonatkozik. A k¶et- ¶es h¶aromszem¶elyes gy¶ava
ny¶ul j¶at¶ekokra megmutattuk, hogy a k¶enyszer¶³t¶esi ¶ert¶ek 32 . A puha korrel¶alt
egyens¶uly protokollj¶at egy kÄornyezetv¶edelmi p¶eld¶an illusztr¶altuk.
Tov¶abbi kutat¶omunk¶ara sokf¶ele ir¶anyban mutatkozik lehet}os¶eg. Els}osor-
ban azt ¶erdemes megn¶ezni, mi tÄort¶enik, ha a kiszolg¶al¶ohelyek sz¶ama legal¶abb
3. Ebben az esetben a gyenge korrel¶alt egyens¶uly is nÄovelheti a t¶arsadalmi
hasznoss¶agot ¶es ¶³gy lehet}os¶eg ny¶³lik a korrel¶alt egyens¶uly, a gyenge- ¶es puha
korrel¶alt egyens¶uly teljes¶³tm¶eny¶enek Äosszehasonl¶³t¶as¶ara, illetve annak elem-
z¶es¶ere, hogy mikor melyik ¶altal¶anos¶³t¶as a legmegfelel}obb. A t¶arsadalmi hasz-
noss¶agot is lehetne a hasznoss¶agok Äosszege (utilitari¶anus megkÄozel¶³t¶es) helyett
a legkisebb hasznoss¶aggal (egalit¶ari¶anus megkÄozel¶³t¶es) de¯ni¶alni ¶es az ered-
m¶enyeket Äosszehasonl¶³tani. ¶At lehet t¶erni, megv¶altoztatva a megv¶altozta-
tand¶okat, t¶arsadalmi hasznoss¶agr¶ol a t¶arsadalmi kÄolts¶egekre, ¶es ugyanazokat
a k¶erd¶eseket feltenni. ¶Igy ,,stabilit¶as ¶ara" t¶³pus¶u eredm¶enyeket kaphatunk a
puha korrel¶alt egyens¶ulyra, amelyet m¶ar kÄozvetlenÄul tudunk Äosszehasonl¶³tani
a Nash-egyens¶ulyra ¶es a klasszikus korrel¶alt egyens¶ulyra vonatkoz¶o eredm¶e-
nyekkel. Egy m¶asik ir¶any lehet a legrosszabb eset elemz¶es mellett az ¶atlagos
eset vizsg¶alata. Ekkor a szimul¶aci¶o jÄon els}osorban sz¶oba, munk¶at adva ezen
terÄulet kutat¶oinak is.
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CORRELATION, CONGESTION GAMES, CHICKEN GAME
We study the class of n-person, two-facility, simple, mixed, linear congestion games
and determine how close the social welfare achievable by soft correlated equilibria
(Forg¶o 2010) can get to the absolute maximum of social welfare. For this purpose
we use the enforcement value (Ashlagi et al. 2008). We prove that the enforcement
value for the class of games under study is exactly 2. For the class of n-person
chicken games that form a subclass of n-person, two-facility, simple, mixed, linear
congestion games the enforcement value is also 2. For the special case n = 2
(the classical chicken game) and n = 3, however, the enforcement value is 32 : We
illustrate the working of the protocol of soft correlated equilibrium in an example
of environmental background.
Keywords: correlated equilibrium, soft correlated equilibrium, congestion games,
chicken game, enforcement value
