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Résumé
Le but de cette thèse est d'étudier les zéros exceptionnels des fonctions L p-adiques de Rankin-Selberg.
Autrement dit, pour un couple de formes modulaires nous étudierons l'annulation de la fonction p-adique
interpolant la fonction L de Rankin-Selberg associée à ce couple. Lorsque la fonction s'annule, on exprime
alors la dérivée de la fonction L p-adique en fonction de l'invariant L , des périodes p-adique et inﬁnie et
du terme principal de la fonction complexe de Rankin-Selberg.
Mots clefs : Fonctions L, Invariant L , zéros exceptionnels, formes modulaires, Rankin-Selberg.
Abstract
Extra zeros of the p-adic L-functions of Rankin-Selberg
The aim of this thesis is to study the extra zeros of the p-adic L functions of Rankin-Selberg. In
other words, for a couple of modular forms we study the zeros of the p-adic function interpolating the
Rankin-Selberg L function associated to this couple. When the function has a zero we express the value
of the derivate in terms of the L invariant, p-adic and inﬁnite periods and the principal term of the
complex Rankin-Selberg function.
Key words : L functions, L invariant,extra zeros, modular forms, Rankin-Selberg.
Institut de Mathématiques de Bordeaux UMR 5251, Université de Bordeaux,
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Introduction
Tout au long de ce mémoire le symbole p désignera un nombre premier.
Le but de cette thèse est d'étudier les zéros exceptionnels des fonctions L p-adiques
de Rankin-Selberg. Autrement dit, pour un couple de formes modulaires nous étudierons
l'annulation de la fonction p-adique interpolant la fonction L de Rankin-Selberg associée
à ce couple. Lorsque la fonction s'annule, on exprime alors la dérivée de la fonction L p-
adique en fonction de l'invariant L , des périodes p-adique et inﬁnie et du terme principal
de la fonction complexe de Rankin-Selberg. Ce travail s'inscrit dans la conjecture des zéros
exceptionnels et propose le premier résultat en un point non-critique.
0.1 Phénomène des zéros exceptionnels
Dans un premier temps on donne un portrait rapide des résultats connus sur les zéros
exceptionnels. Dans les deux premiers paragraphes, on présente des résultats connus sur les
zéros exceptionnels des fonctions L de Dirichlet et des formes modulaires respectivement.
Dans le troisième paragraphe on énonce la conjecture des zéros exceptionnels. Dans les
deux derniers paragraphes on fait le lien entre la conjecture et les cas connus.
0.1.1. Le premier cas de zéro exceptionnel étudié est celui des fonctions L de Dirichlet.
Déﬁnition. Pour η : (Z/NZ)× → C× un caractère de Dirichlet de conducteur N , on
déﬁnit la fonction L de Dirichlet comme la série
L(η, s) :=
∑
n≥1
η(n)
ns
sur le demi plan Re(s) > 1.
Les propriétés de ces fonctions données dans ce paragraphe peuvent être trouvées dans
le livre [Was97] par exemple. Les fonctions L de Dirichlet possèdent un prolongement
méromorphe au plan C. Les prolongements vériﬁent l'équation fonctionnelle
Γ
(
s− 1 + a
2
)
L(η−1, 1− s) = i
a
√
N
G(η)
( pi
N
) 1
2
−s
Γ
(−s+ a
2
)
L(η, s)
où a = 1−η(−1)
2
et G(η) désigne la somme de Gauss de η. On peut écrire L(η, s) comme le
produit eulérien convergeant sur le demi plan de C donné par Re(s) > 1
L(η, s) =
∏
p premier
(
1− η(p)
ps
)−1
.
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Soit p un nombre premier ne divisant pas le conducteur N . On suppose que η est un
caractère impair. Kubota et Leopoldt ont déﬁni un analogue p-adique de la fonction L
de Dirichlet, Lp(η, s), interpolant les valeurs de L(η, s) aux points entiers négatifs. C'est
une fonction analytique de Zp à valeurs dans une extension ﬁnie de Qp, voir par exemple
[Iwa74] et [KL64] pour la construction et les propriétés de cette fonction. La fonction
p-adique Lp de Kubota-Leopoldt vériﬁe la propriété d'interpolation suivante
Lp(ηω
m, 1− j) = (1− (ηωm−j)(p)p1−j)L(ηωm−j, 1− j), j ≥ 1 (1)
où ω est le caractère de Teichmüller. En particulier, le facteur eulérien 1− (ηωm−j)(p)p1−j
ne s'annule que si j = 1, η(p) = 1 et m = 1. La valeur de L(η, 0) est non-nulle si η est un
caractère impair, c'est-à-dire η(−1) = −1. Donc, sous les conditions
η(p) = 1, m = 1, η(−1) = −1 (2)
l'équation (1) assure l'annulation de la fonction L p-adique en 0 alors que la fonction
L complexe ne s'annule pas. Ce phénomène est appelé un zéro exceptionnel. Ferrero et
Greenberg ont prouvé le résultat suivant
Proposition 0.1.1. [FG78, Propositions 1 et 2] Si η est un caractère impair de conduc-
teur N et que p ≥ 3 est un nombre premier tel que η(p) = 1, alors la fonction Lp(ηω, s)
possède un zéro simple en s = 0. De plus, la valeur de L′p(ηω, 0) est donnée par la formule
suivante
L′p(ηω, 0) =
N∑
c=1
η(c) logp (Γp(c/N))
où logp est le logarithme p-adique et Γp l'analogue p-adique de la fonction Γ classique
(voir [Mor75]).
Gross déﬁnit un invariant L (η) comme la somme de logarithmes p-adiques. Il prouve
alors le résultat suivant
Théorème 0.1.2 (Gross [Gro81]). Soit η un caractère impair de conducteur N . Soit
p ≥ 3 un nombre premier tel que η(p) = 1. Alors
L′p(ηω, 0) = −L (η)L(η, 0)
où L (η) est l'invariant déﬁni par Gross.
0.1.2. Dans ce paragraphe, on cherche à énoncer les résultats obtenus sur les zéros
exceptionnels des fonctions L associées à une forme modulaire.
Soit f une forme modulaire de poids k ≥ 2, de niveau N et de caractère ε. On suppose
que f est primitive, c'est-a-dire parabolique, normalisée, propre et nouvelle. On note son
développement de Fourier
f (z) =
+∞∑
n=1
anq
n, q = e2ipiz.
Déﬁnition. On déﬁnit la fonction L associée à la forme modulaire f comme la série
L(f, s) =
∑
n≥1
an
ns
pour s dans le demi plan Re(s) > k
2
+ 1.
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Des relations de récurrence sur les coeﬃcients du développement sont connues (voir
[DS05, Proposition 5.8.5]). Celles-ci permettent de réécrire la fonction L associée à f
comme un produit eulérien sur son demi-plan de convergence (voir [DS05, Théorème
5.9.2])
L (f, s) =
∏
p prime
(
1− app−s + εf (p) pk−1−2s
)−1
.
On déﬁnit Ep(f,X) := X2−apX+εf (p)pk−1 le polynôme de Hecke de f en p. Les fonctions
L(f, s) admettent un prolongement analytique sur C et vériﬁent l'équation fonctionnelle
suivante (voir [Miy06, Théorème 4.3.5])
Γ(s)L(f, s) = ikN−s+k/2 (2pi)2s−k Γ(k − s)λN(f)L(f ∗, k − s)
où f ∗ est la forme modulaire conjuguée de f déﬁnie par f ∗ (z) =
+∞∑
n=1
anq
n où an désigne
le conjugué complexe de an et où λN(f) est la pseudo valeur de Atkin-Lehner de f (voir
(1.6)).
Pour η un caractère de Dirichlet, on déﬁnit la fonction L associée à f et η comme la
série
L(f, η, s) :=
+∞∑
n=1
anη(n)
ns
.
On appelle bande critique les entiers j compris entre 1 et k−1. La théorie des symboles
modulaires implique l'existence de deux périodes complexes Ω+f et Ω
−
f telles que
L˜(f, η, j) :=
Γ(j)
(2ipi)jΩ±f
L(f, η, j) ∈ Q, ∀ 1 ≤ j ≤ k − 1 (3)
où le signe de la période prise est (−1)j−1η(−1).
Des fonctions L p-adiques interpolant L˜(f, η, s) ont été construites par Manin [Man73]
et Vishik [Vis76] ou, de manière indépendante, par Amice-Velu [AV75]. Soit α une racine
du polynôme Ep(f,X) dont la valuation p-adique est strictement plus petite que k − 1.
Il est possible de construire une fonction L p-adique Lp,α(f, η, s) sur Zp à valeurs dans
une extension ﬁnie de Qp telle que pour tout m ∈ Z et η un caractère de Dirichlet de
conducteur premier à p, la propriété d'interpolation suivante est vériﬁée
Lp,α(f, ηω
m, j) = Eα(f, ηωm, j)L˜(f, ηωj−m, j), ∀ 1 ≤ j ≤ k − 1,
où ω est le caractère de Teichmüller et Eα(f, ηωm, j) est le facteur eulérien déﬁni par
Eα(f, ηωm, j) =

(
1− η(p)pj−1
α
)(
1− βη(p)
pj
)
si m ≡ j[p− 1]
pjη(pm)
αmG(ωj−m) si m 6≡ j[p− 1]
où β est l'autre racine de Ep(f,X). Voir le texte [MTT86] pour plus d'informations sur
le sujet. Le facteur Eα(f, ηωm, j) s'annule si et seulement si j ≡ m[p− 1] et
α = pj−1η(p) ou β = pjη(p).
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Étudier la fonction L(f, ηωm, s) revient, grossièrement, à étudier la fonction L(f⊗η, ωm, s)
où f ⊗ η désigne la forme modulaire
+∞∑
n=1
η(n)anq
n de niveau NC2 où C est le conducteur
de η. On cherche à étudier le cas où L(f, ωj−m, j) 6= 0 et E(f, ωm, j) = 0. On dit alors
que Lp,α(f, ωm, j) possède un zéro exceptionnel. Le phénomène de zéro exceptionnel fut
premièrement étudié par Mazur-Tate-Teitelbaum [MTT86] où 3 cas sont distingués suivant
le comportement local de la représentation associée à la forme f en p :
• le cas semistable : dans le cas où p‖N , où le poids k de f est pair et où a racine
de Hecke α est telle que α = ap = pk/2−1 la fonction Lp,α(f, ωk/2, s) admet un zéro
exceptionnel en s = k/2. On remarque que k/2 correspond alors au point central
pour la symétrie induite par l'équation fonctionnelle.
• le cas cristallin : dans le cas où (p,N) = 1, où le poids k est impair et où α = p(k−1)/2
(respectivement α = εf (p)p(k−1)/2) alors la fonction Lp,α(f, ω(k+1)/2, s) (respecti-
vement Lp,α(f, ω(k−1)/2, s)) admet un zéro exceptionnel au point presque central
s = k+1
2
(respectivement s = k−1
2
).
• le cas potentiellement cristallin : dans le cas où p | N , où k est impair et où α =
p(k−1)/2 la fonction L Lp,α(f, ω(k+1)/2, s) admet un zéro exceptionnel au point presque
central s = k+1
2
.
Soit
ρf : Gal
(
Q/Q
)→ GL(Vf )
la représentation galoisienne p-adique associée à f par Eichler-Shimura et Deligne (voir
[Del71]). On considère le cas semistable avec k pair et α = ap = pk/2−1. Alors, la restriction
de ρf au groupe de décomposition en p est semistable non-cristalline dans le sens de
Fontaine [Fon94b]. Le (ϕ,N)-module ﬁltré associé Dst(Vf ) possède une base {eα, eβ} tels
que eα = Neβ, ϕ(eα) = apeα et ϕ(eβ) = papϕ(eβ). Les sauts de ﬁltration de Dst(Vf ) sont
0 et k − 1 et l'invariant L de Fontaine-Mazur est l'unique élément LFM(f) ∈ Q tel que
Filk−1Dst(Vf ) soit engendré par l'élément eβ +LFM(f)eα. Dans [MTT86] il est conjecturé
que
Lp,α(f, ω
k/2, k/2) = LFM(f)L˜(f, k/2). (4)
Cette notation est anachronique dans le sens où dans [MTT86] la conjecture est énoncé
pour k = 2 avec un invariant ad-hoc mais équivalent. La déﬁnition de LFM(f) est dans le
cas général est donnée par Mazur [Maz94]. On remarque qu'il est possible que L(f, k/2)
s'annule. La conjecture (4) est prouvé pour les formes modulaires de poids 2 par Greenberg
et Stevens [GS93]. Le cas général est prouvé par Stevens [Ste10] en utilisant la théorie des
familles p-adiques de formes modulaires et par Barrera-Dimitrov-Jorza pour les formes
modulaires de Hilbert de tout poids [BDJ17]. Une autre preuve de ce résultat utilisant
le système d'Euler de Kato associé à f est donnée par Kato, Kurihara et Tsuji en utili-
sant l'invariant L de Fontaine Mazur. On remarque que dans le cas semistable, il existe
plusieurs déﬁnitions pour l'invariant L , par exemple, celui de Fontaine Mazur, celui de
Coleman, et celui de Benois. Grâce à [Ben11, Proposition 2.2.4] on sait que l'invariant L
de Fontaine Mazur coïncide avec celui de Benois. On se réfère à [CI10] et [Col05] pour
plus d'informations sur ce cas.
La déﬁnition de l'invariant L a été généralisée par Greenberg à toutes les représen-
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tations p-ordinaires et critiques dans [Gre94]. 1. Cette déﬁnition est étendue aux repré-
sentations semistables et critiques par Benois dans [Ben11]. Enﬁn, en 2014, un texte de
Benois propose la construction d'un invariant L pour les représentations cristallines sans
supposer que la représentation soit critique dans [Ben14a].
On considère maintenant le cas cristallin. On traine le cas où k est impair et α =
p(k−1)/2. La représentation ρf associée à f est cristalline. On pose Wf := Vf (k+12 ) la
torsion de Vf par la k+12 -ième puissance du caractère cyclotomique. Alors, Dcris(Wf )
ϕ=p−1
est de dimension 1 et l'on note Dα := Dcris(Wf )ϕ=p
−1
. Comme précisé précédemment,
la construction de Benois permet de déﬁnir l'invariant L (Wf , Dα) (voir section 2.1). La
dérivée de la fonction L p-adique au point d'annulation s'écrit
L′p,α
(
f, w
k+1
2 , k+1
2
)
= −L (Wf , Dα)
(
1− εf (p)
p
)
L˜
(
f, k+1
2
)
(5)
(voir [Ben14b, Théorème 4.3.2]). Grâce à un résultat de [JS76] on sait que dans ce cas
L˜
(
f, k+1
2
)
ne s'annule pas.
Dans le cas potentiellement cristallin une analyse similaire donne naissance à une
formule analogue à (5), voir [Ben14b].
0.1.3. On va maintenant énoncer la conjecture des zéros exceptionnels dans le cas
cristallin comme proposée dans [Ben14a].
Soit M un motif pur sur Q de poids motivique inférieur ou égal à −2. On suppose
que la fonction L complexe L(M, s) de M admet un prolongement méromorphe à C.
Conjecturalement il est possible de construire un analogue p-adique de L(M, s) interpo-
lant p-adiquement la partie algébrique de ses valeurs spéciales. Cette construction est
connue dans plusieurs cas mais reste conjecturale dans son ensemble. Dans [PR95] Perrin-
Riou a formulé des conjectures précises sur l'existence et les propriétés arithmétiques des
fonctions L p-adiques lorsque la réalisation p-adique de M est cristalline en p. On note
V la réalisation p-adique de M . On considère un sous-ϕ-module D régulier de Dcris(V )
(voir 2.1.1 pour la déﬁnition). Soit T un réseau de V stable sous l'action galoisienne et
N un réseau de D. Perrin-Riou a conjecturé qu'il est possible d'associer à T et N une
fonction L p-adique Lp(T,N, s) satisfaisant des propriétés d'interpolations explicites. Soit
r l'ordre d'annulation de L(M, s) en s = 0 et L∗(M, 0) le terme principal de L(M, s) en 0,
c'est-à-dire lim
s→0
s−rL(M, s). Conjecturalement la propriété d'interpolation en s = 0 s'écrit
lim
s→0
Lp(T,N, s)
sr
= E(V,D)RV,D(ωV,N) L
∗(M, 0)
RM,∞(ωM)
(6)
où RM,∞(ωM) (respectivement RV,D(ωV,N)) est le déterminant du régulateur de Beilinson
(respectivement le déterminant du régulateur p-adique) calculé pour des bases compatibles
ωM et ωV,N et E(V,D) est le facteur eulérien donné par
1. On dit qu'une représentation est critique si elle est la p-réalisation d'un motif critique. Un mo-
tif est dit critique si les produits de facteurs gamma L∞(M, s) et L∞(M∗, 1 − s) construit grâce à la
décomposition de Hodge de M et M∗ n'ont pas de pôle en s = 0. Voir [Del79] pour plus de détails.
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E(V,D) = det (1− p−1ϕ−1 |D) det (1− ϕ |Dcris(V )/D) .
Le choix de bases compatibles correspond au choix des réseaux T et N . Le fait de choisir
des réseaux dans les représentations V et modules D permet de ﬁxer la normalisation et en
particulier le facteur d'algébricité nécessaire à la construction d'interpolations p-adiques.
Si Dϕ=p
−1 6= 0 ou (Dcris(V )/D)ϕ=1 6= 0, l'ordre d'annulation de Lp(T,N, s) est stric-
tement supérieur à r. On dit alors que Lp(T,N, s) admet un zéro exceptionnel en s = 0.
Conjecturalement Dϕ=p
−1 6= 0 n'est possible que si le poids motivique de M vaut -2 et
(Dcris(V )/D)ϕ=1 6= 0 n'est possible que si le poids motivique de M vaut 0.
On suppose que Dϕ=p
−1 6= 0 et que le poids motivique deM vaut −2. On suppose cer-
taines conditions supplémentaires sur V et D aﬁn de pouvoir déﬁnir l'invariant L (V,D)
(voir section 2.1). On suppose que le Frobenius ϕ est semi-simple, ce qui est conjectura-
lement toujours vrai. Cela nous permet d'écrire la décomposition
D = Dϕ=p
−1 ⊕D−1.
On note le coeﬃcient eulérien E+(V,D) le facteur E(V,D) privé de la partie apportant
son annulation. C'est-à-dire
E+(V,D) = det (1− p−1ϕ−1 |D−1) det (1− ϕ |Dcris(V )/D) . (7)
La conjecture de Beilinson-Deligne dit que L(M, s) ne s'annule pas en 0 et que L(M∗(1), s)
possède un zéro d'ordre r = dimQp H
1
f (Q, V ) en s = 0 où H1f (Q, V ) est le sous groupe
de H1(Q, V ) déﬁni en (2.1). La conjecture des zéros exceptionnels proposée par Benois
([Ben14a]) s'écrit
Conjecture 0.1.3 (Conjecture des zéros exceptionnels). On suppose que la conjecture
de Beilinson est satisfaite. Soit D un sous-espace régulier de Dcris(V ) et on note e =
dimQp D
ϕ=p−1. Alors,
i) La fonction Lp(T,N, s) a un zéro d'ordre e en s = 0 et
L∗p(T,N, 0)
RV,D(ωV,N)
= −L (V,D)E+(V,D) L(M, 0)
RM,∞(ωM)
.
ii) Soit D⊥ le complément orthogonal de D pour la dualité canonique donnée par Dcris(V )×
Dcris(V ∗(1)) → E où V ∗ est la représentation duale de V . Alors, la fonction L p-adique
Lp(T
∗(1), N⊥, s) possède un zéro d'ordre e+ r en s = 0 et
L∗p(T
∗(1), N⊥, 0)
RV ∗(1),D⊥(ωV ∗(1),N⊥)
= L (V,D)E+(V,D) L(M
∗(1), 0)
RM∗(1),∞(ωM∗(1))
.
On va montrer comment les cas connus d'études de zéros exceptionnels s'inscrivent
dans le cadre de la conjecture des zéros exceptionnels.
0.1.4. Soit η un caractère de Dirichlet de conducteur N premier à p. Il existe un motif
pur de poids −2 associé au caractère η−1χ où χ est le caractère cyclotomique classique
(voir paragraphe 1.1.1. pour la déﬁnition de χ). La réalisation p-adique de ce motif est la
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représentation E(η−1χ) où E est une extension ﬁnie de Qp. La fonction L associée au dual
de ce motif coïncide avec L(η, s). On sait que H1f (Q, E(η)) = 0 et que H1f (Q, E(χη−1)) = 0
si η est impair. Le Frobenius agit sur Dcris(E(χη−1)) comme multiplication par η−1(p)p−1.
On suppose les conditions (2), ainsi, on a
H1f (Q, E(η)) = H1f (Q, E(χη−1)) = 0, Dcris(E(χη−1))ϕ=p
−1
= E(χη−1).
On pose D = Dcris(E(χη−1)), c'est un module régulier de Dcris(E(χη−1)). Il est alors facile
de voir que E+(E(η−1χ), D) = 1. On est alors dans le cas critique et les régulateurs p-
adiques et inﬁnis valent tous les deux 1. De plus, on sait que l'invariant L (η) construit
par Gross coïncide avec −L (E(χη−1), D) (voir [Ben14b, Théorème 3.3.2]). Il est donc
aisé de voir que le Théorème 0.1.2 est en accord avec le point ii) de la conjecture des zéros
exceptionnels.
0.1.5. Soit f une forme modulaire primitive de conducteur N premier à p, de poids
k impair et de caractère εf . Il existe un motif de Grothendieck Mf associé à f par Scholl
[Sch90] dont la réalisation p-adique est la représentation Vf associée à f par Deligne. De
plus, la fonction L
(
Mf
(
k+1
2
)
, s
)
associée au motifMf
(
k+1
2
)
coïncide avec L
(
f, k+1
2
+ s
)
.
Si p - N , alors la représentation Vf est cristalline en p et le polynôme de caractéristique du
Frobenius est donné par le polynôme Ep(f,X) déﬁni précédemment. SoitWf := Vf
(
k+1
2
)
.
On suppose que α = p
k−1
2 . Alors Dcris (Wf )ϕ=p
−1
est de dimension 1. On note D cet espace.
On peut prouver que D est régulier. Par les relations coeﬃcients-racines du polynôme
Ep(f,X) on peut montrer que
E+ (Wf , D) =
(
1− εf (p)
p
)
.
La fonction Lp,α vériﬁe les propriétés de Lp(T,N, s) pour T et N des GQ-réseau et Zp-
réseau adaptés. Le régulateur de Beilinson-Deligne coïncide avec la période Ω±f où ± est
(−1) k+12 η(−1) et le premier point de la formule de la conjecture des zéros exceptionnels
prend la forme de l'équation (5).
0.2 Fonctions L de Rankin-Selberg
0.2.1. L'objet d'étude de cette thèse est la fonction L associée à un couple de formes
modulaires. Soient deux formes modulaires f et g nouvelles, paraboliques, de poids res-
pectifs k et l, de niveaux respectifs Nf et Ng et de caractères respectifs εf et εg. On
suppose que 2 ≤ l ≤ k. On suppose que le produit de caractères εfεg est primitif modulo
N := ppcm(Nf , Ng). On peut alors déﬁnir la fonction L imprimitive de Rankin-Selberg
comme la série
L (f, g, s) = L (εfεg, 2s− k − l + 2)
∑
n≥1
anbn
ns
, Re(s) >
k + l
2
+ 1
où an et bn sont les n-ièmes coeﬃcients de la série de Fourier associée à f et g respecti-
vement. Cette fonction L possède une écriture comme un produit eulérien (voir (3.1.2)).
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De plus, la fonction L(f, g, s) et peut être prolongée en une fonction méromorphe du plan
complexe. Les fonctions L de Rankin-Selberg vériﬁent une équation fonctionnelle reliant
L(f, g, s) et L(f ∗, g∗, k + l − 1− s) (8)
(voir (3.1.5)). Shimura [Shi77] a prouvé un résultat d'algébricité de la fonction L(f, g, j)
pour j parcourant les entiers compris entre l et k − 1 (voir 3.1.7). Les entiers compris
entre l et k− 1 sont appelés les points critiques de la fonction L. On se réfère à la section
3.1 pour des propriétés plus précises sur ces fonctions L.
Soit p un nombre premier ne divisant pas N . Le résultat de Shimura est un premier pas
vers l'interpolation p-adique des valeurs algébriques de la fonction L de Rankin-Selberg.
Une telle construction peut être trouvée dans les travaux de Panschikin [Pan82] et de
Hida [Hid88] dans le cas ordinaire. Sous certaines conditions supplémentaires on peut
considérer deux familles de Coleman f et g passant par les p-stabilisations des formes
f et g. Urban (voir [Urb14] et [AI17]) a construit une fonction L p-adique Lp(f ,g, ωa)
à 3 variables interpolant les valeurs spéciales des fonctions L de Rankin-Selberg. Cette
construction généralise les travaux de Hida [Hid88], [Hid93] au cas où f et g ne sont pas
ordinaires. On pose, pour a ∈ N
Lp(f, g, ω
a, j) := Lp(f ,g, ω
a)(k, l, j).
Pour l ≤ j ≤ k − 1, on a
Lp(f, g, ω
a, j) = (?)L(f, g, j)
où (?) est un coeﬃcient qui dépend de a, j et des comportement locaux en p des repré-
sentations automorphes associées à f et g (voir 3.2.1).
Soit c = k+l−1
2
le point de symétrie donné par l'équation fonctionnelle (8). On suppose
que k et l sont de même parité et on note c± = c± 1
2
les deux entiers presque centraux. On
note (αp(f), βp(f)) (respectivement (αp(g), βp(g))) les racines de Ep(f,X) (respectivement
Ep(g,X)). Dans la section 4.1 on montre que si
αp(f)βp(g) = p
c− (9)
alors Lp(f, g, ωc
+
, s) s'annule en s = c+. On remarque que le point c+ est dans la bande
critique si et seulement si l < k. Dans cette thèse on s'intéresse uniquement au cas non-
critique. On suppose donc que les poids des deux formes modulaires sont égaux. Dans ce
cas c+ = k = l et c− = k − 1.
Soit Vf,g := Vf ⊗ Vg le produit des représentations p-adiques de Deligne associées à f
et g. On note Wf,g := Vf,g(k). Puisque p - N , alors Wf,g est une représentation cristalline
de dimension 4. Le poids motivique de la représentation Vf,g(m) est k + l − 2 − 2m. En
particulier, si k = l le poids motivique de la représentation Wf,g est −2.
Dans le cas ordinaire, Kings-Loeer-Zerbes ont déﬁni une période p-adique qu'ils
notent Ωp(k−1, v) (voir [KLZ15, Déﬁnition 7.2.3]). Dans l'esprit de la conjecture de Perrin-
Riou (6) cet élément serait la période p-adique associée à la représentation V ∗f,g(1 − k).
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Kings-Loeer-Zerbes ont montré que si βp(f)αp(g) 6= pk−1 alors on a
−(k − 2)!G(ε
−1
f )G(ε
−1
g )
E(f, g, k − 1) Lp(f, g, ω
k−1, k − 1) = Ωp(k − 1, v)
où E(f, g, k − 1) est déﬁni en 3.2.1 (voir [KLZ15, Théorème 6.5.9]). De manière équi-
valente, il est possible de montrer, en utilisant l'équation fonctionnelle, une égalité re-
liant Lp(f, g, ωk, k) à la période p-adique de la représentation Vf,g(k) à condition que
αp(f)βp(g) 6= pk−1, c'est-à-dire si (9) n'est pas satisfait. Ces deux résultats sont dans la
direction de la conjecture de Perrin-Riou (6).
Dans nos travaux on ne suppose pas que f et g soient ordinaires. On considère D,
le sous-ϕ-espace de Dcris(Wf ) de dimension 2 déﬁni comme la somme des deux espaces
propres associés aux valeurs propres αp(f)αp(g)p−k et αp(f)βp(g)p−k. En particulier si (9)
est satisfait cela implique Dϕ=p
−1 6= 0, on a ainsi
D = Dϕ=p
−1 ⊕Dϕ=αp(f)αp(g)p−k
avec la dimension de Dϕ=p
−1
valant 1. La conjecture des zéros triviaux prévoit alors
l'annulation de la fonction Lp(f, g, ωk, s) en s = k. On construit Ωp(Wf,g) en (4.15) comme
l'accouplement du logarithme de Bloch et Kato d'un élément de Beilinson-Flach avec un
élément canonique de l'espace cristallin. Le scalaire Ωp(Wf,g) est, à une renormalisation
près, l'élément Ωp(k − 1, v) de Kings, Loeer et Zerbes. Si Ωp(Wf,g) 6= 0, le résultat
principal de la thèse s'écrit
Théorème 0.2.1 (Théorème 4.2.6). Lorsque αp(f)βp(g) = pk−1 la fonction Lp(f, g, ωk, s)
s'annule en s = k et sa dérivée vériﬁe l'équation suivante
L′p(f, g, ω
k, k) = p(f, g)
E+(Wf,g, D)
(k − 2)!E(f)`(Wf,g, D)Ωp(Wf,g).
où E(f) et p(f, g) := (f ,g,k)p (k, k, k) sont déﬁnis 3.2.1 en 3.2.3 et respectivement,
`(Wf,g, D) est déﬁni en 4.2.3 et E+(Wf,g, D) est le facteur eulérien modiﬁé déﬁni en
(7).
Ce théorème est le premier résultat obtenu pour la conjecture des zéros exceptionnels
en un point non-critique. De plus, ce théorème est bien aussi valable dans le cas ordinaire
et permet donc de compléter le résultat précédent de Kings-Loeer-Zerbes.
Pour le reste de ce paragraphe on considère toujours que αp(f)βp(g) = pk−1.
Soit Mf,g le motif associé au couple de formes modulaires (f, g) tordu par la k-ième
puissance du caractère cyclotomique. On suppose que l'espace D déﬁni précédemment est
régulier. Soient T et N des réseaux de Wf et D stable par GQ et GQp respectivement.
Alors la fonction L p-adique associée Lp(N, T, s) coïncide, à un nombre ﬁni de facteurs
eulériens près avec Lp(f, g, ωk, s + k). Puisque Dϕ=p
−1
est de dimension 1, la conjecture
des zéros triviaux prévoit un zéro simple de la fonction Lp(f, g, ωk, s) en s = k. Dans
ce texte il est montré que le zéro est simple si Ωp(Wf,g) 6= 0 (voir section 4.2). Sous
certaines conditions techniques (voir section 4.3) on peut montrer que l'invariant ad-hoc
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`(Wf,g) coïncide avec l'invariant L (Wf,g, D) et que Ωp(Wf,g) coïncide avec la période p-
adique associée à Wf,g et D calculée dans une base explicitée dans le texte. On suppose,
comme dans le chapitre 7 de [KLZ15], que le terme principal de la fonction complexe
L(f ∗, g∗, s) en s = k − 1 s'exprime grâce à la période inﬁnie Ω∞(f ∗, g∗) associée au motif
Mf∗,g∗(−1). On remarque que ce motif peut être aussi vu comme le motif M∗f,g(1). Alors,
grâce à l'équation fonctionnelle, le terme principal de L(Mf,g, s) en s = 0 est lié à la même
période et le théorème 0.2.1 se réécrit
L′p(T,N, 0)
Ωp(Wf,g)
=
NfNg(k0 − 1)!
16pi2
E+(Wf,g, D)
E(f) L (Wf,g, D)
L(Mf,g, 0)
Ω∞(f ∗, g∗)
(voir 4.3.3). Bien qu'on ne retrouve pas directement l'équation de la conjecture des zéros
exceptionnels cette formule s'inscrit dans la lignée de cette théorie. La période Ω∞(f ∗, g∗)
du motif dual apparaît suite à l'utilisation de l'équation fonctionnelle. Cela a pour but de
garder les mêmes hypothèses que dans le chapitre 7 de [KLZ15]. Il serait aussi possible
de formuler une conjecture analogue faisant apparaître la période liée à Mf,g à la place,
nous rapprochant ainsi du résultat donné par la conjecture des zéros exceptionnels.
Dans le cas où f = g∗ et sont de poids 1, Rivero et Rotger [RR18] étudient les zéros
triviaux de la représentation adjointe en spécialisant le système d'Euler de Beilinson-Flach
au poids (1, 1). Il serait intéressant de mieux comprendre le lien entre les deux textes.
0.2.2. La preuve du théorème principal repose grandement sur le fait de pouvoir ex-
primer la fonction L p-adique associée aux familles de Coleman f et g grâce au logarithme
élargi d'éléments de Beilinson-Flach.
Les éléments dits de Beilinson-Flach ont été introduits par Beilinson ( [Bei84, chapitre
2]). Beilinson a lié leurs images par le régulateur complexe avec la valeur en s = 2 de la
fonction L(f, g, s) de Rankin-Selberg pour f et g deux formes de poids 2. Ces éléments sont
retravaillés dans le texte de Flach [Fla92]. Ces travaux ont été généralisés par Bertolini,
Darmon et Rotger [BDR15a]. Ils montrent que pour f ﬁxe, ordinaire de poids 2, et g
la famille de Hida passant par la forme ordinaire g, la fonction L p-adique à 2 variables
introduite dans [BDR15b] coïncide avec le régulateur p-adique d'un certain élément de
Beilinson-Flach. Un résultat similaire est prouvé dans [LLZ14] pour f variant en famille
et g une forme ﬁxée de poids supérieur ou égal à 2. Les travaux de Kings-Loeer-Zerbes
[KLZ17] ont permis de généraliser ce résultat à la fonction de Hida à 3 variables en faisant
varier f et g en familles. Dans cette thèse on utilise une généralisation de ce résultat aux
familles de Coleman faite par Loeer-Zerbes, enlevant ainsi la condition d'ordinarité des
formes f et g.
Théorème 0.2.2. [KLZ17, théorème 10.2.2 ] Soient f et g des formes modulaires pri-
mitives, et f et g des familles de Coleman passant par des p-stabilisations de f et g.
Alors la fonction L p-adique à trois variables associées aux familles f et g coïncide avec
le logarithme élargi d'un élément de Beilinson Flach.
On déﬁnit la fonction L p-adique associée à f et g comme la restriction de Lp(f ,g, ωa)
à la droite (k, l, s)
Lp(f, g, ω
a, s) := Lp(f ,g, ω
a)(k, l, s).
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En spécialisant les familles de Coleman f et g en fα et gα on obtient une écriture de la
fonction p-adique Lp(f, g, ωk, s) comme le logarithme élargi de Perrin-Riou d'un élément
de Beilinson-Flach cBFf,gk−1 de la cohomologie d'Iwasawa
H1Iw,S
(
Q,W ∗f,g(1)
)
(voir Proposition 3.5.4). On dérive alors le logarithme élargi dans l'esprit du texte de
Benois [Ben14b]. Il est ensuite possible de faire ressortir un invariant ad-hoc `(Wf,g, D)
et on obtient la proposition suivante
Théorème 0.2.3 (voir 4.2.4). Soit c > 1 un paramètre tel que (c, 6Np) = 1. Sous cer-
taines conditions techniques, on peut exprimer la dérivée de la fonction L p-adique associée
à f et g en s = k en terme de l'invariant `(Wf,g, D) et d'un élément de Beilinson-Flach
cbf
f,g,k−1 dépendant de f, g et de c
L′p(f, g, ω
k, k) =
(−1)k+1 (c2 − ε−1f (c)ε−1g (c)c2)−1
E(f)−1G(ε−1f )G(ε−1g )
(
1− 1
p
) `(Wf,g, D) [exp∗ (cbf f,g,k−1) ,Θf,g[k]]
où exp∗ désigne l'exponentielle duale de Bloch et Kato, où G(ε−1f ) et G(ε
−1
g ) sont les
sommes de Gauss de ε−1f et ε
−1
g , où Θf,g[k] est un vecteur propre du Frobenius de valeur
propre p−1 déﬁni en (3.64) et où [, ] désigne l'accouplement classique
Dcris(Wf,g)× Dcris(W ∗f,g(1))→ E.
On cherche ensuite à donner une seconde écriture pour l'accouplement présent dans le
théorème précédent
[
exp∗
(
cbf
f,g,k−1) ,Θf,g[k]]. En utilisant l'équation fonctionnelle prou-
vée en 3.2.3 pour les fonctions L p-adiques à 3 variables, on a
Lp(f ,g, ω
k)(k, y, y) = (f ,g, y)Lp(f
∗,g∗, ωk−1)(k, y, k − 1)
où f∗ et g∗ sont les familles de Coleman associées aux formes modulaires conjuguées
f ∗ et g∗ et y est une variable parcourant un espace dense d'une boule de Zp. Grâce à
des éléments de Beilinson-Flach modiﬁés construits dans la section 3.4 il est possible de
mettre en facteur le facteur eulérien s'annulant dans l'écriture des deux restrictions (voir
Proposition 3.5.6 et Proposition 3.5.8). Pour ce faire, on créé des éléments de Beilinson-
Flach non-stabilisés (voir Proposition 3.4.12). Cette stratégie est dans l'esprit des fonctions
L dites améliorées construites par Greenberg-Stevens dans [GS93] pour la fonction L
associée à une seule forme modulaire. En utilisant la continuité des fonctions L p-adique
il est possible de factoriser ce mauvais facteur. Alors, en évaluant en un certain point
on arrive à lier l'accouplement
[
exp∗
(
cbf
f,g,k−1) ,Θf,g[k]] avec l'analogue ad-hoc de la
période p-adique Ωp(Wf,g). En liant ce résultat avec le Théorème 0.2.3 on prouve ainsi le
théorème principal de la thèse.
0.3 Plan de la thèse
Voici un rapide aperçu du plan de ce travail :
Le premier chapitre a pour but de donner un certain nombre de déﬁnitions et propriétés
nécessaires pour le reste de la thèse. On commence par dresser un portrait non-exhaustif
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des propriétés des (ϕ,Γ)-modules et de leur cohomologie dans les deux premières sections.
Dans la troisième section, on s'intéresse tout particulièrement aux cas des modules de rang
1. Dans les deux sections suivantes, on présente l'exponentielle élargie de Perrin-Riou et
sa généralisation par Nakamura. Dans la sixième section, on rappelle les déﬁnitions et pro-
priétés des courbes modulaires et formes modulaires. Dans la dernière section, on introduit
les interpolations p-adique des formes modulaires. Dans cette section, on cherche aussi à
donner une interpolation p-adiques de leurs objets associés, comme les représentations de
Deligne et les (ϕ,Γ)-modules associés.
Le second chapitre a pour but de déﬁnir l'invariant L et d'en donner une interpré-
tation. Dans la première section on déﬁnit l'invariant L des représentations de poids
motivique valant −2, ce qui nous sera utile pour la représentation Wf,g. Dans la seconde
section, on propose une déﬁnition analogue de l'invariant L aux représentations de poids
motivique valant 0. Ensuite, dans une troisième section, on lie les deux constructions
par dualité. Enﬁn, dans la dernière section on montre que l'invariant L d'une représen-
tation p-adique est naturellement retrouvé dans la dérivée de l'exponentielle élargie de
Perrin-Riou.
Le troisième chapitre a pour but de mettre en place les outils nécessaires aﬁn de
prouver le théorème principal de la thèse. Dans la première section, on déﬁnit et on
donne les propriétés importantes des fonctions L de Rankin-Selberg associées aux couples
de formes modulaires. Dans la seconde section, on donne les propriétés de la fonction
de Urban à 3 variables permettant d'interpoler p-adiquement les fonctions de Rankin-
Selberg grâces aux familles de formes modulaires. Dans une troisième section, on étudie les
représentations associées aux couples de formes modulaires. Dans la quatrième section, on
donne la déﬁnition des éléments de Beilinson-Flach associés aux formes modulaires. Dans
la dernière section, on utilise les éléments de Beilinson-Flach construits précédemment
et les travaux de Kings-Loeer-Zerbes pour lier la fonction de Urban à 3 variables aux
éléments de Beilinson-Flach construits dans la section précédente.
Le dernier chapitre a pour but de prouver le théorème principal de la thèse. Dans
une première section on recherche les points classiques d'annulation de la fonction L de
Urban. Dans la seconde sections on utilise l'ensemble des outils construits précédemment
pour calculer la dérivée de la fonction L p-adique en fonction de l'invariant L et de la
période p-adique. Enﬁn, dans la dernière section, on met en relation le résultat précédent
et la conjecture des zéros exceptionnels.
Chapitre 1
Préliminaires
Dans ce chapitre on introduit des notions nécessaires tout au long de ce mémoire.
Dans les trois premières sections, on s'intéresse aux (ϕ,Γ)-modules. On introduit cette
notion dans le premier paragraphe, dans le second on étudie la cohomologie de ces modules
et dans le troisième on se penche particulièrement sur les modules de rang 1. Dans les
sections 4 et 5, on s'intéresse aux exponentielles élargies en donnant la construction de
Perrin-Riou dans la section 4 et une généralisation de Nakamura dans la section suivante.
Dans la sixième section on rappelle les déﬁnitions des courbes modulaires et des formes
modulaires. Enﬁn, dans la dernière section, on introduit des interpolations p-adiques de
diﬀérents éléments déﬁnis dans les sections précédentes.
1.1 (ϕ,Γ)-modules
La théorie des (ϕ,Γ)-modules fut initiée par Fontaine dans son papier [Fon91].
1.1.1. Soit p un nombre premier. Soit Qp une clôture algébrique de Qp que l'on ﬁxe
pour le reste de ce manuscrit et Cp la complétion p-adique de Qp. On note vp : Cp →
R∪{∞} la valuation p-adique normalisée par vp(p) = 1. On note |x|p =
(
1
p
)vp(x)
la norme
p-adique de x. On note B(r, 1) la couronne
B(r, 1) := {x ∈ Cp | r ≤| x |p< 1}.
On ﬁxe un système de racines primitives pn-ièmes de l'unité ε := (ζpn)n≥0 tel que pour
tout n ∈ N on aie ζppn+1 = ζpn . On note GQp := Gal(Qp/Qp). On note Kn := Qp(ζpn) et
K∞ :=
∞⋃
n=0
Kn la tour cyclotomique. Soit Γ := Gal(K∞/Qp). Le caractère cyclotomique
χ : Γ→ Z×p est déﬁni par τ (ζpn) = ζχ(τ)pn pour tout τ ∈ Γ.
1.1.2. Pour tout 0 ≤ s < 1, on note
R(s) :=
{
f(X) =
∑
k∈Z
akX
k
∣∣∣∣ ak ∈ Zp et f est holomorphe sur B(s, 1)
}
,
E (s) :=
{
f(X) ∈ R(s)
∣∣∣∣ f est bornée sur B(s, 1)} .
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On muni ces anneaux d'une action de Γ et d'un Frobenius ϕ comme suit :
Les actions de Γ et de ϕ sont triviales sur les coeﬃcients de la série et sont données par
les deux équations suivantes
∀τ ∈ ΓK , τ(f(X)) = f(τ(X)) où τ(X) = (1 +X)χ(τ) − 1,
ϕ(f(X)) = f(ϕ(X)) où ϕ(X) = (1 +X)p − 1.
On note le corps E † =
⋃
0≤r<1
E (s). L'opérateur ϕ possède un inverse par la gauche que l'on
note ψ et qui s'écrit
ψ(f) =
1
p
ϕ−1
(
TrE †/ϕ(E †)(f)
)
.
L'action de ψ sur les séries s'écrit aussi
ψ(f(X)) =
1
p
ϕ−1
(∑
ζp=1
f(ζ(1 +X)− 1)
)
.
Le corps E † possède une valuation que l'on écrit w
w
(∑
k∈Z
akX
k
)
= min{vp(ak) | k ∈ Z}.
Cela permet de déﬁnir OE † l'anneau des entiers de E †.
De manière similaire, on déﬁnit R = ⋃
0≤r<1
R(s). Les actions de Γ et de ϕ s'étendent
sur R par continuité. On déﬁnit
t := log(1 +X) =
∞∑
k=1
(−1)k+1Xk
k
∈ R. (1.1)
Un calcul rapide donne ϕ(t) = pt et τ(t) = χ(τ)t pour tout τ ∈ Γ.
1.1.3. Soit E une extension ﬁnie de Qp. Pour travailler sur les représentations p-
adiques à coeﬃcients dans E il est pratique de déﬁnir les anneaux E †E := E
† ⊗Qp E,
RE := R⊗Qp E et OE †E := OE † ⊗Zp OE.
Déﬁnition 1.1.1. i) Un (ϕ,Γ)-module au-dessus de E †E (respectivement RE) est un E †E-
module libre (respectivement RE-module) D de rang ﬁni équipé d'actions linéaires de Γ et
de ϕ qui commutent entre elles et telles que l'application linéaire induite E †E ⊗E †E ,ϕD→ D
(respectivement RE ⊗RE ,ϕ D→ D) soit un isomorphisme.
ii) Un (ϕ,Γ)-module au-dessus de E †E est dit étale s'il existe une base de D telle que la
matrice de ϕ dans cette base soit dans GLd
(
OE †E
)
.
On appelle RepE(GQp) la catégorie des représentations p-adiques de GQp et à coeﬃ-
cients dans E, c'est-à-dire la catégorie des E-espaces vectoriels de dimension ﬁnie munis
d'une action continue et linéaire de GQp .
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Théorème 1.1.2 ([Fon91], [CC98]). Il existe un foncteur naturel V → D†(V ) qui induit
une équivalence de catégories entre RepE(GQp) et la catégorie des (ϕ,Γ)-modules au-
dessus de E †E qui sont étales.
Grâce à la théorie de Kedlaya (voir [Col08, Proposition 1.4 et Corollaire 1.5]) on sait
que le foncteur D→ RE⊗E †ED établit une équivalence entre la catégorie des (ϕ,Γ)-modules
étales au-dessus de E †E et la catégorie des (ϕ,Γ)-modules au-dessus deRE qui sont de pente
0 dans le sens de Kedlaya voir [Ked04]. En utilisant ce résultat ainsi que le théorème
précédent on sait que le foncteur V 7→ D†rig(V ) déﬁni par D†rig(V ) := RE⊗E †E D
†(V ) induit
une équivalence entre RepE(GQp) et la catégorie des (ϕ,Γ)-modules au-dessus de RE qui
sont de pente 0.
1.1.4. On appelle (ϕ,N)-module ﬁltré au-dessus de K à coeﬃcients dans E tout
E-espace vectoriel M équipé des structures suivantes :
• un opérateur E-linéaire et nilpotent N tel que N ◦ ϕ = p.ϕ ◦N
• une ﬁltration exhaustive et décroissante (FiliM)i∈Z de M .
On note MFϕ,NQp la catégorie des (ϕ,N)-modules ﬁltrés. Les sauts dans la ﬁltration sont
appelés poids de Hodge-Tate du module. On appelle module de Dieudonné ﬁltré tout
élément de MFϕ,NQp avec N = 0. On note MF
ϕ
Qp la catégorie des modules de Dieudonné
ﬁltrés. On déﬁnit RE,log := RE[logX] où logX satisfait les lois suivantes
τ(log(X)) = d log(X) + log
(
τ(X)
X
)
, τ ∈ Γ, ϕ(log(X)) = p log(X) + log
(
ϕ(X)
Xp
)
.
On déﬁnit l'opérateur de monodromie N : RE,log → RE,log par N := −
(
1− 1
p
)−1
d
d logX
.
Pour tout (ϕ,Γ)-module D au-dessus de RE on déﬁnit
Dcris(D) := (D⊗RE RE [1/t])Γ , Dst(D) := (D⊗RE RE,log [1/t])Γ .
Alors Dcris(D) (respectivement Dst(D)) est un E-espace vectoriel de dimension ﬁnie équipé
d'une action naturelle de ϕ (respectivement d'actions naturelles de ϕ et N). De plus, on
construits des ﬁltrations décroissantes sur Dcris(D) et Dst(D) en prenant
Fili (Dcris(D)) :=
(
D⊗RE tiRE
)Γ
,Fili (Dst(D)) :=
(
D⊗RE tiRE,log
)Γ
.
On a
Dcris(D) = Dst(D)N=0,
dim(Dcris(D)) ≤ dim(Dst(D)) ≤ rank(D).
On dit que D est cristallin (respectivement semi-stable) si la dimension de Dcris(D) est
égale au rang de D (respectivement si dim(Dst(D)) = rank(D)). On noteMϕ,Γst,Qp etM
ϕ,Γ
cris,Qp
respectivement les catégories des (ϕ,Γ)-modules semi-stables et cristallins. Lorsque D est
semistable on appelle poids de Hodge-Tate de D les poids de Hodge-Tate de Dst(D)K .
Théorème 1.1.3. i) Les foncteurs Dcris : M
ϕ,Γ
cris,Qp → MFϕQp et Dst : Mϕ,Γst,Qp → MFϕ,NQp
sont des équivalences de catégories.
ii) Si V est une représentation p-adique de GQp alors Dcris(D
†
rig(V )) (respectivement
Dst(D†rig(V ))) est canoniquement et fonctoriellement isomorphe au module de Fontaine
Dcris(V ) (respectivement Dst(V )).
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Démonstration. Le premier point est dû à [Ber08, Théorème III.2.4]. Le second point est
une conséquence de [Ber02, Théorème 0.2].
1.1.5. Pour toute E-algèbre aﬃnoïde A on déﬁnit EA := EE⊗̂EA et RA := RE⊗̂EA
. Une représentation p-adique de GQp à coeﬃcients dans A est un A-module projectif de
type ﬁni avec une action continue linéaire de GQp . Il est alors possible de déﬁnir pour
chaque représentation V un module D†rig,A(V ) au-dessus de RA(K) (voir [KPX14] pour la
construction de D†rig,A(V )).
Théorème 1.1.4. [KPX14, Théorème 2.2.17] Le foncteur allant de la catégorie des re-
présentations p-adiques de GQp et à valeurs dans la catégorie des modules au-dessus de
RA(K) déﬁni par V 7→ D†rig,A(V ) est pleinement ﬁdèle et commute avec les morphismes
de changement de bases.
De plus, si A = E l'espace D†rig,A(V ) est exactement D
†
rig(V ) déﬁni précédemment.
1.1.6. Pour B = E †E(K) où B = RA(K), si D est un (ϕ,ΓK)-module au-dessus de B,
on note D∗ le module dual D∗ := HomB(D,B). On note D(χ) le module obtenu en tordant
l'action de ΓK sur D par le caractère cyclotomique.
1.2 Cohomologie des (ϕ,Γ)-modules
1.2.1. On ﬁxe γ un générateur topologique de Γ. Si D est un (ϕ,Γ)-module au-dessus
de RA(K) on écrit H∗(D) pour la cohomologie du complexe
Cϕ,γ(D) : 0→ D f→ D⊕ D g→ D→ 0.
où f(x) = ((ϕ− 1)x, (γ − 1)x) et g(y, z) = (γ − 1)y − (ϕ − 1)z. Pour toute suite exacte
courte de (ϕ,Γ)-modules
0→ D1 → D→ D2 → 0
on a une suite exacte longue sur les groupes de cohomologie
0→ H0(D1)→ H0(D)→ H0(D2)→ H1(D1)→ ...→ H2(D2)→ 0.
Proposition 1.2.1. La cohomologie des (ϕ,Γ)-modules sur RA satisfait les propriétés
suivantes :
• les H∗(D) sont des A-modules de type ﬁni.
• La dualité de Tate. pour tout i ∈ {0, 1, 2} il existe un accouplement fonctoriel donné
par le cup produit
H i(D)×H2−i(D∗(χ)) ∪→ H2(RA(K)(χ)) ' A
qui est compatible avec les homomorphismes de connexion dans le sens usuel. C'est
une généralisation de la dualité de Poincaré lorsque A = E.
Démonstration. Voir respectivement [KPX14, Théorème 4.4.2 et Théorème 4.4.5(2)] pour
le premier et second point.
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La cohomologie galoisienne est liée à la cohomologie des (ϕ,Γ)-modules.
Proposition 1.2.2. Soit V une représentation p-adique de GQp à coeﬃcients dans A
alors la cohomologie galoisienne continue H∗(Qp, V ) est fonctoriellement isomorphe à
H∗(D†rig,A(V )).
Démonstration. Voir [KPX14, Proposition 2.3.7].
1.2.2. Pour tout caractère continu δ : Q×p → A× soitRA (δ) := RAeδ le (ϕ,Γ)-module
de rang un déﬁni par les lois
∀γ ∈ Γ, γ (eδ) = δ (χ (γ)) eδ, ϕ (eδ) = δ (p) eδ.
Proposition 1.2.3. [Nak14, sections 2.3 et 2.4 ] Soit δ : Q×p → A× un caractère continu
vériﬁant
∃m ∈ Z≥1, δ(u) = um, ∀u ∈ Z×p .
et D = RA(δ) le (ϕ,Γ)-module de rang 1 à coeﬃcients dans A associé à δ. Il existe un
morphisme appelé exponentielle
expD : Dcris(D)→ H1(D)
tel que pour tout ψ : A→ E et Dψ = D⊗A,ψ E le diagramme suivant commute
Dcris(D) H1(D)
Dcris(Dψ) H1(Dψ)
expD
expDψ
Soit l'accouplement canonique [., .] déﬁni par
[., .] : Dcris(D)×Dcris(D∗(χ))→ Dcris(RE(χ)) ' E.
Par dualité locale, on déﬁni l'exponentielle duale comme l'unique morphisme
exp∗D∗(χ) : H
1(D∗(χ))→ Dcris(D∗(χ))
vériﬁant
expD(x) ∪ y =
[
x, exp∗D∗(χ)(y)
]
pour tout x ∈ Dcris(D) et y ∈ H1(D∗(χ)). De plus, ce morphisme est compatible avec les
morphismes de changement de bases.
1.2.3. Soit V une représentation p-adique de GQp à coeﬃcients dans une E-algèbre
aﬃnoïde A. On suppose que A est une algèbre réduite. Par un théorème de Chenevier
(voir [Che09, Lemme 3.18]) il est possible de déﬁnir une norme sur A dont la boule unité
est A◦ :=
{
a ∈ A∣∣ ||a|| ≤ 1} et un sous-A◦-module T de A de type ﬁni stable sous l'action
de GQp . On déﬁnit
H iIw(K,T ) := lim←−
corKn/Kn−1
H i(Kn, T ),
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où corKn/Kn−1 est le morphisme de corestriction. On déﬁnit aussi
H iIw(K,V ) := H
i
Iw(K,T )⊗OE E.
Cette déﬁnition est indépendante du choix du module T .
1.2.4. Pour la suite de cette section, on suppose que A = E. Soit D un (ϕ,Γ)-module
sur RE. D'après le premier point de la Proposition 1.2.1, H i(D) est un E-espace vectoriel
de dimension ﬁnie pour tout i. De plus, la formule usuelle de la caractéristique d'Euler
est satisfaite (voir [Liu07] et [Her98])
2∑
i=0
(−1)i dimE H i(D) = − [K : Qp] rankRE(K)(D).
On associe à tout cocycle α = (a, b) ∈ Z1(Cϕ,γ(D)) l'extension
0→ D→ Dα → RE → 0
déﬁnie par
Dα = D⊕RE.e, (ϕ− 1)e = a, (γ − 1)e = b.
Cela déﬁni un isomorphisme canonique
H1(D) ' Ext1ϕ,Γ(RE,D).
On dit qu'une classe cl(α) de H1(D) est cristalline si
dimE Dcris(Dα) = dimE Dcris(D) + 1
et on note
H1f (D) :=
{
cl(α) ∈ H1(D) | cl(α) est cristalline}
l'ensemble des classes cristallines.
Proposition 1.2.4. Soit
0→ D1 → D→ D2 → 0
une suite exacte de (ϕ,Γ)-modules cristallins. Alors la suite suivante est exacte
0→ H0(D1)→ H0(D)→ H0(D2)→ H1f (D1)→ H1f (D)→ H1f (D2)→ 0.
Démonstration. Voir [Ben11, Corollaire 1.4.6].
Pour le reste de ce paragraphe, on suppose que D est cristalline. On déﬁnit l'espace
tangent de D par
tD(Qp) := Dcris(D)/Fil0Dcris(D).
On considère le complexe suivant (voir [Nek90] et [FPR94])
C•cris(D) : Dcris(D)
h→ tD(Qp)⊕Dcris(D)
où les modules sont placés dans les degrés 0 et 1 et où
h(d) =
(
d
(
modFil0Dcris (D)
)
, (1− ϕ) (d)) .
1.2. COHOMOLOGIE DES (ϕ,Γ)-MODULES 25
L'équivalence entre MFϕQp et M
ϕ,Γ
cris,Qp donne un isomorphisme canonique
H1(C•cris(D))→ H1f (D).
On déﬁnit alors l'application exponentielle
expD : tD(Qp)⊕Dcris(D)→ H1(D)
comme la composition de l'isomorphisme précédent avec la projection naturelle tD(Qp)⊕
Dcris(D)→ H1(C•cris(D)) et l'inclusion H1f (D) ⊂ H1(D).
1.2.5. Soit V une représentation de GQp cristalline. Cela est équivalent à demander
que D†rig(V ) soit un (ϕ,Γ)-module cristallin. L'isomorphisme H1(D
†
rig(V )) ' H1(Qp, V )
donnée dans la Proposition 1.2.2 identiﬁe aussi les deux espaces H1f (D
†
rig(V )) et H
1
f (Qp, V )
de Bloch et Kato ([Ben11, Proposition 1.4.2]). L'espace tangent de V est par déﬁnition
tV (Qp) := Dcris(V )/Fil0Dcris(V ).
On a le diagramme commutatif suivant grâce à [Nak14, Théorème 2.21]
tD(Qp) H1(D)
tV (Qp) H1(Qp, V )
expD
expV
où l'on note D = D†rig(V ) par souci de concision. Cela permet ainsi d'identiﬁer l'expo-
nentielle des (ϕ,Γ)-modules avec celle de Bloch et Kato (déﬁnition au Paragraphe 4 de
[BK90]).
Comme dans le paragraphe précédent, on déﬁnit alors l'application exponentielle duale
exp∗D∗(χ) : H
1(D∗(χ))→ Fil0DdR(D∗(χ)).
C'est l'unique application linéaire de H1(D∗(χ)) dans Fil0DdR(D∗(χ)) telle que
expD(x) ∪ y =
[
x, exp∗D∗(χ)(y)
]
pour tout x ∈ Dcris(D) et y ∈ H1(D∗(χ)).
1.2.6. Soit V une représentation de GQp cristalline.
Proposition 1.2.5. L'application naturelle
D†(V )→ D†rig(V )
induit un quasi-isomorphisme de complexes Cϕ,γK
(
D†(V )
)→ Cϕ,γK (D†rig(V )).
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Par conséquent, la cohomologie du complexe Cϕ,γK
(
D†(V )
)
permet de retrouver les
groupes de cohomologie H i(Qp, V ).
Soit C†Iw,ψ(V ) le complexe
C†Iw,ψ(V ) : D
†(V )
ψ−1→ D†(V ).
La cohomologie d'Iwasawa H∗Iw(Qp, V ) est fonctoriellement isomorphe à la cohomologie
du complexe C†Iw,ψ(V ) (voir [CC99]).
Le travail joint de Cherbonnier et Colmez [CC98] et [CC99] permet de donner l'inter-
prétation suivante des applications de projection prV,n : H
1
Iw(Qp, V ) → H1(Kn, V ). Soit
x ∈ D†(V )ψ=1 et γn = γ[Kn:Qp]. Alors (ϕ−1)x ∈ D†(V )ψ=0 et grâce à [CC98, Lemme 1.5.1]
il existe un élément u ∈ D†(V ) tel que (γn − 1)y = (ϕ − 1)x. La projection prV,n envoie
alors x sur la classe cl(y, x). Cette interprétation a été mise en avant par Fontaine.
1.3 (ϕ,Γ)-modules de rang 1
1.3.1. Premièrement, on s'intéresse aux (ϕ,Γ) de rang 1, ce sujet est étudié dans les
textes [Ben11] et [Col08].
Proposition 1.3.1. i) Tout (ϕ,Γ)-module de rang 1 au-dessus de RE est isomorphe à
RE (δ) pour un unique caractère δ : Q∗p → E∗.
ii) Tout (ϕ,Γ)-module de rang 1 au-dessus de RE est cristallin si et seulement si le
caractère δ restreint à Z×p est de la forme δ |Z×p : u 7→ um pour un certain m ∈ Z.
Démonstration. Le premier point est [Col08, Proposition 3.1] et le second point est [Ben11,
Lemme 1.5.2].
Dans le cas cristallin Dcris (RE (δ)) est l'espace vectoriel de dimension 1 engendré par
t−meδ où m est l'unique poids de Hodge Tate de RE (δ). et où le Frobenius ϕ agit sur
Dcris (RE (δ)) par la multiplication par p−mδ (p). Le calcul des groupes de cohomologie des
(ϕ,Γ)-modules de rang 1 se divise en 4 cas. Le lecteur est invité à se référer aux sections
2.3-2.5 du texte de Colmez [Col08] ainsi qu'à la Proposition 1.5.3 et au Théorème 1.5.7
du texte de Benois [Ben11] pour plus de détails ainsi que pour les preuves des résultats
cités ci-dessous.
• S'il existe m ≥ 0 tel que δ (u) = u−m pour tout u dans Z×p et δ (x) 6= x−m sur Zp,
alors H i (RE (δ)) = 0 pour i ∈ {0, 2} et H1 (RE (δ)) est un E-espace vectoriel de
dimension 1 avec H1f (RE (δ)) = 0.
• S'il existe m ≥ 0 tel que δ (x) = x−m sur Zp, alors on a
H0 (RE (δ)) = Dcris (RE (δ)) , H2 (RE (δ)) = 0.
De plus l'application
iδ :
{
Dcris (RE (δ))⊗Dcris (RE (δ)) → H1 (RE (δ))
(x, y) 7→ cl (−x, log (χ (γ)) y) .
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est un isomorphisme. On note iδ,f (respectivement iδ,c) la restriction de iδ à la
première coordonnée (respectivement la seconde coordonnée). Alors Im (iδ,f ) =
H1f (RE (δ)) et on a la décomposition canonique
H1 (RE (δ)) ' H1f (RE (δ))⊕H1c (RE (δ))
où H1c (RE (δ)) est l'image de iδ,c. On pose
xm = iδ,f (t
meδ) = − cl (tmeδ, 0) ,
ym = iδ,c (t
meδ) = log (χ (γ)) cl (0, t
meδ) .
• S'il existe m ≥ 1 tel que δ (u) = um pour tout u dans Z×p et δ (x) 6= |x|p xm sur Zp,
alors H i (RE (δ)) = 0 pour i ∈ {0, 2} et H1 (RE (δ)) est un E-espace vectoriel de
dimension 1 avec H1f (RE (δ)) = H1 (RE (δ)).
• S'il existe m ≥ 1 tel que δ (x) = |x|p xm sur Zp, alors H0 (RE (δ)) = 0 et H2 (RE (δ))
est un E-espace vectoriel de dimension 1. De plus χ (x) δ−1 (x) = x1−m et il existe
un unique isomorphisme
iδ : Dcris (RE (δ))⊗Dcris (RE (δ))→ H1 (RE (δ))
tel que
iδ (α, β) ∪ iχδ−1 (x, y) = [β, x]− [α, y]
où [., .] : Dcris (RE (δ)) × Dcris (RE (χδ−1)) → E est l'accouplement usuel. Comme
pour le second cas on note iδ,f et iδ,c les restrictions de iδ à la première et à la seconde
coordonnée respectivement. Alors Im (iδ,f ) = H1f (RE (δ)) et on a la décomposition
canonique
H1 (RE (δ)) ' H1f (RE (δ))⊕H1c (RE (δ))
où H1c (RE (δ)) est l'image de iδ,c.
1.3.2. Il est aussi intéressant d'étudier les (ϕ,Γ)-modules D tels que le Frobenius
agisse comme la multiplication par une constante sur Dst (D).
Proposition 1.3.2. Soit D un (ϕ,Γ)-module semi-stable de rang d et de poids de Hodge
Tate k1, ..., kd écrits avec leur multiplicité. On suppose que Dst (D) = Dst (D)ϕ=λ pour un
λ quelconque de Q∗p. Alors, le module D admet la décomposition
D '
d⊕
i=1
RE (δi)
où les δi sont déﬁnis par δi (u) = uki pour u ∈ Z×p et δi (p) = λpki.
Démonstration. Voir [Ben11, Proposition 1.5.9].
1.3.3. On considère maintenant les (ϕ,Γ)-modules de rang 1 sur RA.
Remarque 1.3.3. Contrairement à 1.3.1i) il existe des (ϕ,Γ)-modules de rang un D sur
RA tels que D 6' RA(δ) pour tout caractère continu δ.
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Proposition 1.3.4. Soient m ∈ Z et α ∈ A×, on déﬁnit un caractère continu δ de Q×p
dans A× par
δ(u) = um, u ∈ Z×p , δ(p) = α. (1.2)
La cohomologie de RA(δ) vériﬁe les propriétés suivantes :
i) Si p−mα 6= 1 alors
H0(RA(δ)) = 0.
ii) Si A est principal et m ≤ 0, alors
H2(RA(δ)) = 0.
Démonstration. Si δ satisfait (1.2) le module cristallin Dcris(RA(δ)) est le A-module libre
de rang 1 engendré par dδ := t−meδ. Alors
ϕ(dδ) = p
−mα dδ.
Si p−mα 6= 1 alors
H0(RA(δ)) ⊂ Dcris(RA(δ))ϕ=1 = {0}
ce qui prouve le premier point.
Soient C• un complexe de A-modules et B un A-module. On a la suite spectrale suivante
Ei,j2 := Tor
A
−i
(
Hj(C•), B
)⇒ Ei+j2 := H i+j (C• ⊗A B) .
Soit m ∈ Spm(A), en appliquant cette suite spectrale en B := A/m et C• := Cψ,γ (RA(δ))
on obtient la suite spectrale suivante
Ei,j2 := Tor
A
−i
(
Hj(RA(δ)), A/m
)⇒ Ei+j2 := H i+j (RA(δ)⊗ A/m) . (1.3)
Puisque A est principal, Ei,j2 est nul sauf si i ∈ {0,−1}. Pour i + j = 2 le seul terme
non-nul est E0,22 donc
H2 (RA(δ)⊗ A/m) ' H2(RA(δ))⊗ A/m.
De plus, RA(δ)⊗ A/m = RE(δm) or δm(u) = um,∀u ∈ Z×p . Alors, puisque m ≤ 0
∀m ∈ Spm(A), H2(RA(δ))⊗ A/m = 0.
Or, A est principal et H2(RA(δ)) est un A-module de type ﬁni. On a la décomposition
H2(RA(δ)) = Ar ⊕tj=1 A/(λj)
où r, t ∈ N et λj sont des éléments de A. En regardant le produit tensoriel avec les
diﬀérents A/m, on obtient le second point de la proposition.
Proposition 1.3.5. On suppose que A est principal et que m ≤ 0 on a :
i) Si p−mα− 1 ∈ A× alors H1(RA(δ)) est un A-module libre de rang 1.
ii) Si p−mα− 1 = 0 alors H1(RA(δ)) est un A-module libre de rang 2.
Démonstration. Soit m ∈ Spm(A). En utilisant la suite spectrale du Tor pour i + j = 1,
grâce à la Proposition 1.3.4,ii) on sait que E−1,22 = 0, le seul terme non-nul est alors E
0,1
2
et on obtient l'isomorphisme
H1 (RA(δ)⊗ A/m) ' H1(RA(δ))⊗ A/m.
En utilisant la cohomologie des (ϕ,Γ)-modules de rang 1 au-dessus de RE on sait que le
E-rang de H1 (RA(δ)⊗ A/m) vaut 1 si p−mα − 1 6∈ m et 2 sinon. Dans le cas i) et ii)
le rang de H1(RA(δ))⊗ A/m vaut toujours 1 et 2 respectivement, ce qui nous donne les
résultats voulus.
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1.4 Exponentielle élargie et logarithme de Perrin-Riou
Le but de cette section est de rappeler les propriétés de base de l'exponentielle de
Perrin-Riou. Le lecteur peut trouver les preuves ainsi que plus d'informations sur la
construction de l'exponentielle dans les textes [PR94], [Col98], [Ben00] et [Ber03]. Les
notations des paragraphes précédents sont conservées.
1.4.1. Soit E une extension ﬁnie de Qp. On note ΛE := OE[[Γ]] l'algèbre d'Iwasawa
de Γ sur OE et on note R+E = RE ∩ E[[X]]. Autrement dit, R+E est l'anneau des séries à
coeﬃcients dans E et qui convergent sur le disque unité ouvert. On rappelle les notations
Kn := Qp (ζpn) et K∞ :=
⋃
n≥0
Kn, et on note Γn := Gal (K∞/Kn). On ﬁxe un générateur
topologique γ de Γ, cela permet de déﬁnir un système de générateurs de Γn en posant
γ1 := γ
p−1 et γn+1 = γpn pour n ≥ 1. Soit ∆ := Gal (K1/Qp), on déﬁnit
HE := {f (γ1 − 1) | f ∈ R+E},
HE (Γ) := Zp[∆]⊗Zp HE. (1.4)
On a la décomposition
HE (Γ) =
p−2⊕
i=0
δiHE (1.5)
où l'on note δi l'élément unipotent
δi :=
1
| ∆ |
∑
g∈∆
ω−i (g) g (1.6)
où ω : ∆→ Z×p est le caractère de Teichmüller. Alors HE(Γ)∆ = HE.
Déﬁnition 1.4.1. Soit h =
p−2∑
j=0
δjhj(γ1 − 1) ∈ HE(Γ). Pour tout i ∈ Z, on note A cωi(h)
la fonction analytique de Zp dans E déﬁnie par
∀s ∈ Zp, A cωi(h)(s) = hi (χ(γ1)s − 1) .
On équipe HE (Γ) avec l'opérateur de twist
Twm :

HE (Γ) → HE (Γ)
p−2∑
i=0
δihi (γ1 − 1) 7→
p−2∑
i=0
δi−mhi (χ (γ1)
m γ1 − 1) . (1.7)
Pour tout h ∈ HE(Γ) et pour tout m ∈ Z on a
∀s ∈ Zp, A cωi(Twm(h))(s) = A cωi+m(h)(s+m). (1.8)
L'anneau HE (Γ) agit sur R+E. On a une description explicite du noyau du morphisme ψ
sur R+E.
Proposition 1.4.2. [PR94, Proposition 1.2.7]
(R+E)ψ=0 est le HE (Γ)-module de rang 1
engendré par (1 +X) (R+E)ψ=0 = HE (Γ) . (1 +X) .
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1.4.2. Soit V une représentation cristalline de GQp . On rappelle que ε est l'élément
ﬁxé déﬁni par ε := (ζpn)n≥0. Pour tout m ∈ Z on déﬁnit l'opérateur de torsion sur la
cohomologie d'Iwasawa de la manière suivante
Twεm :
{
H1Iw (Qp, V ) → H1Iw (Qp, V (m))
x 7→ x⊗ ε⊗m. (1.9)
Son lien avec Twm est donné dans le Lemme 1.4.6. Soit ι : HE(Γ) → HE(Γ) l'involution
déﬁnie par ι(τ) = τ−1, τ ∈ Γ. On a l'écriture suivante de la cohomologie d'Iwasawa (voir
[Pot12])
H1Iw(Qp, V )⊗ΛE HE(Γ) = H1(Qp, V ⊗E HιE(Γ)) (1.10)
où HιE(Γ) est HE(Γ) où Γ agit à travers ι.
Pour tout caractère continu µ : Γ→ E× le morphisme
HιE(Γ) → E(µ−1)
γ 7→ µ(γ).
induit un morphisme de représentation V ⊗E HιE(Γ)→ V (µ−1). Le groupe Γ agit comme
l'inverse de µ à cause de l'involution ι. En utilisant l'écriture (1.10) cela induit un mor-
phisme dit de spécialisation en µ
H1Iw (Qp, V )→ H1(Qp, V (µ−1)).
On appelle spécialisation en j la spécialisation en χj. On note pr0 la projection de la
cohomologie d'Iwasawa sur le corps de base
pr0 : H
1
Iw(Qp, V )→ H1(Qp, V ).
La spécialisation en j coïncide avec la composition pr0 ◦Twε−j du twist Twε−j avec la
projection pr0.
1.4.3. Soit V une représentation cristalline de GQp . On pose
D (V ) := Dcris (V )⊗E
(R+E)ψ=0 .
Théorème 1.4.3. Soit V une représentation cristalline de GQp à coeﬃcients dans E.
Pour tout entiers h et m tels que Fil−hDcris (V ) = Dcris (V ) et m + h ≥ 1, il existe un
unique HE (Γ)-homomorphisme
ExpεV (m),h : D (V (m))→ H1Iw (Qp, V (m))⊗ΛE HE (Γ) .
qui satisfait les propriétés suivantes :
i) Si Dcris(V (m))ϕ=1 = 0, alors pour tout x ∈ D (V (m)) on a l'égalité
pr0(Exp
ε
V (m),h(x)) = Γ(h) expV (m)
(
1− p−1ϕ−1
1− ϕ (x(0))
)
où pr0 est la projection sur le corps de base, Γ(h) := (h− 1)! la fonction Γ évaluée
en h et expV (m) est l'exponentielle de Bloch et Kato.
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ii) Soit e−1 := ε−1⊗ t le générateur canonique de Dcris (Qp (−1)) où t est déﬁni en (1.1).
On a l'égalité
ExpεV (m+1),h+1 = −TwεV (m),1 ◦ExpεV (m),h ◦ (∂ ⊗ e−1)
où ∂ est l'opérateur ∂ := (1 +X) d
dX
.
iii) On a aussi l'égalité suivante
ExpεV (m),h+1 = lh Exp
ε
V (m),h
où lh := h− log(γ1)log(χ(γ1)) .
Démonstration. Ce théorème fut d'abord prouvé par Perrin-Riou dans le [PR94] pour
les représentations cristallines. D'autres preuves peuvent être trouvées dans [Ben00] et
[Ber03]. Le résultat est étendu aux représentations potentiellement semi-stables dans
[KKT96] et [Col98].
1.4.4. Pour tout élément d ∈ Dcris(V ) on déﬁnit l'élément
d˜ := d⊗ (1 +X) ∈ D(V ).
Lorsque V est une représentation semi-stable de dimension 1 on a une formule plus précise
pour l'interpolation eﬀectuée par l'exponentielle de Perrin-Riou. Grâce à la Proposition
1.3.1 on sait qu'il existe un unique caractère, que l'on note δV , tel que D†rig(V ) = RE(δV ).
Proposition 1.4.4. Soit V une représentation cristalline de dimension 1 d'unique poids
de Hodge-Tate m et soit d ∈ Dcris(V ). Soit h ∈ Z≥1 tel que h ≥ m. Pour tout k ∈ Z tel que
Dcris(V (k))ϕ=1 = 0, la spécialisation de la classe de cohomologie ExpεV,h
(
d˜
)
au caractère
χ−k est donnée par
pr0 ◦Twεk
(
ExpεV,h
(
d˜
))
= Γ(k + h)
1− pm+k−1δ−1(p)
1− p−m−kδ(p) expV (k) (d[k]) , si k +m ≥ 1,
exp∗V (k)
(
pr0 ◦Twεk
(
ExpεV,h
(
d˜
)))
= Γ∗(k + h)
1− pm+k−1δ−1(p)
1− p−m−kδ(p) d[k], si k +m ≤ 0
où Γ∗(j) = (−1)
j
j!
si j ∈ Z<0 et Γ∗(j) = Γ(j) pour j ∈ N et où d[k] := d⊗ ek.
1.4.5. Soit T un OE-réseau de V stable sous l'action de GQp . Les accouplements
cohomologiques
( , )T,n : H
1(Kn, T )×H1(Kn, T ∗(1))ι → OE
donnent naissance à un accouplement ΛE-bilinéaire
〈 , 〉T : H1Iw(Qp, T )×H1Iw(Qp, T ∗(1))ι → ΛE
déﬁni par
〈x, y〉T ≡
∑
γ∈Γ/Γn
(
τ−1xn, yn
)
T,n
τ mod (γn − 1)
(voir [PR94, section 3.6.1] ). On étend par linéarité cet accouplement à
〈 , 〉T : H1Iw(Qp, T )⊗ΛE HE(Γ)×H1Iw(Qp, T ∗(1))ι ⊗ΛE HE(Γ)→ HE(Γ)
Il est alors possible de déﬁnir un logarithme que l'on appelle logarithme élargi.
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Déﬁnition 1.4.5. Pour toute représentation p-adique cristalline V , soit d ∈ Dcris(V ∗(1))
et h ≥ 1 tel que Fil−h(Dcris(V )) = Dcris(V ). On déﬁnit le logarithme élargi comme le
morphisme
LogεV,1−h,d : H
1
Iw (Qp, V )→ HE(Γ)
par
LogεV,1−h,d(x) =
〈
x,Expε
−1
V ∗(1),h(d˜)
ι
〉
V
.
Les diﬀérents twists du logarithme sont liés par une relation qui découle facilement
des propriétés générales de l'exponentielle élargie.
Lemme 1.4.6. Pour tout j ∈ Z on a
LogεV (−1),−h,d⊗e1(Tw
ε
V,−1(x)) = Tw1
(
LogεV,1−h,d(x)
)
.
Ce lemme permet d'évaluer les diﬀérentes branches données par un logarithme élargi.
Lemme 1.4.7. Soit z ∈ H1Iw (Qp, V ) et i ∈ Z. Alors pour tout j ≡ i [p− 1] et que
Dcris(V ∗(j + 1))ϕ=1 = 0 on a
A cωi
(
LogεV,1−h,d (z)
)
(j) = Γ(h+ j)
(
pr0
(
TwεV,−j (z)
) ∪ expV ∗(j+1)(1− p−1ϕ−11− ϕ (d[j])
))
.
Démonstration. En utilisant l'équation (1.8) on a
A cωi
(
LogεV,1−h,d (z)
)
(j) = A cω0
(
Twj ◦LogεV,1−h,d (z)
)
(0).
En utilisant le Lemme 1.4.6 sur la torsion des logarithmes on a
Twj
(
LogεV,1−h,d (z)
)
= LogεV (−j),1−h−j,d[j]
(
TwεV,−j (z)
)
.
On a donc
A cωi
(
LogεV,1−h,d (z)
)
(j) =
〈
pr0
(
TwεV,−j (z)
)
, pr0
(
Expε
−1
V ∗(j+1),h+j
(
d˜[j]
))〉
.
En utilisant le premier point du Théorème 1.4.3 on a alors
pr0
(
Expε
−1
V ∗(j+1),h+j
(
d˜[j]
))
= Γ(h+ j) expV ∗(j+1)
(
1− p−1ϕ−1
1− ϕ (d[j])
)
ce qui donne le résultat souhaité.
1.5 Exponentielle élargie pour les (ϕ,Γ)-modules
Dans cette section on établit un portrait de l'exponentielle élargie des (ϕ,Γ)-modules
de rang 1 à coeﬃcients dans une algèbre aﬃnoïde A sur E. Cette construction est un cas
particulier de la construction de Nakamura [Nak14] qui généralise l'approche de Berger
aux (ϕ,Γ)-modules à coeﬃcients dans A.
1.5.1. Soit D un (ϕ,Γ)-module de rang ﬁni au-dessus de RA. On note C•ψ(D) le
complexe
D ψ−1−→ D
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où les modules sont placés aux degrés 1 et 2. On note
H∗Iw (D) := H∗
(
C•ψ(D)
)
. (1.11)
On note HA(Γ) := HE(Γ)⊗̂EA où HE(Γ) est déﬁni en (1.4). Le [KPX14, Théorème 4.4.8]
donne une seconde écriture de cette cohomologie
H1Iw(D) ' H1(D⊗̂AHιA(Γ)) (1.12)
où Γ agit diagonalement sur D⊗̂AHιA(Γ) et ϕ et ψ agissent uniquement sur la composante
D. De la même manière que précédemment, pour tout morphisme continu µ : Γ → A on
peut projeter D†rig,A(HιA(Γ)) dansRA(µ−1) ce qui implique un morphisme de spécialisation
sur les espaces cohomologiques
H1Iw(D)→ H1(D(µ−1)). (1.13)
Ce morphisme est compatible avec les morphismes de spécialisation D Dρ := D⊗A,ρ E
où ρ : A→ E est un caractère continu. La cohomologie d'Iwasawa au-dessus d'un espace
aﬃnoïde A permet ainsi de pouvoir spécialiser à tout caractère µ : Γ→ A et ρ : A→ E.
En particulier, pour 2 morphismes ρ et µ comme précédemment on a le diagramme
commutatif suivant
H1Iw (D) H1 (D (µ−1))
H1Iw (Dρ) H1
(
Dρ
(
µ−1ρ
))
µ
ρ ρ
µρ
(1.14)
où µρ : Γ→ E est le caractère continu ρ ◦ µ.
1.5.2. Soit V une représentation cristalline de GQp à coeﬃcients dans A. Alors la
cohomologie d'Iwasawa H iIw(Qp, V ) est liée à la cohomologie du complexe C•ψ(D
†
rig,A(V )).
Le [KPX14, Corollaire 4.4.11] donne l'isomorphisme suivant
H1Iw(Qp, V )⊗ΛE HE(Γ) = H1Iw(D†rig,A(V )).
Cet isomorphisme est un analogue de (1.10) dans le cas aﬃnoïde.
1.5.3. Soit δ : Q×p → A× un caractère continu. On considère le (ϕ,Γ) module RA(δ)
de rang 1 au-dessus de A. On note ξ(x) := δ(p) ∈ A. On suppose que les conditions
suivantes sont réunies :
• δ |Z×p (u) = um pour un entier m ≥ 1.
• La fonction x 7→ νp(ξ(x)) est constante sur Spm(A).
On dit alors que δ est cristalline et de pente constante. Le module cristallin associé
Dcris(RA(δ)) est un A-module libre de rang 1 engendré par t−m ⊗ eδ tel que le Frobenius
agisse comme multiplication par p−mδ(p).
La cohomologie d'Iwasawa H1Iw(RA(δ)) est canoniquement isomorphe à RA(δ)ψ=1.
Soient z ∈ Dcris(RA(δ))⊗A Eψ=0A et h ≥ m. On montre que l'équation
(ϕ− 1)F = z − ∂
hz(0)
m!
th
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admet une solution F dans Dcris(RA(δ))⊗A EA et on déﬁnit alors
ExpεRA(δ),h(z) = (−1)h
log(χ(γ))
p
th∂h(F ).
Comme dans le cas classique A = E (voir [Ber08]) on a ExpRA(δ),h(z) ∈ RA(δ)ψ=0. On
obtient un morphisme
ExpεRA(δ),h : Dcris(RA(δ))⊗A Eψ=0A → H1Iw(RA(δ)).
Soit d ∈ Dcris(RA(δ)). On note d˜ := d⊗ (1 +X).
Proposition 1.5.1. Si p−mδ(p) 6= 1 alors pour tout d ∈ Dcris(RA(δ)) on a l'égalité
pr0
(
ExpεRA(δ),h(d˜)
)
= Γ(h)
1− pm−1δ−1(p)
1− p−mδ(p) expRA(δ) (d)
où pr0 est la projection sur le corps de base, c'est-à-dire la spécialisation au caractère
trivial, Γ(h) := (h− 1)! la fonction Γ évaluée en h et expRA(δ) est l'exponentielle de
Nakamura (voir Proposition 1.2.3).
1.5.4. Soit V une représentation p-adique à coeﬃcients dans A. Soit D = RA(δ) un
(ϕ,Γ)-sous-module cristallin de rang 1 de D†rig,A(V ) de pente constante. On note alors
ExpεV,D,h : Dcris(D)⊗A Eψ=0A → H1Iw(Qp, V )
la composition de ExpRA(δ),h avec le morphisme naturel H
1
Iw(D) → H1Iw(Qp, V ). L'indice
ε permet de mettre l'accent sur la dépendance du choix d'un système compatible ε =
(ζpn)n>0 de racine de l'unité p
n-ième. Ce système est nécessaire pour la déﬁnition du
foncteur D†rig,A.
Théorème 1.5.2. i) Le morphisme ExpεV,D est compatible avec les morphismes de chan-
gement de base.
ii) Soit ρ : A→ E× un caractère continu tel que Vρ := V ⊗A,ρE soit semi-stable. On note
Eρ = A ⊗A,ρ E. Alors ExpεVρ,Dρ,h coïncide avec la restriction de l'exponentielle élargie de
Perrin-Riou
ExpεVρ,h : Dcris(Vρ)⊗E Eψ=0Eρ → H1Iw(Qp, Vρ)
à Dcris(Dρ)⊗E Eψ=0Eρ .
1.5.5. Soit D un (ϕ,Γ)-module cristallin de rang 1. Grâce à [KPX14, Lemme 4.2.5]
on sait que
(D∗)ψ=0 ' HomRA
(
Dψ=0,RA
)ι
. (1.15)
De plus, pour x ∈ H1Iw(D) ' Dψ=1 (respectivement x ∈ H1Iw(D∗) ' (D∗)ψ=1) on a
(ϕ− 1)x ∈ Dψ=0 (respectivement (ϕ− 1)x ∈ (D∗)ψ=0). Il existe un unique accouplement
HA(Γ)-bilinéaire
〈., .〉 : H1Iw(D)×
(
H1Iw(D∗(χ))
)ι → HA(Γ). (1.16)
donné par 〈x, y〉 := {(ϕ− 1)x, (ϕ− 1) y} où {., .} est l'accouplement induit par (1.15)
(voir [KPX14, Lemme 4.2.7 ]). On peut ainsi déﬁnir un logarithme élargi dans le cas des
(ϕ,Γ)-modules
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Déﬁnition 1.5.3. Soit D un (ϕ,Γ)-module de rang 1 cristallin et de pente constante tel
que l'unique poids de Hodge-Tate m vériﬁe m ≤ 0. Soit h ≥ −m et d ∈ Dcris(D∗(χ)) et
h ≥ 1−m. On déﬁnit le logarithme élargi comme le morphisme
LogεD,1−h,d : H
1
Iw (D)→ HA(Γ)
par
LogεD,1−h,d(x) =
〈
x,Expε
−1
D∗(χ),h(d˜)
ι
〉
.
1.6 Courbes modulaires et formes modulaires
1.6.1. Soit f une forme modulaire parabolique de poids k0, de niveau Nf et de
caractère εf . La forme f admet un développement en série de Fourier
f(z) =
∞∑
n=1
anq
n, avec q = e2ipiz
avec an = O(nk0/2) (voir de [Miy06, Corollaire 2.1.6]). Soit Q(f) le corps de nombres des
coeﬃcients de f . On ﬁxe E une extension ﬁnie de Qp contenant ip(Q(f)) où ip : Q ↪→ Qp.
On note f ∗ la forme modulaire conjuguée de f . C'est la forme de poids k0, de niveau
Nf et de caractère ε
−1
f déﬁnie par
f ∗(z) = f(−z) =
∞∑
n=0
anq
n, avec q = e2ipiz (1.17)
où a est le complexe conjugué de a où i∞ : Q ↪→ C est ﬁxé.
On suppose que f soit une forme propre, c'est-à-dire un vecteur propre pour tous les
opérateurs de Hecke Tn agissant sur les formes modulaires pour n ∈ N.
Soit l un nombre premier. On note El(f,X) le polynôme de Hecke de f en l
El(f,X) = X
2 − alX + εf (l) lk0−1.
On note αl (f) et σl (f) les deux racines de ce polynôme. Si αl(f) 6= 0 on déﬁnit aussi
βl(f) comme
βl (f) :=
ε0f (l)l
k0−1
αl(f)
(1.18)
où ε0f est le caractère primitif associé à εf . On sépare alors en deux cas :
• si l - Nf on alors supposer que νl(αl(f)) ≤ νl(σl(f)) où νl est la valuation l-adique.
Par les relations coeﬃcients-racines on a l'égalité σl(f) = βl(f). Par des résultats
de Deligne, voir [Del71] et [Del74], le module des racines de Hecke vaut
|αl (f)| = |σl (f)| = l
k0−1
2 . (1.19)
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Si νl(al) = 0, on dit que f est ordinaire en l, dans ce cas νl(αl(f)) = 0 et νl(σl(f)) =
k0 − 1. Si on note (αl(f ∗), σl(f ∗)) les deux racines de Hecke de f ∗ en l alors ce sont
les racines de X2 − alX + εf (l)lk0−1. On sait que les deux racines de ce polynôme
sont
{
αl(f), σl(f)
}
. En utilisant la valeur du module (1.19) on a
{αl(f ∗), σl(f ∗)} =
{
lk0−1
αl(f)
,
lk0−1
σl(f)
}
.
Lorsque νl (αp(f)) < νl (σp(f)) l'ordre choisi sur les racines de Hecke implique
αl(f
∗) =
lk0−1
σl(f)
, σl(f
∗) =
lk0−1
αl(f)
. (1.20)
Si νl (αl(f)) = νl (σl(f)) il n'y a pas d'ordre choisi sur les racines et on les choisit
de manière à ce que l'équation précédente soit satisfaite.
• si l | Nf alors le couple (αl (f) , σl (f)) vaut (al, 0).
Si l - Nf on déﬁnit la l-stabilisation fαl de f par rapport à αl(f) comme
fαl (q) = f (q)− σl (f) f
(
ql
)
.
C'est une forme modulaire parabolique de poids k0, de niveau lNf et de caractère εf .
Alors
αl(fαl) = αl(f), βl(fαl) = σl(f).
1.6.2. On déﬁnit wNf l'opérateur d'Atkin-Lehner sur les formes modulaires de niveau
k0 par
wNff(z) := z
−k0f
(
1
−Nfz
)
. (1.21)
On dit que f est une forme primitive si elle est parabolique, normalisée, propre et nouvelle.
Si f est primitive alors il existe une constante notée λNf (f) telle que
wNff = λNf (f)f
∗
( [Miy06, Théorème 4.6.15]). On appelle λNf (f) la pseudo valeur propre de Atkin-Lehner
associée à f .
1.6.3. On rappelle la déﬁnition de certaines courbes modulaires (voir [Kat04]). Soient
des entiersM,N ≥ 1 tels queM+N ≥ 5 et p ≥ 3 un nombre premier. On déﬁnit Y (M,N)
le Z[1/MN ]-schéma représentant le foncteur
S 7→ {Classes d'isomorphismes (E, e1, e2)}
où S est un Z[1/MN ]-schéma, E/S une courbe elliptique et e1, e2 ∈ E(S) tels que e1 soit
d'ordre M , e2 d'ordre N et (e1, e2) génère un groupe d'ordre MN . Pour N ≥ 4 on déﬁnit
Y1(N) := Y (1, N). Aﬁn d'introduire les opérateurs de Hecke il faut déﬁnir les courbes
modulaires Y (M,N(A)) et Y (M(A), N). Ce sont des Z[1/AMN ]-schémas. Y (M,N(A))
représente le foncteur
S 7→ {Classes d'isomorphismes (E, e1, e2, C)}
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où le triplet (E, e1, e2) ∈ Y (M,N)(S) possède les même propriétés que précédemment et
C est un sous-groupe cyclique d'ordre AN tel que C contienne e2 et que l'application
Z/MZ×C → E, (x, y) 7→ xe1 + y soit injective. On dit alors que C est complémentaire à
e1. De la même manière, Y (M(A), N) classiﬁe les classes d'isomorphismes de (E, e1, e2, C)
avec C un sous-groupe d'ordre AM contentant e1 et complémentaire à e2.
Toutes les courbes modulaires Y considérées précédemment sont équipées d'une courbe
elliptique universelle pi : E → Y . Pour r ≥ 1 on déﬁnit
Hr := R1pi∗ (Z/prZ(1))
qui est un Z/prZ-faisceau lisse, étale et de rang 2 sur Y [1/p]. On note aussi
HZp := lim←−
r
Hr, HQp := HZp ⊗Zp Qp
qui sont des Zp et Qp faisceaux respectivement.
Pour H un groupe abélien et k ≥ 0, on déﬁnit le module des tenseurs symétriques
TSymkH à valeurs dans H comme étant les Sk invariants du produit tensoriel H⊗k (voir
Paragraphe 2.2 de [Kin15]). Ces modules forment une algèbre graduée
TSymH =
⊕
k≥0
TSymkH
et pour tout h ∈ H et k ∈ N on note h[k] = h⊗k ∈ TSymkH. L'addition et la multiplica-
tions sont données par les formules
(h+ g)[k] =
k∑
j=0
h[j]g[k−j],
h[m]h[n] =
(m+ n)!
m!n!
h[m+n].
(1.22)
Pour X un Z[1/p]-schéma régulier etF un faisceau étale localement constant de (Z/pnZ)-
modules sur X cela permet de déﬁnir les faisceaux étales TSymkF pour tout k ≥ 0. On
déﬁnit ainsi les faisceaux TSymkHr pour r ≥ 1, TSymkHZp et TSymkHQp pour tout
k ≥ 0.
On peut construire plusieurs morphismes entre les diﬀérentes courbes modulaires dé-
ﬁnies précédemment. Soient A,M,N des entiers tels que M +N ≥ 5. On note pr1 et pr2
les morphismes de Y (M,NA)→ Y (M,N) déﬁnis par
pr1(E, e1, e2) = (E, e1, Ae2), pr2(E, e1, e2) = (E/〈Ne2〉, e1 mod Ne2, e2 mod Ne2).
(1.23)
On a des morphismes de projection
pr :
{
Y (M,N(A)) → Y (M,N)
(E, e1, e2, C) 7→ (E, e1, e2) p̂r :
{
Y (M(A), N) → Y (M,N)
(E, e1, e2, C) 7→ (E, e1, e2) . (1.24)
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On a un isomorphisme entre les deux courbes Y (M,N(A)) et Y (M(A), N) déﬁni par
ϕA :
{
Y (M,N(A)) → Y (M(A), N)
(E, e1, e2, C) 7→ (E ′, e′1, e′2, C ′)
où E ′ := E/NC, e′1 l'image de e1 et e
′
2 l'image de [A]
−1(e2) ∩ C dans E ′ (réduite à un
point) et C ′ est l'image de [A]−1Ze1 dans E.
Soient E1 et E2 les courbes elliptiques universelles au-dessus de Y (M,N(A)) et
Y (M(A), N) respectivement, il existe une isogénie canonique
λ : E1 → ϕ∗A(E2).
Soit F := (Fr)r≥1 un pro-système de faisceaux étales sur un schéma S. On déﬁnit la
cohomologie étale continue dans le sens de Jannsen [Jan88] : Pour tout i on noteH ie´t(S,F )
le i-ième rang du foncteur dérivé de
F 7→ lim
←−
r
H0e´t(S,Fr).
Déﬁnition 1.6.1. Pour l un nombre premier, et pour tout i, j, k avec k, i ≥ 0 on déﬁnit
l'opérateur de Hecke T ′l si l -MN (ou U ′l sinon) agissant sur H ie´t(Y (M,N),TSym
kHZp(j))
comme la composition
T ′l = (pr)∗ ◦ (λ)∗ ◦ (ϕl)∗ ◦ (p̂r)∗ .
1.6.4. On garde les notations du Paragraphe 1.6.1, en particulier p est un nombre
premier ﬁxé, f est une forme modulaire de poids k0 et niveau Nf . On note E une extension
ﬁnie de Qp contenant les coeﬃcients de la q-extension de f . On note S l'ensemble des
nombres premiers divisant pNf . Soit Q(S) l'extension maximale de Q non-ramiﬁée hors
de S ∪ {∞}. On note GS := Gal(Q(S)/Q). Dans [Del71], Deligne a associé à toute forme
parabolique une représentation Vf p-adique de GS := Gal
(
Q(S)/Q
)
. Pour nous, il sera
souvent plus commode de travailler avec la représentation duale V ∗f := HomE (Vf , E) dont
on rappelle la déﬁnition.
Déﬁnition 1.6.2. Soit N ∈ N tel que N | Nf . On note V ∗f le plus grand quotient de
H1e´t(Y1(N)Q,TSym
k0−2(HQp)(1))⊗Qp E
sur lequel les opérateurs de Hecke T ′l agissent comme al et on note pif la projection sur le
quotient.
Alors Vf∗ est un E-espace vectoriel de dimension 2 au-dessus de E et possède une
action galoisienne de GQ,S := Gal(Q(S)/Q) induite par l'action du groupe de galois sur la
courbe modulaire Y1(N)Q.
Pour tout N ∈ N tel que Nf | N le morphisme (pr1)∗ déﬁni en (1.23) induit un
morphisme
(pr1)∗ : H
1
e´t(Y1(N)Q,TSym
k0−2(HQp)(1))→ H1e´t(Y1(Nf )Q,TSymk0−2(HQp)(1)).
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Ce morphisme induit un isomorphisme des (f)-espaces propres. En particulier la Déﬁnition
1.6.2 est indépendante du choix de N . Alors pour tout N ≥ 1 tel que Nf | N on note
aussi pif le morphisme de projection
pif : H
1
e´t(Y1(N)Q,TSym
k0−2(HQp)(1))⊗Qp E → V ∗f . (1.25)
Pour l un nombre premier ne divisant pas Nfp, la restriction de la représentation de
Deligne au groupe de décomposition en l est non-ramiﬁée. De plus, (voir [Del71])
det (1− FroblX | Vf ) = 1− alX + ε(l)lk0−1X2.
Lorsque l | Nf et l 6= p alors on a (voir [Car86], [Lan73])
det
(
1− FroblX | V Ilf
)
= 1− alX
où Il est le groupe d'inertie en l. On a aussi
det (1− ϕX | Dcris(Vf )) = 1− apX + ε(p)pk0−1X2 (1.26)
(voir [Sai97], [Fal88] et [Tsu99]). En particulier si p - Nf la restriction au groupe de
décomposition en p est cristalline.
Si p - Nf , il est possible grâce aux pullback des morphismes de projection sur les
courbes modulaires déﬁnis en (1.23) de déﬁnir le morphisme
(Prα)∗ : H
1
e´t(Y1(pNf )Q,TSym
k0−2(HQp)(1))→ H1e´t(Y1(Nf )Q,TSymk0−2(HQp)(1))
par
(Prα)∗ := (pr1)∗ −
βp(f)
pk0−1
(pr2)∗ . (1.27)
La projection pif de H1e´t(Y1(Nf )Q,TSym
k0−2(HQp)(1)) sur la représentation de V ∗f se fac-
torise par V ∗fα cela donne un isomorphisme de représentations qui sera noté de la même
manière
(Prα)∗ : V
∗
fα ' V ∗f . (1.28)
1.7 Interpolation p-adique des formes modulaires
1.7.1. Soient p ≥ 3 un nombre premier et E une extension ﬁnie de Qp. On note
A = E
{{
w1
pr
, ...,
wd
pr
}}
l'algèbre de Tate des séries formelles F (w1, ..., wd) qui convergent sur le disque ouvert
B(0, r) := {(w1, ..., wd)| ||wi||p ≤ 1/pr, 1 ≤ i ≤ d}.
Soit k = (k1, ..., kd) ∈ Zdp. On déﬁnit le disque fermé p-adique
D(k, 1/pr−1) := k + pr−1Zdp. (1.29)
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Pour tout F ∈ A on déﬁnit la fonction analytique p-adique A wt(F ) déﬁnie sur le disque
D(k, 1/pr−1) et à valeurs dans E par
A wt(F )(κ1, ..., κd) = F
(
(1 + p)κ1−k1 − 1, ..., (1 + p)κd−kd − 1) .
La valeur A wt(F )(κ1, ..., κd) est aussi appelée spécialisation de F en (κ1, ..., κd). On rap-
pelle la notation
HA(Γ) := A⊗̂EHE(Γ).
Pour tout élément de F ∈ HA(Γ) et tout i ∈ Z on déﬁnit la fonction analytique Aωi(F )
sur D(k, 1/pr−1)× Zp à valeurs dans E par
Aωi(F )(κ1, ..., κd, s) = A
wt(F )(κ1, ..., κd)⊗A cωi(F )(s)
pour tout (κ1, ..., κd) ∈ D(k, 1/pr−1), s ∈ Zp.
1.7.2. On s'intéresse au cas où d = 1. Soient A = E
{{
w
pr
}}
et k ∈ Z. On déﬁnit le
caractère χ par
χ :
{
Γ → A×
γ 7→ χk(γ) exp
(
logp(1 + w)
log(〈χ(γ)〉)
log(1+p)
)
.
(1.30)
On a alors l'égalité des fonctions sur D(k, 1/pr−1)
A wt (χ(γ)) (κ) = χk(γ)〈χ(γ)〉κ−k, κ ∈ D(k, 1/pr−1).
1.7.3. Soit f ∈ Sk0 (Nf , εf ) une forme modulaire primitive. Pour le reste de cette
section on suppose que p ne divise pas Nf .
Déﬁnition 1.7.1. On dit que f est p-régulière si les deux conditions suivantes sont
réunies :
• les deux racines de Hecke en p, αp(f) et σp(f) sont distinctes.
• si νp (αp(f)) = k0 − 1 alors la représentation de galois Vf restreinte au groupe de
décomposition en p n'est pas la somme directe de deux caractères (condition dite de
non-criticalité).
La première condition est supposée être vraie pour toute forme modulaire. Cette
conjecture est prouvée dans le cadre des formes modulaires de poids 2.
Proposition 1.7.2. On suppose que f est p-régulières. Il existe une extension ﬁnie E de
Qp, un entier rf ≥ 1 et une unique q-série
f :=
∞∑
n=1
anq
n, an ∈ Af
où Af := E
{{
w
p
rf
}}
telle que :
i) Pour tout entier k ≥ 2 du disque D ((k0, 1/prf−1) la série
fk :=
∞∑
n=1
A wt(an)(k)q
n ∈ E [[q]]
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soit la q-extension d'une forme propre parabolique de poids k, de niveau pNf et de caractère
ωk−k0εf .
ii) On ait l'égalité fk0 = fα.
Démonstration. Les deux premiers points sont des conséquences de [CM98] et [Col97] voir
[Col97, Corolaire B5.7.1] par exemple. La preuve de l'existence est rappelée dans le [LZ16,
Théorème 4.6.4 ].
On dit que f est l'unique famille de Coleman passant par f et pour tout k ≥ 2 dans
D(k0, 1/p
rf−1) on appelle fk la spécialisation de f en k.
Pour tout n ∈ N tel que (n,Nf ) = 1, les relations sur les racines de Hecke impliquent
εf (n)an = an
où an est le n-ième coeﬃcient de la forme f . On note f∗ la famille de Coleman associée à
f ∗. Quitte à réduire les rayons on peut supposer que les familles de Coleman f et f∗ sont
déﬁnies sur le même aﬃnoïde (c'est-à-dire rf = rf∗) de manière à avoir Af∗ = Af .
1.7.4. Pour tout k ∈ D(k0, 1/prf−1) on note $k le morphisme
$k :
{
A → E
F 7→ A wt(F )(k). (1.31)
que l'on appelle spécialisation en k. Il existe une représentation au-dessus de l'aﬃnoïde
Af interpolant l'ensemble des représentations de Deligne des p-stabilisations fk.
Proposition 1.7.3. Quitte à restreindre le disque Uf := D(k0, 1/prf−1), il existe un Af -
module Vf , libre de rang 2 muni d'une action continue de GQ,S, où S est l'ensemble des
nombres premiers divisant pNf , tel que pour tout k ∈ Uf ∩ Z≥2 la spécialisation en k
induise un isomorphisme
$k : Vf
∼−→ Vfk .
Démonstration. Cette représentation peut être construite grâce à la théorie des pseudos-
caractères comme expliqué dans [CM98]. Bien que ce texte ne présente que le cas de N = 1
la technique exposée peut être généralisée à un N quelconque. Une seconde construction
de cette représentation a été donnée récemment dans [AIS15].
On déﬁnit la représentation duale en famille par
V ∗f := HomAf (Vf , Af ) .
C'est un Af -module libre de rang 2 muni tel que pour tout k ∈ Uf ∩ Z≥2 on ait
$k : V
∗
f
∼−→ Vf∗k .
On déﬁnit
Df := D†rig,Af (Vf )
alors
D∗f := D
†
rig,Af
(V ∗f ).
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Théorème 1.7.4. Quitte à réduire le rayon p−rf , il existe une ﬁltration de (ϕ,Γ)-modules
au-dessus de RAf
0→ F+Df → Df → F−Df → 0
où F+Df et F−Df sont libres de rang 1 au-dessus de RAf . De plus, F+Df ' RAf
(
δ+f
)
et
F−Df ' RAf
(
δ−f
)
où les caractères δ+f et δ
−
f de Q×p dans A
×
f sont déﬁnis par
δ+f
∣∣
Z×p
= 1, δ+f (p) = αp(f),
δ−f
∣∣
Z×p
= χχ−1, δ−f (p) =
1
αp(f∗)
où χ est déﬁni en (1.30).
Démonstration. C'est une conséquence de [Liu15, Théorème 0.3.4].
On pourra identiﬁer les espaces F±Df avec les espaces RAf tordus par les caractères
adaptés. Pour toute spécialisation en k le poids de Hodge-Tate de la sous-représentation
F+Dfk est toujours égal à 0 alors que le poids du quotient F−Dfk varie et vaut 1− k.
De plus, cette ﬁltration induit une ﬁltration sur l'espace dual D∗f
0→ F+D∗f → D∗f → F−D∗f → 0. (1.32)
Grâce au Théorème 1.7.4 on a les identiﬁcations suivantes
F+D∗f ' RAf
(
(δ−f )
−1) , F−D∗f ' RAf ((δ+f )−1) .
Proposition 1.7.5. Soit k ∈ Z≥2 tel que k ∈ D(k0, 1/prf−1) et k ≡ k0[p − 1]. Si k > 2.
Alors, fk est la p-stabilisation d'une forme primitive f0k ∈ Sk (Nf , εf ).
Démonstration. Soit un entier k vériﬁant k ∈ Z≥2 tel que k ∈ D(k0, 1/prf−1) et k ≡
k0[p − 1]. Les deux modules F±Dfk sont cristallins donc le module Dfk l'est aussi. Par
déﬁnition cela revient à dire que la représentation Vfk est aussi cristalline. Cela n'est vrai
que si la forme modulaire fk de niveau pNf est une forme vieille obtenue à partir d'une
forme nouvelle de niveau premier à p. La propriété en découle.
On note If les entiers plus grands que 2 congrus à k0 modulo (p− 1)prf−1
If := {k ∈ Z≥2 | k ≡ k0 mod (p− 1)prf−1}.
On appelle les éléments de If les poids classiques.
Pour f une famille de Coleman on note αp(f) := ap ∈ Af le p-ième coeﬃcient de la
q-extension de f . Alors, pour tout poids classique k ∈ If on a l'égalité
A wt (αp(f)) (k) = αp(fk) = αp(f
0
k ).
Par continuité, quitte à réduire le rayon p−rf il est possible de supposer que la valuation
p-adique de αp(fk) est constant sur Uf . Cela implique, entre autres, que αp(f) ∈ A×f .
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Pour f∗ la famille de Coleman associée à la forme conjuguée f ∗ on a If
∗
= If . De plus,
en conséquence de [GS93, Proposition 2.9] on a pour tout k ∈ If la relation suivante
(f∗)0k =
(
f0k
)∗
.
On note cette forme (f∗)0k = f
0,∗
k . On remarque cependant que (f
∗)k 6= (fk)∗.
1.7.5. Il est intéressant de se demander si la pseudo valeur propre de Atkin-Lehner
admet une interpolation p-adique.
Proposition 1.7.6. Il existe un élément λNf (f) ∈ Af tel que pour tout poids classique
k ∈ If on ait
A wt(λNf (f))(k) = λNf (f
0
k )
où λNf (f
0
k ) est la pseudo valeur propre de Atkin-Lehner (voir (1.21)) de la forme modulaire
primitive f0k .
Démonstration. Voir la discussion suivant la proposition 10.1.2 de [KLZ17].
1.7.6. On suppose que p - Nf , alors on rappelle que la représentation Vf est cristalline,
ou de manière équivalente que Dcris(Vf ) est de dimension 2. Grâce à l'équation (1.26) on
remarque que les deux valeurs propres du Frobenius sont αp(f) et βp(f) les racines de
Hecke de f en p. Comme déﬁni dans la section 3.8 de [Kat04] on associe à f la diﬀérentielle
(2ipi)k0−1f(τ) (dz)k0−2 dτ
et cela permet de déﬁnir le vecteur canonique (voir [Kat04, section 11.3])
ωf ∈ Filk0−1Dcris(Vf ).
Par dimension cet élément est une base de FiliDcris(Vf ) pour 1 ≥ i ≥ k0 − 1. Le vecteur
ωf déﬁni dans [KLZ15] n'est pas le même que celui qu'on considère ici, le vecteur utilisé
est sa renormalisation par la somme de Gauss G(ε−1f ) et est noté w
′
f dans [KLZ15]. Cette
normalisation sera importante pour la section 3.5. On déﬁnit ηf l'unique vecteur propre
associé à αp(f) tel que
[ηf , ωf∗ ] = 1
où
[ , ] : Dcris(Vf )× Dcris(Vf∗)→ E(k0 − 1)
est l'accouplement induit par l'identiﬁcation Vf∗(k0−1) ' V ∗f . On déﬁnit aussi ωβf l'unique
vecteur propre associé à βp(f) tel que ωf et ω
β
f aient la même projection modulo ηf .
On déﬁnit
(Prα)∗ : Vf → Vfα (1.33)
le dual de l'isomorphisme (Prα)∗ : V
∗
fα
→ V ∗f (1.28) pour l'accouplement classique. Cela
induit un isomorphisme sur les modules cristallins que l'on note de la même manière
(Prα)∗ : Dcris(Vfα) ' Dcris(Vf ).
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En particulier la représentation Vfα est aussi cristalline et on déﬁnit les éléments ωfα , ηfα
et ωβfα comme les uniques vecteurs de Dcris(Vfα) tels que
(Prα)∗ (ωfα) = ωf , (Pr
α)∗ (ηfα) = ηf , (Pr
α)∗
(
ωβfα
)
= ωβf .
Le Théorème 1.7.4 induit une ﬁltration sur les modules cristallins Dcris(Vfk) des spéciali-
sations de f en tout poids classique k ∈ If . On note cette ﬁltration par
0→ F+Dcris(Vfk)→ Dcris(Vfk)→ F−Dcris(Vfk)→ 0.
Grâce à l'écriture explicite de cette ﬁltration on remarque que
F+Dcris(Vfk) = (Dcris(Vfk))ϕ=αp(f) .
En particulier ηfk ∈ F+Dcris(Vfk).
Théorème 1.7.7. [LZ16, Théorème 6.4.1] Quitte à réduire le rayon p−rf , il existe un
unique vecteur
ξf ∈ Dcris
(F−Df (χχ−1))
tel que pour tout point classique k ∈ If la spécialisation de ξf en k coïncide avec
ωfk [k − 1] ∈ F−Dcris (Vfk (k − 1))
où ωfk est la projection de l'élément canonique ωfk de Dcris (Vfk) sur F−Dcris (Vfk).
Théorème 1.7.8. [LZ16, Corollaire 6.4.3] Quitte à réduire le rayon p−rf , il existe un
unique vecteur
ηf ∈ Dcris
(F+Df)
tel que pour tout poids classique k ∈ If la spécialisation de ηf en k coïncide avec
1
λNf (f
0
k )E(fk)
ηfk ∈ F+Dcris (Vfk)
où λNf est la pseudo valeur propre de Atkin-Lehner et E est déﬁni par
E (fk) =
(
1− βp (fk)
pαp (fk)
)(
1− βp (fk)
αp (fk)
)
.
Ces éléments sont légèrement diﬀérents que ceux utilisés dans [LZ16], ils sont renor-
malisés aﬁn d'être déﬁnis dans les espaces cristallins annoncés et non leurs extensions par
Qp [µN ].
Chapitre 2
Déﬁnition et interprétation de
l'invariant L
Ce chapitre a pour but de déﬁnir l'invariant L dans deux situations duales l'une de
l'autre. Dans un premier temps, on respecte ﬁdèlement le raisonnement de Benois dans
[Ben14a] aﬁn de déﬁnir l'invariantL dans le cas des représentations V de poids motivique
plus petit que −2. Dans une seconde section, on étend cette construction aux représen-
tations de poids positif. Dans la troisième section on prouve que ces deux constructions
sont liées par la dualité. Enﬁn, dans une dernière section, on développe l'interprétation
de l'invariant L en tant que dérivée de l'exponentielle.
2.1 L'invariant L d'une représentation de poids -2
Soit p un nombre premier et S un ensemble ﬁni de nombres premiers de Q contenant
p. On ﬁxe E une extension ﬁnie de Qp. Soit V une représentation E-adique de GS,
c'est-à-dire un E-espace vectoriel de dimension ﬁnie avec une action linéaire continue de
GS := Gal(Q(S)/Q). On note H∗S(Q, V ) la cohomologie continue de GS à coeﬃcients dans
V . On suppose que V est pseudo-géométrique, c'est-à-dire que la restriction de V au
groupe de décomposition en p est une représentation de de Rham. Pour tous les nombres
premiers l 6= p Greenberg [Gre94] déﬁnit un sous-groupe H1f (Ql, V ) de H1(Ql, V ) que l'on
appelle groupe de cohomologie ﬁnie. Pour le groupe de décomposition en p la déﬁnition du
sous groupe H1f (Qp, V ) de H1(Qp, V ) est proposée par Bloch et Kato [BK90]. On rappelle
ces déﬁnitions
H1f (Ql, V ) :=
{
ker (H1 (Ql, V )→ H1 (Qurl , V )) si l 6= p
ker (H1 (Qp, V )→ H1 (Qp, V ⊗ Bcris)) si l = p
où Qurl est l'extension maximale non-ramiﬁée de Ql et Bcris est l'anneau des périodes
cristallin déﬁni dans [Fon94a]. On déﬁnit le groupe de Selmer de V par
H1f (Q, V ) := ker
(
H1S(Q, V )→
⊕
l∈S
H1(Ql, V )
H1f (Ql, V )
)
. (2.1)
En d'autres termes, un élément du groupe de Selmer est une classe de cohomologie globale
telle que toutes les restrictions aux groupes de décomposition en l, pour l dans S soit dans
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le sous-groupe de cohomologie H1f (Ql, V ). C'est une généralisation du groupe A(Q)⊗ZQp
où A/Q est une variété abélienne.
On déﬁnit aussi le groupe de Selmer relâché en p de la manière suivante
H1f,{p}(Q, V ) := ker
H1S(Q, V )→ ⊕
l∈S−{p}
H1(Ql, V )
H1f (Ql, V )
 .
Grâce à la suite exacte d'inﬂation-restriction on peut remarquer que ces déﬁnitions sont
indépendantes du choix de S.
Aﬁn de pouvoir déﬁnir l'invariant L il est nécessaire de supposer que V respecte les
conditions suivantes :
Conditions A.
C1) H1f (Q, V ∗(1)) = 0.
C2) H0S(Q, V ) = H0S(Q, V ∗(1)) = 0.
C3) La restriction de V à une représentation de GQp est cristalline et ϕ : Dcris(V ) →
Dcris(V ) est semi-simple en p−1.
C4) Dcris(V )ϕ=1 = 0.
C5) La localisation locp : H1f (Q, V )→ H1f (Qp, V ) est injective.
Ces conditions sont conjecturalement réunies dans la situation suivante : Soit X une
variété propre et lisse sur Q. Soit H ip(X) la cohomologie p-adique de X. On considère les
représentations de galois
V = H ip(X)(m), m ∈ Z.
Soit w = i−2m le poids motivique de V . La formulation de Bloch et Kato de la conjecture
de Beilinson prédit que
H1f (V
∗(1)) = 0
si w ≤ −2. Cela correspond à l'hypothèse qu'il n'existe pas d'extension non-triviale de
Q par des motifs de poids ≥ 0. Si X est de bonne réduction en p alors V est cristalline
[Fal88] et la semi-simplicité de ϕ est une conjecture connue et diﬃcile. Grâce aux résultats
de Katz et Messing [KM74] on sait que Dcris(V )ϕ=1 = 0 si w 6= 0. Grâce à un résultat de
Jansen [Jan89] (Lemme 4 et théorème 3) on en déduit que locp est injective dès lors que
le poids n'est pas égal à -2 ou 0. La dualité permet de passer des poids ≤ −2 aux poids
≥ 0. Il est donc raisonnable de penser que les représentations V de poids ≤ −2 vériﬁent
les conditions A et que les représentations V de poids ≥ 0, V ∗(1) vériﬁent les conditions
A.
Les conditions A sont supposées réunies pour le reste de cette section.
Une partie de la suite exacte courte de Poitou-Tate (voir [FPR94, Proposition 2.2.1 ])
s'écrit
...→ H1f (Q, V )→ H1S(Q, V )→
⊕
l∈S
H1(Ql, V )
H1f (Ql, V )
→ H1f (Q, V ∗(1))∗ → ....
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On en déduit facilement (voir preuve de [PR95, Lemme 3.3.6 ]) que la suite suivante est
aussi exacte lorsque la condition C1) est satisfaite
0→ H1f (Q, V )→ H1f,{p}(Q, V )→
H1(Qp, V )
H1f (Qp, V )
→ 0. (2.2)
Fontaine et Perrin-Riou ont prouvé dans [FPR94] l'égalité suivante
dimE H
1
f (Q, V )− dimE H1f (Q, V ∗(1))− dimE H0S(Q, V )+
dimE H
0
S(Q, V ∗(1)) = dimE tV (Qp)− dimE H0(R, V ).
(2.3)
Sous la condition C4) l'application exponentielle de Bloch et Kato expV : tV (Qp) →
H1f (Qp, V ) est un isomorphisme. Cela permet de déﬁnir logV son inverse. Sous la condition
C5) la localisation en p est injective et on déﬁnit le morphisme injectif rV de la manière
suivante
rV : H
1
f (Q, V )
locp
↪→ H1f (Qp, V )
logV→ tV (Qp).
Les conditions C1) et C2) injectées dans l'équation (2.3) donnent la relation suivante
dimE H
1
f (Q, V ) = dimE tV (Qp)− d+(V ) (2.4)
où d±(V ) := dimE V c=±1 en notant c la conjugaison complexe. En injectant ce résultat
dans la suite exacte courte (2.2) et en utilisant la condition C4) et la caractéristique
d'Euler-Poincaré on a
dimE H
1
f,{p}(Q, V ) = d−(V ) + dimE H0(Qp, V ∗(1)). (2.5)
On a maintenant tous les éléments nécessaires aux déﬁnitions d'un sous-espace régulier
et corégulier des modules cristallins associés à V et V ∗(1) respectivement.
Déﬁnition 2.1.1 (Perrin-Riou). 1) Un ϕ-sous-module D de Dcris(V ) est dit régulier si
D ∩ Fil0(Dcris(V )) = 0 et si l'application
rV,D : H
1
f (Q, V )
rV
↪→ tV (Qp)
proj
 Dcris(V )
D + Fil0Dcris(V )
est un isomorphisme.
2) De manière duale un ϕ-sous-module D de Dcris(V ∗(1)) est corégulier si
D + Fil0(Dcris(V ∗(1))) = Dcris(V ∗(1))
et le morphisme
D ∩ Fil0(Dcris(V ∗(1)))→ H1(Q, V )∗
induit par le morphisme dual r∗V : Fil
0(Dcris(V ∗(1)))→ H1(Q, V )∗ est un isomorphisme.
On remarque que pour D un sous-module régulier de Dcris(V ) si et seulement si le mo-
dule D⊥ = Hom(Dcris(V )/D,Dcris(Qp(1)) est un sous-module corégulier de Dcris(V ∗(1)).
Si D est régulier, l'équation (2.4) implique l'égalité
dimE D = d+(V ). (2.6)
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On ﬁxe D un sous espace régulier de Dcris(V ). Puisque V satisfait la condition C3)
nous pouvons utiliser la semi-simplicité de ϕ en p−1 aﬁn de décomposer D en une somme
directe de ϕ-modules
D = D−1 ⊕Dϕ=p−1 .
Ce qui nous donne la ﬁltration en 4 crans suivante
{0} ⊂ D−1 ⊂ D ⊂ Dcris(V ). (2.7)
On note D et D−1 les (ϕ,Γ)-sous-modules de D†rig(V ) associés à D et D−1 par la théorie
de Berger (voir [Ber08, Théorème II.2.6]). Par conséquent, on a
D = Dcris(D), D−1 = Dcris(D−1)
ainsi que la ﬁltration en 4 crans de D†rig(V )
{0} ⊂ D−1 ⊂ D ⊂ D†rig(V ). (2.8)
En notantW := D/D−1 et D′ := D†rig(V )/D on a les suites exactes tautologiques suivantes
0→ D→ D†rig(V )→ D′ → 0, (2.9)
0→ D−1 → D→W→ 0. (2.10)
Remarque 2.1.2. Pour que la suite soit non-triviale il faut que Dϕ=p
−1
soit non-nul. Or les
valeurs propres du Frobenius sont de modules pw/2 où w est le poids motivique. Cela force
donc la nécessité d'avoir un poids égale à -2. Cela est conjecturalement cohérent avec les
conditions A.
On commence par prouver quelques propriétés de ces modules.
Lemme 2.1.3. [Ben14a, section 3.1.3] a) Les morphismes H1(D−1)→ H1(D) ainsi que
H1(D) → H1(D†rig(V )) = H1(Qp, V ) induits par les injections D−1 ⊂ D et D ⊂ D†rig(V )
sont injectifs.
b) Le morphisme exponentiel expD−1 déﬁnit un isomorphisme de D−1 dans H
1(D−1).
c) Le morphisme exponentiel expD déﬁnit un isomorphisme de D dans H
1
f (D).
On remarque que la condition C5) permet de voir l'espace H1f (Q, V ) comme un
sous espace de H1f (Qp, V ) grâce au morphisme injectif de localisation. Grâce à l'égalité
Dcris(V )ϕ=1 = 0 on sait que H0(D′) = 0, cela permet d'utiliser la Proposition 1.2.4 sur la
suite exacte (2.9) et d'aﬃrmer que la suite
0→ H1f (D)→ H1f (Qp, V )→ H1f (D′)→ 0
est exacte ce qui permet de voir H1f (D) comme un sous espace de H1f (Qp, V ). On peut
alors caractériser la régularité de D.
Lemme 2.1.4. [Ben14a, section 3.1.3] La régularité de D est équivalente à la décompo-
sition
H1f (Qp, V ) = locp
(
H1f (Q, V )
)⊕H1f (D). (2.11)
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On s'intéresse maintenant à l'application de localisation H1f,{p}(Q, V ) → H1(Qp, V ).
Un élément du noyau de cette application appartient aussi à H1f (Q, V ) car 0 ∈ H1f (Qp, V ).
Par injectivité de la localisation sur H1f (Q, V ) on obtient la nullité de cet élément. Par
conséquent locp : H1f,{p}(Q, V ) ↪→ H1(Qp, V ) est aussi injective. On déﬁnit
κD : H
1
f,{p}(Q, V )→
H1(Qp, V )
H1f (D)
comme la composition de la localisation en p avec l'application de projection canonique.
Lemme 2.1.5. [Ben14a, lemme 3.1.4] a) On a
H1f (Qp, V ) ∩H1(D) = H1f (D).
b) L'application κD est un isomorphisme.
Soit W déﬁnit précédemment. On a Dcris(W) = Dϕ=p
−1
alors
Fil0Dcris(W) = {0}, Dcris(W)ϕ=p−1 = Dcris(W).
On note e = dimE
(
Dϕ=p
−1
)
. En utilisant la Proposition 1.3.2 et la cohomologie des
modules du type RE(δ) où δ(x) = |x|p xm avec m ≥ 1 on obtient
H0(W) = {0}, dimE H1(W) = 2e, dimE(W) = e.
De plus, il existe une décomposition canonique de H1(W)
H1(W) = H1f (W)⊕H1c (W) (2.12)
et des isomorphismes canoniques
iD,f : Dcris(W) ' H1f (W), iD,c : Dcris(W) ' H1c (W). (2.13)
Ces isomorphismes peuvent être décrits explicitement. Puisque les modules Dcris(W)ϕ=1
et Dcris(D−1)ϕ=p
−1
son nuls on obtient H0(W) = H2(D−1) = {0}. En partant de la suite
exacte courte (2.10) et en utilisant la suite exacte longue de cohomologie pour la suite
exacte courte du bas et la Proposition 1.2.4 pour celle du haut on a le diagramme com-
mutatif suivant
0 H1f (D−1) H1f (D) H1f (W) 0
0 H1(D−1) H1(D) H1(W) 0.
(2.14)
En utilisant le Lemme 2.1.3.b) on obtientH1f (D−1) = H1(D−1). Grâce au lemme du serpent
on obtient l'isomorphisme
H1(D)
H1f (D)
' H
1(W)
H1f (W)
.
Puisque H1(D) ⊂ H1(Qp, V ) on peut voir H1(D)/H1f (D) comme un sous ensemble de
H1(Qp, V )/H1f (D).
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Déﬁnition 2.1.6. On note H1(D, V ) ⊂ H1f,{p}(Q, V ) l'image inverse de H1(D)/H1f (D)
par κD.
Il est donc clair que κD induit un isomorphisme
H1(D, V ) ' H
1(D)
H1f (D)
.
On déﬁnit le morphisme ρD : H1(D, V )→ H1(W) comme la composée de la localisation
H1(D, V ) ↪→ H1(D) avec le morphisme de la suite exacte longue de cohomologie H1(D)→
H1(W). Grâce à la suite exacte du bas de (2.14) on sait qu'un élément du noyau de ρD est
une classe deH1(D, V ) dont la p-localisation est dansH1(D−1). OrH1(D−1) = H1f (D−1) ⊂
H1f (D) donc cet élément est dans le noyau de κD qui est un isomorphisme. Par conséquent,
l'application H1(D, V )→ H1(W) est une injection.
On déﬁnit les morphismes ρD,f , ρD,c comme étant les uniques applications qui rendent
le prochain diagramme commutatif
Dcris(W) H1f (W)
H1(D, V ) H1(W)
Dcris(W) H1c (W)
iD,f
∼
ρD
ρD,c
ρD,f
pD,c
pD,f
iD,c
∼
(2.15)
où pD,f et pD,c sont les projections habituelles impliquées par la décomposition de H1(W).
Puisque H1(D, V ) ' H1(W)/H1f (W) ' H1c (W) il est clair que la composition des deux
applications H1(D, V ) → H1(W) → H1c (W) est un isomorphisme. En eﬀet, un élément
du noyaux de la composition serait aussi dans le noyau de κD et donc nul. Ensuite, la
bijectivité découle de l'injectivité par dimensions. On remarque donc que ρD,c est un
isomorphisme.
Déﬁnition 2.1.7. Le déterminant
L (V,D) = det
(
ρD,f ◦ ρ−1D,c | Dcris(W)
)
est appelé l'invariant L associé à la représentation V et à l'espace régulier D.
Les conditions A ne sont pas toujours faciles à vériﬁer. Dans la section 4.2 on sera
amené à déﬁnir un invariant ` sous des conditions relâchées. Il est donc intéressant de
faire la remarque suivante sur l'utilité des diﬀérentes conditions.
Remarque 2.1.8. Bien que toutes les conditions soient nécessaires aﬁn d'arriver jusqu'à
la déﬁnition de l'invariant elles ne sont pas toutes nécessaires aﬁn de déﬁnir les autres
éléments de cette section. A partir d'un ϕ-module de Dcris(V ) il est possible de déﬁnir la
ﬁltration en 4 crans (2.8) dès que la condition C3) sur la semi-simplicité est satisfaite. De
plus, si la condition C4) ainsi que D
⋂
Fil0 (Dcris(V )) = {0} le Lemme 2.1.3 est vrai. Cela
permet ainsi de déﬁnir sous ces 3 conditions l'application κD ainsi que l'espace H1(D, V )
comme l'image réciproque de H1(D)/H1f (D) par κD. Les autres conditions sont quant
à elles nécessaires pour voir κD comme un isomorphisme ainsi que pour l'existence du
déterminant de la Déﬁnition 2.1.7 de l'invariant L .
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Maintenant que l'invariant L associé à une représentation V de poids −2 et un espace
régulier D de Dcris(V ) est déﬁni on s'intéresse à la déﬁnition d'un invariant L associé à la
représentation duale V ∗(1) et à un espace corégulier D⊥ de Dcris(V ∗(1)). C'est un travail
original de cette thèse.
2.2 L'invariant L d'une représentation de poids 0
Pour déﬁnir l'invariant L associée à une représentation V ∗(1) de poids 0 on suppose,
comme pour la section précédente, que V vériﬁe les conditions C1) − C5). Tout sous-
module corégulier de Dcris(V ∗(1)) peut être construit comme l'orthogonal D⊥ d'un sous-
module régulier D de Dcris(V ). On ﬁxe D⊥ un sous-module corégulier de Dcris(V ∗(1)).
Grâce à la suite exacte de Poitou-Tate appliquée à la représentation V ∗(1) et à la
condition C1) on obtient la suite exacte suivante
0→ H1f,{p}(Q, V ∗(1))→
H1(Qp, V ∗(1))
H1f (Qp, V ∗(1))
→ H1f (Q, V )∗
où le dernier morphisme est le dual de la localisation H1f (Q, V )
locp→ H1f (Qp, V ) composée
avec la bijection induite par l'accouplement canonique H1f (Qp, V )∗ ' H
1(Qp,V ∗(1))
H1f (Qp,V ∗(1))
. Grâce à
la condition C5) la localisation est injective donc son dual est surjectif, on a alors la suite
exacte courte
0→ H1f,{p}(Q, V ∗(1))→
H1(Qp, V ∗(1))
H1f (Qp, V ∗(1))
→ H1f (Q, V )∗ → 0. (2.16)
Par dualité de la ﬁltration en 4 crans (2.7) on obtient une ﬁltration en 4 crans de
Dcris(V ∗(1))
{0} ⊂ D⊥ ⊂ D⊥−1 ⊂ Dcris(V ∗(1))
où D⊥−1 est l'orthogonal de D−1, il s'écrit aussi
D⊥−1 ' HomE (Dcris(V )/D−1,Dcris(E(1))) .
Par dualité D⊥−1 est le plus grand espace de Dcris(V ∗(1)) contenant D⊥ tel que le Frobenius
agisse comme multiplication par 1 sur le quotient D⊥−1/D
⊥. En utilisant la théorie de
Berger cela nous donne une ﬁltration en 4 crans sur le (ϕ,Γ)-module D†rig(V ∗(1)) comme
suit
{0} ⊂ D⊥ ⊂ D⊥−1 ⊂ D†rig(V ∗(1)).
C'est le dual de la ﬁltration (2.8). On a la suite exacte courte
0→ D⊥ → D†rig(V ∗(1))→ D∗(χ)→ 0. (2.17)
Par dualité locale H2(D⊥) =
(
H0(D†rig(V )/D)
)∗
. De plus, grâce à la condition C4) on a
H0(D†rig(V )/D) ⊂ Dcris
(
D†rig(V )/D
)ϕ=1
= 0.
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Ce qui implique H2(D⊥) = 0. La suite exacte longue de la cohomologie associée à (2.17)
s'écrit
0→ H0(D⊥)→ H0(Qp, V ∗(1))→ H0(D∗(χ))→
H1(D⊥)→ H1(Qp, V ∗(1))→ H1(D∗(χ))→ 0.
(2.18)
On a la suite exacte
0→ Fil0Dcris
(
D⊥
)→ Fil0Dcris(V ∗(1))→ Fil0Dcris (D∗(χ))→ 0.
La semi-simplicité du Frobenius sur Dcris(V ) en p−1 implique la semi-simplicité du Frobe-
nius sur Dcris(V ∗(1)) en 1. En prenant les invariants par le Frobenius on a la suite exacte
courte suivante
0→ Fil0Dcris
(
D⊥
)ϕ=1 → Fil0Dcris(V ∗(1))ϕ=1 → Fil0Dcris (D∗(χ))ϕ=1 → 0.
Or pour tout (ϕ,Γ)-module M on sait que Fil0Dcris(M)ϕ=1 s'identiﬁe avec H0(M). La
suite exacte courte se réécrit
0→ H0(D⊥)→ H0(Qp, V ∗(1))→ H0(D∗(χ))→ 0. (2.19)
Le morphisme H0(Qp, V ∗(1))→ H0(D∗(χ)) de la suite exacte longue (2.18) est surjective.
Par conséquent, le morphisme H1(D⊥)→ H1(Qp, V ∗(1)) est injectif et on obtient la suite
exacte courte suivante
0→ H1(D⊥)→ H1(Qp, V ∗(1))→ H1(D∗(χ))→ 0. (2.20)
Puisque V ∗(1) est cristalline, les modules D⊥ et D∗(χ) le sont aussi (voir [Ben11, Lemme
1.2.8] par exemple). En utilisant la Proposition 1.2.4 et la surjectivité du morphisme
H0(Qp, V ∗(1))→ H0(D∗(χ)) on obtient la suite exacte
0→ H1f (D⊥)→ H1f (Qp, V ∗(1))→ H1f (D∗(χ))→ 0. (2.21)
Grâce à la suite exacte (2.20) on sait que H1(D⊥) s'injecte dans H1(Qp, V ∗(1)). On consi-
dère le morphisme suivant
κD⊥ : H
1
f,{p}(V
∗(1))→ H
1(Qp, V ∗(1))
H1f (Qp, V ∗(1)) +H1(D⊥)
qui est la composition naturelle de la localisation en p et de la projection naturelle. Cette
construction est l'analogue de κD dans le cas dual.
Les deux suites exactes (2.20) et (2.21) forment un diagramme commutatif (avatar de
(2.14))
0 H1f (D⊥) H1f (Qp, V ∗(1)) H1f (D∗(χ)) 0
0 H1(D⊥) H1(Qp, V ∗(1)) H1(D∗(χ)) 0
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ce qui permet d'aﬃrmer que
H1f (Qp, V ∗(1)) ∩H1(D⊥) = H1f (D⊥). (2.22)
Par la suite exacte (2.20) on sait que H1(Qp, V ∗(1))/H1(D⊥) ' H1(D∗(χ)). En utili-
sant cette identiﬁcation, l'équation (2.22) et le second théorème de l'isomorphisme on a
l'identiﬁcation suivante
H1(Qp, V ∗(1))
H1f (Qp, V ∗(1)) +H1(D⊥)
' H
1(D∗(χ))
H1f (D∗(χ))
. (2.23)
Proposition 2.2.1. L'application κD⊥ est un isomorphisme.
Démonstration. On commence par montrer l'injectivité du morphisme κD⊥ . Soit un élé-
ment x ∈ kerκD⊥ . Alors
locp(x) ∈ H1f (Qp, V ∗(1)) +H1(D⊥).
On rappelle que H1f (Qp, V ∗(1)) est l'orthogonal de H1f (Qp, V ) et que H1(D⊥) est dans
l'orthogonal de H1(D). En particulier toute classe de H1f (Qp, V ∗(1)) + H1(D⊥) est dans
l'orthogonal de H1f (D). De plus, en utilisant la suite exacte (2.16) on sait que locp(x) est
aussi dans l'orthogonal de l'image de H1f (Q, V ) dans H1(Qp, V ) par la localisation. En
utilisant la décomposition (2.11) on en déduit locp(x) ∈ H1f (Qp, V )⊥, c'est-à-dire
locp(x) ∈ H1f (Qp, V ∗(1)).
En particulier x est dans le noyaux du morphisme
H1f,{p}(Q, V ∗(1))→
H1(Qp, V ∗(1))
H1f (Qp, V ∗(1))
de la suite exacte (2.16) donc x = 0 et κD⊥ est bien injectif.
Pour montrer la bijectivité il suﬃt de prouver que ces deux espaces sont de même dimen-
sion. La suite exacte (2.16) implique que
dimE H
1
f,{p}(Q, V ∗(1)) = dimE H1(Qp, V ∗(1))− dimE H1f (Qp, V ∗(1))− dimE H1f (Q, V )∗.
Or dimE H1f (Q, V )∗ = dimE H1f (Q, V ) et en utilisant la décomposition (2.11) on a
dimE H
1
f (Q, V )∗ = dimE H1f (Qp, V )− dimE H1f (D).
Par [BK90, Proposition 3.8] on a
dimE H
1
f (Qp, V ) = dimE H1(Qp, V ∗(1))− dimE H1f (Qp, V ∗(1)).
De plus, H1f (D) est l'orthogonale de H1f (D∗(χ)) (voir [Ben11, Corollaire 1.4.10]) donc
dimE H
1
f (D) = dimE H1(D∗(χ))− dimE H1f (D∗(χ)).
En utilisant les trois dernières égalités on a
dimE H
1
f,{p}(Q, V ∗(1)) = dimE H1f (D∗(χ))− dimE H1f (D∗(χ)).
En utilisant l'isomorphisme (2.23) et l'égalité précédente on a
dimE
H1(Qp, V ∗(1))
H1f (Qp, V ∗(1)) +H1(D⊥)
= dimE H
1
f,{p}(V
∗(1))
donc l'injectivité implique la bijectivité.
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On note le quotient K := D†rig(V ∗(1))/D⊥−1. On a la suite exacte tautologique suivante
0→ D⊥−1 → D†rig(V ∗(1))→ K→ 0. (2.24)
Par dualité locale H2(D⊥−1) = H0(D
†
rig(V )/D−1)∗. De plus, grâce à la condition C4) on a
H0(D†rig(V )/D−1) ⊂ Dcris
(
D†rig(V )/D−1
)ϕ=1
= 0.
Ce qui implique H2(D⊥−1) = 0. Comme précédemment, la semi-simplicité du Frobenius
en 1 sur Dcris(V ∗(1)) combinée avec la suite exacte longue de la cohomologie associée à
(2.24) permet d'écrire les suites exactes courtes suivantes (analogues de (2.20) et (2.21))
0→ H1(D⊥−1)→ H1(Qp, V ∗(1))→ H1(K)→ 0, (2.25)
0→ H1f (D⊥−1)→ H1f (Qp, V ∗(1))→ H1f (K)→ 0. (2.26)
En particulier H1(D⊥−1) peut être vu comme un sous-espace de H1(Qp, V ∗(1)).
Lemme 2.2.2. On a l'égalité H1f (K) = 0, en particulier H1f (D⊥−1) = H1f (Qp, V ∗(1)).
Démonstration. Le module K est le dual de Tate de D−1. Par [Ben11, Corollaire 1.4.10]
et le point b) du Lemme 2.1.3 on a
dimE H
1
f (K) = dimE H1 (D−1)− dimE H1f (D−1) = 0
ce qui prouve le premier point. De plus, la suite exacte (2.26) implique l'égalité H1f (D⊥−1) =
H1f (Qp, V ∗(1)).
Par dualité de la suite exacte courte (2.10) on a la suite exacte courte
0→ D⊥ → D⊥−1 →W∗(χ)→ 0.
On rappelle que H2(D⊥) = 0. La semi-simplicité du Frobenius en 1 sur Dcris(V ∗(1))
implique la semi-simplicité du Frobenius en 1 sur Dcris(D⊥−1). De manière similaire aux
suite exactes (2.20) et (2.21) on obtient les suites exactes
0→ H1(D⊥)→ H1(D⊥−1)→ H1(W∗(χ))→ 0, (2.27)
0→ H1f (D⊥)→ H1f (D⊥−1)→ H1f (W∗(χ))→ 0. (2.28)
En particulier H1(D⊥) s'injecte dans H1(D⊥−1). On peut donc considérer le sous-espace
H1(D⊥−1)
H1f (D⊥−1) +H1(D⊥)
=
H1(D⊥−1)
H1f (Qp, V ∗(1)) +H1(D⊥)
⊂ H
1(Qp, V ∗(1))
H1f (Qp, V ∗(1)) +H1(D⊥)
.
Les suites exactes (2.27) et (2.28) et le second théorème de l'isomorphisme donnent l'iden-
tiﬁcation suivante
H1(D⊥−1)
H1f (D⊥−1) +H1(D⊥)
' H
1(W∗(χ))
H1f (W∗(χ))
.
Grâce à cette identiﬁcation on peut déﬁnir l'espace suivant
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Déﬁnition 2.2.3. On déﬁnit H1(V ∗(1), D⊥) comme l'image inverse de H
1(W∗(χ))
H1f (W∗(χ))
par κD⊥.
En particulier, H1(V ∗(1), D⊥) est l'ensemble des classes de H1f,{p}(Q, V ∗(1)) dont la
localisation en p est dans H1(D⊥−1).
Les suites exactes (2.26) et (2.19) forment un diagramme commutatif
0 H1(D⊥) H1(D⊥−1) H1(W∗(χ)) 0
0 H1(D⊥) H1(Qp, V ∗(1)) H1(D∗(χ)) 0
Id
où le morphisme H1(W∗(χ))→ H1(D∗(χ)) est le morphisme induit par W ∗(χ)→ D∗(χ).
De plus le morphisme H1(D⊥−1) → H1(Qp, V ∗(1)) est injectif (voir (2.25)), donc le mor-
phisme H1(W∗(χ))→ H1(D∗(χ)) est aussi injectif par le Lemme du serpent. En particu-
lier, ce diagramme donne une seconde interprétation de H1(V ∗(1), D⊥). C'est l'ensemble
des classes de H1f,{p}(Q, V ∗(1)) envoyées dans H1(W∗(χ)) par la composition de la locali-
sation en p et la projection sur le quotient H1(D∗(χ)).
On remarque que Dcris(W∗(χ)) = Dcris(W∗(χ))ϕ=1.En utilisant la Proposition 1.3.2
et la cohomologie des modules du type RE(δ) où δ(x) = xm avec m ≤ 0 on obtient la
décomposition canonique analogue à (2.12)
H1(W∗(χ)) = H1f (W∗(χ))⊕H1c (W∗(χ))
munie des isomorphismes canoniques
iD⊥,f : Dcris(W∗(χ)) ' H1f (W∗(χ)), iD⊥,c : Dcris(W∗(χ)) ' H1c (W∗(χ)). (2.29)
Soit ρD⊥ la composition de localisation en p avec la projection sur le quotient par H1(D⊥).
En particulier sa restriction à H1(V ∗(1), D⊥) et à valeurs dans H1(W∗(χ)). On déﬁnit
les morphismes ρD⊥,f , ρD⊥,c comme étant les uniques applications qui rendent le prochain
diagramme commutatif
Dcris(W∗(χ)) H1f (W∗(χ))
H1(D⊥, V ∗(1)) H1(W∗(χ))
Dcris(W∗(χ)) H1c (W∗(χ)).
i
D⊥,f
∼
ρ
D⊥
ρ
D⊥,c
ρ
D⊥,f
p
D⊥,c
p
D⊥,f
i
D⊥,c
∼
(2.30)
Déﬁnition 2.2.4. On déﬁnit l'invariant L associé à la représentation V ∗(1) et à l'espace
D⊥ comme le déterminant suivant
L (V ∗(1), D⊥) = (−1)e det
(
ρD⊥,f ◦
(
ρD⊥,c
)−1 | Dcris(W∗(χ)))
où e = dimD−.
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Remarque 2.2.5. Le changement de signe possiblement induit par le (−1)e n'est pas très
intuitif au vu de la Déﬁnition 2.1.7, cependant il permet de rester cohérent avec l'équation
fonctionnelle des fonctions L.
Remarque 2.2.6. Si on suppose que la dimension de W est 1 alors on a une interprétation
spéciale de L (V ∗(1), D⊥) :
La dimension de Dcris(W∗(χ)) est aussi de 1, alors le morphisme ρD⊥,f ◦ ρ−1D⊥,c n'est rien
d'autre que la multiplication par le scalaire −L (V ∗(1), D⊥) (car (−1)e = −1 ici). De plus,
la dimension de H1(W∗(χ))/H1f (W∗(χ)) est la même que celle de W donc H1(D⊥, V ∗(1))
est envoyé par ρD⊥ sur une droite de H1(W∗(χ)). Soit d∗ ∈ Dcris(W∗(χ)) non-nul. Alors
H1c (W∗(χ)) est engendré par iD⊥,c(d∗) et H1f (W∗(χ)) est engendré par iD⊥,f (d∗). Soit
h ∈ H1(V ∗(1), D⊥) tel que ρD⊥,c(h) = d∗. En utilisant (2.30) on a
pD⊥,c ◦ ρD⊥(h) = iD⊥,c(d∗).
En composant par ρD⊥,f ◦ ρ−1D⊥,c et en utilisant (2.30) nous obtenons
pD⊥,f ◦ ρD⊥(h) = −L (V ∗(1), D)iD⊥,f (d∗).
En particulier
ρD⊥(h) = iD⊥,c(d
∗)−L (V ∗(1), D⊥)iD⊥,f (d∗).
et ρD⊥(H1(D⊥, V ∗(1))) est la droite de H1(W∗(χ)) engendrée par cet élément.
Remarque 2.2.7. Pour faire une analogie avec la remarque 2.1.8 il est possible de déﬁnir
H1(D, V ∗(1)) sous des hypothèses restreintes. Soient V une représentation satisfaisant
C3) et C4) et D un ϕ-sous-module de Dcris(V ) tel que D
⋂
Fil0 (Dcris(V )) = {0}. Par la
théorie de Berger, on note toujours D le (ϕ,Γ)-sous-modules de D†rig(V ) associé à D. On
a alors un morphisme, induit par l'inclusion D ⊂ D†rig(V )
κD∗ : H
1
f,{p}(Q, V ∗(1))
locp→ H1(Qp, V ∗(1))→ H1(D∗(χ)).
Par la condition C3) il est possible de déﬁnir les (ϕ,Γ)-modules D−1 et W tel que la
suite exacte (2.10) soit satisfaite et Dcris(W) = Dcris(D)ϕ=p
−1
. En particulier cela implique
Dcris(D−1)ϕ=p
−1
= 0 et doncH0(D−1∗(χ)) = 0. Par la suite exacte longue de la cohomologie
associée au duale de (2.10) on a une injection
H1(W∗(χ)) ↪→ H1(D∗(χ)).
On déﬁnit H1(D, V ∗(1)) comme l'image réciproque de H1(W∗(χ)) par le κD∗ . De manière
similaire à la remarque 2.1.8 les autres conditions sont nécessaires pour voir κD⊥ comme
un isomorphisme et ainsi justiﬁer l'existence du déterminant de la Déﬁnition 2.2.4 de
l'invariant L associé au dual.
2.3 Lien entre les deux invariants déﬁnis
On continue à supposer que V est une représentation de poids −2 satisfaisant les
conditions A. Dans le but d'uniﬁer les deux constructions de ce chapitre on prouve un
lien entre les deux invariants L apparaissant pour des modules régulier et corégulier
orthogonaux de Dcris(V ) et Dcris(V ∗(1)).
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Proposition 2.3.1. Les images de localisation en p de H1f,{p}(Q, V ) et H1f,{p}(Q, V ∗(1))
dans H1(Qp, V ) et H1(Qp, V ∗(1)) respectivement sont orthogonales l'une de l'autre pour
la dualité canonique.
Démonstration. Voir [Mil86, Théorème I.4.10] ou [Tat62, Théorème 3.1] par exemple.
Grâce à cette propriété on peut alors prouver le lien suivant
Proposition 2.3.2. On suppose toujours que V vériﬁe les conditions A. Soit D ⊂ Dcris(V )
un ϕ-module régulier. On a
L (V ∗(1), D⊥) = (−1)eL (V,D).
Démonstration. Soient h1 ∈ H1(D, V ) et h2 ∈ H1(D, V ∗(1)). Grâce à la Proposition 2.3.1
on a
locp(h1) ∪ locp(h2) = 0
où le cup produit est pris pour l'accouplement de H1(Qp, V )×H1(Qp, V ∗(1)). Par déﬁni-
tion de H1(D, V ) on a locp h1 ∈ H1(D), donc on peut projeter locp(h2) dans H1(D∗(χ))
locp(h1) ∪ proj locp(h2) = 0
où le cup produit représente l'accouplement H1(D) × H1(D∗(χ)). Grâce à la seconde
interprétation de H1(D⊥, V ∗(1)) on sait que proj locp(h2) ∈ H1(W∗(χ))). De la même
manière, on projette locp(h1) sur H1(W) et
proj locp(h1) ∪ proj locp(h2) = 0
où le cup produit est ici l'accouplement de H1(W) × H1(W∗(χ)). On rappelle que la
composition de locp et de la projection sur H1(W) (respectivement H1(W∗(χ))) est le
morphisme ρD (respectivement ρD⊥) déﬁni dans le Paragraphe 2.1 (respectivement 2.2).
L'équation précédente se réécrit
ρD(h1) ∪ ρD⊥(h2) = 0. (2.31)
Soient {ei} une base de Dcris(W) et {e∗i } la base duale de Dcris(W∗(χ)). Grâce aux iso-
morphismes ρD,c et ρD⊥,c déﬁnis en (2.15) et (2.30) respectivement on obtient les bases
de H1(V,D) et H1(V ∗(1), D⊥) suivantes
{
ρ−1D,c(ei)
}
et
{
ρ−1
D⊥,c(e
∗
j)
}
. Pour tout i on note
fi := ρ
−1
D,c(ei) et gi := ρ
−1
D⊥,c(e
∗
i ). On rappelle que H
1(W) se décompose en la somme directe
H1c (W)⊕H1f (W) et que H1(W∗(χ)) admet une décomposition similaire. Les diagrammes
(2.15) et (2.30) donnent les décompositions suivantes
ρD(fi) = iD,f
(
ρD,fρ
−1
D,c(ei)
)
+ iD,c(ei),
ρD⊥(gj) = iD⊥,f
(
ρD⊥,fρ
−1
D⊥,c(e
∗
j)
)
+ iD⊥,c(e
∗
j).
Puisque H1f (W) et H1f (W∗(χ)) ainsi que H1c (W) et H1c (W∗(χ)) sont orthogonaux nous
pouvons réécrire le cup produit de la manière suivante
ρD(fi) ∪ ρD⊥(gj) = iD,f
(
ρD,fρ
−1
D,c(ei)
) ∪ iD⊥,c(e∗j) + iD,c(ei) ∪ iD⊥,f (ρD⊥,fρ−1D⊥,c(e∗j)) .
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Pour tout d1 ∈ Dcris(W) et d∗2 ∈ Dcris(W∗(χ)) on a les relations
iD,f (d1) ∪ iD⊥,c(d∗2) = [d1, d∗2] ,
iD,c(d1) ∪ iD⊥,f (d∗2) = − [d1, d∗2] .
Donc, pour tout couple (i, j) on a
ρD(fi) ∪ ρD⊥(gj) =
[
ρD,fρ
−1
D,c(ei), e
∗
j
]− [ei, ρD⊥,fρ−1D⊥,c(e∗j)] . (2.32)
Si on note A = (Ai,j) la matrice de ρD,fρ
−1
D,c dans la base des {ei} et B = (Bi,j) la matrice
de ρD⊥,fρ
−1
D⊥,c dans la base des {e∗i } alors les équations (2.31) et (2.32) impliquent l'égalité
Ai,j = Bj,i.
Donc B est la transposée de A et en particulier det(A) = det(B). En revenant aux
Déﬁnitions 2.1.7 et 2.2.4 on a det(A) = L (V,D) et det(B) = (−1)eL (V ∗(1), D⊥) ce qui
donne l'égalité souhaitée.
2.4 Interprétation de l'invariant L
On va maintenant interpréter l'invariant L comme la dérivée du logarithme élargi.
On garde les notations des sections précédentes.
2.4.1. Pour la première partie de cette section on suppose que la représentation V
vériﬁe les conditions C3) et C4). On ﬁxe D un ϕ-sous-module de Dcris(V ) tel que
Fil0Dcris(V )
⋂
D = {0}.
Comme expliqué dans la remarque 2.1.8 on rappelle que dans ce cas la ﬁltration en 4
crans (2.7) ainsi que la ﬁltration associée de D†rig(V ) existent et que le Lemme 2.1.3 est
satisfait. On rappelle les isomorphismes
D†rig(V )
ψ=1 ' HE(Γ)⊗HIw(Qp, V ) ' H1(Qp,HE(Γ)⊗ V ).
On déﬁnit une ﬁltration en 4 crans de l'espace H1(Qp,HE(Γ)⊗ V ). Soit
F0H
1(Qp,HE(Γ)⊗ V ) := D ∩H1(Qp,HE(Γ)⊗ V ),
F−1H1(Qp,HE(Γ)⊗ V ) := D−1 ∩H1(Qp,HE(Γ)⊗ V ).
Suite à l'interprétation du morphisme de projection pr0 proposée par Cherbonnier et
Colmez (voir Paragraphe 1.2.6) on sait que pour tout β ∈ F0H1(Qp,HE(Γ) ⊗ V ) on a
pr0 (β) ∈ H1(D). On rappelle la suite exacte (2.10)
0→ D−1 → D→W→ 0.
Puisque H0(W) = 0 grâce à la condition C4) la suite exacte longue associée à (2.10)
donne la suite exacte
0→ H1(D−1)→ H1(D)→ H1(W).
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On rappelle que pour toute représentation p-adique V on note
D(V ) := Dcris(V )⊗HE(Γ).(1 +X),
ainsi que pour tout élément x ∈ Dcris(V ) on note
x˜ ∈ D(V ) := x⊗ (1 +X).
Proposition 2.4.1. [Ben14a, Proposition 3.2.2] Pour tout a ∈ Dϕ=p−1 et α ∈ D(V ) tel
que α(0) = a. Soit h ≥ 1 tel que Fil−hDcris(V ) = Dcris(V ). Alors
i) Il existe un unique β ∈ F0H1(Qp,HE(Γ)⊗ V ) tel que
(γ − 1)β = ExpεV,h(α).
ii) La composition
δD,h : D
ϕ=p−1 → F 0H1(Qp,HE(Γ)⊗ V )→ H1(W)
a 7→ pr0(β) (mod H1(D−1))
est donnée par la formule suivante
δD,h(a) = −Γ(h)
(
1− 1
p
)−1
(log(χ(γ)))−1 iD,c(a)
où iD,c est déﬁni en (2.13).
Remarque 2.4.2. Dans [Ben14a] Benois travaille dans le cas où V vériﬁe l'ensemble des
conditions A et où D est régulier. Cependant, la preuve ne nécessite que les conditions
C3), C4) et la non-intersection de Fil0Dcris(V ) avec D, la propriété est donc satisfaite
sous ces conditions relâchées grâce à la même preuve.
De manière similaire à la cohomologie locale (voir Paragraphe 1.2.3) on déﬁnit la
cohomologie d'Iwasawa pour les représentations p-adique de Q. Soit V une représentation
p-adique de GS. On ﬁxe T un Zp réseau de V stable sous l'action de GS alors
H1Iw,S(Q, T ) := lim←−H
1
S(Q(ζpn), T )
où la limite projective est prise pour les morphismes de corestriction. On déﬁnit
H1Iw,S(Q, V ) := H1Iw,S(Q, T )⊗Zp Qp.
Cette déﬁnition est indépendante du réseau T choisi. Grâce au lemme de Shapiro on a
aussi
H1Iw,S(Q, V ∗(1)) ' H1S(Q, V ∗(1)⊗Qp ΛE(Γ)ι).
On appelle ΛE(Γ)ι la partie cyclotomique. Tout morphisme continu µ : Γ → E induit
un morphisme dit de spécialisation ΛE(Γ) → E(µ) comme expliqué dans le Paragraphe
1.4.2. Grâce à la restriction au groupe de décomposition en p la cohomologie d'Iwasawa
des représentations de Q peut être envoyée dans celle des représentation de Qp.
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Théorème 2.4.3. Soit z ∈ H1Iw(Q, V ∗(1)) et d ∈ Dϕ=p−1. On suppose que la projection
z0 de z sur le corps de base soit non-nulle et que z0 ∈ H1(D⊥, V ∗(1)), c'est-à-dire que la
projection de z0 dans H1(D∗(χ)) est incluse dans l'injection de H1(W∗(χ)). On note hz
l'élément de HE(Γ) déﬁni par
hz = Log
ε
V ∗(1),1−h,d(locp(z)).
On considère la fonction L p-adique
Lp(hz, s) = A
c
ω0(hz)(s)
(où A cω0 est déﬁni en 1.4.1). Alors cette fonction L p-adique admet un zéro
Lp(hz, 0) = 0
et sa dérivée vaut
L′p(hz, 0) = Γ(h)
(
1− 1
p
)−1
〈z0, iD,c(d)〉
où z0 est la projection de locp(z0) dans H1(D∗(χ)).
Démonstration. On ﬁxe z ∈ H1Iw(Q, V ∗(1)) vériﬁant les conditions du théorème. On rap-
pelle la décomposition (1.5)
hz =
p−2∑
i=0
δihi(γ1 − 1).
On rappelle la déﬁnition de la fonction L p-adique (1.4.1)
Lp(hz, s) = h0(χ(γ1)
s − 1).
En utilisant la Proposition 2.4.1 on sait qu'il existe β ∈ F 0H1(Qp,H(Γ)⊗ V ) tel que
(γ − 1)β = Expε−1V,h (d⊗ (1 +X)).
On a
hz =
(
γ−1 − 1) 〈locp(z), βι〉V ∗(1).
En utilisant la décomposition (1.5) il existe des Hi ∈ HE tels que
〈locp(z), βι〉V ∗(1) =
p−2∑
i=0
δiHi(γ1 − 1)
alors
Lp(hz, s) = (χ(γ)
−s − 1)H0(χ(γ1)s − 1).
En particulier, comme annoncé, on a
Lp(hz, 0) = 0.
De plus, la dérivée en 0 vaut alors
L′p(hz, 0) = − log(χ(γ))H0(0). (2.33)
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Or
H0(0) = locp(z0) ∪V pr0(β)
où ∪V est le cup produit H1(Qp, V ∗(1))×H1(Qp, V )→ L. Grâce à la Proposition 2.4.1 on
sait que pr0(β) est dans l'image de l'injection de H
1(D) dans H1(Qp, V ). Par conséquent
on projette locp(z0) dans H1(D∗(χ)), on note cet élément z0 et
H0(0) = z0 ∪D pr0(β).
Puisque z0 ∈ H1(D⊥, V ∗(1)) on sait que z0 ∈ H1(W∗(χ)). Soit pr0(β) la projection de
pr0(β) modulo H
1(D−1). On a alors
H0(0) = z0 ∪W pr0(β).
La Proposition 2.4.1 permet d'aﬃrmer que
pr0(β) = −Γ(h)
(
1− 1
p
)−1
(log(χ(γ)))−1 iD,c(d).
En injectant ce résultat dans la valeur de la dérivée ((2.33)) on obtient l'égalité souhaitée.
2.4.2. Dans ce paragraphe on suppose que V vériﬁe l'ensemble des conditions A et
que D est un espace régulier. On suppose de plus que dimE Dϕ=p
−1
= 1. Alors, on a
l'interprétation suivante de l'invariant L .
Corollaire 2.4.4. Soient z ∈ H1Iw(Q, V ∗(1)) et d ∈ Dϕ=p−1 satisfaisant les conditions du
Théorème 2.4.3. Soit Lp(hz, s) la fonction L p-adique déﬁnie dans le Théorème 2.4.3. Si
de plus dimE Dϕ=p
−1
= 1 alors la dérivée de Lp(hz, s) en 0 s'écrit
L′p(hz, 0) = −L (V,D)Γ(h)
(
1− 1
p
)−1
[exp∗(locp(z0)), d]V
où [ , ]V : Dcris(V ) × Dcris(V ∗(1)) → L est l'accouplement canonique et exp∗ est l'expo-
nentielle duale de Bloch et Kato pour la représentation V ∗(1).
Démonstration. En utilisant la remarque 2.2.6 on a
z0 = iD⊥,c(b
∗)−L (V ∗(1), D⊥)iD⊥,f (b∗)
pour un certain b∗ ∈ Dcris(W∗(χ)). Dans notre cas e = 1 alors la Proposition 2.3.2 donne
l'égalité L (V ∗(1), D⊥) = −L (V,D). De plus, pour tout b∗ ∈ Dcris(W∗(χ)) et d ∈ Dϕ=p−1
on a
〈iD⊥,c(b∗), iD,f (d)〉 = −〈iD⊥,f (b∗), iD,c(d)〉.
De plus, 〈iD⊥,c(b∗), iD,c(d)〉 = 0 et 〈iD⊥,f (b∗), iD,f (d)〉 = 0 donc
〈z0, iD,c(d)〉 = −L (V,D)〈z0, iD,f (d)〉. (2.34)
Pour d ∈ Dcris(W) = Dϕ=p−1 on a
expW(d) = iD,f (d).
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Par fonctorialité de l'exponentielle on a
expW(d) = expD(d)(mod H
1(D−1)),
en particulier on a
〈z0, iD,c(d)〉 = z0 ∪W iD,f (d) = z0 ∪D expD(d).
En utilisant encore la fonctorialité on a
〈z0, iD,c(d)〉 = locp(z0) ∪V expV (d).
En injectant ce résultat dans l'équation (2.34) et en utilisant l'exponentielle duale on a
〈z0, iD,c(d)〉 = −L (V,D) [exp∗(locp(z0)), d]V .
En injectant ce résultat dans le Théorème 2.4.3 on obtient l'égalité souhaitée.
Chapitre 3
Les fonctions L du produit de
Rankin-Selberg
Dans une première section on déﬁnira les fonctions L complexes associées au pro-
duit de Rankin-Selberg de deux formes modulaires. Dans la seconde, on introduira les
fonctions L p-adiques à trois variables de Urban interpolant les fonctions complexes de
Rankin-Selberg. Ensuite, on étudie les représentations p-adiques associées au produit de
Rankin-Selberg. Dans la quatrième section, on construira plusieurs familles de classes de
cohomologies grâce aux éléments de Beilinson-Flach. Ceux ci seront utilisés dans la cin-
quième et dernière section pour donner de nouvelles écritures de la fonction L p-adique
de Urban et de sa restriction suivant 3 droites diﬀérentes.
3.1 La fonction L complexe de Rankin-Selberg
Soient f et g deux formes modulaires primitives de poids respectifs k0 et l0 avec l0 ≤ k0,
de niveaux respectifs Nf et Ng et de caractères respectifs εf et εg
f (z) =
+∞∑
n=1
anq
n, g (z) =
+∞∑
n=1
bnq
n.
A partir des deux développements de séries de Fourier on déﬁnit la série de convolution
D (f, g, s) de la manière suivante
D (f, g, s) :=
+∞∑
n=1
anbnn
−s.
Grâce aux bornes sur an et bn on peut déduire facilement que D (f, g, s) converge sur le
demi plan Re (s) > k0+l0
2
+ 1.
On rappelle que pour tout nombre premier q, on note αq(f) et σq(f) les deux racines
de Hecke de f et q, et αq(g), σq(g) celles de g.
Proposition 3.1.1. Sur le demi plan Re (s) > k0+l0
2
+1 la série D(f, g, s) admet l'écriture
en produit eulérien suivante
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D (f, g, s) =
∏
q premier
(
1− αq (f)αq (g)σq (f)σq (g)
q2s
)(
1− αq (f)αq (g)
qs
)−1
×
(
1− αq (f)σq (g)
qs
)−1(
1− σq (f)αq (g)
qs
)−1(
1− σq (f)σq (g)
qs
)−1
.
Démonstration. Voir Lemme 2 de la section 5.4 de [Hid93].
Déﬁnition 3.1.2. On déﬁnit la fonction L imprimitive de Rankin-Selberg associée au
couple (f, g) comme étant le produit eulérien
L (f, g, s) :=
∏
q premier
Pq
(
f, g, q−s
)−1
où
Pq (f, g,X) = (1− αq (f)αq (g)X) (1− αq (f)σq (g)X)×
(1− σq (f)αq (g)X) (1− σq (f)σq (g)X) .
Soit N := ppcm (Nf , Ng). On note L(N) (εfεg, s) la fonction L de Dirichlet associée au
caractère εfεg vu modulo N . C'est la fonction L (εfεg, s) où les facteurs eulériens pour
q | N ont été enlevés. Si εfεg est primitif modulo N , les deux fonctions L sont égales. En
utilisant les relations coeﬃcients-racines du polynôme de Hecke on a∏
q premier
(
1− αq (f)αq (g)σq (f)σq (g)
q2s
)
=
∏
q premier
(
1− εf (q) εg (q)
q2s−k0−l0−2
)
.
On a alors la décomposition
L (f, g, s) = L(N) (εfεg, 2s− k0 − l0 + 2)D (f, g, s) .
On rappelle la seconde écriture de la fonction L de Rankin-Selberg. Soit M ∈ N∗ un
entier non-nul et soit µ un caractère de Dirichlet modulo M . Soit λ ∈ N un entier tel que
µ (−1) = (−1)λ. Pour z ∈ H un complexe dans le demi plan de Poincaré et s ∈ C on
déﬁnit la série d'Eisenstein comme la série suivante
Eλ,N (z, s, µ) =
∑
(m,n)
′ µ (n)
(mNz + n)λ
1
| mNz + n |2s
où
∑
(m,n)
′ correspond à la sommation restreinte où (m,n) varie dans Z2 − {(0, 0)}. Cette
série est absolument convergente lorsque Re (s) > 1− λ/2.
Proposition 3.1.3. Pour Re(s) >> 0 on a
L (f, g, s) =
(4pi)s
2Γ (s)
〈f ∗ (z) , g (z)Ek0−l0,N (z, s+ 1− k0, εfεg)〉k0,N
où 〈f1, f2〉k0,N :=
∫
Γ0(N)
f1 (z) f2 (z)y
k0 dx.dy
y2
avec x = Re (z) , y = Im (z) est le produit de
Petersson.
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Démonstration. Voir la preuve du Théorème 2, en particulier l'équation (2.4) de [Shi76]
par exemple.
Le comportement analytique de la fonction Ek0−l0,N (z, s+ 1− k0, εfεg) a été étudié
par Rankin [Ran39], Selberg [SBM40] et Petersson [Pet49]. La fonction
s 7→ Γ(s+ k0 + l0)Ek0−l0,N (z, s+ 1− k0, εfεg)
admet un prolongement analytique sur C lorsque l0 < k0. Si l0 = k0 alors elle admet un
prolongement méromorphe sur C avec un unique pôle simple en k0.
On déﬁnit la fonction complétée Λ (f, g, s) de la fonction L de la manière suivante
Λ (f, g, s) := Γ (s) Γ (s− l0 + 1) (2pi)l0−1−2sL (f, g, s) . (3.1)
On rappelle que pour une forme modulaire f , f ∗ est la forme modulaire conjuguée
déﬁnie par f ∗(z) = f(−z).
Proposition 3.1.4. Si f et g sont des formes primitives telles que f ∗ 6= g alors la fonction
Λ admet un prolongement holomorphe sur C. Si f ∗ = g alors la fonction Λ (f, f ∗, s) est
holomorphe sur C− {k0} et admet un pôle simple en k0.
Démonstration. Théorème 1 de la section 9.4 de [Hid93] par exemple.
Théorème 3.1.5. On suppose que les caractères de Dirichlet εf , εg, εf × εg sont primitifs
modulo Nf , Ng, N respectivement. On note df := N/Nf et dg := N/Ng. On a alors une
équation fonctionnelle
Λ (f, g, s) =  (f, g, s) Λ (f ∗, g∗, k0 + l0 − 1− s) (3.2)
avec
 (f, g, s) := (−1)l0 λNf (f)λNg (g)G (εfεg) adgbdfN l0−2f Nk0−2g (NNfNg)1−s
où G (εfεg) est la somme de Gauss associée au caractère εfεg, λNf (f), λNg (g) sont les
pseudos valeurs propres de l'opérateur de Atkin-Lehner associées à f et g et adg (respecti-
vement bdf ) est le coeﬃcient d'indice dg (respectivement df) de la décomposition en série
de Fourier de f (respectivement g).
Démonstration. Théorème 1 de la section 9.5 de [Hid93] par exemple.
Remarque 3.1.6. [Discussion section 9.5 [Hid93]] Si les caractères ne sont pas primitifs
il faudrait rajouter des facteurs eulériens supplémentaires à l'expression de Λ aﬁn de
retrouver une équation fonctionnelle formant alors un avatar du résultat précédent.
La fonction Λ (f, g, s) ne s'annule pas pour Re(s) > k0+l0
2
. De plus, le Théorème 5.2 de
Shahidi [Sha81] aﬃrme que la fonction L(f, g, s) ne s'annule pas en k0+l0
2
. Lorsque k0+l0
2
est entier l'équation fonctionnelle permet de déduire l'ordre d'annulation de L (f, g, j)
pour tout j un entier. Si k0+l0
2
est un demi-entier alors on connait l'ordre d'annulation de
la fonction L(f, g, s) à l'exception du point s = k0+l0−1
2
ords=j L (f, g, s) =
 0 si j ≥ l0, j 6=
k0+l0−1
2
1 si 1 ≤ j ≤ l0 − 1
2 si j ≤ 0.
En particulier cela implique que la fonction Λ(f, g, s) ne peut pas s'annuler en un point
entier hors du point de symétrie.
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Théorème 3.1.7 (Shimura, [Shi77]). Si f et g sont des formes primitives alors
Λ (f, g, j)
il0−k0G (εf )G (εg) 〈f, f〉k0,N
∈ Q(f, g) ,∀j ∈ N ∩ [l0, k0 − 1].
Le résultat de Shimura permet de construire une fonction p-adique interpolant la
fonction L de Rankin-Selberg sur Zp ∩ [l0, k0 − 1]. La prochaine section introduit des
fonctions analytiques p-adiques interpolant la fonction L de Rankin-Selberg.
3.2 Fonctions L p-adiques de Rankin-Selberg
Soient f et g deux formes primitives de poids k0 et l0, de niveau Nf et Ng et de
caractères εf et εg. On suppose que 2 ≤ l0 ≤ k0. On ﬁxe p ≥ 3 un nombre premier ne
divisant pas NfNg tel que f et g soient p-régulières (voir Déﬁnition 1.7.1). Soient f et g
les familles de Coleman passant respectivement par fα et gα déﬁnies dans la section 1.7.
Quitte à réduire l'un des rayons p−rf où p−rg où rf et rg sont introduits dans la section
1.7 il est possible de supposer que rf = rg. On note
r := rf = rg.
On note le disque de Z2p lié au couple (f, g)
Uf,g := D
(
k0, 1/p
r−1)×D ((l0, 1/pr−1) .
Autrement dit Uf,g = D ((k0, l0), 1/pr−1) (voir (1.29)). On rappelle que les éléments de If
et Ig sont respectivement les entiers k et l supérieurs à 2 dans k0 + pr−1Zp et l0 + pr−1Zp
respectivement vériﬁant
k ≡ k0 mod (p− 1), l ≡ l0 mod (p− 1).
Les propriétés d'interpolations sont données pour les triplets (k, l, j) vériﬁant
(k, l, j) ∈ If × Ig × Z, 2 ≤ l ≤ j < k. (3.3)
Ce sont les triplets correspondant aux points critiques. On rappelle la déﬁnition de la
fonction L p-adique de Urban à trois variables.
Théorème 3.2.1. [Urb14, Théorème 4.4.7] Soit a une classe de congruence modulo p−1.
Il existe une fonction p-adique analytique sur Uf,g × Zp que l'on note Lp (f ,g, ωa), telle
que pour tout triplet (k, l, j) vériﬁant la relation (3.3) la propriété d'interpolation suivante
soit satisfaite
Lp (f ,g, ω
a) (k, l, j) =
E (fk,gl, ωa, j)
E (fk)
Γ (j) Γ (j − l + 1)
(2pi)2j−l+1 2k−1 (−i)k−l 〈f0k , f0k 〉k,Nf
L
(
f0k ,g
0
l , j
)
.
(3.4)
Le facteur eulérien E (fk) est déﬁni comme suit
E (fk) =
(
1− βp (fk)
pαp (fk)
)(
1− βp (fk)
αp (fk)
)
.
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Si j ≡ a mod p− 1 alors on déﬁnit E (fk,gl, j) par
E (fk,gl, ωa, j) =
(
1− p
j−1
αp (fk)αp (gl)
)(
1− p
j−1
αp (fk) βp (gl)
)
×(
1− βp (fk)αp (gl)
pj
)(
1− βp (fk) βp (gl)
pj
)
sinon , si j 6≡ a mod p− 1, par
E (fk,gl, ωa, j) = G(ωj−a)2 p
2j−2
αp(f)2αp(g)βp(g)
où G(ωj−a) désigne la somme de Gauss de la puissance du caractère de Teichmuller.
Remarque 3.2.2. i) Le texte [Urb14] présente une lacune dans le raisonnement néces-
saire pour la mise en place du théorème sus-cité. Celui ci est comblé depuis, voir
l'appendice de [AI17].
ii) Les propriétés d'interpolation ne sont pas explicitement écrites dans [Urb14]. En
eﬀet, notre cas est en contradiction avec la condition 4) du Théorème 4.4.7. [Urb14].
Urban précise dans son texte que, lorsque cette condition n'est pas satisfaite, il
faudrait alors rajouter certains facteurs eulériens. Dans les deux cas, j ≡ a[p− 1] et
j 6≡ a[p− 1] ces coeﬃcients sont explicités dans le texte de Loeer [Loe18].
iii) Lorsque f et g sont ordinaires, les familles de Coleman f et g coïncident, sur leur
espace de déﬁnition, avec les familles de Hida associées à f et g (voir [Hid88]). La
fonction de Urban, coïncide alors avec la fonction p-adique à 3 variables de Hida
(voir [Hid88] où [Hid93]).
iv) L'ensemble des triplets vériﬁant la condition (3.3) est un espace dense de Uf,g ×Zp,
par continuité, les fonctions de Urban sont uniques.
v) Les fonctions Lp (f ,g, ωa) et Lp (g, f , ωa) ne sont pas égales bien que les fonctions
L (f, g) et L (g, f) le soient.
vi) La notation choisie pour E diﬀère légèrement de celle prise par Kings, Loeer et
Zerbes. Les deux facteurs eulériens de E (fk) ne peuvent pas s'annuler :
Puisque |βp (fk)| = |αp (fk)| alors 1 − βp(fk)pαp(fk) 6= 0. Puisque f est p-régulière on a
αp(f) 6= βp(f) donc 1− βp(fk)αp(fk) 6= 0.
L'équation fonctionnelle suivante est satisfaite par la fonction de Urban à 3 variables
Théorème 3.2.3. On suppose que les caractères de Dirichlet εf , εg, εf×εg soient primitifs
modulo Nf , Ng, N respectivement. On note df := N/Nf et dg := N/Ng. Soit a une classe
de congruence modulo p− 1. On note a∗ la classe de congruence de k0 + l0− 1− a modulo
p−1. L'équation fonctionnelle suivante est satisfaite. Pour tout triplet (k, l, j) ∈ Uf,g×Zp
on a
Lp (f ,g, ω
a) (k, l, j) = (f ,g,a)p (k, l, j)Lp
(
f∗,g∗, ωa
∗)
(k, l, k + l − 1− j) , (3.5)
où le coeﬃcient (f ,g,a)p (k, l, j) est déﬁni par
(f ,g,a)p (k, l, j) := (−1)l0A wt
(
λNf (f)
)
(k)A wt
(
λNg (g)
)
(l)G (εfεg) adg (k)bdf (l)×
ω (Nf )
l0−2 〈Nf〉l−2ω (Ng)k0−2 〈Ng〉k−2ω (NNfNg)1−a 〈NNfNg〉1−j
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où z est le conjugué de z, où adg (k) := $k(adg) est le dg-ième coeﬃcient de la famille
de Coleman f évalué au poids k. De même bdf (k) est de df -ième coeﬃcient de la famille
de Coleman g évalué au poids k. Enﬁn, λNf (f) et λNg (g) sont les interpolations des
pseudo-valeurs propres de Atkin-Lehner déﬁnies en 1.7.6.
Démonstration. Soit a une classe de congruence modulo p − 1. Soit (k, l, j) un triplet
vériﬁant (3.3). La déﬁnition de la fonction L complétée Λ de Rankin-Selberg (3.1) injectée
dans l'équation (3.4) donne
Lp (f ,g, ω
a) (k, l, j) =
E (fk,gl, ωa, j)
E (fk)
1
(−i)k−l 2k−1〈f0k , f0k 〉k,Nf
Λ
(
f0k ,g
0
l , j
)
.
En utilisant l'équation fonctionnelle 3.2 du Théorème 3.1.5 on obtient
Lp (f ,g, ω
a) (k, l, j) = 
(
f0k ,g
0
l , j
) E (fk,gl, ωa, j)
E (fk)
Λ
(
f0,∗k ,g
0,∗
l , k + l − 1− j
)
(−i)k−l 2k−1〈f0k , f0k 〉k,Nf
(3.6)
où  (f0k ,g
0
l , j) est déﬁni dans le Théorème 3.1.5. On rappelle sa valeur

(
f0k ,g
0
l , j
)
:= (−1)l λNf
(
f0k
)
λNg
(
g0l
)
G (εfεg) adg (k)bdf (l)N
l−2
f N
k−2
g (NNfNg)
1−j .
L'utilisation directe du Théorème 3.1.5 donne le dg-ième coeﬃcient de la forme primitive
f0k . Cependant p ne divise pas dg c'est donc aussi le dg-ième coeﬃcient de sa p-stabilisation.
Le même raisonnement justiﬁe la présence de bdf . Cela valide la forme du coeﬃcient
 donnée, en particulier adgbdf est une fonction analytique de Uf,g. Les relations (1.20)
entre les racines de Hecke d'une forme modulaire et les racines de sa forme conjuguée
impliquent les égalités
E (fk) = E (f∗k ) , E (fk,gl, ωa, j) = E
(
f∗k ,g
∗
l , ω
a∗ , k + l − 1− j)
où a∗ désigne la classe de congruence de k0 + l0 − 1 − a modulo p − 1. En revenant à la
déﬁnition du produit de Petersson il est facile de voir que
〈f0k , f0k 〉k,Nf = 〈f0,∗k , f0,∗k 〉k,Nf .
En injectant ces équations dans (3.6) on obtient
Lp (f ,g, ω
a) (k, l, j) = 
(
f0k ,g
0
l , j
) E (f∗k ,g∗l , ωa∗ , k + l − 1− j)
E (f∗k )
Λ
(
f0,∗k ,g
0,∗
l , k + l − 1− j
)
(−i)k−l 2k−1〈f0,∗k , f0,∗k 〉k,Nf
.
Si (k, l, j) vériﬁe (3.3) alors le triplet (k, l, k + l − 1− j) est un triplet de If∗,g∗,a∗ qui
vériﬁe 2 ≤ l ≤ k+ l−1− j < k. En utilisant de nouveau la propriété d'interpolation (3.4)
avec le couple de familles de Coleman (f∗,g∗) on a pour tout triplet (k, l, j) vériﬁant (3.3)
la relation suivante
Lp (f ,g, ω
a) (k, l, j) = 
(
f0k ,g
0
l , j
)
Lp
(
f∗,g∗, ωa
∗)
(k, l, k + l − 1− j) .
Les triplets vériﬁant (3.3) forment un espace dense de Uf,g×Zp. Le facteur  admet comme
interpolation p-adique sur Uf,g × Zp le facteur analytique (f ,g,a)p déﬁni dans l'énoncé. Par
continuité des fonctions L p-adique et du facteur (f ,g,a)p le résultat voulu est prouvé.
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3.3 Représentations p-adiques et produit de Rankin-
Selberg
Le but de cette section est de mettre en avant certains éléments et certaines construc-
tions sur les (ϕ,Γ)-modules associés au produit de Rankin-Selberg. Cette section est un
glossaire utilisé dans les sections suivantes. Bien que certaines déﬁnitions soient similaires,
une liste exhaustive semblait être la meilleure approche.
Soient f et g deux formes primitives de poids k0 et l0, de niveaux Nf et Ng et de
caractères εf et εg. Soit N := ppcm (Nf , Ng). Soit p ≥ 3 un nombre premier tel que p - N
et tel que f et g soient p-régulières. On note f et g les familles de Coleman associée à f
et g.
Dans les deux premiers paragraphes on s'intéresse aux (ϕ,Γ) associés à f et g, dans
les deux suivant on se penche sur leur duaux. Dans le dernier paragraphe on déﬁnit la
notion de spécialisation en un triplet de poids.
3.3.1. Soient Vf et Vg les représentations de Deligne en familles associées à f et g à
coeﬃcients dans des E-algèbres aﬃnoïdes Af et Ag (voir Théorèmes 1.7.2 et et 1.7.3). On
note
Vf ,g := Vf ⊗̂EVg.
On rappelle les déﬁnitions de (ϕ,Γ)-modules associés aux familles f et g
Df := D†rig,Af (Vf ) , Dg := D
†
rig,Ag
(Vg) .
On rappelle que ces modules sont équipés de ﬁltrations données par les suites exactes
courtes (voir 1.7.4)
0→ F+Df → Df → F−Df → 0,
0→ F+Dg → Dg → F−Dg → 0.
(3.7)
On note Af ,g le produit tensoriel des algèbres Af et Ag
Af ,g := Af ⊗̂EAg.
On note Df ,g le produit tensoriel des modules Df et Dg
Df ,g := Df ⊗̂REDg.
C'est un (ϕ,Γ)-module de rang 4 sur l'algèbre RAf ,g et on a un isomorphisme
Df ,g ' D†rig,Af ,g (Vf ,g) .
Grâce aux ﬁltrations (3.7) on déﬁnit le sous-module de rang 3
F◦◦Df ,g := F+Df ⊗̂REDg + Df ⊗̂REF+Dg, (3.8)
le sous-module de rang 2
F+◦Df ,g := F+Df ⊗̂REDg (3.9)
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ainsi que les modules de rang 1
F++Df ,g := F+Df ⊗̂REF+Dg, F+−Df ,g := F+Df ⊗̂REF−Dg. (3.10)
On a la triangulation de Df ,g suivante
{0} ⊂ F++Df ,g ⊂ F+◦Df ,g ⊂ F◦◦Df ,g ⊂ Df ,g. (3.11)
On a l'identiﬁcation suivante induite par le Théorème 1.7.4
F++Df ,g ' RAf ,g
(
δ˜f ,g
)
où δ˜f ,g
∣∣∣
Z×p
= 1, δ˜f ,g (p) = αp (f)αp (g) . (3.12)
On note χg le caractère continu de Q×p → Af ,g déﬁni par χg(p) = 1 et sur Z×p comme la
composition
χg
∣∣
Z×p
: Z×p
χ−1−→ Γ χ−→ Ag ↪→ Af ,g (3.13)
où χ−1 est l'inverse de l'isomorphisme donné par la caractère cyclotomique χ : Γ ' Z×p et
où χ est le caractère déﬁni en (1.30). On a l'identiﬁcation suivante induite par le Théorème
1.7.4
F+−Df ,g ' RAf ,g (δf ,g) où δf ,g|Z×p = χ−1g χ, δf ,g (p) =
αp (f)
αp (g∗)
. (3.14)
On déﬁnit le module
Mf ,g := F+−Df ,g
(
χg
)
(3.15)
Quitte à réduire le rayons p−rf et p−rg il est possible de supposer que la p-valuation de
αp(f)
αp(g∗) est constante sur Spm (Af ,g). Ainsi, le moduleMf ,g est cristallin de rang 1, de poids
de Hodge-Tate 1 et de pente constante.
3.3.2. Pour tout poids classique k ∈ If on rappelle l'existence du morphisme de
spécialisation $k : Af → E déﬁni en (1.31). Il induit un morphisme
$k : Df → Dfk , où Dfk := D†rig (Vfk)
et une ﬁltration sur Dfk grâce à celle de Df . Lorsqu'on travaille sur l'algèbre Af ,g il peut
être intéressant de spécialiser uniquement Af . On note
$fk := $k ⊗ Id : Af ,g → Ag. (3.16)
Ce morphisme induit un morphisme compatible avec les ﬁltrations
$fk : Df ,g → Dfk,g où Dfk,g = Dfk⊗̂REDg.
On note le sous-quotient et la sous-représentation de rang 1
F+−Dfk,g := F+Dfk⊗̂REF−Dg, F++Dfk,g := F+Dfk⊗̂REF+Dg. (3.17)
On a les identiﬁcations suivantes induites par (3.14) et (3.12)
F+−Dfk,g ' RAg (δfk,g) où δfk,g|Z×p = χ−1χ, δfk,g (p) =
αp (fk)
αp (g∗)
,
F++Dfk,g ' RAg
(
δ˜fk,g
)
où δ˜fk,g
∣∣∣
Z×p
= 1, δ˜fk,g (p) = αp (fk)αp (g)
(3.18)
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où χ est vu comme un caractère de Z×p à travers l'identiﬁcation Γ ' Z×p induite par le
caractère cyclotomique. Le caractère δfk,g est la spécialisation du caractère δfk,g, c'est-à-
dire δfk,g = $
f
k ◦ δf ,g. On rappelle l'isomorphisme déﬁni en (1.33)
(Prα)∗ : Vf0k → Vfk
où f0k est la forme primitive de niveau Nf et de poids k dont la p-stabilisation est fk.
L'isomorphisme (Prα)∗ induit un isomorphisme que l'on note de la même manière
(Prα)∗ : Df0k → Dfk où Df0k := D
†
rig
(
Vf0k
)
.
On note de manière analogue à (3.17)
F+−Df0k ,g := F+Df0k ⊗̂REF−Dg.
On a un isomorphisme
(Prα× Id)∗ : F+−Df0k ,g → F+−Dfk,g.
On déﬁnit les deux modules cristallins
Mfk,g := F+−Dfk,g (χ) , Mf0k ,g := F+−Df0k ,g (χ) . (3.19)
On considère maintenant k = k0, alors fk0 = fα et f
0
k0
= f . Quitte à réduire le rayon p−rg
on suppose que la p-valuation de αp(f)
αp(g∗) est constante sur Spm (Ag). Les modules Mf,g et
Mfα,g sont donc cristallins de rang 1, d'unique poids de Hodge-Tate égal à 1 et de pente
constante.
3.3.3. Soient V ∗f et V
∗
g les représentations duales de Vf et Vg. On note V
∗
f ,g le produit
tensoriel de ces représentations. On a
V ∗f ,g := V
∗
f ⊗̂EV ∗g = (Vf ,g)∗ . (3.20)
On rappelle que D∗f et D∗g désignent respectivement les duaux de Df et Dg. On a
D∗f = D
†
rig,Af
(V ∗f ) , D∗g = D
†
rig,Ag
(
V ∗g
)
.
On note D∗f ,g le dual de Df ,g. On a les trois écritures équivalentes
D∗f ,g = D∗f ⊗̂RED∗g ' D†rig,Af ,g
(
V ∗f ,g
)
. (3.21)
On rappelle les deux suites exactes courtes (voir (1.32)) duales des suites exactes (3.7)
0→ F+D∗f → D∗f → F−D∗f → 0,
0→ F+D∗g → D∗g → F−D∗g → 0.
(3.22)
On déﬁnit F−◦D∗f ,g le quotient de D∗f ,g suivant
F−◦D∗f ,g := F−D∗f ⊗̂RE D∗g.
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C'est un (ϕ,Γ)-module de rang 2 sur Af ,g et le dual du (ϕ,Γ)-module déﬁni en (3.9)
F−◦D∗f ,g =
(F+◦Df ,g)∗ .
On déﬁnit les (ϕ,Γ)-modules de rang 1 sur Af ,g suivants
F−−D∗f ,g := F−D∗f ⊗̂REF−D∗g, F−+D∗f ,g := F−D∗f ⊗̂REF+D∗g.
On peut aussi exprimer ces modules comme les duaux de ceux déﬁnis en (3.10)
F−−D∗f ,g =
(F++Df ,g)∗ , F−+D∗f ,g = (F+−Df ,g)∗ .
En prenant le dual des identiﬁcations (3.12) et (3.14) on a
F−−D∗f ,g ' RAf ,g
(
δ˜−1f ,g
)
, F−+D∗f ,g ' RAf ,g
(
δ−1f ,g
)
. (3.23)
Les ﬁltrations (3.22) impliquent la suite exacte courte suivante
0→ F−+D∗f ,g → F−◦D∗f ,g → F−−D∗f ,g → 0 (3.24)
3.3.4. Soit D∗fα le (ϕ,Γ)-module induit par la spécialisation au poids k0 du module
D∗f
D∗fα := $k0 (D
∗
f ) = D
†
rig
(
V ∗fα
)
.
On note D∗f le (ϕ,Γ)-module associé à la forme f , c'est-à-dire,
D∗f := D
†
rig
(
V ∗f
)
.
On rappelle l'isomorphisme (Prα)∗ déﬁni en (1.28) induisant un isomorphisme que l'on
désigne par le même symbole
(Prα)∗ : D
∗
fα → D∗f .
Les deux modules précédents sont munis de ﬁltrations induites par (3.22) à travers le
morphisme de spécialisation et le morphisme (Prα)∗. En particulier, on déﬁnit le module
de rang 2
F−◦D∗f,g := F−D∗f ⊗̂RE D∗g
et les deux modules de rang 1
F−−D∗f,g := F−D∗f ⊗̂RE F−D∗g , F−+D∗f,g := F−D∗f ⊗̂RE F+D∗g.
Le module F−◦D∗f,g s'exprime aussi grâce au foncteur D†rig,Ag
F−◦D∗f,g ' D†rig,Ag
(
V ∗f,g
)
où
V ∗f,g := V
∗
f ⊗̂EV ∗g (3.25)
On spécialise le poids de la famille f dans les identiﬁcations (3.23) grâce au morphisme $fk0
déﬁni en (3.16) et on identiﬁe la version non-stabilisée grâce au morphisme (Prα× Id)∗.
On obtient alors l'identiﬁcation
F−−D∗f,g ' RAg
(
δ˜−1f,g
)
, F−+D∗f,g ' RAg
(
δ−1f,g
)
(3.26)
où les morphismes δf,g := $fk0 ◦ δf ,g et δ˜f,g := $fk0 ◦ δ˜f ,g sont respectivement égaux à δfk0 ,g
et δ˜f,g déﬁnis en (3.18). On a la suite exacte
0→ F−+D∗f,g
(
χ2−k0
)→ F−◦D∗f,g (χ2−k0)→ F−−D∗f,g (χ2−k0)→ 0. (3.27)
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Lemme 3.3.1. Quitte à réduire le rayon p−rg on a
H0
(F−−D∗f,g (χ2−k0)) = 0.
Démonstration. Par (3.26) on sait que F−−D∗f,g
(
χ2−k0
)
est un module cristallin d'unique
poids de Hodge-Tate 2− k0, il est isomorphe au module RAg
(
δ˜−1f,gχ
2−k0
)
où par abus de
langage χ est étendu à un caractère de Q×p en ﬁxant χ(p) = 1. Aﬁn d'utiliser la Proposition
1.3.4 i) il faut montrer que
δ˜f,g(p) 6= pk0−2. (3.28)
On rappelle que δ˜f,g(p) = αp(f)αp(g). Pour tout l ∈ Ig l'égalité (1.19) donne
|αp(f)αp(gl)| = p
k0+l
2
−1
donc si l 6= k0 − 2 on a αp(f)αp(gl) 6= pk0−2. Or il existe un tel l dans Ig donc l'équation
(3.28) est satisfaite et la Proposition 1.3.4 i) induit le résultat souhaité.
La suite exacte longue de la cohomologie induite par (3.27) donne, grâce au Lemme
3.3.1 la suite exacte
0→ H1 (F−+D∗f,g (χ2−k0))→ H1 (F−◦D∗f,g (χ2−k0))→ H1 (F−−D∗f,g (χ2−k0)) . (3.29)
3.3.5. On rappelle que, quitte à réduire rf où rg, l'on pose r = rf = rg. On rappelle
aussi que l'on note
Uf,g := D
(
(k0, l0) , 1/p
r−1) = D (k0, 1/pr−1)×D (k0, 1/pr−1) .
Soit (x, y) ∈ Uf,g un couple de poids. On appelle morphisme de spécialisation des familles
f et g en (x, y) le morphisme déﬁni par
$x,y : $x ⊗$y :
{
Af ,g → E
F 7→ A wt (F ) (x, y) . (3.30)
Ce morphisme admet aussi l'écriture suivante
$x,y = $y ◦$fx
où $fx est déﬁni en (3.16), et $y : Ag → E est la spécialisation de la famille g déﬁnie en
(1.31) pour l'algèbre Ag. Pour (k, l) ∈ If × Ig un couple de poids classique on note de la
même façon
$k,l : Vf ,g → Vfk,gl , $k,l : Df ,g → Dfk,gl
où
Vfk,gl := Vfk ⊗E Vgl , Dfk,gl := Dfk ⊗RE Dgl . (3.31)
On déﬁnit aussi le sous-(ϕ,Γ)-module de dimension 2
F+◦Dfk,gl := F+Dfk ⊗RE Dgl (3.32)
et les (ϕ,Γ)-modules de rang 1
F++Dfk,gl := F+Dfk ⊗RE F+Dgl , F+−Dfk,gl := F+Dfk ⊗RE F−Dgl . (3.33)
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En spécialisant l'identiﬁcation (3.12) on a
F++Dfk,gl ' RE
(
δ˜fk,gl
)
où δ˜fk,gl
∣∣∣
Z×p
= 1, δ˜fk,gl (p) = αp (fk)αp (gl), (3.34)
F+−Dfk,gl ' RE (δfk,gl) où δfk,gl |Z×p = χ1−l, δfk,g (p) =
αp (fk) βp (gl)
pl−1
. (3.35)
On note aussi
F−◦D∗fk,gl := F−D∗fk ⊗RE D∗gl
le dual de F+◦Dfk,gl et
F−−D∗fk,gl := F−D∗fk ⊗RE F−D∗gl et F−+D∗fk,gl := F−D∗fk ⊗RE F+D∗gl
les duaux de F++Dfk,gl et F+−Dfk,gl respectivement.
Pour tout j ∈ Z on note la spécialisation de la partie cyclotomique en j le morphisme
compatible avec l'action de Γ
$cj :
{ HE (Γ)ι → E (−j)
H 7→ A cωj (H) (j) .
(3.36)
Enﬁn, on appelle spécialisation au triplet (k, l, j) le morphisme déﬁni par
$ck,l,j :
{ HAf ,g (Γ)ι → E (−j)
F 7→ Aωj (F ) (k, l, j) .
Il coïncide avec les compositions $k,l ◦$cj et $cj ◦$k,l. On appelle aussi spécialisation au
triplet (k, l, j) le morphisme induit sur la cohomologie d'Iwasawa
$ck,l,j : HIw
(
Qp, V ∗f ,g
) ' H1(Qp, V ∗f ,g ⊗E HE(Γ)ι)→ H1 (Qp, V ∗fk,gl (−j)) . (3.37)
Ce morphisme induit aussi le morphisme sur la cohomologie des (ϕ,Γ)-modules
$ck,l,j : HIw
(F−+D∗f ,g)→ H1 (F−+D∗fk,gl (χ−j)) . (3.38)
3.4 Éléments de Beilinson-Flach
Le but de cette section est de construire l'ensemble des éléments de Beilinson-Flach
nécessaires à notre travail. Ces éléments seront utilisés dans la section suivante pour don-
ner une seconde écriture de la fonction L p-adique à trois variables déﬁnie en section 3.2
ainsi que certaines de ses restrictions. Dans le premier paragraphe, on déﬁnit quelques ou-
tils nécessaires à cette construction. Dans le second paragraphe, on introduit les éléments
de Beilinson-Flach permettant de construire l'ensemble des éléments de Beilinson-Flach
nécessaires pour nous travaux. En particulier, on construit :
- Un élément de Beilinson-Flach pour des couples de formes modulaires (3.4.3).
- Un élément de Beilinson-Flach pour une forme modulaire et une famille de Coleman
(3.4.4).
- Un élément de Beilinson-Flach pour tout couple de familles de Coleman (3.4.5).
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- Un élément de la cohomologie d'Iwasawa pour tout couple de formes modulaires
(3.4.6).
3.4.1. Soient p ≥ 3 un nombre premier et N ≥ 4. On conserve les notations des
courbes modulaires introduites dans la section 1.6. Soit Y une courbe modulaire de la
forme Y1(N) ou Y1(N(p)) := Y (1, N(p)). On note pi : E → Y la courbe elliptique univer-
selle associée à Y . Lorsqu'on souhaite les diﬀérentier, on notera EN la courbe elliptique
universelle de Y1(N) et EN(p) la courbe elliptique universelle de Y1(N(p)).
On rappelle que la courbe modulaire Y1(N) représente les classes d'isomorphismes
(E,A) où E est une courbe elliptique et A un point d'ordre N . On considère DN le
schéma des points d'ordre N canoniques. On a la section
Y1(N) EN
DN
tN
où l'on déﬁnit tN(E,A) = A ∈ DN .
On rappelle que la courbe modulaire Y1(N(p)) représente les classes d'isomorphismes
(E,B,C) où E est une courbe elliptique, B un point d'ordre N et C un groupe cyclique
d'ordre pN contenant B. On note DN(p) ↪→ EN(p) le sous-schéma des points X ∈ EN(p)[Np]
tels que X soit d'ordre pN et que pX = B soit un point canonique d'ordre N . La
multiplication par N sur EN(p) induit un morphisme
[N ] : DN(p) −→ D′
où D′ sont les points d'ordre p.
Déﬁnition 3.4.1. Soit ιD : D ↪→ E un sous-schéma ﬁni, étale au-dessus de Y1(N) et on
note pD := pi ◦ ιD : D → S. Pour r ≥ 1 on pose
Λr (Hr〈D〉) := (pD)∗ (ιD)∗ [pr]∗ (Z/prZ) .
On note Λ
(
HZp〈D〉
)
le faisceau donné par le pro-système (Λr (Hr〈D〉))r≥1. Pour D =
Y1(N) et ι la section triviale on note Λr (Hr) = Λr (Hr〈D〉) et Λ
(
HZp
)
= Λ
(
HZp〈D〉
)
.
Les déﬁnitions et propriétés de ces objets sont données dans la section 2.3 de l'article
de Kings [Kin15]. En particulier, dans ces travaux, on considère le Y1(N)-faisceau Λ
(HZp)
et le Y1(N(p))-faisceau Λ
(HZp〈D′〉).
Pour tout k ≥ 0 la section 2.5 de [Kin15] donne aussi la construction de morphismes
de moment au niveau ﬁni
momkr : Λr (Hr)→ TSymkHr.
Ces morphismes sont compatibles pour la limite inverse et forment un morphisme
momk : Λ
(
HZp
)→ TSymkHZp .
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Faisons une aparté pour donner une intuition de ces espaces et morphismes (voir
[Kin15, sections 2.1 et 2.2] pour les résultats suivants). Soit H un groupe proﬁni de la
forme Zdp pour d ∈ N∗. Pour r ≥ 1 on note Hr := (Zp/prZp)d, on a donc H = lim←−Hr.
Alors, Λ(Hr) est l'espace des mesures sur Hr à coeﬃcients Zp/prZp
Λr(Hr) := HomZp (C(Hr,Zp),Zp/prZp)
où C(Hr,Zp) est l'ensemble des fonctions continues sur Hr et à valeurs dans Zp. De
manière analogue, Λ(H) est l'espace des mesures sur H à coeﬃcients Zp. Alors, on a
Λ (H) = lim←−Λr (Hr). Le morphisme de moment est déﬁni par
momkr :
{
Λr (Hr) → TSymkHr
µr 7→
∑
h∈Hr
µr(h)h
⊗k.
Ces morphismes sont compatibles pour la limite projective et induisent le morphisme
momk :
{
Λ (H) → TSymkH
δh 7→ h⊗k
où δh est le Dirac en h. Ces morphismes peuvent être traduits en termes de faisceaux
comme dans [Kin15, section 2.5].
On revient sur les faisceaux d'algèbres d'Iwasawa Λ(HZp). Ce faisceau permet ainsi
d'interpoler les diﬀérentes puissances du tenseur symétrique deHZp grâce aux applications
de moment. Pour j ≥ 0 on déﬁnit aussi
Λ(HZp)[j] := Λ(HZp)⊗Zp TSymj(HZp).
Cet espace peut être vu comme une "translation" d'indice de l'interpolation précédente.
Pour k ≥ j on note momk−j ⊗ Id la composition
momk−j ⊗ Id : Λ(HZp)[j] → TSymk−j(HZp)⊗ TSymj(HZp)→ TSymk(HZp)
où le morphisme TSymk−j(HZp) ⊗ TSymj(HZp) → TSymk(HZp) est donné par la multi-
plication (voir (1.22) pour la multiplication sur l'algèbre graduée TSymH).
On déﬁnit le produit tensoriel extérieur
Λ(HZp)[j,j] := Λ(HZp)[j]  Λ(HZp)[j]
au-dessus de Y1(N)2. C'est-à-dire le produit tensoriel Λ(HZp)[j]⊗Λ(HZp)[j] où la première
copie de Y1(N) agit sur la première copie de Λ(HZp)[j] et pareillement pour la seconde.
On déﬁnit aussi
Λ(HZp〈D′〉)[j,j] :=
(
Λ(HZp〈D′〉)⊗ TSymjHZp
)2
.
3.4.2. Soient N ≥ 4 et c > 1 un entier premier avec 6Np. Alors, pour j ≥ 0, on note
l'élément de Beilinson-Flach
cBF [j]N ∈ H3e´t
(
Y1(N)
2[1/p],Λ(HZp)[j,j](2− j)
)
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pour l'élément RI [j]1,N,1 déﬁni dans [KLZ17, Déﬁnition 5.1.5].
Dans [KLZ17] il est montré que si p - N , alors il existe un élément de Beilinson-Flach
que l'on note
cBF [j]N(p) ∈ H3e´t
(
Y1(N(p))
2,Λ(HZp〈D′〉)[j,j](2− j)
)
qui est envoyé sur cBF [j]N par le morphisme
H3e´t
(
Y1(N(p))
2,Λ(HZp〈D′〉)[j,j](2− j)
)→ H3e´t (Y1(N)2[1/p],Λ(HZp)[j,j](2− j))
induit par la multiplication par p et la dégénérescence canonique pr : Y1(N(p))→ Y1(N)
déﬁnie en (1.24). L'existence d'un tel antécédent est une conséquence des éléments dits
d'Eisenstein-Iwasawa dans [KLZ17] (voir [KLZ17, Chapitre 4]) et se généralise aux élé-
ments de Beilinson-Flach. La propriété au niveau des éléments de Beilinson-Flach est
rappelée en [LZ16, remarque 3.3.6].
La suite spectrale de HochschildSerre et l'annulation de H3e´t au-dessus d'un corps
algébriquement clos induit un morphisme
H3e´t
(
Y1(N)
2[1/p],Λ(HZp)[j,j](2− j)
)→
H1e´t
(
Z[1/Np], H2e´t
(
Y1(N)
2
Q,Λ(HZp)[j,j](2− j)
))
.
Par abus de langage on note de la même manière l'élément cBF [j]N vu dans
H1e´t
(
Z[1/Np], H2e´t
(
Y1(N)
2
Q,Λ(HZp)[j,j](2− j)
))
à travers ce morphisme.
Lorsque p - N la construction précédente donne aussi l'existence de cBF [j]N(p) un anté-
cédent de cBF [j]N dans
H1e´t
(
Z[1/Np], H2e´t
(
Y1(N(p))
2
Q,Λ(HZp〈D′〉)[j,j](2− j)
))
pour [p]∗ le morphisme induit par la multiplication par p.
L'ensemble des éléments de Beilinson-Flach qui seront considérés dans ce manuscrit
sont construits à partir de ces éléments.
Pour k, l ∈ Z≥2 et 0 ≤ j ≤ min{k, l}−2 on déﬁnit l'élément de Beilinson-Flach associé
au triplet (k, l, j) par
cBF [k,l,j]N :=
(
momk−j−2⊗ Id) (moml−j−2⊗ Id) (cBF [j]N )
∈ H1e´t
(
Z[1/Np], H2e´t
(
Y1(N)
2
Q,TSym
[k−2,l−2](HZp)(2− j)
))
où TSym[k−2,l−2](HZp) := TSymk−2(HZp) TSyml−2(HZp).
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3.4.3. Soient f et g deux formes primitives de poids k0 et l0, de niveau Nf et Ng et
de caractères εf et εg. Soit E une extension ﬁnie de Qp contenant les coeﬃcients de f et
g. On note N := ppcm(Nf , Ng). On cherche à construire les éléments de Beilinson-Flach
associés à f et g.
La formule de Künneth (voir [Kem93, section 9.2]) fourni un isomorphisme
H2e´t
(
Y1(N)
2
Q,TSym
[k0−2,l0−2](HZp)(2)
)
'
H1e´t
(
Y1(N)Q,TSym
k0−2(HZp)(1)
)⊗H1e´t (Y1(N)Q,TSyml0−2(HZp)(1)) . (3.39)
On rappelle les projections naturelles
H1e´t
(
Y1(N)Q,TSym
k0−2(HZp)(1)
) pif−→ V ∗f ,
H1e´t
(
Y1(N)Q,TSym
l0−2(HZp)(1)
) pig−→ V ∗g (3.40)
où pif et pig sont les projections sur les duaux des représentations de Deligne déﬁnis en
(1.25). En composant l'isomorphisme de Künneth donné en (3.39) et les projections (3.40)
on obtient le morphisme
pif,g : H
2
e´t
(
Y1(N)
2
Q,TSym
[k0−2,l0−2](HZp)(2)
)
→ V ∗f,g (3.41)
où V ∗f,g := V
∗
f ⊗E V ∗g comme déﬁni en (3.31).
Déﬁnition 3.4.2. Pour 0 ≤ j ≤ min{k0, l0} − 2 on déﬁnit l'élément de Beilinson-Flach
associé à f , g et j par
cBF [f,g,j] := pif,g
(
cBF [k0,l0,j]N
)
∈ H1S
(
Q, V ∗f,g(−j)
)
(3.42)
où S est l'ensemble des nombres premiers divisant pN .
Lorsque p - N , l'élément de Beilinson-Flach associé à f et g est lié à l'élément de
Beilinson-Flach associé à leur p-stabilisation grâce à l'isomorphisme (Prα)∗ déﬁni dans la
section précédente.
Proposition 3.4.3. [KLZ17, Théorème 5.7.6] Si p - N et 0 ≤ j ≤ min{k0, l0} − 2 on a
(Prα×Prα)∗
(
cBF [fα,gα,j]
)
=
(
1− αp(f)βp(g)
p1+j
)(
1− βp(f)αp(g)
p1+j
)
×(
1− βp(f)βp(g)
p1+j
)
cBF [f,g,j]
où αp(f) et βp(f) sont les racines de Hecke de f en p comme déﬁni en (1.18) et αp(g) et
βp(g) celles de g.
En utilisant le morphisme (Id×Prα)∗ on considère uniquement la p-stabilisation d'une
des deux formes. On a alors le lien suivant
Proposition 3.4.4. Si p - N et 0 ≤ j ≤ min{k0, l0} − 2 on a
(Id×Prα)∗
(
cBF [f,gα,j]
)
=
(
1− αp(f)βp(g)
p1+j
)(
1− βp(f)βp(g)
p1+j
)
cBF [f,g,j].
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Démonstration. On note fβ la p-stabilisation de f par rapport à la seconde racine de
Hecke. C'est la forme déﬁnie par
fβ (q) = f (q)− αp (f) f (qp) .
On déﬁnit
(
Prβ
)
∗ le morphisme(
Pr β
)
∗ : H
1
e´t(Y1(pNf )Q,TSym
k0−2(HQp)(1))→ H1e´t(Y1(Nf )Q,TSymk0−2(HQp)(1))
par
(
Prβ
)
∗ := (pr1)∗ −
αp(f)
pk0−1 (pr2)∗. En utilisant la déﬁnition de (Pr
α)∗ (voir (1.27)) on
remarque que
(pr1)∗ =
αp(f) (Pr
α)∗ − βp(f)
(
Prβ
)
∗
αp(f)− βp(f) . (3.43)
Les projections sur les représentations de Deligne commutent avec les morphismes (Prα)∗
et
(
Prβ
)
∗ de la manière suivante
pif ◦ (Prα)∗ = (Prα)∗ ◦ pifα , pif ◦
(
Prβ
)
∗ =
(
Prβ
)
∗ ◦ pifβ . (3.44)
On rappelle aussi l'égalité pif ◦ (pr1)∗ = pif . Par construction on a
(Id×Prα)∗
(
cBF [f,gα,j]
)
= (Id×Prα)∗ (pif ◦ (pr1)∗ , pigα ◦ (pr1)∗)
(
cBF [k0,l0,j]N
)
.
En utilisant les équations (3.43) et (3.44) on obtient l'égalité
(Id×Prα)∗
(
cBF [f,gα,j]
)
=
αp(f)
αp(f)− βp(f) (Pr
α×Prα)∗
(
cBF [fα,gα,j]
)
−
βp(f)
αp(f)− βp(f)
(
Prβ ×Prα)∗ (cBF [fβ ,gα,j]) .
La Proposition 3.4.3 ne dépend pas du choix de la racine de Hecke donc la valeur de(
Prβ ×Prα)∗ (cBF [fβ ,gα,j]) est aussi donnée par la Proposition 3.4.3 en échangeant αp(f)
et βp(f). En exprimant les deux éléments de Beilinson-Flach (Pr
α×Prα)∗
(
cBF [fα,gα,j]
)
et
(
Prβ ×Prα)∗ (cBF [fβ ,gα,j]) en fonction de cBF [f,g,j] grâce à la Proposition 3.4.3 on
obtient le résultat annoncé.
On note la restriction des éléments de Beilinson-Flach au groupe de décomposition en
p avec l'indice p
p
cBF [f,g,j] := locp
(
cBF [f,g,j]
)
∈ H1 (Qp, V ∗f,g(−j)) .
En voyant que la localisation de l'élément de Beilinson-Flach appartient à l'image du régu-
lateur syntonic, un résultat de de Nekovà° et Nizioª[NN16, Théorème B] permet d'aﬃrmer
que
p
cBF [f,g,j] ∈ H1g
(
Qp, V ∗f,g(−j)
)
.
En particulier, si Dcris(V ∗f,g(−j))ϕ=p−1 = 0 on a
p
cBF [f,g,j] ∈ H1f
(
Qp, V ∗f,g(−j)
)
. (3.45)
Par une étude du module complexe des racines de Hecke on en déduit le corollaire
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Corollaire 3.4.5. Pour j 6= k0+l0
2
− 2 on a
p
cBF [f,g,j] ∈ H1f
(
Qp, V ∗f,g(−j)
)
.
3.4.4. Pour le reste de cette section on suppose que p - N . Dans ce paragraphe on
construit un élément de Beilinson-Flach associé à la famille g et à f non-stabilisé grâce à
diﬀérents outils mis en avant dans [LZ16].
On rappelle la déﬁnition de Ug := l0 + prg−1Zp. Pour j ∈ N on note U [j]g := Ug − j.
[LZ16, Proposition 4.4.3] introduit le Y1(Ng(p))-faisceaux D◦
U
[j]
g ,rg−1
(H′0). La construction
de ces faisceaux ne sera pas détaillée dans ce texte. On note
D
U
[j]
g
:= D◦U [j],rg−1(H′0)[1/p].
Par soucis de concision on note simplement DUg := DU [0]g . Ces diﬀérents faisceaux sont
liés par le projecteur surconvergent.
Proposition 3.4.6. [LZ16, Proposition 5.2.1] Pour tout j ∈ N il existe un morphisme
de Y1(Ng(p))-faisceaux δ∗j
δ∗j : DU [j]g ⊗ TSym
j(HZp)→ DUg
où l'on rappelle que HZp est déﬁni dans le Paragraphe 1.6.3. Ce morphisme est appelé
projecteur surconvergent.
Dans l'esprit des notations de Loeer et Zerbes on note
MUg := H
1
e´t(Y1(Ng(p))Q,DUg)(1).
Les opérateurs de Hecke et le groupe de galois de Q(pNg)/Q opèrent sur MUg . On note∞∑
n=1
bnq
n avec bn ∈ Ag la q-expansion de la famille de Coleman g.
Proposition 3.4.7. [LZ16, Théorème 4.6.6] La représentation de Deligne en famille V ∗g
coïncide avec le plus grand espace de MUg sur lequel les opérateurs de Hecke T
′
n agissent
comme bn.
On déﬁnit
pig : MUg → V ∗g
la projection sur cet espace propre. Comme expliqué dans la discussion suivant la Déﬁni-
tion 5.3.1 [LZ16] il existe un morphisme de Y1(Ng(p))-faisceaux
Λ(HZp〈D′〉)→ DU [j]g .
Alors, pour tout j ∈ N on a la composition de morphismes de Y (Ng(p))-faisceaux
Λ[j](HZp〈D′〉)→ DU [j]g ⊗ TSym
jHZp
δ∗j−→ DUg . (3.46)
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Proposition 3.4.8. Soit j ∈ N et l ∈ Ig vériﬁant l ≥ j+2. Le morphisme (3.46) s'inscrit
dans le diagramme commutatif de Y1(Ng)-faisceaux
Λ[j](HZp〈D′〉) DUg
Λ[j](HZp) TSyml−2HZp
[p]∗⊗Id
moml−2−j ⊗ Id
où le morphisme DUg → TSymkHZp apparaît dans [LZ16, Proposition 4.4.5] et les
Y1(Ng(p))-faisceaux sont vus comme des Y1(Ng)-faisceaux à travers la dégénérescence clas-
sique (pr)∗.
Démonstration. Pour j = 0 cette proposition est exactement [LZ16, Proposition 4.4.5].
Ce résultat est étendu pour j > 0 grâce à [LZ16, Corollaire 5.1.4].
Déﬁnition 3.4.9. Pour tout j ∈ N on déﬁnit le morphisme de Ag-modules
pi[j]g : He´t(Y1(Ng(p))Q,Λ
[j](HZp〈D′〉)(1))→ V ∗g
comme la composition
H1e´t(Y1(Ng(p))Q,Λ
[j](HZp〈D′〉)(1))→MUg
pig−→ V ∗g
où le premier morphisme est le morphisme induit sur la cohomologie par (3.46).
Soit ∇ ∈ Ag l'élément déﬁni par
∇ := l0 − 2 + log(1 + w)
logp(1 + p)
.
En particulier, pour tout l ∈ Ug on a $l (∇) = l − 2. Pour tout j ∈ N on déﬁnit aussi
l'élément (∇
j
)
:=
1
j!
∇(∇− 1)...(∇− j + 1) ∈ Ag.
Proposition 3.4.10. Pour tout j ∈ N, le morphisme pi[j]g est à valeurs dans
(∇
j
)
V ∗g . De
plus, pour tout l ∈ Ig tel que l ≥ j + 2 on a le diagramme commutatif suivant
H1e´t(Y1(Ng(p))Q,Λ
[j](HZp〈D′〉)(1)) V ∗g
H1e´t(Y1(Ng)Q,TSym
l−2HZp(1)) V ∗gl .
pi
[j]
g
(moml−2−j ◦[p]∗⊗Id) $l
pigl
Démonstration. Le premier point est prouvé dans [LZ16, Proposition 5.2.5]. Le diagramme
est une conséquence de la Proposition 3.4.8, du second point de [LZ16, Proposition 4.4.8]
et de [LZ16, Proposition 5.2.5].
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On rappelle la déﬁnition V ∗f,g := V
∗
f ⊗E V ∗g (voir (3.25)). On note pr1,(p) : Y1(N(p))→
Y1(Ng(p)) l'application de dégénérescence donné par (E,B,C) → (E, d.B, d.C) où d =
N/Ng. On a la diagramme commutatif
Y1(N(p)) Y1(Ng(p))
Y1(N) Y1(Ng).
pr1,(p)
pr pr
pr1
Pour 0 ≤ j ≤ k0 − 2 on déﬁnit un morphisme
pi
[j]
f,g : H
2
e´t
(
Y1(N(p))
2
Q,Λ
[j,j](HZp〈D′〉)(2)
)
→
(∇
j
)
V ∗f,g
comme la composition de l'isomorphisme de Künneth
H2e´t
(
Y1(N(p))
2
Q,Λ
[j,j](HZp〈D′〉)(2)
)
→ H1e´t
(
Y1(N(p))Q,Λ
[j](HZp〈D′〉)(1)
)⊗2
avec les morphismes
H1e´t(Y1(N(p))Q,Λ
[j](HZp〈D′〉)(1))
mom ◦[p]∗−→ H1e´t(Y1(N)Q,TSymk0−2HZp(1))
pif−→ V ∗f ,
H1e´t(Y1(N(p))Q,Λ
[j](HZp〈D′〉)(1))
(pr1,(p))∗−→ H1e´t(Y (Ng(p))Q,Λ[j](HZp〈D′〉)(1))
pi
[j]
g−→
(∇
j
)
V ∗g ,
(3.47)
où, par concision, mom ◦[p]∗ désigne ici le morphisme (momk0−2−j ⊗ Id) ◦ ([p]∗ ⊗ Id). On
note aussi pi[j]f,g le morphisme induit sur la cohomologie
pi
[j]
f,g :H
1
e´t
(
Z
[
1
pN
]
, H2e´t
(
Y1(N(p))
2
Q,Λ(HZp〈D′〉)[j,j](2− j)
))
−→(∇
j
)
H1e´t
(
Z
[
1
pN
]
, V ∗f,g(−j)
)
.
Déﬁnition 3.4.11. On ﬁxe un élément
cBFf,g,k0−2 ∈ H1e´t
(
Z
[
1
pN
]
, V ∗f,g(2− k0)
)
tel que ( ∇
k0 − 2
)
cBFf,g,k0−2 = pi[k0−2]f,g
(
cBF [k0−2]N(p)
)
où cBF [k0−2]N(p) est l'antécédent de cBF [k0−2]N pour [p]∗ déﬁni dans le Paragraphe 3.4.2.
Proposition 3.4.12. Pour tout l ∈ Ig tel que l ≥ k0, la propriété d'interpolation suivante
est satisfaite
$l
(
cBFf,g,k0−2
)
=
(
l − 2
k0 − 2
)−1
cBF [f,gl,k0−2] ∈ H1S(Q, V ∗f,gl(2− k0))
où S est l'ensemble des nombres premiers divisant pN .
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Démonstration. Soit l ∈ Ig avec l ≥ k0. En revenant aux constructions (3.40) et (3.47)
et en utilisant la Proposition 3.4.10 on remarque que $l ◦
(
pi
[k0−2]
f,g
)
coïncide avec le
morphisme
H2e´t
(
Y1(N(p))
2
Q,Λ
[k0−2,k0−2](HZp〈D′〉)(2)
)
−→ H2e´t
(
Y1(pN)
2
Q,TSym
[k0−2,l−2](HZp)(2)
)
pif,gl−→ V ∗f,gl
où le premier morphisme est (mom0⊗ Id)(moml−k0 ⊗ Id)◦ [p]∗ et pif,gl est le morphisme
déﬁni en (3.41). En revenant à la déﬁnition de cBF [f,gl,k0−2] (voir 3.4.2) on a
$l
(
pi
[k0−2]
f,g
(
cBF [k0−2]N(p)
))
= cBF [f,gl,k0−2].
En utilisant $l
(( ∇
k0−2
))
=
(
l−2
k0−2
)
et la Déﬁnition 3.4.11 on a(
l − 2
k0 − 2
)
$l
(
cBFf,g,k0−2
)
= $l
(
pif,g
(
cBF [k0−2]N(p)
))
.
En divisant par
(
l−2
k0−2
)
on obtient le résultat annoncé.
On note avec l'indice p la restriction de cBFf,g,k0−2 au groupe de décomposition en p
p
cBFf,g,k0−2 := locp
(
cBFf,g,k0−2
) ∈ H1(D∗f,g(χ2−k0)).
On déﬁnit
p
cBFf,g,k0−2 := proj
(
p
cBFf,g,k0−2
) ∈ H1(F−◦D∗f,g(χ2−k0))
où proj est le morphisme induit par la projection D∗f,g(χ2−k0)  F−◦D∗f,g(χ2−k0). Cet
élément peut être ensuite projeté dans H1(F−−D∗f,g(χ2−k0)) par le morphisme induit par
la projection F−◦D∗f,g(χ2−k0)  F−−D∗f,g(χ2−k0).
Proposition 3.4.13. Quitte à réduire le rayon p−rg la projection de pcBFf,g,k0−2 dans
l'espace H1(F−−D∗f,g(χ2−k0)) est nulle.
Démonstration. Quitte à réduire le rayon p−rg la Proposition 1.3.5 implique que le module
H1(F−−D∗f,g(χ2−k0)) est un Ag-module libre de rang 1. Soit h la projection de pcBFf,g,k0−2
dans cet espace vue comme un élément de Ag. Soit l ∈ Ig tel que l > k0, par le Corollaire
3.4.5 on a
$l
(
p
cBFf,g,k0−2
)
=
(
l − 2
k0 − 2
)−1
locp
(
cBF [f,gl,k0−2]
)
∈ H1f (Qp, V ∗f,gl(2− k0))
où $l est le morphisme de spécialisation de la famille g au poids l. Par conséquent, la
projection vériﬁe
proj
(
p
cBFf,g,k0−2
)
∈ H1f (F−−D∗f,gl(χ2−k0)).
En utilisant l'isomorphisme (Prα× Id)∗ et l'identiﬁcation (3.34) on a
F−−D∗f,gl ' F−−D∗fα,gl ' RE
(
δ˜−1fα,gl
)
.
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On rappelle que χ est étendu en un caractère de Q×p en posant χ(p) = 1. On a
δ˜−1fα,gl(u)χ
2−k0(u) = u2−k0 , u ∈ Z×p
et par un argument de module on a
δ˜−1fα,gl(p)χ
2−k0(p) =
1
αp(f)βp(gl)
6= p2−k0
Donc, en se référant à la section 1.3, on est dans le premier cas particulier exposé et on a
H1f (F−−D∗f,gl(χ2−k0)) = 0. Donc pour l ∈ Ig, l > k0 on a
$l (h) = 0.
Donc h = 0 comme annoncé.
Par la suite exacte (3.29) on sait que pcBFf,g,k0−2 appartient à l'injection du module
H1(F−+D∗f,g(χ2−k0)) ↪→ H1(F−◦D∗f,g(χ2−k0)).
Déﬁnition 3.4.14. On note
cbf
f,g,k0−2 ∈ H1(F−+D∗f,g(χ2−k0)) (3.48)
l'antécédent de pcBFf,g,k0−2 par l'injection.
3.4.5. On suppose toujours que p - N et que f et g sont p-régulières. Soient f et g
les familles de Coleman associées à f et g. On cherche à mettre en avant un élément de
Beilinson-Flach interpolant les diﬀérents éléments de Beilinson-Flach des spécialisation
de f et g.
On conserve les notations de la section 3.3. On rappelle la notation V ∗f ,g := V
∗
f ⊗̂EV ∗g
comme déﬁni en (3.20).
Théorème 3.4.15. [LZ16, Théorème 5.4.2] Soit S l'ensemble des nombres premiers di-
visant pN . Il existe un élément de Beilinson-Flach en famille
cBF f ,g ∈ H1Iw,S
(
Q, V ∗f ,g
)
tel que pour tout k ∈ If , l ∈ Ig et 0 ≤ j ≤ min{k, l} − 2 la propriété d'interpolation
suivante soit satisfaite
cBF f ,g(k, l, j) =
(
1− p
j
αp(fk)αp(gl)
)
cBF [fk,gl,j]
(−1)jj!(k−2
j
)(
l−2
j
)
où l'on note cBF f ,g(k, l, j) la spécialisation de cBF f ,g au triplet (k, l, j) comme déﬁni en
(3.37).
3.4. ÉLÉMENTS DE BEILINSON-FLACH 85
On note la restriction de cet élément au groupe de décomposition en p
p
cBF f ,g := locp
(
cBF f ,g
) ∈ H1Iw(Qp, V ∗f ,g).
Le morphisme ΛE(Γ) ↪→ HE(Γ) induit un morphisme canonique
H1Iw
(
Qp, V ∗f ,g
)→ H1Iw (D∗f ,g)
où D∗f ,g = D∗f ⊗̂R(E)D∗g comme déﬁni en (3.21). Par abus de langage on gardera la notation
p
cBF f ,g pour l'élément vu dans l'espace H1Iw
(
D∗f ,g
)
à travers ce morphisme. On déﬁnit
p
cBF f ,g := proj
(
p
cBF f ,g
) ∈ H1Iw(F−◦D∗f ,g)
où le morphisme proj induit par la projection D∗f ,g  F−◦D∗f ,g. On rappelle que cet élément
peut être projeter dans H1Iw(F−−D∗f ,g) par le morphisme induit par F−◦D∗f ,g  F−−D∗f ,g.
On peut montrer (voir [LZ16, Proposition 7.1.2]) que la projection de pcBF f ,g dans
l'espaceH1Iw(F−−D∗f ,g) est nulle. De plus, pour tout (ϕ,Γ)-modules D, le moduleH0Iw(D) =
0. En associant ce résultat avec la suite exacte longue de la cohomologie induite par la
suite exacte courte (3.24) on obtient la suite exacte suivante
0→ H1Iw
(F−+D∗f ,g)→ H1Iw (F−◦D∗f ,g)→ H1Iw (F−−D∗f ,g) .
On en déduit que pcBF f ,g appartient à l'injection de H1Iw(F−+D∗f ,g) dans H1Iw(F−◦D∗f ,g).
Déﬁnition 3.4.16. On note
cbf
f ,g ∈ H1Iw(F−+D∗f ,g)
l'antécédent de pcBF f ,g par l'injection.
On peut faire le lien avec les éléments de Beilinson-Flach déﬁnis en 3.4.4.
Soit Ef,g le produit de facteurs eulériens
Ef,g(l) := A wt
((
1− p
k0−2
αp(f)αp(g)
)(
1− βp(f)αp(g)
pk0−1
))
(l), l ∈ Ug. (3.49)
On rappelle que cbf
f,g,k0−2 est déﬁni en 3.4.14.
Lemme 3.4.17. Soit l un entier du disque p-adique Ug = D(l0, 1/prg−1) tel que l ≥ k0,
on a
(Prα×Prα)∗
(
cbf
f ,g(k0, l, k0 − 2)
)
=
(−1)k0
(k0 − 2)!E
f,g(l) (Id×Prα)∗
(
$l
(
cbf
f,g,k0−2))
où cbf
f ,g(k0, l, k0 − 2) désigne la spécialisation au triplet (k0, l, k0 − 2) de cbf f ,g et $l est
le morphisme de spécialisation de la famille g au poids l.
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Démonstration. Pour l un entier de D(l0, 1/prg−1) tel que l ≥ k0 alors d'après le Théorème
3.4.15 la spécialisation de cBF f ,g au triplet (k0, l, k0 − 2) s'écrit
cBF f ,g(k0, l, k0 − 2) = (−1)
k0
(k0 − 2)!
(
1− p
k0−2
αp(f)αp(gl)
)
cBF [fα,gl,k0−2](
l−2
k0−2
) .
D'après la Proposition 3.4.12 la spécialisation de cBFf,g,k0−2 au poids l s'écrit
$l
(
cBFf,g,k0−2
)
=
(
l − 2
k0 − 2
)−1
cBF [f,gl,k0−2] ∈ H1S(Q, V ∗f,gl(2− k0)).
Grâce aux Propositions 3.4.3 et 3.4.4 et les morphismes (Prα×Prα)∗ et (Id×Prα)∗ on peut
envoyer les deux éléments précédents sur BF [f,g0l ,k0−2]. En comparant les deux résultats
on obtient
(Prα×Prα)∗
(
cBF f ,g(k0, l, k0 − 2)
)
=
(−1)k0
(k0 − 2)!
(
1− p
k0−2
αp(f)αp(gl)
)
×(
1− βp(f)αp(gl)
pk0−1
)
(Id×Prα)∗
(
$l
(
cBFf,g,k0−2
))
.
En appliquant la projection induite par la ﬁltration des (ϕ,Γ)-modules on obtient le
résultat voulu.
3.4.6. On déﬁnit aussi un élément de la cohomologie d'Iwasawa associé aux formes f
et g. Celui ci sera utilisé pour étudier la fonction L p-adique de Rankin-Selberg associée
au couple (f, g).
Comme déﬁni en (3.30) on peut spécialiser les familles de Coleman au couple de poids
(k0, l0) grâce au morphisme $k0,l0 . Le morphisme induit sur la cohomologie d'Iwasawa
appliqué à l'élément de Beilinson-Flach déﬁni en 3.4.15 fournit un élément
cBFfα,gα := $k0,l0
(
cBF f ,g
) ∈ H1Iw,S(Q, V ∗fα,gα).
On rappelle que l'injection canonique ΛE(Γ) ↪→ HE(Γ) permet de voir locp
(
cBFfα,gα
)
comme un élément de H1Iw(D∗fα,gα). Puisque la restriction au groupe de décomposition en p
et les morphismes induits par la ﬁltration commutent avec les morphismes de spécialisation
on a
proj ◦ locp
(
cBFfα,gα
)
= $k0,l0
(
proj ◦ locp
(
cBF f ,g
))
(3.50)
où la projection est le morphisme induit par D∗fα,gα  F−◦D∗fα,gα . On déﬁnit cbf
fα,gα la
spécialisation de cbf
f ,g au couple de poids (k0, l0)
cbf
fα,gα := $k0,l0
(
cbf
f ,g
) ∈ H1Iw(F−+D∗fα,gα). (3.51)
On rappelle que l'injection canonique ΛE(Γ) ↪→ HE(Γ) permet de voir cBFfα,gα comme
un élément de H1Iw(D∗fα,gα). L'équation (3.50) et la Déﬁnition 3.4.16 de cbf
f ,g impliquent
le lemme suivant
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Lemme 3.4.18. L'élément cbf
fα,gα est un antécédent de proj ◦ locp
(
cBFfα,gα
)
pour le
morphisme
H1Iw(F
−+D∗fα,gα)→ H1Iw(F−◦D∗fα,gα)
induit par la ﬁltration.
On déﬁnit l'élément de Beilinson-Flach associé aux formes non-stabilisées par
cBFf,g := (Prα×Prα)∗
(
cBFfα,gα
) ∈ H1Iw,S(Q, V ∗f,g).
On note le twist de ces éléments
cBFf,gj := TwεV ∗f,g ,−j
(
cBFf,g
) ∈ H1Iw,S(Q, V ∗f,g(−j)) (3.52)
où l'on rappelle que le twist est déﬁni en (1.9).
Lemme 3.4.19. Soit j ∈ Z et pj 6= αp(f)αp(g) on a une injection
H1(F−+D∗f,g(χ−j)) ↪→ H1(F−◦D∗f,g(χ−j)). (3.53)
De plus, la projection de locp ◦ pr0
(
cBFf,gj
)
dans H1(F−◦D∗f,g(χ−j)) appartient à l'image
de cette injection où pr0 est la projection sur le corps de base.
Démonstration. Le Frobenius agit sur le module Dcris(F−−D∗f,g(χ−j)) comme multiplica-
tion par p
j
αp(f)αp(g)
. La condition sur j implique que Dcris(F−−D∗f,g(χ−j))ϕ=1 = 0 donc
H0(F−−D∗f,g(χ−j)) = 0
et l'injection en découle. Puisque l'isomorphisme (Prα×Prα)∗ commute avec la projection
sur le corps de base pr0 on a
pr0
(
cBFf,gj
)
= (Prα×Prα)∗
(
pr0 ◦TwV ∗f,g ,−j
(
cBFfα,gα
))
.
Or pr0 ◦TwV ∗f,g ,−j coïncide avec le morphisme $cj de spécialisation en j déﬁni en (3.36).
En revenant aux déﬁnitions on a
pr0 ◦TwV ∗f,g ,−j
(
cBFfα,gα
)
= $cj
(
cBFfα,gα
)
= cBF f ,g(k0, l0, j)
où cBF f ,g(k0, l0, j) est la spécialisation au triplet (k0, l0, j) comme déﬁni en (3.38). Le
morphisme de restriction locp et le morphisme de projection sur le quotient commutent
avec l'isomorphisme (Prα×Prα)∗ et les morphismes de spécialisation donc
proj ◦ locp ◦ pr0
(
cBFf,gj
)
= (Prα×Prα)∗
(
p
cBF f ,g(k0, l0, j)
)
.
Cet élément est l'image de
(Prα×Prα)∗
(
cbf
f ,g(k0, l0, j)
) ∈ H1(F−+D∗f,g(χ−j))
à travers l'injection (3.53) ce qui prouve le résultat voulu.
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3.5 Fonction L p-adique et éléments de Beilinson-Flach
Le but de cette section de lier la fonction L p-adique de Urban avec les éléments
de Beilinson-Flach. Dans un premier paragraphe, on introduit [LZ16, Théorème 7.1.5]
exprimant la fonction L p-adique de Urban grâce à l'élément de Beilinson-Flach associé
à deux familles de Coleman. Dans les trois paragraphes suivants, on donne l'écriture de
la restriction de la fonction de Urban à trois droites grâce aux éléments de Beilinson-
Flach déﬁnis dans la section précédente. En particulier, les deux dernières droites sont
envoyées l'une sur l'autre à travers l'équation fonctionnelle satisfaite par la fonction L
p-adique. Ces deux dernières écritures permettent de factoriser la fonction de Urban par
une facteur eulérien particulier. Il s'agit d'une idée similaire à la fonction L améliorée
étudiée par Greenberg-Stevens. Ce facteur sera la source de l'annulation de la fonction L
p-adique dans le chapitre 4 du manuscrit.
Les notations des sections 3.3 et 3.4 sont conservées.
3.5.1 Soient f et g deux formes primitives de poids k0 et l0, de niveaux Nf et Ng et
de caractères εf et εg. Soit N := ppcm(Nf , Ng). Soit p ≥ 3 un nombre premier tel que
p - N et tel que f et g soient ordinaires en p. On note f et g les familles de Coleman
associées à f et g.
On rappelle l'existence du caractère χg : Γ→ Af ,g (voir (3.13)). Pour tout τ ∈ Γ on a
χg (τ) = χ
l0(γ) exp
(
logp(1 + w)
log (〈χ(γ)〉)
log(1 + p)
)
.
On rappelle la décomposition Γ ' Z∗p ' ∆ × (1 + pZp) où ∆ := (Z/pZ)∗. Le caractère
χgχ
−1 restreint à ∆ se réécrit
χgχ
−1∣∣
∆
= ωl0−1.
En particulier, χgχ
−1 envoie l'élément unipotent δi sur δi−l0+1 (voir (1.6) pour la déﬁnition
de δi). On déﬁnit Twχgχ−1 l'isomorphisme déﬁni par
Twχgχ−1 :

HAf ,g(Γ) → HAf ,g(Γ)
p−2∑
i=0
Hi(γ1 − 1)δi 7→
p−2∑
i=0
Hi(χg(γ1)χ(γ1)
−1γ1 − 1)δi−l0+1
et son inverse
Twχ−1g χ :

HAf ,g(Γ) → HAf ,g(Γ)
p−2∑
i=0
Hi(γ1 − 1)δi 7→
p−2∑
i=0
Hi(χg(γ1)
−1χ(γ1)γ1 − 1)δi+l0−1.
En comparant avec le twist Twm déﬁni en (1.7) on remarque que pour x ∈ Uf et y ∈ Ig
on a l'égalité
$x,y ◦ Twχgχ−1 = Twy−1 .
Puisque χ(γ1) ∈ 1 + pZp alors pour tout y ∈ Ug on a $y ◦ χg(γ1) = χy(γ1). Alors,
pour tout H ∈ HAf ,g(Γ) on a un décalage
A cωi
(
Twχ−1g χ (H)
)
(x, y, s) = A cωi−l0+1 (H) (x, y, s− y+ 1), (x, y, s) ∈ Uf,g×Zp, i ∈ Z.
(3.54)
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Soit τ in Γ, un simple calcul montre que pour tout H ∈ HAf ,g(Γ) on a
τ.Twχgχ−1 (H) = χ
−1
g (τ)χ(τ) Twχgχ−1 (τ.H) .
Autrement dit, prendre l'image par Twχgχ−1 tord l'action de Γ par le caractère χ
−1
g χ.
Soit D un (ϕ,Γ)-module sur RAf ,g . On déﬁnit l'isomorphisme canonique de Af ,g-
modules
canχgχ−1 :
{
D → D(χgχ−1)
d 7→ d⊗ eχgχ−1
où eχgχ−1 est déﬁni comme dans le Paragraphe 1.2.2. C'est-à-dire pour tout τ ∈ Γ, on a
τ.eχgχ−1 = χg(τ)χ
−1(τ)eχgχ−1 et on a aussi ϕ
(
eχgχ−1
)
= eχgχ−1 car χg(p)χ
−1(p) = 1. Ce
morphisme laisse l'action de ϕ inchangée. Par conséquent, ce morphisme n'a aucun eﬀet
sur l'action de ψ non plus. On alors un isomorphisme compatible avec l'action de ϕ et de
Γ
canχgχ−1 ⊗Twχ−1g χ : D⊗̂Af ,gHAf ,g (Γ)
ι → D(χgχ−1)⊗̂Af ,gHAf ,g (Γ)ι
En utilisant l'identiﬁcation H1Iw(D) ' H1(D⊗̂Af ,gHAf ,g (Γ)ι) on a donc un isomorphisme
sur la cohomologie d'Iwasawa
TwIwχgχ−1 : H
1
Iw(D)→ H1Iw(D(χgχ−1))
induit par l'isomorphisme canχgχ−1 ⊗Twχ−1g χ. On note l'inverse de cet isomorphisme
TwIw
χ−1g χ
: H1Iw(D)→ H1Iw(D(χ−1g χ)).
C'est le morphisme induit par canχ−1g χ⊗Twχgχ−1 .
Pour tout µ : Γ → Af ,g on rappelle le morphisme de spécialisation de la cohomologie
d'Iwasawa donné par l'évaluation de HA(Γ)ι au caractère µ que l'on note
µ : H1Iw (D)→ H1(D(µ−1))
(voir (1.13)). On a alors le diagramme commutatif
H1Iw (D) H1Iw
(
D(χgχ−1)
)
H1(D(µ−1))
TwIw
χgχ
−1
µ
µχgχ
−1
. (3.55)
On rappelle l'accouplement d'Iwasawa
H1Iw (D)×H1Iw (D∗(χ))ι → HAf ,g(Γ)
compatible avec les morphismes de spécialisations. On dispose aussi de l'accouplement
H1Iw
(
D(χ−1g χ)
)×H1Iw (D∗(χ−1g ))ι → HAf ,g(Γ). Pour tout h1 ∈ H1Iw (D) et h2 ∈ H1Iw (D∗(χ))
on remarque, grâce au diagramme (3.55), que la spécialisation de 〈TwIwχgχ−1 h1,TwIwχ−1g χ h2〉
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en µχgχ
−1 coïncide avec la spécialisation de 〈h1, h2〉 en µ. Donc, prendre le twist de la
cohomologie par le caractère χgχ
−1 induit un twist de l'accouplement par le caractère
χ−1g χ. C'est-à-dire, pour tout h1 ∈ H1Iw (D) et h2 ∈ H1Iw (D∗(χ)) on obtient
〈TwIwχgχ−1 h1,TwIwχ−1g χ h2〉 = Twχ−1g χ〈h1, h2〉. (3.56)
Des morphismes identiques peuvent être construits pour tout (ϕ,Γ) module D sur RAg .
Pour x ∈ Uf et y ∈ Ig on a l'égalité $x,y ◦ χgχ−1 = χy−1. Donc, la composition des
morphismes $x,y ◦ canχgχ−1 : D → Dx,y(χy−1) où Dx,y est la spécialisation de D en $x,y
coïncide avec la composition canχy−1 ◦$x,y où canχy−1(d) = d⊗ ey−1 avec ey−1 le vecteur
canonique de Qp(y− 1). En comparant avec le twist Twεj déﬁni en (1.9) on remarque que
pour x ∈ Uf et y ∈ Ig on a l'égalité
$x,y ◦ TwIwχgχ−1 = Twεy−1 . (3.57)
3.5.2 On rappelle l'existence de ξg et ηf introduits dans les Propositions 1.7.7 et 1.7.8,
ce sont les éléments interpolant les vecteurs canoniques ωgl [l− 1] ∈ F−Dcris(Vgl(l− 1)) et
ηfk respectivement. On déﬁnit
θf ,g := ηf ⊗ ξg[1] ∈ Dcris (Mf ,g) (3.58)
où Mf ,g est déﬁni en (3.15). Pour j ∈ Z on note θf ,g[j] := θf ,g ⊗ ej. Quitte à réduire le
rayon p−r on déﬁnit l'exponentielle élargie
Expε
−1
Mf ,g,1
: Dcris (Mf ,g)⊗Af ,g HAf ,g(Γ).(1 +X)→ H1Iw(Mf ,g).
Grâce à l'accouplement de la cohomologie d'Iwasawa on peut déﬁnir〈
cbf
f ,g,TwIw
χ−1g χ
(
Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))
)ι〉
∈ Af ,g⊗̂HE (Γ) .
Par la relation (3.56) cet accouplement coïncide aussi avec l'élément
Twχgχ−1
〈
TwIw
χ−1g χ
(
cbf
f ,g
)
,Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))ι
〉
. (3.59)
Déﬁnition 3.5.1. Pour tout entier a l'accouplement induit une fonction L p-adique ana-
lytique déﬁnie sur Uf,g × Zp par
Lp(cbf
f ,g, ωa, x, y, s) = Aωa
(〈
cbf
f ,g,TwIw
χ−1g χ
(
Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))
)ι〉)
(x, y, s).
(3.60)
En utilisant l'écriture équivalente (3.59) et la compatibilité du twist avec la spéciali-
sation avec la règle donnée en (3.54) on a la seconde écriture de la fonction L p-adique
suivante
Lp(cbf
f ,g, ωa, x, y, s) =
A cwa−l0+1
(〈
TwIw
χ−1g χ
(
cbf
f ,g
)
,Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))ι
〉)
(x, y, s− y + 1). (3.61)
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Pour tout entier a on déﬁnit la fonction continue de Zp dans Zp
ν˜c(f, g, ω
a, s) = c2 − ε−1f (c)ε−1g (c)ω(c)a+2 〈c〉s+2 .
Pour tout j ∈ Z on note aussi
νc(f, g, j) = ν˜c(f, g, ω
j, j) = c2 − ε−1f (c)ε−1g (c)cj+2. (3.62)
On pose G(f, g) := G(ε−1f )G(ε
−1
g ) et on rappelle que λNf (f) désigne l'interpolation de la
pseudo-valeur propre de Atkin-Lehner associée à f (voir 1.7.6).
Théorème 3.5.2. [LZ16, Théorème 7.1.5] On suppose que le rayon p−rf soit suﬃsam-
ment petit. La fonction p-adique de Urban admet l'écriture suivante
Lp(cbf
f ,g, ωa−1, x, y, s− 1) = cB(f ,g, ωa, x, y, s)Lp (f ,g, ωa) (x, y, s)
où cB(ωa, x, y, s) est la fonction analytique de Uf,g × Zp déﬁnie par
cB(f ,g, ω
a, x, y, s) =
(−1)aG(f, g)
λNf (f) (x)
ν˜c(f, g, ω
2a−k0−l0 , 2s− x− y). (3.63)
3.5.3. On considère la restriction de Lp(f ,g, ωl0) à la droite (k0, l0, s), où s varie
dans Zp. On note cette fonction Lp(f, g, ωl0 , s). Pour toute forme modulaire, on rappelle
l'existence des vecteurs propres du Frobenius ηf et ω
β
f de Dcris(Vf ) associés à αp(f) et
βp(f) respectivement (voir Paragraphe 1.7.6). En particulier, on rappelle aussi que ηf ∈
Dcris(F+Df ). On note les éléments des modules cristallins associés aux couples (f, g) et
(fα, gα)
Θf,g := ηf ⊗ ωβg ∈ Dcris(F+◦Df,g),
Θfα,gα := (Pr
α×Prα)∗ (Θf,g) ∈ Dcris(F+◦Dfα,gα).
On a aussi l'écriture suivante Θfα,gα = ηfα ⊗ωβgα . On note les projections sur les quotients
Dcris(F+−Dfα,gα) et Dcris(F+−Dfα,gα) respectivement
Θfα,gα := proj (Θfα,gα) , Θfα,gα := proj (Θfα,gα) . (3.64)
En particulier, 1
λNf (f)E(f)
Θfα,gα [l0] coïncide avec la spécialisation en (k0, l0) de θf ,g. On a
les écritures secondaires Θfα,gα = ηfα ⊗ βgα et Θf,g = ηf ⊗ βg. On rappelle l'existence de
l'élément
cBFf,gl0−1 ∈ H1Iw,S
(
Q, V ∗f,g(1− l0)
)
comme déﬁni en (3.52). Grâce au logarithme élargi de Perrin-Riou (voir 1.4.5) on a
LogεV ∗f,g(1−l0),1−l0,Θf,g [l0]
(
locp
(
cBFf,gl0−1
))
∈ HE(Γ).
Déﬁnition 3.5.3. On note la fonction analytique de Zp dans E
Lp
(
cBFf,gl0−1, s
)
:= Aω0
(
LogεV ∗f,g(1−l0),1−l0,Θf,g [l0]
(
locp
(
cBFf,gl0−1
)))
(s).
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On déﬁnit la fonction analytique de Zp par Γ(l0, s) :=
l0−1∏
m=1
(s+m). Par analogie, on
note
Γ(l0, γ1) :=
l0−1∏
m=1
(
m+
log γ1
log(χ(γ1))
)
∈ HE.
En particulier pour tout s ∈ Zp on a
Γ(l0, s) = A
c
ω0 (Γ(l0, γ1)) (s).
Proposition 3.5.4. On a l'égalité des fonctions analytiques sur Zp
ν˜c(f, g, ω
l0−k0 , s+ l0 − k0)Γ(l0, s)Lp(f, g, ωl0 , l0 + s) = (−1)
l0
E(f)G(f, g)Lp
(
cBFf,gl0−1, s
)
.
Démonstration. Soit hf,g ∈ HE(Γ) l'élément déﬁni par
hf,g := A
wt
(
E(f)λNf (f)
〈
TwIw
χ−1g χ
(
cbf
f ,g
)
,Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))ι
〉)
(k0, l0) (3.65)
Par compatibilité de l'accouplement et de l'exponentielle avec la spécialisation des familles
f et g on a
hf,g =
〈
Twε1−l0
(
cbf
fα,gα
)
,Expε
−1
Mfα,gα ,1
(
Θfα,gα [l0]⊗ (1 +X)
)ι〉
où l'on rappelle que la spécialisation de Twχ−1g χ est donnée par (3.57) et que
cbf
fα,gα := $k0,l0
(
cbf
f ,g
) ∈ H1Iw(F−+D∗fα,gα)
comme déﬁni en (3.51). Grâce au 3ième point du Théorème 1.4.3 on change l'indice de
l'exponentielle de 1 à l0 grâce au coeﬃcient Γ(l0, γ1)
Γ(l0, γ1) hf,g =
〈
Twε1−l0
(
cbf
fα,gα
)
,Expε
−1
Mfα,gα ,l0
(
Θfα,gα [l0]⊗ (1 +X)
)ι〉
.
On rappelle que l'élément cbf
fα,gα est la projection de pcBFfα,gα ∈ H1Iw (Dfα,gα) par le
morphisme induit par Dfα,gα  F−◦Dfα,gα (voir Proposition 3.4.18). On peut relever
l'accouplement en
Γ(l0, γ1) hf,g =
〈
Twε1−l0
(
p
cBFfα,gα
)
,Expε
−1
Dfα,gα(χl0),l0
(Θfα,gα [l0]⊗ (1 +X))ι
〉
Par fonctorialité de l'exponentielle avec l'isomorphisme (Prα×Prα)∗ on a
Γ(l0, γ1) hf,g =
〈
locp
(
cBFf,gl0−1
)
,Expε
−1
Df,g(χl0),l0
(Θf,g[l0]⊗ (1 +X))ι
〉
.
Autrement dit, on a
Γ(l0, γ1) hf,g = Log
ε
V ∗f,g(1−l0),1−l0,Θf,g [l0]
(
locp
(
cBFf,gl0−1
))
donc pour tout s ∈ Zp, on a
Lp
(
cBFf,gl0−1, s
)
= Γ(l0, s)Aω0 (hf,g) (s). (3.66)
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Pour tout s ∈ Zp, en spécialisant (3.65) on a
A cω0 (hf,g) (s) := E(f)λNf (f)Aω0
(〈
TwIw
χ−1g χ
(
cbf
f ,g
)
,Exp (θf ,g ⊗ (1 +X))ι
〉)
(k0, l0, s)
où Exp désigne Expε
−1
Mf ,g,1
. En comparant l'égalité (3.66) avec la seconde écriture de la
fonction Lp(cbf
f ,g, ωl0−1, k0, l0, s+ l0−1) donnée en (3.61) avec x = k0, y = l0 et a = l0−1
on a l'égalité
Lp
(
cBFf,gl0−1, s
)
= E(f)λNf (f)Γ(l0, s)Lp(cbf f ,g, ωl0−1, k0, l0, s+ l0 − 1)..
En utilisant le Théorème 3.5.2 on obtient le résultat souhaité.
3.5.4. On s'intéresse maintenant à la restriction de la fonction L(l0)p (f ,g) de Urban
suivant la droite (k0, y, y), où y varie dans le disque Ug := D(l0, 1/pr−1).
En utilisant l'écriture (3.61) avec x = k0, y ∈ D(l0, 1/pr−1), s = y− 1 et a = l0− 1 on
obtient l'égalité
Lp(cbf
f ,g, ωl0−1, k0, y, y − 1) = A cω0
(〈
TwIw
χ−1g χ
(
cbf
f ,g
)
,Exp (θf ,g ⊗ (1 +X))ι
〉)
(k0, y, 0)
(3.67)
où Exp désigne l'exponentielle élargie Expε
−1
Mf ,g,1
. En spécialisant le poids de la famille f
en k0 grâce au morphisme $fk0 : Af ,g → Ag déﬁni en (3.16) on a
$fk0
(
TwIw
χ−1g χ
(
cbf
f ,g
)) ∈ H1Iw(M∗fα,g(χ))
où Mfα,g est déﬁni en (3.19). On note alors cb˜f
fα,g
sa projection sur le corps de base
cb˜f
fα,g
:= pr0 ◦$fk0
(
TwIw
χ−1g χ
(
cbf
f ,g
)) ∈ H1(M∗fα,g(χ)). (3.68)
On note θfα,g l'élément cristallin canonique de Dcris (Mfα,g)
θfα,g :=
1
E(f)λNf (f)
ηfα ⊗ ξg[1] ∈ Dcris (Mfα,g) .
Alors, on a θfα,g = $
f
k0
(θf ,g) où θf ,g est déﬁni en (3.58) (voir Théorème 1.7.8). Le module
Mfα,g est cristallin et muni d'une exponentielle expMfα,g : Dcris (Mfα,g)→ H1(Mfα,g) (voir
1.2.3).
Déﬁnition 3.5.5. On déﬁnit la fonction L p-adique suivante
Lp
(
cb˜f
fα,g
, y
)
= A wt
(〈
cb˜f
fα,g
, expMfα,g (θfα,g)
〉)
(y).
Proposition 3.5.6. On a l'égalité des fonctions analytiques sur Ug
cB(f ,g, ω
l0 , k0, y, y)Lp
(
f ,g, ωl0
)
(k0, y, y) = E˜fα,g(y)Lp
(
cb˜f
fα,g
, y
)
où cB(f ,g, ωl0 , k0, y, y) est déﬁni dans (3.63) et le facteur eulérien E˜fα,g(y) est déﬁni par
E˜fα,g(y) := A wt
((
1− αp(g
∗)
αp(f)
)(
1− αp(f)
pαp(g∗)
)−1)
(y) (3.69)
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Démonstration. En spécialisant le poids de la famille f en k0 en utilisant l'écriture alter-
native (3.61) de la fonction Lp(cbf
f ,g, ωl0−1, k0, y, y − 1) on obtient
Lp(cbf
f ,g, ωl0−1, k0, y, y − 1) = A cw0
(〈
TwIwχgχ−1
(
cbf
f ,g
)
,Exp (θf ,g ⊗ (1 +X))ι
〉)
(k0, y, 0)
= A wt
(〈
cb˜f
fα,g
, pr0 (Exp (θfα,g ⊗ (1 +X)))
〉)
(y).
où Exp désigne Expε
−1
Mf ,g,1
par soucis de concision. En utilisant la proposition de descente
de l'exponentielle élargie (1.5.1) on a
pr0
(
Expε
−1
Mf ,g,1
(θfα,g ⊗ (1 +X))
)
=
(
1− αp(g
∗)
αp(f)
)(
1− αp(f)
pαp(g∗)
)−1
exp (θfα,g)
donc
Lp(cbf
f ,g, ωl0−1, k0, y, y − 1) = E˜fα,g(y)A wt
(〈
cb˜f
fα,g
, exp (θfα,g)
〉)
(y)
= E˜fα,g(y)Lp
(
cb˜f
fα,g
, y
)
.
Alors, en utilisant le Théorème 3.5.2 on obtient le résultat voulu.
On dit que la fonction Lp(hfα,g, y) est améliorée dans l'esprit du texte [GS93] de
Greenberg-Stevens. En eﬀet celle-ci permet de retrouver la fonction L p-adique de Urban
sans le facteur eulérien E˜fα,g.
3.5.5. La restriction de la fonction de Urban à la droite (k0, l, l) est envoyée, par
l'équation fonctionnelle, sur la droite (k0, l, k0 − 1). Le paragraphe précédent donne ainsi
une méthode pour calculer la restriction de la fonction L(k0−1)p (f ,g) sur cette droite. Grâce
à l'élément de Beilinson-Flach construit pour la forme f et la famille g il est possible de
donner une seconde écriture sans passer par l'équation fonctionnelle.
Soit θf,g l'élément canonique du module cristallin associé à la forme f et la famille g
θf,g :=
1
E(f)λNf (f)
ηf ⊗ ξg[1] ∈ Dcris (Mf,g)
où Mf,g est déﬁni en (3.19). En particulier, si on spécialise le poids de la famille f en k0
grâce au morphisme $fk0 déﬁni en (3.16) on obtient
(Prα× Id)∗ (θf,g) = $fk0 (θf ,g)
(voir Théorème 1.7.8). Quitte à réduire le rayon p1−r,Mf,g est de rang 1, cristallin de poids
de Hodge-Tate égal à 1 et de pente constante. Alors, on déﬁnit l'exponentielle élargie (voir
section 1.5)
ExpεMf,g,1 : Dcris (Mf,g)⊗Ag HAg (Γ) . (1 +X)→ H1Iw (Mf,g) .
On note
bf,g := $
c
2−k0 ◦ TwIwχ−1g χ
(
Expε
−1
Mf,g,1
(θf,g ⊗ (1 +X))
)
∈ H1(F+−Df,g(χk0−1))
où $c2−k0 , déﬁni en (3.36), est le morphisme induit par la spécialisation de la variable cy-
clotomique. On rappelle l'existence de cbf
f,g,k0−2 ∈ H1(F−+D∗f,g(χ2−k0)) déﬁni en (3.48).
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Déﬁnition 3.5.7. On déﬁnit la fonction L p-adique déﬁnie sur Ug := D(l0, 1/pr−1)
Lp
(
cbf
f,g,k0−2, y
)
= A wt
(〈
cbf
f,g,k0−2, bf,g
〉)
(y). (3.70)
On rappelle la déﬁnition de Ef,g le facteur eulérien (voir (3.49))
Ef,g(y) := A wt
((
1− p
k0−2
αp(f)αp(g)
)(
1− βp(f)αp(g)
pk0−1
))
(y). (3.71)
Proposition 3.5.8. On a l'égalité des fonctions analytiques déﬁnies sur Ug
cB(f ,g, ω
k0−1, k0, y, k0− 1)Lp(f ,g, wk0−1)(k0, y, k0− 1) = (−1)
k0Ef,g(y)
(k0 − 2)! Lp
(
cbf
f,g,k0−2, y
)
où y évolue dans Ug et cB(f ,g, ωk0−1, k0, y, k0 − 1) est déﬁni en 3.5.2.
Démonstration. Soit l un entier de Ug := D(l0, 1/pr−1) tel que l > k0 et l ≡ l0 mod p−1.
On rappelle l'égalité (3.57)
$l ◦ Twχ−1g χ = Twε1−l ◦$l
où $l est le morphisme de spécialisation de g en l et Tw
ε
1−l est le twist déﬁni en (1.9).
De plus on a $c2−k0 ◦Twε1−l = $cl+1−k0 donc on a $l ◦$c2−k0 ◦Twχ−1g χ = $cl+1−k0 ◦$l. Par
conséquent, la spécialisation de bf,g au poids l s'écrit
$l(bf,g) = $l ◦$c2−k0 ◦ Twχ−1g χ
(
Expε
−1
Mf,g,1
(θf,g ⊗ (1 +X))
)
= $cl+1−k0 ◦$l
(
Expε
−1
Mf,g,1
(θf,g ⊗ (1 +X))
)
Par compatibilité de l'exponentielle élargie avec le morphisme de spécialisation (voir Théo-
rème 1.5.2) on a
$l(bf,g) =
1
λNf (f)E(f)
$cl+1−k0
(
Expε
−1
Mf,gl ,1
(
Θf,gl [l]⊗ (1 +X)
))
où Expε
−1
Mf,gl ,1
désigne l'exponentielle élargie de Perrin-Riou. Le Frobenius agit sur le mo-
dule Dcris(F+−Df,gl(k0 − 1)) comme la multiplication par αp(f)βp(gl)p1−k0 . L'équation
(1.19) implique que
∣∣αp(f)βp(gl)p1−k0∣∣ = p l0−k02 . Puisque l 6= k0 cela implique
Dcris(F
+−Df,gl(χ
k0−1))ϕ=1 = 0.
Alors, en utilisant l'égalité Θf,gl [k0 − 1] = (Id×Prα)∗
(
Θf,g0l [k0 − 1]
)
et la Proposition
1.4.4 avec k = k0 − l − 1 et h = m = 1 on obtient
$l(bf,g) =
Ψ(f,gl)
E(f)λNf (f)
(exp∗)−1
(
(Id×Prα)∗
(
Θf,g0l [k0 − 1]
))
(3.72)
où Ψ(f,gl) est déﬁni par
Ψ(f,gl) =
(
1− p
k0−2
αp(f)βp(gl)
)(
1− αp(f)βp(gl)
pk0−1
)−1
. (3.73)
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De l'autre côté de l'équation on cherche à spécialiser l'écriture (3.60) en (k0, l, k0− 2).
Le calcul précédent permet, de manière analogue, de prouver l'égalité
$ck0,l0,2−k0 ◦ TwIwχ−1g χ
(
Expε
−1
Mf ,g,1
(θf ,g ⊗ (1 +X))
)
=
Ψ(f,gl)
E(f)λNf (f)
(exp∗)−1
(
Θfα,gl [k0 − 1]
)
où $ck0,l0,2−k0 est le morphisme de spécialisation déﬁni en (3.37). En utilisant la compa-
tibilité de l'accouplement avec les morphismes de spécialisation et en utilisant l'adjoint
(Prα×Prα)∗ de (Prα×Prα)∗ on a
Lp(cbf
f ,g, ωk0−2, k0, l, k0 − 2) =〈
(Prα×Prα)∗
(
cbf
f ,g(k0, l, k0 − 2)
)
,
Ψ(f,gl)
E(f)λNf (f)
(exp∗)−1
(
Θf,g0l [k0 − 1]
)〉
où Ψ(f,gl) est le facteur déﬁni précédemment. En utilisant le Lemme 3.4.17 on peut
réécrire cette équation
(−1)k0
(k0 − 2)!
〈
Ef,g(l) (Id×Prα)∗
(
$l
(
cbf
f,g,k0−2)) , Ψ(f,gl)E(f)λNf (f) (exp∗)−1
(
Θf,g0l [k0 − 1]
)〉
.
On reconnaît la spécialisation de bf,g au poids l multipliée par le facteur
(−1)k0
(k0−2)!Ef,g(l)
(voir (3.72)). En comparant avec la déﬁnition de Lp
(
cbf
f,g,k0−2, l
)
on obtient
Lp(cbf
f ,g, ωk0−2, k0, l, k0 − 2) = (−1)
k0
(k0 − 2)!E
f,g(l)Lp
(
cbf
f,g,k0−2, l
)
.
En utilisant le Théorème 3.5.2, la continuité des fonctions apparaissant et la densité de
l'ensemble des l vériﬁant les propriétés souhaitées on obtient le résultat voulu.
Chapitre 4
Zéros de la fonction de Urban
Le but de ce chapitre est d'étudier le cas où la fonction L p-adique de Urban s'annule.
Dans un premier temps on étudiera des conditions suﬃsantes pour que la fonction s'annule.
Ensuite, on dérivera la fonction Lp de Urban dans le sens cyclotomique. Enﬁn, on utilisera
l'équation fonctionnelle pour faire apparaître le régulateur p-adique et inﬁni mettant ainsi
en évidence le lien entre la dérivée de la fonction p-adique et la fonction complexe. Dans le
dernier paragraphe, on présentera un résultat nécessitant des conditions supplémentaires
faisant apparaître l'invariant L déﬁni dans le chapitre 2 et les périodes p-adiques et
inﬁnie. Ce dernier résultat est en accord avec la théorie des zéros exceptionnels comme
exposée dans [Ben14a].
4.1 Recherche des points d'annulations
Soient f et g deux formes primitives de niveaux respectifs Nf et Ng, de poids respectifs
k0 et l0 supérieurs ou égaux à 2 et de caractères respectifs εf et εg. On suppose que l0 ≤ k0.
On suppose que εf , εg et εfεg soient des caractères primitifs de conducteurs Nf , Ng et N
respectivement. On suppose aussi que f ∗ 6= g. Soit p un nombre premier plus grand que
5 qui ne divise pas NfNg et tel que f et g soient p-régulières. On suppose également que
εf (p)εg(p) 6= 1. Soit un entier c > 1 premier avec 6NfNgp tel que εf (c)εg(c) 6= 1. Soient
les familles de Coleman f et g passant par fα et gα respectivement. Les notations des
chapitres précédents sont conservées.
Pour a un entier, on considère la fonction analytique de Urban Lp(f ,g, ωa) déﬁnie sur
Uf,g × Zp. En ﬁxant les poids du couple (f ,g) en (k0, l0) on obtient la fonction p-adique
déﬁnie sur Zp associée au couple (f, g)
Lp(f, g, ω
a, j) := Lp(f ,g, ω
a)(k0, l0, j). (4.1)
Les points critiques de la fonction de Rankin-Selberg sont les entiers j vériﬁant
l0 ≤ j ≤ k0 − 1
On s'intéresse particulièrement aux points j entiers tels que la fonction L p-adique s'annule
alors que Λ(f, g, j) ne s'annule pas. On rappelle que la fonction L complétée de Rankin-
Selberg ne peut s'annuler qu'au point de symétrie j = k0+l0−1
2
lorsque celui-ci est entier.
On commence par chercher de tels points parmi les points critiques. En particulier, on
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rappelle que si l0 = k0 cet ensemble est vide. Grâce à l'équation (3.4) on voit que pour
tout point critique j la fonction Lp(f, g, ωa, j) ne s'annule que si L(f, g, j) = 0 ou si
E(f, g, ωa, j) = 0 (voir (3.4) pour sa déﬁnition).
Proposition 4.1.1. Pour tout entier a la fonction E(f, g, ωa, j) ne peut s'annuler pour
k0 ≤ j < l0 que si j ≡ a mod p− 1 et j = k0+l02 − 1 ou j = k0+l02 .
Démonstration. Soit j un point critique de la fonction de Rankin-Selberg. Si j 6≡ a
mod p− 1 alors on rappelle que
E (fk,gl, ωa, j) = G(ωj−a)2 p
2j−2
αp(f)2αp(g)βp(g)
ce qui est trivialement non-nul. Si j ≡ a mod p − 1 on rappelle que E (f, g, ωa, j) est le
produit des 4 facteurs eulériens(
1− p
j−1
αp (f)αp (g)
)(
1− p
j−1
αp (f) βp (g)
)(
1− βp (f)αp (g)
pj
)(
1− βp (f) βp (g)
pj
)
comme déﬁni dans le Théorème 3.2.1. On rappelle que le module des racines de Hecke
vaut
|αp(f)| = |βp(f)| = p
k0−1
2 , |αp(g)| = |βp(g)| = p
l0−1
2 .
En particulier on sait que les deux premiers facteurs de E (f, g, ωa, j) ne peuvent s'annuler
que si
j − 1 = k0 + l0
2
− 1
et les deux derniers ne peuvent s'annuler que si
j =
k0 + l0
2
− 1
ce qui prouve le résultat voulu.
En particulier, on remarque que les deux points d'annulation possibles du facteur
E(f, g, ωa, j) sont les points k0+l0−1
2
± 1
2
. Ces points sont appelés presque centraux.
Remarque 4.1.2. Dans le cas plus restrictif où f et g sont des formes modulaires ordinaires
en p on a
νp(αp(f)) = νp(αp(g)) = 0, νp(βp(f)) = k0 − 1, νp(βp(g)) = l0 − 1
alors une brève analyse de la valuation p-adique des 4 facteurs eulériens composant
E(f, g, ωa, j) montrent qu'ils ne peuvent pas s'annuler lorsque j est un point critique.
On cherche maintenant les points d'annulation de la fonction L p-adique hors des points
critiques. Dans ce cas, on sait que Λ(f, g, j) 6= 0. Grâce à la symétrie induite par l'équation
fonctionnelle (3.5) il suﬃt de s'intéresser aux zéros pour les entiers j vériﬁant j ≥ k0. Le
reste des points d'annulation sont déduits par symétrie. En spécialisant l'écriture de la
fonction L p-adique de Urban du Théorème 3.5.2 au triplet (k0, l0, j) on obtient
µc(f, g, j)Lp(f, g, ω
j, j) =
(
1− p
j−1
αp(f)βp(g)
)[
exp∗
(
cbf
f,g,j−1) , ηf ⊗ ωg[j]]
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où
cbf
f,g,j−1 := (Prα×Prα)∗
(
cbf
f ,g(k0, l0, j − 1)
)
(4.2)
et où la fonction analytique µc(f, g, j) est déﬁnie par
µc(f, g, j) := E(f)G(f, g) 1
(j − l0)!
(
1− αp(f)βp(g)
pj
)
(−1)j νc(f, g, 2j − k0 − l0)
avec G(f, g) := G(ε−1f )G(ε
−1
g ) et E(f) déﬁni en 3.2.1, et νc(f, g, j) en (3.62). Par un
argument de module complexe le facteur
(
1− αp(f)βp(g)
pj
)
de µc(f, g, j) ne peut s'annuler
et en particulier, µc(f, g, j) ne s'annule jamais. Par conséquent, la fonction Lp(f, g, ωa) ne
s'annule en j que, si et seulement si, le facteur(
1− p
j−1
αp(f)βp(g)
)
(4.3)
s'annule ou si l'accouplement suivant est nul[
exp∗
(
cbf
f,g,j−1) , ηf ⊗ ωg[j]] . (4.4)
Par le même argument de valuation complexe qu'en 4.1.1 on sait que
(
1− pj−1
αp(f)βp(g)
)
ne
s'annule que si j = k0+l0
2
. Or, si l0 ≤ k0 et j = k0+l02 ≥ k0 on a l0 = k0 = j. Par conséquent,
le facteur (4.3) ne s'annule que si et seulement si
j = k0 = l0 et αp(f)βp(g) = p
k0−1.
Il est plus diﬃcile de savoir lorsque l'accouplement (4.4) s'annule lorsque j ≥ k0. C'est
pourquoi ce manuscrit s'intéresse aux zéros induits par le facteur (4.3). On a prouvé le
résultat suivant
Lemme 4.1.3. Si f et g sont de même poids k0 et si
αp(f)βp(g) = p
k0−1
alors la fonction p-adique Lp(f, g, ωk0 , k0) = 0 et L(f, g, k0) 6= 0.
Grâce à la symétrie imposée par l'équation fonctionnelle (3.5) la fonction p-adique
Lp(f, g, ω
k0−1, j) admet un zéro en j = k0 − 1 si
αp(f
∗)βp(g∗) = pk0−1.
En utilisant les liens entre les racines de Hecke associées à une forme modulaire et celles
associées à sa forme conjuguée ((1.20)) c'est équivalent à βp(f)αp(g) = pk0−1. Dans ce cas
on a l'écriture
µc(f, g, k0 − 1)Lp(f, g, ωk0−1, j) =
(
1− p
j−1
αp(f)βp(g)
)[
exp∗
(
cbf
f,g,j−1) , ηf ⊗ ωg[j]]
Dans ce cas, le zéro ne provient plus de l'annulation du facteur (4.3) mais de l'accou-
plement (4.4) car
cbf
f,g,k0−2 = 0.
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Ce résultat est une conséquence de 3.4.3 et de l'annulation du facteur eulérien
1− βp(fk0)αp(gl0)
pk0−1
.
Dans cette thèse nous nous intéresserons uniquement au cas où la valeur de Lp(f, g, j)
s'annule pour j un point non-critique vériﬁant les conditions du Lemme 4.1.3. Le but de
ce chapitre est alors de lier la dérivée de la fonction Lp(f, g, ωk0 , s) en k0 à la valeur de la
fonction L(f, g, k0).
4.2 Démonstration du théorème principal
Le but de cette section est d'exprimer la dérivée de la fonction L p-adique associée à un
couple de forme modulaire lorsque le facteur eulérien décrit précédemment s'annule. Dans
le premier paragraphe, on fait un parallèle entre les notations du chapitre 2 et les (ϕ,Γ)-
modules apparaissant dans le cadre de Rankin-Selberg. Dans le second paragraphe, on
cherche à utiliser les résultats du chapitre 2. En particulier, le Théorème 2.4.3 permettra
d'exprimer la dérivée en fonction d'un certain accouplement. On pourra alors déﬁnir un
invariant ad-hoc ` permettant d'arriver à un résultat similaire au Corollaire 2.4.4. Sous
certaines conditions supplémentaires qui seront explicitées dans la prochaine section, `
coïncide avec l'invariant L et le résultat obtenu est une application du Corollaire 2.4.4.
Dans le troisième paragraphe, on exprime l'exponentielle duale obtenue en termes de loga-
rithme. On verra dans la prochaine section que ce logarithme, sous certaines conditions,
peut être vu comme un régulateur p-adique. Dans le dernier paragraphe, on énonce et
démontre le théorème principal de la thèse.
4.2.1. Soient f et g comme déﬁnies au début de la section précédente. On se place
dans le cas où les conditions du Lemme 4.1.3 sont satisfaites, c'est-à-dire qu'on suppose
que k0 = l0 et que
αp(f)βp(g) = p
k0−1.
On note le twist du produit tensoriel des représentations de Deligne associées au couple
de formes modulaires f et g
Wf,g = Vf,g(k0).
Puisque p ne divise pas les niveaux Nf et Ng, cette représentation est cristalline et les sauts
dans la ﬁltration de Hodge Tate de Dcris(Wf,g) sont exactement en (−k0,−1,−1, k0 − 2).
Plus précisément Fil0(Dcris(Wf,g)) est la droite engendrée par ωf ⊗ ωg[k0].
Aﬁn de pouvoir utiliser certaines constructions du chapitre 2 on doit vériﬁer que les
deux assertions C3) et C4) des conditions A (voir section 2.1) sont satisfaites pour la
représentation Wf,g :
C3) puisque f et g sont supposées p-régulières on rappelle que les deux valeurs propres
du Frobenius sur Dcris(Vf ) (respectivement Dcris(Vg)) sont diﬀérentes. Le Frobenius
est donc semi-simple sur Dcris(Vf ) (respectivement Dcris(Vg)). Par conséquent, ϕ est
aussi semi-simple sur Dcris(Wf,g).
C4) le module des valeurs propres du Frobenius sur Dcris(Wf,g) vaut p−1, en particulier
Dcris(Wf,g)ϕ=1 = 0.
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Soit D le sous E-sous-espace vectoriel de Dcris(Wf,g) engendré par les vecteurs
{ηf ⊗ ηg[k0], ηf ⊗ ωβg [k0]}. (4.5)
En particulier D s'écrit aussi
D = {ηf ⊗ d| d ∈ Dcris(Vg(k0))} .
Puisque ηf et ωf sont linéairement indépendants il est aisé de voir que
D ∩ Fil0(Dcris(Wf,g)) = {0}.
Sous les conditions du Lemme 4.1.3 on sait que Dϕ=p
−1
est la droite engendrée par
ηf ⊗ ωβg [k0]. La ﬁltration en 4 crans de l'espace cristallin Dcris(Wf,g) induite par la semi-
simplicité du Frobenius (voir (2.7)) s'écrit
{0} ⊂ D−1 = E.ηf ⊗ ηg[k0] ⊂ D ⊂ Dcris(Wf,g). (4.6)
On rappelle l'existence de la ﬁltration en 4 crans de l'espace D†rig(Wf,g) induite par la
théorie des (ϕ,Γ)-modules (voir (2.8))
{0} ⊂ D−1 ⊂ D ⊂ D†rig(Wf,g).
On rappelle l'existence du module F+◦Df,g
(
χk0
) ⊂ D†rig(Wf,g) (voir (3.33)) et de son dual
F−◦D∗f,g
(
χ1−k0
)
. Grâce à l'identiﬁcation (3.34) on sait que le Frobenius agit comme mul-
tiplication par αp(f) sur Dcris (F+Df ). Par conséquent, les valeurs propres du Frobenius
sur le module Dcris
(F+◦Df,g (χk0)) sont αp(f)αp(g)p−k0 et αp(f)βp(g)p−k0 . On a l'égalité
Dcris
(F+◦Df,g (χk0)) = D.
Par conséquent, cela implique les égalités
F+◦Df,g
(
χk0
)
= D, F−◦D∗f,g
(
χ1−k0
)
= D∗(χ). (4.7)
On rappelle aussi l'existence des (ϕ,Γ)-modules de rang 1 F++Df,g
(
χk0
)
et F+−Df,g
(
χk0
)
déﬁnis en (3.32). En regardant les valeurs propres du Frobenius sur les modules
Dcris
(F++Df,g (χk0)) et Dcris (F+−Df,g (χk0))
on obtient les identiﬁcations suivantes
Dcris
(F++Df,g (χk0)) = D−1, Dcris (F+−Df,g (χk0)) = W
où W := D/D−1 comme dans la section 2.1. Par conséquent, on a
F++Df,g
(
χk0
)
= D−1, F−−D∗f,g
(
χ1−k0
)
= D∗−1(χ),
F+−Df,g
(
χk0
)
= W, F−+D∗f,g
(
χ1−k0
)
= W∗(χ).
En particulier on a les identiﬁcations des groupes de cohomologie
H1(F−◦D∗f,g
(
χ1−k0
)
) = H1(D∗(χ)), (4.8)
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H1(F−+D∗f,g
(
χ1−k0
)
) = H1(W∗(χ)). (4.9)
4.2.2. On cherche à utiliser les résultats du chapitre 2 dans le cas de Rankin-Selberg.
On rappelle l'existence de l'élément de Beilinson-Flach
cBFf,gk0−1 := TwεV ∗f,g ,−j
(
cBFf,g
) ∈ H1Iw,S(Q, V ∗f,g(1− k0))
déﬁni en (3.52) et de la fonction p-adique Lp
(
cBFf,gl0−1, s
)
liée à la restriction Lp
(
f, g, ωk0
)
déﬁnie en (4.1) par la Proposition 3.5.4. Comme expliqué dans la remarque 2.2.7 on
rappelle que dans ce cadre H1(D,W ∗f,g(1)) est déﬁni comme l'ensemble des classes de
H1f,{p}(Q,W ∗f,g(1)) dont la projection dans H1(D∗(χ)) est contenue dans H1(W∗(χ)). En
particulier, en utilisant les identiﬁcations (4.8) et (4.9) le Lemme 3.4.19 se réécrit
Lemme 4.2.1. L'élément pr0
(
cBFf,gk0−1
)
appartient à H1(D,W ∗f,g(1)).
Démonstration. Aﬁn d'utiliser le Lemme 3.4.19 il faut vériﬁer que
αp(f)αp(g) 6= pk0−1. (4.10)
Or, on rappelle que αp(f)βp(g) = pk0−1. De plus, g est p-régulière, donc αp(g) 6= βp(g).
Par conséquent, l'inégalité (4.10) est vraie et le Lemme 3.4.19 donne le résultat voulu.
On peut alors exprimer la dérivée de Lp(f, g, ωk0 , k0) grâce aux résultats prouvés dans
le chapitre 2.
Proposition 4.2.2. Si les conditions du Lemme 4.1.3 sont satisfaites, la dérivée dans le
sens cyclotomique de la fonction L p-adique associée à f et g s'écrit
L′p(f, g, ω
k0 , k0) =
(−1)k0
νc(f, g, 0)
(
1− 1
p
)
E(f)G(f, g)
〈
cbf
f,g,k0−1, iD,c(Θf,g[k0])
〉
où l'on rappelle que Θf,g := ηf ⊗ ωg comme déﬁni en (3.64).
Démonstration. Grâce au Lemme 4.2.1 on peut appliquer le Théorème 2.4.3 pour la fonc-
tion Lp
(
cBFf,gl0−1, s
)
. En particulier, on en déduit que celle-ci s'annule en 0 et que sa
dérivée vaut
L′p
(
cBFf,gl0−1, 0
)
= Γ(k0)
(
1− 1
p
)−1 [
proj
(
pr0
(
locp
(
cBFf,gk0−1
)))
, iD,c
(
Θf,g[k0]
)]
.
Par compatibilité de la ﬁltration et des spécialisations avec le morphisme (Prα×Prα)∗, le
Lemme 3.4.18 implique
proj
(
pr0
(
locp
(
cBFf,gk0−1
)))
= cbf
f,g,k0−1.
De plus la Proposition 3.5.4 évaluée en s = 0 donne
νc(f, g, 0)Γ(k0)Lp(f, g, ω
k0 , k0) =
(−1)k0
E(f)G(f, g)Lp
(
cBFf,gk0−1, 0
)
.
Or νc(f, g, 0) 6= 0 donc on retrouve bien l'annulation de Lp(f, g, ωk0 , k0) et en dérivant la
relation de la Proposition 3.5.4 on obtient le résultat voulu.
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En utilisant les identiﬁcations (3.35) et (4.2) on a l'égalité de caractères δfk0 ,gk0 = χ
1−k0 .
On a donc l'identiﬁcation
W∗(χ) ' RE.
Grâce à la section 1.3, on sait donc que H1(W∗(χ)) est de dimension 2 et se décompose
en la somme directe de deux sous-espaces de dimension 1
H1(W∗(χ)) = H1f (W∗(χ))⊕H1c (W∗(χ)).
Soit d := Θ
∗
f,g[1− k0] ∈ Dcris (W∗(χ)). Les deux éléments iD⊥,f (d) et iD⊥,c(d) forment une
base de H1f (W∗(χ)) et H1c (W∗(χ)) respectivement, où les morphismes iD⊥,f et iD⊥,c sont
déﬁnis en (2.29) (on rappelle que D− et W∗(χ) ont été prouvés être les mêmes espaces).
Il existe donc deux scalaires uniques a et b de E tels que
cbf
f,g,k0−1 = aiD⊥,f (d) + biD⊥,c(d). (4.11)
En particulier on remarque que b = 0 est équivalent à la condition
cbf
f,g,k0−1 ∈ H1f (W∗(χ)).
Puisque exp
(
Θf,g[k0]
)
est une base de H1f (W) on a l'équivalence de conditions
cbf
f,g,k0−1 ∈ H1f (W∗(χ))⇐⇒
[
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]] = 0. (4.12)
Déﬁnition 4.2.3. Si cbf
f,g,k0−1 6∈ H1f (W∗(χ)) on déﬁnit l'invariant ad-hoc `(Wf,g, D)
comme
`(Wf,g, D) = a/b.
Un calcul analogue à celui de la preuve de 2.4.4 permet d'aﬃrmer que〈
cbf
f,g,k0−1, iD,c
(
Θf,g[k0]
)〉
= −`(Wf,g, D)
[
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]] .
Dans le cas où le cbf
f,g,k0−1 6∈ H1f (W∗(χ)) on en déduit une conséquence directe de la
Proposition 4.2.2.
Théorème 4.2.4. On suppose toujours que les conditions du Lemme 4.1.3 sont satisfaites.
Si cbf
f,g,k0−1 6∈ H1f (W∗(χ)) alors on peut exprimer la dérivée dans le sens cyclotomique
de la fonction L p-adique associée à f et g en terme de l'invariant ` et d'un accouplement
L′p(f, g, ω
k0 , k0) =
(−1)k0+1E(f)−1
νc(f, g, 0)G(f, g)
(
1− 1
p
)−1
`(Wf,g, D)
[
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]] .
4.2.3. On cherche à donner une nouvelle écriture de l'accouplement[
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]] .
En utilisant l'équation fonctionnelle (3.5) satisfaite par la fonction p-adique de Urban à
trois variables aux triplets de la forme (k0, y, y − 1) pour y ∈ k0 + prg−1Zp on obtient
Lp
(
f ,g, ωk0
)
(k0, y, y − 1) = (f ,g,k0)p (k0, y, y − 1)Lp
(
f∗,g∗, ωk0−1
)
(k0, y, k0 − 1)
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où f∗ et g∗ sont les familles de Coleman associées aux formes conjuguées. Il est alors
possible d'utiliser les deux écritures proposées en 3.5.6 et 3.5.8 pour les deux fonctions
Lp
(
f ,g, ωk0
)
(k0, y, y − 1) et Lp
(
f∗,g∗, ωk0−1
)
(k0, y, k0 − 1). On rappelle l'existence des
deux facteurs eulériens E˜f,g et Ef∗,g∗ apparaissant dans l'écriture des restrictions (voir
Déﬁnitions (3.69) et (3.71) respectivement). Ils s'écrivent comme le produit de deux fac-
teurs eulériens
E˜f,g(y) = E˜f,g1 (y)
(
E˜f,g2 (y)
)−1
où E˜f,g1 (y) := 1−
αp(g
∗
y)
αp(f)
et E˜f,g2 (y) := 1−
αp(f)
pαp(g∗y)
,
Ef∗,g∗(y) = Ef∗,g∗1 (y)Ef
∗,g∗
2 (y) où Ef
∗,g∗
1 (y) := 1−
βp(f
∗)αp(g∗y)
pk0−1
et
Ef∗,g∗2 (y) := 1−
pk0−2
αp(f ∗)αp(g∗y)
.
En utilisant les relations (1.20) sur les racines de Hecke des formes conjuguées on obtient
l'égalité des facteurs eulériens
Ef∗,g∗1 = E˜f,g1 .
En utilisant les Propositions 3.5.6 et 3.5.8 on a l'égalité des fonctions analytiques déﬁnies
sur Ug
cB(f
∗,g∗, ωk0−1, k0, y, k0 − 1)E˜f,g1 (y)
(
E˜f,g2 (y)
)−1
Lp
(
cb˜f
fα,g
, y
)
= (f ,g,k0)p (k0, y, y)×
cB(f ,g, ω
k0 , k0, y, y)
(−1)k0
(k0 − 2)!E
f∗,g∗
1 (y)Ef
∗,g∗
2 (y) Lp
(
cbf
f∗,g∗,k0−2, y
)
où Lp
(
cb˜f
fα,g
, y
)
et Lp
(
cbf
f∗,g∗,k0−2, y
)
sont les fonctions analytiques déﬁnies en 3.5.5 et
3.5.7 respectivement et où cB(f ,g, ωk0 , k0, y, y) et cB(f∗,g∗, ωk0−1, k0, y, k0 − 1) sont les
fonctions analytiques déﬁnies en (3.63) pour les couples (f ,g) et (f∗,g∗) respectivement.
Par continuité il est possible de simpliﬁer les deux côtés de l'équation par la fonction
analytique non-identiquement nulle E˜f,g1 (y). On obtient alors
cB(f
∗,g∗, ωk0−1, k0, y, k0 − 1)
(
E˜f,g2 (y)
)−1
Lp
(
cb˜f
fα,g
, y
)
Lp(hfα,g, y) =
(f ,g,k0)p (k0, y, y) cB(f ,g, ω
k0 , k0, y, y)
(−1)k0
(k0 − 2)!E
f∗,g∗
2 (y) Lp
(
cbf
f∗,g∗,k0−2, y
)
.
(4.13)
On déﬁnit le facteur eulérien
E+(Wf,g, D) := det
(
1− p−1ϕ−1 | D−1
)
det (1− ϕ | Dcris(V )/D)
où D est le module déﬁni en (4.5) et D−1 est le sous-module de D déﬁni (4.6). Alors, on
a
E+(Wf,g, D) :=
(
1− p
k0−1
αp(f)αp(g)
)(
1− βp(f)αp(g)
pk0
)(
1− βp(f)βp(g)
pk0
)
.
Proposition 4.2.5. On peut donner une seconde écriture de l'accouplement apparaissant
dans le Théorème 4.2.4〈
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]〉 = ρc(f, g) [log ◦ proj(pcBF [f∗,g∗,k0−2]) ,Θf∗,g∗ [k0 − 1]]
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où le coeﬃcient ρc(f, g) s'écrit
ρc(f, g) = p(f, g)
(−1)k0−1
(k0 − 2)!
νc(f, g, 0)G(f, g)
νc(f ∗, g∗,−2)G(f ∗, g∗)
(
1− 1
p
)
E+(Wf,g, D)
où l'on note p(f, g) := 
(f ,g,k0)
p (k0, k0, k0).
Démonstration. On cherche à évaluer l'équation (4.13) en y = k0. Les valeurs des fonc-
tions cB(f∗,g∗, ωk0−1, k0, y, k0 − 1) et cB(f ,g, ωk0 , k0, y, y) sont directement données par
la Déﬁnition (3.63). La condition αp(f)βp(g) = pk0−1 se réécrit αp(f) = αp(g∗) grâce à la
relation (1.20). Ainsi, on déduit immédiatement de la déﬁnition l'égalité suivante
E˜f,g2 (k0) := 1−
1
p
.
En utilisant la déﬁnition du facteur Ef,g2 et les relations (1.20) on a aussi
Ef∗,g∗2 (k0) := 1−
pk0−2
αp(f ∗)αp(g∗)
= 1− βp(f)βp(g)
pk0
.
En spécialisant la Déﬁnition 3.5.5 en y = k0 et en utilisant la fonctorialité de l'exponen-
tielle on obtient
Lp
(
cb˜f
fα,g
, k0
)
=
〈
$k0
(
cb˜f
fα,g
)
, expMfα,gα (θfα,gα)
〉
où la valeur de $k0 désigne le morphisme de spécialisation de la famille g en k0. En
revenant à la déﬁnition de cb˜f
fα,g
(voir (3.68)) et en utilisant la commutativité de pr0 et
$k0 et en utilisant (3.57) on a
$k0
(
cb˜f
fα,g
)
= pr0 ◦$k0,k0
(
TwIw
χ−1g χ
(
cbf
f ,g
))
= $ck0,k0,k0−1
(
cbf
f ,g
)
= cbf
f ,g(k0, k0, k0 − 1)
où $ck0,k0,k0−1 est déﬁni en (3.37). En rappelant la Déﬁnition (4.2) on a alors
(Prα×Prα)∗
(
$k0
(
cb˜f
fα,g
))
= cbf
f,g,k0−1
et par commutativité de l'exponentielle avec (Prα×Prα)∗ on a l'égalité
Lp
(
cb˜f
fα,g
, k0
)
=
〈
cbf
f,g,k0−1, exp
(
Θf,g[k0]
)〉
.
En spécialisant la Déﬁnition 3.5.7 en y = k0 on a
Lp
(
cbf
f∗,g∗,k0−2, k0
)
=
〈
$k0
(
cbf
f∗,g∗,k0−2) , $k0 (bf∗,g∗)〉
où $k0 désigne encore le morphisme induit par la spécialisation de la famille g en k0. Par
la Proposition (3.4.12) on a
$k0
(
cbf
f∗,g∗,k0−2) = proj ◦ locp (cBF [f∗,g∗α,k0−2]) ∈ H1(F−+D∗f∗,g∗α(χ2−k0))
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où proj est la projection deH1(Df∗,g∗α(χ
2−k0)) dansH1(F−◦Df∗,g∗α(χ2−k0)). Si les conditions
de la proposition sont satisfaites, le Frobenius agit sur Dcris(F+−Df∗,g∗α(χ
k0−1)) comme
multiplication par
αp(f
∗)βp(g∗α)
pk0−1
= ε−1f (p)ε
−1
g (p) 6= 1
donc la spécialisation de bf∗,g∗ est toujours donnée par l'équation (3.72), à savoir
$k0(bf∗,g∗) =
Ψ(f ∗, g∗α)
E(f)λNf (f ∗)
(exp∗)−1
(
Θf∗,g∗α [k0 − 1]
)
où Ψ(f ∗, g∗α) est déﬁni en (3.73). En utilisant les relations (1.20) on a
Ψ(f ∗, g∗α) =
(
1− βp(f)αp(g)
pk0
)(
1− p
k0−1
βp(f)αp(g)
)−1
.
D'après le résultat de Nekovà°-Nizioª, on sait que
proj
(
p
cBF [f
∗,g∗α,k0−2]
)
∈ H1g (F−+D∗f∗,g∗α(χ2−k0)).
De plus
Dcris(F
+−Df∗,g∗α(χ
k0−1))ϕ=1 = Dcris(F+−Df∗,g∗α(χ
k0−1))ϕ=p
−1
= {0}
doncH1g (F−+D∗f∗,g∗α(χ2−k0)) coïncide avec l'image de l'exponentielle. On peut donc déduire
Lp
(
cbf
f∗,g∗,k0−2, k0
)
=
Ψ(f ∗, g∗α)
E(f)λNf (f ∗)
[
proj ◦ log
(
p
cBF [f
∗,g∗α,k0−2]
)
,Θf∗,g∗α [k0 − 1]
]
.
En injectant les informations précédentes dans l'équation (4.13) pour y = k0 on obtient〈
cbf
f,g,k0−1, exp
(
Θf,g[k0]
)〉
= p(f, g)
(−1)k0−1
(k0 − 2)!
νc(f, g, 0)G(f, g)
νc(f ∗, g∗,−2)G(f ∗, g∗)×(
1− 1
p
)(
1− βp(f)βp(g)
pk0
)
Ψ(f ∗, g∗α)
[
log ◦ proj
(
p
cBF [f
∗,g∗α,k0−2]
)
,Θf∗,g∗α [k0 − 1]
]
.
(4.14)
On sait que Θf∗,g∗α = (Id×Prα)∗
(
Θf∗,g∗
)
. En utilisant le dual de (Id×Prα)∗, la Proposi-
tion 3.4.4 et les relations des racines de Hecke (1.20) on a
(Id×Prα)∗
(
p
cBF [f
∗,g∗α,k0−2]
)
=
(
1− p
k0−1
βp(f)αp(g)
)(
1− p
k0−1
αp(f)αp(g)
)
p
cBF [f
∗,g∗,k0−2].
En injectant ces résultats dans l'équation (4.14) et en utilisant la commutativité du mor-
phisme (Id×Prα)∗ on obtient le résultat voulu.
4.2.4. On déﬁnit alors le scalaire Ωp(Wf,g) ∈ E comme suit
Ωp(Wf,g) :=
1
G(f ∗, g∗)νc(f ∗, g∗,−2)
[
log ◦ proj
(
p
cBF [f
∗,g∗α,k0−2]
)
,Θf∗,g∗α [k0 − 1]
]
. (4.15)
En remarquant que le coeﬃcient ρc(f, g) 6= 0 la Proposition 4.2.5 implique que Ωp(Wf,g) 6=
0 si et seulement si
〈
exp∗
(
cbf
f,g,k0−1) ,Θf,g[k0]〉 6= 0. En utilisant l'équivalence (4.12), on
a cbf
f,g,k0−1 6∈ H1f (W∗(χ)) si et seulement si Ωp(Wf,g) 6= 0.
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Théorème 4.2.6. Soient f et g deux formes primitives de niveaux respectifs Nf et Ng,
de caractères respectifs εf et εg et de même poids k0 ≥ 2. On suppose que εf , εg et εfεg
soient des caractères primitifs. On suppose aussi que f ∗ 6= g. Soit p ≥ 5 un nombre
premier ne divisant pas NfNg et tel que f et g soient p-régulières. On suppose de plus que
εf (p)εg(p) 6= 1. Soit un entier c > 1 premier avec 6NfNgp tel que εf (c)εg(c) 6= 1. Si
αp(f)βp(g) = p
k0−1
alors Lp(f, g, ωk0 , k0) = 0 et si Ωp(Wf,g) 6= 0 sa dérivée vaut
L′p(f, g, ω
k0 , k0) = p(f, g)
E+(Wf,g, D)
(k0 − 2)!E(f)`(Wf,g, D)Ωp(Wf,g).
Démonstration. En injectant le résultat de la Proposition 4.2.5 dans le Théorème 4.2.4
on obtient directement ce résultat.
Dans la prochaine section on montrera que ce résultat s'inscrit dans la conjecture des
zéros triviaux comme décrite dans [Ben14a].
4.3 Lien avec la conjecture des zéros exceptionnels
Dans un premier paragraphe, on met en avant le lien entre l'invariant `(Wf,g, D) déﬁni
dans la section précédente et l'invariant L (Wf,g, D) déﬁni dans le chapitre 2. Dans le
troisième et le quatrième paragraphe, on traitera des périodes p-adique et inﬁnie respec-
tivement. Enﬁn, dans le dernier paragraphe, on donnera une réécriture conditionnelle du
Théorème 4.2.6.
On conserve les notations de la section précédente. On suppose que les conditions du
Lemme 4.1.3 sont satisfaites. On rappelle alors que f et g sont deux formes primitives de
niveaux respectifs Nf et Ng, de caractères respectifs εf et εg et de même poids k0 ≥ 2.
On suppose que εf , εg et εfεg soient des caractères primitifs de conducteurs Nf , Ng
et N respectivement. En particulier cela implique que f ∗ 6= g. Soit p ≥ 5 un nombre
premier ne divisant pas NfNg et tel que f et g soient p-régulières. On suppose de plus
que εf (p)εg(p) 6= 1. Soit un entier c > 1 premier avec 6NfNgp tel que εf (c)εg(c) 6= 1. Si
αp(f)βp(g) = p
k0−1.
4.3.1. On cherche à lier l'invariant `(Wf,g, D) à l'invariant L (Wf,g, D) lorsque ceux-
ci peuvent être déﬁnis. Aﬁn de pouvoir déﬁnir l'invariantL il est nécessaire de s'intéresser
aux conditions A (voir section 2.1) et à la régularité de l'espace D choisi. On rappelle que
sous les conditions énoncées, les conditions C3) et C4) sont satisfaites (voir Paragraphe
4.2.1). On s'intéresse donc aux conditions C1) C2) et C5).
C1) La conjecture de Beilinson prédit que H1f (Q,W ∗f,g(1))) = 0 où, de façon équivalente,
que dimH1f (Q,Wf,g) = 1. Cela est cohérent avec le fait que L(f, g, k0) 6= 0.
C2) Si H0S(Q,Wf,g) 6= 0 alors il existe un élément non-nul de Wf,g stable par l'action
de GS. Cela implique l'existence d'un morphisme non-trivial de Vf (k0) dans V ∗g '
Vg∗(k0 − 1). C'est impossible car les poids de Hodge-Tate des deux représentations
ne sont pas égaux. Si H0S(Q,W ∗f,g(1)) 6= 0, cela impliquerait de manière similaire un
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isomorphisme non-trivial de Vf (k0−1) dans Vg∗(k0−1) ce qui est impossible dès lors
que f et g∗ ne sont pas issues de la même forme primitive. En particulier, puisque
f et g sont primitives la condition C2) est satisfaite si et seulement si f 6= g∗. En
particulier, cette condition est satisfaite dans le cadre de ce travail.
C5) Le fait que localisation locp : H1f (Q,Wf,g) → H1f (Qp,Wf,g) soit injective est une
question diﬃcile.
On supposera pour le reste de ce texte que les conditions C1) et C5) sont satisfaites.
Remarque 4.3.1. Puisque la C2) est satisfaite l'équation (2.3) s'écrit
dimE H
1
f (Q,Wf,g)− dimE H1f (Q,W ∗f,g(1)) = 1
car dimE H0(R,Wf,g) = 2. Alors, la condition C1) est équivalente à la condition
dimE H
1
f (Q,Wf,g) = 1. Donc, si C1) est satisfaite, la condition C5) est alors équivalente
à la non-nullité de l'application de localisation.
4.3.2. Grâce aux équations (2.4) et (2.6) on sait qu'un sous-module régulier de
Dcris(Wf,g) est nécessairement un ϕ-sous-module de dimension 2 dont l'intersection avec
Fil0(Dcris(Wf,g)) est réduite à {0}. En particulier, l'espace D choisi vériﬁe ces deux condi-
tions. Pour le reste de ce texte on suppose que D est un espace régulier, ou de manière
équivalente, car les autres conditions sont respectées, que l'application
rWf,g ,D : H
1
f (Q,Wf,g)
rWf,g
↪→ tWf,g(Qp)
proj
 Dcris(Wf,g)
D + Fil0Dcris(Wf,g)
est un isomorphisme.
4.3.3. On rappelle que cBF [f∗,g∗,k0−2] ∈ H1S(Q, V ∗f∗,g∗(2− k0)) est déﬁni en (3.42). En
utilisant l'isomorphisme
V ∗f∗,g∗(2− k0) ' Wf,g
il est possible de voir cBF [f∗,g∗,k0−2] comme un élément de H1S(Q,Wf,g). Pour tout nombre
premier l tel que l - NfNg la localisation de cBF [f∗,g∗,k0−2] en l est dans le sous groupe
H1f (Ql, Vf,g(k0)), voir par exemple la discussion suivant la Déﬁnition 3.3.2 de [KLZ17].
Par le résultat de Nekovà°-Nizioªdéjà invoqué, on sait que sa restriction au groupe de
décomposition vériﬁe
p
cBF [f
∗,g∗,k0−2] := locp
(
cBF [f∗,g∗,k0−2]
)
∈ H1g (Qp,Wf,g).
Cependant αp(f)βp(g)p−k0 = p−1 est valeur propre du Frobenius sur Dcris(Wf,g), il n'y a
donc pas égalité entre H1g (Qp,Wf,g) et H1f (Qp,Wf,g).
Pour le reste de ce texte on suppose que
cBF [f∗,g∗,k0−2] ∈ H1f (Q,Wf,g). (4.16)
Autrement dit, on suppose que pour tout l premier tel que l | pNfNg la localisation en l
est cristalline.
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4.3.4. Si la condition C1) est satisfaite l'espace cohomologique H1f (Q,Wf,g) est de
dimension 1, et si de plus cBF [f∗,g∗,k0−2] est un élément non-nul de cet espace alors l'élé-
ment νc(f ∗, g∗,−2)−1cBF [f∗,g∗,k0−2] qui, par construction (voir [LZ16]), ne dépend pas du
paramètre c, donne une base canonique de cet espace.
On rappelle que D est le sous-module de Dcris(Wf,g) engendré par
{ηf ⊗ ηg[k0], ηf ⊗ ωβg [k0]}.
On a l'identiﬁcation
Dcris(Wf,g)
Fil0Dcris(Wf,g) +D
' F−+ (Dcris(Wf,g))
et l'espace F−+ (Dcris(Wf,g)) est la droite engendrée par ωf⊗ηg[k0]. Le dual de cet élément
dans
F+−Dcris(W ∗f,g(1)) ' F+−Dcris(Vf∗,g∗(k0 − 1))
est l'élément Θf∗,g∗ [k0−1] = ηf∗⊗ ωg∗ [k0−1]. Aﬁn de prendre en compte la normalisation
choisie dans ce texte, projeter un élément de Dcris(Wf,g) sur F−+ (Dcris(Wf,g)) correspond
à prendre l'accouplement avec l'élément 1
G(f∗,g∗)Θf∗,g∗ [k0 − 1]. Si la condition (4.16) est
satisfaite, alors pcBF [f
∗,g∗,k0−2] ∈ H1f (Qp,Wf,g). Or Dcris(Wf,g)ϕ=1 = 0 donc cet élément est
dans l'image de l'exponentielle et par commutativité du morphisme de projection avec le
logarithme on a la réécriture
Ωp(Wf,g) =
[
proj ◦ log
(
1
νc(f ∗, g∗,−2)
p
cBF [f
∗,g∗α,k0−2]
)
,
1
G(f ∗, g∗)
Θf∗,g∗α [k0 − 1]
]
.
L'accouplement Ωp(Wf,g) est alors le déterminant de l'isomorphisme
rWf,g ,D : H
1
f (Q,Wf,g)→
Dcris(Wf,g)
D + Fil0Dcris(Wf,g)
dans les bases données précédemment. Ce déterminant est appelé période p-adique et est
non-nul grâce aux conditions (4.16) et C5).
4.3.5. Sous ces hypothèses supplémentaires sur Wf,g et D on rappelle que la section
2.2 permet de déﬁnir l'invariant L associé à W ∗f,g(1) et D
⊥.
Soit d un élément de Dcris(W∗(χ)). Puisque e = 1, la Remarque 2.2.6 permet d'aﬃrmer
qu'il existe alors un unique scalaire r ∈ E tel que
cbf
f,g,k0−1 = r.
(
iD⊥,f (d)−L (W ∗f,g(1), D⊥).iD⊥,c(d)
)
. (4.17)
On remarque que les scalaires a et b de l'écriture (4.11) se réécrivent
a = −r L (W ∗f,g(1), D⊥) , b = r.
En particulier, on sait que sous les hypothèses de cette section la période p-adique Ωp(Wf,g)
est non-nulle. Donc, par le raisonnement eﬀectué dans la section précédente ou sait que
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le scalaire r est non-nul. En particulier l'invariant ` peut être déﬁni et l'équation (4.17)
implique les égalités
`(Wf,g, D) = −L (W ∗f,g(1), D⊥) = L (Wf,g, D). (4.18)
4.3.6. La conjecture de Beilinson comme discutée dans la section 7.1 de [KLZ15]
suppose l'existence d'un motif de Chow que l'on note M(f ∗ ⊗ g∗) associé au couple de
formes modulaires (f ∗, g∗). On appelle régulateur inﬁni le déterminant du régulateur de
Beilinson Flach associé à M(f ∗ ⊗ g∗)∗(k0 − 1) et on le note Ω∞(f ∗, g∗).
Théorème 4.3.2. [KLZ15, Théorème 7.1.14] Si la conjecture de Beilinson est satisfaite
alors
L′(f ∗, g∗, k0 − 1)
Ω∞(f ∗, g∗)
=
−4
NfNg(k0 − 2)!(k0 − 2)! ∈ Q(f, g)
×.
Cette conjecture n'est prouvée que dans le cas k0 = 2. L'équation fonctionnelle (3.2)
du Théorème 3.1.5 sur les fonctions L complétées de Rankin-Selberg évaluée en k0 donne
l'égalité
(k0 − 1)!
(2pi)k0+1
L(f, g, k0) = (f, g)
(k0 − 2)!
(2pi)k0−1
L′(f ∗, g∗, k0 − 1).
où (f, g) coïncide avec le facteur p(f, g) déﬁni dans la Proposition 4.2.5. Si la conjecture
de Beilinson est satisfaite on a
(k0 − 1)!(k0 − 2)!
−16pi2
L(f, g, k0)
Ω∞(f ∗, g∗)
= (f, g)
1
NfNg
. (4.19)
4.3.7. En injectant les équations (4.18) et (4.19) dans le résultat du Théorème 4.2.6
on obtient directement le théorème suivant.
Théorème 4.3.3. Soient f et g deux formes primitives de niveaux respectifs Nf et Ng,
de caractères respectifs εf et εg et de même poids k0 ≥ 2. On suppose que εf , εg et εfεg
soient des caractères primitifs de conducteurs respectifs Nf , Ng et N . On suppose aussi
que f ∗ 6= g. Soit p ≥ 5 un nombre premier ne divisant pas NfNg et tel que f et g en
p-régulières. On suppose de plus que εf (p)εg(p) 6= 1. Soit un entier c > 1 premier avec
6NfNgp tel que εf (c)εg(c) 6= 1. On suppose que les conditions suivantes sont satisfaites :
• on a l'égalité αp(f)βp(g) = pk0−1.
• la représentation Wf,g vériﬁe les conditions A de la section 2.2.
• le ϕ-module D est régulier.
• l'élément cBF [f∗,g∗,k0−2] est un élément non-nul de H1f (Q,Wf,g).
• la conjecture de Beilinson est satisfaite.
Alors L(f, g, ωk0 , k0) = 0 et la dérivée de la fonction L p-adique s'exprime en fonction de
la fonction L de Rankin-Selberg, de l'invariant L et des périodes p-adique et inﬁnie
L′p(f, g, ω
k0 , k0)
Ωp(Wf,g)
=
NfNg(k0 − 1)!
16pi2
E+(Wf,g, D)
E(f) L (Wf,g, D)
L(f, g, k0)
Ω∞(f ∗, g∗)
.
Ce résultat s'inscrit dans la lignée de l'"Extra zero conjecture" du texte [Ben14a]
comme rappelée dans l'introduction. Ce résultat représente le premier cas d'étude de zéro
exceptionnel hors de la bande critique pour ce motif.
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