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CHOICE OF MAJOR:
THE CHANGING (UNCHANGING) GENDER GAP SARAH E. TURNER and WILLIAM G. BOWEN* Within the arts, sciences, and engineering fields, differences between men and women in choice of college major have not lessened in the past two decades. In this paper, detailed data on choice of major and individual scores on the Scholastic Aptitude Test (SAT) are used to examine the extent to which observed differences between men and women reflect the effects of pre-collegiate preparation (as reflected in SAT scores), as contrasted with a panoply of other forces. One conclusion is that there is a widening divide between the life sciences and math/physical science fields in their relative attractiveness to men and women. Differences in SAT scores account for only part of the observed gap, and an array of residual forces-including differences in preferences, labor market expectations, and gender-specific effects of the college experience-account for the main part of today's gender gaps in choice of academic major.
D ifferences between men and women in field of study chosen at the undergraduate level may represent differences in the skills that these groups bring to the labor market and may partially explain observed differences in wages. Choice of major, as well as decisions about where to attend college, is an important link in the chain of decisions and events that build human capital for those fortunate enough *Sarah Turner is Assistant Professor of Education and Economics at the University of Virginia and William Bowen is president of the Andrew W. Mellon Foundation. The authors thankJohn Bound, Charles Brown, Ronald Ehrenberg, Michael McPherson, Paula Stephan, Yu Xie, and Harriet Zuckerman for reading earlier drafts and providing thoughtful comments on this research.
to go on to higher education. Choice of school, choice of major, and academic performance coalesce to influence options available to students for further education and career development. Choice of major is both an immediate outcome of the educational process and a determinant of later outcomes of many kinds. Understanding the factors that influence choice of major, for men and women, is one part of the larger process of understanding personal as well as societal returns to varied investments in human capital.
In addition to probing present-day patterns in choice of major, we will investigate whether, and in what ways, these patterns have been changing. Have the choices of majors made by men and women converged? Or have traditional differences solidified or become even more pronounced in recent years?
Among the many factors that influence men's and women's choice of major, and consequently gender differences in careers and wages, three factors related to gender may be particularly important: a student's preparation and achievement at precollegiate levels of education, especially in mathematics; an individual's preferences for various courses of study, which may be encouraged by parental and societal expectations; and the labor market prospects associated with a given set of skills, which may provide more encouragement for one sex than the other to pursue certain fields of study. Our focus in this study is on the first of those factors-the extent to which differences between men and women in precollegiate achievement (measured by SAT verbal and math scores) account for differences in choice of major at the college level. After examining the national trend in the choice of undergraduate major by men and women, we turn our attention to the choices made by men and women at a small set of selective research universities and liberal arts colleges.
National Trends and Descriptive Findings
The Dissimilarity Index: Trends in National Data One starting point for measuring dissimilarities between women and men in choice of major is to calculate the absolute value of the differences between the percentages of women and men majoring in each of the fields into which we classify students, sum these differences, and divide by two. This measure, referred to in other literatures (such as those on residential and occupational segregation) as an index of dissimilarity, captures the percentage of students who would need to change majors in order for parity to be achieved in the distributions, with 100% indicating complete segregation and 0% indicating identical distributions.1 'Jacobs ( 1995) appears to be the first researcher to have applied this measure to the different distribuMovements over the past 30 years in an all-inclusive dissimilarity index and in a dissimilarity index limited to arts-sciencesengineering (A-S-E) are shown on Figure 1 for the entire population of B.A. recipients in the United States.2 The all-inclusive, "All-Fields" index is calculated using the number of B.A. recipients at all U.S. institutions in 10 broad field-of-study categories, including an array of professional fields that together accounted for just over half (53%) of all B.A. recipients in 1995. Just two fields-education and business-account for nearly 2/3 of these B.A.s outside the arts-sciences-engineering fields.
The "arts-sciences-engineering" (A-S-E) index is based on field choices made by students within the arts-science-engineering disciplines (the remaining 47% of B.A. recipients). The A-S-E aggregate captures the range of concentrations offered at the undergraduate level at the institutions included in this analysis. In the main, these selective liberal arts and research universities do not award degrees in professional preparatory programs such as business or education. Engineering programs, generally part of distinct engineering schools within the institution, represent the primary undergraduate professional degrees offered at the research universities included in this study; moreover, in many instances these programs of study could as easily be called "applied science" as "engineering."
tions of men and women by field of study. The basic descriptive results presented here are substantively similar to his, with differences attributable to the use of different field taxonomies.
2The 10 field composites used in the calculation of the "All Fields" dissimilarity index are engineering, physical sciences-math, life sciences, psychology, economics, politics and other social sciences, scienceengineering technologies, humanities, education, business and communications, and a broadly defined "other" category including the social services professions and vocational studies. The 7 field groups included in the "A-S-E" dissimilarity index are engineering, physical sciences-math, life sciences, psychology, economics, politics and other social sciences, and the humanities. I   I  I  I  I   65  70  75  80  85  90  95 Note: Based on BA degrees conferred by U.S. colleges and universities reported in the HEGIS/IPEDS surveys compiled in the CASPAR data archive. "All BAs awarded" is used as the denominator in the computation of field shares used to calculate the total index of dissimilarity, as well as the components attributable to the arts-sciences-engineering subset of fields and the education-business-other subset of fields.
The All-Fields dissimilarity index shows a pronounced decline, from a high of nearly 40% in the 1965-66 academic year to about 19% in 1994-95 (Figure 1 ). In aggregate, the largest decline in the overall index of dissimilarity took place during the 1970s, with a drop of slightly more than 10 percentage points occurring between 1973 and 1983. Focusing on the 1980s, Jacobs (1995) found very similar results for B.A. recipients, as well as advanced degree recipients. While that analysis also suggested that the narrowing of the gender gap came to a halt in the mid-1980s, it did not distinguish the role of the professional fields from that of the arts and sciences in this dynamic.
The relationship between the piece of the dissimilarity index attributable to business-education-other and that attributable to arts-sciences-engineering changes over time, as a result of both changes in the degree of gender segregation within the component fields and the relative balance between these two loosely defined subsectors of higher education. The dissimilarity index declined until 1975 for both components. In business-education it continued its downward course after 1975 (until 1985) , but in arts-sciences-engineering it took an upward turn.
Extremely large movements of women away from the field of education and the associated migration of women into business programs account for much of the reduction in the dissimilarity index. In the mid-1 960s, gender segregation outside artssciences-engineering accounted for nearly two-thirds of the total value of the dissimilarity index. In this period, the undergraduate business major was more segre-gated than some fields within the physical sciences, with women receiving only about 10% of business degrees. By the mid1980s, women had entered undergraduate business programs in record numbers. Because of greatly expanded representation in business and greatly reduced participation in the field of education, the portion of the dissimilarity index attributable to fields outside the A-S-E composite, primarily these two fields, fell to a little more than 1/3.
The movements of the more restricted A-S-E index follow a very different trajectory, particularly after 1975. This index of dissimilarity increases through the early 1980s, before leveling off and declining moderately in the early 1990s.
The "storyline" of this paper is what did not happen to the dissimiliarity index within the arts-science-engineering fields after 1975. During a period when other measures of economic outcomes and opportunities for men and women were converging, the A-S-E dissimilarity index failed to move toward greater parity. The remainder of this paper uses new data that include standardized test scores for individual students to explain more fully than has been possible heretofore the choices of majors by men and women within the arts-scienceengineering fields.
The College and Beyond Database
The data for this inquiry are taken from the College and Beyond database assembled by the Andrew W. Mellon Foundation in cooperation with 34 colleges and universities. The part of the database used here consists of detailed records of entrance test scores and majors subsequently chosen by undergraduates at twelve academically selective colleges and universities: three universities (Princeton, Stanford, and Yale); six coeducational colleges (Hamilton, Kenyon, Oberlin, Wesleyan, Williams, and Swarthmore); and three women's colleges (Bryn Mawr, Smith, and Wellesley) . The database includes all matriculants in the 1951, 1976, and 1989 entering cohorts, and we restrict our analysis to those who graduated (mostly in the classes of 1955, 1980, and 1993) . The advantage of these data for a micro-level inquiry on choice of major is that we observe the full set of students at each of the twelve institutions.3
There are obviously many ways in which areas of study can be classified and aggregated. In keeping with normal practice, we have chosen to group all of the majors commonly considered to comprise the Humanities (including classics, English, foreign languages and literatures, history, philosophy, and religion); but we break with normal practice in our decision not to group in single categories all of the Social Sciences or all of the Natural Sciences. Within the Social Sciences, there are pronounced gender-related differences between economics and psychology, and between each of these fields and the other social sciences. These patterns may reflect, at least in part, differences among these fields in math-intensity. In the remainder of this paper, we work with eight fields of study, some broader than others: the humanities; economics; psychology; politics and other social sciences; biology and other life sciences; mathematics and physical sciences; engineering; and a small number of students in "other" fields (principally architecture, communications, education, and specially constructed majors).4 3While we present some descriptive data for the 1951 entering cohort, we restrict the analytical part of this study to the 1976 and 1989 cohorts. Although analysis of the choices of the 1951 cohort might be particularly illuminating, the analysis is restricted to the later two cohorts for two reasons. First, standardized testing was far from universal in this period, leading to a large share of missing cases in this cohort that are unlikely to be randomly distributed. Second, the interpretation of shifts in parameters between the 1951 cohort and later cohorts would be complicated by the fact that several of these colleges and universities shifted from single-sex to coed status between 1951 and 1976. 4While the humanities present the broadest aggregate of the fields listed, disaggregating this category does not add to the substance of the analysis. History and English are the largest subfields, and the gender distributions for these fields are included in Table 1 . A large number of small fields, including philosophy, religion, specific foreign languages, and comparative
The large size and census-like character of the database, its relatively "fine" level of aggregation, and the strong similarities in admissions standards and curricula among the 12 colleges and universities permit a closer, more intensive, examination of male/female differences in choice of majors than is possible in studies using samples of individuals from a larger and more diverse array of institutions. To the extent that choice of major is a decision made largely in a given institutional context, it is conceptually appealing to have data in which we observe the full population of students at each of these institutions. Interactions between choice of major and type of institution may bias estimates of returns to specific fields of study by gender and may confound the interpretation of aggregate trends in the choice of major for men and women.
The other side of the proverbial coin is that these 12 institutions are not at all representative of American higher education. They represent a highly selective, entirely private, subset of institutions offering what is generally regarded as a basic liberal arts curriculum. The three universities (and some of the colleges) do offer undergraduate programs in engineering, and these schools also offer a small number of "other" majors. Still, the overwhelming majority of all students in this database (roughly 90%) majored in traditional fields within the humanities, the social sciences, and the natural sciences. Unlike studies based on High School and Beyond, this study is limited by an incomplete representation of the population attending college from any high school cohort. From the perspective of national norms, the professional fields (especially business and education) are grossly under-represented. We cannot, then, on the basis of these data, say anything about decisions to major in these literature, make up the remainder of the fields in the humanities. The largest changes in gender composition within the humanities have occurred within these small and specialized fields. professional fields. However, within the A-S-E fields, the national distributions for both men and women are surprisingly congruent with the distributions at our 12 schools (Appendix Table 1 , top panel).5 This similarity suggests that the forces influencing choice of major and the differences between men and women in making this choice extend well beyond this small set of selective private institutions.
Distinguishing among the 12 schools in this analysis by type reveals predictable differences in distributions of majors between the universities and the liberal arts colleges (Appendix Table 1 , bottom panel). With significant numbers of degrees conferred in engineering at the three universities, the overall share of students choosing to major in the humanities is notably lower at the research universities than at the liberal arts colleges, and this difference is greater for men than for women since more men major in engineering. The general patterns are consistent with the notion that the coeducational liberal arts colleges and the women s colleges have similar "production functions," with an emphasis on subjects that are more labor-intensive than capitalintensive, while the research universities offer undergraduates more opportunities in fields that require complex infrastructures and that attract high levels of sponsored research ("big science").
In most fields, the choices of majors by the women at the women's colleges can be said to be intermediate between the choices made by women at the coeducational colleges and the choices made by men at the coed colleges. The share of women in the humanities is markedly lower in the women's colleges than in the coed colleges (41% versus 49%), while the shares of women in economics and in math-physical 5We compare our 1989 entering cohort with the 1993 B.A. recipients nationally because the largest. number of our graduates earned their degrees in four years. There are some "s'ystemic" differences b)etwteen the "national" and "local" distributions, though tliesc differences apply to both sexes. aThe broad index of dissimilarity treats the social sciences and natural science subtotals as single entries; the disaggregated index treats the components of these disciplines as individual fields (for example, for the social sciences, economics, psychology and politics/other social sciences).
science in the women's colleges are higher than the corresponding shares in the coed colleges. However, because selection bias may be at work,judgments about the meaning of this pattern should be suspended, as the women who choose to attend the women's colleges may be more inclined to major in scientific fields than their peers at coeducational institutions.
The Dissimilarity Index Again: Trends within the 12 Institutions
The dissimilarity index provides a convenient way to assess both the degree to which male-female differences in choice of major have narrowed over the past three decades or so within these 12 institutions and the sizes of the gender gaps that remain. (For present purposes, we aggregate the data for all 12 institutions; looking at subsets does not alter the main conclusions.) In brief, considerable convergence occurred between 1951 and 1976: our disaggregated index of dissimilarity, which treats each of the eight fields listed above as a separate field, falls from 27.7 for the 1951 entering cohort to 16.7 for the 1976 entering cohort. Driving this transformation was the migration of women out of the humanities and into fields like economics and the life sciences, with the share of women choosing economics rising from less than 2.5% to 7.5% and the share choosing the life sciences growing from 3.3% to 11.7% (Table 1) .
More surprising, perhaps, is the lack of further change in the index between 1976 and 1989-the dissimilarity index is at 17.0 for the 1989 cohort. There were, however, interesting movements below this apparently placid surface. Within the sciences, gender differences at the field level widened in both the life sciences (where women moved into a position of over-representation) and math-physical sciences (where the over-representation of men increased).
To the extent that men and women do not enter college with the same math and verbal skills, as measured by the SAT, some differences in patterns of field choice would be expected. Replicating a pattern that has been well established based on national data, the average math SAT score for women at these 12 schools lags behind the average math SAT score for men by about 50 points in both the 1976 and 1989 cohorts; average verbal SAT scores for women and men were essentially equal in both the cohorts.6
Yet, the "gender gap" in math SATs does not translate into a proportionate difference in representation in each of the sciences, including the quantitative social sciences. To illustrate the need to consider the component fields of the sciences separately, Figure 2 shows the distribution of men and women with very high math scores by field. In this bar chart, it is plain that women with high SAT scores are much more likely than men to choose to major in the life sciences and the humanities rather than engineering, math, or the physical sciences. If the paucity of women with very high math achievement were the sole explanation for differences in representation in the sciences and quantitative fields, then one would expect these distributions to be identical for men and women. Relatively high math SAT scores provide men with an advantage relative to women in fields that require substantial quantitative skills. Multivariate analysis, based on test scores and choice of major by individuals, provides an 6At the national level, the gap in SAT math scores between men and women was about the same as the gap within these institutions: the average SAT math score was 500 for men versus 454 for women (ETS data for college-bound seniors in 1989). The combination of higher math scores for men than for women and roughly equal verbal scores means that combined SAT scores were higher for the men than for the women at our 12 schools (and nationally). There is some evidence that the "gender gap" in the mathematics SAT is narrowing in the 1990s, as the 1994 gap, nationwide, was 41 points, with average scores of 501 and 460 for men and women, respectively. effective means of describing how much of the gender gap is associated with differences in SAT scores.
Other Studies and Approaches
Differences between men and women in choices of undergraduate major have been the subject of research by numerous sociologists, psychologists, and economists over the past several decades. In their 1997 survey article, Leslie and Oaxaca identified over 120 theoretical and empirical analyses of the under-representation of women and minorities in the science and engineering disciplines. Science policy analysts have often expressed the concern that the under-representation of women in these disciplines limits the pool of talent entering the science and engineering work force. Beyond charting aggregates and flows, a number of researchers have attempted to identify the behavioral factors explaining why this choice process leads to such different observed outcomes for men and women.
Theoretical explanations for the differing outcomes tend to emphasize either differences in skills or differences in preferences and environmental determinants. Men and women (or boys and girls) with the same measured skill sets may differ dramatically in their preferences for different types of occupations or courses of study. Such differences may reflect biological forces or cultural factors such as the sexrole socialization forces cited by Eccles and Hoffman (1984) . According to the sex-role socialization hypothesis, sex-role patterns and norms conveyed by schools and families in childhood affect later investments in education and training. Women may be encouraged to pursue fields and studies emphasizing nurturing while men are encouraged in domains emphasizing quantitative reasoning. While identification of such sex-role factors is inherently difficult, Corcoran and Courant (1985) suggested that variation in factors affecting sex-role socialization within gender groups (for example, variation in family structure) provides one means of distinguishing the variation in outcomes associated with sex-role Sine hsc norms from differences in outcomes reflecting the presence of gender-specific barriers in employment or wages. Expected labor force commitment may well affect the economic rewards to any field of study, as suggested by Polachek (1978) . Men and women may differ in their intended labor force commitment, leading to markedly different optimal investments in human capital as captured by the choice of major variable. For this reason, estimates ascribing gender differences in occupational choice to employer discrimination may be overstated. As such, women with intermittent expected labor force participation may favor fields with low "skill atrophy" or the lowest cost to labor force interruption, though available evidence suggests that this factor is not a primary empirical determinant of the observed differences in choice of major Jacobs 1995).
Experiences at the undergraduate level, including mentoring and peer influences, may have differential effects for men and women through the relative "costs" of any course of study. Several researchers, including Solnick (1995) and Bailey and Rask (1996) , have focused on the role of the undergraduate institution and the collegiate environment in determining the choice of major by men and women. Solnick (1995) presented an innovative study of how a student's desired field of study changes during college, and how the pattern of change varies by type of college attended. She found that women at allfemale schools were appreciably more likely to switch to fields traditionally dominated by men than were women at coeducational institutions. Since these results were based on transitions during college, Solnick argued that the cultural and academic environments associated with all-women's schools facilitate women's entry into the sciences.
The identification of specific educational and instructional factors such as introductory class size and faculty mentorship differentially affecting choice of major by men and women has received considerable at-tention because college administrators are assumed to exercise some control over these variables. Canes and Rosen (1995) investigated the extent to which increases in the share of female faculty members in a given department-providing, in principle, more role models for female students-corresponded with growth in the representation of female students in that department. They found no evidence of such a link.7
While there is ample evidence that factors other than achievement contribute to the observed gender differences in choice of major at the undergraduate level, persistent differences between men and women in high school courses and measured precollegiate achievement provide at least a partial explanation for the gap. Skillbased explanations for differences in field choices at the undergraduate level often focus on differences between men and women in measured mathematical skills and the number of high school courses completed in science and math.8 A number of studies, including Ware and Lee (1988) and Ware, Steckler, and Leserman (1985) , have included measures of achievement, particularly in quantitative fields, as explanatory variables in discrete choice models of the decision to major in a scientific field. However, such studies do not consider whether these measures vary in the magnitude of their effects across the component fields of the sciences or across a more differentiated set of fields.
The observation that women have demonstrated sizable gains in representation in some fields, notably the life sciences, while their relative shares have stagnated in some quantitative sciences, leads to a reconsideration of the role of precollegiate skills in 7Bailey and Rask (1996) tested the same hypothesis with micro data from a different private liberal arts college and found modest support for the role model hypothesis.
8Since long-term expectations may be formed well in advance of college enrollment, ascribing a causal interpretation to differences associated with achievement levels is unwarranted if these levels of precollegiate skill are endogenously related to longsorting men and women into particular fields of study. In particular, are the forces leading to different choices of major similar enough across fields that a model positing a dichotomous choice between science and non-science fields adequately characterizes observed variation? Our answer to this question is a clear "no."
Analytic Approach and Estimation Strategy
In this paper, our focus is on the extent to which academic achievement, measured by entering SAT scores, explains gender differences in choice of major. While this parsimonious specification of explanatory variables is plainly limited, our data afford considerable power in explaining the behavior of men and women across a range of fields of study. We quantify the degree to which the observed gender differences in choice of major can be attributed to precollegiate academic achievement. Each individual's SAT scores are proxies for skills brought to college, with the verbal and math scores representing separate (though often correlated) types of skills.
Nevertheless, the most interesting behavioral phenomenon is the piece that remains unexplained. This residual element reflects some combination of different opportunities in the labor market for men and women and differences in long-term occupational aspirations associated with gender.
The multinomial logit formulation is well suited to the measurement of factors affecting qualitative choices such as choice of major.9 In theory, choice of major for each individual represents a deterministic outterm goals. For example, differences in observed mathematics achievement between men and women at the precollegiate level may reflect differential levels of parental encouragement of sons and daughters in these courses at the secondary level.
9As discussed below, while the multinomial logit formulation offers the most tractable estimation of a qualitative choice problem, the functional form also leads to implicit assumptions associated with the pa-come that maximizes utility. As researchers, we do not know enough about all the factors affecting the choice-or their actual values-to replicate this calculation without error. Nonetheless, observations of individual achievement measures and choices of major provide sufficient information to make probabilistic statements. In particular, the probability that individual i chooses field j over the alternative k is represented by Answers to the interesting question of how we would expect individuals to sort themselves among fields, given their test rameter estimates. In particular, it is assumed that the residuals follow a well-behaved Type I extreme value distribution. A further (testable) restriction is that the "independence of irrelevant alternatives" restriction is maintained such that the elimination of one option (for example, economics) does not change the relative probabilities of the choices of other options (for example, humanities or math).
scores, follow from the estimation of the coefficients in this model. First, if the coefficients on math and verbal SATs are nonzero, then the model provides support for the hypothesis that more than one skill set matters in the determination of choice of field and related investments in building human capital. Second, the relative magnitude of the coefficients indicates the degree to which selection of particular majors depends on math and verbal proficiency on entry to college.
The objective of this analysis is to address the counterfactual question of how the distribution of the undergraduate majors of women would be expected to change if, holding preferences constant, women had the same distribution of SAT scores (X values) as men (Bound, Schoenbaum, and Waidman 1996) .1o This type of calculation allows us to estimate the effects on choice of major of differences between men and women in both (a) their precollegiate academic preparation, measured here by the SAT scores that they bring with them to school, which are the X values, and (b) the ways in which women and men separately "convert" their respective SAT scores into choices of majors. These "residuals" are in turn the product of other forces and variables listed previously, including labor market opportunities for women and men, wealth, other anticipated family circumstances (which affect both the desire for labor force participation and the need to earn sizable amounts of income), social and parental expectations, and attitudes and interests stimulated by faculty and fellow students in college.
Empirically, the differences between men and women in observed field distributions can be seen in the context of the familiar "0The alternative is to consider how the distribution of majors for men would differ if, given their preferences, they had the same distribution of SAT scores as women. Differences in the magnitude of the two component pieces, depending on whether men or women are used as the reference group, reflect the underlying index number problem with this type of analysis.
Oaxaca decomposition (2) pPFXF _ pPMXM = (pFXF PpFXM)
where pMXM is the mean of the predicted probability of choosing field j using the coefficients and values of the explanatory variables for men; pPFXF is the mean of the predicted probability of choosing field j using the coefficients and values of the explanatory variables for women; and pPFXM is the mean of the predicted probability of choosing field j using the coefficients for women and values of the explanatory variables for men.
The first term to the right of the equal sign can be interpreted as the share of the observed difference associated with differences in SAT scores, while the second term shows the combined effects of the differences associated with the coefficients not attributable to differences in measured achievement. In the case of a logit model or other nonlinear function, the magnitude of the effect of a change in any single exogenous factor is a function of the level of the other variables used in this evaluation, and such nonlinear choice models do not allow for the decomposition of the effects of particular exogenous variables.
Empirical Results
We begin by estimating separate multinomial logit models for men and women, with verbal and math SAT scores as the explanatory variables. Specifying the test score variables as categorical variables limits the functional form assumptions within the logit framework (though it also permits some unconventional "hills and valleys" in the implied distribution of majors by test scores). For the 1989 entering cohorts, estimated coefficients and the associated standard errors are shown in Tables 2a and  2b ." The significance of the parameter estimates (excepting the case of the "other" "By aggregating across schools, we assume that individuals jointly select institution and major. For field group) supports the proposition that SAT scores help explain choice of major.12
For both men and women, high verbal scores in the presence of low quantitative scores have a strong and positive effect on the likelihood of majoring in the humanities (the reference group) relative to the probabilities of choosing all other majors. Stated the other way around, the nearly unbroken run of negative coefficients alongside the verbal SAT variables tells us that relative to the group of students with verbal SAT scores below 550, ceteris paribus, students with these relatively high verbal scores are less likely to major in each of these fields than to major in the humanities. Relative magnitudes of the verbal coefficients also mediate choices among fields outside the humanities; for example, an increase in SAT verbal scores holding the example, since the liberal arts schools do not offer engineering programs, choosing to attend one of these institutions is effectively choosing not to major in engineering. Aggregation also disregards the question of whether the two-way selection process-students choosing schools and schools choosing among applicants-affects the choice of major. Given these selection issues lurking near the surface, the coefficients should be interpreted as representing the net effect of the institutional selection process and the "true" test score effect on the choice of major. An alternative theoretical framework would posit that institutional choice and choice of major are sequential. That type of analysis would be institution-specific.
12As one early reader noted, it may be surprising that test scores seem to be such significant explanatory variables determining choice of major and the differences between men and women in choice of major. Two explanations merit consideration. First, test scores are likely to be correlated with a range of factors, including both other measures of academic achievement (such as high school rigor or high school' GPA) and socioeconomic variables. To this end, a causal interpretation of the parameter estimates as "explaining" differences in choice of major is inappropriate, particularly if the magnitude of the correlation with omitted variables differs for men and women. A second explanation, warranting further investigation, is that differences in achievement measured by test scores are more powerful determinants of choice of major in a construct where the achievement thresholds for each major are reasonably homogeneous from institution to institution. math score constant would increase the probability of majoring in biology relative to the probability of majoring in economics for men and women. Similarly, the higher the student's math SAT, the greater the probability that the student will major in fields other than the humanities. But the magnitude of the effect of math SATs dif- fers appreciably across the fields."3 For both men and women, increases in the ences relative to any other field, holding the verbal score constant. Note that in these fields, relatively large changes in the choice probabilities occur near the top of the scale. This result reinforces the intuitively plausible proposition that moving from a 700 to a 750 math score is likely to have a much larger impact on the probability that a student will major in a field like theoretical physics than will a shift from 600 to 650. Increases in math SAT scores have a uniformly positive effect on the probability of majoring in economics and the life sciences relative to the probability of majoring in the humanities, as indicated by the positive parameter estimates. However, changes in math scores do not have as large an effect on the expected probabilities of choosing these fields as they do in the physical sciences and engineering. Little can be said about the variation in the probability of choosing to major in psychology associated with test scores, as the parameter estimates are small in magnitude for women (though statistically significant) and generally indistinguishable from zero for men.
Calculating the marginal probabilitiesthe predicted change in the probability associated with an incremental change in an explanatory variable-indicates the relative sensitivity of each field choice to changes in math and verbal scores. A key facet of the multinomial estimation is the tests for each gender group). At the 1 % level of significance, the exceptions are psychology-political sciences (men and women), other-humanities (men and women), other-psychology (men and women), other-politics (men and women), other-biology (men and women), math-physical sciences-engineering (men only), economics-other (men only), psychology-politics (men only), and biology-math-physical sciences (women only). These tests suggest that relatively high SAT scores (particularly in the quantitative dimension) increase the probabilities of majoring in both the life sciences and the physical sciences for women, while for men there is greater separation between the life sciences and the physical sciences in the upper dimensions of the SAT range.
fact that the magnitude of the marginal effects-illustrated as the slope of a function relating the explanatory variable to the expected probability of majoring in any given field-depends on the level of the individual's scores. Since the models use categorical explanatory variables, a discrete parallel is the measurement of the expected change in the probability associated with a movement between achievement score categories. Figures 3 and 4 trace, for women and men, respectively, the expected probabilities associated with each field choice and combination of math and verbal achievement categories. A flat horizontal plane would be indicative of a field in which the choice probabilities did not vary with test scores, while a plane with a constant slope would indicate a field in which the choice probability increased or decreased steadily with achievement scores.
The "shapes" of the predicted functions are, with some exceptions, quite congruent for men and women, though the levels of the planes differ. In the case of the humanities, the surface moves up from the low verbal, high math corner to its maximum in the high verbal, low math corner. As expected, the probability of majoring in engineering and math-physical science rises at an increasing rate with high math SAT scores. For both men and women, the highest probability of choosing math-physical sciences is associated with top category math and verbal scores, while the probability of choosing engineering bears less relation to the verbal score. Comparing the pictures for men and women, note that the rise in probabilities associated with moving from the penultimate to the highest category in math SATs is noticeably larger for men than for women. The predicted probability of majoring in engineering for women with modest math scores (between 600 and 650) is close to zero (the picture resembles a throw-rug) , while the predicted probability for men with scores in this range is decidedly higher.
The graphs for economics and the life sciences suggest a topography with more hills and valleys and somewhat greater differences by gender than are found for the other fields. For men, two groups are most likely to major in economics: those with moderately high SAT scores (650 to 750) and low verbal scores and those with both high verbal and high quantitative scores. For women, those with the highest quantitative scores (greater than 750) and lowest verbal scores (less than 550) are most likely to choose to major in economics, while those with high scores on both dimensions of the SAT are less likely to choose economics than those with low scores on both dimensions. In the life sciences, the choice probabilities for men rise modestly with math and verbal test score categories until they reach a "hilltop" with verbal scores in the 650 to 700 range. For women, the plane continues to slope modestly upward as both math and verbal scores rise, reaching its peak in the category reflecting the highest combined scores. These figures provide fascinating insights into the sometimes different ways in which women and men "convert" math and verbal aptitudes into choices of majors.
We now employ the decomposition strategy outlined in the previous section in order to evaluate the importance of SAT scores in explaining differences in the majors chosen by men and women. The results for the 1989 cohort, using women as the reference group, are presented in Table 3 . The table shows three sets of differences: the total observed differences in the actual distributions;14 the differences attributable to differences between women and men in SAT scores (or "attributes" or X values); and the remaining differences, attributable to differences in "preferences" and other unspecified variables. These differences are computed from the observed distributions of men and women and the distribution predicted using the SAT scores observed for men and the estimated parameters for women. (We made analogous calculations '4From the first order conditions of the log likelihood function, it can be shown that the mean of the predicted values is equal to the population shares. Notes: Calculations are based on a multinomial specification that includes SAT Verbal and SAT Math scores as categorical variables. The 12 institutions include Stanford, Yale, Princeton, Kenyon, Oberlin, Swarthmore, Hamilton, Williams, Wesleyan, Bryn Mawr, Smith, and Wellesley. Column (A) presents the actual difference between the share of women majoring in a field and the share of men majoring in the field; column (B) is the difference between the actual share of women in a field and the predicted share of men, using the coefficients from the multinomial estimation for women (Table 2a ) and the actual SAT scores of the men at the 12 universities; and column (C) is, the difference between the predicted distribution of men and the observed distribution for men. using the SAT scores observed for women and the estimated parameters for men; the results are not qualitatively different.)
In the case of the humanities, we find that while the observed difference between the actual distributions for the women and men was about 8.6 percentage points (42% of the women majoring in the humanities, versus 34% of the men), about 5 percentage points of this gap can be attributed to SAT scores; the remaining 3.6 points indi- cate the degree to which women with the same math and verbal SATs as the men are more likely than the men to major in the humanities. Similarly, the much greater tendency for men than for women to major in math-physical sciences and in engineering also appears to be the joint product of variations in SAT scores (higher math scores for the men) and the relatively stronger preferences among men for these fields, though the relative magnitudes of these effects are not at all equal. Test score differences account for about 45% of the total gender gap in the math-physical sciences fields and for about 32% in engineering. In economics and psychology, differences between women and men in SAT scores explain only a very small part of the gender gap-about 16% in economics and less than 8% in psychology. Instead, it is pronounced differences in "preferences" and other residual forces that generate the large gender differences in representation in these fields. In biology-life sciences, the two forces pull in opposite directions. Differences in SAT scores alone would lead us to expect more men than women to major in these fields; however, women's preferences for the life sciences relative to other fields are so much stronger than men's that the net effect is that women are modestly over-represented. In summary, we find that differences in SAT scores account for less than half of the total gender gap. If men had the same preferences as women but differed only in the distribution of SAT scores, the index of dissimilarity would drop to 7.5. As noted above, the qualitative conclusions reached are much the same whether we use women or men as the reference group. It should be emphasized that the share of the differential associated with test scores is appreciably lower using this taxonomy than it would Notes: See explanation in notes to Table 3 and  estimation results in Appendix Tables 2a and 2b. be if we used a simple dichotomy between science and non-science fields.'5
The same cross-sectional analysis applied to data for the 1976 entering cohort yields generally-but not exactly-similar results (Table 4) . (Logit estimates appear in Appendix Tables 2a and 2b .) For these individuals, differences in SAT scores explain a slightly higher fraction of the gender gap, particularly in the physical sciences, where the observed difference is more than accounted for by differences in test scores. In Table 5 , we summarize the changes over this interval by comparing the decompositions for the 1976 and 1989 entering co-'5The dichotomous distinction between non-science and science majors yields a total difference of 10.26 percentage points, with 6.7 percentage points attributable to differences in test scores and about 3.5 percentage points attributable to differences in the residual.
horts; changes in the overall size of the gender gap for each field are apportioned between a component attributable to changes in the relative distributions of SAT scores for men and for women and a component attributable to shifts in preferences.'6 In general, changes in the distribution of test scores for men and women had very little effect on gender gaps. Changes in the preferences or forces other than measured achievement were the driving force in widening gaps in psychology, the life sciences, and math-physical sciences. For example, while the gap between the share of women and the share of men choosing to major in biology-life sciences increased from a small over-representation of men in 1976 to an over-representation of women by nearly 2.5 percentage points, almost none of this change is attributable to changes in the SAT scores for men and women.
In understanding these transformations, a key piece of the puzzle is to distinguish the changing "weights" used by men and women in matching achievement levels with fields of study from changes in overall levels of demand. For example, one might consider changes in the discipline of economics requiring greater levels of mathematics achievement as leading to changes over time that are independent of gender, '6Combining the period-specific decomposition expressions, we obtain a measure of the extent to which the change in the gap between cohorts is related to changes in SAT scores or to changes in preferences and other residual factors. In each field j at time t,
The change in the gap can be written as
The first term to the right of the equal sign represents the portion of the change due to changes in the respective distributions of SAT scores, while the second term in square brackets captures the portion of the change attributable to changes in the difference in the relative magnitude of the beta coefficients. while factors such as the opening of the medical profession to women would be likely to have particularly strong effects on women's choices. A confounding force is the change in the overall demand for particular fields of study, which can serve to expand or contract the measured gaps without affecting the relative representation of men and women by field. Because data on SAT scores for the year 1951 are widely available for only one of the schools examined in our study, we will not burden the text of the paper with regressions, tables, or figures based on those data. The admittedly incomplete evidence suggests, however, that large-scale shifts in preferences (especially by women) were mainly responsible for the pronounced shrinking of gender gaps in choice of major between the mid-1950s and the late 1970s. In the 1951 entering cohort, women with the same SATs as men made radically different choices of majors; however, by the time of the 1976 cohort, preferences had converged to a considerable extent. We interpret this result as a reflection of the opening up over this period of many morejob opportunities for women in traditionally male fields, the greater commitment of women to extended labor force participation, and a general "loosening" of stereotypes as to what women and men should do with their lives. There were dramatic contractions in the sizes of the preference components of the gender gaps in all of the predominantly male fields-and also in the humanities.
It is against this background that we should interpret what did not happen between the times of the 1976 and 1989 cohorts. As we saw in Table 5 , the sizes of the preference components of the gender gaps not only failed to continue to shrink, they rose in psychology and the life sciences (with women expressing ever stronger positive preferences), and they rose in math/ physical sciences too (with women expressing much less interest than men, as compared with the situation in 1976). In short, the social and economic forces that pushed for a convergence in choices of major after the mid-1950s either spent themselves by the late 1970s or were subsequently overtaken by new forces. More recently, differences between men and women in choice of major appear to have become entrenched, in spite of modest continuing convergence in SAT scores; gender-specific preferences now appear to be widening a number of gaps rather than narrowing them.
Conclusion and Open Questions
The decompositions of gender gaps re-ported in this paper are entirely consistent with the commonly held view that differences in the academic preparation of women and men help explain observed differences in characteristic choices of major. The more striking conclusion is that differences in SAT scores are nothing like the full story. In fact, they capture much less of the dynamics of change over the past 35 or 40 years than do the panoply of residual forces, including differences in preferences, labor market expectations, gender-specific effects of the college experience, and unmeasured aspects of academic preparation. To answer directly one of the questions posed at the start of the paper, we do not see continuing movement toward gender neutrality in the skills (or credentials) that students take from college.
One possible interpretation is that women and men typically attach different "weights" (or values) to the after-college opportunities associated with each area of study. Recognizing potential family responsibilities, women may prefer fields in which skills are unlikely to atrophy or become obsolete-for example, for members of the 1976 cohort, a keen understanding of Shakespeare may provide more opportunities in the 1990s than knowledge of the (nearly obsolete) COBOL computer language. Yet, this "depreciation effect" may be more important in theory than in practice. As women are observationally less and less likely to interrupt their labor force participation for prolonged periods of time to raise children, one would expect the gender gap in field choice to narrow accordingly-and it has not.
A second type of explanation is that there continue to be impediments in the labor market to women receiving the same wages and professional opportunities as men in occupations related to particular majors. To some extent, measures of wage premia associated with undergraduate major are indicative of observed market incentives (or disincentives) to pursue certain fields that may vary by gender. Following wage regression estimates from Brown and Corcoran (1997) that use data from the National Longitudinal Survey of the Class of 1972, we see that women with a college degree receive a higher premium than men in the humanities, a lower return in biology, a slightly lower return in math and the physical sciences, and a much greater return in engineering. If women in the 1989 entering cohort observed these returns as "prices" before choosing majors, then the over-representation of women in the life sciences and their under-representation in both the physical sciences and engineering would have to be seen as very surprising.
Nevertheless, if undergraduate field choice is an intermediate step in transitions to professional fields such as law or medicine and to advanced academic study, then examination of the "final" labor force opportunities in these fields may help to explain gender differences at the undergraduate level. In this regard, the considerable widening of opportunities for women in medicine over the past two decades is consistent with the high participation of women in the life sciences at the undergraduate level. Grasping the underlying relationships would require detailed study of the links joining field choice, occupation choice, labor force participation, and remuneration.
Other possible explanations for the hardy persistence of gender gaps include the presence of unmeasured differences in precollegiate preparation in math, and marked variations in the experiences of men and women during the college years. Some have suggested that SAT scores do a poor job of measuring higher order math skills. Given the same SAT scores, men may exceed women in the full specification of math skills on college entrance, perhaps because they tend to take more advanced math courses in high school than their female counterparts. If this hypothesis is true, we would expect to see a significant relationship between academic performance and gender in the upper ranges of math SAT scores in courses requiring a high degree of quantitative skill. However, the data do not provide enough information to address the counterfactual question of how an individual would have performed academically if he or she had chosen a different field of study. Since observed undergraduate performance measured by GPA is conditional on field choice and course selection, the observed relationship between undergraduate GPA and SAT scores will not provide an answer to the counterfactual question of how a student who did not major in a particular field would be expected to perform in that subject.
The choices men and women have made in elective fields of study at the undergraduate level have not steadily converged. Differences in academic preparation of women and men measured crudely by test scores explain some of the persistent differences in characteristic choices of major, whether we are attempting to account for changes over the past three decades or for the cross-sectional gap for the most recent cohort. But such differences in SAT scores are only part of the story, and a modest part at that. An array of residual forces-including differences in preferences, labor market expectations, gender-specific effects of the college experience, and unmeasured aspects of academic preparation-account for the main part of today's gender gaps in choice of academic major.
It seems abundantly clear that the simple science-non-science dichotomy, however helpful it once was, is no longer useful as a taxonomy if the objective is to understand field choices by women and men. Quite plainly, there is a widening divide between the life sciences, on the one hand, and math-physical science-engineering, on the other hand, in their attractiveness to women. The magnitude and persistence of the disproportionately heavy representation of men in economics, as well as in engineering, mathematics, and the physical sciences, pose the puzzling question of why these fields are so different from other fields also classified broadly as "science." Perhaps the findings reported in this paper will stimulate new, even more determined, efforts to unravel the forces at work-a hard task in part because of the need to work across disciplinary boundaries. ,~~ .1ge 
