The purpose of this paper is an extension of Jacobi's criteria for positive definiteness of second variation of the simplest problems of calculus of variations subject to mixed boundary conditions. Both non constrained and isoperimetric problems are discussed. The main result is that if we stipulate conditions (21) and (22) then Jacobi's condition remains valid also for the mixed boundary conditions.
Introduction
As it is well known 
where function F and constants A and B are given, ( ) ( )
. For convenience we shall call this problem the Dirichlet problem.
Note. In the paper we shall assume that for all the functions we are going to use the domain of definition is the interval [ ] 
F dR Q x y dx
Here and in the sequel the partial derivatives are evaluated at ( ) 
which satisfy the initial conditions
Note that ( ) 1 u a ′ = is only for sake of definiteness of u [5] .
For a simplest isoperimetric problem y must beside boundary conditions (2) satisfy also the additional
where  is a given constant. In this case an extremal of the problem y is obtained from the functional
where
, λ is a Lagrange multiplier. The requirement for 2 0 J δ > which is given by (4) and where (5) is replaced by ( )
is in this case enhanced by requirement that an admissible h must also satisfy the condition
For isoperimetric problem the answer to the question for the conditions for 2 0 J δ > is the following Bolza's theorem [8] Theorem 2 (Dirichlet isoperimetric problem).
respectively, that satisfy
Further let
and let
Then the necessary and sufficient condition for
Absence of proof of Jacobi criteria for the mixed boundary conditions (what we shall call the mixed problem) of the form ( )
in textbooks was noted by Maddocks [9] . He state that the Jacobi's condition for 2 0 J δ > is valid also for the unconstraint mixed problem for all admissible h such that
He note that the proof is slight generalization of the standard account of conjugate points given in [5] . The mixed problem Maddocks consider was the problem of stability of elastic rods. For more on mixed problem in stability of rods see for instance [10; 11; 12] and for broader aspect [13; 14] .
In this paper we will establish a necessary and sufficient condition for 
In this case an admissible variation h must satisfy the following boundary conditions
We will consider both unconstrained and isoperimetric case of this mixed problem. The proofs given below are chiefly based on work of Bolza [8; 1] .
Mixed problem
Before we turn to the theorems, we consider the boundary terms
Rh in (4) and
These terms vanish identically for Dirichlet boundary conditions (3). However, for mixed boundary condition it vanish only at end where h is zero. In order to take these terms completely vanish for mixed boundary conditions (20) it is thus sufficient to assume that
If ( 
We will restrict our discussion to the mixed problems where (21) and (22) holds and therefore (23) and (24) In what follows we will use the following lemma
Lemma 1. If h is admissible variation for the mixed problem satisfying (20) and if (21) holds then
Proof. Integration by parts (23) give
By (20) boundary term vanish so we are left with (25).
Unconstrained mixed problem
To prove Theorem 3 we need the following Jacobi's lemma
= is a solution of (6) 
The proof can be found in Bolza [1] The answer to the question for conditions that 2 0 J δ > for the simplest variation problem with mixed boundary (19) is the following:
that satisfy
A definiteness of u is explained in Appendix. 
To proof that the condition is sufficient we start with assumption ( ) 0
With an admissible h we can then define ( )
Since h is piecewise smooth, so is p. Using this p in identity (27) and integrating both sides from a to b we find that
Therefore the boundary term vanish. If
However, in that case 0 p′ = which together with ( ) 0
Isoperimetric mixed problem
The following variant of Bolza's lemma [8] is needed to prove Theorem 4. 
and let ( ) 
2 P pu qv Q pu qv P p u q v q p m q n d P pu qv pu qv pm qn q dx
where m and n are given by (15) .
Proof. By direct calculation we obtain, using (34), (see [8] for details)
P pu qv Q pu qv P p u q v P p q pq u v uv pu qv qT d P pu qv pu qv dx
Two additional identities are needed to deduce (36) from this. The first one is
The second one is obtained from the identity ( ) ( )
Integrating from a to x we obtain, using (15), 
where m and n are given by (15) . Then the necessary and sufficient condition for
A construction of u and v from the general solution of nonhomogeneous Jacobi's accessory equation is presented in Appendix.
Proof. Again, to show that the condition is necessary we suppose opposite, that is, if ( ) 
Conditions (11) and (20) are thus satisfied so this h is an admissible variation. Substituting (45) into (25) , we have To proof that the condition is also sufficient we start by assumption ( )
Following Bolza [8] we define ( )
where h is an admissible variation ( note that (51) eliminates non-quadratic term on the right side of identity (36)) . The identity
on using (50), (51) and (15) 
This derivative was evaluated by means of (44) and (41). The third derivatives of numerators of (55) at x a = are 
Using these and (56) we obtain
Now, using these p and q in (36) and integrate both sides from a to b we get ( ) , which contradicts assumption that h is admissible variation. Therefore 2 0 J δ > , which is the desired conclusion.
Examples
In this section we will give two examples of use of Theorem 3 and Theorem 4 in the case of catenary where we have to find extreme of the integral (potential energy)
[ ] 
To find which solution of (63) realize minimum of (60) we use Theorem 3. By straightforward computations (5) becomes
Hence ( ) 0 R a = while we must choose 0 ω > to ensure 0 P > . By (64) Jacobi's accessory equation (6) 
where other constant is set to one. Equation ( . Such ω is the largest of two possible solutions of (63). In other words, between two possible catenaries satisfying (61) the one with higher apex (see (62)) has minimum of potential energy, as in the case of Dirichlet conditions [4] .
Consider now a catenary of a given length  . We have, in addition to (60) and (61), 
where ω is a solution of
This equation has only one solution for 0 ω > . To see if this solution give minimum of (60) we use Theorem 4. Using H we from (10) for P, Q, R obtain expressions given by (64). From (12) we have 
By means of (66), (71) and (70) the expression (44) becomes ( ) 
Conclusion
It was shown that Jacoby's condition for positives of second variation of the simplest vibrational problem both unconstrained or isoperimetric remains valid when conditions (21) and (22) Appendix.
In this appendix we will show how u and v, used in the Theorem 4, can be obtained from the general solution of nonhomogeneous Jacobi's accessory equation
where µ is a constant. This is second order linear differential equation which has the general solution in the form [15] 
