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Abstract
We extend recent work on the connection between loopy belief propagation
and the Bethe free energy. Constrained minimization of the Bethe free energy
can be turned into an unconstrained saddle-point problem. Both converging
double-loop algorithms and standard loopy belief propagation can be inter-
preted as attempts to solve this saddle-point problem. Stability analysis then
leads us to conclude that stable fixed points of loopy belief propagation must
be (local) minima of the Bethe free energy. Perhaps surprisingly, the converse
need not be the case: minima can be unstable fixed points. We illustrate this
with an example and discuss implications.
1 Introduction
Pearl’s belief propagation [1] is a popular algorithm for inference in Bayesian net-
works. It is exact in special cases, e.g., for tree-structured (singly-connected) net-
works with just Gaussian or just discrete nodes. But also on networks containing
cycles, so-called loopy belief propagation often leads to good performance (approx-
imate marginals close to exact marginals) [2]. The notion that fixed points of loopy
belief propagation correspond to extrema of the so-called Bethe free energy [3] has
been an important step in the theoretical understanding of this success. Empirically
it has further been observed that loopy belief propagation, when it does, converges
to a minimum. The main goal of this article is to understand why.
In Section 2 we will introduce loopy belief propagation in terms of a sum-product
algorithm on factor graphs [4]. The corresponding Bethe free energy is derived in
Section 3 from a variational point of view, indicating that we should be particularly
interested in minima. In Section 4 we show that minimization of the Bethe free
energy under the appropriate constraints is equivalent to an unconstrained saddle-
point problem. The converging double-loop algorithm, described in Section 3, as
well as the standard sum-product algorithm are in fact attempts to solve this saddle-
point problem. More specifically, (a damped version of) the sum-product algorithm
has the same local stability properties as a gradient descent-ascent procedure. Sta-
bility analysis of this gradient descent-ascent procedure then leads to the conclusion
in the title. With an example we illustrate that the converse need not be the case.
In Section 5 we discuss further implications and relations to other studies.
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(a) Graphical model of (b) Factor graph with potentials
P (x1, . . . , xn) ∝ Ψij(xi, xj) = exp
[
wijxixj +
1
n−1
θixi +
1
n−1
θjxj
]
.
exp
[∑
ij
wijxixj +
∑
i
θixi
]
.
Figure 1: A Boltzmann machine. (a) Graphical representation of the probability
distribution. (b) Corresponding factor graph with a factor for each pair of nodes.
2 The sum-product algorithm on factor graphs
We start with a description of (loopy) belief propagation as the sum-product al-
gorithm on factor graphs [4]. We assume that the probability distribution over
(disjoint subsets of) variables xβ factorizes over “factors” Ψα(Xα):
P (x1, . . . , xβ , . . . , xN ) =
1
Z
∏
α
Ψα(Xα) , (1)
with Z a proper normalization constant. We will use notation similar to [4]: upper-
case Xα for the factors (“local function nodes”) and lowercase xβ for the variables.
β ⊂ α means that xβ is a neighbor of Xα in the factor graph, i.e., is included in the
potential Ψα(Xα). An example of the transformation of a Markov network into a
factor graph is shown in Figure 1. In a similar manner one can transform Bayesian
networks into factor graphs, where each factor contains the child and its parents [4].
On singly-connected structures, Pearl’s belief propagation algorithm [1] can be ap-
plied to compute the exact marginals (“beliefs”)
P (Xα) =
∑
X\α
P (X) and P (xβ) =
∑
X\β
P (X) .
If the structure contains cycles, one can still apply (loopy) belief propagation, in an
attempt to obtain accurate approximations Pα(Xα) and Pβ(xβ).
Pseudo-code for the sum-product algorithm is given in Algorithm 1. In the factor-
graph representation we distinguish messages from factor α to variable β, µα→β(xβ),
and vice versa, µβ→α(xβ). The beliefs follow by multiplying the potential, a mere 1
for the variables and Ψα(Xα) for the factors, with the incoming messages, see (1.3)
and (1.2) in Algorithm 1. The update for an outgoing message is the variable belief,
either calculated with the definition (1.2) or through the marginalization (1.6),
divided by the incoming message, see (1.4) and (1.5).
We interpret the update of factor-variable message µα→β in line 8 of Algorithm 1
as the only actual update: beliefs and variable-factor messages directly follow from
definitions in lines 11 to 15. For later reference we introduce the damped update
log µnewα→β(xβ) = log µα→β(xβ) + 
[
log µfullα→β(xβ)− log µα→β(xβ)
]
, (2)
where µfull refers to the result of the full update (1.5) and µ to the previous message.
These and other seemingly arbitrary choices, among which the particular ordering
1: repeat
2: for all variables β do
3: for all factors α ⊃ β do
4: if initial then
5: initialize message (1.1)
6: else
7: marginalize (1.6)
8: update message (1.5)
9: end if
10: end for
11: compute variable belief (1.2)
12: for all factors α ⊃ β do
13: compute message (1.4)
14: compute factor belief (1.3)
15: end for
16: end for
17: until convergence
Initial messages:
µα→β(xβ) = 1 (1.1)
Beliefs:
Pβ(xβ) =
1
Zβ
∏
α⊃β
µα→β(xβ) (1.2)
Pα(Xα) =
1
Zα
Ψα(Xα)
∏
β⊂α
µβ→α(xβ) (1.3)
Messages:
µβ→α(xβ) =
Pβ(xβ)
µα→β(xβ)
(1.4)
µα→β(xβ) =
Pα(xβ)
µβ→α(xβ)
(1.5)
with
Pα(xβ) ≡
∑
Xα\β
Pα(Xα) (1.6)
Algorithm 1: The sum-product algorithm on factor graphs.
of updates, follow naturally from the analysis below. Besides, for the results on
local stability we will consider the limit of small step sizes , where any effects of
the ordering disappear. Last but not least, the description in Algorithm 1 is mainly
pedagogical and can be made more efficient in several ways.
3 The Bethe free energy
The exact distribution (1) can be written as the result of the variational problem
P (X) = argmin
Pˆ
∑
X
Pˆ (X) log
[
Pˆ (X)∏
α Ψα(Xα)
]
, (3)
where here and in the following normalization and positivity constraints on proba-
bilities are implicitly assumed. Next we confine our search to “tree-like” probability
distributions of the form
Pˆ (X) ∝
∏
α Pα(Xα)∏
β Pβ(xβ)
nβ−1
with nβ ≡
∑
α⊃β
1 , (4)
the number of neighboring factors of variable β. Here Pα(Xα) and Pβ(xβ) are
interpreted as (approximate) local marginals that should normalize to 1, but should
also be consistent, i.e., obey
∀β∀α⊃β Pα(xβ) = Pβ(xβ) , (5)
with Pα(xβ) as in (1.6). The denominator in (4) prevents double-counting. For
singly-connected structures, it can be shown that the exact solution P (X) is of this
form, with proportionality constant equal to 1 and where Pα(Xα) = P (Xα) and
Pβ(xβ) = P (xβ). For structures containing cycles, this need not be the case, but
we can still assume it to be true approximately. Plugging (4) into the objective (3)
and implementing the above assumptions, we obtain the Bethe free energy
F (P ) =
∑
α
∑
Xα
Pα(Xα) log
[
Pα(Xα)
Ψα(Xα)
]
−
∑
β
(nβ − 1)
∑
xβ
Pβ(xβ) log Pβ(xβ) . (6)
1: for all α and β ⊂ α do
2: initialize (2.1)
3: end for
4: repeat
5: for all factors α do
6: update potential (2.4)
7: update variable belief (2.3)
8: end for
9: inner loop with (2.2) and (2.3)
10: until convergence
Initial messages and beliefs:
µβ→α(xβ) = 1 and Pα(xβ) = 1 (2.1)
Beliefs:
Pβ(xβ) =
1
Zβ

∏
α⊃β
µα→β(xβ)


1
nβ
(2.2)
Pα(Xα) =
1
Zα
Ψˆα(Xα)
∏
β⊂α
µβ→α(xβ)(2.3)
Potential update:
log Ψˆα(Xα) = log Ψα(Xα)
+
∑
β⊂α
nβ − 1
nβ
log P oldα (xβ) (2.4)
Algorithm 2: Double-loop algorithm for minimizing the Bethe free energy. The
inner loop is Algorithm 1 with redefinitions of the factor and variable beliefs.
Minus the Bethe free energy is an approximation, but not a bound of the loglike-
lihood log Z. A key observation in [3] is that the fixed points of the sum-product
algorithm, described in the previous section, correspond to extrema of the Bethe
free energy under the constraints (5).
The above derivation suggests that we should be specifically interested in minima
of the Bethe free energy, not “just” stationary points. The resulting constrained
minimization problem is well-defined (the Bethe free energy is bounded from below),
but not necessarily convex, mainly because of the negative Pβ log Pβ-terms. The
crucial trick, implicit or explicit in recently suggested procedures is to bound [5] or
clamp [6] the possibly concave part (outer loop: recompute the bound) and solve
the remaining convex problem (inner loop: maximization with respect to Lagrange
multipliers; see below). Here we propose to use the linear bound
−
∑
xβ
Pβ(xβ) log Pβ(xβ) ≤ −
∑
xβ
Pβ(xβ) log P
old
β (xβ) , (7)
with P oldβ (xβ) from the result of the previous inner loop. The (convex) bound of
the Bethe free energy then boils down to
Fbound(P ) =
∑
α
∑
Xα
Pα(Xα) log
[
Pα(Xα)
Ψˆα(Xα)
]
≥ F (P ) ,
if we define Ψˆα as in (2.4). The outer loop corresponds to a reset of the bound,
i.e., at the start of the inner loop we have Fbound(P ) = F (P ). In the inner loop
(see the next section for its derivation), we solve the remaining convex constrained
minimization problem with the method of Lagrange multipliers. At the end of the
inner loop, we then have F (P new) ≤ Fbound(P
new) ≤ Fbound(P ) = F (P ).
4 Saddle-point problem
In this section we will translate the (non-convex) minimization of the Bethe free en-
ergy under linear constraints into an equivalent (non-convex/concave) saddle-point
problem. We replace the bound (7) with an explicit minimization over auxiliary
variables γ (see also [7]; an alternative interpretation is a Legendre transform):
−
∑
xβ
Pβ(xβ) log Pβ(xβ) = min
γβ

−
∑
xβ
γβ(xβ)Pβ(xβ) + log

∑
xβ
eγβ(xβ)



 . (8)
Substitution into (6) then yields a constrained minimization problem, where the
minimization is w.r.t. {Pα, Pβ , γβ} under constraints (5). Using (any other convex
combination will work as well, but this symmetric one is most convenient)
Pβ(xβ) =
1
nβ
∑
α⊃β
Pα(xβ)
we can get rid of all dependencies on Pβ , both in (8) and in the constraints (5),
which simplifies the following analysis and derivations considerably. For fixed γβ ,
the remaining minimization problem is convex in Pα with linear constraints and
can thus be solved with the method of Lagrange multipliers. In terms of these
multipliers λ and the auxiliary variables γ, the solution for Pα reads
Pα(Xα) =
1
Zα(λ, γ)
Ψα(Xα) exp

∑
β⊂α
λ¯αβ(xβ) +
nβ − 1
nβ
γβ(xβ)

 , (9)
with Zα(λ, γ) the proper normalization and
λ¯αβ(xβ) ≡ λαβ(xβ)−
1
nβ
∑
α′⊃β
λα′β(xβ) .
Substituting this back into the Lagrangian, we end up with an unconstrained saddle-
point problem of the type minγ maxλ F (λ, γ) with
F (λ, γ) =
∑
α
log Zα(λ, γ)−
∑
β
(nβ − 1) log

∑
xβ
eγβ(xβ)

 .
From the fixed-point equations we derive the updates
λnewαβ (xβ) = λαβ(xβ)− log Pα(xβ) +
1
nβ
∑
α′⊃β
log Pα′(xβ) , (10)
γnewβ (xβ) = log

 1
nβ
∑
α⊃β
Pα(xβ)

 , (11)
with Pα(xβ) the marginal computed from Pα(Xα) as in (9).
Proof. Introduce a new set of auxiliary variables Zˆα by writing
− log Zα = max
Zˆα
{
− log Zˆα +
(
1−
1
Zˆα
∑
Xα
Pα(Xα)Zα
)}
.
Next consider maximizing λαβ(xβ) for a particular variable β and all α ⊃ β, while keeping
all others as well as all Zˆα fixed (by convention, we update Zˆα to Zα after each update of
λ’s). Taking derivatives, we find that the new λ¯new should satisfy
e
λ¯new
αβ
(xβ)Pα(xβ)
eλ¯αβ(xβ)
=
1
nβ
∑
α′⊃β
e
λ¯new
α′β
(xβ)Pα′ (xβ)
eλ¯α′β(xβ)
.
Any update of the form λnewαβ (xβ) = − log Pα(xβ) + λαβ(xβ) + νβ(xβ) will do, where
choosing νβ(xβ) such that λ
new
αβ = λ¯
new
αβ yields (10).
The updates (10) and (11) are properly aligned with the respective gradients and
satisfy the saddle-point equations
F (λnew, γ) ≥ F (λ, γ) ≥ F (λ, γnew) . (12)
This saddle-point problem is concave in λ, but not necessarily convex in γ. One
way to guarantee convergence to a “correct” saddle point is then to solve the (up
to irrelevant linear translations unique) maximization with respect to λ in an inner
loop, followed by an update of γ in the outer loop. This is precisely the double-
loop algorithm sketched in the previous section. We obtain the description given in
Algorithm 2 if we substitute (up to irrelevant constants)
γβ(xβ) = log P
old
β (xβ), λ¯αβ(xβ) = log µβ→α(xβ), and λαβ(xβ) = − logµα→β(xβ) .
Note that in the inner loop of the double-loop algorithm the scheduling does mat-
ter. The ordering described in Algorithm 1 - run over variables β and update all
corresponding messages from and to neighboring factors before moving on to the
next variable - satisfies (12) without damping.
An alternative approach is to apply (damped versions of) the updates (10) and
(11) in parallel. This can be loosely interpreted as doing gradient descent-ascent.
Gradient descent-ascent is a standard procedure for solving saddle-point problems
and guaranteed to converge to the correct solution if the saddle-point problem is
indeed convex/concave (see e.g. [8]). Similarly, it is easy to show that gradient
descent-ascent applied to a non-convex/concave problem is locally stable at a par-
ticular saddle point {λ∗, γ∗}, if and only if the objective is locally convex/concave.
The statement in the title now follows from two observations.
1. The damped version (2) of the sum-product algorithm has the same local stability
properties as a gradient descent-ascent procedure derived from (10) and (11).
Proof. We replace (11) with
γ
new
β (xβ) =
1
nβ
∑
α⊃β
log Pα(xβ) . (13)
At a saddle point Pα(xβ) = Pβ(xβ) ∀α⊃β and thus the difference between the logarithmic
average (13) and the linear average (11) as well as its derivatives vanish. Consequently,
(13) has the same local stability properties as (11). Now consider parallel application of
a damped version of (10), with step size , and (13), with step size nβ. We obtain the
damped version (2) of the standard sum-product algorithm, in combination with the other
definitions in Algorithm 1, when we apply the definitions
log µβ→α(xβ) = λ¯αβ(xβ) +
nβ − 1
nβ
γβ(xβ) and log µα→β(xβ) =
1
nβ
γβ(xβ)− λαβ(xβ) .
2. Local stability of the gradient descent-ascent procedure at {λ∗, γ∗} implies that
the corresponding Pα is at a minimum of the Bethe free energy and that all
constraints are satisfied. The converse need not be the case.
Proof. Local stability of the gradient descent-ascent procedure and thus the sum-product
algorithm depends on the local curvature of F (λ, γ), defined through the Hessian matrices
Hγγ ≡
∂2F (λ, γ)
∂γ∂γT
∣∣∣∣
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Figure 2: Loopy belief propagation on a Boltzmann machine with 4 nodes, weights
(upper diagonal) (3, 2, 2; 1, 3;−3), and thresholds (0, 0, 1, 1). Plotted is the Kullback-
Leibler divergence between the exact and the approximate single-node marginals.
(a) No damping leads to somewhat erratic cyclic behavior. (b) Damping with step
size 0.1 yields a smoother cycle, but no convergence. (c) The double-loop algorithm
does converge to a stable solution. (d) This solution is unstable under standard
loopy belief propagation (here again with step size 0.1).
and Hλλ. Gradient descent-ascent is locally stable iff Hγγ is positive and Hλλ negative
(semi-)definite. The latter is true by construction. The “total” curvature, defined through
H
∗
γγ ≡
∂2F ∗(γ)
∂γ∂γT
∣∣∣∣
γ∗
with F ∗(γ) ≡ max
λ
F (λ, γ) ,
can be shown to obey
H
∗
γγ = Hγγ −HγλH
−1
λλ Hλγ .
With Hλλ negative definite, we then conclude that if Hγγ is positive definite (gradient
descent-ascent locally stable), then so is H∗γγ (local minimum). The converse, however,
need not be the case: H∗γγ can be positive definite (minimum) where Hγγ has one or more
negative eigenvalues (gradient descent-ascent unstable). An example of this phenomenom
is F (λ, γ) = −λ2 − γ2 + 4λγ.
Non-convergence of loopy belief propagation on a Boltzmann machine is shown in
Figure 2. Typically, standard loopy belief propagation converges to a stable solu-
tion without damping. In rare cases, damping is required to obtain convergence and
in very rare cases, even considerable damping does not help, as in Figure 2. The
double-loop algorithm does converge and the solution obtained is indeed unstable
under standard belief propagation, even with damping. The larger the weights, the
more often these instabilities seem to occur. This is consistent with the empiri-
cal observation that the max-product algorithm (“belief revision”) is typically less
stable than the sum-product algorithm: max-product on a Boltzmann machine cor-
responds to (a properly scaled version of) the sum-product algorithm in the limit of
infinite weights. The example in Figure 2 is about the smallest that we have found:
we have observed these instabilities in many other (larger) instances of Markov net-
works, as well as directed Bayesian networks, yet not in structures with just a single
loop. The latter seems consistent with the notion that not only for trees, but also
for networks with a single loop, the Bethe free energy is still convex.
5 Discussion
The above gradient descent-ascent interpretation shows that loopy belief propaga-
tion is more than just fixed-point iteration: the updates tend to move in the right
uphill-downhill directions, which might explain its success in practical applications.
Still, loopy belief propagation can fail to converge, and apparently for two different
reasons. The first rather innocent one is a too large step size, similar to taking
a too large “learning parameter” in gradient-descent learning. Straightforwardly
damping the updates, as in (2), is then sufficient to converge to a stable fixed point.
Note that this damping is in the logarithmic domain and thus slightly different
from the damping linear in the messages as described in [2]. The damping proposed
in [7] is restricted to the Lagrange multipliers λ and may therefore not share the
nice properties of the damping discussed here. Local stability in the limit of small
step sizes is independent of the scheduling of messages, but in practice particular
schedules can still favor others and, for example, be stable with larger step sizes or
converge more rapidly. For example, in [9] the message updates follow the structure
of a spanning tree, which empirically seems to help a lot.
The other more serious reason for non-convergence is inherent instability of the
fixed point, even in the limit of infinitely small step sizes. In that case, loopy belief
propagation just does not work and one can resort to a more tedious double-loop
algorithm to guarantee convergence to a local minimum. The double-loop algorithm
described here is similar to the CCCP algorithm of [5]. The latter implicitly uses
a less strict bound, which makes it (slightly) less efficient and arguably a little
more complicated. Whether double-loop algorithms are worth the effort is an open
question: in several simulation studies a negative correlation between the quality
of the approximation and the convergence of standard belief propagation has been
found [6, 7, 10], but still without a convincing theoretical explanation.
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