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On quantum separation of variables
J. M. Maillet1 and G. Niccoli2
Abstract. We present a new approach to construct the separate variables basis leading
to the full characterization of the transfer matrix spectrum of quantum integrable lattice
models. The basis is generated by the repeated action of the transfer matrix itself on a
generically chosen state of the Hilbert space. The fusion relations for the transfer matrix,
stemming from the Yang-Baxter algebra properties, provide the necessary closure relations
to define the action of the transfer matrix on such a basis in terms of elementary local
shifts, leading to a separate transfer matrix spectral problem. Hence our scheme extends
to the quantum case a key feature of Liouville-Arnold classical integrability framework
where the complete set of conserved charges defines both the level manifold and the flows
on it leading to the construction of action-angle variables. We work in the framework of
the quantum inverse scattering method. As a first example of our approach, we give the
construction of such a basis for models associated to Y (gln) and argue how it extends to
their trigonometric and elliptic versions. Then we show how our general scheme applies
concretely to fundamental models associated to the Y (gl2) and Y (gl3) R-matrices leading
to the full characterization of their spectrum. For Y (gl2) and its trigonometric defor-
mation a particular case of our method reproduces Sklyanin’s construction of separate
variables. For Y (gl3) it gives new results, in particular through the proper identification
of the shifts acting on the separate basis. We stress that our method also leads to the
full characterization of the spectrum of other known quantum integrable lattice models,
including in particular trigonometric and elliptic spin chains, open chains with general
integrable boundaries, and further higher rank cases that we will describe in forthcoming
publications.
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1 Introduction
Despite a huge literature on quantum integrable systems, the very notion of quantum integrabil-
ity did not reach yet a status that can be put on the same footing as its classical counterpart. In
particular there is no quantum analogue of the Liouville-Arnold theorem [1]. Due to the pioneer-
ing works of Sklyanin [2–7], the situation is much more advanced for the notion of separation of
variables (SoV). In the classical case, Hamilton-Jacobi theory and separation of variables, sim-
plify drastically the quadratures one has to solve while following the Liouville-Arnold scheme
leading to the construction of action-angle variables. In fact, in most cases, the full resolution of
a system can be explicitly achieved only when effective separate variables are known. It should
be noted however that to construct such separate variables the sole knowledge of the complete
set of independent commuting (under Poisson brackets) conserved quantities at the basis of the
Liouville theorem is not enough in practice; as a matter of fact, to make their construction
explicit, one has to rely in general on some additional (algebraic) structures like the Lax matrix,
its associated r-matrix and the Yang-Baxter algebra they obey, see e.g. [5, 6]. The real break-
through achieved by Sklyanin was to realize that in paradigmatic examples, and in particular
for the integrable models associated to gl2 algebra, the classical and quantum inverse scattering
methods [8–16] generically provide the necessary ingredients to construct the separate variables.
Moreover this scheme leads rather straightforwardly to the spectral curve equation and hence,
in the quantum case, to the complete spectrum characterization of the transfer matrix and of
the associated Hamiltonian. It should be stressed at that point that such a method provides not
only the eigenvalues of the transfer matrix and of the Hamiltonian but also the construction of
the complete set of associated eigenstates. This is to be compared to other methods also using
the quantum inverse scattering framework and the related Yang-Baxter algebra that in general
are not easily shown to reach such a level of spectrum completeness.
Having now the quantum case in mind, the key idea of the Sklyanin approach is to identify
the separate variables, say Yn, as the operator zeros of some diagonalizable commuting family
of operators having simple common spectrum. Within this approach it is usually given by a
distinguished operator in the Yang-Baxter algebra depending on the continuous spectral param-
eter λ, let us call it B(λ), commuting for different values of λ, and such that B(Yn) = 0. Then
the use of the Yang-Baxter algebra permits to construct the local (conjugated) shifts acting on
the coordinates Yn as the properly defined evaluation of another distinguished operator of the
Yang-Baxter algebra, say A(λ), at λ = Yn. It is then possible to prove, using the Yang-Baxter
algebra, that the transfer matrix acts by simple shifts on the B-spectrum and to determine at
the same time the quantum spectral separate equations (quantum spectral curve) determining
the full set of eigenvalues of the transfer matrix and of the associated Hamiltonian. In particular
for quantum lattice integrable models the separate basis is identified with the eigenstates basis
of B(λ). This method works extremely well in numerous examples mainly associated to gl2,
see e.g., [2–7, 17–43], in particular in cases where the Algebraic Bethe ansatz fails. It appears
however that for higher rank cases some difficulties could arise, see e.g., [7, 44] in particular
due to the fact that the identification of the needed operators B(λ) and A(λ) becomes more
involved, making the construction of the quantum spectral curve rather non-trivial (see com-
ments for the gl3 case studied in [7] in the appendix A). These issues reveal that the problem
of the identification of a pair of such A(λ) and B(λ) operators having all required properties
is a cornerstone of this approach, questioning the effective applicability of the method for an
arbitrary given integrable system.
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This situation motivated us to look for the construction of separate basis for generic quan-
tum integrable lattice models that would not rely on the determination of such B(λ) and A(λ)
operators. Moreover, our wish was to construct a basis having the built in property that the ac-
tion of the transfer matrix on it should be given by simple local shifts, making its wave function
and spectral problem separated per se. Although this idea could look a priori too ambitious,
it appears that such a construction is in fact possible for all cases we have been exploring so
far, and in particular for models out of reach of the standards SoV or Algebraic Bethe ansatz
methods. Moreover, it turns out that it takes a rather simple and universal form as it involves
the sole knowledge of the transfer matrix itself and of its fusion properties stemming from the
underlying Yang-Baxter algebra.
The aim of the present article is to explain this construction and to show how it works con-
cretely in some paradigmatic examples.
The main idea is that a separate basis can be obtained by the multiple action of the transfer
matrix T (λ) itself, evaluated in distinguished points ξn, on a generically chosen co-vector of the
Hilbert space. In most quantum integrable lattice models it may be given by the following set
of co-vectors:
〈h1, . . . , hn | = 〈L |
N∏
i=1
T (ξi)
hi (1.1)
where i = 1, . . . , N and hi ∈ {0, 1, . . . , di − 1}, the dimension of the Hilbert space being d =∏N
i=1 di, the ξn are distinguished values characterizing the representation of the quantum lattice
model (in most cases they will be related to the so-called inhomogeneity parameters) such that
all of them are different pairwise (i.e., ξi 6= ξj±nη if i 6= j with η a characteristic constant and n
an integer spanning some model dependent range of relative integers), and 〈L | is a generically
chosen co-vector in H∗ that obviously should not be an eigenstate of the transfer matrix. In
standard Heisenberg spin chains, all di are equal to some value n and d = n
N , N being the
number of lattice sites. Eventually, a slightly more general definition could be necessary:
〈h1, . . . , hn | = 〈L |
N∏
i=1
hi∏
ki=1
T (ξ
(ki)
i ) , (1.2)
where i = 1, . . . , N and hi ∈ {0, 1, . . . , di − 1}, the different points ξ
(ki)
i , ki = 1, . . . , di − 1 can
be seen as shifted from the first value ξ
(1)
i and it is understood that the corresponding factor
T (ξ
(ki)
i ) is absent whenever the corresponding hi = 0. Moreover ξ
(ki)
i 6= ξ
(kj)
j for any choices
of ki and kj as soon as i 6= j. Obviously (1.2) reduces to (1.1) if all points ξ
(kj)
j for any given
j are equal and identified to ξj . One could even imagine some more general formula, the key
idea being that the basis is generated by the repeated action of a set of conserved charges of
the model at hand on a generically chosen co-vector 〈L | that should not be, as it is obvious, an
eigenstate of the conserved charges T (ξi). Let us remark that these formulae are reminiscent of
the Frobenius method for generating invariant factors of a matrix, see e.g. [45].
The main consequence of the existence of such a basis with (discrete) coordinates h1, ..., hN
is that the wave function Ψt(h1, ..., hN ) in these coordinates of any common eigenvector | t 〉 of
the set of conserved charges T (ξi) factorizes as a product of N wave functions of one variable,
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namely:
Ψt(h1, ..., hN ) ≡ 〈h1, ..., hN |t〉 = 〈L|t〉
N∏
i=1
t(ξi)
hi , (1.3)
where t(ξi) is the eigenvalue of the operator T (ξi) associated to the eigenvector | t 〉. In fact this
remark is at the origin of the idea of considering (1.1) as a possible basis of the Hilbert space
together with the fact (see bellow) that the transfer matrix evaluated in the points ξi seems, as
needed, to act naturally by local shifts on it. At this point, let us give some general comments
about such a simple expression for the separate basis:
• Except if the dimension of the Hilbert space is one, it is obvious that the set (1.1) cannot
be a basis if the chosen co-vector 〈L | is an eigenstate of the transfer matrix. Hence 〈L |
should be a generic state whose orbit under the action of the conserved charges of the
system span indeed a basis of H∗. In particular it should be that 〈L|t〉 6= 0 for any non
zero transfer matrix eigenstate |t〉.
• We will show in the next section that if (1.1) defines a basis it implies that the common
spectrum of the set of conserved charges T (ξi) is w-simple, i.e. there is only one common
eigenvector | t 〉 of the set T (ξi) corresponding to a set of given eigenvalues t(ξi). It does not
mean that T (λ) is necessarily diagonalizable as there could be non trivial Jordan blocks.
But these different Jordan blocks are all associated to different eigenvalues.
• Although it could be rather astonishing at first sight that the set given (1.1) defines a
basis of the space of states, in most known cases of quantum lattice integrable models it
can be proven rather easily that it is indeed the case for generically chosen left state 〈L |.
Exceptions concern in fact some peculiar situations where the transfer matrix does not
span a complete set of conserved charges, like in the periodic XXZ Heisenberg model for
which the third component of the spin Sz is a conserved quantity that is not generated
by the transfer matrix; other exceptions are some special choices of the co-vector 〈L |,
like an eigenstate of the transfer matrix or a specially constructed co-vector such that the
orbit generated by the transfer matrix action stays in a subspace of H∗ of strictly positive
co-dimension. This property relies in fact on rather mild properties of the representation
of the quantum space of states carried out by the quantum Lax operator. In section 2 we
will give an elementary proof of this fact in the example of fundamental gln based models.
• The main advantage of a basis such as (1.1) is that the action of the transfer matrix
on it is obviously given by elementary shifts as soon as the transfer matrix T (λ) can be
reconstructed by means of some interpolation formula in terms of its value in the points ξi
(or ξ
(kj)
j ) eventually supplemented, by the knowledge of some central element describing
the asymptotic behavior of the transfer matrix. This is in particular the case as soon as
the transfer matrix is a polynomial (or a trigonometric or elliptic polynomial) in λ. In
the most simple rational case this is realized if T (λ) is a polynomial of degree N in λ, its
asymptotic behavior being given by some central element T∞ such that
T (λ) = T∞
N∏
i=1
(λ− ξi) +
N∑
i=1
T (ξi)
N∏
j 6=i,j=1
λ− ξj
ξi − ξj
, (1.4)
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where by hypothesis in (1.1) all ξj are different pairwise. Then for most elements of the
set (1.1) the action of T (λ) is given by elementary shifts within the same set. However,
it appears immediately that one has to take care of what happens at the boundaries of
the set (1.1), namely typically when acting with T (ξj) on a co-vector of the set (1.1) for
which hj = dj − 1 already. This is precisely the place where the information coming from
the Yang-Baxter algebra about the transfer matrix fusion properties enters by providing
the necessary closure relations enabling us to compute this action back in terms of the
co-vectors of the set (1.1). In other words, we need to know about the structure constants
of the associative and commutative algebra of conserved charges. In sections 3, 4 and 5
we will show explicitly how this works for gl2 and gl3 based models. In particular for gl2
case we will show that a particular choice of the co-vector 〈L | just reproduces Sklyanin’s
separate basis. For gl3 it leads to a new separate basis and to the full characterization of
the spectrum (eigenvalues and eigenvectors). In particular we will show how these closure
relations combined with (1.1) lead to the determination of the quantum spectral curve for
these cases.
• Separate basis construction (1.1) is very reminiscent of a key property of the classical
Liouville-Arnold theorem for classical integrable systems. Indeed in the classical case the
complete set of conserved charges defines a level manifold, and also the tangent vectors
associated with any point on it. These tangent vectors might be used to define flows going
from a given point to another point on this level manifold.. In the definition (1.1) the
separate basis is indeed generated by the (here discrete) flows of the conserved quantities
T (ξi). The construction (1.1) shed some new light on the classical case itself that will be
considered in a separate article.
• The separate basis for the transfer matrix spectral problem is generated by the transfer
matrix itself, i.e., from the sole knowledge of a complete set of conserved quantities, with
the additional necessary input of the closure relations stemming from the Yang-Baxter
algebra and R-matrix representations. Those additional information determine in fact
the transfer matrix spectrum. The construction (1.1) opens the way for a new defini-
tion of quantum integrability and of completeness of a given set of conserved charges: it
corresponds to cases where the set (1.1) forms a basis of the Hilbert space.
In this article our aim is to give the general principles of our method and to show how
it works concretely for some simple interesting models such as the quasi-periodic XXX and
XXZ spin-1/2 chains associated to the 6-vertex R-matrix and then the quasi-periodic model
associated to the fundamental representation of the Y (gl3) R-matrix.
We would like to stress that we have already developed the same SoV program, going from
the construction of the SoV basis up to the characterization of the transfer matrix spectrum as
solutions to quantum spectral curves (functional equations of difference type), for some other
important classes of integrable quantum models. These are the models associated to fundamental
representations of the Yang-Baxter and reflection algebra for the Yangian Y (gln), the quantum
group Uq(gln) and the t-J model. In order to show how our new SoV method works for non-
fundamental models, we have applied it also to the models associated to cyclic and higher spin
representations. All these new results will be soon presented in forthcoming articles.
We are also confident that our approach can be applicable for larger classes of integrable
quantum models in the framework of the quantum inverse scattering framework. This is certainly
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the case for models like the Izergin-Korepin model and the Hubbard model, for which we have
already implemented our basis construction. Models associated to other representations of the
Yang-Baxter algebra, like non-compact or infinite dimensional ones, can be also considered
using the concepts and ideas developed in the present article. These more general situations are
currently under study.
This article is organized as follows. In section 2 we give the general properties of basis of the
Hilbert space given by sets (1.1) or (1.2). We also investigate on general ground the implications
of (1.1) being an Hilbert space basis for the properties of the transfer matrix spectrum. Then
considering the example of fundamental model associated to an Y (gln) rational R-matrix we
show that the set (1.1) indeed determines a basis of H∗. We also give simple arguments showing
that our proof can be extended straightforwardly to the trigonometric and elliptic cases. In
section 3 we consider in detail the Y (gl2) based models and make contact with the Sklyanin’s
construction of the separate basis in this case. In section 4 we show that these features extend to
the trigonometric case, so providing new SoV complete characterization of the transfer matrix
spectrum. Then in section 5 we apply our method to the Y (gl3) case. There we give the proper
identification of the shifts acting on the separate basis and show how to determine the quantum
spectral curve. The full characterization of the spectrum is also given. In the last section we
give some conclusions and perspectives. In the appendix, we discuss similarities and differences
with respect to Sklyanin approach for the Y (gl3) case.
2 The quantum SoV basis from a complete set of commuting
charges
Before going to the proof that the proposal (1.1) provides an SoV basis for models of interest,
we need first to show that it indeed defines a basis of the space of states for such models. We
will first prove this for fundamental models associated to the Y (gln) rational R-matrix. Then we
will give arguments showing that (1.1) defines also a basis of the Hilbert space for fundamental
trigonometric models. The second purpose of this section is to describe the main consequences
of (1.1) being a basis of the space of states with regards to the properties of the transfer matrix
spectrum. In particular we will show that as soon as (1.1) is a basis of the space of states, the
common spectrum of the charges T (ξi) is w-simple. Here by w-simplicity we mean that for a
given eigenvalue there exists only one eigenvector (up to trivial scalar multiplication). However
for Y (gln) based fundamental models with quasi-periodic boundary conditions described by
some matrix K we will also show that the corresponding transfer matrix is diagonalizable with
simple spectrum as soon as K is diagonalizable with simple spectrum. Let us start by recalling
the basic definitions and properties of a separate basis for quantum integrable models that we
will use in this article and by reviewing the key features of the Sklyanin approach of this problem
in the framework of the quantum inverse scattering method.
2.1 Quantum separation of variables
Here we introduce a definition of quantum separation of variables, directly in the framework
of integrable quantum models on a finite dimensional quantum space H. Let us consider a
quantum system with Hamiltonian H ∈ End(H) exhibiting a one parameter family of commuting
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conserved charge operators T (λ) ∈ End(H), hence having the two properties:
i) [T (λ), T (λ′)]= 0 ∀λ, λ′ ∈ C,
ii) [T (λ),H]= 0 ∀λ ∈ C, (2.1)
where in fact one asks that the Hamiltonian H can be generated by T (λ). Here for simplicity
we consider conserved charge operators parametrized by one spectral parameter λ. However,
the framework we develop in this article can be easily extended to more general cases where
the spectral parameter is not just a complex number. For quantum integrable lattice models,
T (λ) will be given in genral by the transfer matrix. Moreover let us consider the case of a finite
dimensional Hilbert space H realized as tensor product of N local Hilbert spaces Hn associated
to each lattice site n, namely, H = ⊗Nn=1Hn, N being the number of lattice sites. We denote by
dim(Hn) = dn and dimH = d the finite dimensions of these Hilbert spaces with d =
∏N
n=1 dn.
Let us introduce a covector basis of H∗ of the form:
SL ≡ {〈y
(h1)
1 , ..., y
(hN )
N | ∀hi ∈ {1, ..., di}, i ∈ {1, ..., N} with
N∏
n=1
dn = d}, (2.2)
where the y
(hi)
i ∈ Σi, some di dimensional set of complex number. In this covector basis we
define the following set of N commuting operators Yn ∈ End(H) by:
〈y
(h1)
1 , ..., y
(hN )
N |Yn ≡ y
(hn)
n 〈y
(h1)
1 , ..., y
(hN )
N | (2.3)
and the associated N commuting shift operators ∆n ∈ End(H):
〈y
(h1)
1 , ..., y
(hn)
n , ..., y
(hN )
N |∆n ≡ 〈y
(h1)
1 , ..., y
(hn+1−dnδhn,dn )
n , ..., y
(hN )
N |, (2.4)
for cyclic type representations and 2N shift operators ∆
(±)
n ∈ End(H):
〈y
(h1)
1 , ..., y
(hn)
n , ..., y
(hN )
N |∆
(+)
n ≡ (1− δhn,dn) 〈y
(h1)
1 , ..., y
(hn+1−dnδhn,dn )
n , ..., y
(hN )
N |, (2.5)
〈y
(h1)
1 , ..., y
(hn)
n , ..., y
(hN )
N |∆
(−)
n ≡ (1− δhn,1) 〈y
(h1)
1 , ..., y
(hn−1+dnδhn,1)
n , ..., y
(hN )
N |, (2.6)
for highest weight type representations. Moreover, let us denote by Dn the coordinate represen-
tation of the cyclic shift operator ∆n:
Dng(y
(h)
n ) ≡ g(y
(h+1−dnδh,dn )
n ), (2.7)
and by D
(±)
n the coordinate representations of the highest weight shift operators ∆
(±)
n :
D(+)n g(y
(h)
n ) ≡ (1− δh,dn) g(y
(h+1−dnδh,dn )
n ), (2.8)
D(−)n g(y
(h)
n ) ≡ (1− δh,1) g(y
(h−1+dnδh,1)
n ). (2.9)
Then we can rephrase Sklyanin definition as it follows:
Definition 2.1. We say that SL is a separate variables basis (or equivalently Yn are a system
of quantum separate variables) for the family of commuting conserved charges T (λ) if and only
if for any T -eigenvalue t(λ) and T -eigenstate |t〉 we have:
Ψt(h1, ..., hN ) ≡ 〈y
(h1)
1 , ..., y
(hN )
N |t〉 =
N∏
n=1
Qt(y
(hn)
n ), (2.10)
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where, for all n ∈ {1, ..., N}, t(λ) and Qt(λ) are solutions of separate equations in the spectrum
of the separate variables y
(h)
n ∈ Σn of the type:
Fn(Dn, t(y
(h)
n ), y
(h)
n )Qt(y
(h)
n ) = 0, (2.11)
for the cyclic type representations or
Fn(D
(+)
n ,D
(−)
n , t(y
(h)
n ), y
(h)
n )Qt(y
(h)
n ) = 0, (2.12)
for the highest weight type representations. Note that here the ordering of objects means that the
shifts Dn or D
(+)
n and D
(−)
n can act on Qt(y
(h)
n ) and also on the t(y
(h)
n ).
These N quantum separate relations are a natural quantum analogue of the classical ones
in the Hamilton-Jacobi’s approach. As already pointed out by Sklyanin, a possible quantum
analog definition of degrees of freedom for a quantum integrable model is just the number N
of quantum separate variables. In the classical case the separate relations are used to solve the
equations of motion, mainly constructing the change to the action-angles variables by quadrature
in an additive separate form w.r.t. the separate variables. In the quantum case, instead, these
separate relations are used to solve the spectral problem of the family of commuting conserved
charges T (λ) by determining its eigenvalues and eigenfunctions in the SoV basis. In particular,
these separate relations are N systems of discrete difference equations of maximal order dn for
all n ∈ {1, ..., N}, on the spectrum of the separate variables to be solved for t(λ) and Qt(λ)
within a given class of functions.
In the quantum case as in the classical case one important problem to solve given an in-
tegrable system is to define its separate variables basis. In the framework of the quantum
inverse scattering, Sklyanin has given a procedure to define the separate variables for integrable
quantum models associated to Yang-Baxter algebra representations for the rank 1 and 2 cases,
for the higher rank case see e.g. [46]. Let us give a short review of it. The key point of the
Sklyanin approach is to exhibit a couple of commuting operator families, say B(λ) ∈ End(H) and
A(λ) ∈ End(H), written in terms of the generators of the Yang-Baxter algebra (the monodromy
matrix elements), such that:
• The commutation relations between A(λ) and B(λ) imply that A(λ), in the operator zero
Yn of B(λ), is proportional to the shift operator, Dn or D
(+)
n according to the type of
representation.
• A(λ), B(λ) and the (higher) transfer matrices of the integrable models Ti(λ) (the quantum
spectral invariants) satisfy a closed difference equation of the generic form:
r+1∑
j=0
j−1∏
a=0
A(λ− aη)Tr+1−j(λ) = B(λ)Ξ(λ), (2.13)
where r is the rank of the difference equation, T0(λ) = 1, and Ξ(λ) is some operator con-
structed from the associated Yang-Baxter algebra generators, suggesting that a quantum
analog of the spectral curve equations is satisfied in the operator zero Yn of B(λ).
Then the operator zeros Yn generate the quantum separate variables. Note that if one can
prove that for a given integrable quantum model the number of separate variables N is constant,
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this integer define a natural quantum analog of the number of degree of freedom, as pointed out
by Sklyanin. Then, the separate relations take a form (2.11) or (2.12) in the spectrum of the
separate variables under the following conditions:
A) B(λ) is diagonalizable with simple spectrum.
B) A(λ) effectively acts as a shift operator on the full B(λ)-spectrum, namely, it generates
the complete SoV basis starting from one of its vectors:
〈y
(h1)
1 , ..., y
(hN )
N | = 〈y
(1)
1 , ..., y
(1)
N |
N∏
a=1
ha−1∏
ka=1
A(y(ka)a ). (2.14)
C) Ξ(λ) is finite in the spectrum of the separate variables y
(h)
n ∈ Σn for all n ∈ {1, ..., N}.
In the rank 1 case (essentially associated to gl2 and its quantum deformations), for some
Yang-Baxter algebra representations the operator families A(λ) and B(λ) just coincide with two
elements of the monodromy matrix and the quantum SoV basis can be defined as soon as the
property A) is satisfied, i.e. one can prove that B) and C) are satisfied in the given represen-
tation. Some modifications or generalizations of Sklyanin’s definitions of the operator families
A(λ) and B(λ) have eventually to be introduced to describe more general Yang-Baxter algebra
representations, as for the 8-vertex or for the reflection algebra cases. In all these generaliza-
tions however the existence of the SoV basis is reduced to the property A) for the new B(λ).
Nevertheless, one has to remark that for the rank 1 case there are still some integrable quan-
tum models for which the SoV approach does not apply even by modification of the Sklyanin’s
definitions. Simple examples are the cases of XXZ spin chains associated to a diagonal twist or
to some very special integrable boundary conditions.
In the higher rank case the situation is even more involved, the expressions given by Sklyanin
for the family A(λ) and B(λ) being eventually not polynomials in the monodromy matrix ele-
ments. Hence, while the properties A) can be satisfied the properties B) and C) look non-trivial
and need to be proven in the given representations. Until now it is not known to us if there
exists a representation of the Yang-Baxter algebra such that the properties B) and C) are sat-
isfied within the Sklyanin approach. More in detail, while we can found simple fundamental
representations satisfying the property A) for the gl3 case, the properties B) and C) are clearly
not satisfied for the family A(λ) given by Sklyanin in this representation (see appendix A). This
is essentially due to the fact that the operator Ξ(λ), which for higher rank cases is no longer a
polynomial of the entries of the monodromy matrix, containing inverses of these entries, is not
finite over the full spectrum of B(λ) in the fundamental representations. The main consequence
is that the family A(λ) doesn’t realize the shift over the full B(λ)-spectrum and hence is not
able to generate the B(λ) eigenvector basis. Moreover, in such a situation, the equation (2.13)
cannot lead to the quantum spectral curve equation as its right hand side does not vanish on
the full B(λ)-spectrum.
These observations provided us with a strong motivation to look for a different and more
universal definition of the separation of variables basis to overcome these problems so far en-
countered in particular for the higher rank case.
9
2.2 Towards an SoV basis from transfer matrices: general properties
Although our approach can be formulated in more general terms, for simplicity, in the following,
we restrict our analysis to integrable quantum models possessing a one parameter family of
commuting conserved charges generated by a transfer matrix T (λ), λ ∈ C. Moreover, we will
assume that this transfer matrix is a polynomial of finite degree in the variable λ or a polynomial
of some simple function of λ (trigonometric or elliptic cases). Our aim in this section is to explore
the consequences of (1.1) or (1.2) being a basis have on the transfer matrix spectrum. This will
indeed provide us with necessary requirements to ask for the transfer matrix in order to be able
to define SoV basis of the type (1.1) or (1.2). For this purpose let us first define the notion of
”basis generating” or ”independence property” for the family of conserved charges as follows.
Definition 2.2. A one parameter family of commuting conserved charges T (λ), λ ∈ C, acting
on the Hilbert space H of finite dimension d will be said to be ”basis generating” or to have the
”independence property” if it satisfies the following condition:
iii) There exist an integer decomposition of the dimension d of H as
∏N
n=1 dn = d, a covector
〈L| in H∗ and N sets of complex numbers {y
(1)
n , ..., y
(dn−1)
n }, n = 1, . . . , N , such that the set of
d covectors 〈h1, ..., hN | defined by
〈h1, ..., hN | ≡ 〈L|
N∏
a=1
ha∏
ka=1
T (y(ka)a ) for any {h1, ..., hN} ∈ ⊗
N
n=1{0, ..., dn − 1} (2.15)
is a covector basis of H∗, with the convention that if ha = 0, then the corresponding product∏ha
ka=1
T (y
(ka)
a ) is absent and set equal to one in the above formula.
Note, that the properties i) and ii) in equation (2.1) represent a quantum analog of the
classical definition of integrals of motion in involution. We refer to the property presented
in this definition as ”independence condition” as it can be seen as a quantum analog of the
independence of the maximal set of integral of motions in involution for a Liouville’s completely
integrable classical system. This last property states that for a classical Hamiltonian system
with N degrees of freedom the N vector fields associated to these integral of motion that define
a level manifold are independent and that they define almost everywhere a tangent basis on this
level manifold. Let us remark that whenever a covector 〈L| exists and satisfies this property
for a given transfer matrix, it is in general not unique. Indeed, as soon as the operator T (λ) is
invertible for some value of λ then, using the commutativity of the family T (λ), the covector
〈L|T (λ) also satisfies the same property. As already noted in the introduction, it is also obvious
that the co-vector 〈L| cannot be an eigencovector of the family T (λ) as in that case the set
given by (2.15) reduces to the one-dimensional vector space generated by 〈L|. For the next
considerations about the transfer matrix spectrum, we give now the detailed definition of weak
simplicity (or weakly non-degenerate spectrum).
Definition 2.3. We say that an operator X ∈ End(H) is w-simple or has a weakly non-
degenerate spectrum if and only if for any X-eigenvalue k there exists one and only one (up
to trivial multiplication by a scalar) X-eigenstate |k〉. For H finite dimensional, a matrix repre-
senting this operator in a basis of H is called a nonderogatory matrix. A matrix is nonderogatory
if and only if its characteristic polynomial is equal to its minimal polynomial. Going to its Jordan
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form, it means that each eigenvalue is associated to a unique Jordan block. Hence two different
Jordan blocks have different eigenvalues [47].
Let us remark that an operator which is diagonalizable with simple spectrum is w-simple,
however, the w-simplicity does not imply that the operator is diagonalizable. Indeed, an operator
which has non-trivial Jordan blocks can still be w-simple if any two different Jordan blocks have
different eigenvalues [47]. Nonderogatory matrices have a very nice property with regards to
their characteristic polynomial. Let PX(t) = a0 + ta1 + t
2a2 + · · · + t
d−1ad−1 + t
d be the
characteristic polynomial of a nonderogatory matrix X, with d = dim(H). Then the matrix X
can be transformed by a similarity transformation into the so-called companion matrix C of its
characteristic polynomial, namely, there exists an invertible matrix VX such that:
VXXV
−1
X = C =


0 1 0 · · · 0
0 0 1
. . .
...
...
...
. . .
. . .
...
0 0 · · · 0 1
−a0 −a1 · · · −ad−2 −ad−1


. (2.16)
Let us consider the canonical covector basis in H∗ denoted by 〈ej | with j = 1, . . . , d with
d = dim(H). We have that 〈ej |C = 〈ej+1| for any j = 1, . . . , d− 1. We denote by 〈fj | = 〈ej |VX
the transformed covector basis. Then we have the following property:
Proposition 2.1. Let us consider any w-simple operator X acting on H represented by the
matrix X in the canonical basis. Then there exists a covector 〈S| such that the set 〈S|Xn−1,
n = 1, . . . , d is a covector basis of H∗. Moreover let us suppose that the dimension d of H has
the following integer decomposition, d =
∏N
n=1 dn in terms of N integers dn, then there exist N
commuting matrices Xi, i = 1, . . . , N such that the set
〈h1, . . . , hn | = 〈S |
N∏
i=1
Xhii (2.17)
where i = 1, . . . , N and hi ∈ {0, 1, . . . , di − 1} is a covector basis of H
∗.
Proof. With the above notations it is enough to set 〈S| = 〈f1|. Then the set 〈S|X
n−1, n =
1, . . . , d coincide with the set 〈fn| which is a covector basis by construction. To prove that there
exists at least one N -tuple of commuting matrices satisfying the second part of the Proposition,
we can proceed as it follows. Let us first remark that as soon as d =
∏N
n=1 dn any multiple
index (h1, . . . , hN ) with hi ∈ {0, 1, . . . , di − 1} is uniquely associated to the integer nh1,...,hN ∈
{0, . . . , d− 1} defined as:
nh1,...,hN =
N∑
k=1
hkδk , (2.18)
where δk =
∏k−1
n=1 dn (with the convention that δ1 = 1) is an increasing sequence of integers
determined from the dimensions dn. The proof of this statement is elementary as it is sufficient
to prove that the map is injective, which is rather straightforward. Then, defining the obviously
commuting matrices:
Xj = X
δj , (2.19)
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we immediately get that
Xnh1,...,hN = X
∑N
k=1 hk
∏k−1
n=1 dn =
N∏
i=1
Xhii , (2.20)
and it just remain to apply this on the chosen covector 〈S| = 〈f1| to get the result.
Let us remark at this point that the basis we just constructed enables one to obtain an
explicit expression of the eigenvectors of the w-simple matrix X from the sole knowledge of its
eigenvalues, namely using the X-spectrum characterization from its characteristic polynomial.
In fact there is the following lemma.
Lemma 2.1. Let X be a w-simple operator in H, with the above notations and definitions, the
set of covectors 〈S|Xn−1 = 〈fn| , n = 1, . . . , d, 〈S| = 〈f1|, is a covector basis of H
∗. Then, if
λ is an eigenvalue of X, the vector |Λ〉 characterized by its components 〈fn|Λ〉 = αλ
n−1, with
α = 〈S|Λ〉 6= 0, is the unique nonzero eigenvector associated to λ up to trivial multiplication by
a scalar.
Proof. From the w-simple character of the operator X it follows by definition that for any of its
eigenvalue λ there exists one and only one eigenvector |Λ〉, then by the definition of the basis it
is immediate to get the following chain of identities:
〈fn|Λ〉 = 〈S|X
n−1|Λ〉 = λn−1〈S|Λ〉 (2.21)
which being 〈fn| a covector basis implies that it must holds:
〈S|Λ〉 6= 0. (2.22)
It is also instructive to present a direct proof of the fact that a vector |Λ〉 having components
〈fn|Λ〉 = 〈S|Λ〉λ
n−1 on the covector basis is indeed an eigenvector of X as soon as λ is an
eigenvalue. In fact, this allows to present an interesting mechanism similar to the one that will
appear in all the following when applying the SoV method. Namely we want to prove that for
any n = 1, . . . , d, it holds 〈fn|X|Λ〉 = λ〈fn|Λ〉. This is trivial for all values of n except for
n = d. Indeed, if n ≤ d− 1, 〈fn|X|Λ〉 = 〈fn+1|Λ〉 = λ
n〈S|Λ〉 = λ〈fn|Λ〉. For n = d however, the
covector 〈fd|X = 〈S|X
d is not a member of the basis. Hence this action has to be decomposed
back onto the above basis. To achieve this, one has just to use the fact that the characteristic
polynomial of X, PX(t), evaluated on the matrix X vanishes, namely, PX(X) = 0. Hence,
Xd = −a0− a1X · · · − ad−1X
d−1. Therefore, one can compute 〈fd|X|Λ〉 = 〈S|X
d|Λ〉 in terms of
the known values 〈S|Xn|Λ〉 = λn〈S|Λ〉 for n = 0, . . . , d− 1. Then, λ itself being an eigenvalue,
it verifies also PX(λ) = 0. Hence λ
d = −a0 − a1λ · · · − ad−1λ
d−1. As a consequence, we have
the following chain of equalities:
〈fd|X|Λ〉 = 〈S|X
d|Λ〉 = −〈S|
d−1∑
n=0
anX
n|Λ〉 ,
= −〈S|Λ〉
d−1∑
n=0
anλ
n = 〈S|Λ〉λd = λ〈fd|Λ〉 ,
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hence proving that |Λ〉 is an eigenvector of X with eigenvalue λ.
Let us comment that the proof just uses the fact that the secular equation given by the
vanishing of the characteristic polynomial holds true both for the operator X and for its eigen-
values. In the SoV framework, the analogous situation follows from the fact that the fusion
identities for the transfer matrices holds true both for the transfer matrix as an operator and for
its eigenvalues. It makes the above property a precursor of the SoV mechanism that will be used
in the next sections. Let us further notice that if X is w-simple then any matrix commuting
with X is a polynomial in X of at most degree d− 1.
Let us finally mention another interesting proof of the previous proposition which uses the
Jordan block canonical form of X and the computation of the determinant of confluent Vander-
monde matrices instead of using as above its companion matrix C.
Proposition 2.2. Let X ∈ End(H) and let us denote by XJ an upper-triangular Jordan form
of X obtained through a change of basis induced by the invertible matrix WX :
X =WXXJW
−1
X (2.23)
with the following block form:
XJ =


X
(1)
J 0 · · · 0
0 X
(2)
J
. . . 0
0
. . .
. . . 0
0 0 · · · X
(M)
J

 (2.24)
where any X
(a)
J is a na×na upper-triangular Jordan block with eigenvalue ka, where
∑M
a=1 na = d.
Then let us denote by 〈S| the generic covector in H∗ such that:
〈S|WX = (x
(1)
1 , ..., x
(1)
n1
, x
(2)
1 , ..., x
(2)
n2
, ..., x
(M)
1 , ..., x
(M)
nM
) . (2.25)
Then, let |sj〉 =W
−1
X |ej〉 be the canonical vector basis in H after the change of basis induced by
WX , we have:
det
d
||
(
〈S|Xi−1|sj〉
)
i,j∈{1,...,d}
|| =
M∏
a=1
(
x
(a)
1
)na ∏
1≤a<b≤M
(kb − ka)
nanb . (2.26)
Proof. The proof uses standard techniques of matrix algebra [47] and we give just a sketch of it.
It consists first in computing the action of the powers of the matrix X for each Jordan block.
To compute the determinant one first show that by addition and subtractions of lines, each
multiplied by adequate coefficients, the result does not depend on the variables x
(a)
j for j 6= 1 for
any a. Then one can perform the computation setting x
(a)
j = δ1,jx
(a)
1 . It is then easy to extract
the product of the variables x
(a)
1 from the determinant and to reduce to the case where for any
a, x
(a)
j = δ1,j. In such a case the matrix
(
〈S|Xi−1|sj〉
)
i,j∈{1,...,d}
is a confluent Vandermonde
matrix which has determinant given by the products of all the ordered differences of the Jordan
blocks eigenvalues raised to the power given by the product of the dimensions of the Jordan
blocks, see e.g. [48].
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Then we have the following obvious corollary:
Corollary 2.1. Let X ∈ End(H) be w-simple, hence its Jordan form is such that its eigenvalues
kj are pairwise distinct. With the notations and definitions of Proposition 2.2, as soon as we
take:
M∏
a=1
x
(a)
1 6= 0 , (2.27)
the determinant (2.26) is non zero, meaning that the set 〈S|Xi−1 for i ∈ {1, ..., d} is a covector
basis of H∗.
Now we can state the main result concerning the w-simplicity of the transfer matrix T (λ):
Proposition 2.3. Let us consider an integrable quantum model defined on an Hilbert space of
states H of finite dimension d that admits the integer decomposition d =
∏N
n=1 dn in terms of
N integers dn with a transfer matrix operator T (λ) satisfying the properties i) and ii) in (2.1).
Then if T (λ) satisfies the independence property iii) in Definition 2.15, the one parameter family
of commuting conserved charges T (λ) is w-simple, i.e. for any T -eigenvalue t(λ) it exists one
and only one T -eigenstate |t〉, moreover this T -eigenstate is characterized (uniquely up to a
normalization) by the following separated wave-function:
Ψt(h1, ..., hN ) ≡ 〈h1, ..., hN |t〉 = 〈L|t〉
N∏
a=1
ha∏
ka=1
t(y(ka)a ), (2.28)
in the basis (2.15).
Conversely, let us assume that the commuting family of conserved charges T (λ) satisfying the
properties i), ii) is w-simple, then there exists a rearrangement of the conserved charges, that
is there exists a family Tˆ (λ) function of T (λ) and conversely T (λ) can be reconstructed from
Tˆ (λ), and Tˆ (λ) is such that [Tˆ (λ), T (µ)] = 0 and [Tˆ (λ), Tˆ (µ)] = 0 for all λ, µ ∈ C, satisfying
the properties i), ii) and iii) for some covector 〈L| in H∗.
Proof. The first part of the Proposition is trivial, namely the knowledge of the eigenvalue t(λ)
determines completely the components of the associated eigenvector | t 〉 on the covector basis
〈h1, ..., hN |, hence its unicity. The converse uses the fact that we can fix some value, say λ0
such that the transfer matrix T (λ0) = X is w-simple. In that case any operator commuting
with X is a polynomial of X (property of nonderogatory matrices, see [47]). Hence the complete
knowledge of conserved charges is contained in X and its successive powers. Let us define the
operator Tˆ (λ) as the polynomial of degree N − 1 having the value Xj defined as in (2.19) in
given points ξj, j = 1, . . . , N . It is then enough to apply Proposition (2.1) to obtain the result.
Moreover the family T (λ) being a polynomial in X = T (λ0) can be reconstructed from the
family Tˆ (λ).
Note that the optimal decomposition of d is given by its prime decomposition but here we
consider any integer decomposition of d. However, for integrable lattice models of interest that
we will consider in the following sections, we will use the prime decomposition of d as it leads to
quantum spectral curve equation of minimal degree. To conclude these general considerations,
the results so far obtained show that as soon as the transfer matrix is w-simple there exists a
precursor of an SoV basis (2.15). It should be stressed however that to get the full SoV scheme
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we also need to have a way to determine the quantum spectral curve associated to it. This
in fact amounts to unravel the nature of the commutative algebra of conserved charges that
enable to get a characterization of the transfer matrix spectrum in terms of secular equations of
degrees di, in general much smaller than the dimension d of the Hilbert space. This is somehow
analogous to get effectively the canonical rational form [45] of the transfer matrix written in
terms of companion blocks having characteristic polynomials of smaller degree compared to the
characteristic polynomial. This is provided as we shall see in concrete examples in the following
sections by the fusion relations satisfied by the tower of fused transfer matrices. These fusion
relations are in their turn direct consequences of the Yang-Baxter algebra and hence contain the
integrability properties of the model at hand.
Let us now give some elementary example of the above basis construction for the quasi-
periodic Y (gln) fundamental models.
2.3 The example of the quasi-periodic Y (gln) fundamental model
Let us consider the Yangian gln R-matrix
Ra,b(λa − λb) = (λa − λb)Ia,b + Pa,b ∈ End(Va ⊗ Vb), with Va = C
n, Vb = C
n, n ∈ N∗, (2.29)
where Pa,b is the permutation operator on the tensor product Va ⊗ Vb, which is solution of the
Yang-Baxter equation written in End(Va ⊗ Vb ⊗ Vc):
Ra,b(λa − λb)Ra,c(λa − λc)Rb,c(λb − λc) = Rb,c(λb − λc)Ra,c(λa − λc)Ra,b(λa − λb), (2.30)
and any matrix K ∈ End(Cn) is a scalar solution of the Yang-Baxter equation with respect to
it:
Ra,b(λa, λb|η)KaKb = KbKaRa,b(λa, λb|η) ∈ End(Va ∈ Vb ⊗ Vc), (2.31)
i.e. it is a symmetries of the considered R-matrix. Then we can define the following monodromy
matrix,
M (K)a (λ, {ξ1, ..., ξN}) ≡ KaRa,N (λa − ξN ) · · ·Ra,1(λa − ξ1), (2.32)
which satisfies the Yang-Baxter equation,
Ra,b(λa − λb)M
(K)
a (λa, {ξ})M
(K)
b (λb, {ξ}) =M
(K)
b (λb, {ξ})M
(K)
a (λb, {ξ})Ra,b(λa − λb) (2.33)
in End(Va⊗Vb⊗H), withH ≡ ⊗
N
l=1Vl and its dimension d = n
N . Hence it defines a representation
of the Yang-Baxter algebra associated to this R-matrix and the following one parameter family
of commuting transfer matrices:
T (K)(λ, {ξ}) ≡ trVaM
(K)
a (λ, {ξ}). (2.34)
In the above formulae, the complex parameters {ξ1, ..., ξN} are called inhomogeneity parameters,
and we will assume in the following that they are in generic position such that the above Yang-
Baxter algebra representation is irreducible. The following proposition holds:
Proposition 2.4. The set of covectors
〈h1, ..., hN | ≡ 〈S|
N∏
a=1
(T (K)(ξa, {ξ}))
ha ∀{h1, ..., hN} ∈ {0, ..., n − 1}
⊗N , (2.35)
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defines a covector basis of H∗ for almost any choice of the covector 〈S| and of the inhomogeneity
parameters {ξ1, ..., ξN} under the only condition that the given K ∈ End(C
n) is w-simple on Cn.
In particular, for almost all values of the inhomogeneity parameters {ξ1, ..., ξN}, the covector in
H∗ of tensor product form:
〈S| ≡
N⊗
a=1
〈S, a|, (2.36)
can be chosen as soon as we take for 〈S, a| a local covector in V ∗a such that
〈S, a|Kha with h ∈ {0, ..., n − 1}, (2.37)
form a covector basis for Va for any a ∈ {1, ..., N}, the existence of 〈S, a| being implied by the
fact that K is w-simple.
Proof. Let us define the nN × nN matrix M (〈S|,K, {ξ}) with elements:
Mi,j ≡ 〈h1(i), ..., hN (i)|ej〉, ∀i, j ∈ {1, ..., n
N} (2.38)
where we have defined uniquely the N -tuple (h1(i), ..., hN (i)) ∈ {1, ..., n}
⊗N by:
1 +
N∑
a=1
ha(i)n
a−1 = i ∈ {1, ..., nN}, (2.39)
and |ej〉 ∈ H is the element j ∈ {1, ..., n
N } of the elementary basis in H. Then the condition
that the set (2.35) form a basis of covector in H∗ is equivalent to the condition:
detnNM (〈S|,K, {ξ}) 6= 0. (2.40)
The transfer matrix T (K)(λ, {ξ}) is a polynomial in the parameters of the K matrix and in the
inhomogeneity parameters {ξ1, ..., ξN}. Then the determinant detnNM (〈S|,K, {ξ}) is itself a
polynomial of these parameters and it is moreover a polynomial in the coefficients 〈S|ej〉 of the
covector 〈S|. Taking into account this polynomial dependence in all the variables, it is enough to
prove that the condition (2.40) holds for some special limit on the parameters to prove that it is
true for almost any value of the parameters except on the zeros of the corresponding polynomials.
The transfer matrix T (K)(λ, {ξ}) satisfies the following identities:
T (K)(ξl, {ξ}) = Rl,l−1(ξl − ξl−1) · · ·Rl,1(ξl − ξ1)KlRl,N (ξl − ξN ) · · ·Rl,l+1(ξl − ξl+1), (2.41)
then if we chose to impose:
ξa = aξ , ∀a ∈ {1, ..., N} (2.42)
it follows that the T (K)(ξl, {ξ}) are polynomials of degree N − 1 in ξ for all l ∈ {1, ..., N}:
T (K)(ξl, {ξ}) = cl,N−1ξ
N−1Kl +
N−2∑
a=0
cl,aξ
aTl,a, with cl,N−1 = (−1)
N−l(l − 1)!(N − l)!, (2.43)
and so the same is true for the covectors:
〈h1, ..., hN | ≡ ξ
(N−1)
∑N
a=1 ha
N∏
a=1
chaa,N−1〈S|
N∏
a=1
Khaa +
−1+(N−1)
∑N
a=1 ha∑
a=0
ξa〈h1, ..., hN , a|, (2.44)
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and similarly detnNM (〈S|,K, {ξ}) is a polynomial of degree (N − 1)
∑nN
j=1
∑N
a=1 ha(j) with
maximal degree coefficient given by:
nN∏
j=1
N∏
a=1
c
ha(j)
a,N−1detnN ||
(
〈S|
N∏
a=1
Kha(i)a |ej〉
)
i,j∈{1,...,nN}
||. (2.45)
If we take 〈S| of the tensor product form (2.36) then it holds, with |ej〉 = ⊗a|ej(a)〉:
detnN ||
(
〈S|
N∏
a=1
Kha(i)a |ej〉
)
i,j∈{1,...,nN}
|| =
N∏
a=1
detn||
(
〈S, a|Ki−1a |ej(a)〉
)
i,j∈{1,...,n}
|| (2.46)
Now by hypothesis K is w-simple and this implies the existence of 〈S, a| such that these deter-
minants are all non-zero from the Proposition 2.1 or Corollary 2.1. So that we have proven that
the leading coefficient of detnNM (〈S|,K, {ξ}) is non-zero so it is non-zero for almost any choice
of the parameters.
We have already proven that the possibility to introduce such type of basis implies that the
transfer matrix spectrum is w-simple, we want to show that in general the transfer matrix is
diagonalizable with simple spectrum provided we impose some further requirements on the twist
matrix.
Proposition 2.5. Let us assume that K ∈ End(Cn) is diagonalizable with simple spectrum on
C
n, then, almost for any values of the inhomogeneities, it holds:
〈t|t〉 6= 0, (2.47)
where |t〉 and 〈t| are the unique eigenvector and eigencovector associated to t(λ) a generic eigen-
value of T (K)(λ, {ξ}) so that T (K)(λ, {ξ}) is diagonalizable with simple spectrum.
Proof. As we have already proven, if we impose:
ξa = aξ ∀a ∈ {1, ..., N}, (2.48)
then it follows that the T (K)(ξl, {ξ}) are polynomials of degree N − 1 in ξ for all l ∈ {1, ..., N}:
T (K)(ξl, {ξ}) = ξ
N−1T
(K)
l,N−1 +
N−2∑
a=0
cl,aξ
aTl,a , (2.49)
with
T
(K)
l,N−1 ≡ cl,N−1Kl, with cl,N−1 = (−1)
N−l(l − 1)!(N − l)! . (2.50)
Under the condition that K is diagonalizable with simple spectrum on Cn, it follows that
the T
(K)
l,N−1 for all l ∈ {1, ..., N} form a system of N operators simultaneously diagonalizable and
with simple spectrum. In particular, let us denote:
〈Ka, j|Ka = kj〈Ka, j| and Ka|Ka, j〉 = |Ka, j〉kj ∀(a, j) ∈ {1, ..., N} × {1, ..., n}, (2.51)
where we can fix their normalization by imposing:
〈Ka, r|Ka, s〉 = δr,s (2.52)
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we have that the common left and right eigenbasis of the T
(K)
l,N−1 read:
〈th1,...,hN | =
N⊗
a=1
〈Ka, ha|, |th1,...,hN 〉 =
N⊗
a=1
|Ka, ha〉 ∀(h1, ..., hN ) ∈ {1, ..., n}
N , (2.53)
with:
〈th1,...,hN |T
(K)(ξl, {ξ}) = ξ
N−1cl,N−1khl〈th1,...,hN |+O(ξ
N−2), (2.54)
T (K)(ξl, {ξ})|th1,...,hN 〉 = |th1,...,hN 〉ξ
N−1cl,N−1khl +O(ξ
N−2). (2.55)
By using now the following interpolation formula:
T (K)(λ, {ξ}) = trK
N∏
a=1
(λ− ξa) +
N∑
a=1
N∏
b6=a,b=1
λ− ξb
ξa − ξb
T (K)(ξa, {ξ}), (2.56)
we get that for general values of the spectral parameter λ the transfer matrix T (K)(λ, {ξ}) is a
polynomial of degree N in ξ with the following expansion:
T (K)(λ, {ξ}) = ξN (−1)NN !trK + (−1)N−1ξN−1
N∑
a=1
N∏
b6=a,b=1
b
a− b
T
(K)
a,N−1 + Tˆ
(K)(λ, ξ), (2.57)
where Tˆ (K)(λ, ξ) is a polynomial in ξ of order N − 2. So the left and right states 〈th1,...,hN |
and |th1,...,hN 〉 are left and right eigenstates of the leading terms in ξ of T
(K)(λ, {ξ}). Note that
this implies that for any eigenvalue t(λ) of T (K)(λ, {ξ}) denoted with 〈t| and |t〉 the associated
eigencovectors and eigenvectors there exists a unique set (h1, ..., hN ) ∈ {1, ..., n}
N such that:
lim
ξ→∞
ξ1−N
〈t|
nt,L(ξ)
T (K)(ξl, {ξ}) = cl,N−1khl〈th1,...,hN |, (2.58)
and for almost any finite λ:
lim
ξ→∞
ξ1−N 〈t| (T (K)(λ, {ξ}) − ξN (−1)NN !trK) =
= (−1)N−1(
N∑
a=1
ca,N−1kha
N∏
b6=a,b=1
b
a− b
)〈th1,...,hN | , (2.59)
once the nonzero normalization nt,L(ξ) of the eigencovector is chosen properly and similar limits
for the eigenvectors. So that it has to hold:
lim
ξ→∞
〈t|
nt,L(ξ)
= 〈th1,...,hN |, lim
ξ→∞
|t〉
nt,R(ξ)
= |th1,...,hN 〉, (2.60)
which in particular implies that:
lim
ξ→∞
〈t|t〉
nt,L(ξ)nt,R(ξ)
= 〈th1,...,hN |th1,...,hN 〉 = 1, (2.61)
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and by the continuity argument it implies our statement
〈t|t〉 6= 0 (2.62)
almost for any values of the inhomogeneities. This statement is true for the left and right
eigenstates associated to any eigenvalue of the transfer matrix. Together with the already
proven w-simplicity of the transfer matrix spectrum this implies that there is no nontrivial
Jordan block associated to any transfer matrix eigenvalue. Indeed, in a non trivial Jordan block
the right and left eigenvectors are orthogonal. So the transfer matrix is diagonalizable with
simple spectrum.
2.4 Further examples as deformation of the Y (gln) case
Let us consider an R-matrix,
Ra,b(λa, λb|η) ∈ End(Va ⊗ Vb), with Va = C
n, Vb = C
n, n ∈ N∗ (2.63)
that is regular and continuous in its parameters λa, λb ∈ C, η ∈ C (to be more precise, we
consider in particular cases where the R-matrix is indeed a trigonometric or elliptic polynomial
of these parameters), solution of the Yang-Baxter equation written in End(Va ⊗ Vb ⊗ Vc),
Ra,b(λa, λb|η)Ra,c(λa, λc|η)Rb,c(λb, λc|η) = Rb,c(λb, λc|η)Ra,c(λa, λc|η)Ra,b(λa, λb|η) , (2.64)
and let us denote by SYBη ⊂ End(C
n) the set of the scalar solution of the Yang-Baxter equation:
Ra,b(λa, λb|η)KaKb = KbKaRa,b(λa, λb|η) ∈ End(Va ∈ Vb ⊗ Vc), (2.65)
for any K ∈SYBη, i.e. the set of symmetries of the considered R-matrix. Then we can define
the following monodromy matrix,
M (K)a (λ, {ξ1, ..., ξN}|η) ≡ KaRa,N (λa, ξN |η) · · ·Ra,1(λa, ξ1|η), (2.66)
which satisfies the Yang-Baxter equation,
Ra,b(λa, λb|η)M
(K)
a (λa, {ξ}|η)M
(K)
b (λb, {ξ}|η) =M
(K)
b (λb, {ξ}|η)M
(K)
a (λb, {ξ}|η)Ra,b(λa, λb|η)
(2.67)
in End(Va⊗Vb⊗H), withH ≡ ⊗
N
l=1Vl and its dimension d = n
N . Hence it defines a representation
of the Yang-Baxter algebra associated to this R-matrix and the following one parameter family
of commuting transfer matrices:
T (K)(λ, {ξ}|η) ≡ trVaM
(K)
a (λ, {ξ}|η). (2.68)
In the following of this section, we use an upper index Y in the R-matrix and the monodromy
matrix and down index in the transfer matrix to evidence that these are those associated to the
rational Y (gln) case studied in the previous section. Then the following proposition holds:
Proposition 2.6. Let us assume that there exists η0 ∈ C, and continuous functions f(x, η) ∈
C0(C2) and g(x, η) ∈ C0(C2) such that up to a rescaling of the parameters λa and λb and trivial
overall normalization, the R-matrix satisfies the following Yangian R-matrix limit,
lim
η→η0
Ra,b(f(λa, η), g(λb, η)|η) = R
Y
a,b(λa − λb), (2.69)
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then,
〈h1, ..., hN | ≡ 〈S|
N∏
a=1
(T (K)(ξa, {ξ}|η))
ha ∀{h1, ..., hN} ∈ {0, ..., n − 1}
⊗N , (2.70)
is a covector basis of H∗ for almost any choice of the covector 〈S|, of the value of η ∈ C and of
the inhomogeneities parameters under the only condition that the given K ∈SYBη is w-simple
on Cn. In particular, for almost all the value of η ∈ C and of the inhomogeneities parameters,
the covector in H∗ of tensor product form:
〈S| ≡
N⊗
a=1
〈S, a|, (2.71)
can be chosen as soon as we take for 〈S, a| a local covector in V ∗a such that
〈S, a|Kha with h ∈ {0, ..., n − 1}, (2.72)
form a covector basis for Va for any a ∈ {1, ..., N}, the existence of 〈S, a| being implied by the
fact that K is w-simple.
Proof. Let us define the nN × nN matrix M (〈S|,K, {ξ}, η) with elements:
Mi,j ≡ 〈h1(i), ..., hN (i)|ej〉, ∀i, j ∈ {1, ..., n
N} (2.73)
where we have defined uniquely the N -tuple (h1(i), ..., hN (i)) ∈ {1, ..., n}
⊗N by the isomorphism
introduced in the previous section. Then the condition that the set (2.35) form a basis of covector
in H∗ is equivalent to the condition:
detnNM (〈S|,K, {ξ}, η) 6= 0. (2.74)
Here, we assume that the R-matrix and so the transfer matrix are smooth functions of their
parameters: the transfer matrix is a polynomial in the parameters of theK matrix and in general
a polynomial or a trigonometric or an elliptic polynomial in the parameters {ξ1, ..., ξN} and η.
Then the determinant detnNM (〈S|,K, {ξ}, η) is itself a smooth functions of its parameters (of
the same type of the transfer matrix) and it is moreover a polynomial in the coefficients 〈S|ej〉
of the covector 〈S|. Taking that into account, it is enough to prove that the condition (2.40)
holds for some special limit on the parameters to prove that it is true for almost any value of
the parameters. Hence, as the following rational limit
MY (〈S|,K, {ξ}) = lim
η→η0
M (〈S|,K, {g(ξ, η)}, η) , (2.75)
is satisfied as a consequence of the fact that the transfer matrix reduces to T
(K)
Y (λ, {ξ}), the
K-twisted rational gln transfer matrix, our current proposition is proven as a consequence of
the one shown in the previous section for the rational case.
We can similarly prove a statement about the diagonalizability and the simple spectrum for
these more general transfer matrices once we impose some further requirements on the twist
matrix. In fact, the following proposition holds
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Proposition 2.7. Let us assume that there exists η0 ∈ C, f(x, η) ∈ C
0(C2) and g(x, η) ∈ C0(C2)
such that the R-matrix satisfies the following Yangian limit:
lim
η→η0
Ra,b(f(λa, η), g(λb, η)|η) = R
Y
a,b(λa − λb) , (2.76)
to the rational gln R-matrix, and let us assume that K ∈SYBη is diagonalizable with simple
spectrum on Cn, then, almost for any values of the inhomogeneities and η, it holds:
〈t|t〉 6= 0, (2.77)
where |t〉 and 〈t| are the unique eigenvector and eigencovector associated to t(λ) a generic eigen-
value of T (K)(λ, {ξ}|η) so that T (K)(λ, {ξ}|η) is diagonalizable with simple spectrum.
Proof. We have already proven these statements for T
(K)
Y (λ, {ξ}), the K-twisted rational gln
transfer matrix, the continuity argument implies then that these statements are true also for
almost any value of η.
Some comments are in order to conclude these general considerations linking the existence
of a basis such as (1.1) and the properties of the transfer matrix spectrum. At first let us stress
that the existence of a basis such as (1.1) is not enough to have the full SoV features. One
needs in addition to provide the necessary closure relations enabling for the computation of
the action of the transfer matrix on it for elements of the basis associated to boundary values
for the coordinates hj, namely if for some j, hj = dj − 1. As we will see in the following
sections this information is provided by the fusion relations satisfied by the transfer matrices.
They will lead to the spectrum characterization in the form of a quantum spectral curve. This
characterization of the spectrum is given in terms of secular equations of much lower degree
compared to the characteristic polynomial. In fact one gains an exponential factor going from
the exact diagonalization to the quantum spectral curve. Thus the essence of the integrability
properties of a given model is coming from the unraveling of the non trivial structure constants
of the commutative (and associative algebra) of conserved charges.
3 The quasi-periodic Y (gl2) fundamental model
The integrable quantum models associated to the fundamental representations of the Yang-
Baxter algebra for the rational and trigonometric 6-vertex R-matrix are the first natural models
for which it is interesting to make explicit our SoV basis construction. Indeed, on the one hand,
in several cases the SoV approach as proposed by Sklyanin (or some natural generalization of it)
applies also for these cases, and therefore we can make a comparison with the SoV construction
that we propose. On the other hand, we can already present cases for which the Sklyanin SoV
scheme does not work directly while our new scheme applies.
3.1 The Y (gl2) rational Yang-Baxter algebra
Here, we consider the rational 6-vertex R-matrix solution of the Yang-Baxter equation:
Ra,b(λ) ≡


λ+ η 0 0 0
0 λ η 0
0 η λ 0
0 0 0 λ+ η

 ∈ End(Va ⊗ Vb) (3.1)
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this is just R
(Y )
a,b (λ) of the previous section in the n = 2 case, where we have reintroduced a η
parameter for convenience, and Va , Vb are bidimensional linear spaces. Then any K ∈ End(C
2)
is a scalar solution of the Yang-Baxter equation:
Ra,b(λ)KaKb = KbKaRa,b(λ) , (3.2)
i.e. gives a symmetry of the rational 6-vertex R-matrix. Then we can define the following
monodromy matrix:
M (K)a (λ, {ξ1, ..., ξN}) ≡ KaRa,N (λa − ξN ) · · ·Ra,1(λa − ξ1) =
(
A(K)(λ) B(K)(λ)
C(K)(λ) D(K)(λ)
)
, (3.3)
which satisfies the Yang-Baxter equation with the rational 6-vertex R-matrix, so defining a fun-
damental spin 1/2 representation of the rational 6-vertex Yang-Baxter algebra and the following
one parameter family of commuting transfer matrices:
T (K)(λ, {ξ}) ≡ trVaM
(K)
a (λ, {ξ}). (3.4)
In the following we assume that the inhomogeneity condition
ξa 6= ξb + rη ∀a 6= b ∈ {1, ..., N} and r ∈ {−1, 0, 1}, (3.5)
is satisfied.
3.2 Sklyanin’s construction of the SoV basis
Let us now observe that the Sklyanin’s approach to SoV applies with the separate variables
generated by the operators zeros of B(K)(λ) if and only if the twist matrix satisfies the condition:
K =
(
a b 6= 0
c d
)
. (3.6)
However, let us remark that given a K ∈ End(C2) such that K 6= αI, for any α ∈ C, either it
satisfies this condition directly or it exists a W (K) ∈ End(C2) such that:
K¯ =
(
W (K)
)1
KW (K) =
(
a¯ b¯ 6= 0
c¯ d¯
)
, (3.7)
then we can use B(K¯)(λ) to generate the SoV variables for
T (K¯)(λ, {ξ}) ≡ trVaM
(K¯)
a (λ, {ξ}). (3.8)
Now from the identity:
T (K)(λ, {ξ}) =WKT
(K¯)(λ, {ξ})W−1K , with WK = ⊗
N
a=1W
(K)
a , (3.9)
then it follows that the separate variables for T (K)(λ, {ξ}) are generated by:
WKB
(K¯)(λ)W−1K = trVa[W
(K)
a
(
0 0
1 0
)
a
(
W (K)
)1
a
M (K)a (λ, {ξ})]. (3.10)
The previous discussion shows that for the fundamental spin 1/2 rational representation of
the 6-vertex Yang-Baxter algebra associated to the symmetry matrix K ∈ End(C2) such that
K 6= αI, for any α ∈ C, either one can use directly the Sklyanin’s definition of SoV or one can
easily redefine the SoV generators by using the symmetries of the rational 6-vertex matrix.
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3.3 Our approach to the SoV basis
The general property as described in Proposition 2.4 for the SoV basis applies to this special
case n = 2. Let us see in this framework how it works concretely. We define,
〈h1, ..., hN | ≡ 〈S|
N∏
a=1
(
T (K)(ξa, {ξ})
a(ξa)
)ha for any {h1, ..., hN} ∈ {0, 1}
⊗N , (3.11)
where we have set,
a(λ− η) = d(λ) =
N∏
a=1
(λ− ξa), (3.12)
to introduce the above normalization for reasons to become clear later on. If for simplicity we
take the state 〈S| of the following tensor product form:
〈S| =
N⊗
a=1
(x, y)a, (3.13)
then for any matrix K ∈ End(C2) not proportional to the identity matrix, it holds that,
(x, y)Ki−1 for i = 1, 2 (3.14)
form a covector basis for almost any x, y ∈ C. Indeed, denoting as usual the canonical basis of
C
2 by |ej〉 for j = 1, 2, we have,
det||
(
(x, y)Ki−1|ej〉
)
i,j∈{1,2}
|| = det
(
x y
ax+ cy bx+ dy
)
= bx2 + (d− a)xy + cy2 (3.15)
which under the condition K 6= αI, for any α ∈ C, is non-zero for almost all the values of
x, y ∈ C. This also implies that the above set of covectors is a basis for almost any choice of
x, y ∈ C.
3.4 Comparison of the two SoV constructions
Here we want to show that under some special choice of the covector 〈S|, when the twist matrix
K ∈ End(C2) is not proportional to the identity, our SoV left basis reduces to the SoV basis
associated to the Sklyanin’s construction for the K matrix satisfying (3.6) or otherwise to its
generalization described above. Let us start assuming that the K matrix satisfies (3.6), we can
write down explicitly the left eigenbasis of B(K)(λ), i.e. the Sklyanin’s SoV basis. Let us remark
that it holds:
A(K)(λ) = aA(λ) + bC(λ), B(K)(λ) = aB(λ) + bD(λ), (3.16)
C(K)(λ) = cA(λ) + dC(λ), D(K)(λ) = cB(λ) + dD(λ), (3.17)
in terms of the elements of the original untwisted monodromy matrix. It is well known that it
holds:
〈0|A(λ) = a(λ)〈0|, 〈0|B(λ) = 0, (3.18)
〈0|D(λ) = d(λ)〈0|, 〈0|C(λ) 6= 0, (3.19)
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where we have defined:
〈0| =
N⊗
a=1
(1, 0)a. (3.20)
So that it holds:
〈0|B(K)(λ) = bd(λ)〈0| (3.21)
and by the Yang-Baxter commutation relations it follows:
〈h1, ..., hN |B
(K)(λ) ≡ b
N∏
a=1
(λ− ξa + haη)〈h1, ..., hN |, (3.22)
where we have defined:
〈h1, ..., hN | ≡ 〈0|
N∏
a=1
(
A(K)(ξa, {ξ})
a(ξa)
)ha for any {h1, ..., hN} ∈ {0, 1}
⊗N , (3.23)
so that B(K)(λ) is diagonalizable with simple spectrum. Now, let us prove that in fact our SoV
basis coincides with the above basis, i.e. it holds:
〈h1, ..., hN | = 〈h1, ..., hN | for any {h1, ..., hN} ∈ {0, 1}
⊗N (3.24)
as soon as we take:
〈S| = 〈0| . (3.25)
The proof is done by induction just using the identity,
〈0|D(K)(ξa) = 0 ∀a ∈ {1, ..., N} , (3.26)
and the Yang-Baxter commutation relations:
A(K) (µ)D(K) (λ) = D(K) (λ)A(K) (µ) +
η
λ− µ
(B(K) (λ)C(K) (µ)−B(K) (µ)C(K) (λ)). (3.27)
Let us assume that our statement holds for any state:
〈h1, ..., hN | = 〈h1, ..., hN | with l =
N∑
a=1
ha ≤ N − 1, (3.28)
and let us show it for any state with l + 1. To this aim we fix a state in the above set and we
denote with π a permutation on the set {1, ..., N} such that:
hπ(a) = 1 for a ≤ l and hπ(a) = 0 for l < a (3.29)
and let us take c ∈ {π(l + 1), ..., π(N)} and let us compute:
〈h1, ..., hN |T
(K)(ξc, {ξ}) = 〈0|
A(K)(ξπ(1), {ξ})
d(ξπ(1) − η)
· · ·
A(K)(ξπ(l), {ξ})
d(ξπ(l) − η)
(A(K)+D(K))(ξc, {ξ}), (3.30)
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so that we have just to prove that,
〈0|
A(K)(ξπ(1), {ξ})
d(ξπ(1) − η)
· · ·
A(K)(ξπ(l), {ξ})
d(ξπ(l) − η)
D(K)(ξc, {ξ}) = 0. (3.31)
From the commutation relation (3.27), the above covector can be rewritten as it follows:
〈0|
A(K)(ξπ(1), {ξ})
d(ξπ(1) − η)
· · ·
A(K)(ξπ(l−1), {ξ})
d(ξπ(l−1) − η)
d−1(ξπ(l) − η)(D
(K)(ξc, {ξ})A
(K)
(
ξπ(l), {ξ}
)
+η(B(K) (ξc, {ξ})C
(
ξπ(l), {ξ}
)
−B(K)
(
ξπ(l), {ξ}
)
C (ξc, {ξ}))/(ξc − ξπ(l))) , (3.32)
which reduces to:
〈0|
A(K)(ξπ(1), {ξ})
d(ξπ(1) − η)
· · ·
A(K)(ξπ(l−1), {ξ})
d(ξπ(l−1) − η)
D(K)(ξc, {ξ})
A(K)(ξπ(l), {ξ})
d(ξπ(l) − η)
(3.33)
once we observe that the state on the left of B(K) (ξc, {ξ}) and B
(K)
(
ξπ(l), {ξ}
)
are left eigen-
states of B(K) (λ, {ξ}) with eigenvalue zeros at λ = ξπ(l), ξc. That is we can perform the com-
mutation of A(K)
(
ξπ(l), {ξ}
)
with D(K)(ξc, {ξ}) in the covector 3.31 and by the same argument
of A(K)
(
ξπ(r), {ξ}
)
with D(K)(ξc, {ξ}) for any r ≤ l− 1 up to bring D
(K)(ξc, {ξ}) completely to
the left acting on 〈0| which proves (3.31) as a consequence of (3.26). Let us also mention that
one can prove directly, using the Yang-Baxter commutation relations, that our SoV basis is an
eigenstate basis of the operator B(K)(λ).
Finally, let us assume that K does not satisfy (3.6) but it isn’t proportional to the identity.
Then we can apply the generalization of the Sklyanin’s construction w.r.t. the K¯ satisfying
(3.6). Now the generalized Sklyanin’s left SoV basis is the left eigenbasis of the operator family
WKB
(K¯)(λ)W−1K given by:
〈h1, ..., hN | ≡ 〈0|
N∏
a=1
(
A(K¯)(ξa, {ξ})
a(ξa)
)haW−1K for any {h1, ..., hN } ∈ {0, 1}
⊗N , (3.34)
and it holds:
〈h1, ..., hN |WKB
(K¯)(λ, {ξ})W−1K ≡ b¯
N∏
a=1
(λ− ξa + haη)〈h1, ..., hN |. (3.35)
Repeating the argument proven above then it holds:
〈0|
N∏
a=1
(
A(K¯)(ξa, {ξ})
a(ξa)
)ha = 〈0|
N∏
a=1
(
T (K¯)(ξa, {ξ})
a(ξa)
)ha , (3.36)
and so from the identity T (K)(λ, {ξ}) =WKT
(K¯)(λ, {ξ})W−1K it follows:
〈0|
N∏
a=1
(
A(K¯)(ξa, {ξ})
a(ξa)
)haW−1K = 〈S|
N∏
a=1
(
T (K)(ξa, {ξ})
a(ξa)
)ha (3.37)
once we fix:
〈S| = 〈0|W−1K , (3.38)
i.e. our SoV basis coincides with the generalized Sklyanin’s one with a special choice of the 〈S|
covector for any K 6= αI, for any α ∈ C, for which both do exist.
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3.5 Transfer matrix spectrum in our SoV scheme
Let us show here how to characterize the transfer matrix spectrum in our new SoV scheme. In
our introductory sections, we have anticipated that in our SoV basis the separate relations are
given directly by the particularization of the fusion relations in the spectrum of the separate
variables. In the case at hand these fusion relations just reduces to the following identities:
T (K)(ξa, {ξ})T
(K)(ξa − η, {ξ}) = q-detM
(K)(ξa, {ξ}), ∀a ∈ {1, ..., N}, (3.39)
where:
q-detM (K)(λ, {ξ}) = a(λ)d(λ − η)detK (3.40)
is the quantum determinant given as the quadratic expression,
q-detM (K)(λ, {ξ}) = A(K)(λ, {ξ})D(K)(λ− η, {ξ}) −B(K)(λ, {ξ})C(K)(λ− η, {ξ}) , (3.41)
and three other equivalent ones. One has to add the knowledge of the analytic properties of the
transfer matrix that we can easily derive. In fact, T (K)(λ, {ξ}) is a polynomial of degree 1 in all
the ξa and of degree N in λ with the following leading central coefficient:
lim
λ→+∞
λ−NT (K)(λ, {ξ}) = trK . (3.42)
Introducing the notation
ga(λ) =
N∏
b6=a,b=1
λ− ξb
ξa − ξb
, (3.43)
the following theorem holds:
Theorem 3.1. Let us assume that K 6= αI, for any α ∈ C, and that the inhomogeneities
{ξ1, ..., ξN} ∈ C
N satisfy the condition (3.5), then the spectrum of T (K)(λ, {ξ}) is characterized
by:
ΣT (K) =
{
t(λ) : t(λ) = trK
N∏
a=1
(λ− ξa) +
N∑
a=1
ga(λ)xa, ∀{x1, ..., xN} ∈ ΣT
}
, (3.44)
ΣT is the set of solutions to the following inhomogeneous system of N quadratic equations:
xn[trK
N∏
a=1
(ξn − ξa − η) +
N∑
a=1
ga(ξn − η)xa] = a(ξn)d(ξn − η)detK, ∀n ∈ {1, ..., N}, (3.45)
in N unknown {x1, ..., xN}. Moreover, T
(K)(λ, {ξ}) has w-simple spectrum and for any t(λ) ∈
ΣT (K) the associated unique (up-to normalization that we take to be given by 〈S|t〉 = 1) eigen-
vector |t〉 has the following factorized wave-function in the left SoV basis:
〈h1, ..., hN |t〉 =
N∏
n=1
(
t(ξn)
a(ξn)
)hn
. (3.46)
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Proof. Let us start observing that the inhomogeneous system of N quadratic equations (3.45) in
N unknown {x1, ..., xN} is nothing else but the rewriting of the transfer matrix fusion equations:
t(ξa)t(ξa − η) = q-detM
(K)(ξa, {ξ}), ∀a ∈ {1, ..., N}, (3.47)
for the set of all the polynomials of degree N of the form:
t(λ) = trK λN +
N∑
a=1
taλ
a−1, (3.48)
where we have used for these functions the interpolation formula in the points {ξ1, ..., ξN}. Then,
it is clear that any eigenvalue of the transfer matrix T (K)(λ, {ξ}) is solution of this system, i.e.
(3.47), and that the associated right eigenvector |t〉 admits the characterization (3.46) in the left
SoV basis. So we are left with the proof of the reverse statement, i.e. that any polynomial t(λ)
of the above form satisfying this system is an eigenvalue of the transfer matrix. We will prove
this by showing that the vector |t〉 characterized by (3.46) is a transfer matrix eigenstate, i.e.
we have to show:
〈h1, ..., hN |T
(K)(λ, {ξ})|t〉 = t(λ)〈h1, ..., hN |t〉, ∀{h1, ..., hN} ∈ {0, 1}
⊗N . (3.49)
Let us define:
ξ(h)a = ξa − hη, h ∈ {0, 1}, (3.50)
and let us write the following interpolation formula for the transfer matrix:
T (K)(λ, {ξ}) = trK
N∏
a=1
(λ− ξ(ha)a ) +
N∑
a=1
N∏
b6=a,b=1
λ− ξ
(hb)
b
ξ
(ha)
a − ξ
(hb)
b
T (K)(ξ(ha)a , {ξ}), (3.51)
and use it to act on the generic element of the left SoV basis. Then, we have:
〈h1, ..., ha, ..., hN |T
(K)(ξ(ha)a , {ξ})|t〉 =
{
a(ξa)〈h1, ..., h
′
a = 1, ..., hN |t〉 if ha = 0
q-detM (K)(ξa, {ξ})
〈h1,...,h′a=0,...,hN |t〉
a(ξa)
if ha = 1
(3.52)
which by the definition of the state |t〉 can be rewritten as:
〈h1, ..., ha, ..., hN |T
(K)(ξ(ha)a , {ξ})|t〉 =


t(ξa)
∏N
n 6=a,n=1
(
t(ξn)
a(ξn)
)hn
if ha = 0
q-detM (K)(ξa,{ξ})
a(ξa)
∏N
n 6=a,n=1
(
t(ξn)
a(ξn)
)hn
if ha = 1
(3.53)
and finally by the equation (3.47) reads:
〈h1, ..., ha, ..., hN |T
(K)(ξ(ha)a , {ξ})|t〉 =


t(ξa)
∏N
n 6=a,n=1
(
t(ξn)
a(ξn)
)hn
if ha = 0
t(ξa − η)
∏N
n=1
(
t(ξn)
a(ξn)
)hn
if ha = 1
, (3.54)
and so:
〈h1, ..., ha, ..., hN |T
(K)(ξ(ha)a , {ξ})|t〉 = t(ξ
(ha)
a )〈h1, ..., ha, ..., hN |t〉, (3.55)
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from which we have, using the polynomial interpolation,
〈h1, ..., hN |T
(K)(λ, {ξ})|t〉 = (trK
N∏
a=1
(λ− ξ(ha)a ) +
N∑
a=1
N∏
b6=a,b=1
λ− ξ
(hb)
b
ξ
(ha)
a − ξ
(hb)
b
t(ξ(ha)a ))〈h1, ..., hN |t〉,
(3.56)
proving our statement.
Let us comment that the same characterization of the transfer matrix eigenvalues and eigen-
vectors is obtained in the Sklyanin’s like SoV representations. This is natural as we have shown
that under special choice of the covector 〈S | the two SoV basis coincide. Nevertheless, it is
worth remarking the slightly different point of view that we used here. In the Sklyanin’s like
SoV approach the fusion relations are derived as compatibility conditions for the existence of
nonzero eigenvectors. Here, instead, they are used as the starting point to prove that the vectors
| t 〉 of the form (3.46) are indeed eigenvectors of the transfer matrix.
The previous characterization of the spectrum allows to introduce a functional equation
which provides an equivalent characterization of it, by the so-called quantum spectral curve,
which in the case at hand is a second order Baxter difference equation.
Theorem 3.2. Let us assume that K 6= αI, for any α ∈ C, and has at least one non-zero
eigenvalue (The case where K is a pure Jordan block with eigenvalue zero is not very interesting
as in that situation the transfer matrix is quite degenerated being proportional to the nilpotent
operator B(λ) or C(λ); however, our method would anyway work in those cases too), that the
inhomogeneities {ξ1, ..., ξN} ∈ C
N satisfy the condition (3.5). Moreover, let us introduce the
coefficients:
α(λ) = β(λ)β(λ− η), β(λ) = k0a(λ), (3.57)
where k0 6= 0 is solution of the equation:
k20 − k0 trK + detK = 0, (3.58)
i.e. k0 is a non-zero eigenvalue of the matrixK, and let t(λ) be an entire function of λ, then
t(λ) is an element of the spectrum of T (K)(λ, {ξ}) if and only if there exists a unique polynomial:
Qt(λ) =
M∏
a=1
(λ− λa), with M ≤ N such that λa 6= ξb, (3.59)
for any (a, b) ∈ {1, ...,M} × {1, ..., N}, such that t(λ) and Qt(λ) are solutions of the following
quantum spectral curve functional equation:
α(λ)Qt(λ− 2η) − β(λ)t(λ− η)Qt(λ− η) + q-detM
(K)(λ, {ξ})Qt(λ) = 0. (3.60)
Moreover, up to a normalization the associated transfer matrix eigenvector |t〉 admits the fol-
lowing rewriting in the left SoV basis:
〈h1, ..., hN |t〉 = k
∑N
n=1 hn
0
N∏
n=1
Qt(ξ
(hn)
n ). (3.61)
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Proof. Let us start assuming the existence of Qt(λ) satisfying with t(λ) the functional equa-
tion (3.60), then it follows that t(λ) is a polynomial of degree N with leading coefficient tN+1
satisfying the equation:
k20 − k0 tN+1 + detK = 0, (3.62)
which imposes tN+1 =trK = k0 + k1, where k1 is the second eigenvalue or k1 = k0 if K has a
non-trivial Jordan block. Now from the identities:
q-detM (K)(ξa + η, {ξ}) = α(ξa) = 0, (3.63)
we have that the functional equation reduces to the system of equations:
−t(ξa − η)Qt(ξa − η) + k1d(ξa − η)Qt(ξa) = 0, (3.64)
k0a(ξa)Qt(ξa − η)− t(ξa)Qt(ξa) = 0, (3.65)
once computed in the points ξa and ξa + η, from which it follows:
t(ξa − η)
t(ξa)Qt(ξa)
k0a(ξa)
= k1d(ξa − η)Qt(ξa) (3.66)
which being Qt(ξa) 6= 0 implies that t(λ) satisfies also the system of equations (3.47), for any
a ∈ {1, ..., N}, so that t(λ) is a transfer matrix eigenvalue for the previous theorem.
Let us now prove the reverse statement, i.e. we assume that t(λ) is a transfer matrix
eigenvalue and we want to prove the existence of the polynomial Qt(λ) satisfying the functional
equation. The l.h.s. of the equation is a polynomial in λ of maximal degree 2N + M, with
M ≤ N , so that if we prove that it is zero in 3N + 1 different points we have proven the
functional equation. The leading coefficient of this polynomial is zero thanks to (3.58) once we
ask that t(λ) is a transfer matrix eigenvalue. It is easy to remark that in the points ξa − η,
for any a ∈ {1, ..., N}, the functional equation is directly satisfied. Finally, it is satisfied in the
2N points ξa and ξa + η, for any a ∈ {1, ..., N}, if the system (3.64)-(3.65) is satisfied. As a
consequence of the fact that t(λ) satisfies (3.47), this last system reduces e.g. to the system of
the second N equations:
k0a(ξa)Qt(ξa − η) = t(ξa)Qt(ξa), (3.67)
that one can prove to be satisfied by a polynomial Qt(λ) of the form (3.59), see for example [49].
Moreover, following the proof of the Theorem 2.3 of [49] one can prove also here that the function
Qt(λ) is unique. Finally, from the identities:
N∏
n=1
Qt(ξn)
N∏
n=1
(
t(ξn)
a(ξn)
)hn
= k
∑N
n=1 hn
0
N∏
n=1
Qt(ξ
(hn)
n ), (3.68)
our statement on the representation of the transfer matrix eigenstate in the left SoV basis
follows.
4 The quasi-periodic XXZ spin-1/2 fundamental model
Let us consider here the trigonometric 6-vertex R-matrix:
R12(λ) =


sinh(λ+ η) 0 0 0
0 sinhλ sinh η 0
0 sinh η sinhλ 0
0 0 0 sinh(λ+ η)

 , (4.1)
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which is a solution of the Yang-Baxter equation:
R12(λ− µ)R13(λ)R23(µ) = R23(µ)R13(λ)R12(λ− µ). (4.2)
The following family of 2× 2 matrices:
K
(a,α)
0 =
[
δ0,a
(
eα 0
0 e−α
)
0
+ δ1,a
(
0 eα
e−α 0
)
0
]
, ∀(a, α) ∈ {0, 1} × C2, (4.3)
characterizes the symmetries of the trigonometric 6-vertex R-matrix:
R12(λ− µ)K
(a,α)
1 K
(a,α)
2 = K
(a,α)
2 K
(a,α)
1 R12(λ− µ), (4.4)
i.e. the scalar solutions of the trigonometric 6-vertex Yang-Baxter equation. Let us comment
that we can add a normalization factor to this matrix which allows to describe also the case in
which one (a = 0 case) or both (a = 1 case) the eigenvalues of K are zero while K stays w-
simple. While our SoV basis construction applies also for these degenerate cases, we omit them
to simplify the notations as these special cases correspond to simple transfer matrices, coinciding
with one of the elements of the monodromy matrix and for which direct diagonalization methods
exist already. Then by using the R-matrix as Lax operator and the K-matrix as symmetry twist
we can construct the monodromy matrices (Unless they play an explicit role, and to simplify
the notations, we omit the upper indices in the matrix K when it is used as un upper index
itself for the monodromy and transfer matrices):
M
(K)
0 (λ) = K
(a,α)
0 R0N (λ− ξN ) . . . R01(λ− ξ1) =
(
A(λ) B(λ)
C(λ) D(λ)
)
(4.5)
solutions to the trigonometric 6-vertex Yang-Baxter equation:
R12(λ− µ)M
(K)
1 (λ)M
(K)
2 (µ) =M
(K)
2 (µ)M
(K)
1 (λ)R12(λ− µ), (4.6)
in the 2N -dimensional representation space:
H = ⊗Nn=1Hn. (4.7)
Then the associated transfer matrices:
T (K)(λ) = tr0M
(K)
0 (λ) ∈ End(H), (4.8)
defines a one parameter family of commuting operators. As in the rational case, in the following
we assume that the inhomogeneity condition
ξa 6= ξb + rη + imπ ∀a 6= b ∈ {1, ..., N} , r ∈ {−1, 0, 1} and m ∈ Z (4.9)
is satisfied. The main properties enjoyed by this transfer matrices are collected in the following
Lemma.
Lemma 4.1. The transfer matrix satisfies the following fusion equations:
T (K)(ξa)T
(K)(ξa − η) = q-detM
(K)(ξa), ∀a ∈ {1, ..., N}, (4.10)
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where:
q-detM (K)(λ) = a(λ)d(λ− η)detK(a,α) (4.11)
with
a(λ− η) = d(λ) =
N∏
n=1
sinh(λ− ξn), detK
(a,α) = (−1)a (4.12)
is the quantum determinant a one-parameter family of central elements of the Yang-Baxter
algebra, which admits the following quadratic form in the generator of the Yang-Baxter algebra:
q-detM (K)(λ) = A(K)(λ)D(K)(λ− η)−B(K)(λ)C(K)(λ− η) (4.13)
and others three equivalent ones. Moreover, T (K)(λ) is a trigonometric polynomial of degree 1
in all the ξn and of degree N in λ with the following leading operator coefficients:
T±N (Sz) ≡ lim
λ→±∞
e∓λNT (K
(a,α))(λ) = δ0,a
(−1)(1∓1)
N
2 e±(
ηN
2
−
∑N
n=1 ξn)
2N−1
cosh(
η
2
Sz ± α), (4.14)
where:
Sz =
N∑
n=1
σzn. (4.15)
Moreover, it is interesting to present explicitly the interpolation formula for the transfer
matrix which follows from the previous lemma:
Lemma 4.2. Let us take the generic K
(a,α)
6= vI, for any v ∈ C, then the transfer matrix:
T (K
(a,α)
)(λ) = [δ0,a(e
αA(λ)− e−αD(λ)) + δ1,a(e
αC(λ)− e−αB(λ))], (4.16)
for any choice of {h1, ..., hN} ∈ {0, 1}
N admits the following interpolation formula:
T (K
(a,α)
)(λ) = 2iδ0,a
coshα cosh(ηSz/2)
sinh th1,...,hN
N∏
n=1
sinh(λ− ξ(hn)n )+
N∑
n=1
(
sinh(th1,...,hN + λ− ξ
(hn)
n )
sinh th1,...,hN
)δ0,a N∏
b6=n,b=1
sinh(λ− ξ
(hb)
b )
sinh(ξ
(hn)
n − ξ
(hb)
b )
T (K
(a,α)
)(ξ(hn)n ),
(4.17)
where we have defined:
th1,...,hN = η(
N
2
−
N∑
n=1
hn) +
iπ
2
, (4.18)
and moreover it holds:
δ0,a
∑
ǫ=±1
ǫeǫ(
ηN
2
−
∑N
n=1 hn) cosh(
η
2
Sz + ǫα) =
N∑
a=1
T (K
(a,α)
)(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )
, (4.19)
which in the case (a = 0, α = iπ/2) reads:
sinhSz =
1
2ik cosh η(N2 −
∑N
n=1 hn)
N∑
a=1
T (K
(a=0,α=ipi/2)
)(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )
. (4.20)
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Proof. The proof just follows matching the known leading asymptotic of the transfer matrix
T (K
(a,α)
)(λ) with that corresponding to the general interpolation formula:
Th1,...,hN
N∏
n=1
sinh(λ− ξ(hn)n ) +
N∑
n=1
(
sinh(th1,...,hN + λ− ξ
(ha)
a )
sinh th1,...,hN
)δ0,a
×
×
N∏
b6=n,b=1
sinh(λ− ξ
(hb)
b )
sinh(ξ
(hn)
n − ξ
(hb)
b )
T (K
(a,α)
)(ξ(hn)n ), (4.21)
fixing th1,...,hN by (4.18).
4.1 Our approach to the SoV basis
The general construction for the SoV basis applies to this special case. Let us see in this
framework how it works.
Theorem 4.1. For almost any choice of 〈S|, of K
(a,α)
6= vI, for any v ∈ C, and under the
condition (4.9), then the following set of covectors:
〈h1, ..., hN | ≡ 〈S|
N∏
n=1
(
T (K)(ξn)
(eα)δ0,aa(ξn)
)hn for any {h1, ..., hN} ∈ {0, 1}
⊗N , (4.22)
forms a covector basis of H. In particular, we can take the state 〈S| of the following tensor
product form:
〈S| =
N⊗
a=1
(x, y)a, (4.23)
asking that xy 6= 0 in the case K
(a=0,α)
6= vI, for any v ∈ C, while asking that y 6= ±eαx in the
case K
(a=1,α)
.
Proof. The proof proceed taking the limit of the trigonometric R-matrix toward the rational
case as explained in the general subsection 2.4. In particular, we have a basis choosing the state
of the above factorized form once the condition:
det||
(
(x, y)Ki−1ej(a)
)
i,j∈{1,2}
|| = det
(
x y
Ax+ Cy Bx+Dy
)
= Bx2 + (D −A)xy +Cy2,
(4.24)
is satisfied, where we have defined:
A = δ0,ae
α, D = δ0,ae
−α, B = δ1,ae
α, C = δ0,ae
−α, (4.25)
which clearly leads to the given requirements on the components x, y ∈ C of the two dimensional
covector.
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4.2 Comparison with the Sklyanin’s SoV construction
Let us start recalling that the Sklyanin’s approach for the transfer matrices associated to the
trigonometric 6-vertex Yang-Baxter algebra have been developed only for the case of a twist
matrix of the form K
(a=1,α)
[32–35,38,39,50]. In the elliptic 8-vertex Yang-Baxter algebra it was
possible to analyze also transfer matrices associated to twist matrix K = I or σz [34,40,51,52],
however, only after the introduction of Baxter’s like gauge transformations. It can be interesting
to analyze if the trigonometric version of these Baxter’s gauge transformation allow also to
describe in the generalized Sklyanin’s approach the case K = I or σz. We leave this question
for further analysis, on the other hand, our approach to SoV applies for any K
(a,α)
6= vI.
So the comparison can be made only in the case K
(a=1,α)
for which we have:
Lemma 4.3. Let us fix a = 1, so that it holds:
A(K)(λ) = eαC(λ), B(K)(λ) = eαD(λ), (4.26)
C(K)(λ) = e−αA(λ), D(K)(λ) = e−αB(λ), (4.27)
and the Sklyanin’s SoV basis is the covector basis of B(K)(λ):
〈h1, ..., hN |B
(K)(λ) ≡ eα
N∏
a=1
sinh(λ− ξa + haη)〈h1, ..., hN |, (4.28)
where we have defined:
〈h1, ..., hN | ≡ 〈0|
N∏
a=1
(
A(K)(ξa, {ξ})
ia(ξa)
)ha for any {h1, ..., hN} ∈ {0, 1}
⊗N , (4.29)
so that B(K)(λ) is diagonalizable with simple spectrum. Then our SoV approach reproduces the
Sklyanin’s SoV approach, i.e. it holds:
〈h1, ..., hN | = 〈h1, ..., hN | for any {h1, ..., hN} ∈ {0, 1}
⊗N (4.30)
as soon as we fix:
〈S| =
N⊗
a=1
(1, 0)a. (4.31)
Proof. The proof is done by induction just by the same steps of the rational 6-vertex case, by
using the identity:
〈0|D(K)(ξa) = 0 (4.32)
and the following Yang-Baxter commutation relations:
A(K) (µ)D(K) (λ) = D(K) (λ)A(K) (µ) +
sinh η
sinh(λ− µ)
(B(K) (λ)C(K) (µ)−B(K) (µ)C(K) (λ)).
(4.33)
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4.3 Transfer matrix spectrum in our SoV scheme
Let us show here how in our SoV schema it is characterized the transfer matrix spectrum. In
our introductory chapter, we have anticipated that in our SoV basis the separate relations are
given directly by the particularization of the fusion relations at the spectrum of the separate
variables. Let us define:
g(a)n (λ) =
(
cosh(ηN/2 + λ− ξn)
cosh ηN/2
)δ0,a N∏
b6=n,b=1
sinh(λ− ξb)
sinh(ξn − ξb)
, (4.34)
then the following theorem holds.
Theorem 4.2. Let us assume that K 6= vI, for any v ∈ C, and that the inhomogeneities
{ξ1, ..., ξN} ∈ C
N satisfy the condition (4.9), then the spectrum of T (K)(λ) is characterized by:
ΣT (K) =
⋃
l={−N,2−N,....,+N−2,N}
Σ
(l)
T (K)
, (4.35)
where we have defined:
Σ
(l)
T (K)
=
=
{
t(λ) : t(λ) = 2δ0,a
coshα cosh(ηl/2)
cosh ηN/2
N∏
n=1
sinh(λ− ξn) +
N∑
n=1
g(a)n (λ)xn, ∀{x1, ..., xN} ∈ Σ
(l)
T
}
(4.36)
Σ
(l)
T is the set of solutions to the following inhomogeneous system of N quadratic equations:
xn[2δ0,a
coshα cosh(ηl/2)
cosh ηN/2
N∏
b=1
sinh(ξn − ξb − η) +
N∑
b=1
g
(a)
b (ξn − η)xb] =
= a(ξn)d(ξn − η)detK, (4.37)
in N unknown {x1, ..., xN}, where the integer l ∈ {−N, 2 − N, ....,+N − 2, N} is fixed without
ambiguity by the following sum rule:
δ0,a
∑
ǫ=±1
ǫeǫ
ηN
2 cosh(
η
2
l + ǫα) =
N∑
a=1
xa∏N
b6=a,b=1 sinh(ξa − ξb)
. (4.38)
Moreover, T (K)(λ, {ξ}) has w-simple spectrum and for any t(λ) ∈ ΣT (K) the associated unique
(up-to normalization that we take to be given by 〈S|t〉 = 1) eigenvector |t〉 has the following
wave-function in the left SoV basis:
〈h1, ..., hN |t〉 =
N∏
n=1
(
t(ξn)
(eα)δ0,aa(ξn)
)hn
. (4.39)
Proof. Let us start observing that the inhomogeneous system of N quadratic equations (4.37)
in N unknown {x1, ..., xN} is nothing else the rewriting of the transfer matrix fusion equations:
t(ξa)t(ξa − η) = q-detM
(K)(ξa), ∀a ∈ {1, ..., N}, (4.40)
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for the set of all the trigonometric polynomials of degree N with asymptotic terms given by
(4.14). Then, it is clear that any eigenvalue of the transfer matrix T (K)(λ, {ξ}) is solution
of this system, satisfying in particular the associated sum rule, and that the associated right
eigenvector |t〉 admits the characterization (4.39) in the left SoV basis.
So we are left with the proof of the reverse statement, i.e. that any polynomial t(λ) of the
above form satisfying this system is an eigenvalue of the transfer matrix and this is proven by
proving that the vector |t〉 characterized by (4.39) is a transfer matrix eigenstate, i.e. we have
to show:
〈h1, ..., hN |T
(K)(λ, {ξ})|t〉 = t(λ)〈h1, ..., hN |t〉, ∀{h1, ..., hN} ∈ {0, 1}
⊗N . (4.41)
Let us observe that:
〈h1, ..., hn, ..., hN |T
(K)(ξ(hn)n )|t〉 =
{
(eα)δ0,aa(ξn)〈h1, ..., h
′
n = 1, ..., hN |t〉 if hn = 0
q-detM (K)(ξn)
〈h1,...,h′n=0,...,hN |t〉
(eα)δ0,aa(ξn)
if hn = 1
(4.42)
which by the definition of the state |t〉 can be rewritten as:
〈h1, ..., hn, ..., hN |T
(K)(ξ(hn)n )|t〉 =


t(ξn)
∏N
m6=n,m=1
(
t(ξm)
(eα)δ0,aa(ξm)
)hm
if hn = 0
q-detM (K)(ξn)
(eα)δ0,aa(ξn)
∏N
m6=n,m=1
(
t(ξm)
(eα)δ0,aa(ξm)
)hm
if hn = 1
(4.43)
and finally by the equation (4.40) reads:
〈h1, ..., hn, ..., hN |T
(K)(ξ(hn)n )|t〉 =


t(ξn)
∏N
n 6=a,n=1
(
t(ξm)
(eα)δ0,aa(ξm)
)hm
if hn = 0
t(ξn − η)
∏N
m=1
(
t(ξm)
(eα)δ0,aa(ξm)
)hm
if hn = 1
, (4.44)
and so:
〈h1, ..., hn, ..., hN |T
(K)(ξ(hn)n )|t〉 = t(ξ
(hn)
n )〈h1, ..., hn, ..., hN |t〉. (4.45)
Let us comment that the sum rule (4.38) implies that the trigonometric polynomial t(λ) satisfies
the following asymptotics:
lim
λ→±∞
e∓λN t(λ) =
(−1)(1∓1)
N
2 e±(
ηN
2
−
∑N
n=1 ξn)
2N−1
cosh(
η
2
l ± α) ≡ T±N (l), (4.46)
from which it also follows that the following general sum rule is satisfied:
N∑
a=1
t(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )
= δ0,a
∑
ǫ=±1
ǫeǫ(
ηN
2
−
∑N
n=1 hn) cosh(
η
2
l + ǫα). (4.47)
Now by using this identity and the one for the transfer matrix
N∑
a=1
T (K
(a,,α)
)(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )
= δ0,a
∑
ǫ=±1
ǫeǫ(
ηN
2
−
∑N
n=1 hn) cosh(
η
2
Sz + ǫα), (4.48)
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we obtain:
〈h1, ..., hN |
(
δ0,a
∑
ǫ=±1
ǫeǫ(
ηN
2
−
∑N
n=1 hn) cosh(
η
2
Sz + ǫα)
)
|t〉 (4.49)
= 〈h1, ..., hN |

 N∑
a=1
T (K
(a,,α)
)(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )

 |t〉 (4.50)
=
(
N∑
a=1
t(ξ
(ha)
a )∏N
b6=a,b=1 sinh(ξ
(ha)
a − ξ
(hb)
b )
)
〈h1, ..., hN |t〉 (4.51)
=
(
δ0,a
∑
ǫ=±1
ǫeǫ(
ηN
2
−
∑N
n=1 hn) cosh(
η
2
l + ǫα)
)
〈h1, ..., hN |t〉 (4.52)
that is |t〉 is an eigenvector of Sz with eigenvalue l
Sz|t〉 = |t〉l, (4.53)
for any t(λ) ∈ Σ
(l)
T (K)
with a = 0 and for any α 6= inπ with n integer. So that by using the
interpolation formula for both the transfer matrix and the function t(λ) ∈ Σ
(l)
T (K)
we prove our
theorem.
The previous characterization of the spectrum allows to introduce an equivalent characteri-
zation in terms of a functional equation, the so-called quantum spectral curve equation, which in
the case at hand is a second order Baxter’s difference equation. Here, we present the functional
equation reformulation of the SoV spectrum characterization only in the case of diagonal K-twist
as this case cannot be directly derived in the standard SoV Sklyanin’s approach while it can be
achieved with our new formulation of SoV. For the case of non-diagonal K-twist the reformula-
tion proven in the standard SoV [39] applies as well as, of course, to our present reformulation
of the SoV basis.
Theorem 4.3. Let us assume that the twist matrix has the form K
(a=0,α)
6= xI, for any x ∈ C,
that the inhomogeneities {ξ1, ..., ξN} ∈ C
N satisfy the condition (4.9). Moreover, let us introduce
the coefficients:
α(λ) = β(λ)β(λ − η), β(λ) = k0 a(λ), (4.54)
with k0 the eigenvalue e
α of K and let t(λ) be an entire function of λ, then t(λ) ∈ Σ
(N−2M)
T (K)
if
and only if there exists a unique polynomial:
Qt(λ) =
M∏
n=1
sinh(λ− λn), with M ≤ N such that λn 6= ξm + irπ ∀r ∈ Z, (4.55)
for any (n,m) ∈ {1, ...,M} × {1, ..., N}, such that t(λ) and Qt(λ) are solutions of the following
quantum spectral curve functional equation:
α(λ)Qt(λ− 2η) − β(λ)t(λ− η)Qt(λ− η) + q-detM
(K)(λ, {ξ})Qt(λ) = 0. (4.56)
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Moreover, up to a normalization the associated transfer matrix eigenvector |t〉 admits the fol-
lowing rewriting in the left SoV basis:
〈h1, ..., hN |t〉 =
N∏
n=1
Qt(ξ
(hn)
n ). (4.57)
Proof. Let us start assuming the existence of Qt(λ) satisfying with t(λ) the functional equation,
which can be rewritten also in a Baxter’s like form:
k0a(λ)Qt(λ− η)− t(λ)Qt(λ) + k1d(λ)Qt(λ+ η) = 0, (4.58)
where k1 = e
−α is the second eigenvalue of K. Then it follows that t(λ) is a trigonometric
polynomial of degree N with the following leading coefficient:
lim
λ→+∞
e∓λN t(λ) ≡ T±N (N − 2M). (4.59)
Now from the identities:
q-detM (K)(ξa + η, {ξ}) = α(ξa) = 0, (4.60)
we have that the functional equation reduces to the system of equations:
−t(ξa − η)Qt(ξa − η) + k1d(ξa − η)Qt(ξa) = 0, (4.61)
k0a(ξa)Qt(ξa − η)− t(ξa)Qt(ξa) = 0, (4.62)
once computed in the points ξa and ξa + η, from which it follows:
t(ξa − η)
t(ξa)Qt(ξa)
k0a(ξa)
= k1d(ξa − η)Qt(ξa) (4.63)
which being Qt(ξa) 6= 0 implies that t(λ) satisfies also the system of equations (4.40), for any
a ∈ {1, ..., N}, so that for the previous theorem t(λ) is a transfer matrix eigenvalue belonging
to Σ
(a=N−2M)
T (K)
.
Let us now prove the reverse statement, i.e. we assume that t(λ) is a transfer matrix
eigenvalue and we want to prove the existence of the polynomial Qt(λ) satisfying the functional
equation. It is easy to remark that in the points ξa − η, for any a ∈ {1, ..., N}, the functional
equation is directly satisfied. Moreover, it is satisfied in the 2N points ξa and ξa + η, for any
a ∈ {1, ..., N}, if the system (4.61)-(4.62) is satisfied. This last system reduces to the system of
the second N equations:
k0a(ξa)Qt(ξa − η) = t(ξa)Qt(ξa), (4.64)
by the fusion equations satisfied by the transfer matrix eigenvalue t(λ). Then, following similar
steps to those used in the rational case, one can prove the existence and unicity of a polynomial
Qt(λ) of the form:
Qt(λ) =
R∏
n=1
sinh(λ− λn), with R ≤ N such that λn 6= ξm + ifπ ∀n, m and f ∈ Z, (4.65)
see for example [39], solution of the above system of equations. So we are left with the proof of
the identity R = M once t(λ) ∈ Σ
(N−2M)
T (K)
. In order to prove that, let us define:
F1(λ) = t(λ)Qt(λ), F2(λ) = k0a(λ)Qt(λ− η) + k1d(λ)Qt(λ+ η) (4.66)
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these are two trigonometric polynomial of degree N + R with the following asymptotic:
lim
λ→+∞
e∓λ(N+R)Fh(λ) = F
±
h (4.67)
with Mh = (δ1,hM+ δ2,hR) and
F±h =
e±(
ηN
2
−
∑N
n=1 ξn−
∑
R
n=1 λn)
(−1)(1∓1)(N+R)2(N+R)−1
cosh(
η
2
(N − 2Mh)± α). (4.68)
Let us now consider the interpolation formulae for the Fh(λ) inN+R distinct points {x1, ..., xN+R},
(as already shown in the case of the transfer matrix) then one can prove the following sum rules:
∑
ǫ=±1
cosh(η2 (N − 2Mh) + ǫα)
eǫ(
∑N
n=1 ξn+
∑
R
n=1 λn−
ηN
2
−
∑N+R
n=1 xn)
=
N+R∑
n=1
Fh(xn)∏N
b6=n,b=1 sinh(xn − xb)
. (4.69)
So that we obtain the identity:
∑
ǫ=±1
cosh(η2 (N − 2M) + ǫα)
eǫ(
∑N
n=1 ξn+
∑
R
n=1 λn−
ηN
2
−
∑N+R
n=1 xn)
=
∑
ǫ=±1
cosh(η2 (N − 2R) + ǫα)
eǫ(
∑N
n=1 ξn+
∑
R
n=1 λn−
ηN
2
−
∑N+R
n=1 xn)
. (4.70)
for any choice of {x1, ..., xN+R} ⊂ {ξ1, ..., ξN , ξ1−η, ..., ξN−η} as the system (4.61)-(4.62) implies
in particular the identities:
F1(xn) = F2(xn) ∀n ∈ {1, ...., N + R}. (4.71)
Then the identity (4.70) implies R = M being η, α and ξn arbitrary.
So that we have shown that the l.h.s. of the quantum spectral curve equation is zero in
3N different points plus the points at infinity, this last statement being true as we have shown
R = M for t(λ) ∈ Σ
(a=N−2M)
T (K)
. Now being this l.h.s. a trigonometric polynomial in λ of maximal
degree 2N +M, with M ≤ N , we have proven this functional equation.
Finally, the identities:
N∏
n=1
Qt(ξn)
N∏
n=1
(
t(ξn)
k0a(ξn)
)hn
=
N∏
n=1
Qt(ξ
(hn)
n ), (4.72)
imply our statement on the representation of the transfer matrix eigenstate in the left SoV
basis.
4.4 Algebraic Bethe ansatz form of separate states: the diagonal case
Let us consider here the case K
(a=0,α)
6= xI, for any x ∈ C, which can be described also by
algebraic Bethe ansatz and so it allows for a direct comparison with our SoV.
The following identity follows from direct calculation.
T (K
(a=0,α)
)(λ)|0〉 = |0〉t0(λ) with t0(λ) = e
αa(λ) + e−αd(λ), (4.73)
so that in our SoV covector basis the eigenstate |0〉 admits the following representation:
〈h1, ..., hN |t〉 = 1, (4.74)
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i.e the associated Q-function is the identity.
Let us now denote with B (λ) the one parameter family of commuting operators characterized
by:
〈h1, ..., hN |B (λ) = bh1,...,hN (λ)〈h1, ..., hN |, (4.75)
where we have defined:
bh1,...,hN (λ) =
N∏
n=1
(λ− ξ(hn)n ), (4.76)
then the following corollary holds:
Corollary 4.1. Let us assume that the condition (3.5) is satisfied and that the K
(a=0,α)
6= xI,
for any x ∈ C, then for any M ≤ N taken the generic t(λ) ∈ Σ
(N−2M)
T (K)
the unique associated
eigenvector |t〉 admits the following ABA representation:
|t〉 = (−1)NM
M∏
n=1
B (λn) |0〉, (4.77)
where {λ1, ..., λM} are the Bethe roots, i.e. the zero of the associated Q-function.
Proof. Taken the generic t(λ) ∈ Σ
(N−2M)
T (K)
the unique associated eigenvector |t〉 admits the fol-
lowing SoV representation:
〈h1, ..., hN |t〉 =
N∏
n=1
Qt(ξ
(hn)
n ), (4.78)
while by the definition of B (λ) it holds:
〈h1, ..., hN |(−1)
NM
M∏
n=1
B (λn) |0〉 = (−1)
NM
M∏
n=1
bh1,...,hN (λn) , (4.79)
from which our statement follows being:
(−1)NM
M∏
n=1
bh1,...,hN (λn) =
N∏
n=1
Qt(ξ
(hn)
n ). (4.80)
5 The quasi-periodic Y (gl3) fundamental model
We consider now the Yang-Baxter algebra associated to the rational gl3 R-matrix:
Ra,b(λ) = λIa,b + ηPa,b =

 a1(λ) b1 b2c1 a2(λ) b3
c2 c3 a3(λ)

 ∈ End(Va ⊗ Vb), (5.1)
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where Va ∼= Vb ∼= C
3 and we have defined:
aj(λ) =

 λ+ ηδj,1 0 00 λ+ ηδj,2 0
0 0 λ+ ηδj,3

 , ∀j ∈ {1, 2, 3},
b1 =

 0 0 0η 0 0
0 0 0

 , b2 =

 0 0 00 0 0
η 0 0

 , b3 =

 0 0 00 0 0
0 η 0

 ,
c1 =

 0 η 00 0 0
0 0 0

 , c2 =

 0 0 η0 0 0
0 0 0

 , c3 =

 0 0 00 0 η
0 0 0

 , (5.2)
which satisfies the Yang-Baxter equation:
R12(λ− µ)R13(λ)R23(µ) = R23(µ)R13(λ)R12(λ− µ) . (5.3)
This R-matrix satisfies the following symmetry properties (scalar Yang-Baxter equation):
R12(λ)K1K2 = K2K1R12(λ) ∈ End(V1 ⊗ V2), (5.4)
where K ∈ End(V ) is any 3× 3 matrix. We can define the following monodromy matrix:
M (K)a (λ) =

 A
(K)
1 (λ) B
(K)
1 (λ) B
(K)
2 (λ)
C
(K)
1 (λ) A
(K)
2 (λ) B
(K)
3 (λ)
C
(K)
2 (λ) C
(K)
3 (λ) A
(K)
3 (λ)


a
(5.5)
≡ KaRa,N (λ− ξN ) · · ·Ra,1(λ− ξ1) ∈ End(Va ⊗H), (5.6)
where H =
⊗N
n=1 Vn. Moreover, in the following we will assume that the inhomogeneity param-
eters ξj satisfy the following conditions:
ξa 6= ξb + rη ∀a 6= b ∈ {1, ..., N} and r ∈ {−2,−1, 0, 1, 2}. (5.7)
5.1 First fundamental properties of the transfer matrices
Let us first recall some basic properties of the transfer matrices associated to this higher rank
case summarized in the following two propositions (see [7]).
Proposition 5.1. The transfer matrices,
T
(K)
1 (λ) ≡ traM
(K)
a (λ), T
(K)
2 (λ) ≡ traU
(K)
a (λ) , (5.8)
where,
U (K)c (λ)
t ≡ 3trabP
−
abcM
(K)
a (λ)M
(K)
b (λ+ η), (5.9)
defines two one parameter families of commuting operators:[
T
(K)
1 (λ), T
(K)
1 (µ)
]
=
[
T
(K)
1 (λ), T
(K)
2 (µ)
]
=
[
T
(K)
2 (λ), T
(K)
2 (µ)
]
= 0. (5.10)
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Moreover, the quantum determinant:
q-detM (K)(λ) · 1a ≡ tr123(P
−
123M
(K)
1 (λ)M
(K)
2 (λ+ η)M
(K)
3 (λ+ 2η)) · 1a (5.11)
=
(
M (K)a (λ)
)ta
U (K)a (λ+ η) = U
(K)
a (λ+ η)
(
M (K)a (λ)
)ta
(5.12)
=
(
U (K)a (λ)
)ta
M (K)a (λ+ 2η) =M
(K)
a (λ+ 2η)
(
U (K)a (λ)
)ta
, (5.13)
is a central element of the algebra, i.e.
[q-detM (K)(λ),M (K)a (µ)] = 0. (5.14)
Moreover, it holds
Proposition 5.2. The quantum spectral invariants have the following polynomial form:
i) T
(K)
1 (λ) is a degree N polynomial in λ with the following central asymptotic:
lim
λ→∞
λ−NT
(K)
1 (λ) = trK,
ii) T
(K)
2 (λ) is a degree 2N polynomial in λ with the following N central zeros and asymptotic:
T
(K)
2 (ξa) = 0 ∀a ∈ {1, ..., N}, lim
λ→∞
λ−2NT
(K)
2 (λ) =
(trK)2 − trK2
2
, (5.15)
iii) the quantum determinant reads:
q-detM (K)(λ) = detK
N∏
b=1
(λ− ξb)(λ+ η − ξb)(λ+ 3η − ξb). (5.16)
Moreover, the following fusion identities holds:
T
(K)
1 (ξa)T
(K)
2 (ξa − 2η) = q-detM
(K)(ξa − 2η), (5.17)
T
(K)
1 (ξa − η)T
(K)
1 (ξa) = T
(K)
2 (ξa − η). (5.18)
Proof. These trivial roots of T
(K)
2 and fusion identities can be obtained from the general fusion
properties of the transfer matrices in the various representations [53,54] when computed in the
special points associated to the inhomogeneities and by direct calculation using the reduction
of the R-matrix to permutation and projections operators.
Let us introduce the functions
ga,h(λ) =
N∏
b6=a,b=1
λ− ξ
(h)
b
ξ
(h)
a − ξ
(h)
b
, ξ
(h)
b = ξb − hη, (5.19)
fa,h(λ) = ga,h(λ)
N∏
b=1
λ− ξb
ξ
(ha)
a − ξb
, (5.20)
and
T
(K,∞)
2,h (λ) =
(trK)2 − trK2
2
N∏
n=1
(λ− ξn)(λ− ξ
(hn)
n ), (5.21)
then the following corollary holds.
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Corollary 5.1. The transfer matrix T
(K)
2 (λ) is completely characterized in terms of T
(K)
1 (λ) by
the fusion equations, and the following interpolation formula holds:
T
(K)
2 (λ) = T
(K,∞)
2,h=1 (λ) +
N∑
a=1
fa,h=1(λ)T
(K)
1 (ξa − η)T
(K)
1 (ξa). (5.22)
Proof. The known central zeros and asymptotic behavior imply the above interpolation formula
once we use the fusion equations to write T
(K)
2 (ξa − η).
5.2 The new SoV covector basis
Our general construction of the SoV covector basis applies in particular to the fundamental
representation of the gl3 rational Yang-Baxter algebra.
Let K be a 3× 3 w-simple matrix and let us denote by KJ an upper-triangular Jordan form
of the matrix K and W the invertible matrix defining the change of basis:
K =WKKJW
−1
K with KJ =

 k0 y1 00 k1 y2
0 0 k2

 . (5.23)
The requirement that K is w-simple implies that we can have only the following three possible
cases (up to trivial permutations of the basis vectors):
i) ki 6= kj ∀i, j ∈ {0, 1, 2}, y1 = y2 = 0, (5.24)
ii) k0 = k1 6= k2, y1 = 1, y2 = 0, (5.25)
ii) k0 = k1 = k2, y1 = 1, y2 = 1, (5.26)
then the following theorem holds:
Proposition 5.3. Let K be a 3× 3 w-simple matrix, then for almost any choice of 〈S| and of
the inhomogeneities under the condition (5.7), the following set of covectors:
〈h1, ..., hN | ≡ 〈S|
N∏
n=1
(T
(K)
1 (ξn))
hn for any {h1, ..., hN} ∈ {0, 1, 2}
⊗N , (5.27)
forms a covector basis of H∗. In particular, we can take the state 〈S| of the following tensor
product form:
〈S| =
N⊗
a=1
(x, y, z)aΓ
−1
W , ΓW =
N⊗
a=1
WK,a (5.28)
simply asking x y z 6= 0 in the case i), x z 6= 0 in the case ii), x 6= 0 in the case iii).
Proof. As shown in the general Proposition 2.4, the fact that the set of covectors is a covector
basis of H∗ reduces to the requirement that the covectors:
(x, y, z)aW
−1, (x, y, z)aW
−1K, (x, y, z)aW
−1K2, (5.29)
or equivalently:
(x, y, z)a, (x, y, z)aKJ , (x, y, z)aK
2
J , (5.30)
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form a basis in Va ∼= C
3, that is that the following determinant is non-zero:
det||
(
(x, y, z)Ki−1J | ej 〉
)
i,j∈{1,2,3}
|| =


−xyzV (k0, k1, k2) in the case i)
x2zV 2(k0, k2) in the case ii)
x3 in the case iii)
, (5.31)
where | ej 〉 is the canonical basis in Va ∼= C
3 after the change of basis induced by WK . It leads
to the given requirements on the components x, y, z ∈ C of the three dimensional covector.
5.3 Transfer matrix spectrum in our SoV scheme
The following characterization of the transfer matrix spectrum holds:
Theorem 5.1. Under the same assumptions ensuring that the set of SoV covector form a basis,
then the spectrum of T
(K)
1 (λ) is characterized by:
ΣT (K) =
{
t1(λ) : t1(λ) = trK
N∏
a=1
(λ− ξa) +
N∑
a=1
ga,h=0(λ)xa, ∀{x1, ..., xN} ∈ ΣT
}
, (5.32)
ΣT is the set of solutions to the following inhomogeneous system of N cubic equations:
xa[T
(K,∞)
2,h=1 (ξa − 2η) +
N∑
n=1
fn,h=1(ξa − 2η)t1(ξn − η)xn] = q-detM
(K)(ξa − 2η), (5.33)
in N unknown {x1, ..., xN}. Moreover, T
(K)
1 (λ, {ξ}) is w-simple and for any t1(λ) ∈ ΣT (K) the
associated unique (up-to normalization) eigenvector |t〉 has the following wave-function in the
left SoV basis:
〈h1, ..., hN |t〉 =
N∏
n=1
thn1 (ξn). (5.34)
Proof. Let us start observing that the inhomogeneous system ofN cubic equations inN unknown
{x1, ..., xN} is nothing else but the rewriting of the transfer matrix fusion equations:
t1(ξa)t2(ξa − 2η) = q-detM
(K)(ξa − 2η), ∀a ∈ {1, ..., N}, (5.35)
for the eigenvalues of the transfer matrices T
(K)
1,2 (λ). So that this system has to be satisfied and
the associated eigenvector |t〉 admits the given characterization in the covector SoV basis.
So we are left with the proof of the reverse statement, i.e. that any polynomial t1(λ) of the
above form satisfying this system is an eigenvalue of the transfer matrices and this is proven by
showing that the vector |t〉 characterized by (5.34) is a transfer matrix eigenstate, i.e. we have
to show:
〈h1, ..., hN |T
(K)
1 (λ)|t〉 = t1(λ)〈h1, ..., hN |t〉, ∀{h1, ..., hN} ∈ {0, 1, 2}
⊗N . (5.36)
Let us start observing that by using the interpolation formula:
T
(K)
1 (λ) = T
(K,∞)
1,h (λ) +
N∑
a=1
ga,h(λ)T
(K)
1 (ξ
(ha)
a ), T
(K,∞)
1,h (λ) = trK
N∏
a=1
(λ− ξ(ha)a ), (5.37)
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the above statement is proven once we prove the identity in the points ξ
(ha)
a for any a ∈ {1, ..., N}.
Let be ha = 0, 1 and hb ∈ {0, 1, 2} for any b ∈ {1, ..., N}\a, then we have the following identities:
〈h1, ..., hN |T
(K)
1 (ξa)|t〉 = 〈h1, ..., ha + 1, ..., hN |t〉
= t1(ξa)〈h1, ..., ha, ..., hN |t〉, (5.38)
as a direct consequence of the definition of the covector SoV basis and of the state |t〉. So that
we are left with the proof of the statement in the case ha = 2. In this case we want to prove
that it holds:
〈h1, ..., hN |T
(K)
1 (ξa − η)|t〉 = t1(ξa − η)〈h1, ..., ha, ..., hN |t〉, (5.39)
the proof is done by induction on the number R of zeros contained in {h1, ..., hN} ∈ {0, 1, 2}
⊗N .
Let us observe that by the fusion identities it holds:
〈h1, ..., ha = 2, ..., hN |T
(K)
1 (ξa − η)|t〉 = 〈h1, ..., ha = 1, ..., hN |T
(K)
2 (ξa − η)|t〉. (5.40)
Let us start to prove our identity for R = 0. We can use the following interpolation formula:
T
(K)
2 (ξa − η) = T
(K,∞)
2,h (ξa − η) +
N∑
n=1
fn,h=2(ξa − η)T
(K)
2 (ξn − 2η) (5.41)
so that:
〈h1, ..., h
′
a = 1, ..., hN |T
(K)
2 (ξa − η)|t〉 = T
(K,∞)
2,h (ξa − η)〈h1, ..., h
′
a, ..., hN |t〉 (5.42)
+
N∑
n=1
fn,h=2(ξa − η)〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξn − 2η)|t〉. (5.43)
Then, by the assumption R = 0 and by the fusion identity, it follows:
〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξa − η)|t〉 = T
(K,∞)
2,h=2 (ξa − η)〈h1, ..., h
′
a, ..., hN |t〉
+
N∑
n=1
q-detM (K)(ξn − 2η)fn,h=2(ξa − η)〈h1, ..., h
′′
n, ..., hN |t〉,
(5.44)
where h′′n = hn − 1 for n 6= a and h
′′
a = h
′
a − 1 = 0. Let us now define the function:
t2(λ) = T
(K,∞)
2,h=1 (λ) +
N∑
n=1
fn,h=1(λ)t1(ξn − η)t1(ξn), (5.45)
then by its definition it satisfies the equations:
t2(ξn − η) = t1(ξn − η)t1(ξn), ∀n ∈ {1, ..., N}, (5.46)
t1(ξa)t2(ξa − 2η) = q-detM
(K)(ξa − 2η), ∀n ∈ {1, ..., N}, (5.47)
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while the second (quantum determinant) equation is satisfied by the definition of the function
t1(λ). Using the function t2(λ) and these identities we get:
〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξa − η)|t〉 =
=
(
T
(K,∞)
2,h=2 (ξa − η) +
N∑
n=1
t2(ξn − 2η)fn,h=2(ξa − η)
)
〈h1, ..., h
′
a, ..., hN |t〉, (5.48)
= t2(ξn − η)〈h1, ..., h
′
a, ..., hN |t〉 (5.49)
= t1(ξn − η)〈h1, ..., ha = 2, ..., hN |t〉, (5.50)
where we have used the interpolation formula:
t2(ξa − η) = T
(K,∞)
2,h=2 (ξa − η) +
N∑
n=1
t2(ξn − 2η)fn,h=2(ξa − η), (5.51)
i.e. we have shown our identity (5.39) for R = 0. Let us now make the proof by induction
assuming that it holds for generic {h1, ..., hN } ∈ {0, 1, 2}
⊗N containing R − 1 zeros. Then we
have to show the same property for generic {h1, ..., hN} ∈ {0, 1, 2}
⊗N containing R zeros. Let
us fix the generic {h1, ..., hN} ∈ {0, 1, 2}
⊗N with ha = 2 and let us denote with π a permutation
of {1, ..., N} such that:
hπ(i) = 0, ∀i ∈ {1, ..., R},
hπ(i) = 1, ∀i ∈ {R + 1, ..., R + S},
hπ(i) = 2, ∀i ∈ {R + S + 1, ..., N},
(5.52)
with a = π(R+ S + 1). Let us use now the following interpolation formula:
T
(K)
2 (ξa − η) = T
(K,∞)
2,k (ξa − η) +
N∑
n=1
fn,k(ξa − η)T
(K)
2 (ξ
(kn)
n ), (5.53)
where we have defined k by:
kπ(i) = 1, ∀i ∈ {1, ..., R},
kπ(i) = 2, ∀i ∈ {R+ 1, ..., N},
(5.54)
then it holds:
〈h1, ..., h
′
a = 1, ..., hN |T
(K)
2 (ξa − η)|t〉 = T
(K,∞)
2,k (ξa − η)〈h1, ..., h
′
a, ..., hN |t〉
+
R∑
n=1
fπ(n),k(ξa − η)〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξπ(n) − η)|t〉
+
N∑
n=R+1
fπ(n),k(ξa − η)〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξπ(n) − 2η)|t〉. (5.55)
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Using the fusion identity, we get:
〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξa − η)|t〉 = T
(K,∞)
2,k (ξa − η)〈h1, ..., h
′
a, ..., hN |t〉
+
R∑
n=1
fπ(n),k(ξa − η)〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(n) − η)|t〉
+
N∑
n=R+1
q-detM (K)(ξπ(n) − 2η)fπ(n),k(ξa − η)〈h
(n)
1 , ..., h
(n)
N |t〉,
(5.56)
where we have defined:
h
(n)
π(m) =
{
hπ(m) + θ(R−m)δm,n for n ≤ R
hπ(m) − θ(m− (R + 1))δm,n − δm,R+S+1 for R+ 1 ≤ n
. (5.57)
To compute 〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(n)−η)|t〉 for n ≤ R, we use the following interpolation formula:
T
(K)
1 (ξπ(n) − η) = T
(K,∞)
1,k′ (ξπ(n) − η) +
N∑
a=1
ga,k′(ξπ(n) − η)T
(K)
1 (ξ
(k′a)
a ), (5.58)
where we have defined:
k′π(m) =
{
0 for m ≤ R+ S + 1
1 for R+ S + 2 ≤ m
, (5.59)
which gives:
〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(n) − η)|t〉 = T
(K,∞)
1,k′ (ξπ(n) − η)〈h
(n)
1 , ..., h
(n)
N |t〉
+
R+S+1∑
a=1
gπ(a),k′(ξπ(n) − η)〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(a))|t〉
+
N∑
a=R+S+2
gπ(a),k′(ξπ(n) − η)〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(a) − η)|t〉,
(5.60)
which becomes:
〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(n) − η)|t〉 = T
(K,∞)
1,k′ (ξπ(n) − η)〈h
(n)
1 , ..., h
(n)
N |t〉
+
R+S+1∑
a=1
gπ(a),k′(ξπ(n) − η)t1(ξπ(a))〈h
(n)
1 , ..., h
(n)
N |t〉
+
N∑
a=R+S+2
gπ(a),k′(ξπ(n) − η)t1(ξπ(a) − η)〈h
(n)
1 , ..., h
(n)
N |t〉,
(5.61)
where in the second line we have used the identity (5.38) while in the third line the identity
(5.39), which holds by assumption being R − 1 the number of zeros in {h
(n)
1 , ..., h
(n)
N }. So that
we have shown for any n ≤ R:
〈h
(n)
1 , ..., h
(n)
N |T
(K)
1 (ξπ(n) − η)|t〉 = t1(ξπ(n) − η)〈h
(n)
1 , ..., h
(n)
N |t〉, (5.62)
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and substituting it in (5.60) we get:
〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξa − η)|t〉 = T
(K,∞)
2,k (ξa − η)〈h1, ..., h
′
a, ..., hN |t〉
+
R∑
n=1
t1(ξπ(n) − η)fπ(n),k(ξa − η)〈h
(n)
1 , ..., h
(n)
N |t〉
+
N∑
n=R+1
q-detM (K)(ξπ(n) − 2η)fπ(n),k(ξa − η)〈h
(n)
1 , ..., h
(n)
N |t〉,
(5.63)
and so 〈h1, ..., h
′
a, ..., hN |T
(K)
2 (ξa − η)|t〉 reads:(
T
(K,∞)
2,k (ξa − η) +
R∑
n=1
t1(ξπ(n))t1(ξπ(n) − η)fπ(n),k(ξa − η) +
N∑
n=R+1
t2(ξπ(n) − 2η)fπ(n),k(ξa − η)
)
× 〈h1, ..., h
′
a, ..., hN |t〉
= t2(ξa − η)〈h1, ..., h
′
a = 1, ..., hN |t〉 = t1(ξa − η)〈h1, ..., ha = 2, ..., hN |t〉, (5.64)
i.e. we have proven our formula (5.39). Finally, taking generic {h1, ..., hN } ∈ {0, 1, 2}
⊗N with:
hπ(i) = 0, ∀i ∈ {1, ..., R},
hπ(i) = 1, ∀i ∈ {R + 1, ..., R + S},
hπ(i) = 2, ∀i ∈ {R + S + 1, ..., N},
(5.65)
and by using the interpolation formula:
T
(K)
1 (λ) = T
(K,∞)
1,p (λ) +
N∑
n=1
gn,p(λ)T
(K)
1 (ξ
(pn)
n ), (5.66)
where we have defined p by:
pπ(i) = 0, ∀i ∈ {1, ..., R + S},
pπ(i) = 1, ∀i ∈ {R + S + 1, ..., N},
(5.67)
we get:
〈h1, ..., hN |T
(K)
1 (λ)|t〉 = T
(K,∞)
1,p (λ)〈h1, ..., hN |t〉
+
R∑
n=1
gπ(n),p(λ)〈h1, ..., hN |T
(K)
1 (ξπ(n))|t〉
+
N∑
n=R+1
gπ(n),p(λ)〈h1, ..., hN |T
(K)
1 (ξπ(n) − η)|t〉. (5.68)
Then, using in the second line the identity (5.38) and (5.39) in the third line we get:
〈h1, ..., hN |T
(K)
1 (λ)|t〉 =
(
T
(K,∞)
1,p (λ) +
N∑
n=1
gπ(n),p(λ)t1(ξ
(ppi(n))
π(n) − η)
)
〈h1, ..., hN |t〉 (5.69)
= t1(λ)〈h1, ..., hN |t〉 (5.70)
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which complete the proof of our theorem. Note that clearly, from the following interpolation
formula:
T
(K)
2 (λ) = T
(K,∞)
2,h=1 (λ) +
N∑
a=1
fa,h=1(λ)T
(K)
1 (ξa − η)T
(K)
1 (ξa), (5.71)
it also holds:
〈h1, ..., hN |T
(K)
2 (λ)|t〉 =
(
T
(K,∞)
2,h=1 (λ) +
N∑
a=1
fa,h=1(λ)t1(ξa − η)t1(ξa)
)
〈h1, ..., hN |t〉
= t2(λ)〈h1, ..., hN |t〉. (5.72)
Let us make some elementary remark about this quite lengthy proof. In fact the main idea
behind it is to use the fusion relations until we get the quantum determinant which acts trivially
on any covector. While doing so we use interpolation formulae for the transfer matrix. Then one
can note that the same fusion relations and interpolation formulae are true for the eigenvalues of
the transfer matrices, hence giving the possibility to reverse the process and to reconstruct it in
the necessary points. From the above discrete characterization of the transfer matrix spectrum
in our SoV basis we can prove the following quantum spectral curve functional reformulation.
Theorem 5.2. Let us assume that the twist matrix K is w-simple and it has at least one nonzero
eigenvalues then the entire functions t1(λ) is a T
(K)
1 (λ) transfer matrix eigenvalue if and only
if there exists a unique polynomial:
ϕt(λ) =
M∏
a=1
(λ− λa) with M ≤ N and λa 6= ξn ∀(a, n) ∈ {1, ...,M} × {1, ..., N}, (5.73)
such that t1(λ),
t2(λ) = T
(K,∞)
2,h=1 (λ) +
N∑
n=1
fn,h=1(λ)t1(ξn − η)t1(ξn), (5.74)
and ϕt(λ) are solutions of the following quantum spectral curve:
α(λ)ϕt(λ− 3η) − β(λ)t1(λ− 2η)ϕt(λ− 2η)
+γ(λ)t2(λ− 2η)ϕt(λ− η)− q-detM
(K)
a (λ− 2η)ϕt(λ) = 0 (5.75)
where:
α(λ) = γ(λ)γ(λ − η)γ(λ− 2η), (5.76)
β(λ) = γ(λ)γ(λ − η), (5.77)
γ(λ) = γ0
N∏
a=1
(λ+ η − ξa), (5.78)
and γ0 is a nonzero solution of the characteristic equation:
γ30 − γ
2
0 trK + γ0
(trK)2 − trK2
2
= detK, (5.79)
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i.e. γ0 is a nonzero eigenvalue of the matrix K. Moreover, up to a normalization the common
transfer matrix eigenstate |t〉 admits the following separate representation:
〈h1, ..., hN |t〉 =
N∏
a=1
γha(ξa)ϕ
ha
t (ξa − η)ϕ
2−ha
t (ξa). (5.80)
Proof. Let us assume that the entire function t1(λ) satisfies with the polynomial t2(λ) and
ϕt(λ) the functional equation then it is a degree N polynomial in λ with leading coefficient t1,N
satisfying the equation:
γ30 − γ
2
0 t1,N + γ0
(trK)2 − trK2
2
= detK, (5.81)
which being γ0 an eigenvalue of K implies:
t1,N = trK. (5.82)
Let us observe that, for λ = ξa it holds:
α(ξa) = β(ξa) = 0, γ(ξa) 6= 0, detK(ξa − 2η) 6= 0, (5.83)
so that the functional equation is reduced in these points to:
γ(ξa)ϕt(ξa − η)
ϕt(ξa)
=
detqM
(K)
a (ξa − 2η)
t2(ξa − 2η)
, (5.84)
while for λ = ξa + η it holds:
α(ξa + η) = detM
(K)
a (ξa − η) = 0, β(ξa + η) 6= 0, γ(ξa + η) 6= 0, (5.85)
so that the functional equation is reduced to:
β(ξa + η)ϕt(ξa − η)
γ(ξa + η)ϕt(ξa)
=
t2(ξa − η)
t1(ξa − η)
. (5.86)
Finally for λ = ξa + 2η it holds:
t2(ξa) = detM
(K)
a (ξa) = 0, β(ξa + 2η) 6= 0, α(ξa + 2η) 6= 0, (5.87)
so that the functional equation is reduced to:
α(ξa + 2η)ϕt(ξa − η)
β(ξa + 2η)ϕt(ξa)
= t1(ξa). (5.88)
These identities implies that the following equations are satisfied:
t2(ξn − η) = t1(ξn − η)t1(ξn), ∀n ∈ {1, ..., N}, (5.89)
t1(ξa)t2(ξa − 2η) = q-detM
(K)(ξa − 2η), ∀n ∈ {1, ..., N}, (5.90)
so that by our previous theorem we have that t1(λ) and t2(λ) are eigenvalues of the transfer
matrices T
(K)
1 (λ) and T
(K)
2 (λ), respectively, associated to the same eigenstate |t〉.
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Let us now prove the reverse statement, i.e. we assume that t1(λ) is eigenvalue of the transfer
matrix T
(K)
1 (λ) and we want to show that there exists a polynomial ϕt(λ) which satisfies with
t1(λ) and t2(λ) the functional equation. Here, we characterize ϕt(λ) by imposing that it satisfies
the following set of conditions:
γ(ξa)
ϕt(ξa − η)
ϕt(ξa)
= t1(ξa). (5.91)
The fact that these relations characterize uniquely a polynomial of the form (5.73) can be shown
just following the same steps given in the Y(gl2) case. Let us show that this characterization
of ϕt(λ) implies that the functional equation is indeed satisfied. The functional equation is a
polynomial in λ with maximal degree 4N , so to show that it holds we have just to prove that
it is satisfied in 4N distinct points as the leading coefficient is zero by the choice of γ0 to be a
nonzero eigenvalue of K. We use the following 4N points ξa + kaη, for any a ∈ {1, ..., N} and
ka ∈ {−1, 0, 1, 2}. Indeed, for λ = ξa − η it holds:
α(ξa − η) = β(ξa − η) = γ(ξa − η) = detM
(K)
a (ξa − 3η) = 0, (5.92)
from which the functional equation is satisfied for any a ∈ {1, ..., N} and in the remaining 3N
points the functional equation reduces to the 3N equations (5.84), (5.86) and (5.88) which,
thanks to the fusion equations, satisfied by the transfer matrix eigenvalues, are all equivalent to
the discrete characterization (5.91) so that our statement holds.
Finally, let us show that the SoV characterization of the transfer matrix eigenvector associ-
ated to the eigenvalue t1(λ) is equivalent to the one presented in this theorem. We have just
to remark that renormalizing the eigenvector |t〉 multiplying it by the non-zero product of the
ϕ2t (ξa) over all the a ∈ {1, ..., N} we get:
N∏
a=1
ϕ2t (ξa)
N∏
a=1
tha1 (ξa)
(5.91)
=
N∏
a=1
γha(ξa)ϕ
ha
t (ξa − η)ϕ
2−ha
t (ξa). (5.93)
5.4 Algebraic Bethe ansatz rewriting of transfer matrix eigenvectors
It is easy to see that the previous SoV representation of the transfer matrix eigenvectors admit
an equivalent rewriting of Algebraic Bethe Ansatz type. For this let us first remark that there
exists one eigenvector of the transfer matrix T
(K)
1 (λ) and T
(K)
2 (λ) which corresponds to the
constant solution of the quantum spectral curve equation.
Lemma 5.1. Let K a generic 3× 3 matrix and let us denote with KJ its Jordan form:
K =WKKJW
−1
K with KJ =

 k0 y1 00 k1 y2
0 0 k2

 , (5.94)
where we assume that k0 6= 0, then:
|t0〉 = ΓW
N⊗
a=1

 10
0


a
with ΓW =
N⊗
a=1
WK,a (5.95)
50
is a common eigenstate of the transfer matrices T
(K)
1 (λ) and T
(K)
2 (λ):
T
(K)
1 (λ)|t0〉 = |t0〉t1,0(λ) with t1,0(λ) = k0
N∏
a=1
(λ− ξa + η) + (k1 + k2)
N∏
a=1
(λ− ξa), (5.96)
T
(K)
2 (λ)|t0〉 = |t0〉t2,0(λ) with
t2,0(λ) =
N∏
a=1
(λ− ξa)(k1k2
N∏
a=1
(λ− ξa + η) + (k1k0 + k2k0)
N∏
a=1
(λ− ξa)), (5.97)
and t1,0(λ) and t2,0(λ) satisfy the quantum spectral curve with constant ϕt(λ):
α(λ) − β(λ)t1,0(λ− 2η) + γ(λ)t2,0(λ− 2η)− q-detM
(K)
a (λ− 2η) = 0, (5.98)
and with γ0 = k0.
Proof. The proof of the statement is done proving that for the transfer matrices T
(KJ )
1 (λ) and
T
(KJ)
2 (λ) the vector:
|0〉 =
N⊗
a=1

 10
0

 (5.99)
is eigenvector with eigenvalues t1,0(λ) and t2,0(λ), respectively. The proof of this statement is
standard and done proving that it holds:
A
(I)
i (λ)|0〉 = |0〉
N∏
a=1
(λ− ξa + δi,1η), C
(I)
i (λ)|0〉 = 0, i ∈ {1, 2, 3}. (5.100)
It is interesting to remark that it is simple to verify by direct computation that the t1,0(λ) and
t2,0(λ) satisfies the fusion equations (5.35) and that it holds:
t1,0 ≡ lim
λ→∞
λ−N t1,0(λ) = trK, (5.101)
t2,0 ≡ lim
λ→∞
λ−2N t2,0(λ) =
(trK)2 − trK2
2
, (5.102)
so that t1,0(λ) satisfies the SoV characterization of the eigenvalues of T
(KJ )
1 (λ). Observing now
that it holds:
t1,0(ξa) = γ(ξa) for any a ∈ {1, ...,N} (5.103)
it follows that the associated ϕt(λ) satisfies the equations:
ϕt(ξa) = ϕt(ξa − η) for any a ∈ {1, ..., N} (5.104)
and so ϕt(λ) is constant. Indeed, let us define:
ϕ¯t(λ) = ϕt(λ)− ϕt(λ− η) (5.105)
this is a degree N − 1 polynomial in λ which is zero in N different points so that it is identically
zero.
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Let us now denote by B(K) (λ) the one parameter family of commuting operators character-
ized by:
〈h1, ..., hN |B
(K) (λ) = bh1,...,hN (λ)〈h1, ..., hN |, (5.106)
where we have defined:
bh1,...,hN (λ) =
N∏
a=1
(λ− ξa)
2−ha(λ− ξa + η)
ha , (5.107)
then the following corollary holds.
Corollary 5.2. Let t1(λ) ∈ ΣT1 then the associated eigenvector |t〉 admits the following Algebraic
Bethe Ansatz type formulation:
|t〉 =
M∏
a=1
B
(K)(λa)|t0〉 with M ≤ N and λa 6= ξn ∀(a, n) ∈ {1, ...,M} × {1, ..., N}, (5.108)
where the λa are the roots of the polynomial ϕt(λ) which satisfies with t1(λ) the third order
Baxter’s like functional equation.
Proof. Let us observe that we have:
〈h1, ..., hN |
M∏
a=1
B
(K)(λa)|t0〉 =
M∏
j=1
bh1,...,hN (λj) 〈h1, ..., hN |t0〉 (5.109)
=
M∏
j=1
N∏
a=1
(λj − ξa)
2−ha(λj − ξa + η)
ha
N∏
a=1
γha(ξa) (5.110)
=
N∏
a=1
γha(ξa)ϕt(ξa)
2−haϕt(ξa − η)
ha , (5.111)
where we have used that:
〈h1, ..., hN |t0〉 =
N∏
a=1
γha(ξa) (5.112)
which coincides with the last SoV characterization of the same transfer matrix eigenstate.
6 Conclusions and perspectives
We have shown that the construction of separate basis for transfer matrices of quantum in-
tegrable lattice models can be achieved using the new paradigm given by (1.1). It sheds a
completely new light on the notion of quantum integrability itself. Indeed, as soon as the trans-
fer matrix possess the w-simplicity property, which seems to be a quite widely shared property,
the construction of a separate basis along these lines can be performed. What remains however
non trivial is the possibility to get close relations that characterize the transfer matrix eigenval-
ues in the form of a quantum spectral curve equation of minimal degree. In all the examples
we have been able to look at so far, the needed information is provided by the fusion relations
among the tower of transfer matrices. These fusion relations are themselves direct consequences
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of the structure of the R-matrix governing the Yang-Baxter algebra and of the representation
theory for it. Looking at this feature from a different point of view should be fruitful for the
future investigations of our new separation of variable method. What seems in turn to be of fun-
damental importance for obtaining constraints that characterize the full spectrum of the transfer
matrices is to unravel the structure of the commutative (and associative) algebra of conserved
charges, namely, to get the explicit structure constants of such an algebra. The fusion relations
are just one way to get this kind of information but we believe that there should be more al-
gebraic ways to consider this problem; for example starting directly from general properties of
the associated quantum groups. It should be interesting for example to test these ideas in the
case of the Gaudin models and to understand the relation with the geometrical construction of
eigenvectors presented in [55], see also [56–58]. It should also be interesting to make contact
with the approach of [59]. Another important direction is to use the concepts and ideas devel-
oped in the present paper for quantum integrable field theories. Let us also make comments in
a quite different direction interesting for statistical physics. The separate basis (1.1) is in our
opinion of great interest for the considerations of Quench dynamics, so-called generalized Gibbs
ensembles and generalized hydrodynamics equations in integrable models, see e.g. [60–64], and
references therein. The first remark is that the existence of a basis (1.1) should give the right
criterion to determine which set of conserved charges should be considered. They should be
related to the one necessary to construct a basis like (1.1) having the minimal dimension for
each hj , namely associated to the prime decomposition of the dimension d of the space of states
of the model one consider. In the forthcoming articles we will first explain how our new scheme
applies to important classes of integrable quantum models. These are the models associated to
fundamental representations of the Yang-Baxter and reflection algebra for the Yangian Y (gln),
the quantum group Uq(gln) and the t-J model. We have also applied our method successfully
to models associated to cyclic and higher spin representations. The next step for these models,
beyond the complete resolution of their spectrum concerns their dynamical properties, namely
the computation of their form factors and correlation functions. This amounts first to compute
scalar products of states within this new method. We plan to address these important issues in
the near future.
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A Comparison with Sklyanin SoV for the Y (gl3) case
In this appendix we compare our construction of the SoV basis with the one proposed by Sklyanin
for the quantum model associated to the fundamental representation of Y (gl3). As this analysis
does not play any direct role in our SoV construction and associated results, we restrict here
to chains with a small finite number of sites. More precisely, the claims in the following on the
B(K)-Sklyanin and A(K)-Sklyanin operators are based on direct proofs, i.e. the statements are
proven valid for general values of the parameters (inhomogeneities and K-matrix entries) by
direct verifications by using Mathematica for chains up to 3 sites. It is natural to believe that
these claims should be true for chains of any size and this can be seen as conjectures whose
mathematical proof can be interesting and to which we will come back in the future.
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Let us recall that Sklyanin has introduced the following two operators:
B(K)(λ) = B
(K)
3 (λ)C
(K)
2 (λ− η)−B
(K)
2 (λ)C
(K)
3 (λ− η), (A.1)
A(K)(λ) = −
[
B
(K)
3 (λ− η)
]−1
C
(K)
2 (λ− η), (A.2)
where we use the notations:
U (K)a (λ) =

 A
(K)
1 (λ) B
(K)
1 (λ) B
(K)
2 (λ)
C
(K)
1 (λ) A
(K)
2 (λ) B
(K)
3 (λ)
C
(K)
2 (λ) C
(K)
3 (λ) A
(K)
3 (λ)


a
, (A.3)
which respectively should generate the separate variables for the transfer matrices and the shift
operators on the separate variables spectrum. Moreover, the separate relations for the spectral
problem of the transfer matrix should be the quantum spectral curve analog computed along
the separate variables spectrum.
Indeed, Sklyanin has proven the following identities:
(λ− µ)A(K)(λ)B(K)(µ) = (λ− µ− η)B(K)(µ)A(K)(λ) + B(K)(λ)Ξ
(K)
1 (λ, µ) (A.4)
for the shift operator and
A(K)(λ)A(K)(λ− η)A(K)(λ− 2η) −A(K)(λ)A(K)(λ− η)T
(K)
1 (λ− 2η)+
A(K)(λ)T
(K)
2 (λ− 2η)− q-detM
(K)(λ− 2η) = B(K)(λ)Ξ
(K)
2 (λ) (A.5)
for the quantum spectral curve, the operators Ξ
(K)
1 (λ, µ) and Ξ
(K)
1 (λ, µ) have the following
explicit formulae:
Ξ
(K)
1 (λ, µ) = ηA
(K)(µ)
[
B
(K)
3 (λ)B
(K)
3 (λ− η)
]−1
B
(K)
3 (µ − η)B
(K)
3 (µ), (A.6)
Ξ
(K)
2 (λ) =
[
B
(K)
3 (λ)B
(K)
3 (λ− η)B
(K)
3 (λ− 2η)
]−1
(A.7)
×
[
C
(K)
1 (λ− 2η)C
(K)
3 (λ− 2η)−B
(K)
3 (λ− 2η)B
(K)
1 (λ− 2η)
]
. (A.8)
Here, the main problem is that independently from the choice of the matrix K our observation
is that some zeros of B(K)(λ) coincide with singularities of the operators Ξ
(K)
1 (λ, µ) and Ξ
(K)
2 (λ),
so that the r.h.s of the equations (A.4) and (A.5) are nonzero in some points of the spectrum of
the zeros of B(K)(λ). Hence, they do not imply the desired shift and spectral curve equations.
So that for the representation under consideration the operator A(K) of Sklyanin does not seem
to produce the right shift operator on the B(K) spectrum. Recently however, there appeared
an interesting article [65] using the same structure for the sl3 non-compact case. We do not
know if a problem similar to the one we discuss here could also be present there, the question
being if in the non-compact case the spectrum of the denominators in the above equations have
points in common with the B(K) spectrum. It would be interesting to clarify this point and also
to investigate the method we propose here in this non-compact situation. In the fundamental
representation we consider here the following statements holds for chain up to N = 3 sites, they
have been verified by symbolic computations using Mathematica:
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Property A.1. Let us consider a chain with N ≤ 3 sites then the following statements holds.
Let us write explicitly the matrix:
K =

 k1 k2 k3k4 k5 k6
k7 k8 k9

 , (A.9)
then under the condition:
κK ≡ k1k3k6 − k3k5k6 − k
2
3k4 + k2k
2
6 6= 0 (A.10)
and the inhomogeneity condition (5.7), the one-parameter family B(K)(λ) of commuting oper-
ators is diagonalizable with simple spectrum. The eigenvalues of B(K)(λ) admit the following
representations:
b
(K)
h1,...,hN
(λ) = κKb0(λ)
N∏
a=1
(λ− ξa)
2−ha(λ− ξa + η)
ha , (A.11)
where for any i ∈ {1, ..., N} and hi ∈ {0, 1, 2} and we have defined:
b0(λ) =
N∏
a=1
(λ− ξa − η). (A.12)
The associated covector eigenbasis of B(K)(λ):
〈h1, ..., hN |B
(K)(λ) = b
(K)
h1,...,hN
(λ)〈h1, ..., hN |,
coincides with our SoV basis once we fix the form of our basis by imposing:
〈h1, ..., hN | = 〈L1 |
N∏
n=1
T
(K)δhn,0
2 (ξn − 2η)T
(K)δhn,2
1 (ξn) ∀ hn ∈ {0, 1, 2}, (A.13)
with
〈h1 = 1, ..., hN = 1| = 〈L1 | ≡
N⊗
a=1
(−k6, k3, 0)a. (A.14)
It is interesting to note that it holds:
〈h1 = 0, ..., hN = 0| = 2η
2N
N⊗
a=1
(k6(k3k7 + k6k8)− k9(k3k4 + k5k6), k9(k1k3 + k2k6)
− k3(k3k7 + k6k8),−κK)a (A.15)
= 2η2N 〈h1 = 1, ..., hN = 1|
N⊗
a=1
K˜a, with K˜ the adjoint of K. (A.16)
〈h1 = 2, ..., hN = 2| = η
N
N⊗
a=1
(k1k6 − k3k4, k2k6 − k3k5, 0)a = η〈h1 = 1, ..., hN = 1|
N⊗
a=1
Ka.
(A.17)
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Moreover, B(K)(λ) has also the following two eigenvectors with tensor product form:
|h1 = 0, ..., hN = 0〉 =
N⊗
a=1
(0, 0, 1)taa , (A.18)
|h1 = 2, ..., hN = 2〉 = η
N
N⊗
a=1
(k3, k6, k9)
ta
a = η
N
N⊗
a=1
KaR0. (A.19)
Finally, by using the operator family A(K)(λ) and D(K)(λ) ≡
[
A(K)(λ)
]−1
we get:
lim
λ→ξn
〈h1, ..., hn = 0, ..., hN |A
(K)(λ) = c
(0)
h1,...,hN
detK 〈h1, ..., hn = 1, ..., hN |, (A.20)
lim
λ→ξn
〈h1, ..., hn = 2, ..., hN |D
(K)(λ) = c
(2)
h1,...,hN
〈h1, ..., hn = 1, ..., hN |, (A.21)
for any n ∈ {1, ..., N}, hj ∈ {0, 1, 2} for j ∈ {1, ..., N}\n and with c
(i)
h1,...,hN
some nonzero finite
constants. However, it holds:
lim
λ→ξn,ξn±η
〈h1, ..., hn = 1, ..., hN |A
(K)(λ) 6= c¯
(0)
h1,...,hN
〈h1, ..., hn = 2, ..., hN |, (A.22)
lim
λ→ξn,ξn±η
〈h1, ..., hn = 1, ..., hN |D
(K)(λ) 6= c¯
(0)
h1,...,hN
〈h1, ..., hn = 0, ..., hN |, (A.23)
for any n ∈ {1, ..., N}, hj ∈ {0, 1, 2} for j ∈ {1, ..., N}\n and any c¯
(i)
h1,...,hN
nonzero finite
constants.
The above claim about the diagonalizability of the B(K)(λ) operator are restricted to the
case κK 6= 0.
Property A.2. Let us consider a chain with N ≤ 3 sites and let us assume that the inhomo-
geneity condition (5.7) holds and that the matrix K is w-simple then, we have the following
identification:
B
(K) (λ) = B(K)(λ)/(κKb0(λ)) if κK 6= 0 (A.24)
once we have fixed our SoV basis imposing (A.14). While if κK = 0, then for any Kˆ similar to
K such that κ
Kˆ
6= 0, we have the identification:
B
(K) (λ) = Γ
WWˆ−1
B(Kˆ)(λ)/(κ
Kˆ
b0(λ))Γ
−1
WWˆ−1
(A.25)
where:
Γ
WWˆ−1
=
N⊗
a=1
WK,aWˆ
−1
Kˆ,a
(A.26)
once we have fixed our SoV basis imposing:
〈h1 = 1, ..., hN = 1| =
N⊗
a=1
(−kˆ6, kˆ3, 0)aΓ
−1
WWˆ−1
. (A.27)
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It is a natural conjecture that the Properties A.1 and A.2 holds for chains of any number of
sites.
Let us comment that similar statements about the diagonalizability of the Sklyanin’s B-
operator and of the form of its eigenvalues were previously verified in [66], always by symbolic
computations in Mathematica for chains of small size, for some special class of twist K matrix
satisfying the condition (A.10). In [66], it was moreover done the conjecture that transfer matrix
eigenvectors have the usual algebraic Bethe ansatz form in terms of this Sklyanin’s B-operator.
Such conjecture has been recently verified in [67] algebraically, mainly relying on the use of the
Yang-Baxter commutation relations. It is then worth mentioning that if the identity (A.24)
is proven to hold for chains of any size then the algebraic Bethe ansatz form of the transfer
matrix eigenvectors is derived in just one line proof starting from the SoV representation of
these eigenvectors, as described in section 5.4.
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