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1. INTRODUCTION 
We study the existence of unbounded positive C2-solutions of the rotational ly symmetr ic  har- 
monic map equation 
a ' ( r )  + (n - 1) f ' ( r )  c~'(r) - (n - 1) g(~(r))g'(a(r)) /-~ /2(r) = 0, (1.1) 
for r > 0, with prescribed limit 
lim a(r) = 0, (1.2) 
r . . . ,0  + 
where n > I is an integer. Throughout this paper f and g satisfy the conditions 
f ,g  E C 4 ([0, ~) ) ,  f (0) -- 9(0) = 0, f (0 )  = g'(0) = 1 (1.3) 
and 
/(r)>0, g(Y) >0, forr >0, y>0. (i.4) 
We are also concerned with the following Dirichlet problem at infinity for equation (1.1). Given 
any nonnegative number a, does there exist a nonnegative solution a E C2((0, c~)) of equa- 
tion (1.1) in R + with prescribed limit (1.2), such that 
~(oo) := lim c~(r)= a? 
r --'*OO 
The two problems are connected by the following result of Cheung, Law and the author. 
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THEOREM A. (See [1].) In equation (1.1), assume that n >_ 2, if(O) = g"(O) = O, f"(r) > 0 
for r > 0 and g"(y) >_ 0 for y > 0. Assume also that 
~1 °° dr f(---~ < oo. (1.5) 
I f  there exists an unbounded positive solution a~ E C2((0, oo)) of equation (1.1) in R + with 
prescribed limit (1.2), then the map ~1 : a(1) ~ a(oo) is a homeomorphism from the intervai 
I = [0, M) for some positive number M to [0, oo). In particular, the Dirichlet problem at 
infinity for equation (1.1) has a unique C2-solution with prescribed limit (1.2) for any nonnegative 
boundary vaiue at infinity. Furthermore, the map ¢o : a'(O) ~ a(oo) is also a homeomorphism 
from the domain to [0, oo). 
A main purpose of the paper is to construct an unbounded positive solution a~ E C2((0, oo)) 
of equation (1.1) in R + with prescribed limit (1.2). We obtain the following existence result. 
THEOREM B. In equation (1.1), assume that n _> 2, f"(0) -- g"(0) = 0, i f ( r )  >_ 0 for r > 0 and 
g"(y) > 0 for y > 0. Assume also that 
~1 °° dr ~oo dy 
< and g(y) < (1.6) 
Then there exists an unbounded positive entire solution ar E C2((0, oo)) of equation (1.1) in R + 
with prescribed limit (1.2). 
For n -- 2, under condition (1.6), ar  is known to be critical in the sense that nonnegative 
solutions below ar  are bounded, while solutions above a~ blow up in bounded intervals [2]. In 
addition, for n = 2, condition (1.6) is necessary and sufficient for the existence of a bounded and 
an unbounded positive entire C2-solution of equation (1.1) in R + with prescribed limit (1.2) [2]. 
For n _> 2, Theorem 5.10 in [1] shows that if f'(r) > 0 for r > 0, g'(y) > 0 for y > 0, 
f l ° dr ~1 °° d y f(r---~ < oo and g(y) = oo, (1.7) 
then every positive entire C2-solution of equation (1.1) in R + with prescribed limit (1.2) is 
bounded from above in R +. Hence, if 1/f  E LY((1,c~)), then the condition 1/g E Ll((1, oo)) 
is also necessary for the existence of an unbounded positive entire C2-solution of equation (1.1) 
with prescribed limit (1.2). Using Theorem A and Theorem B, we show the following. 
THEOREM C. In equation (1.1), assume that n >_ 2, if(O) = g"(O) = O, i f (r)  >_ 0 for r > 0 and 
g"(y) >_ 0 for y > O. Assume also that 
~ oo dr f(r---) < oo. (1.8) 
Then the Dirichlet problem at infinity for equation (1.1) has a unique C2-solution with prescribed 
limit (1.2) for any nonnegative boundary vaiue at infinity. Furthermore, the maps ¢o and ¢1 
defined in Theorem A are homeomorphisms from their domains to [0, oo), respectively. 
We note that for n = 2, condition (1.8) in Theorem C is also necessary for the solution of 
the Dirichlet problem (of. [2]). Under the assumption of negative sectional curvature, Dirichlet 
problem at infinity for harmonic functions and harmonic maps are studied in [3-6]. In a~idition, 
Ratto and Rigoli [7] study both the existence and nonexistence of bounded positive solutions of 
equation (1.1) under some differential conditions on f.  In our case the integral condition (1.8) 
relaxes considerably the condition of negative sectional curvature. For n >_ 2, denote by T~o 
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the radial Ricci curvature above the origin of R n, equipped with the Riemannian metric dr 2 + 
f2(r) d~ 2. Here dO 2 is the standard Riemannian metric on the unit sphere in R n. We have 
no(r)  = - (n  - 1) f " ( r )  for r > 0 
f i r )  ' 
(see, for example, [8]). It follows from the work of Milnor in [9] that if there exists a positive 
number ~ such that 
(n - 1)(1 + E) for large r, 
TOo(r) <_ r21n r , 
and if the function f is unbounded from above in R +, then 1/ f  • LI((1, o¢)); on the other hand 
if 
n -1  
TOo(r) >_ - r2  ln-----~' for large r, 
then 1/ f  q~ LI((1, oo)). Hence, in Theorem C the radial Ricci curvature TOo can decay quadrati- 
cally to zero (for example, f ( r )  = r( lnr) 1+* for r >> 1, where 5 is a positive number). 
It is proved by Milnor [9] that the Riemannian metric dr2+ f2(r)d~ 2 on R 2 is hyperbolic (that 
is, conformally equivalent to the open unit disc in the complex plane) if and only if condition (1.8) 
holds. The condition f"(0) = 0 is related to the smoothness of the Pdemannian metric dr 2 + 
fa(r) dr92 at the origin (cf. [1]). 
The proof of Theorem B is based on the observation that if condition (1.6) holds, then there is 
a bounded entire C2-solution a of equation (1.1) in ]R + with prescribed limit (1.2). We consider 
the supremum of all at(0) such that a is bounded from above in R +. In order to show that the 
supremum in not infinite, we prove in Section 2 that if (1.6) holds and at(0) is large, then a blows 
up in a bounded interval. The positive local C2-solution a~ of equation (1.1) with a S (0) equal to 
the supremum is found to be extendible to a positive entire C2-solution of equation (1.1) in R +. 
With the help of theorem A, we show that a~ is unbounded from above in R +. 
2. BLOW-UP POSIT IVE  SOLUTIONS 
LEMMA 2.1. In equation (1.1), assume that n _> 2, f"(0) = 0 and g"(y) > 0 for y > 0. There 
exists a number o • (0, 1) such that for any positive solution a • C2((0, 2)) of equation (i.1) in 
the interval (0, 2) with prescribed limit (1.2), we have 
a(1) > 2 a(ro), i2.1) 
Assume in addition that a • C 1 ([0, 2)). Then there exists a positive constant C, which depends 
on n and f only, such that 
[1+ Cro] a(ro) >_ a'(O). (2.2) 
PROOF. As fit(0) = 0, there exist positive constants C1 and C2 such that 
f ' ( r )  < 1 1 1 
- -  + C 1 r and - ~ < C2, 
f ( r )  - r fa(r) - - -~  + 
As g"iY) >- 0 for y > 0, we have 
g(y) > y and g'(y) > l, fo ry>0.  
for r e (0, 1]. (2.3) 
Since a > 0 in (0, 2), we also have a' > 0 in (0, 2) [1,7]. Hence, 
0 = a"(r)  + (n - 1) f ' ( r)  a'(r) - (n - 1) g(a(r)) g'(a(r)) 
-~  f2(r) 
< a"(r)  + (n - 1) f ' ( r )  a'(r) - (n - 1) ~(r) 
- ~ f2(r) 
< a" ( r )  + (n - 1) a ' ( r )  _ (n - 1) a i r )  r " -~  + (n - 1)C1 ra'(r) + (n - 1)C2 a(r) 
= a"(r)  + (n - 1) + (n - 1)C1 ra'(r) + (n - 1)6'2 a(r) 
(2.4) 
(2.5) 
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for r • (0, 1]. After an integration on both sides of (2.5) from ro to r we obtain 
cz,(r) _ a,(ro) + (n _ l) [a~r) c~(__ro)] + (n -1) (C l  + C2)r~(r) > O, (2.6) 
ro J 
for 0 < ro < r < 1, where we make use of the fact that a is increasing on (0,2). As a~(ro) > O, 
(2.6) implies that 
a'(r) + (n - 1) a(r___)) + (n - 1)(C1 + C2) ra(r) > (n - 1) a(ro___.)) (2.7) 
r - -  ro ' 
fo r0<ro<r<l .  That is, 
[rn-la(r)] ' + (n - 1)(C1 + C2) rna(r) > (n - 1) a(ro) rn_l,  (2.8) 
ro 
for 0 < ro < r < 1. Integrating both sides of (2.8) from ro to 1 we obtain 
Hence, 
a(1) + ~ (C1 + C2) a(1) >_ ~ (1 - ron), 
ro  
for 0 < ro < 1. (2.9) 
1 a(ro) nro [1 + (C1 + C2)(n - 1)/(n + 1)] 
a(1) -< (n - 1) (1 - ro n) -< -2' (2.10) 
and 
[yg'(y) -g (y ) ] '  = yg"(y) > 0, for y > 0. (2.17) 
(1.3) and (2.17) show that yg'(y) - g(y) >_ 0 for y > 0. It follows from (2.16) that the function 
g(y) /y  is nondecreasing on R +. Let ro • (0, 1) be the positive number in Lemma 2.1. Hence, we 
have 
g(a(ro)) < a(ro) 1 (2.18) 
g(a(1)---~" - ~ -< 2" 
We show that under condition (1.6), if a~(0) is large enough, then a blows up in a bounded 
interval when it is extended in R +. 
for y > 0, (2.16) 
[1 ] 
-Co + Cro  (ro) > a'(o), (2.14) 
where ro • (0, 1) is the number chosen above, and 
C - n - 1 (Cz + C2) (2.15) 
is a positive constant hat depends on n and f only. | 
Consider the function g(y) /y  for y > 0. Assume that g"(y) >_ 0 for y > 0. We have 
Hence, 
if ro E (0, 1) is small enough. Note that the choice of ro is independent on a. Assume in addition 
that a E CI([0, 2)). Letting ro ~ 0 + in (2.6) we have 
a'(r)  + (n - 1) (x(r) _ ncz'(0) + (n - 1)(Cl + C2) ra(r) > 0, for r e (0, 1]. (2.11) 
r 
Therefore, we obtain 
[rn- la(r) ] '  + (n - 1)(C1 + C2) r"a(r) >_ nr" - la ' (0) ,  for r • (0, 11. (2.12) 
Integrating both sides of (2.12) from r' to r and letting r' ~ 0 + we have 
n -1  
rn- l~(r )  + ~-~--~(C1 + C2) rn+l~(r) > rna'(0), for r • (0, 1]. (2.13) 
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THEOREM 2.1. In equation (1.1), assume that n > 2, f"(0) = 0, f ' ( r )  >_ 0 for r > 0 and 
g"(y) >_ 0 for y > 0. Assume a/so that 
j oo dr ~ dy f(r----~ < co and g(y) < co. (2.19) 
Take a number ro • (0, 1) and a positive constant C > 0 which satisfy (2.1) and (2.2) in 
Lemma 2.1. Let Ro be the unique positive number such that 
oo dy _ x~'Z_____~l fn_2(ro ) dr (2.20) 
R. g(Y) 2 fn-l(T)' 
and let 
ao = + Cro Ro. (2.21) 
For any positive solution a 6 C2((0,¢)) fq Cl([0, e)) of equation (1.1) in (0,~) for some number 
¢ > O, with a(O) = O, if at(O) > no, then a blows up in a bounded interval when it is extended 
in R +. 
PROOF. We first note that, as f is a nondecreasing function on R +, the condition 1I f  E 
L1((1, oo)) implies that 1/ f  n-1 E Ll((1,co)). Suppose that a does not blow up in a bounded 
interval when it is extended in R +. Then a can be extended to a positive entire C2-solution of 
equation (1.1) in R + (cf. [10, p. 15]). From (2.2) we obtain 
~(ro) >_ Ro. (2.22) 
From inequality (5.52) in [1] we have 
[(fn-l(r)o~'(r))2] ' ~ (n - 1)f2n-a(ro) {[g(a(r))]2} ' , for r >_ ro. (2.23) 
Integrating both sides of equation (2.23) from ro to r we obtain 
( fn- l ( r )cg(r ) )  2 + ( n - 1)f2n-4(ro)[g(a(ro))] 2 > (n - 1)f2n-a(ro)[g(~(r))] 2, (2.24) 
for r >_ ro. Using the inequality 
v~ + v/B >_ v~+ B for nonnegative numbers A and B, (2.25) 
and (2.24), we obtain 
fn - l  (r)ot'(r) + ~ fn-2(ro) g(ot(ro)  >_ v/-n - 1 fn-2(ro) g(ot(r) , (2.26) 
for r >_ ro. Therefore, we have 
o/(r) > v/n - 1 fn-2(ro) fn_ l ( r  ) g(a(r)-------'~ + ~ -- 1 fn-2(ro) g(ol(rO))g(c~(r)) fn-l(r)l _ 1 , (2.27) 
for r ~_ ro. Integrating both sides of (2.27) from 1 to R and using the change of variables y = a(r), 
we obtain 
f~ a(R) dy fl dr ~ dr (2.28) (1) g(Y) + V~- 1 fn-2(ro) g(a(ro)) R R g(a(1)) fn-l(r--------~ ~ VCn'-- 1 fn-2(ro) fn_l(r), 
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for R > 1, where we also use the fact that c~ and g are increasing functions on R +. From 
Lemma 2.1, (2.18) and (2.28) we have 
/1 (1) g(Y) > fn-2(r°)  dr _ fn_ l ( r ) ,  for R > 1. (2.29) 
Letting R ~ c~ in both sides of (3.31) we obtain 
~ dy > - 1 f f_2(ro ) dr (2.30) 
(1) g(Y) - fn - l ( r )  " 
As a(1) > a(ro) >_ Ro, (2.20) and (2.30) are in contradiction with each other. Hence, we conclude 
that a blows up in a bounded interval when it is extended in R +. | 
REMARK 2.1. We observe that the argument in the proof of Theorem 2.1 works if we assume 
instead that f ( r )  >_ c 2 for r >_ ro and 1/ f  n-1 E LI((1, oo)), where c is a positive constant. 
Under the assumption that (g - f )  is nondecreasing, there is another way to show the existence 
of blow-up solutions. 
THEOREM 2.2. In equation (1.1), assume that n >_ 2, g'(r) >_ f ' (r) ,  and 9"(r) > 0 for r > O. 
Assume also that 
f l  ~ dr < oo. (2.31) 
For any positive solution (~ 6 C2((0,e)) (7 Cl([0,e)) of equation (1.1) in (O,e) for some number 
e > O, with a(O) = O, if a'(O) > 1, then a blows up in a bounded interval when it is extended 
in R +. 
PROOF. Given a number b E (1, a'(0)), by a result in [2] (cf. [1]), there exists a positive solution 
/~ E C2((0, 5)) N CI([0, 5)) of the equation 
y( r )  = f ( r )  (2.32) 
in (0, 6) for some number 6 > 0, with/3(0) = 0 and/3'(0) = b. Suppose that 13 can be extended 
in R + to a positive CLsolution of equation (2.32) in R +. We have/3'(r) > 0 for r > 0 and 
/3'(r) 1 
- -  - -  for r > O. (2.33) 
9(/3(r)) f ( r ) '  
Integrating both sides of equation (2.33) and using the change of variables y =/3(r),  we obtain 
f ~(r) dy = f r  ds for r>ro>O.  (2.34) (,o) g(v) o f ( s ) '  
As /3'(0) = b > 1, for ro > 0 small, we have t3(ro) > ro. It follows from the assumption 
9'(r) >_ f ' ( r )  for r > 0 that 
1 1 
- -  < for  r > 0. (2 .35)  
g(r) - f ( r ) '  
Hence, (2.34) shows that/3(r) > r for r > ro > 0. Letting r --* oo in (2.34) we obtain 
(to) g-~) = o f ( r ) '  for r > ro > O. (2.36) 
For ro > 0 small so that/3(to) > to, (2.35) and (2.36) are in contradiction. Therefore,/3 blows 
up in a bounded interval (0, R) for some number R > 0 when it is extended in R +. From (2.34), 
(2.35) and the fact that/3(to) > ro for ro > 0 small, we conclude that 
/3(r) > r, for r E (0, R). (2.37) 
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We have 
Z, , i r )  __ f ' ( r ) ]  for r E (O,R). (2.38) 
L f(r) J I f(r) f(r) ' 
(2.32), (2.37), and (2.38) show that 
~"(r) + (n t, f'(r) g(t3(r))g'(~(r)) 
- 1) f - -~  B'(r) - (n - 1) f2(r ) (2.39) 
= (n - 2) f~' ( r ) f - l ( r ) [ f ' ( r )  - g'(/3(v))] ___ 0, for r ~ (0, R). 
Suppose that a does not blow up in a bounded interval when it is extended in R +. Then a can be 
extended to a positive C2-solution of equation (1.1) in R +. As limr__.a- /~(r) = oo, there exists 
a point r' a (0, R) such that a(r') </3(r'). Since a'(0) > 3'(0), we have a(ro) >/~(ro) for ro > 0 
small. Therefore, there exists a point ~ C (0, r') such that 
a(~) > f~(~), a'(~) = 3'(~), and a"(~) < f~"(~). (2.40) 
The assumption that g"(y) > 0 for y > 0 implies that g is increasing and g' is nondecreasing 
on R +. Using equation (1.1), inequality (2.39) and (2.40), we have 
a"(P) = (n - 1) { g(a(~))g'f2 (~)(a (~)) 
>(n-1){g(13(r))g'(~f2(~) (~)
f '  (r) a '  (~) / 
f (~)  J 
f' (f) t3' (f) } >_ t3" 
f (r) (r) '  
which is a contradiction. Hence, a(r) >_ ~(r) for r E (0, R). As limr-~R- ~(r) = c¢, we conclude 
that ~ blows up in a bounded interval when it is extended in R + . | 
3. EXISTENCE OF AN UNBOUNDED ENTIRE SOLUTION 
Throughout his section, we assume that n _> 3, if(O) = g'(O) = O, f"(r) >_ 0 for r > 0, 
g"(y) >_ 0 for y > 0, 
~°¢ dr ~°° dY 
f(r-'--) < c¢ and g(y) < c¢. (3.1) 
It follows from Corollary 5.45 in [1] that there is a bounded positive entire solution a E C 2 
((0, c¢))N C 1 ([0, oo)) of equation (1.1) in R + with a(0) = 0. For every nonnegative number a, by 
the local existence theorem [11], there exists a nonnegative solution aa E C2((0, ea))N C1([0, sa)) 
of equation (1.1) in (0, ea) for some number ea > 0, with 
~a(0) = 0 and ata(0) = a. 
When aa is extended in R + as a C2-solution of (1.1), either it blows up in a bounded interval, 
or aa(r) remains bounded for any r > 0. In the latter case aa can be extended in a unique way 
to a nonnegative entire C2-solution of equation (1.1) in R + (cf. [10, p. 15; 12]). The extended 
solution may be bounded or unbounded from above in ]I¢ +. Let 
r = sup {a e [0, o¢) I aa can be extended to a bounded 
nonnegative entire C2-solution of equation (1.1) in R+}. 
By the discussion above, v > 0. Theorem 2.1 shows that if a is large enough, then aa blows up 
in a bounded interval when it is extended. Hence, ~- < c¢. By the local existence theorem [11], 
there exists a positive solution ar E C2((0, e~)) r3 C1([0, e~)) of equation (1.1) in (0, er) for some 
number er > 0, with 
a~(0) = 0 and ~(0)  = ~'. (3.2) 
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LEMMA 3.1. a~ can be extended in R + to a positive ntire C~-solution of equation (1.1) in R +. 
PROOF. Suppose that a~ blows up in (0, ro) for some number o >_ ¢r, that is, 
lim a(r) = co. (3.3) 
O0 Let {ai}i=l be a sequence of increasing positive numbers uch that 
lim ai =r .  t~.aJ 
i....-* oo  
U oo  By the definition of T, { i)i=l corresponds to a sequence of bounded positive entire C2-solution 
O~ c~ { i}i=l of equation (1.1) in R + with 
ai(0) = 0 and a'(0) = ai > 0, i = 1, 2 , . . . .  (3.5) 
Let ~ = ~/2  and c = ar(~). As ai < T for i = 1,2, . . . ,  Lemma 2.4 in [1] shows that 
ai (r) < ar  (r) = c, for i = 1, 2, . . . .  (3.6) 
Suppose that 
As in (2.23) we have 
lim ai(ro) = co. (3.7) 
i--*OO 
[(fn-l(r)a:(r))2]'>_ (n-1)f2n-4 (f){[g(ai(r))]2} ' , 
for r _> ~ and i = 1,2, . . . .  Integrating both sides of (3.8) from ~ to r we obtain 
(3.s) 
(fn-l(r) a~(r)) 2 + (n - 1)f 2n-4 (f) [g (ai (~))]2 > (n - 1)f 2n-4 (~) [g(ai(r))] 2 (3.9) 
for r > ~ and i = 1, 2 , . . . .  Using inequality (2.25), (3.6), (3.9), and the fact that g is increasing 
on R + we have 
fn- l(r)  o~(r) q- v~-  1 fn-2 (~) g(c) >_ v/'n - 1 fn-2 (~) g(oti(r)), for r ~ V. (3.10) 
Therefore, 
a~(r) v~-T fn -2 ( r )  g(c) > x /n -  l fn -2 ( r )  for r >~. (3.11) 
g(a~(r)) + fn-l(r)g(ai(r)) - fn - l ( r )  ' 
! Integrating both side of (3.11) from ro to R and using the fact that ai > 0 in R +, we obtain 
f o,(R) dy ::--'(:) g(c) f" dr 12-' f" dr (3.:2) 
g(y)  + g(a (ro)) o > o fn-l( ) 
for R > ro. As 1/f E Ll((0, co)) and f is nondeereasing, it follows that 1/f  n-1 e Ll((0, co)). 
Letting R --* co in (3.12) we obtain 
,(~o) g(y---~ + g(ai(ro)) o fn_l(r-------~ > x/-n- l fn-2 o fn_l(r ), (3.13) 
where (~i(co) = l imr -~ ai(r) < co. There exists a positive constant R1 such that 
/ :dy  v~.2.-1 fn_ 2 jfc¢ dr (3.14) 
, g(Y) < (~) ,, fn-l(r)' 
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As l im i -~ ai(ro) = co and g(y) > y for y > 0, we have a~(ro) > R1 and g(c)/g(~i(ro)) < 1/2 
for large i. Therefore, (3.13) and (3.14) are a contradiction when i is large enough. Hence, the 
assumption that lim,-~oo ai(ro) = c~ is invalid. We conclude that 
lim ai(ro) = A < co, (3.15) 
i---*oo 
where A is a positive number. By the assumption limr__.r,: (~(ro) = co, there exists a positive 
number ~i such that ro -5  > 0 and ~(ro  -5 )  > 2A. As c~i is increasing on R +, (3.15) shows that 
c~i(ro - 5) < ai(ro) <_ A, for i = 1, 2 , . . . .  (3.16) 
Since ar  • C1([0, ro - ~/2]), there exists a positive constant Co such that 
~r(r)<_Cor, for r • (0, to-- ~) .  
Applying Lemma 3.7 in [1] and an argument similar to the proof of Lemma 3.30 in [1] [in the 
interval (0, ro - ~f/2)] we have 
lim ~i(ro - 5) = ~r(ro - 5) > 2A, (3.17) 
which contradicts (3.16). Hence, ar cannot blow up in a bounded interval when it is extended. 
That is, c~r can be extended to a positive entire C2-solution of equation (1.1) in R +. | 
LEMMA 3.2. aT iS unbounded from above in R +. 
PROOF. Suppose that c~r is bounded from above in ]R +. There exists a positive constant Co such 
that 
a~(r) < Co, for r > 0. (3.18) 
For any number a > r, let aa • C2((0, sa)) n Cl([0, ea)) be a positive solution of equation (1.1) 
in (0,ea) for some number ea > 0, with 
aa(0) = 0 and ata(0) = a. 
By the definition of T, aa cannot be extended in R + to a bounded positive entire C2-solution 
of equation (1.1) in R +. By Theorem A in [1] (that is Theorem A in the introduction), c~, also 
cannot be extended in R + to an unbounded positive entire C2-solution of equation (1.1) in R +. 
Otherwise Theorem A in [1] shows that the Dirichlet problem at infinity for equation (1.1) has a 
bounded positive solution f~ E C2((0, oc)) ~ CI([0, co)) with 
f~(0) = 0 and lim f~(r) = f~(co) > Co. (3.19) 
7" '+00 
By Lemma 2.4 in [1], f~'(0) > r, which contradicts the definition of T. Hence, for any a > r, aa 
blows up in a bounded interval (0, ra) for some number a > 0 when it is extended in R + as a 
positive C2-solution of equation (1.1). Fix a number b > r. It follows that ab blows up in (0, rb) 
for some number b > 0. By Lemma 2.4 in [1], for any a E (T, b), we may assume that a ,  is 
defined on (O, rb) as a positive C2-solution of equation (1.1). Let 
8a(r) --[ala(r)] 2 , (3.20) 
for r in the domain of definition of aa. From inequality (6.46) in [1] we have 
~a(R) <_ ~fZ(r°) ~a(ro) + ~(n - 1) 2 f_3(R) ~r R g2(O~a(r))f'(r)g'2(Ota(r)) dr 
o 
(3.21) 
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for R > ro > 0 and R is in the domain of definition of aa. Here 6 = 2n - 5 is a positive integer 
(recall that n >_ 3). Letting ro --* 0 + in (3.21) we have 
< (n - 1) 2 [R  
- ~ f -3 (R)  J0 g2(OLa(r))g'2(Ola(r)) dr, (3.22) Oa(R) 
if(r) 
for R > 0 so far as aa(R) is well defined. As ab E Cl([0, 3rb/4]), there exists a positive 
constant C1 such that 
a~(r)<_Ctr, for r E (0 ,~)  . 
Using Lemma 3.7 in [1] and an argument similar to the proof of Lemma 3.30 in [1] [in the interval 
(0, 3rb/4)], we have 
Hence, for a > T close to r, using (3.18) and (3.23), we have 
Consider a number R > rb/2 such that 
aa(R) <_ 3Co. (3.25) 
As f'(r) _> 1 for r > 0 and f(r) > r for r > 0, from (3.22) and (3.25), there exists a positive 
constant C independent on a > T close to v, such that 
rb Oa(R) <_ C 2, for R > ~- so far as aa(R) _< 3Co. (3.26) 
Hence, for a > ~- close to ~-, aa <_ 3Co in the interval 
Replacing rb/2 in (3.23) and (3.24) by rb/2 + Co/(2C), a similar argument as above shows that 
for a > ~- close to T, aa <_ 3Co in the interval 
rb 
Let Ro be a positive number such that 
eo g(Y) > ~ " (3.27) 
o f ( r )  
By continuing the above procedure, for a number a > T close to r, there exists a positive 
C2-solution aa of equation (1.1) that is C 1 up to zero, with aa(0) = 0 and a ' (0)  = a, such that 
aa <_ 3 Co, in (0, Ro). (3.28) 
Furthermore, aa blows up in (0, ra) for a number a > Ro. Lemma 5.1 in [1] shows that 
f~"(r) dy__ / ;  ds 
J..(no) g(Y) - < ~ o f(s)' for ra > r > Ro > 0. (3.29) 
Letting r ~ r a in (3.29), we obtain 
jfa°° dy /Ra dr f~  dr 
°(Ro) < - -  < (3 .30)  
- o f ( r ) -  o f ( r ) "  
As a~(Ro) <_ 3Co, (3.27) and (3.30) are in contradiction. We conclude that ar  is unbounded 
from above in R +. | 
By using Lemma 3.1 and Lemma 3.2, we obtain Theorem B in the introduction. 
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4. D IR ICHLET PROBLEM AT  INF IN ITY  
Using Theorem A, Theorem B, and a result in [2] for n = 2, we have the following result. 
THEOREM 4.1. In equation (1.1), assume that n >_ 2, f"(O) = g"(O) = O, f"(r) >_ 0 for r > 0 
and g"(y) >_ 0 for y > O. Assume also that 
f(r---~ < co and g(y-----~ < co. (4.1) 
Then the Dirichlet problem at infinity for equation (1.1) has a unique nonnegative solution 
in C2((0, co)) N C 1([0, oc)) with prescribed limit (1.2) for every nonnegative boundary value at 
infinity. Moreover, the map ¢1 defined in Theorem A is a homeomorphism from the interval [0, M) 
for some number M > 0 to [0, co); and the map ¢o defined in Theorem A is a homeomorphism 
from the interval [0, a~4(0)) to [0, oo). Here a M E C2((0, oo))ACI([0, co)) is the unique positive 
solution of equation (1.1) in R + with aM(O) = 0 and aM(l)  = M. 
THEOREM 4.2. In equation (1.1), assume that n >_ 2, f"(0) -- g"(0) = 0, f " ( r )  _> 0 for r > 0 
and g"(y) >_ 0 for y > O. Assume also that 
/CC dr /~  dy 
< co and g(y)  . . . .  co. (4.2) 
Then the map ¢o is a homeomorphism from [0, co) to itself. In particular, the Dirichlet problem 
at infinity for equation (1.1) has a unique solution in C2((0, co)) N CI([0, co)) with prescribed 
limit (1.2) for every nonnegative boundary value at infinity. Moreover, the map ¢1 is also a 
homeomorphism from [0, co) to itself. 
PROOF. For a nonnegative number a, let aa E C2((0, ea))A C 1 ([0, ea)) be a nonnegative solution 
of equation (1.1) in (0, ea) for some ea > 0, with an(0) = 0 and a~(0) = a >_ 0. It follows from 
Theorem 5.10 in [1] and a uniqueness result in [12] that aa can be extended in a unique way to 
a nonnegative C2-solution of equation (1.1) in •+, and aa is bounded from above in R +. Hence, 
Co(a) = lim an(r)= an(co) 
Y'--'~OO 
is defined for every nonnegative number a. Using the results in [1], namely, Lemma 3.7, 
Lemma 3.30, Lemma 6.1, and Remark 6.16, ¢o is continuous on [0, co). It remains to show 
that as a ~ co, an(co) --* co. By Lemma 2.1, there exist positive numbers C and ro such that 
for any a > 0, we have 
Hence, as a ~ co, 
no(co) >_ no(to) co. 
We conclude that the ¢o is onto [0, co). The continuity of ¢j1 is obtained by using Lemma 3.1, 
Lemma 3.7, and Remark 3.43 in [1]. Similarly, we can prove that ¢1 is homeomorphism. | 
Combining Theorem 4.1 and Theorem 4.2, we obtain Theorem C in the introduction. 
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