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Abstract This paper proposes a numerically feasible algorithm for the transient queue length distribution
in the BMAP/D/c queue. The proposed algorithm ensures the accuracy of the computational result and it
is applicable not only to the stable case but also to the unstable case. This paper also discusses a numerical
procedure to compute moments of the transient queue length distribution. Finally, some numerical examples
are presented to demonstrate the applicability of the proposed algorithm.
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1. Introduction
This paper considers the transient queue length distribution in the BMAP/D/c queue. The
queueing system has a buﬀer of inﬁnite capacity and c (c ≥ 1) identical servers. Cus-
tomers arrive at the system according to a continuous-time batch Markovian arrival process
(BMAP) [5] and their service times are all equal to some constant h (h>0). Each server
always serves a customer if any, and services are nonpreemptive.
In BMAP, arrivals are governed by a continuous-time, time-homogeneous Markov chain
with ﬁnite state space M = {1,2,...,M}, which is called the underlying Markov chain here-
after. We assume that the underlying Markov chain has only one recurrent class. The un-
derlying Markov chain stays in state i (i ∈M ) for an exponential interval of time with mean
μ
−1
i and then changes its state to state j (j ∈M ) with probability pi,j,w h e r e
 
j∈M pi,j =1
(∀i ∈M ). Given a state transition from state i to state j happens, n customer arrive in
batch with probability ζn,i,j,w h e r e
∞  
n=0
ζn,i,j =1 , ∀(i,j) ∈M×M .
Without loss of generality, we assume ζ0,i,i =0( ∀i ∈M )[ 5 ] .L e tC and Dn (n =1 ,2,...)
denote M × M matrices whose (i,j)th (i,j ∈M ) elements Ci,j and Dn,i,j are given by
Ci,j =
 
−μi, if i = j,
μipi,jζ0,i,j, otherwise,
Dn,i,j = μipi,jζn,i,j,
respectively. Thus BMAP can be characterized by the set of M×M matrices (C,D1,D2,...).
We assume that
D =
∞  
n=1
Dn  = O,
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which excludes the trivial case where customers never arrive at the system.
Roughly speaking, customers arrive in the following way. When a state transition driven
by Dn occurs, n customers arrive simultaneously. On the other hand, when a state transition
driven by C occurs, no customers arrive (for details, see [5]). Note here that C + D is
the inﬁnitesimal generator of the underlying Markov chain. Let π denote the stationary
probability vector of the underlying Markov chain. π then satisﬁes π(C + D)=0 and
πe =1 ,w h e r ee denotes a column vector of ones with an appropriate dimension. Because
the underlying Markov chain has only one recurrent class, π (π ≥ 0) is uniquely determined.
Let λ and ρ denote the arrival rate and the traﬃc intensity, respectively.
λ = π
∞  
n=1
nDne,ρ = λh.
There are some papers on the algorithmic analysis of transient solutions of queues fed
by BMAP. Lucantoni, Choudhury, and Whitt [7] considered the BMAP/G/1 queue. They
applied the two-dimensional transform inversion algorithm [1] to the BMAP/G/1 queue
and computed the transient workload and queue length distributions. However, the two-
dimensional transform inversion algorithm is not always numerically stable and can not give
the accuracy of the numerical results in advance. See also [6].
Le Ny and Sericola [4] considered the BMAP/PH/1 queue. They proposed an algorithm
to compute the transient queue length distribution approximately with an accuracy speciﬁed
in advance, using the uniformization technique [11]. Masuyama and Takine [8] considered
spatially inhomogeneous bivariate Markov chains with the skip free to one direction property,
which can represent the dynamics of a level-dependent BMAP/PH/c queue as a special
case. The algorithm proposed in [8] is based on some ideas (including the uniformization) of
achieving a target accuracy and reducing the computational cost. These two algorithms are
numerically stable and yield numerical results with the target accuracy. However, they are
not applicable to queues with deterministic service times, such as the BMAP/D/c queue.
In this paper, we propose a numerically reliable algorithm to compute the transient
queue length distribution for the BMAP/D/c queue. A notable feature of our algorithm is
the ability to specify the numerical accuracy in advance. Our algorithm originates from a
time-evolution equation for the time-dependent queue length distribution, which is obtained
by Crommelin’s approach [2,?]. In the next section, we provide the time-evolution equation
and some preliminary results. In section 3, we explain some key ideas of developing the
algorithm to compute the approximation to the transient queue length distribution, and
provide its complete description. We also present some theorems related to the feasibility
of the algorithm. Section 4 discusses the computation of moments of the transient queue
length distribution, and section 5 provides some numerical examples in order to demonstrate
the applicability of the proposed algorithm. Finally section 6 contains concluding remarks.
2. Preliminary Results
Let πn(t)( t ≥ 0, n =0 ,1,...)d e n o t ea1×M vector whose jth (j ∈M ) element represents
Pr[L(t)=n, S(t)=j], where L(t)a n dS(t)( t ≥ 0) denote the random variables that
represent the number of customers in the system and the state of the underlying Markov
chain, respectively, at time t. Because each arriving customer demands the service time of
constant length h and he is served without interruption once starting his service, only those
customers being served at time t − h leave the system during time interval (t − h,t], and
all other customers do not leave the system during this time interval. This implies that
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customers in the system at time t consist of ones waiting already in the buﬀer at time t−h
and ones arriving during time interval (t − h,t]. Thus we have the following result.
Proposition 2.1 For any t ≥ h, the πn(t) can be written in terms of the πn(t − h):
πn(t)=
c−1  
l=0
πl(t − h)Nn(h)+
n+c  
l=c
πl(t − h)Nn+c−l(h),n =0 ,1,..., (2.1)
where Nn(x) (x ≥ 0, n =0 ,1,...) denotes an M × M matrix whose (i,j)th (i,j ∈M )
element represents the conditional joint probability that n customers arrive during time
interval (τ,τ + x] (τ ≥ 0)a n dS(τ + x)=j given S(τ)=i.
Note here that
 ∞
n=0 Nn(x)e = e and the Nn(x)s a t i s ﬁ e s
∞  
n=0
z
nNn(x)=e x p
  
C +
∞  
n=1
z
nDn
 
x
 
. (2.2)
We deﬁne F k,n (k,n =0 ,1,...) as a nonnegative M × M matrix satisfying
∞  
n=0
z
nF k,n =
 
I + θ
−1
 
C +
∞  
n=1
z
nDn
  k
, (2.3)
where θ =m a x j∈M |Cj,j|. From (2.2) and (2.3), we have
∞  
n=0
z
nNn(x)=
∞  
k=0
e
−θx(θx)k
k!
 
I + θ
−1
 
C +
∞  
n=1
z
nDn
  k
=
∞  
n=0
z
n
∞  
k=0
e
−θx(θx)k
k!
F k,n, (2.4)
and
∞  
n=0
z
nF k,n =
∞  
l=0
z
lF 1,l
∞  
n=0
z
nF k−1,n,k =1 ,2,.... (2.5)
From (2.3), (2.4), and (2.5), we readily obtain the following result.
Proposition 2.2 Nn(x) (x ≥ 0) is given by
Nn(x)=
∞  
k=0
e
−θx(θx)k
k!
F k,n,n =0 ,1,..., (2.6)
where the F k,n is determined in the following way:
F 0,n =
 
I,n =0 ,
O,n =1 ,2,..., (2.7)
F 1,n =
 
I + θ−1C,n =0 ,
θ−1Dn,n =1 ,2,..., (2.8)
and for k =2 ,3,...,
F k,n =
n  
l=0
F 1,lF k−1,n−l,n =0 ,1,.... (2.9)
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For t ≥ 0, we deﬁne tm (m =0 ,1,..., t/h )a s
tm =
 
t −  t/h h, m =0 ,
tm−1 + h = t0 + mh, m =1 ,2,..., t/h .
Note here that t t/h  = t. From Propositions 2.1 and 2.2, we can obtain the πn(t)b y
computing the πn(tm)( m =1 ,2,..., t/h ) successively, when the πn(t0)i sg i v e n . T h u s
we consider the πn(t0). We assume that Pr[L(0) = l0]=1 ,w h e r el0 ≥ 0. Let l
(S)
0 denote
the number of customers being in service at time zero. Clearly, l
(S)
0 =m i n ( c,l0). We also
assume that the remaining service times of the ith (i =1 ,2,...,l
(S)
0 ) customers in service
is equal to hi,w h e r ehi ≤ h.L e t d(t0) denote the number of those customers that are in
service at time zero and leave the system by time t0.W et h e nh a v e
d(t0)=
l
(S)
0  
i=1
I(t0 ≥ hi), (2.10)
where I(χ) denotes an indicator function of event χ. Further, let A(t0) denote the random
variable that represents the number of customers arriving during time interval (0,t 0]. It is
easy to see that L(t0)=l0 − d(t0)+A(t0). Thus we obtain the following result, which is a
straightforward extension of the result for the M/D/c queue [12].
Proposition 2.3 πn(t0) is given by
πn(t0)=
 
πinitNn−l0+d(t0)(t0), if n ≥ l0 − d(t0),
0, otherwise, (2.11)
where πinit denotes a 1 × M vector whose j-th (j ∈M ) element represents Pr[S(0) = j].
We now consider the computation of πν(t)’s (ν =0 ,1,...,n) for a ﬁxed n (n =0 ,1,...)
and t (t>0). Proposition 2.1 shows that πν(t)’s (ν =0 ,1,...,n) are obtained in terms
of πν(t − h)’s (ν =0 ,1,...,n+ c), and the latter are obtained in terms of πν(t − 2h)’s
(ν =0 ,1,...,n+2c) and so on. Following this observation, for each m =1 ,2,..., t/h ,w e
need πν(t−mh)’s (ν =0 ,1,...,n+mc)t oo b t a i nπν(t)’s (ν =0 ,1,...,n). Franx [12] brieﬂy
sketched this numerical procedure for the M/D/c queue. However, it cannot produce the
whole transient queue length distribution π(t)=( π0(t),π1(t),...) with an overall accuracy
speciﬁed in advance. First of all, in this procedure, we cannot determine n such that
n  
ν=0
πν(t)e ≥ 1 − ε,
for target accuracy ε (0 <ε  1) before starting the computation of the πn(t). Even if
n could be determined beforehand, it might be so large as to require huge memory space,
especially when the system is unstable.
On the other hand, for any given t (t>0), our algorithm successively generates the
approximations   π(tm)=(   π0(tm),   π1(tm),...)t oπ(tm)=( π0(tm),π1(tm),...)f o rm =
0,1,..., t/h . N o t eh e r et h a tt h e  π(t t/h ) is an approximation to π(t). The generated
approximations   π(tm)( m =0 ,1,..., t/h ) have the following property. The details are
described in the next section.
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Property 2.1 For any given ε (0 <ε  1),
0 ≤   πn(tm) ≤ πn(tm),n =0 ,1,..., (2.12)
nm  
n=nm
  πn(tm)e ≥ 1 −
m +1
 t/h  +1
ε, (2.13)
where nm and nm are dynamically determined in the course of the execution of the algorithm,
depending on m, t, h,a n dε as well as the initial conditions.
Remark 2.1 Property 2.1 implies that the absolute error of   πn(tm) (m =0 ,1,..., t/h )
is uniformly bounded, i.e.,
0 ≤ πn(tm) −   πn(tm) ≤
m +1
 t/h  +1
εe
T, 0 ≤ πn(tm)e −   πn(tm)e ≤
m +1
 t/h  +1
ε,
for all n =0 ,1,....
3. Algorithm for the Transient Queue Length Distribution
We ﬁrst explain key ideas behind the proposed algorithm in subsection 3.1. We then give the
complete description of the proposed algorithm in subsection 3.2 and show three theorems
on its feasibility in subsection 3.3.
3.1. Key ideas behind the proposed algorithm
We introduce an approximation   Nn(x)( n =0 ,1,...)t ot h eNn(x), which has the following
property.
Property 3.1 The approximation   Nn(x) (n =0 ,1,...) satisﬁes
O ≤   Nn(x) ≤ Nn(x),n =0 ,1,..., (3.1)
n(x)  
n=n(x)
  Nn(x)e ≥ (1 − δ)e, (3.2)
where δ = ε/( t/h  +1 ) ,a n dw h e r en(x) and n(x) are determined, depending on x and δ
(see (3.10) and Remark 3.1).
For a while, we assume the   Nn(x) is available. With   Nn(t0), we deﬁne the approximation
  π(t0)t oπ(t0) in a way very similar to (2.11):
  πn(t0)=
 
πinit  Nn−l0+d(t0)(t0), if n0 ≤ n ≤ n0,
0, otherwise,
(3.3)
where
n0 = n(t0)+l0 − d(t0), n0 = n(t0)+l0 − d(t0). (3.4)
It follows from (2.11), (3.1), and (3.3) that
0 ≤   πn(t0) ≤ πn(t0),n =0 ,1,....
Also, from (3.2) and (3.3), we have
n0  
n=n0
  πn(t0)e = πinit
n0  
n=n0
  Nn−l0+d(t0)(t0)e = πinit
n(t0)  
n=n(t0)
  Nn(t0)e ≥ 1 − δ, (3.5)
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w h e r ew eu s eπinite = 1. Therefore the   πn(t0) satisﬁes Property 2.1.
For m =1 ,2,..., t/h , we determine   π(tm)=(   π0(tm),   π1(tm),...) by the following
recursion, which is an analogue of (2.1):
  πn(tm)=Ψ n
⎡
⎣
min(c−1,nm−1)  
l=nm−1
  πl(tm−1)
⎤
⎦  Nn(h)
+
min(n+c,nm−1)  
l=max(c,nm−1)
Ψn+c−l  πl(tm−1)  Nn+c−l(h), (3.6)
where
Ψn =
 
1, if n(h) ≤ n ≤ n(h),
0, otherwise.
To put it brieﬂy, (3.6) implies that the recursion (2.1) is executed while discarding right-
and left-tail probabilities of the π(tm), which are negligible to guarantee a target accuracy.
Clearly the   πn(tm) generated by (3.6) satisﬁes (2.12). In subsection 3.3, we provide a
theorem that ensures that the generated   πn(tm) satisﬁes (2.13).
In the rest of this subsection, we discuss the approximation   Nn(x) satisfying Property
3.1. Because the Nn(x) is given in terms of the doubly-inﬁnite sequence F k,n (see (2.6)),
we have to truncate the F k,n in computing the Nn(x). Thus, noting
∞  
k=0
∞  
n=0
e
−θx(θx)k
k!
F k,ne =
∞  
n=0
Nn(x)e = e,
we introduce the approximation   F k,n (k,n =0 ,1,...)t ot h eF k,n, which satisﬁes
O ≤   F k,n ≤ F k,n,n =0 ,1,..., (3.7)
k  
k=k
νk  
n=νk
e
−θx(θx)k
k!
  F k,ne ≥ (1 − δ)e, (3.8)
where k, k, νk,a n dνk are dynamically determined in the course of the execution of the
algorithm, depending on δ and x. We then deﬁne an approximation   Nn(x)t oNn(x)a s
follows:
  Nn(x)=
⎧
⎪ ⎨
⎪ ⎩
k  
k=k
e
−θx(θx)k
k!
  F k,n, if n(x) ≤ n ≤ n(x),
O, otherwise,
(3.9)
where n(x)a n dn(x) are given by
n(x)=m i n {νk | k ≤ k ≤ k}, n(x)=m a x {νk | k ≤ k ≤ k}, (3.10)
respectively. It follows from (3.8) and (3.9) that
n(x)  
n=n(x)
  Nn(x)e =
n(x)  
n=n(x)
k  
k=k
e
−θx(θx)k
k!
  F k,ne ≥
k  
k=k
νk  
n=νk
e
−θx(θx)k
k!
  F k,ne ≥ (1 − δ)e.
(2.6), (3.7), and (3.9) imply that O ≤   Nn(x) ≤ Nn(x) for all n =0 ,1,.... Therefore the
  Nn(x) deﬁned in (3.9) satisﬁes Property 3.1.
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Remark 3.1 Clearly, k, k, νk,a n dνk depend on x and δ (see (3.8)). Therefore, so do
n(x) and n(x) given in (3.10).
Next, we outline how to construct the approximation   F k,n satisfying (3.7) and (3.8).
The proposed algorithm ﬁrst chooses k and k satisfying
k  
k=k
e
−θx(θx)k
k!
(1 − ψ)
k ≥ 1 − δ, (3.11)
for a certain parameter ψ (0 <ψ<1), depending on x and δ (see (3.18)). Note here that
(3.11) is equivalent to
k  
k=k
exp[−θx(1 − ψ)]
{θx(1 − ψ)}k
k!
≥ 1 − σ, (3.12)
where
σ =1− (1 − δ)e
θxψ. (3.13)
Because the left hand side of (3.12) is the sum of Poisson probabilities with mean θx(1−ψ),
we can ﬁnd k and k eﬃciently, with the help of the property of the Poisson distribution.
For example, see [3].
With k and k, the algorithm generates   F k,n for k =0 ,1,...,k, while determining νk
and νk such that
νk  
n=νk
  F k,ne ≥ (1 − ψ)
ke. (3.14)
Note here that (3.11) and (3.14) yield
k  
k=k
e
−θx(θx)k
k!
νk  
n=νk
  F k,ne ≥
k  
k=k
e
−θx(θx)k
k!
(1 − ψ)
ke ≥ (1 − δ)e,
so that (3.8) is satisﬁed. The construction of   F k,n is as follows. According to (2.7), we
deﬁne   F 0,n as
  F 0,n =
 
I,n =0 ,
O,n =1 ,2,...,
which leads to ν0 = ν0 = 0. Also, according to (2.8), we deﬁne   F 1,n as
  F 1,n =
 
I + θ−1C,n =0 ,
θ−1Dn,n =1 ,2,.... (3.15)
Note here that
∞  
n=0
  F 1,ne =[ I + θ
−1(C + D)]e = e, (3.16)
and therefore we can choose ν1 and ν1 satisfying (3.14) with k = 1 while computing   F 1,n
for n =0 ,1,.... For more details, see subsection 3.2.
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For k =2 ,3,..., we determine   F k,n by
  F k,n =
min(ν1,n−νk−1)  
l=max(ν1,n−νk−1)
  F 1,l  F k−1,n−l, (3.17)
which is an analogue of (2.9). Suppose (3.14) holds for some k := k − 1 ≥ 1, i.e.,
νk−1  
n=νk−1
  F k−1,ne ≥ (1 − ψ)
k−1e.
Summing both sides of (3.17) from n = νk−1 + ν1 to νk−1 + ν1 and post-multiplying them
by e yield
νk−1+ν1  
n=νk−1+ν1
  F k,ne =
νk−1  
n=νk−1
  F k−1,n
ν1  
l=ν1
  F 1,le ≥ (1 − ψ)
ke.
Thus we can choose νk (≥ νk−1 + ν1)a n dνk (≤ νk−1 + ν1) satisfying (3.14). The details
are described in subsection 3.2. Clearly this construction of the   F k,n ensures the inequality
(3.7).
3.2. Description of the proposed algorithm
This subsection describes the proposed algorithm. We begin with the description of the
subroutine COMP-N for the approximation   Nn(x)t ot h eNn(x).
[COMP-N]
Input: C, Dn (n =0 ,1,...), x>0, 0 <δ  1, 0 <α<1.
Output:   Nn(x)( n = n(x),n(x)+1 ,...,n(x)).
Step I: Determine θ =m a x j∈M |Cj,j| and set ψ to be
ψ = αmin
 
1,−
1
θx
log(1 − δ)
 
. (3.18)
Step II: Compute σ by (3.13) and ﬁnd two nonnegative integers k and k satisfying (3.12).
Step III: Set ν0 = ν0 =0a n d  F 0,0 = I.
Step IV: For n =0 ,1,..., compute   F 1,n by (3.15) until minimum integers ν1 and ν1
satisfying
max
j∈M
  ν1  
n=0
  F 1,ne
 
j
>
ψ
2
, (3.19)
ν1  
n=ν1
  F 1,ne ≥ (1 − ψ)e, (3.20)
are found. Further compute f1 by
f1 =m i n
j∈M
⎡
⎣
ν1  
n=ν1
  F 1,ne
⎤
⎦
j
. (3.21)
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Step V: Repeat the following procedure for k =2 ,3,...,k.F o rn = νk−1 +ν1,νk−1 +ν1 +
1,..., compute   F k,n by (3.17) until minimum integers νk and νk satisfying
max
j∈M
⎡
⎣
νk  
n=νk−1+ν1
  F k,ne
⎤
⎦
j
>
(1 − ψ)fk−1 − (1 − ψ)k
2
, (3.22)
νk  
n=νk
  F k,ne ≥ (1 − ψ)
ke, (3.23)
are found. Further compute fk by
fk =m i n
j∈M
⎡
⎣
νk  
n=νk
  F k,ne
⎤
⎦
j
.
Step VI: Determine n(x)a n dn(x) by (3.10). For n = n(x),n(x)+1 ,...,n(x), compute
  Nn(x) by (3.9).
Remark 3.2 The input parameter α (0 <α<1) is irrelevant to the target accuracy δ of
the approximation   Nn(x). We observe the impact of α on the computational cost in section
5.
Next, we describe the main routine of the proposed algorithm, which computes the
transient queue length distribution.
[Main routine]
Input: t>0, 0 <ε  1, c ≥ 1, h>0, l0 ≥ 0, 1 <h i ≤ h (i =1 ,2,...,l
(S)
0 =m i n ( c,l0)),
πinit, C, Dn (n =1 ,2,...).
Output:   πn(tm)( n = nm,n m +1 ,...,nm)f o rm =0 ,1,..., t/h .
Step 1: Determine t0 and δ by
t0 = t −  t/h h, δ =
ε
 t/h  +1
,
respectively. Also determine d(t0) by (2.10).
Step 2: Compute   Nn(t0)’s (n = n(t0),n(t0)+1 ,...,n(t0)) by COMP-N,w i t hx := t0.
Step 3: Determine n0 and n0 by (3.4), and compute   πn(t0)( n = n0,n 0 +1 ,...,n0)b y
(3.3). Further compute ξ0 by
ξ0 =
n0  
n=n0
  πn(t0)e.
If  t/h  = 0, stop computing, and otherwise go to Step 4.
Step 4: Compute   Nn(h)’s (n = n(h),n(h)+1 ,...,n(h)) by COMP-N with x := h.
Step 5: Repeat the following procedure for m =1 ,2,..., t/h .S e t
n
 
m =m a x ( nm−1 − c,0) + n(h), (3.24)
n
 
m =m a x ( nm−1 − c,0) + n(h). (3.25)
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For n = n 
m,n  
m +1 ,...,n 
m, compute   πn(tm) by (3.6) until minimum integers nm and
nm satisfying
nm ≥ n
 
m, nm ≤ n
 
m, (3.26)
nm  
n=n 
m
  πn(tm)e >
(1 − δ)ξm−1 −{ 1 − (m +1 ) δ}
2
, (3.27)
nm  
n=nm
  πn(tm)e ≥ 1 − (m +1 ) δ, (3.28)
are found. Further compute ξm by
ξm =
nm  
n=nm
  πn(tm)e.
Remark 3.3 Owing to δ = ε/( t/h  +1 ) , (3.28) is equivalent to (2.13).
3.3. Feasibility of the proposed algorithm
In this subsection, we show three theorems that ensure the feasibility of the proposed algo-
rithm. The ﬁrst two theorems are associated with the subroutine COMP-N and the last
one with the main routine.
Theorem 3.1 There exist two nonnegative integers k and k satisfying (3.12).
Proof. This theorem holds if and only if 0 <ψ<1a n d0<σ<1. Clearly ψ in (3.18)
satisﬁes 0 <ψ<1 because 0 <δ<1a n d0<α<1. Further, σ<1 is clear from deﬁnition
(3.13). Thus, we prove σ>0. From (3.18), we have
ψ<−
1
θx
log(1 − δ),
which leads to (1 − δ)eθxψ < 1. It then follows from (3.13) that σ =1− (1 − δ)eθxψ > 0. 
Theorem 3.2 There exist two nonnegative integers νk and νk (∀k =2 ,3,...) satisfying
(3.22) and (3.23).
Proof. We prove this theorem by induction. Note ﬁrst that there exist ν1 and ν1 satisfying
(3.19) and (3.20), which is due to (3.16) and the nonnegativity of the   F 1,n. From (3.17),
we have
2ν1  
n=2ν1
  F 2,ne =
2ν1  
n=2ν1
min(ν1,n−ν1)  
l=max(ν1,n−ν1)
  F 1,l  F 1,n−le =
ν1  
l=ν1
l+ν1  
n=l+ν1
  F 1,l  F 1,n−le
=
ν1  
l=ν1
  F 1,l
ν1  
n=ν1
  F 1,ne. (3.29)
It then follows from (3.20), (3.21), and (3.29) that
2ν1  
n=2ν1
  F 2,ne ≥ (1 − ψ)f1e ≥ (1 − ψ)
2e. (3.30)
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The inequality (3.30) ensures that there exist two nonnegative integers ν2 (≥ 2ν1)a n dν2
(≤ 2ν1), which satisfy (3.22) and (3.23) with k =2 .
Next, for some k ≥ 2, we assume that there exist two nonnegative integers νk and νk
satisfying (3.22) and (3.23). We then have
νk+ν1  
n=νk+ν1
  F k+1,ne ≥ (1 − ψ)fke ≥ (1 − ψ)
k+1e,
which can be derived in a way very similar to (3.30). The above inequality ensures that
there exist nonnegative integers νk+1 (≥ νk +ν1)a n dνk+1 (≤ νk +ν1), which satisfy (3.22)
and (3.23) with k := k +1 . 
Theorem 3.3 There exist two nonnegative integers nm and nm (∀m =1 ,2,...) satisfying
(3.26), (3.27), and (3.28).
The proof of Theorem 3.3 is given in Appendix A.
4. Recursion for Transient Moments
In this section, we provide the recursion for moments of the transient queue length distri-
bution. We deﬁne π∗(t;z)a s
π
∗(t;z)=
∞  
n=0
z
nπn(t).
We then deﬁne π(r)(t)( r =0 ,1,...)a s
π
(r)(t) = lim
z→1−
1
r!
dr
dzrπ
∗(t;z),
where 0! = 1. Note here that the jth (j ∈M ) element π
(r)
j (t)o fπ(r)(t) represents
π
(r)
j (t)=E
  
L(t)
r
 
· I(S(t)=j)
 
.
Multiplying both sides of (2.1) with t = tm (m =1 ,2,..., t/h )b yzn and summing them
over n =0 ,1,...,w eh a v e
z
cπ
∗(tm;z)=
c−1  
k=0
(z
c − z
k)πk(tm−1)N
∗(h;z)+π
∗(tm−1;z)N
∗(h;z), (4.1)
where N
∗(x;z)( x ≥ 0) is given by
N
∗(x;z)=
∞  
n=0
z
nNn(x)=e x p
  
C +
∞  
n=1
z
nDn
 
x
 
.
Diﬀerentiating both sides of (4.1) r times with respect to z, multiplying them by 1/r!, and
letting z → 1−, we obtain the following theorem.
c   Operations Research Society of Japan JORSJ (2007) 50-166 K. Daikoku, H. Masuyama, T. Takine & Y. Takahashi
Theorem 4.1 For m =1 ,2,..., t/h , π(r)(tm) (r =1 ,2,...) is given by
π
(r)(tm)=−
r−1  
l=0
 
c
l
 
π
(l)(tm)+
r  
l=0
π
(l)(tm−1)N
(r−l)(h)
+
r  
l=0
c−1  
k=0
  
c
l
 
−
 
k
l
  
πk(tm−1)N
(r−l)(h), (4.2)
where N
(0)(x)=e x p [ ( C + D)x] and
N
(r)(x)=
1
r!
dr
dzrN
∗(x;z)
 
     
z=1−
,r =1 ,2,....
Also, multiplying both sides of (2.11) by zn, and summing them over n =0 ,1,...yield
π
∗(z;t0)=z
l0−d(t0)πinitN
∗(h;z),
from which we obtain the following theorem.
Theorem 4.2 π(r)(t0) (r =0 ,1,...,0 ≤ t0 <h ) is given by
π
(r)(t0)=
r  
l=0
 
l0 − d(t0)
l
 
πinitN
(r−l)(t0). (4.3)
Next we consider the N
(r)(x)( x ≥ 0, r =0 ,1,...). We deﬁne F
∗
k(z)( k =0 ,1,...)a n d
D
∗(z)a s
F
∗
k(z)=
∞  
n=0
z
nF k,n, D
∗(z)=C +
∞  
n=1
z
nDn,
respectively. We also deﬁne F
(r)
k (k,r =0 ,1,...)a n dD
(r) (r =0 ,1,...)a s
F
(r)
k = lim
z→1−
1
r!
dr
dzrF
∗
k(z), D
(r) = lim
z→1−
1
r!
dr
dzrD
∗(z),
respectively. It then follows from (2.5) and (2.6) that
F
∗
k(z)=F
∗
1(z)F
∗
k−1(z), N
∗(x;z)=
∞  
k=0
e
−θx(θx)k
k!
F
∗
k(z).
Theorem 4.3 N
(r)(x) (x ≥ 0, r =0 ,1,...) is given by
N
(r)(x)=
∞  
k=0
e
−θx(θx)k
k!
F
(r)
k ,
where the F
(r)
k (k,r =0 ,1,...) is determined by the following recursion:
F
(r)
0 =
 
I,r =0 ,
O,r =1 ,2,..., F
(r)
1 =
 
I + θ−1(C + D),r =0 ,
θ−1D
(r),r =1 ,2,...,
and for k =2 ,3,...,
F
(r)
k =
r  
l=0
F
(l)
1 F
(r−l)
k−1 ,r =0 ,1,....
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Because the proof is straightforward, we omit it.
Theorems 4.1, 4.2, and 4.3 give the recursion for transient moments π(r)(t). Note that
there are several options on its implementation. Unfortunately, we have not yet constructed
an algorithm that can guarantee the accuracy of the resulting approximation to π(r)(t)i n
advance. This seems to be a diﬃcult problem. We therefore close this subsection by showing
a basic procedure for computing π(r)(t).
[Procedure list of computing π(r)(t)]
Step A: Compute N
(l)(x)( l =0 ,1,...,r)f o rx = h and t0 by the recursion in Theorem
4.3.
Step B: Compute π(l)(t0)( l =0 ,1,...,r) by (4.3). If  t/h  = 0, stop computing, and
otherwise compute πk(t0)( k =0 ,1,...,c− 1) by (2.11) and go to Step C.
Step C: Repeat the following procedure for m =1 ,2,..., t/h . Compute π(l)(tm)( l =
0,1,...,r) by (4.2). If m ≤  t/h −1, compute πk(tm)( k =0 ,1,...,c−1) by (2.1) with
t := tm.
5. Numerical Examples
This section presents some numerical examples. For this purpose, we assume the followings.
We consider BMAP/D/2 queues, where the length of constant service times is chosen as the
unit time, i.e., h = 1. The arrival process is characterized by
C =
 
−0.40 .1
0.1 −0.8
 
, Dn =
1
4r
 
1 −
1
4r
 n−1  
0.30
00 .7
 
,n =1 ,2,...,
where r ≥ 0.25. Thus the arrival rate of batches is equal to 0.5 and the traﬃc intensity per
server is given by ρ/c =0 .5×4rh/2=r. We also assume that there exist two customers in
service at time zero (l
(S)
0 = 2) and their remaining service times h1 and h2 are equal to 0.25
and 0.75, respectively. Further, the initial state distribution πinit of the underlying Markov
chain is given by (0.5, 0.5). In addition, we set the target accuracy ε =1 0 −11.
Before discussing the time-dependent behavior of the queue length distribution, we ex-
amine the impact of α in (3.18) on the computational cost of the   Nn(h). To do so, we
consider the total number nF(α)o f  F k,n’s generated in the course of the computation of the
  Nn(h), i.e.,
nF(α)=1+( ν1 +1 )+
k  
k=2
 
νk − (νk−1 + ν1)+1
 
.
Figure 1 plots nF(α)f o rα (0 <α<1) in three cases, ρ/c =0 .7,1, and 2. We observe
that α does not have a great impact on the computational cost. Because parameter α is
irrelevant to the accuracy of the approximation   π(tm) (see subsection 3.1), we set α =0 .5
in all numerical experiments.
We now observe the time-dependent behavior of the queue length distribution. We ﬁrst
consider the case of ρ/c = r =0 .7 < 1 (i.e., the positive-recurrent case) with the initial
queue length l0 = 30. Figure 2 plots the time-dependent queue length mass function πn(t)e
for t = 0, 3, 10, 30, and 100, along with the stationary queue length distribution computed
by M/G/1 paradigm [9,?]. On the other hand, Figure 3 plots the time-dependent mean
queue length π(1)(t)e as a function of time t. From these two ﬁgures, we can observe how
the πn(t)e and π(1)(t)e converge to the steady-state ones as t increases.
Next, we consider the case of ρ/c = r = 1 (i.e., the null-recurrent case) with l0 = 300.
Figure 4 plots the time-dependent queue length mass function πn(t)e for t = 0, 30, 100,
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Figure 2: Queue length distribution (ρ/c =
0.7)
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Figure 3: Mean queue length (ρ/c =0 .7)
300, 1000, and 3000. Because the queue length process is null recurrent, every πn(t)e
(n =0 ,1,...) goes to zero as t →∞ . We observe that, as t increases, the time-dependent
mass function is spread over a wider range of the queue length, while the mode of the queue
length distribution remains around the initial queue length l0 = 300. Figure 5 plots the
time-dependent mean queue length π(1)(t)e as a function of time t. It is interesting that
π(1)(t)e remains almost constant for a while and then turns to increase slowly with t.T h e
reason of this phenomenon is that the drift of the queue length process is equal to zero and
the state of the empty system works as a reﬂecting barrier.
Finally, we consider the case of ρ/c = r =2> 1 (i.e., the transient case), where we
set l0 = 300 again. Figure 6 plots the time-dependent queue length mass function πn(t)e
for t = 0, 200, 400, 600, 800, and 1000. We observe that with time t, the mode of the
queue length distribution moves toward the right at constant speed ρ − c (= 2). Figure
7 also plots the time-dependent mean queue length π(1)(t)e as a function of time t.W e
observe that π(1)(t)e increases linearly with t. Table 1 conﬁrms these observations, where
mode(t) = argmaxn=0,1,...{πn(t)e} and the mean queue length π(1)(t)e are shown. We
observe that the mode of the queue length distribution increases at constant speed ρ−c =2
and the slope of the mean queue length is equal to ρ − c =2 .
From the above observation, we conclude that the time-dependent behavior in transient
case is totally diﬀerent from that in the null-recurrent case, even though every πn(t)e
(n =0 ,1,...) in both cases goes to zero with time t.
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Table 1: Mode and mean of the queue length distribution (ρ/c =2 )
t 0 200 400 600 800 1000
mode(t) 300 679 1079 1479 1879 2279
π(1)(t)e 300.0 693.6 1093.6 1493.6 1893.6 2293.6
6. Concluding Remarks
We proposed the numerically feasible algorithm for the transient queue length distribution in
the BMAP/D/c queue. The algorithm enables us to control the accuracy of the numerical
result. We also presented numerical examples for positive-recurrent, null-recurrent, and
transient cases.
We make a brief comment on the computational complexity of our algorithm. Through
computational experiments, we observed the followings: (i) The number c of servers does not
have a great impact on the total computational cost, (ii) the computational time increases
almost quadratically with the target time t, and (iii) the computational time grows rapidly
with the traﬃc intensity ρ/c when ρ/c i sc l o s et oo ro v e ro n e .
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A. Proof of Theorem 3.3
Note ﬁrst that (see Step 3 and (3.5))
ξ0 =
n0  
n=n0
  πn(t0)e ≥ 1 − δ. (A.1)
Summing both sides of (3.6) with m =1f r o mn = n 
1 to n 
1,w eo b t a i n
n 
1  
n=n 
1
  πn(t1)=
min(c−1,n0)  
l=n0
  πl(t0)
n 
1  
n=n 
1
Ψn  Nn(h)
+
n0  
l=max(c,n0)
  πl(t0)
n 
1  
n=max(n 
1,l−c)
Ψn+c−l  Nn+c−l(h). (A.2)
Note here that
Ψn+c−l =
 
1, if l − c + n(h) ≤ n ≤ l − c + n(h),
0, otherwise.
From (3.24) and (3.25), we obtain
l − c + n(h) ≥ max(n0 − c,0) + n(h)=n
 
1,
l − c + n(h) ≤ max(n0 − c,0) + n(h)=n
 
1,
for l such that max(c, n0) ≤ l ≤ n0.T h u sw eh a v e
n0  
l=max(c,n0)
  πl(t0)
n 
1  
n=max(n 
1,l−c)
Ψn+c−l  Nn+c−l(h)=
n0  
l=max(c,n0)
  πl(t0)
n(h)  
n=n(h)
  Nn(h). (A.3)
Substituting (A.3) into the second term on the right hand side of (A.2) yields
n 
1  
n=n 
1
  πn(t1)=
min(c−1,n0)  
l=n0
  πl(t0)
n 
1  
n=n 
1
Ψn  Nn(h)+
n0  
l=max(c,n0)
  πl(t0)
n(h)  
n=n(h)
  Nn(h). (A.4)
If n0 ≥ c, the ﬁrst term on the right hand side of (A.4) is zero sum and hence (A.4) is
reduced to
n 
1  
n=n 
1
  πn(t1)=
n0  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h). (A.5)
We now suppose n0 ≤ c − 1, so that n 
1 = n(h) from (3.24). It then follows from (3.25)
that n 
1 ≥ n(h)a l w a y sh o l d s .T h u sw eo b t a i n
n 
1  
n=n 
1
Ψn  Nn(h)=
n(h)  
n=n(h)
  Nn(h), (A.6)
because Ψn = 0 unless n(h) ≤ n ≤ n(h). It then follows from (A.4) and (A.6) that
n 
1  
n=n 
1
  πn(t1)=
min(c−1,n0)  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h)+
n0  
l=c
  πl(t0)
n(h)  
n=n(h)
  Nn(h). (A.7)
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If n0 ≤ c − 1, the second term on the right hand side of (A.7) is zero sum and hence
n 
1  
n=n 
1
  πn(t1)=
min(c−1,n0)  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h)=
n0  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h).
On the other hand, if n0 ≥ c,w eh a v e
n 
1  
n=n 
1
  πn(t1)=
c−1  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h)+
n0  
l=c
  πl(t0)
n(h)  
n=n(h)
  Nn(h)
=
n0  
l=n0
  πl(t0)
n(h)  
n=n(h)
  Nn(h).
Therefore in both cases n0 ≤ c − 1a n dn0 ≥ c, (A.7) is reduced to (A.5).
The above discussion shows that (A.5) holds for any couple of n0 and n0 (0 ≤ n0 ≤ n0).
Post-multiplying both sides of (A.5) by e and using (3.2) and (A.1) yield
n 
1  
n=n 
1
  πn(t1)e ≥ ξ0(1 − δ) ≥ (1 − δ)(1 − δ) > 1 − 2δ. (A.8)
The inequality (A.8) ensures that there exist two nonnegative integers n1 and n1 satisfying
(3.26), (3.27), and (3.28) with m =1 .
Next, for some m ≥ 1, we assume that there exist two nonnegative integers nm and nm
satisfying (3.26), (3.27), and (3.28). We can show
n 
m+1  
n=n 
m+1
  πn(tm+1)e ≥ ξm(1 − δ) ≥{ 1 − (m +1 ) δ}(1 − δ) > 1 − (m +2 ) δ,
in a way very similar to (A.8). This inequality shows that there exist two nonnegative
integers nm+1 and nm+1 satisfying (3.26), (3.27), and (3.28) with m := m +1 . 
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