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A REMARK ON A SURPRISING RESULT BY BOURGAIN
IN HOMOGENIZATION
MITIA DUERINCKX, ANTOINE GLORIA, AND MARIUS LEMM
Abstract. In a recent work, Bourgain gave a fine description of the expectation of solu-
tions of discrete linear elliptic equations on Zd with random coefficients in a perturbative
regime using tools from harmonic analysis. This result is surprising for it goes beyond the
expected accuracy suggested by recent results in quantitative stochastic homogenization.
In this short article we reformulate Bourgain’s result in a form that highlights its interest
to the state-of-the-art in homogenization (and especially the theory of fluctuations), and
we state several related conjectures.
1. Introduction
Let a be a stationary and ergodic random coefficient field on Rd, constructed on some
probability space (Ω,P), that satisfies the boundedness and ellipticity properties
|a(x, ω)e| ≤ |e|, e · a(x, ω)e ≥ λ|e|2, for all x, e ∈ Rd and ω ∈ Ω, (1.1)
for some λ > 0. For all deterministic vector fields f ∈ L2(Rd)d and ω ∈ Ω, we consider the
unique Lax-Milgram solution uf (·, ω) ∈ H˙
1(Rd) of the following elliptic PDE in Rd,
−∇ · a(·, ω)∇uf (·, ω) = ∇ · f.
The solution operator (or Helmholtz projection) H := ∇(∇ · a∇)−1∇· : f 7→ −∇uf
is then a bounded operator L2(Rd) → L2(Rd × Ω). In this note, we aim at studying
the average ∇E [uf ] = −E [H] f of the solution operator with respect to the underlying
ensemble of coefficient fields — a problem which seems to have been set aside so far in the
homogenization community and is particularly relevant in the setting of fluctuations (cf.
Section 4.2). The following straightforward lemma elucidates the structure of this averaged
solution operator; a short proof is included in Appendix A.
Lemma 1.1. With the above notation, there is a unique self-adjoint convolution operator B
on L2(Rd) that satisfies −λ△ ≤ B ≤ −△ and such that for all f ∈ L2(Rd)d the averaged
solution E [uf ] ∈ H˙
1(Rd) is the unique Lax-Milgram solution of
B E [uf ] = ∇ · f. ♦
This motivates a detailed study of the properties of the Fourier symbol Bˆ. In view of
homogenization regimes, we are particularly interested in the regularity of Bˆ at the origin.
Following a preliminary work by Sigal [18], a recent result by Bourgain [5] (in the nearly-
optimal version due to Kim and the third author [17]) solves this problem in the model
framework of discrete equations with iid coefficients, in the perturbative regime of a small
ellipticity contrast.
Theorem 1.2 ([5, 17]). Let d ≥ 3. Consider a random coefficient field aδ on Zd given by
a
δ(x) = Id−δ b(x), where δ > 0 and where {b(x)}x∈Zd is a family of real-valued iid random
1
2 M. DUERINCKX, A. GLORIA, AND M. LEMM
matrices with |b(x)| ≤ 1. For all f ∈ L2(Zd)d and ω ∈ Ω, we denote by uδf (·, ω) ∈ H˙
1(Zd)
the unique Lax-Milgram solution of the following discrete equation in Zd,1
−∇∗ · aδ(·, ω)∇uδf (·, ω) = ∇
∗ · f,
and we consider the convolution operator Bδ on L2(Zd) such that for all f ∈ L2(Zd)d the
averaged solution E
[
uδf
]
∈ H˙1(Zd) is the unique Lax-Milgram solution of
Bδ E
[
uδf
]
= ∇∗ · f.
Then Bδ can be written as Bδ = −∇∗ ·Bδ0∇ for some convolution operator B
δ
0 on L
2(Zd)d
and there is a universal constant Cd > 0 such that for all 0 < δ <
1
Cd
the Fourier symbol
Bˆδ0 is of Hölder class C
2d−Cdδ. ♦
A natural conjecture concerns the same regularity for the symbol Bˆ beyond the small
ellipticity ratio regime δ ≪ 1 and under general mixing conditions (rather than in the iid
case). We focus for simplicity on the continuum setting.
Conjecture 1.3 (Bourgain & Spencer). Under suitable mixing conditions on the random
coefficient field a, the operator B defined in Lemma 1.1 can be written as B = −∇ · B0∇
for some convolution operator B0 on L
2(Rd)d such that the Fourier symbol Bˆ0 is of Hölder
class C2d−η at the origin for all η > 0. ♦
In the sequel, we discuss how such a regularity result is to be interpreted in the framework
of homogenization: a higher regularity of Bˆ at the origin is equivalent to obtaining a higher-
order approximation of the averaged solution operator E [∇uε,f ] in the homogenization
regime. In particular, we show that the derivatives of the symbol Bˆ at the origin provide
an alternative definition of the (symmetrized) higher-order homogenized coefficients. While
the classical (L2-based) corrector theory in stochastic homogenization only allows to define
homogenized coefficients up to order ≤ ⌈d2⌉, the above conjectured regularity of Bˆ would
allow to proceed up to order ≤ 2d. This comes along with a higher-order description of the
averaged solution beyond the accuracy allowed by the classical corrector theory. In fact,
while the classical corrector theory is optimal in view of the strong effective approximation
of the solution operator in L2(Rd×Ω), the results described here beg for the development
of a novel higher-order corrector theory in a weak sense in probability. This shares some
close connection with results in [8], and the investigation of Conjecture 1.3 in this spirit is
postponed to a future work.
To further illustrate the above relation between homogenized coefficients and regularity
of Bˆ0, we also consider the case of a periodic coefficient field a: we then prove that Bˆ0
is analytic at the origin, which is equivalent to the well-known existence and exponential
boundedness of all homogenized coefficients.
2. Regularity of Bˆ0 and homogenization
In this section, we establish the following general result stating the equivalence between
the regularity of the symbol Bˆ0 at the origin and the higher-order description of the av-
eraged solution operator in the homogenization regime. Note that only the symmetrized
1In this statement, ∇ denotes the discrete gradient, defined componentwise by∇ju(x) := u(x+ej)−u(x)
for the j-th standard unit vector ej , and −∇
∗· is its formal adjoint.
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higher-order homogenized coefficients are characterized. In what follows (·)T stands for
matrix transposition.
Proposition 2.1. Let d ≥ 1. Given regularity exponents ℓ ∈ N and 0 < η < 1, the
following two properties are equivalent:
(I) The operator B defined in Lemma 1.1 can be written as B = −∇ · B0∇ for some
convolution operator B0 on L
2(Rd)d such that the Fourier symbol Bˆ0 is of Hölder
class Cℓ−η at the origin.2
(II) There exist “higher-order homogenized coefficients” (a¯n)1≤n≤ℓ with λ Id ≤
1
2(a¯
1 +
(a¯1)T ) ≤ 1λ Id and with the following property: For all ε > 0, f ∈ L
2(Rd)d, and
ω ∈ Ω, defining uε,f (·, ω) ∈ H˙
1(Rd) as the unique Lax-Milgram solution of the
following rescaled elliptic PDE in Rd,
−∇ · a( ·ε , ω)∇uε,f (·, ω) = ∇ · f, (2.1)
and defining the “ℓth-order homogenized solution” u¯ℓε,f :=
∑ℓ
n=1 ε
n−1u˜nf where u˜
1
f ∈
H˙1(Rd) denotes the unique Lax-Milgram solution of
−∇ · a¯1∇u˜1f = ∇ · f, (2.2)
and where for 2 ≤ n ≤ ℓ we inductively define u˜nf as the unique Lax-Milgram
solution of
−∇ · a¯1∇u˜nf = ∇ ·
( n∑
k=2
a¯
k
i1...ik−1
∇∇k−1i1...ik−1u˜
n+1−k
f
)
, (2.3)
(with the Einstein summation convention on the repeated indices i1, . . . , ik−1) there
holds ∥∥∇(E [uε,f ]− u¯ℓε,f)∥∥L2(Rd) ≤ εℓ−η Cℓ ‖〈∇〉2ℓ−1f‖L2(Rd), (2.4)
for some constant Cℓ only depending on d, λ, ℓ, where 〈∇〉 has Fourier multiplier√
1 + |ξ|2.
The (symmetrized) higher-order homogenized coefficients are then related to the derivatives
of the symbol Bˆ0 at the origin via the following formulas: for all 1 ≤ n ≤ ℓ,∑
α∈Nd
|α|=n−1
∇αBˆ0(0)
iαα!
ξα = 12
(
a¯
n
i1...in−1 + (a¯
n
i1...in−1)
T
)
ξi1 . . . ξin−1 , (2.5)
an identity between square symmetric matrices. In addition, (I) holds with Bˆ0 analytic at
the origin if and only if (II) holds for all ℓ ≥ 1 with Cℓ = C
ℓ in (2.4) and with |a¯ℓ| ≤ Cℓ,
for some constant C only depending on d, λ. ♦
Remark 2.2. While standard two-scale expansion techniques would rather suggest to
define the ℓth-order homogenized solution as satisfying
−∇ ·
( ℓ∑
k=1
εk−1a¯ki1...ik−1∇
k−1
i1...ik−1
)
∇U¯ ℓε,f = ∇ · f,
2This is understood in the sense of
∣
∣Bˆ0(ξ)−
∑
α∈Nd
|α|≤ℓ−1
∇αBˆ0(0)
α!
ξα
∣
∣ ≤ Cℓ|ξ|
ℓ−η for all ξ ∈ Rd.
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we note that this equation is ill-posed in general (the Fourier symbol of the differential
operator may vanish) and the above definition of u¯ℓε,f precisely provides a well-defined
proxy (cf. also [16]). ♦
Proof of Proposition 2.1. We split the proof into two steps, first showing that (I) im-
plies (II) and then turning to the converse.
Step 1. (I) implies (II).
Given B0 as in (I), let the (symmetrized) coefficients (a¯
n)ℓn=1 be defined by (2.5) and let
u¯ℓε,f be as in property (II). We first examine the equation satisfied by u¯
ℓ
ε,f . Summing the
defining equations for (u˜nf )1≤n≤ℓ, we find
−∇ · a¯1∇u¯ℓε,f = ∇ · f +∇ ·
( ℓ∑
k=2
a¯
k
i1...ik−1
∇∇k−1i1...ik−1
ℓ∑
n=k
εn−1u˜n+1−kf
)
,
or equivalently, reorganizing this identity,
−∇ ·
( ℓ∑
k=1
εk−1a¯ki1...ik−1∇
k−1
i1...ik−1
)
∇u¯ℓε,f
= ∇ · f −∇ ·
( ℓ∑
k=2
εk−1a¯ki1...ik−1∇∇
k−1
i1...ik−1
ℓ∑
n=ℓ+2−k
εn−1u˜nf
)
. (2.6)
By ε-rescaling, E [uε,f ] satisfies −∇ · Bε,0∇E [uε,f ] = ∇ · f with symbol
Bˆε,0(ξ) = Bˆ0(εξ)
(this crucial identity reflects that homogenization takes place at large scales, or equivalently,
at low frequencies). Injecting this into the above and using the definition (2.5) of the
coefficients (a¯n)1≤n≤ℓ, we obtain
−∇ ·Bε,0∇(E [uε,f ]− u¯
ℓ
ε,f) = ∇ ·
(
Bε,0 −
∑
α∈Nd
|α|≤ℓ−1
∇αBˆε,0(0)
iαα!
∇α
)
∇u¯ℓε,f
+∇ ·
( ℓ∑
k=2
εk−1a¯ki1...ik−1∇∇
k−1
i1...ik−1
ℓ∑
n=ℓ+2−k
εn−1u˜nf
)
.
Using the regularity of Bˆ0 (cf. (I)) in the form∣∣∣∣Bˆε,0(ξ)− ∑
α∈Nd
|α|≤ℓ−1
∇αBˆε,0(0)
α!
ξα
∣∣∣∣ ≤ (ε|ξ|)ℓ−ηCℓ,
for some constant Cℓ, an energy estimate then yields
∥∥∇(E [uε,f ]− u¯ℓε,f )∥∥L2(Rd) ≤ εℓ−η Cℓ
ℓ∑
n=1
‖〈∇〉ℓ∇u˜nf‖L2(Rd) ≤ ε
ℓ−η Cℓ ‖〈∇〉
2ℓ−1f‖L2(Rd),
and property (II) follows for some other constant Cℓ.
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Step 2. (II) implies (I).
In this part of the proof, we use the following slight abuse of notation: Cℓ denotes a
constant that might differ from that of the assumption (II) by a multiplicative factor that
only depends on d and on the ellipticity contrast λ — in particular, it may change from
line to line. For all ξ ∈ Rd, set
Bˆℓ0,ε(ξ) :=
ℓ∑
k=1
εk−1a¯ki1...ik−1 (iξi1) . . . (iξik−1). (2.7)
For ε ≤ 1Cℓ small enough, it follows from the bound λ Id ≤ a¯
1 ≤ 1λ Id together with the
finiteness of the a¯k’s that for all |ξ| ≤ 1 and |e| = 1,
λ
2 ≤ |e · Bˆ
ℓ
0,ε(ξ)e| ≤
2
λ . (2.8)
Equation (2.6) for u¯ℓε,f can then be inverted in Fourier space: the Fourier transform F∇u¯
ℓ
ε,f
of ∇u¯ℓε,f is given by
(−F∇u¯ℓε,f)(ξ) =
ξ ⊗ ξ
ξ · Bˆℓ0,ε(ξ)ξ
·
(
fˆ(ξ) +
ℓ∑
k=2
εk−1a¯ki1...ik−1(iξi1) . . . (iξik−1)
ℓ∑
n=ℓ+2−k
εn−1(−F∇u˜nf )(ξ)
)
.
Using (2.2) and (2.3) in Fourier space to express F∇u˜nf (ξ) in terms of fˆ(ξ), this yields∣∣∣∣(−F∇u¯ℓε,f )(ξ)− ξ ⊗ ξ
ξ · Bˆℓ0,ε(ξ)ξ
· fˆ(ξ)
∣∣∣∣ ≤ εℓCℓ〈ξ〉2ℓ−2|fˆ(ξ)|.
Combining the latter with (2.4) and with the equation −∇ · Bε,0∇E [uε,f ] = ∇ · f with
symbol Bˆε,0(ξ) = Bˆ0(εξ), we obtain(ˆ
Rd
∣∣∣∣( ξ ⊗ ξ
ξ · Bˆ0(εξ)ξ
−
ξ ⊗ ξ
ξ · Bˆℓ0,ε(ξ)ξ
)
· fˆ(ξ)
∣∣∣∣
2
dξ
) 1
2
≤ εℓ−ηCℓ‖〈∇〉
2ℓ−1f‖L2(Rd).
By (2.8) and the a priori bound Bˆ(ξ) ≤ |ξ|2, we reformulate the integrand for all |ξ| ≤ 1
as ∣∣∣∣( ξ ⊗ ξ
ξ · Bˆ0(εξ)ξ
−
ξ ⊗ ξ
ξ · Bˆℓ0,ε(ξ)ξ
)
· fˆ(ξ)
∣∣∣∣
2
= |ξ|4
∣∣∣fˆ(ξ) · ξ
|ξ|
∣∣∣2
∣∣ξ · Bˆ0(εξ)ξ − ξ · Bˆℓ0,ε(ξ)ξ∣∣2∣∣ξ · Bˆ0(εξ)ξ∣∣2∣∣ξ · Bˆℓ0,ε(ξ)ξ∣∣2
≥
λ2
4
∣∣∣fˆ(ξ) · ξ
|ξ|
∣∣∣2∣∣ξ · Bˆ0(εξ)ξ − ξ · Bˆℓ0,ε(ξ)ξ∣∣2.
Since the function f ∈ L2(Rd)d is arbitrary, we deduce for almost all |ξ| ≤ 1,∣∣ξ · Bˆ0(εξ)ξ − ξ · Bˆℓ0,ε(ξ)ξ∣∣ ≤ εℓ−ηCℓ, (2.9)
and property (I) follows. Finally, the formula (2.5) follows from the combination of (2.7)
and (2.9). 
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3. Periodic setting
In this section, we consider the particular case of a periodic coefficient field a on Rd
satisfying the boundedness and ellipticity properties (1.1). More precisely, we consider the
ensemble of coefficient fields {a(·+ z)}z∈Q, where Q = [−
1
2 ,
1
2)
d is the periodicity cell, and
the ensemble average is then with respect to the Lebesgue measure for translations z ∈ Q.
The probability space (Ω,P) in the introduction thus reduces to the cell Q endowed with
the Lebesgue measure. In this setting, using the classical corrector theory, we show that
property (II) in Proposition 2.1 is satisfied for all ℓ ≥ 1. In terms of the symbol Bˆ, our
main result then takes on the following guise.
Theorem 3.1. Let a be periodic. The operator B defined in Lemma 1.1 can be written as
B = −∇ ·B0∇ for some convolution operator B0 on L
2(Rd)d such that the Fourier symbol
Bˆ0 is analytic in a neighborhood of the origin. In addition, for all n ≥ 1, the usual nth-
order homogenized coefficients a¯n (cf. (3.2)) is related to the (n−1)th gradient ∇n−1Bˆ0(0)
via formula (2.5). ♦
We start with recalling the classical inductive definition of the higher-order correctors
(ϕn)n≥0, homogenized coefficients (a¯
n)n≥1, fluxes (q
n)n≥1, and flux correctors (σ
n)n≥0 in
periodic homogenization (cf. [4, 15]).
• ϕ0 ≡ 1 and for all n ≥ 1 we define ϕn := (ϕni1...in)1≤i1,...,in≤d with ϕ
n
i1...in
∈ L2per(Q) the
periodic scalar field satisfying
−∇ · a∇ϕni1...in = ∇ ·
(
(aϕn−1i1...in−1 − σ
n−1
i1...in−1
) ein
)
, (3.1)
with
´
Q ϕ
n
i1...in
= 0.
• For all n ≥ 1 we define a¯n := (a¯ni1...in−1)1≤i1,...,in−1≤d with a¯
n
i1...in−1
∈ Rd×d given by
a¯
n
i1...in−1ej :=
ˆ
Q
a
(
∇ϕni1...in−1j + ϕ
n−1
i1...in−1
ej
)
. (3.2)
• For all n ≥ 1 we define qn := (qni1...in)1≤i1,...,in≤d with q
n
i1...in
∈ L2per(Q)
d the periodic
vector field given by
qni1...in := a∇ϕ
n
i1...in + (aϕ
n−1
i1...in−1
− σn−1i1...in−1) ein − a¯
n
i1...in−1ein , (3.3)
where the definition of a¯n ensures
´
Q q
n = 0.
• σ0 ≡ 0 and for all 1 ≤ n ≤ ℓ we define σn := (σni1...in)
d
i1,...,in=1
with σni1...in ∈ L
2
per(Q)
d×d
the periodic skew-symmetric matrix field satisfying
−△σni1...in = ∇× q
n
i1...in , ∇ · σ
n
i1...in = q
n
i1...in , (3.4)
with
´
Q σ
n
i1...in
= 0, with the notation (∇ ×X)ij := ∇iXj − ∇jXi for a vector field X
and with the notation (∇ · Y )i := ∇jYij for a matrix field Y .
An iterative use of the Poincaré inequality on Q yields the following, which ensures the
well-posedness of the above objects and provides a priori bounds.
Lemma 3.2 (Periodic correctors). Let d ≥ 1 and let the coefficient field a be periodic and
satisfy (1.1). Then the above collections (ϕn, σn)n≥0, (a¯
n)n≥1, and (q
n)n≥1 are uniquely
defined and satisfy for all n ≥ 1,
‖(ϕn, σn)‖L2(Q) + |a¯
n|+ ‖qn‖L2(Q) ≤ C
n,
where the constant C depends only on d, λ. ♦
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Proof. A priori estimates yield for all n ≥ 1
λ‖∇ϕn‖L2(Q) . ‖ϕ
n−1‖L2(Q) + ‖σ
n−1‖L2(Q),
‖∇σn‖L2(Q) . ‖q
n‖L2(Q),
‖qn‖L2(Q) . ‖∇ϕ
n‖L2(Q) + ‖ϕ
n−1‖L2(Q) + ‖σ
n−1‖L2(Q) + |a¯
n|,
|a¯n| . ‖∇ϕn‖L2(Q) + ‖ϕ
n−1‖L2(Q).
Applying the Poincaré inequality, the conclusion follows from a direct induction. 
We recall the use of these correctors in homogenization. For f ∈ L2(Rd)d, we consider the
solution uε,f of the rescaled elliptic PDE (2.1). Standard two-scale expansion techniques [4]
suggest the Ansatz
∇uε,f =
∞∑
k=0
εkϕki1...ik(
·
ε)∇
k
i1...ik
U¯ε,f , (3.5)
where U¯ε,f satisfies
−∇ ·
( ∞∑
k=1
εka¯ki1...ik−1∇
k−1
i1...ik−1
)
∇U¯ε,f = ∇ · f.
Since the convergence of the series in (3.5) does not hold in general for f ∈ L2(Rd)d, we
focus on partial sum approximations. Moreover, as in Remark 2.2, the equation for U¯ε,f
is ill-posed in general and a suitable proxy needs to be devised (cf. also [16]). A precise
statement is as follows; note that Theorem 3.1 is then a consequence of the equivalence in
Proposition 2.1.
Proposition 3.3 (Classical corrector theory — periodic setting). Let d ≥ 1 and let the
coefficient field a be periodic. Given f ∈ C∞c (R
d)d and n ≥ 1, let the nth-order homogenized
solution u¯nε,f for (2.1) be defined as in the statement of Proposition 2.1(II) with homogenized
coefficients defined in (3.2). Then, for all n ≥ 0,
∥∥∥∇(uε,f − n∑
k=0
εkϕki1...ik(
·
ε)∇
k
i1...ik
u¯nε,f
)∥∥∥
L2(Rd×Q)
≤ (εC)n‖〈∇〉2n−1f‖L2(Rd),
where the constant C depends only on d, λ. In particular, for all n ≥ 0,∥∥∇(E [uε,f ]− u¯nε,f)∥∥L2(Rd) ≤ (εC)n‖〈∇〉2n−1f‖L2(Rd). ♦
Remark 3.4. With the definition {a(x, z) := a(x + z)}z∈Q of the periodic ensemble of
coefficient fields, recall that the solution uε,f is viewed as a map R
d ×Q → R, where for
a translation z ∈ Q the function uε,f (·, z) ∈ H˙
1(Rd) is the unique Lax-Milgram solution
in Rd of
−∇ · a( ·ε + z)∇uε,f (·, z) = ∇ · f.
The averaged solution then takes the form E [uε,f ] (x) :=
´
Q uε,f (x, z) dz. ♦
Proof. By scaling, it suffices to consider ε = 1, and we drop it from all subscripts in the
notation. We split the proof into two steps.
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Step 1. For n ≥ 0, given w¯ ∈ C∞c (R
d), we define its nth-order two-scale expansion
Fn[w¯] :=
n∑
k=0
ϕki1...ik∇
k
i1...ik
w¯,
and we claim that it satisfies the following PDE in Rd,
∇ · a∇Fn[w¯] = ∇ ·
( n∑
k=1
a¯
k
i1...ik−1
∇k−1i1...ik−1
)
∇w¯
+∇ ·
(
(aϕni1...in − σ
n
i1...in)∇∇
n
i1...inw¯
)
. (3.6)
A proof can be found e.g. in [7]: it follows from an inductive computation, exploiting the
definition of correctors and flux correctors. It is reproduced here for completeness. The
claim (3.6) is obvious for n = 0. Now, if it holds for some n ≥ 0, we deduce
∇ · a∇Fn+1[w¯] = ∇ ·
( n∑
k=1
a¯
k
i1...ik−1
∇∇k−1i1...ik−1w¯
)
+∇ ·
(
(aϕni1...in − σ
n
i1...in)∇∇
n
i1...inw¯
)
+∇ · a∇
(
ϕn+1i1...in+1∇
n+1
i1...in+1
w¯
)
. (3.7)
The definition of σn+1i1...in+1 yields
∇ ·
(
(aϕni1...in − σ
n
i1...in)∇∇
n
i1...inw¯
)
= ∇ ·
(
(∇ · σn+1i1...in+1)∇
n+1
i1...in+1
w¯
)
−∇ ·
(
a∇ϕn+1i1...in+1∇
n+1
i1...in+1
w¯
)
+∇ ·
(
a¯
n+1
i1...in
∇∇ni1...inw¯
)
,
and hence, using the skew-symmetry of σn+1i1...in+1 and decomposing
∇ϕn+1i1...in+1∇
n+1
i1...in+1
w¯ = ∇(ϕn+1i1...in+1∇
n+1
i1...in+1
w¯)− ϕn+1i1...in+1∇∇
n+1
i1...in+1
w¯,
we obtain
∇ ·
(
(aϕni1...in − σ
n
i1...in)∇∇
n
i1...inw¯
)
= ∇ ·
(
(aϕn+1i1...in+1 − σ
n+1
i1...in+1
)∇∇n+1i1...in+1w¯
)
−∇ · a∇
(
ϕn+1i1...in+1∇
n+1
i1...in+1
w¯
)
+∇ ·
(
a¯
n+1
i1...in
∇∇ni1...inw¯
)
.
Injecting this into (3.7) leads to the claim (3.6) at level n+ 1.
Step 2. Conclusion.
Let n ≥ 1. Combining (3.6) with the equation (2.6) for u¯nf leads to
−∇ · a∇(uf − F
n[u¯nf ]) = ∇ ·
( n∑
k=2
a¯
k
i1...ik−1
∇k−1i1...ik−1∇
n∑
l=n+2−k
u˜l
)
+∇ ·
(
(aϕni1...in − σ
n
i1...in)∇∇
n
i1...in u¯
n
f
)
.
The a priori estimates of Lemma 3.2 yieldˆ
Rd
ˆ
Q
∣∣(aϕni1...in − σni1...in)(x, z)∇∇ni1...inu¯nf (x)∣∣2dz dx
≤
ˆ
Rd
|∇n+1u¯nf (x)|
2
ˆ
Q
|(aϕni1...in − σ
n
i1...in)(x+ z)|
2dz dx
≤ Cn‖∇n+1u¯nf‖
2
L2(Rd)
.
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Hence, by an energy estimate,
‖∇(uf − F
n[u¯nf ])‖L2(Rd×Q) ≤ C
n
n∑
k=2
n∑
l=n+2−k
‖∇ku˜l‖L2(Rd) + C
n‖∇n+1u¯nf ‖L2(Rd)
≤ Cn‖∇n〈∇〉n−1f‖L2(Rd). 
4. Random setting
In this section, we follow the approach presented in the periodic setting and start by
recalling the conclusions of the classical corrector theory. Under sufficient mixing conditions
on the coefficient field a, correctors and flux correctors (ϕn, σn) are now well-defined in
L2(Ω) only up to order n < ⌈d2⌉. As a consequence, we obtain an analogue of Proposition 3.3
for the L2-approximation of the solution uε,f up to the accuracy O(ε
d/2) only (with a
correction |log ε|1/2 in even dimensions): the classical L2-based corrector theory is not
accurate at the order εd/2 of fluctuations [14, 6]. In contrast, for the averaged solution,
Conjecture 1.3 together with Proposition 2.1 implies an approximation result for E [uε,f ]
up to order O(ε2d−η) for all η > 0. We briefly discuss the consequences of such a result in
the context of fluctuations.
4.1. Classical corrector theory. We focus for simplicity on the model framework of a
Gaussian coefficient field a with integrable covariance. More precisely, for some k ≥ 1, let
a be an Rk-valued Gaussian random field, constructed on some probability space (Ω,P),
which is stationary and centered, hence characterized by its covariance function
c(x) := E [a(x)⊗ a(0)] , c : Rd → Rk×k.
We assume that the covariance function is integrable at infinity
´
Rd
|c(x)| dx < ∞. Given
a map h ∈ C1b (R
k)d×d, we define a : Rd → Rd×d by a(x) = h(a(x)), and assume that it
satisfies the boundedness and ellipticity properties (1.1) almost surely. We (abusively) call
such a coefficient field a Gaussian with integrable covariance.
In this setting, we consider the corrector equations (3.1)–(3.4), where the average
´
Q on
the unit cellQ is replaced by the expectation E [·]. Based on [10, 9, 2] (or alternatively [1, 12]
if a rather satisfies a finite range of dependence assumption), we obtain the following
optimal control of correctors (cf. also [3, Proposition C.4] for a similar statement).
Lemma 4.1. Let d ≥ 1, let a be Gaussian with integrable covariance, and set ℓ := ⌈d2⌉. For
all 0 ≤ n < ℓ, there exist unique stationary solutions ϕn, σn ∈ L2(Ω,H1loc(R
d)) of (3.1)–
(3.4) with E [(ϕn, σn)] = 0, whereas for n = ℓ there exist unique (non-stationary) solutions
ϕℓ, σℓ ∈ L2(Ω,H1loc(R
d)) such that ∇ϕℓ,∇σℓ are stationary and (ϕℓ(0), σℓ(0)) = 0 almost
surely. In particular, a¯n is well-defined for all 1 ≤ n ≤ ℓ. In addition, for all x ∈ Rd,
ℓ−1∑
n=1
‖(ϕn, σn)‖L2(Ω) +
ℓ∑
n=1
‖∇(ϕn, σn)‖L2(Ω) +
ℓ∑
n=1
|a¯n| . 1,
‖(ϕℓ, σℓ)(x)‖L2(Ω) .
{
log
1
2 (2 + |x|), if d is even,
1 + |x|
1
2 , if d is odd.
♦
Mimicking the proof of Proposition 3.3, we are then led to the following (cf. [13, 7]).
Note that this corrector theory is not accurate at the order εd/2 of fluctuations.
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Proposition 4.2 (Classical corrector theory — random setting). Let d ≥ 1, let a be Gauss-
ian with integrable covariance, and set ℓ := ⌈d2⌉. Given f ∈ C
∞
c (R
d)d, let the ℓth-order
homogenized solution u¯ℓε,f for (2.1) be defined as in the statement of Proposition 2.1(II)
with homogenized coefficients defined in Lemma 4.1. Then,
∥∥∥∇(uε,f − ℓ∑
k=0
εkϕki1...ik(
·
ε)∇
k
i1...ik
u¯ℓε,f
)∥∥∥
L2(Rd×Q)
≤ ε
d
2µd(ε)C‖〈∇〉
2ℓ−1f‖L2(Rd),
where the constant C depends only on d, λ and where
µd(ε) :=
{
|log ε|
1
2 , if d is even,
1, if d is odd.
In particular, ∥∥∇(E [uε,f ]− u¯ℓε,f )∥∥L2(Rd) ≤ ε d2µd(ε)C‖〈∇〉2ℓ−1f‖L2(Rd). ♦
4.2. Consequences of Conjecture 1.3. We now investigate the implications of Conjec-
ture 1.3. In view of Proposition 2.1, it would lead to an effective approximation result for
the averaged solution up to the accuracy O(ε2d−η), which substantially improves on the
above result obtained from the classical corrector theory.
Corollary 4.3 (of Conjecture 1.3). Let d ≥ 1 and let a be Gaussian with integrable
covariance. If Conjecture 1.3 holds true, then the (symmetrized) higher-order homogenized
coefficients a¯n are well-defined for all 1 ≤ n ≤ 2d via formula (2.5). For 1 ≤ n ≤ ⌈d2⌉,
these coefficients coincide with the ones defined in (3.2) via averages of correctors. In
addition, given f ∈ C∞c (R
d)d, letting the (2d)th-order homogenized solution u¯2dε,f for (2.1)
be defined as in the statement of Proposition 2.1(II), we have for all η > 0,∥∥∇(E [uε,f ]− u¯2dε,f )∥∥L2(Rd) ≤ ε2d−ηCη‖〈∇〉4d−1f‖L2(Rd),
where the constant Cη depends only on d, λ, η. ♦
In stochastic homogenization, there is a particular interest in the fluctuations of macro-
scopic observables of the type Uε(f, g) := ε
−d/2
´
Rd
g · ∇uε,f with f, g ∈ L
2(Rd)d. Such
observables are asymptotically Gaussian and their limiting variance has been completely
characterized in [14, 6, 7]. This should be complemented with a description of the expec-
tation E [Uε(f, g)]. While Proposition 4.2 is not precise enough to describe ∇E [uε,f ] in the
fluctuation scaling, Corollary 4.3 is, and yields
Uε(f, g) =
(
Uε(f, g) − E [Uε(f, g)]
)
+ ε−
d
2
ˆ
Rd
g · ∇u¯2dε,f + Of,g,η(ε
3d
2
−η),
where the law of the first right-hand side term is close to a centered Gaussian with fully
characterized variance, cf. [14, 6, 7]. The only difficulty left in this picture is the practical
computation of the higher-order homogenized coefficients (although B is well-defined, it
is hardly computable in practice). We believe that the following “approximation by peri-
odization” should come out of the proof of Conjecture 1.3: Let d ≥ 1, let a be a stationary
ergodic coefficient field, and for all L > 0 denote by aL the random field obtained by
periodizing the restriction of a on [−L2 ,
L
2 )
d. For all n ≥ 1, denote by a¯nL the (random)
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nth-order homogenized coefficient associated with this periodic medium. We conjecture
that for all 1 ≤ n ≤ 2d,
lim
L↑∞
E [a¯nL] = a¯
n,
property that has recently been proved in [7, Remark 2.4] in the limited range n < d by a
duality argument. It would also be of interest to quantify this convergence (as done in [11,
Theorem 2] for a¯1).
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Appendix A. Proof of Lemma 1.1
The stationarity of the coefficient field a entails that the averaged solution operator
H := E [H] : L2(Rd)d → L2(Rd)d commutes with translations on Rd. Hence, H is a
convolution operator on L2(Rd)d. Noting that Hf is gradient-like for all f ∈ L2(Rd)d and
that H vanishes on solenoidal vector fields, we deduce that the Fourier symbol Hˆ takes the
form Hˆ(ξ) = Gˆ(ξ)ξ ⊗ ξ, for some measurable function Gˆ : Rd → R. Now noting that the
boundedness and the ellipticity (1.1) of a imply H0 ≤ H ≤
1
λH0, where H0 = ∇△
−1∇·
denotes the usual Helmholtz projection, we deduce |ξ|−2 ≤ Gˆ(ξ) ≤ 1λ |ξ|
−2 pointwise.
Considering the inverse symbol Bˆ(ξ) := Gˆ(ξ)−1, the conclusion follows. 
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