We describe a novel non parametric statistical hypothesis test of relative dependence between a source variable and two candidate target variables. Such a test enables one to answer whether one source variable is significantly more dependent on the first target variable or the second. Dependence is measured via the Hilbert-Schmidt Independence Criterion (HSIC), resulting in a pair of empirical dependence measures (source-target 1, source-target 2). Modeling the covariance between these HSIC statistics leads to a provably more powerful test than the construction of independent HSIC statistics by sub sampling. The resulting test is consistent and unbiased, and (being based on U-statistics) has favorable convergence properties. The test can be computed in quadratic time, matching the computational complexity of standard empirical HSIC estimators. We demonstrate the effectiveness of the test on a real-world linguistics problem of identifying language groups from a multilingual corpus.
Introduction
Tests of dependence are an important tool in statistical analysis, and are widely applied in many data analysis contexts. Classical criteria include Spearman's rho and Kendall's tau, which can detect only linear dependencies. More recent research on dependence measurement has focused on non parametric measures of dependence, which apply even when the dependence is nonlinear, or the variables are multivariate or non-euclidean (for instance images, strings, and graphs). The statistics for such tests are diverse, and include kernel measures of covariance [5, 19] and correlation [2, 3] , distance covariances (which are instances of kernel tests) [18, 14] , rankings [7] , and space partitioning approaches [6, 12, 9] .
For many problems in data analysis, however, the question of whether dependence exists is secondary: there may be multiple dependencies, and the question becomes which dependence is the strongest. For instance, in neuroscience, multiple stimulus modalities may be present (e.g. visual and audio), and it may be of interest to determine which of the two has a stronger influence on brain activity [8] . In cross-language information retrieval and automated translation [11] , it may be of interest to determine whether documents in a source language are a significantly better match to those in one target language than to another target language, either as a measure of difficulty of the respective learning tasks, or of the quality of the language features used.
We present a statistical test which determines whether two target variables have a significant difference in their dependence on a third, source variable. The dependence between each of the target variables and the source is computed using the Hilbert-Schmidt Independence Criterion [4, 5] . Care must be taken in analyzing the asymptotic behavior of the test statistics, since the two measures of dependence will themselves be correlated: they are both computed with respect to the same source. Thus, we derive the joint asymptotic distribution of both dependencies, and design our test so as to take this correlation into account. We prove this approach to have greater statistical power than constructing two uncorrelated statistics on the same data by subsampling, and testing on these. In experiments, we are able to successfully test which of two variables is most strongly related to a third, in synthetic examples and in a language group identification task.
To our knowledge, there do not exist competing non-parametric tests to determining which of two dependencies are strongest. One related area is that of multiple regression analysis (e.g. [15] ). In this case a linear model is assumed, and it is determined whether individual inputs have a statistically significant effect on an output variable. The procedure does not address the question of whether the influence of one variable is higher than that of another to a statistically significant degree. The problem of variable selection has also been investigated in the case of nonlinear relations between the inputs and outputs [1, 17] , however this again does not address which of two variables most strongly influences a third. A less closely related area is that of detecting three-variable interactions [13] , where it is determined whether there exists any factorization of the joint distribution over three variables. This test does not address the issue of finding which connections are strongest, however.
Definitions and description of HSIC
We base our underlying notion of dependence on the Hilbert-Schmidt Independence Criterion [4] . With this choice, our problem is described as follows:
We have a sample of size m from distribution P x , P y and P z , where P x , P y and P z are the respective marginal distributions on domains X , Y and Z. Let P xy and P xz be respectively a Borel probability measure defined on a domain X ×Y and X ×Z with Γ, Λ and Ω be respectively the Borel set on X , Y and Z. Given seperable RKHSs F, G, and H, we want to test the null hypothesis H 0 : HSIC(F, H, P xz ) is greater or equal to HSIC(F, G, P xy ).
We begin with a description of our kernel dependence criterion, the Hilbert-Schmidt Independence Criterion (HSIC) [4, 5] , and then describe its asymptotic behaviour for dependent variables.
Definition 1 Given separable RKHSs F and G, and a joint measure P xy over (X × Y, Γ × Λ), we define the Hilbert-Schmidt Independence Criterion (HSIC) as the square HS-norm of the associated cross-covariance operator C xy 2 HS . HSIC can be expressed in terms of expectations of kernel functions,
Theorem 1 (Unbiaised estimator of HSIC [17] ) The unbiaised estimator HSIC 1 (F, G, S) is given by,
whereK andL are related to K and
Theorem 2 (U-statistic of HSIC) HSIC 1 (F, G, S) can be written in terms of a U-statistic,
where (m) n := m! (m − n)! , the index set i m r denotes the set of all r−tuples drawn without replacement from the set {1, . . . m} and the kernel h of the U-statistic is defined by
We will denote the finite sample biased estimator of HSIC as HSIC 0 (F, converges in distribution to a Gaussian random variable with mean HSIC(F, G, P xy ) and estimated variance σ
where
and the index set i m r \ {i} denotes the set of all r−tuples drawn without replacement from the set {1, . . . m} \ {i}.
A test of relative dependence
In this section we first construct a simple consistent test for Problem 1. This is done by computing two independent HSIC statistics and deriving a sound test threshold. We subsequently prove that this strategy is strictly less powerful than a test based on two dependent HSIC statistics. We therefore derive the joint asymptotic distribution of these dependent quantities, which is then used to construct a more powerful, consistent test.
A simple, consistent approach
From the result in Equation (5), we can construct a consistent relative test as follows : split the samples from P x into two equal sized sets denoted by X and X , drop the second half of the samples from P y and the first half of the samples from P z . We will denote the remaining samples as Y and Z . We can now estimate the joint distribution of [HSIC 1 (F, G, S),
which we will write as N (µ , Σ ). Given this joint distribution, we need to integrate the density of the distribution below the line defined by HSIC
. A simple way of achieving this is to rotate the distribution by π 4 rad counter-clockwise about the origin, and to integrate the resulting distribution projected onto the first axis. The resulting projection of the rotated distribution onto the primary axis is
where R = √ 2 2 1 −1 1 1 is the rotation matrix by π 4 . From this empirically estimated distribution, it is relatively straightforward to construct a consistent test (cf. Equation (16)). The power of this test varies inversely with the variance of the distribution in Equation (7).
A lower variance approach
The above test is suboptimal in the sense that we have dropped half of the available samples in order to guarantee independence of the two empirical HSIC estimates. While discarding half the samples leads to a consistent test, we may achieve a lower-variance, unbiased, consistent test by finding an unbiased estimate of the off-diagonal covariance term using all available samples. In this section, we prove that such a test is always more powerful than the previous strategy, regardless of P x , P y and P z .
We prove that the resulting test is asymptotically lower variance as follows : we first note that, given an unbiased and consistent estimate of σ XY XZ , the empirical estimate of the joint distribution of [HSIC
T has the form
which we denote as N (µ, Σ). The resulting distribution from rotating by π 4 rad and projecting onto the primary axis is
Theorem 4 A dependent test for Problem 1 is always more powerful than an independent test.
Proof 1
The two following lemmas are used for the proof of the Theorem 4.
Lemma 1 (Same Mean) As HSIC 1 (·, ·) is an unbiased empirical estimator, we have that
Lemma 2 (Lower Variance) From the convergence of moments in the application of the central limit theorem [16] , we have that σ 
which is implied by the positive definiteness of Σ.
To summarize, after we have observed a sufficient sample size m > τ for some distribution dependent τ , we always have that the statistical test using the distribution in Equation (9) is lower variance than the statistical test using the distribution in Equation (7), and the dependent test is therefore more powerful than the independent test.
We now derive the joint asymptotic distribution of the dependent HSIC estimates and show that it can be computed in quadratic time.
Joint asymptotic distribution of HSIC
To solve Problem 1, we denote by S 1 = (X, Y, Z) the joint sample from three sets of the observations (X, Y, Z) which are drawn iid with respective Borel probability measure P x , P y and P z defined on domains X , Y and Z. The kernels k, l and m are associated uniquely with respective reproducing kernel Hilbert spaces F, G and H. Moreover, K, L and M ∈ R m×m are kernel matrices containing k ij = k(x i , x j ), l ij = k(y i , y j ) and m ij = m(z i , z j ). Let HSIC 1 (F, G, S 1 ) and HSIC 1 (F, H, S 1 ) be respectively an unbiased estimator of HSIC 1 (F, G, P xy ) and HSIC 1 (F, H, P xz ) written as a sum of U-statistics with kernels h ijqr and g ijqr as described in (4), , where R XY XZ is equal to
Proof 2 This follows directly from [16] : Equation (14) is constructed with the definition of variance of a U-statistic, p. 182, where one variable is fixed and Equation (13) is proved by the application of Theorem B, p. 193, which shows the joint asymptotic distribution of U-statistics.
Unfortunately equation (14) is expensive to compute naively, because even computing the kernels h ijqr and g ijqr of the U-statistic itself is a non trivial task. Following [17, Section 2.5], however, we first form a vector h XY with its entry corresponding to (j,q,r)∈i m 3 \{i} h ijqr , and a vector h XZ with its entry corresponding to (j,q,r)∈i m 3 \{i} g ijqr . Collecting terms in Equation (4) related to kernel matricesK andL , h XY and h XZ can be written as
where denotes element wise matrix multiplication. Then R XY XZ in Equation (14) can be computed as R XY XZ = (4m)
Using the order of operations implied by parentheses in Equation (15), the computation time of the cross covariance term is O(m 2 ). Combining this with the unbiased estimator of HSIC in Equation (2) 
Statistical test description 4.1 Dependence test for pairs of HSIC statistics
We can now describe a statistical test of dependence for two sets of observations, based on the joint asymptotic distribution of HSIC described in Theorem 5. Given a sample S 1 as described in section 3.3 earlier, the dependence statistical test T (S 1 ) : at a given significance level α. Following the empirical distribution from Equation (9), we determine the p-value to be
where Φ is the CDF of a standard normal distribution.
Generalizing to arbitrary numbers of HSIC statistics
The generalization of this dependence test to more than three domains follows from the derivation of the above test by applying successive rotations to a higher dimensional joint Gaussian distribution over multiple HSIC statistics. We assume a sample S of size m over d domains with kernels k 1 , . . . , k d associated uniquely with respective reproducing kernel Hilbert spaces, F 1 , . . . , F d . We define a generalized statistical test, T g (S) → {0, 1} to test the null hypothesis H 0 : (x,y)∈{1,...,d} v (x,y) HSIC 1 (F x , F y , S) ≤ 0 versus the alternative hypothesis H 1 : (x,y)∈{1,...,d} v (x,y) HSIC 1 (F x , F y , S) > 0 where v is a vector of weights on each HSIC statistic. We may recover the test in the previous section by setting v = [+1, −1] T .
The derivation of the test follows the general strategy used in the previous section: we construct a rotation matrix such that the test may project the joint Gaussian distribution onto the first axis, and read the p-value from a standard normal table. To construct the rotation matrix, we simply need to rotate v such that it is aligned with the first axis. Such a rotation can be computed by composing d 2-dimensional rotation matrices as in Algorithm 1. Require: and independent tests for 1000 repeated HSIC with 1000 samples. The dependent distribution converges faster than the independent distribution, resulting in a more powerful statistical test.
Experiments
We apply our estimates of statistical dependence to two problems. The first is a synthetic data experiment, in which we can directly control the relative degree of functional dependence between variates. The second experiment uses a multilingual corpus to determine the relative relation between European languages, demonstrating that the test is able to identify membership in major language groups (Romance languages vs. Germanic languages).
Synthetic experiment
We constructed 3 artificial distributions, as illustrated in figure 2 . These data sets are constructed so that we can control the relative degree of functional dependence between the variates by varying the relative size of noise scaling parameters γ 2 and γ 3 . In these experiments, we fixed γ 1 = γ 2 = 0.3, while we varied γ 3 . Figure 3 shows the empirical p-values for 100 repeated tests for 101 regularly spaced values of γ 3 ∈ [0, 1] and 1000 samples per distribution. Figure 1 shows an empirical scatter plot of estimated HSIC values for the dependent and independent tests, showing a much tighter distribution of dependent tests. As predicted by the theory (cf. Theorem 4) the dependent test is substantially more powerful than an independent test.
Multilingual data
In this section, we demonstrate dependence testing on different languages. We use real world data sets taken from the European Parliament corpus [10] , which includes translations in 21 Eu- ropean languages. We choose 1000 random documents written in : French (fr), German (de), Dutch (nl), Spanish (sp), Portuguese (pt), Italian (it), Swedish (sv), and Danish (da). These languages can be broadly categorized into either the Germanic or Romance families of European languages. Our goal was to test if the statistical dependence between two languages in the same group is greater than the statistical dependence between languages in different groups. For preprocessing, we removed stop-words (http://www.nltk.org) and performed stemming (http://snowball.tartarus.org). We applied the bag-of-words model (BoW model) as a feature representation and used a χ 2 exponential kernel with the bandwidth set per language as the median pairwise χ 2 distance between documents. A selection of three-language tests is given in Table 1 . All p-values strongly support that the dependent tests find the different language groups with very high significance. In contrast, the independent test yielded p-values on the order of 0.10, which would not reject the null hypothesis at standard significance levels.
In our next tests, we evaluate our more general framework for testing relative dependencies with more than two HSIC statistics. We chose four languages, and tested whether the dependence between two languages in the same group is higher than an average of dependencies between groups. The results of these tests are give in Table 2 . As before, our generalized test is able to distinguish language groups with high significance.
Conclusions
We have described a novel statistical test that determines whether a source random variable is more strongly dependent on one target random variable or another. This test, built on the Hilbert-Schmidt Independence Criterion, is low variance, consistent, and unbiased. We have shown that our test is strictly more powerful than a test that does not exploit the covariance between the HSIC from the Source Targets p-value es it pt sw 0.0013 * * * es it pt da 0.0198 * * * source to each of the targets. We have empirically demonstrated the test performance on synthetic data, where the degree of dependence could be controlled; and on the challenging problem of identifying language groups from a multilingual corpus. The computation and memory requirements of the test are quadratic in the sample size, matching the performance of HSIC and related tests for dependence between two random variables. We have generalized the test framework to more than two HSIC statistics, and have given an algorithm to construct a consistent, low-variance, unbiased test when comparing multiple HSIC dependencies.
