Abstract: This paper introduces the design of a new wearable photoplethysmography (PPG) sensor and its assessment for mental distress estimation. In our design, a PPG sensor obtains blood volume information by means of an optical plethysmogram technique. A number of temporal, morphological and frequency markers are computed using time intervals between adjacent normal cardiac cycles to characterize pulse rate variability (PRV). In order to test the efficiency of the developed wearable for classifying distress versus calmness, the well-known International Affective Picture System has been used to induce different levels of arousal in forty-five healthy participants. The obtained results have shown that temporal features present a single discriminant power between emotional states of calm and stress, ranging from 67 to 72%. Moreover, a discriminant tree-based model is used to assess the possible underlying relationship among parameters. In this case, the combination of temporal parameters reaches 82.35% accuracy. Considering the low difficulty of metrics and methods used in this work, the algorithms are prepared to be embedded into a micro-controller device to work in real-time and in a long-term fashion.
Introduction
Mental distress (or psychological distress) is a general term used to describe unpleasant feelings or emotions that impact your level of functioning. In other words, it is psychological discomfort that interferes with your activities of daily living. Mental distress can result in negative views of the environment, others, and the self. This is why it is important to investigate on devices and environments capable of recognizing and/or regulating negative emotions [1] [2] [3] [4] [5] . Sadness, anxiety, distraction, and symptoms of mental illness are manifestations of psychological distress.
Mental stress is accompanied by dynamic changes in activity of the autonomic nervous system (ANS). Although mental stress cannot be measured directly, the physiological response can be interpreted to assess the level of mental stress. Several physiological parameters (like electroencephalograph, heart rate variability, blood pressure, event-related potentials, and electromyography, among others) have been found sensitive toward any changes occurring in mental stress level [6] . Moreover, heart rate variability (HRV), the quantification of beat-to-beat variability in cardiac cycle over time, is one of the most determinant measures of ANS status [7, 8] .
The heart rate (HR) represents successive heart polarization and depolarization caused by the electrical impulses generated on the sinoatrial node and transmitted to the ventricles [9] . The sympathetic nervous system increases HR in response to stress, exercise or heart disease by
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Monitoring Pulse Rate Variability
In the proposed design, an optical plethysmogram technique is used to obtain blood volume information by means of a PPG sensor. In a PPG acquisition and signal conditioning circuit there are several key elements: light emitting diode (LED), LED driver circuitry, photo-detector (PD), and PD signal conditioning circuitry [22] . Although it is possible to address the development of these elements from scratch, nowadays there are commercial fully-integrated analog front-ends and optical sensors suitable for PPG signals. In this regard, an analog front-end AFE4400 (Texas Instruments Incorporated, Dallas, TX, U.S.A.) and an optical sensor NJL5310R (New Japan Radio Corporation Ltd., San Jose, CA, U.S.A.) have been selected. The AFE4400 integrates a LED driver and a PD signal conditioning circuitries, and a timing control module in a single package. The NJL5310R consists of two green LEDs and a high sensitivity PD. Hence, they are suitable to build a circuit capable of measuring blood volume through reflective photometry.
According to the manufacturer, the NJL5310R has been designed with an optimal LEDs and PD separation to get a high-quality PPG signal. In our design, the green LEDs have been connected front-to-front, so that they light up and off simultaneously. In reflective photometry, LEDs and PD are placed in the same plane as the body part, and the PD receives the reflected light from different depths under the skin (such as blood, tissue, and so forth).
Furthermore, the AFE4400 has two clearly differentiated stages. On the one hand, the transmit stage is divided into LED driver and LED current control. The LED driver sets a reference current of each LED and has been configured in push-pull mode to turn both LEDs on and off simultaneously (since LEDs in the optical sensor have been wired in common anode). LED current control regulates and ensures that LED current follows its reference. On the other hand, the receiver stage is split into transimpedance amplifier (TIA), conditioning section and analog-to-digital converter (ADC). The differential current-to-voltage TIA converts PD input current into a voltage. The differential voltage at the output of the TIA includes the component from ambient light. So, after TIA a programmable digital-to-analog converter (DAC) provides the current to cancel the ambient component. Then, the resulting signal is amplified, passed through a low-pass filter, and, finally, buffered before driving the 22-bit sigma-delta analog-to-digital converter (ADC).
In addition, power needs are different for transmit and receiver stages. For transmit stage, the supply voltage depends upon voltage drop in the photo sensor's LEDs and the transmit stage reference voltage (set as a compromise between low-power and better dynamic range). For these reasons, a supply voltage of 4.3 V has been selected for transmit stage. For receiver stage, the supply voltage is not so strongly warped by external elements, rather for the admissible analog front-end (AFE) supply voltage. Accordingly, a supply voltage of 3 V has been chosen for receiver stage.
As shown in Figure 1 , a low-input DC-DC boost switching converter, TPS61093 (Texas Instruments Incorporated, Dallas, TX, U.S.A.), steps up incoming voltage to 6.5 V. The converter's input voltage range allows to power the design by two alkaline batteries, a single Li-ion battery or through a traditional 3.3 V and 5 V regulated power supply. A couple of 150 mA ultra-low-noise linear regulators, TPS7A4901 (Texas Instruments Incorporated, Dallas, TX, U.S.A.), generate 4.3 V and 3 V supply for transmit and receiver stages, respectively. The choice of a linear regulator as power supply final stage allows filtering out the output voltage ripple inherent to DC-DC switching conversion. An 8 MHz external crystal feeds the AFE internal crystal oscillator that generates a 4 MHz internal master clock signal by means of a divide-by-2 block. AFE timer module uses this master clock to settle raising and falling edges of the different control signals. Lastly, the protection circuitry for the photo sensor consists of clamping diodes for each line in transmit and receiver stages (DC voltage restoration). Also, LED and PD tracks on the PCB (printed circuit board) are routed by means of differential pairs, because RF noise can attenuate photo sensor signals. Likewise, PD tracks have been guarded with the common-mode voltage signal from AFE, and common mode choke coils have been used.
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The complete schematics of the design are attached as supplementary material.
Experimental Methodology
In order to classify distress versus calm condition we have used the well-known International Affective Picture System (IAPS) [23] . IAPS consists of a standard and categorized database of color photographs created to provide a wide range of affective stimuli. Moreover, the two primary dimensions recorded in the database are valence (ranging from pleasant to unpleasant) and arousal (from calm to excited). So, for each IAPS picture the mean and standard deviation of arousal and valence is provided in four different tables constructed from responses of men, women and children who responded to the emotion felt when exposed to pictures by means of the Self-Assessment Manikin (SAM), an affective rating system [24] . Thus, the idea is to use IAPS database to show a series of images to some volunteer participants. Each image used in the experiment should belong to one of two classes "high arousal-low valence" and "low arousal-high valence", corresponding to distress and calm, respectively.
Fifty healthy participants (twenty-eight men and twenty-two women; 20 to 28 years old) not suffering from evident mental pathologies were recruited to participate in the experiment. Moreover, the participants who agreed did not present cardiovascular or anatomic nervous system diseases that could alter their PRV. All participants were informed on the high emotional content of some pictures that they will be shown. All participants were students from Technical School at Cuenca, Spain. The students had to pass the PHQ-9 Depression Test Questionnaire to be accepted in the experiment. The exclusion criteria used to discard subjects from the experimental section were mainly based on the results of PHQ-9. In this regard, the exclusion threshold was fixed at scores greater than eight. Considering this prerequisite, four students were not welcomed, and one experiment was not valid due to technical problems. Thus, the number of valid experiments was forty-five (twenty-five males and twenty females). This study was approved by Universidad de Castilla-La Mancha institutional committee on human experimentation. All participants gave written informed consent in accordance with the Declaration of Helsinki.
The procedure for performing the experiment is described next (see Figure 2 ). The participant sits in front of the experimentation monitor to keep his/her movement minimal. The developed wearable sensor, described in Section 2.1, is put on his/her right wrist. In this regard, the experimentation monitor consists of a high resolution 28 inches screen. When the technician verifies the proper functioning of the wearable and its communication with the software, the experiment starts. Firstly, the participant has to carefully read the general instructions of the experiment. Next, ten pictures randomly chosen from a set of pictures that fulfill the condition to belong to negative stress (or distress) are shown consecutively to the participant during 6 s each. Silences consisting of blank images with a fixed duration of 1 s are inserted between two consecutive images. Afterwards, a distracting task is presented to the participant so that his/her emotional state comes to neutral. Next, the experiment continues by showing randomly another set of ten IAPS images that fulfill the condition to belong to calmness. Again, silences are used between each pair of images. Lastly, the distracting task is offered again. Pictures were classified into calm and stress subsets depending on their score of arousal and valence reported in IAPS database. Thus, the inclusion criterion for a picture to be added to the stress subset was that the picture rated an arousal level higher than 5 and a valence level lower than 3. Similarly, the inclusion criterion for a picture to be inserted into the calm subset was that it rated an arousal level lower than 4 and a valence level higher than 4 and lower than 6. Several studies have reported these ranges as those corresponding to negative stress and calmness, respectively [25] .
Finally, and in agreement with Figure 2 , the useful information extracted for each participant consists on two segments lasting 70 s for each stress and calm condition, respectively. Although a distracting task is deployed at the end of each image sequence, the PPG signal recorded in those segments is discarded for further analysis, since they are used exclusively to lead the participant to a neutral emotional state. Therefore, after experimentation, a total number of 90 PPG segments lasting 70 s were used in the subsequent analysis, where 45 belong to stress and 45 to calm condition.
Photoplethysmography Processing
The signal acquisition was held using the wearable PPG sensor at a sampling rate of 60 Hz and a 22-bit resolution. This sampling rate was chosen as minimum sampling frequency to prevent PPG signal distortion, since useful PPG information is located between 0 and 30 Hz [26] . However, in order to increase the reliability of the subsequent validation analysis and accuracy of PRV series computation, the acquired PPG was interpolated by using a cubic splines algorithm, increasing time resolution up to an equivalent sampling frequency of 1000 Hz. This type of interpolation has been used previously to increase the sampling rate in similar contexts [27] .
Moreover, several factors, such as sensor location, electrical sources, ambient lights, skin properties or temperature, may affect quality of PPG signals [28] . These factors add different artifacts and noisy components to the waveform, which augments difficulty in signal characterization. Therefore, different filtering and processing techniques are applied to eliminate possible interferences and enhance the waveform before characterizing the signal. In this regard, power line interference is one of the most common noise sources. Indeed, ambient electromagnetic signals are present everywhere, modulating PPG signal over a sinusoidal component at its fundamental frequency. Moreover, variation in temperature or poor contact of photo sensor are only some of the causes of baseline in PPG signal [28] . Hence, baseline wander, high-frequency noise and power-line interference are removed by computing a forward/backward filtering approach. More concretely, baseline drift is removed by applying a 0.5 Hz cut-off high-pass, linear-phase FIR filter. Similarly, a 30 Hz cut-off low-pass, linear-phase FIR filter is applied to remove high-frequency noise and power-line interferences.
In this regard, approaches based on adaptive threshold have been extensively employed to detect peaks on PPG signals [29] . Nevertheless, PPG signals contain inherent noise (Gaussian noise), sudden amplitude changes or different morphologies caused by premature ventricular contractions or movements. Therefore, the use of a robust and reliable PPG peak detection algorithm is a key factor to face these difficulties. The algorithm has to deal with the detection of beats and artifacts while operating with a minimum computational burden in real-time. Considering all these premises, in this work an incremental-merge segmentation algorithm was used for PPG peak detection [30] . This algorithm extracts morphological features of PPG signal that are used as line segments. Next, these segments are classified as pulse or artifacts through using adaptive thresholds. More precisely, a PPG signal is converted into line segments by connecting the first and the last point of the line, depending of a tuning parameter m (length of line segments) which depends directly on the sampling rate. Then, line segments are classified such that pulse peaks are identified as endpoints of the validated up-slopes. On the other hand, horizontal lines are labeled as clipping or disconnection, so that up-slopes preceding and succeeding a horizontal line are labeled as artifacts. In this way, pulses from PPG corresponding to artifacts are identified and suppressed from beat-to-beat computation. Finally, PRV is estimated by measuring the time variation in consecutive PPG peaks.
Feature Extraction
Considering the short duration of each segment of analysis (70 s long), no additional windowing was set for the analysis, and the entire segment was used to extract the characteristics from the signal. It is important to highlight that all metrics were calculated retrospectively from PPG signals, rather than in real-time, as this work firstly intends to validate the proposed model. Similarly to other studies using short-term analysis of heart variability, classical time domain, frequency domain and morphological characteristics are computed from PRV and for both conditions (calm and stress) [31] . Table 1 shows the complete list of features used in the study. Concretely, adjacent normal cardiac cycles (NN) are computed and then, the mean of NN intervals (MNN), standard deviation of NN intervals (SDNN), standard error of successive differences of adjacent NN intervals (SENN) and the difference between the longest and shortest NN interval, that is the dynamic range, (DRNN) are calculated. Additionally, the ratio of pairs of successive NN intervals differing more than 50 ms (pNN50) are calculated by taking into consideration the total number of analyzed cardiac cycles. Finally, the first derivative (FD) of successive differences of adjacent NN intervals is computed and standard deviation (SDFD) and root mean square (RMSFD) are estimated.
Moreover, it has been reported that frequency parameters extracted from PRV may contribute with significant information that is not present in time-based methods [12] . Therefore, power spectral density (PSD) of the PRV is estimated in this work to obtain how power variance distributes as a function of frequency. A non-parametric method based on Fast Fourier Transform (FFT) is used. FFT is characterized by the simplicity of the algorithm and a high processing speed which are desirable specifications to be implemented in our design. According to the literature, three main spectral components are commonly used to assess PSD, namely very low frequency (VLF), low frequency (LF) and high frequency (HF), respectively [32] . The physiological meaning of VLF is quite diffuse, specially in short-term recordings and, consequently, it is out of this study [33] . On the contrary, LF and HF represent the control and balance of parasympathetic and sympathetic components [33] . More concretely, LF component ranges from 0.04 Hz up to 0.15 Hz and its increase is generally associated with a sympathetic activation [32] . On the other hand, LF component ranges between 0.15 Hz and 0.4 Hz and it is associated with parasympathetic modulation [32] . Finally, the relationship between the power found in LF and HF components is usually estimated, because it assess the sympatho-vagal balanve controlling the heart rate [34] . Thus, absolute values of potency (LF and HF), as well as relationship of LF and HF (NHF) regarding the total power (excluding VLF component) are calculated in this study.
With regard to morphological markers, HRV Triangular Index (HRNN) and Triangular Interpolation (TINN) are estimated. Morphological features are based on the fact that NN interval durations can be converted into a geometric pattern, such that NN density distribution is assessed by a simple equation to measure variability. In this work, the density distribution function (∆) is constructed through assigning the number of equally long NN intervals to each value of their lengths. Then, the most frequent value of the distribution is calculated, i.e., max(∆). HRNN is obtained by performing the ratio between the area integral of ∆ by its maximum value. Similarly, TINN is computed by calculating the width of ∆, this way establishing the distribution boundaries, A and B, respectively. For the sake of performing this operation, ∆ is transformed into a multi-linear function q, such that q(t) = 0 for t ≤ A and t ≥ B. So basically, the ∆ function with the best fit to the NN density distribution defines or identifies A and B boundaries. Then, TINN is calculated as temporal difference between A and B, that define the vertexes of the base of the triangle. Finally, the third and fourth moment of successive NN intervals, as well known as skewness (SKNN) and kurtosis (KUNN) from a distribution, were computed. Both parameters evaluate the asymmetry from PRV distribution caused by outliers or atypical pulse values within the series around the sample mean, thus assessing the shape of data distribution. Equation (1) shows the computation of SKNN, and Formula (2) represents the KUNN computation, where µ is the mean of successive NN intervals, σ is the standard deviation of successive NN intervals, and E(t) corresponds to the expected value of quantity t.
Statistical Analysis
Shaphiro-Wilks and Levene tests have proved that distributions are normal and homoscedastic for all features studied. Consequently, the results are expressed in terms of mean ± standard deviation for all samples belonging to a same group. The statistical differences between both groups, calm and distress, are assessed by a t-Student test. A value of statistical significance ρ < 0.05 has been considered as significant.
Moreover, a ten-fold stratified cross-validation is used to assess the discriminant ability of each feature. This kind of cross-validation allows to obtain a highly reliable performance generalization of the metric under study [35] . Indeed, this approach makes use of all available data both for training and testing. This avoids the possibility of classification results to be highly dependent on the choice of a given training-test segmentation. Thus, the database is firstly partitioned into 10 equally sized folds, rearranging data to ensure that each fold is a good representative of the whole. Then, 10 training and validation iterations are performed, such that a fold of the data is held out for test, whereas the other ones are used for learning within each iteration. A receiver operating characteristic (ROC) curve is used to obtain the optimal discriminant threshold between calmness and distress for each learning set. The ROC curve is created by plotting true positive (TP) rate against false positive (FP) rate at various threshold settings. Here, TP rate (or sensitivity) is considered as the percentage of distress condition correctly classified. On the other hand, FP rate (or 1-specificity) corresponds to the rate of calm condition identified improperly. The optimal threshold is selected as the value which provides the highest accuracy, i.e., highest number of conditions correctly classified. Finally, global accuracy is obtained by averaging this procedure 5 times.
A decision tree (DT) classifier is used in order to assess the possible relationships among the different temporal, morphological and frequency features. This methodology is chosen due to its easy implementation and low computation burden when addressing a binary classification problem. Indeed, DT is based in consecutive if-else decisions. Regarding the DT configuration, each split is performed after considering the best optimization criterion, based on the Gini diversity index. Moreover, some rules are programmed to prevent an uncontrolled three overgrowth. Thus, the growth of every tree is always stopped when any node only contains samples from the same group (pure node) or less than 20% of all samples. Table 2 shows mean and standard deviation of the features under study. All characteristics calculated are shown, regardless of their statistical significance Only 4 out of 14 parameters show statistical differences when PRV is analyzed; and, all of them correspond to the time domain. More precisely, standard deviation (SDNN), dynamic range (DRNN) and standard error (SENN) of PRV series, as well as standard deviation of PRV derivative (SDSD), show statistical significance. In this regard, DRNN achieves the highest discriminatory power. It is worth noting that all significant parameters report an increasing temporal value when participants are elicited with stressing stimuli.
Results
In order to estimate a reliable and robust power classification for each single parameter, a stratified 10-fold cross-validation is run five times. Figure 3 shows the ROC curves at a random iteration, together with the sensitivity (Se), specificity (Sp) and area under curve (AUC) for the four parameters that reported statistical significance. Additionally, average values of Se, Sp and accuracy (Ac), for both training and test subsets iterations, are shown in Table 3 .
The single classification results are in agreement with the discriminatory power obtained previously. DRNN achieves the highest accuracy, correctly classifying 72.06% conditions. The rest of markers reach poorer performances, ranging from 66.18 to 67.65%. It is worth noting that features report a higher capability in discriminating true negatives, i.e., calmness than discriminating stress. In this regard, SDNN and DRNN achieve specificity values 76.47 and 82.35%, respectively.
Additionally, a series of tree-based classification models are calculated in order to study the potential relations among the different parameters. It is worth noting that all the parameters calculated are included in this analysis, regardless if they show statistical relevance, as there might exist underlying complementaries not revealed yet. Figure 4 shows the structure and the parameters composing the tree-based discriminant model more frequently obtained among the different iterations. As can be observed, the model is formed exclusively of temporal PRV parameters . Thus, the SDNN parameter is chosen as the most relevant in the model and a threshold of 0.5250 serves to divide the sample into two subgroups, calmness and stress. In the next step, the samples labeled as calmness are newly partitioned into two subgroups using MNN and a threshold of 0.8068. Finally, in each remaining subgroup, SENN and SDFD are chosen to distribute the rest of samples by using thresholds 0.0508 and 0.2153, respectively. No further ramifications are formed with the criteria imposed. This tree-based model achieves a sensitivity, specificity and accuracy of 79.49, 85.29 and 82.35%, respectively. In this regard, the model improves global correctness more than 10% regarding the best single accuracy reported by DRNN. Finally, it is relevant to note that, while the single parameter with higher discriminatory power showed a limited sensitivity (i.e., ability to detect stress), when the parameters were combined by means of a tree-based classifier, sensibility increased more than 17%, achieving a more balanced discriminatory model.
Discussion
Negative stress (or distress) is one of the most important mental states due to its significant effects in health [1] [2] [3] . Distress is considered cause and consequence of failure and difficulties in a wide variety of daily situations. Thus, continuous monitoring of distress levels may prevent related health problems as well as unnecessary risks caused by suffering from stress. However, stress is a very complex subject and measuring it is not an easy task, as clearly stated recently [36] . Considering the increasing popularity of wearables such as continuous monitoring devices, photoplethysmography sensors have emerged as a reliable alternative to measure PRV. Although a number of works assessing stress condition are found in the literature, the most outstanding aspect of our contribution is the development of the necessary hardware and signal processing, as well as individual and global performance of the considered features. This enables deploying a wearable device with a high ability to discriminate between the two considered distress and calmness states. The lightness of our signal processing approach permits to work in real-time and in a long-term fashion.
In this work, stress and calmness conditions have been assessed by using temporal, frequency and morphological markers extracted from PRV. Interestingly, most of the temporal features reported statistical differences discriminating both conditions, while the rest of markers achieved low or no ability to differentiate between calmness and distress. In this respect, all classical metrics considered in this work have previously reported the ability to quantify changes in the ANS, responsible for regulating cardiac activity [32] . Moreover, they have been used before as good stress indicators [37] . However, only a few studies have evaluated this phenomenon from a short-time series viewpoint, which may lead to the described discrepancies in their performance achieved. Thus, temporal features like MENN or SENN have resulted statistically significant in the same context of stress when using ultra-short term analysis of HRV [31] .
However, results from frequency parameters may variate considerably depending on the methodology used to perform PSD and length of the signals. Thus, some studies have reported that frequency analysis tend to produce better results for parametric instead of non-parametric methods when data length of the available signal is relatively short [38] . Moreover, non-parametric calculation (like FFT used in this study) is based in mathematical assumptions that severely limit frequency resolution. In this regard, considering the narrow bandwidth where the frequency parameters are computed, the quality of the calculated power spectrum could be affected. Furthermore, morphological parameters are based on the geometrical shape of NN time intervals distribution. Similarly, short time series may affect the shape of distribution, substantially altering the results. Indeed, some parameters like TINN have already been evaluated in the same context of stress and short-time series, and no statistical significance was found [31] .
In recent works, it has been demonstrated that different ways to induce stress uses to trigger distinct cognitive processes [12] . This is why, comparison among approaches using stress detection should be discussed with caution. Nevertheless, it is interesting to note that the present study has reached better than, or comparable classification outcomes to, other similar analysis research. Firstly, it is worth noting that there are hardly any recent studies using short-term PRV analysis for assessing stress in the literature [39] . However, considering the correlation between HRV and PRV stated in this study, some comparison among works using short-term HRV series and mental stress can be provided.
In this regard, a combination of time, frequency and non-linear parameters computed over HRV signals using a wide range of classification algorithms has been studied very recently [40] . In the study, a global accuracy of 81.16% using Naive Bayes classifier was reported. Similarly, temporal, frequency and non-linear parameters on short-time HRV series, achieving a global performance of 64% using a support vector machine classifier, have been presented [41] . The same author reported an improved performance of 79% using additional non-lineal features using a complex tree classifier [42] . A global accuracy of 84.6% using exclusively RMSSD of ultra-short time HRV series and using a combination of binary tree classifiers has been reported [43] . It is mandatory to underline that these discriminant rates have been reached by combining parameters computed from different domains through advanced classifiers. Finally, there is also a number of recent works that have evaluated stress detection by using HRV in the context of long-term analysis, reporting stress detection classification rates ranging from 70 to 78% [36, [44] [45] [46] [47] .
In view of these outcomes, our algorithm achieved a notably global accuracy of 82.35% using exclusively classical temporal parameters and a binary-tree classifier. Although all features were included in a multi-parametric analysis, only SDNN, MNN, SENN and RMSFD were chosen, showing an underlying complementarity of temporal features to classify stress patients. This interconnection is in agreement with other works previously published. Thus, a recent approach, proposed a methodology for stress detection based exclusively in the combination of time-domain features (MNN, RMSSD and pNN50) achieving global classification of 74.6% [36] . Just as in our approach, the authors state that it can be efficiently implemented on mobile devices, since the proposed method only uses time-domain features. In the same line, the arousal level has been assessed on patients, reporting that temporal parameters RMSSD, PNN12 and PNN20 showed statistical significance on ultra-short temporal series of 15 s length [48] . No global precision was reported in this study.
It is also interesting to notice that some recent works are exploring new areas and methodologies to enhance mental stress estimation. In this regard, some authors are computing standard and advanced non-linear analysis of HRV to recognize stress, among other emotions [49] . Unfortunately, some non-linear methodologies require a heavy computation cost, which makes the implementation of algorithms in real-time systems not viable. Furthermore, other authors have recently explored multivariate analysis to enhance distress classification. In these studies, some physiological variables like electro-dermal activity (EDA), electromyography (EMG) or skin temperature (SKT) are also combined with heart functioning to detect mental stress. Thus, multiple parameters, extracted from HRV, SKT and EDA with a support vector machine algorithm and K-means clustering to classify the obtained training data and index the user's stress level, which resulted in an overall 91.26% accuracy, were combined [44] . In the same line, a myriad of sensors, such as foot EDA, respiration, hand EDA, HR and EMG to improve the stress classification have been used [45] . Although our design is much easier and gets reasonable performance results with one single sensor, the aforementioned potential areas of research may benefit from the occurrence of new metrics and methodologies for mental distress estimation.
Finally, some comments about the suitability of PRV metric as substitute of HRV deserve consideration. At this point, several works have been published during last years, discussing if PRV series computed from PPG signals can be used instead of HRV computed from ECG recordings. Throughout the last years, some studies have claimed that PRV is a surrogate for HRV [50] [51] [52] . Furthermore, some recent works deserve a special mention, as they not only claim that PRV is suitable for HRV analysis, but they also provide details about which parameters extracted from HRV are most prone to show errors comparing both ECG and PPG methodologies. For instance, nineteen healthy subjects were enrolled in a recent study [50] , where ECG and PPG signals were simultaneously recorded for each individual. ECG and PPG signals were recorded with sampling rate of 250 Hz and 500 Hz, respectively. Then HRV was computed from R-R and P-P series, and most typical parameters were extracted from both series. The results reported that the error for all PRV parameters was less than 6%, except for pNN50, which achieved a global error around 30% [50] . This could be the reason why PNN50 showed no relevance in our study. Similarly, ten healthy subjects were enrolled in another experiment [51] , where ECG and PPG signals were recorded simultaneously at 1000 Hz. The results demonstrated an excellent correspondence between HRV parameters derived by ECG-and PPG-based methods. HRV was computed using R-R series and PP intervals, calculated from systolic peak of PPG waveform [51] .
Conclusions
This paper has introduced a new wearable photoplethysmography sensor to be used in the domain of mental distress condition estimation. The International Affective Picture System database for inducing controlled arousal and valence has been applied to forty-five volunteers for the sake of assessing the proposal. The paper has introduced a complete description of the device capable of acquiring blood volume of a subject. The signals have been processed, a series of features have been extracted and it has been possible to classify calm and stress with a notably accuracy.
Although classical time, frequency and morphological analysis parameters are evaluated, our final proposal uses only time-domain PRV features. More concretely the mean, standard deviation and standard error of consecutive normal cardiac beats, and the root means square of the first derivative of consecutive normal cardiac beats are used. Moreover, these temporal metrics showed significant differences and acceptable single classification in the pulse variability generated by both emotional states. Nonetheless, in accordance with previous studies, their combination by means of a simple tree-based classifier revealed underlying complementarity that enhances the global accuracy of the discriminatory model up to 82.35%. This result outperforms or is comparable with other published works that use many parameters combined with complex classification algorithms.
It is also important to consider that all mathematical algorithms and processes used in this work can be embedded into a micro-controller. Thus, PPG peaks have been detected by using a real-time peak-detection algorithm [30] . The PRV-related features are defined in time-domain, extracted from short-time PPG signals, and the operations are based exclusively in sums and divisions. This fact opens the door for algorithms to work in real-time and in a long-term fashion. 
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