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Abstract
Correspondence between BRST-BFV, Dirac and refined algebraic (group averaging, projection operator) approaches
to quantize constrained systems is analyzed. For the closed-algebra case, it is shown that the component of the BFV
wave function with maximal (minimal) number of ghosts and antighosts in the Schrodinger representation may be
viewed as a wave function in the refined algebraic (Dirac) quantization approach. The Giulini-Marolf group averaging
formula for the inner product in the refined algebraic quantization approach is obtained from the Batalin-Marnelius
prescription for the BRST-BFV inner product which should be generally modified due to topological problems. The
considered prescription for the correspondence of states is observed to be applicable to the open-algebra case. Refined
algebraic quantization approach is generalized then to the case of nontrivial structure functions. A simple example is
discussed. Correspondence of observables in different quantization methods is also investigated.
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I. INTRODUCTION
Theory of constrained systems is a basis of modern physics: gauge field theories, quantum gravity and supergravity,
string and superstring models are examples of systems with constraints. For such theories, one should specify not only
an evolution equation but additional requirements (constraints) imposing on initial conditions. Alternatively, one can
take the constraints into account by modifying the inner product of the theory. For some cases, Hamiltonian is zero,
so that all the dynamics is involved to constraints, and the well-known problem of time in reparametrization-invariant
theories arises.
Different approaches have been developed for quantizing constrained systems. Each procedure of quantization has
advantages and disadvantages. The most difficult problem is to introduce an inner product.
Quantization approaches can be divided into two classes: without introducing additional degrees of freedom and
with introducing ghosts, antighosts, Lagrange multipliers and canonically conjugated momenta. The latter class of
quantization methods is known as BRST-BFV approach [1,2,4] (for a review see [3]).
Examples of quantization techniques of the first class are Dirac method [5] (including gauge-fixing approach [5,6])
and refined algebraic quantization (group averaging method) [7,8] (analogous ideas are used in projection operator
approach [9,10] and in lattice gauge theories [11]). The Dirac quantization is based on imposing the constraint
conditions on physical states. It is not easy to introduce an inner product in the Dirac approach. However, the refined
algebraic quantization method allows us to overcome this difficulty: instead of imposing constraints on physical states,
one modifies the physical inner product due to constraints.
By now, refined algebraic quantization has been developed for the closed algebras of constraints only. It has been
stressed in [12] that generalization of this method to the case of nontrivial structure functions is an interesting open
problem.
The purposes of this paper are:
- to generalize the refined algebraic quantization approach to the case of constraint algebras with nontrivial structure
functions;
- to investigate the correspondence between states and observables in Dirac, refined algebraic and BRST-BFV
quantization approaches.
This paper is organized as follows. In section 2 the Dirac, refined algebraic and BRST-BFV quantization approaches
are reviewed. General requirements for the refined algebraic inner product for the open-algebra case are formulated.
Section 3 deals with finding the correspondence between states in BRST-BFV, Dirac and refined algebraic quantization
approaches. The obtained formulas are justified for different known prescriptions of the BRST-BFV inner product for
the closed-algebra case. This correspondence is supposed to be valid for the open-algebra case as well. This allows us
to obtain a formula for the refined algebraic quantization inner product for the open-algebra case in section 4. The
correspondence between observables in different quantization approaches is discussed in section 5. Section 6 deals
with a simple example of a constrained system with nontrivial structure functions. Section 7 contains concluding
remarks.
II. QUANTIZATION METHODS
A. Dirac approach
The most famous way to quantize a constrained system is the Dirac approach [5]. It is as follows. Evolution
transformation is presented as exp(−iH+t) for some Hamiltonian H . Usually, H is Hermitian, H+ = H . However,
the examples of non-Hermitian Hamiltonians are presented below. Constraints are taken into account by imposing
the additional conditions:
Λˆ+aΨ = 0, a = 1,M, (2.1)
on the states. The operators Λˆ+a are quantum analogs of constraints. For the closed-algebra unimodular case,
constraints are Hermitian, Λˆ+a = Λˆa. Requirements (2.1) do not contradict each other, provided that the constraints
commute on the constraint surface. For the quantum case, this means that
[Λˆ+a , Λˆ
+
b ] = i(U
c
ab)
+Λˆ+c (2.2)
for some operators U cab called usually as structure functions [3]. Relation (2.1) should also conserve under time
evolution, so that constraints should commute with the Hamiltonian for the states obeying eq.(2.1):
1
[H+, Λˆ+a ] = i(R
c
a)
+Λˆ+c (2.3)
for some operators Rca.
It is not easy to construct an inner product in the Dirac approach since Ψ(q) are distributions rather than square-
integrable functions.
Example 1. Consider the case M = 1, q = x, Λˆ = −i ∂∂x . Then condition (2.1) will take the form ∂Ψ∂x = 0, so that
Ψ = const is not square integrable.
One usually imposes additional gauge conditions [5,3,6] in such a way that each gauge orbit should be taken into
account once (for example 1, such gauge condition may be chosen as x = 0). The wave function Ψ(q) is considered then
on the gauge surface only, since the off-gauge-surface values Ψ are specified from the constraint equations (2.1); then
the integral of |Ψ|2 is taken over the gauge surface only. Unfortunately, this approach is gauge-dependent, especially
for the case of the Gribov copies problem [13,10].
B. Refined algebraic quantization approach
An alternative way to develop the quantum theory is to use the refined algebraic approach [7,8] and take the
constraints into account by modifying the inner product instead of imposing requirements (2.1). States are specified
by smooth and damping at the infinity wave functions Φ(q) called auxiliary state vectors. However, their inner product
is given by a nontrivial formula. Let us consider abelian and nonabelian cases.
1. Abelian case
For the simplest abelian case (Λˆ+a = Λˆa, U
c
ab = 0) and constraints with continuous spectra, the inner product reads:
(Φ,
∏
a
2piδ(Λˆa)Φ). (2.4)
Since it is degenerate, one should factorize the space of auxiliary states Haux: wave functions Φ1 and Φ2 are set to be
equivalent if (Φ,
∏
a 2piδ(Λa)(Φ1 − Φ2)) = 0 for all Φ. The corresponding factorspace Haux/ ∼ should be completed
to obtain a physical Hilbert state space Haux/ ∼.
In particular, the following transformation
Φ→ Φ+ ΛˆaXa (2.5)
takes a auxiliary state to the equivalent state and can be called as a quantum gauge transformation.
For example 1, formula (2.4) for the inner product takes the form | ∫ +∞−∞ dxΦ(x)|2. Two auxiliary functions are then
equivalent if their integrals
∫
dxΦ(x) coincide. The classes of equivalence are specified by numbers
∫
dxΦ(x), so that
the physical Hilbert space is trivial.
Formulas of the Dirac approach are indeed reproduced in the refined algebraic quantization approach. For each
auxiliary state, consider the wave function (distribution) [7]
Ψ =
∏
a
2piδ(Λˆa)Φ. (2.6)
For equivalent auxiliary states, we obtain the same Ψ. Thus, physical states can be specified by distributions Ψ
obeying the Dirac condition (2.1). Moreover, we see that the inner product for the Dirac states is introduced. For
Dirac wave functions Ψ1 and Ψ2 satisfying (2.1), one should find Φ1 and Φ2 from relation (2.6) and evaluate the
quantity (Φ1,
∏
a 2piδ(Λˆa)Φ2). This result will not depend on the particular choice of representatives Ψ1 and Ψ2 of
the equivalence classes.
For example 1, formula (2.6) is taken to the form Ψ(x) =
∫
dyΦ(y). We see that Ψ is x-independent. Moreover, for
constant functions Ψ1 and Ψ2 we find their inner product Ψ
∗
1Ψ2.
2
2. Nonabelian case
The nonabelian case is more complicated for the refined algebraic quantization approach [8]. The Hermitian parts
of constraints Λˇa (Λˇ
+
a = Λˇa) satisfy the following closed-algebra relations:
[Λˇa; Λˇb] = if
c
abΛˇc. (2.7)
for some structure constants f cab. Let La, a = 1,M be generators of the Lie algebra with the following commutation
relations [La, Lb] = if
c
abLc. Consider the corresponding Lie groupG and the exponential mapping µ
aLa 7→ exp(iµaLa).
The operators Λˇa form a representation of the Lie algebra, so that exp(iµ
aΛˇa) will form a representation of group
Tˇ (exp(iµaLa)) = exp(iµ
aΛˇa). By Ad(La) we denote the adjoint representation of the Lie algebra, (Ad(La)ρ)
c =
if cabρ
b, while Ad{g} is an adjoint representation of the group (Ad{g}ρ)c = (exp(A))cbρb with Acb = −µaf cab, g =
exp(iµaLa).
For the general closed-algebra case, the inner product is expressed via the integral over gauge group with the help
of the Giulini-Marolf group averaging formula [8] instead of (2.4):∫
dRg(detAd{g})−1/2(Φ, Tˇ (g)Φ) (2.8)
Here dRg is the right-invariant Haar measure on the group G.
Formula (2.4) is indeed a partial case of (2.8). For the abelian case considered above, one has dRg = dµ
1...dµM ,
Tˇ (g) = exp{iµaΛˇa} = exp{iµaΛˆa}, detAd{g} = 1, so that formula (2.8) takes the form∫
dµ1...dµM (Φ, exp{iµaΛˆa}Φ) (2.9)
Integrating over µ, we obtain formula (2.4).
The case of discrete spectrum of constraints can be also considered within framework of eq.(2.8).
Example 2. Let M = 1, q = ϕ ∈ (0, 2pi), Λˆ = −i ∂∂ϕ , the wave functions obey the periodic boundary conditions
Φ(ϕ + 2pi) = Φ(ϕ). Formula (2.9) takes the form
∫ 2pi
0 dϕ
∫
dµΦ∗(ϕ)Φ(ϕ + µ). If one performed the integration over
|mu ∈ (−∞,+∞), the inner product would be divergent. However, one should take into account that exp{2piiΛˆ} = 1.
Therefore, the gauge group is U(1), so that the integration in eq.(2.9) should be performed only over µ ∈ (0, 2pi). For
the inner product (2.9), we obtain then formula | ∫ 2pi0 dϕΦ(ϕ)|2 which is a basis of the projection operator quantization
[9].
Two states Φ1 and Φ2 are called gauge-equivalent if their difference satisfies the condition∫
dRg(detAd{g})−1/2Tˇ (g)(Φ1 − Φ2) = 0.
For example, states X and (detAd{h})−1/2Tˇ (h)X are equivalent. This means that
[(detAd{h})−1/2Tˇ (h) − 1]X ∼ 0.
After substitution h = exp(iρaLa) we find in the leading order in ρ that
ΛˆaX ∼ 0 (2.10)
with
Λˆa = Λˇa − i
2
f bab (2.11)
The fact that constraints in the non-unimodular case should be not Hermitian was discussed in [8,14] in details.
The Dirac wave function can be specified as
Ψ =
∫
dRg(detAd{g})−1/2T (g)Φ. (2.12)
analogously to eq.(2.6). It obeys the condition [8]
(detAd{h})1/2Tˇ (h)Ψ = Ψ
which can be also presented in the infinitesimal form
Λ˜+aΨ ≡ (Λa +
i
2
f bab)Ψ = 0 (2.13)
found in [14].
3
3. General requirements for the nontrivial structure functions case
We are going to generalize the refined algebraic quantization approach to the case of nontrivial structure functions
U cab being operators rather than constants. It has been stressed in [12] that generalization of the Giulini-Marolf
formula (2.8) to the open-algebra case is an interesting open problem.
One can hope that the inner product formula for the auxiliary states should be looked for in the following form
(Φ, ηΦ) (2.14)
for some operator η such that η+ = η, η ≥ 0. The main requirement for the operator η is
ηΛˆa = 0. (2.15)
Two auxiliary states are called equivalent if their difference ∆Φ has zero norm, this is certainly the case if
∆Φ = ΛˆaY
a
The classes of equivalence being elements of the factorspace Haux/ ∼ correspond to the Dirac states with the help of
formula
Ψ = ηΦ. (2.16)
The constrained conditions (2.1) are automatically satisfied then. The space of physical states is defined as a com-
pleteness of the factorspace Haux/ ∼.
However, such a generalization is not trivial. To find it, it will be necessary to discuss a relationship between the
Dirac and refined algebraic quantization approaches and BRST-BFV quantization technique.
C. BRST-BFV approach
To develop the BRST-BFV approach [1,2,4,3], it is necessary to introduce additional degrees of freedom: Lagrange
multipliers and momenta λa, pia, a = 1,M , ghosts and antighosts C
a, Ca, canonically conjugated momenta Πa,Π
a,
a = 1,M . The nontrivial (anti)commutation relations are:
[λa, pib] = iδ
a
b , [C
a,Πb]+ = δ
a
b , [Ca,Π
b]+ = δ
b
a
Operators Ca and Π
b are anti-Hermitian, others are Hermitian. The main object of the BRST-BFV method is the
B-charge Ω. For the closed-algebra case, it has the form
Ω = CaΛˇa − i
2
fabcΠaC
bCc − i
2
fabaC
b − ipiaΠa. (2.17)
It is formally Hermitian and nilpotent,
Ω+ = Ω; Ω2 = 0. (2.18)
For the open-algebra case with nontrivial structure functions, the B-charge is looked for in the following form:
Ω = −ipiaΠa + CaΛˆa + ...+Ωnb1...bn−1a1...an Πb1 ...Πbn−1Ca1 ...Can + ... (2.19)
The operators Π and C are ordered in formula (2.19) in such a way that ghosts C are put to the right, while the
momenta Π are put to the left. The operator-valued coefficient functions Ωn
b1...bn−1
a1...an being antisymmetric separately
with respect to b1, ..., bn−1 and separately with respect to a1, ..., an are constructed in a standard way [3] from recursive
relations that are corollaries of the properties (2.18). Formula (2.19) is in agreement with relation (2.11) since the
coefficient of Ca in eq.(2.17) is indeed Λˆa.
Instead of requirement (2.1), the BRST-BFV condition is imposed on physical states Υ:
ΩΥ = 0, (2.20)
The gauge freedom is also allowed, the gauge transformation is
4
Υ→ Υ+ΩX, (2.21)
so that states Υ and e[Ω,ρ]+Υ are also equivalent.
Another requirement is that physical states should be of zero ghost number,
N = ΠaCa − ΠaCa,
so that
NΥ = 0. (2.22)
The most nontrivial problem is to introduce an inner product in the BRST-BFV formalism. Consider the
Schrodinger representation for the BFV wave function Υ, Υ = Υ(q, λ,Π,Π). The operators are rewritten then
as
Ca =
∂
∂Πa
; Ca =
∂
∂Πa
; pia = −i ∂
∂λa
; pi = −i ∂
∂qi
, (2.23)
the left derivatives are considered here. The inner product is indefinite. Formally, it is as follows [15]
(Υ1,Υ2) =
∫
dq
M∏
a=1
dµadΠadΠ
a(Υ1(q, iµ,Π,Π))
∗Υ2(q,−iµ,Π,Π). (2.24)
The integration and conjugation rules are (Πa1 ...ΠalΠ
b1 ...Πbs)∗ = (−1)sΠbs ...Πb1Πal ...Πa1 ,
∫
dΠaΠa = 1,
∫
dΠaΠa =
1. However, the inner product space (2.24) requires additional investigation. For example, a class of allowed BFV
wave functions Υ should be specified.
For the abelian case, one introduces the creation and annihilation operators
A±a =
1√
2
[pia ± iMabΛb] (2.25)
for some Hermitian real positively definite nondegenerate matrix M , shows [16] that it is possible to perform such a
gauge transformation (2.21) that after it
A−a Υ = 0. (2.26)
Then the inner product (2.24) is shown to be convergent [16].
The more general formula for the inner product was written in [17]. First, one considers the representatives of the
equivalence classes which obey the following additional conditions
CaΥ = 0, piaΥ = 0 (2.27)
which make the state Υ BRST-BFV-invariant. Unfortunately, the quantity (Υ,Υ) is ill-defined. However, the expres-
sion
(Υ, et[Ω,ρ]+Υ) (2.28)
which is formally equivalent to (Υ,Υ) occurs to be well-defined for a certain choice of the gauge fermion ρ,
ρ = −λaΠa. (2.29)
Let us analyze the prescriptions for the inner products of different quantization methods and find a correspondence
between states Υ, Φ, Ψ.
III. CORRESPONDENCE OF STATES
A. Abelian case
Let us investigate the inner product (2.24) under condition (2.26). Relation (2.25) and B-condition (2.20) imply
that
5
[
∂
∂Πa
+Mb
aΠb]Υ = 0
so that
Υ(q, λ,Π,Π) = exp[−ΠaMbaΠb]Υ0(q, λ).
Condition (2.26) implies that
Υ0(q, λ) = exp[λ
aMa
bΛb]Φ(q),
so that
Υ(q, λ,Π,Π) = exp[−ΠaMbaΠb] exp[λaMabΛb]Φ(q). (3.1)
Substituting this expression to the inner product (2.24), one finds
(Υ,Υ) =
∫
dq
M∏
a=1
dµaΦ∗(q)e−2iµ
aMa
bΛbΦ(q)
∫ M∏
a=1
dΠadΠ
a exp[−2ΠaMbaΠb].
Integration over Grassmannian variables gives us the factor det 2M which is involved to the integration measure after
substitution 2µaMa
b = µ˜b. We obtain that
(Υ,Υ) = (Φ,
M∏
a=1
2piδ(Λˆa)Φ). (3.2)
This formula can be valid for the case of the continuous spectrum of constraints. For the discrete spectrum case, we
see that there are internal topological problems in BRST-BFV approach (cf. [18]). A possible resolution of them is
to modify formula (2.24) for the BRST-BFV inner product by integration over µ1, ..., µM belonging to some domain
rather than over µ ∈ RM . Formula (3.2) coincides with the inner product in the refined algebraic quantization
approach (2.4), provided that Υ is taken to the gauge (2.27) and auxiliary state Φ is
Φ(q) = Υ(q, 0, 0, 0). (3.3)
Let Υ˜ be a physical state which does not satisfy the gauge conditions (2.27). This means that
Υ˜ = Υ + ΩX, (3.4)
while Υ obeys gauge condition (2.27). Consider the function
Φ˜(q) = Υ˜(q, 0, 0, 0)
and investigate the relationship between Φ and Φ˜. Let
X = X00(q, λ) +X
a
01(q, λ)Πa +X10,a(q, λ)Π
a + ...
Then
Φ˜(q)− Φ(q) = ΛˆaXa01(q, 0), (3.5)
so that Φ˜ and Φ are gauge-equivalent in sense of (2.5). Thus, if Υ˜ is an arbitrary physical state in the BRST-
BFV-approach, formula (3.3) gives us a representative of class of equivalence of auxiliary states. Thus, for abelian
case the correspondence between BFV and refined algebraic quantization states is found. If one used a coordinate
representation with respect to ghosts and antighosts instead of momenta representation, Φ(q) would be a component
of the BFV wave function with maximal number ghosts and antighosts.
To obtain a correspondence between Dirac and BFV states, consider the integral
Ψ(q) =
∫ ∏
a
dµadΠadΠ
aΥ(q,−iµ,Π,Π). (3.6)
6
For the gauge (2.26), Υ has the form (3.1). Substituting it to formula (3.6), we find
Ψ(q) =
M∏
a=1
2piδ(Λˆa)Φ(q).
This formula coincides with (2.6). Therefore, to find the Dirac wave function, one should take the B-state to the
gauge (2.26) and use eq.(3.6). However, formula (3.6) is valid for arbitrary physical state. Namely,∫ ∏
a
dµadΠadΠ
a(ΩX)(q,−iµ,Π,Π) =
∫ ∏
a
dµadΠadΠ
a(
1
i
∂
∂µa
Πa +
∂
∂Πa
Λˆa)X(q,−iµ,Π,Π) = 0.
We have found that for abelian case the Dirac and BRST-BFV states are related with the help of formula (3.6). In
the coordinate representation with respect to ghosts, formula (3.6) can be viewed as a component of the B-function
with minimal number of ghosts and antighosts.
B. Closed-algebra case
Let us generalize formulas (3.3) and (3.6) to the nonabelian case and check them for the Batalin-Marnelius pre-
scription for the inner product.
Suppose that the B-state Υ is taken to the gauge (2.27). This means that Υ is λ,Π,Π-independent,
Υ = Φ(q) (3.7)
provided that the ghost number of Υ is zero (eq.(2.22)). Since
[Ω, ρ]+ = −λaΛa + i
2
λaf bab − iλaΠbCcf bac −ΠaΠa, (3.8)
for the simplest abelian case one has
(et[Ω,ρ]+Υ)(q, λ,Π,Π) = e−tλ
aΛaΦ(q)e−tΠaΠ
a
, (3.9)
so that
(Υ, et[Ω,ρ]+Υ) =
∫
dq
M∏
a=1
dµadΠadΠ
aΦ∗(q)eitµ
aΛae−tΠaΠ
a
Φ(q).
Integration over ghost variables gives us tM , so that
(Υ, et[Ω,ρ]+Υ) = (Φ,
M∏
a=1
2piδ(Λˆa)Φ). (3.10)
We see that inner products (2.28) and (2.4) coincide, provided that correspondence between Φ and Υ is of the form
(3.3). Thus, formula (3.3) is justified even if the Marnelius inner product is introduced in the abelian theory. We also
see that for the case of discrete spectrum of Λˆa topological problems arise in this version of the BRST-BFV approach
as well.
Formula (3.6) contains factors 0×∞ and should be then regularized as
Ψ(q) =
∫ ∏
a
dµadΠadΠ
a(et[Ω,ρ]+Υ)(q,−iµ,Π,Π).
Evaluating this integral, we also obtain formula (2.6). Formula (3.6) is justified.
Consider now the nonabelian case. Let us look for the wave function et[Ω,ρ]+Υ in the following form:
(et[Ω,ρ]+Υ)(q, λ,Π,Π) = e−tλ
aΛˆaΦ(q)eΠaB
a
b(λ,t)Π
b
where Λˆa is of the form (2.11) Making use of the relation
d
dt(e
t[Ω,ρ]+Υ) = [Ω, ρ]+e
t[Ω,ρ]+Υ, we find the following
equation for the matrix B,
7
B˙bd = −iλaf bacBcd − 1,
so that
B(λ, t) = −
∫ t
0
dτAd{exp(−τλaLa}}.
Therefore,
(Υ, et[Ω,ρ]+Υ) =
∫
dq
∏
a
dµadΠadΠ
aΦ∗(q)eitµ
a(Λˇa−
i
2
fb
ab
)Φ(q)e
−Πa
∫
t
0
dτ(Ad{exp(iτµcLc)})
a
b
Πb
. (3.11)
Integration over fermionic variables gives us the group measure
dg = det
∫ t
0
dτ(Ad{exp(iτµcLc)})
M∏
a=1
dµa, g = exp(itµcLc)
It happens that it coincides with the right-invariant Haar measure which has the form (see, for example, [19]) dRg =
dµJ(µ) with J(µ) = det δρδµ for
exp(i(µa + δµa)La) = exp(iδρ
aLa) exp(iµ
aLa).
Without loss of generality, consider the case t = 1. One finds
δρaLa =
∫ 1
0
dαeiαµ
aLaδµbLbe
−iαµaLa =
∫ 1
0
dα(Ad{eiαµcLc}δµ)aLa, (3.12)
so that dg = dRg. The multiplicator e
t 1
2
µafb
ab can be presented as (detAd{g})−1/2. The inner product (3.11) occurs
to coincide with (2.8), provided that the correspondence between Φ and Υ is of the form (2.17). Under gauge
transformation (3.4) of Υ the auxiliary state Φ is transformed according to eq.(3.5). This is a gauge transformation
(2.5). Thus, formula (3.3) is checked for the nonabelian case as well.
Analogously to the abelian case, one can propose that each point of the gauge group should be taken into account
once. This means that the inner product (2.24) should be in general modified: integration over µ should be performed
over some domain only.
The Dirac wave function (2.12) can be also presented via the integral over ghost momenta and Lagrange multipliers,
Ψ(q) =
∏
a
dµadΠadΠ
a(et[Ω;ρ]+Φ)(q,−iµ,Π,Π). (3.13)
Since states Φ and et[Ω;ρ]+Φ are formally BFV-equivalent, one can notice that eq.(3.13) is formally equivalent to (3.6).
Namely, gauge-equivalent BFV-states give us identical Dirac wave functions, since the BRST-BFV charge can be
written as a full derivative,
Ω = (Λˇa +
i
2
f bab)
∂
∂Πa
− i
2
fabc
∂
∂Πb
∂
∂Πc
Πa − ∂
∂λa
Πa,
so that the integral of ΩX over µ, Π, Π vanishes. Furthermore, it follows from the property∫ ∏
a
dµadΠadΠ
a(ΩΠaΥ)(q,−iµ,Π,Π)
and relation ΩΥ = 0 that eq.(2.13) is indeed satisfied for definition (3.6).
Thus, the formal relationship between Dirac and BFV states is obtained. We also see that integration over µ should
be performed carefully due to topological problems.
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IV. A PROPOSAL FOR THE INNER PRODUCT AND ITS PROPERTIES FOR THE OPEN-ALGEBRA
CASE
A. Prescription for the inner product
To develop the method of refined algebraic quantization for the case of nontrivial structure functions, let us suppose
that formula (3.3) for the correspondence between BFV and refined algebraic states is valid. Then we will write down
the Batalin-Marnelius prescription for BFV inner product and find the operator η entering to formula (2.14).
The quantum constrained system is specified by the B-charge (2.19). Let Υ = Φ(q) satisfy conditions (2.27).
Calculate the inner product (2.28). One has
[Ω, ρ]+ = −ΠaΠa − λaΩˆa
with
Ωˆa = Ωa(Π, C) = [Πa,Ω]+ = Λˆa + ...+ nΩ
nb1...bn−1
a1...an−1aΠb1 ...Πbn−1C
a1 ...Can−1 + ...
We obtain then that
(Φ, et[Ω,ρ]+Φ) =
∫
dqΦ∗(q)
M∏
a=1
dµadΠadΠ
ae−tΠaΠ
a+itµaΩˆaΦ(q) (4.1)
with Ωˆa = Ωa(Π, ∂/∂Π). Formula (4.1) is of the type (2.14) with
η =
∫ M∏
a=1
dµadΠadΠ
ae−ΠaΠ
a+iµaΩˆa(Π,∂/∂Π)1. (4.2)
Here Πa and µa are rescaled in t times.
One should take into account the topological problems analogously to the closed-algebra case: integration may be
performed not over all values of µ but over µ belonging to some domain.
B. Properties of the inner product
Let us investigate properties of the operator η (4.2). First of all, check that η+ = η, so that formula (2.14) gives us
real values. One has
(Φ, ηΦ) =
∫ M∏
a=1
dµa(Φ, exp[ΠaΠa + iµaΩˆa]Φ)
and
(Φ, ηΦ)∗ =
∫ M∏
a=1
dµa(Φ, exp[ΠaΠa − iµaΩˆ+a ]Φ)
After change of variables µa → −µa and using the property Ωˆ+a = Ωˆa being a corollary of the relations Π
+
a = Πa and
Ω+ = Ω, we find η+ = η.
Let us check relation (2.15). One has
ηΛˆbY
b(q) =
∫ M∏
a=1
dµadΠadΠ
a exp[ΠaΠa + iµaΩˆa]ΩΠbY
b(q). (4.3)
Since Ω2 = Ω, the operators Ω and [Ω, ρ]+ commute:
Ω[Ω, ρ]+ = ΩρΩ = [Ω, ρ]+Ω, (4.4)
so that
9
eΠ
aΠa+iµaΩˆaΩ = ΩeΠ
aΠa+iµaΩˆa .
Formula (4.3) transforms then to
ηΛˆbY
b(q) =
∫ M∏
a=1
dµadΠadΠ
aΩ+ exp[ΠaΠa + iµaΩˆa]ΠbY
b(q) (4.5)
since Ω = Ω+. The operator Ω+ can be presented in representation (2.23) as
Ω+ =
1
i
∂
∂µa
Πa +
∂
∂Πa
Λˆ+a + ...+ (Ω
nb1...bn−1
a1...an )
+ ∂
∂Πan
...
∂
∂Πa1
Πbn−1 ...Πb1 + ... (4.6)
Integral (4.5) then vanishes as an integral of full derivative. Formula (2.15) is checked. Thus, formula (4.2) obeys the
desired properties of the operator η entering to the inner product. However, the problem of positive definiteness of
the inner product remains to be investigated.
C. Correspondence of states for the case of nontrivial structure functions
Let us show that correspondence of BFV, auxiliary and Dirac states given by eqs.(3.3) and (3.6) remains valid for
the case of nontrivial structure functions.
First, notice that the auxiliary state (ΩX)(q, 0, 0, 0) is of the form
(ΩX)(q, 0, 0, 0) = Λˆa
∂
∂Πa
|Π=Π=0,λ=0X
and is equivalent then to zero. Thus, refined algebraic quantization state Υ(q, 0, 0, 0) = (ΩX)(q, 0, 0, 0) + Φ(q) is
equivalent to Φ(q). Formula (3.3) is justified.
The Dirac wave function (2.16) can be presented as
Ψ(q) =
∫ M∏
a=1
dµadΠadΠ
a(e[Ω,ρ]+Φ)(q,−iµ,Π,Π).
To check formula (3.6), it is sufficient to justify that equivalent BFV states (2.21) give equal Dirac wave functions
(3.6). However, it follows directly from (4.6) that
∫ M∏
a=1
dµadΠadΠ
a(Ω+X)(q,−iµ,Π,Π) = 0
since integrals of full derivatives vanish. Formula (3.6) is obtained.
To check relation (2.1), use the property
∫ M∏
a=1
dµadΠadΠ
a(Ω+ΠaΥ)(q,−iµ,Π,Π) = 0.
Since Ω+Υ = ΩΥ = 0, one can rewrite it as follows,
∫ M∏
a=1
dµadΠadΠ
a([Ω+,Πa]+Υ)(q,−iµ,Π,Π) = 0. (4.7)
The anticommutator has the form
[Ω+; Πa] = Λˆ
+
a + ... + n(Ω
nb1...bn−1
a1...an−1a)
+ ∂
∂Πan−1
...
∂
∂Πa1
Πbn−1 ...Πb1 + ...
It contains full derivatives, except for the term Λˆ+a . Thus, eq.(4.7) can be presented as
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Λˆ+a
∫ M∏
a=1
dµadΠadΠ
aΥ(q,−iµ,Π,Π) = 0.
Eq.(2.1) is obtained.
Thus, the formal relationship between refined algebraic quantization, Dirac and BFV states is found. However,
there are topology problems which may lead to integration over some domain in (3.6). They are to be investigated in
future.
V. CORRESPONDENCE OF OBSERVABLES
Let us consider the properties of quantum observables in different quantization approaches.
In the BRST-BFV approach, observables are viewed as series
HB = H + ...+H
nb1...bn
a1...anΠb1 ...ΠbnC
a1 ...Can + ... (5.1)
The operator coefficient functions Hnb1...bna1...an(pˆ, qˆ) are chosen in such a way that
H+B = HB, [Ω, HB] = 0. (5.2)
These properties provide that physical states (2.20) are taken by the operator H to physical, while equivalent states
are taken to equivalent; the inner product is conserved under evolution.
One has:
ΩHB = C
cΛˆcH + ΛˆbH
1b
a C
a + ..., HBΩ = HC
cΛˆc + ...
where ... are terms with ghost momenta. Therefore, H should obey the following property:
[H ; Λˆa] = ΛˆbH
1b
a
for some operators H1ba . We have obtained relation (2.3).
Since (HBΥ)(q, 0, 0, 0) = HΥ(q, 0, 0, 0), it is the operator H that corresponds to the B-observable (5.1) in the
refined algebraic quantization approach. An important feature of the physical observable is that the corresponding
evolution operator e−iHt should be unitary with respect to the inner product (2.14). This means that
(e−iHt)+ηe−iHt = η.
or
H+η = ηH. (5.3)
This property is to be checked.
Let Φ be an auxiliary state corresponding to the Dirac state Ψ = ηΦ. The observable H takes it to HΦ. This
corresponds to the Dirac state
ηHΦ = H+ηΦ = H+Ψ.
Therefore, it is the operator H+ that corresponds to the observable H in the Dirac approach, while exp(−iH+t) is
an evolution operator. This is also a corollary of (3.6) since
∫ M∏
a=1
dµadΠadΠ
aH+BΥ(q,−iµ,Π,Π) = H+
∫ M∏
a=1
dµadΠadΠ
aΥ(q,−iµ,Π,Π)
because integral of full derivative vanishes.
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A. ”Closed-algebra” case
Let us check formula (5.3). First of all, consider the ”closed-algebra” case with constant operators H1ba = iR
b
a,
Rba = const. The higher-order terms of expression (5.1) vanish then [3], so that
HB = H + iΠbR
b
cC
c. (5.4)
Eq.(5.3) to be checked can be rewritten as∫
dRgH
+eiµ
aΛˆa =
∫
dRge
iµaΛˆaH. (5.5)
One has
eiµ
aΛˆaHe−iµ
aΛˆa = H +
∫ 1
0
dαeiαµ
aΛˆa [iµaΛˆa;H ]e
−iµaΛˆa = H +
∫ 1
0
dαeiαµ
aΛˆaµaRbaΛˆbe
−iµaΛˆa .
Since the commutation relations between generators Λˆa coincide with (2.7), [Λˆa, Λˆb] = if
c
abΛˆc, it follows from eq.(3.12)
that
eiµ
aΛˆaHe−iµ
aΛˆa = H +
1
i
d
dτ
|τ=0ei(µ
a+τµbRa
b
)Λˆae−iµ
aΛˆa .
Eq. (5.5) is taken then to the form
∫
dRg(H
+ −H)eiµaΛˆa = ∫ dRg 1i ddτ |τ=0ei(µa+τµbRab )Λˆa , so that
H = H+ − iRbb (5.6)
Condition (5.6) is a relationship between observables H and H+ in the projection operator and Dirac approaches.
We see that this is in agreement with the condition H+B = HB.
B. General case
Let us verify formula (5.3) for general case. One has
ηHΦ(q) =
∫ M∏
a=1
dµadΠadΠ
a exp[ΠaΠa + iµaΩˆa]HBΦ(q), (5.7)
while
H+ηΦ(q) =
∫ M∏
a=1
dµadΠadΠ
aH+B exp[Π
aΠa + iµaΩˆa]Φ(q). (5.8)
Here we have taken into account that CaΦ(q) = 0 and that the integral of full derivative vanishes. Consider the
difference of eqs.(5.7), (5.8). Let us make use of the following relation,
H+B e
[Ω,ρ]+ − e[Ω,ρ]+HB =
∫ 1
0
dτeτ [Ω,ρ]+ [[Ω, ρ]+, HB]e
(1−τ)[Ω,ρ]+ ,
since H+B = HB. Moreover, [[Ω, ρ]+, HB] = [Ω, [HB, ρ]]+. It follows from eq.(4.4) that
H+Be
[Ω;ρ]+ − e[Ω;ρ]+HB = [Ω;A]+
with
A =
∫ 1
0
dτeτ [Ω,ρ]+ [HB; ρ]e
(1−τ)[Ω,ρ]+ ,
Therefore, the difference between formulas (5.7) and (5.8) reads
(H+η − ηH)Φ(q) =
∫ M∏
a=1
dµadΠadΠ
a[Ω+A + AΩ]Φ(q).
This integral vanishes since ΩΦ(q) = 0 and an integral of full derivative is zero. Thus, relation (5.3) is satisfied.
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VI. A SIMPLE EXAMPLE OF SYSTEM WITH NONTRIVIAL STRUCTURE FUNCTIONS
Consider a simple example of a system with structure functions. Investigate the model with 3 degrees of freedom
(pi, q
i), i = 1, 3 and 2 classical constraints
Λ1 = a(q
2, q3)p1, Λ2 = p2. (6.1)
Since {Λ1,Λ2} = ∂2 log a(q2, q3)Λ1, the constraints forms an algebra with structure functions. Let us look for the
B-charge in the form (2.19). In classical theory, it should be written as
Ω = −ipi1Π1 − ipi2Π2 + p1aC1 + p2C2 + (α1Π1 + α2Π2)C1C2 (6.2)
for some functions αa(p, q). The property {Ω,Ω} = 0 means that
p1aα1 + p2α2 = [p1a; p2],
so that
α1 = −i∂2 log a; α2 = 0.
We see that classically
Ω = −ipi1Π1 − ipi2Π2 + p1aC1 + p2C2 − i∂2 log aΠ1C1C2.
To quantize the B-charge, one should choose the operator ordering. If the Π-operators were put to the left with
respect to C-operators, the quantum B-charge would be not Hermitian. To obey the condition Ω+ = Ω, let us use
the Weyl quantization
Ω = −ipi1Π1 − ipi2Π2 + p1aC1 + (p2 − iΠ1∂2 log aC1 + i
2
∂2 log a)C
2 (6.3)
It is remarkable that in quantum theory the constraint Λˆ2 should be modified with respect to the classical theory
(6.1); it follows from eq.(2.19) that
Λˆ2 = p2 +
i
2
∂2 log a,
so that the operator Λˆ2 becomes formally non-Hermitian. This feature of quantum constraints is known from the
theory of constrained systems with nonunimodular closed algebra [14,8].
Let us evaluate the inner product (4.1). Consider the wave function
Υt(q,Π,Π) = e−tΠaΠ
a+itµaΩˆaΦ(q). (6.4)
Since
Ωˆ1 = p1a + iΠ1∂2 log aC
2, Ωˆ2 = p2 − iΠ1∂2 log aC1 + i
2
∂2 log a,
the state (6.4) obeys the following Cauchy problem
∂
∂t
Υt = [−Π1Π1 −Π2Π2 + aµ1∂1 + µ2∂2 − µ2
2
∂2 log a− µ1Π1∂2 log a ∂
∂Π2
+ µ2Π1∂2 log a
∂
∂Π1
]Υt, (6.5)
Υ0 = Φ(q)
Since eq.(6.5) is a first-order partial differential equation, it can be solved by the characteristic method. The solution
is looked for in the following form
Υt(Qt, Π˜t,Π) = exp[
∫ t
0
dτ [−Π˜τ1Π1 − Π˜τ2Π2 −
µ2
2
∂2 log a(Q
τ )]]Υ0(Q0, Π˜0,Π),
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where the functions Qt, Π˜t satisfy the following ordinary differential equations,
Q˙t1 = −a(Q2, Q3)µ1; Q˙t2 = −µ2, Q˙t3 = 0,
d
dt
Π˜t2 = µ1Π˜1∂2 log a(Q2, Q3),
d
dt
Π˜t1 = −µ2Π˜1∂2 log a(Q2, Q3),
so that the classical characteristic trajectory is
Qt3 = Q
0
3, Q
t
2 = Q
0
2 − µ2t, Qt1 = Q01 −
∫ t
0
dτa(Q02 − µ2τ,Q03)µ1,
Π˜t1 =
a(Q02 − µ2t, Q03)
a(Q02, Q
0
3)
Π˜01, Π˜
t
2 = Π˜
0
2 +
1
a(Q02, Q
0
3)
µ1Π˜
0
1
∫ t
0
dτ∂2a(Q
0
2 − µ2τ,Q03).
Combining all factors, one finds the solution the Cauchy problem (6.5),
Υt(x,Π,Π) =
√
a(x2, x3)
a(x2 + µ2t, x3)
exp[−
∫ t
0
dτ
a(x2 + µ2t, x3)
a(x2, x3)
Π1Π
1 − tΠ2Π2]
× exp[
∫ t
0
dττµ1
∂2 log a(x2 + µ2τ)
a(x2, x3)
Π1Π
2]Φ(x1 +
∫ t
0
dτa(x2 + µ2τ, x3)µ1, x2 + µ2t, x3) (6.6)
One can also check by the direct computations that expression (6.6) really satisfies the Cauchy problem (6.5). The
inner product (4.1) reads ∫
dxΦ∗(x)
M∏
a=1
dµadΠadΠ
aΥt(x,Π,Π). (6.7)
Integration over ghost variables gives us the multiplier
t
∫ t
0
dτa(x2 + µ2τ, x3)
1
a(x2, x3)
.
After rescaling of variables µ
ξ1 =
∫ t
0
dτa(x2 + µ2τ, x3)µ1, ξ2 = tµ2
one finds that the integral (6.7) takes a simple form∫
dx1dx2dx3dξ1dξ2Φ
∗(x1, x2, x3)
1√
a(x2 + ξ2, x3)a(x2, x3)
Φ(x1 + ξ1, x2 + ξ2, x3)
We see that the bilinear form η can be defined as
(Φ, ηΦ) =
∫
dx3|
∫
dx1dx2
Φ(x1, x2, x3)√
a(x2, x3)
|2,
so that the correspondence between the Dirac wave function Ψ and the auxiliary state Φ is
Ψ(x1, x2, x3) =
1√
a(x2, x3)
∫
dy1dy2
Φ(y1, y2, x3)√
a(y2, x3)
.
It obeys the constraints
a(x2, x3)p1Ψ ≡ Λˆ+1 Ψ = 0,
1√
a(x2, x3)
p2
√
a(x2, x3)Ψ ≡ Λˆ+2 Ψ = 0.
while the gauge transformation of Φ is
Φ → Φ +
√
a(x2, x3)p2
1√
a(x2, x3)
Y 2 + a(x2, x3)p1Y
1
for some functions Y 1 and Y 2. We see that all properties of η (including positive definiteness) are indeed satisfied in
this example.
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VII. DISCUSSION
Thus, the correspondence between states and observables in BRST-BFV, Dirac and refined algebraic quantizations
is found. For different versions of BRST-BFV approach, the relations (3.3) and (3.6) for auxiliary and Dirac state
vectors are found. However, it has been noticed that there are internal problems in the BRST-BFV formalism. They
arise when the constraint gauge group is topologically nontrivial. For simple examples, the topological problems of
B-approach can be resolved by integrating over µ belonging to some domain in the inner product formula (2.24). One
can hope that this prescription will work in general case as well.
The relationship between observables HB, H and H
+ in BFV, refined algebraic and Dirac approaches is found.
Starting from BRST-BFV formula for the inner product and obtained relationship between BRST-BFV and aux-
iliary states, we have found expression (2.14) for the inner product of auxiliary states. The operator η is written
for general case of nontrivial structure functions (eq.(4.2)). Thus, the refined algebraic quantization approach is
generalized to the open-algebra case.
For a simple exactly solvable example, an explicit formula for the inner product is obtained.
A wide class of such examples of systems with structure functions can be constructed as follows. Consider the
Lie-algebra constrained system: Λˆa = La − i2f cac, Uabc = fabc = const such that La are linear in momenta, La =
αaj(x)pj + βa(x). The B-charge is
Ω0 = C
aLa − i
2
fabcΠaC
bCc − i
2
fabaC
b − ipiaΠa.
Consider the unitary transformation being an exponent of the operator quadratic with respect to ghost variables,
U = exp[ΠaA
a
b (x)C
b − 1
2
Aaa(x)]
It generates a linear canonical transformation of ghosts. The transformed B-charge U−1Ω0U = Ω is Hermitian and
nilpotent. It contains terms Ω1 and Ω2 only and corresponds to the new system with classical constraints
Λa′ = La(expA)
a
a′ . (7.1)
with quantum corrections. Generally, they form an algebra with nontrivial structure functions. Since Ωn = 0, n ≥ 3,
while the constraints are linear in momenta, the Cauchy problem analogous to (6.5) still corresponds to the first-order
partial differential equation and can be solved exactly, so that it is also possible to perform an integration in eq.(4.2)
explicitly.
We see that the system with classical constraints (7.1) which was mentioned in [12] can be exactly investigated by
the approach proposed in this paper.
The case of an open gauge algebra corresponding to nontrivial coefficient functions Ωn, n ≥ 3 is much more
complicated for the exact calculations. However, the integral formula (4.2) is still valid, so that one can use it
for numerical calculations or for application of asymptotic methods such as perturbation theory or semiclassical
approximation [20].
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