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Abstract
A quantum channel is said to be a mixed-unitary channel if it can be expressed as
a convex combination of unitary channels. We prove that, given the Choi representa-
tion of a quantum channel Φ, it is NP-hard with respect to polynomial-time Turing
reductions to determine whether or not Φ is a mixed-unitary channel. This hardness
result holds even under the assumption that Φ is not within an inverse-polynomial
distance (in the dimension of the space upon which Φ acts) of the boundary of the
mixed-unitary channels.
1. Introduction
In the theory of quantum information, quantum channels represent discrete-time changes
in systems that can, in an idealized sense, be realized by physical processes. Mathemat-
ically speaking, quantum channels are represented by completely positive and trace-
preserving linear maps of the form Φ : L(Cn) → L(Cm), where L(Cn) is the set of linear
maps, or operators, from Cn to itself, and likewise for L(Cm). If the state of a system is rep-
resented by a density operator ρ ∈ L(Cn) prior to the action represented by the channel
Φ, then its state after the channel acts is given by the density operator Φ(ρ) ∈ L(Cm).
This paper focuses on channels for which n = m, which represent the common situation
in which a discrete-time change preserves the size of a physical system. (The sizes of the
input and output systems of a quantum channel are reflected by the dimensions of the
underlying spaces Cn and Cm.)
Unitary channels form one of the simplest categories of quantum channels. A unitary
channel is a channel of the form Φ : L(Cn) → L(Cn) that is given by Φ(X) = UXU∗
for every X ∈ L(Cn), for some fixed choice of a unitary operator U ∈ L(Cn). A mixed-
unitary channel is one that can be expressed as a convex combination of unitary channels.
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Equivalently, a channel Φ : L(Cn) → L(Cn) is mixed-unitary if there exists a positive
integer N, a probability vector (p1, . . . , pN), and unitary operators U1, . . . ,UN ∈ L(Cn)
such that
Φ(X) =
N
∑
k=1
pkUkXU∗k (1)
for every operator X ∈ L(Cn). We let MU(Cn) denote the set of all such channels.
Mixed-unitary channels are important in quantum information theory for a number of
reasons. They provide a rich set of examples of channels, and exhibit many fundamental
attributes and properties of general quantum channels [Ros08]. At the same time, their
relatively simple form can be beneficial in analyses, as compared with general quantum
channels. Mixed-unitary channels arise naturally in both Hermitian operator formula-
tions of majorization [AU82] and in a variety of cryptography situations that concern the
encryption of quantum states [AMTdW00, HLSW04, AS04].
Quantum channels can be represented in different ways, but one common representa-
tion is the Choi representation [Cho75]. The Choi representation of an arbitrary linear map
Φ : L(Cn)→ L(Cn) is defined as
J(Φ) = ∑
1≤i,j≤n
Φ(Ei,j)⊗ Ei,j, (2)
where Ei,j is the operator mapping the elementary unit vector ej to ei and all vectors or-
thogonal to ei to 0. (Equivalently, with respect to the standard basis {e1, . . . , en}, the oper-
ator Ei,j is represented by the matrix having a 1 in entry (i, j) and all other entries 0.) It is
straightforward to convert between the Choi representation of a channel and other stan-
dard representations, including Kraus representations and Stinespring representations.
We prove that it is NP-hard, with respect to polynomial-time Turing reductions, to
determine whether or not a given quantum channel is mixed-unitary. Specifically, we
consider the problem in which the input is the Choi representation J(Φ) ∈ L(Cn ⊗ Cn)
of a quantum channel Φ : L(Cn) → L(Cn), along with the unary representation 0m of
a positive integer m, and the task is to determine whether or not Φ is a mixed-unitary
channel under the promise that J(Φ) is not within distance 1/m of the boundary of the
set of all Choi representations of mixed-unitary channels. That is, the promise guarantees
that the decision of whether or not Φ is mixed-unitary is not “artificially hard” due to
issues relating to numerical precision. Our proof establishes that this problem is, in fact,
strongly NP-hard, meaning that it remains NP-hard even when the real and imaginary
parts of all of the numbers appearing in the Choi representation of the input channel are
expressible as ratios of integers that are bounded in absolute value by a polynomial in the
length of the entire input.
The methodology behind our proof is reminiscent of known proofs of the NP-hardness
of testing if a given bipartite density operator ρ ∈ L(Cn ⊗Cm) is separable [Gur03, Ioa07,
Gha10], meaning that it can be represented as a convex combination of product states,
which represent independence between the two individual systems that define the bipar-
tition in question. In particular, following the strong NP-hardness proof of separability
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testing due to Gharibian [Gha10], we make use of a theorem due to Liu [Liu07] that es-
tablishes the existence of a polynomial-time Turing reduction from the weak optimization
problem to the weak membership problem in certain families of convex sets. We note that
our main result can, in fact, be closely linked with the problem of separability testing, in
the sense that testing if a channel is mixed-unitary may alternatively be formulated as a
problem concerning the expression of a bipartite density operator in a certain way. More
specifically, the set of all Choi representations of mixed-unitary channels, when normal-
ized, is equivalent to the set of bipartite quantum states that can be written as convex
combinations of maximally entangled states.
The remainder of this paper is organized as follows. Section 2 summarized prelimi-
nary material on computational complexity and quantum information theory that is re-
quired to understand this paper, and formally defines the mixed unitary detection problem
described above along with a different problem, called unitary quadratic minimization, that
plays an important role in the proof of our main result. In Section 3 we prove that the
NP-complete graph 3-coloring problem reduces to unitary quadratic minimization (through
a polynomial-time mapping reduction), and in Section 4 we prove that unitary quadratic
minimization reduces to mixed-unitary detection (through a polynomial-time Turing reduc-
tion). The paper concludes with Section 5, which mentions a few open problems that
relate to the main results of the paper.
2. Preliminaries
The main purpose of this section is to clarify some of the notation and conventions we
use throughout the paper, and to define two decision problems: one is the mixed-unitary
detection problem, whose hardness is the primary focus of this paper, and the second is the
unitary quadratic minimization problem, which serves as an intermediate problem through
which an NP-complete problem (the graph 3-coloring problem) is reduced to the mixed-
unitary detection problem.
2.1. Computational complexity
We assume the reader is familiar with basic notions of computational complexity, such
as polynomial-time mapping reductions, polynomial-time Turing reductions, the concept
of NP-completeness, and the fact that the graph 3-coloring problem is NP-complete. This
material is covered in several textbooks on computational complexity, such as the book
of Arora and Barak [AB09]. When we speak of polynomials in this paper, we are referring
only to resource bounds—so it should be understood that we are referring more precisely
to nonzero univariate polynomials having non-negative integer coefficients.
The decision problems we consider involve approximations of real number values
and/or guarantees on distances between real or complex vectors, and for this reason they
are naturally stated as promise problems [ESY84]. Formally speaking, a promise problem is
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a pair A = (Ayes, Ano) of disjoint sets Ayes, Ano ⊆ Σ∗ of strings over an alphabet Σ. A hy-
pothetical algorithm or protocol for A is required to output “yes” (or 1) on input strings in
Ayes (which are called yes-inputs or yes-instances) and output “no” (or 0) on input strings
in Ano (which are called no-inputs or no-instances). No constraints are placed on an algo-
rithm or protocol for A on strings outside of the set Ayes ∪ Ano. In the promise problem
statements found below and later in the paper, we first list general assumptions on the
form of the input, which is understood to be a string encoding of one or more mathe-
matical objects, followed by a specification of which of these inputs are to be considered
yes-instances and which are to be considered no-instances.
In the problems considered in this paper, every complex number is assumed to be
encoded as a triple (x, y, z) that represents the number (x + iy)/z, where x and y are
integers represented in signed binary notation and z is a positive integer represented
in binary notation. Real numbers are encoded similarly, but where the imaginary part
represented by y is omitted. One exception is when positive integers are explicitly stated
to be represented in unary notation, which means that each positive integer m is encoded
as the string 0m. Real or complex vectors and matrices are encoded as complete lists of
their real or complex number entries (as opposed to compact representations of sparse
matrices, for instance).
For a given polynomial p, we may say that an instance of any of the problems dis-
cussed in this paper is p-bounded if, for every real or complex number appearing in that
problem instance (and encoded as described above), the values x, y, and z are bounded in
absolute value by p(n), for n being the length of the entire instance being considered. A
polynomial-time mapping reduction A ≤pm B between promise problems A and B will be
called strong if, for every polynomial p there exists a polynomial q such that this property
holds: for every p-bounded instance of Ayes or Ano, the reduction produces a q-bounded
instance of Byes or Bno, respectively. Along similar lines, a polynomial-time Turing reduc-
tion A ≤pT B is strong if, for every polynomial p there exists a polynomial q such that, on
every p-bounded instance of Ayes or Ano, the reduction only queries q-bounded instances
of B, and accepts or rejects accordingly. Finally, a problem is strongly NP-hard (with respect
to either polynomial-time mapping or Turing reductions) if it remains NP-hard even un-
der the additional promise that every yes- or no-instance is p-bounded, for some choice
of a polynomial p.
2.2. Linear algebra and quantum information
Similar to computational complexity, we assume that the reader is familiar with basic
notions of linear algebra and quantum information. There is, in fact, little in the way of
quantum information theory that is required for an understanding of this paper, aside
from the definition of quantum channels and their Choi representations (which are de-
scribed in Chapter 2 of [Wat18], for instance).
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For n a positive integer, the vector space Cn is defined in the usual way, an inner
product on this space is defined as
〈u, v〉 =
n
∑
k=1
u(k)v(k) (3)
(conjugate linear in the first argument), and the Euclidean norm is given by
‖u‖ =
√
〈u, u〉. (4)
The standard basis of Cn is the basis {e1, . . . , en} of elementary unit vectors.
We write L(Cn) to denote the set of linear operators (or mappings) from Cn to itself,
and associate this set with the set of all n× n complex matrices, where the understanding
is that the matrix is a representation of the operator with respect to the standard basis.
We already introduced the notation Ei,j in the previous section; the operator Ei,j is the
operator whose matrix representation has a 1 in entry (i, j) and 0 in all other entries. The
inner product of two operators A, B ∈ L(Cn) is defined as 〈A, B〉 = Tr(A∗B), where A∗ is
the adjoint of A (which, in terms of matrix representations, is equivalent to the conjugate
transpose of A). An operator A ∈ L(Cn) is Hermitian if A = A∗, and is unitary if A∗A = 1n,
where 1n ∈ L(Cn) is the identity operator acting on Cn. The notations Herm(Cn) and
U(Cn) refer to the sets of all Hermitian and unitary operators in L(Cn), respectively.
We refer to three different norm of operators. The spectral norm of A is defined as
‖A‖ = max{‖Au‖ : u ∈ Cn, ‖u‖ ≤ 1}, (5)
the 2-norm (or Frobenius norm) of A is defined as
‖A‖2 =
√
〈A, A〉, (6)
and the trace norm is defined as
‖A‖1 = Tr
(√
A∗A
)
, (7)
where
√
A∗A is the unique positive semidefinite operator whose square is A∗A. These
norms satisfy ‖A‖ ≤ ‖A‖2 ≤ ‖A‖1 for every A ∈ L(Cn).
The notion of quantum channels was also already introduced in the previous section.
For the purposes of this paper, it suffices to note that the property of complete positivity of
a linear map Φ : L(Cn)→ L(Cn) is equivalent to its Choi representation
J(Φ) = ∑
1≤i,j≤n
Φ(Ei,j)⊗ Ei,j (8)
being positive semidefinite. Similarly, the property that Φ is Hermitian-preserving (which
means that Φ(X) ∈ Herm(Cn) for every X ∈ Herm(Cn)) is equivalent to J(Φ) being
Hermitian. The property that Φ preserves trace is equivalent to(
Tr⊗ 1L(Cn)
)
(J(Φ)) = 1n, (9)
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and the property that Φ is unital (which means that Φ(1n) = 1n) is equivalent to(
1L(Cn) ⊗ Tr
)
(J(Φ)) = 1n, (10)
where 1L(Cn) refers to the identity mapping from L(Cn) to itself.
2.3. Problem statements
Finally, we formally define the decision problems (stated as promise problems) that were
referred to in the introduction.
Definition 1. The unitary quadratic minimization (UQM) promise problem is as follows.
Input: Operators A1, . . . , Ak ∈ L(Cn) with ‖Aj‖2 ≤ 1 for each j ∈ {1, . . . , k}, a real
number α, and the unary representation 0m of a positive integer m.
Yes: There exists a unitary operator U ∈ U(Cn) such that
k
∑
j=1
|〈Aj,U〉|2 ≤ α. (11)
No: For every unitary operator U ∈ U(Cn) it is the case that
k
∑
j=1
|〈Aj,U〉|2 ≥ α+ 1m . (12)
Definition 2. The mixed-unitary detection (MUD) promise problem is as follows.
Input: The Choi representation J(Φ) ∈ Herm(Cn ⊗ Cn) of a trace-preserving, unital,
and Hermitian-preserving map Φ : L(Cn) → L(Cn) along with the unary repre-
sentation 0m of a positive integer m.
Yes: Every trace-preserving, unital, Hermitian-preserving map Ψ : L(Cn) → L(Cn)
that satisfies ∥∥ J(Ψ)− J(Φ)∥∥2 ≤ 1m (13)
is a mixed-unitary channel.
No: Every trace-preserving, unital, Hermitian-preserving map Ψ : L(Cn) → L(Cn)
that satisfies ∥∥ J(Ψ)− J(Φ)∥∥2 ≤ 1m (14)
it not a mixed-unitary channel.
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3. Reduction from graph 3-coloring to unitary quadratic
optimization
In this section we prove that the unitary quadratic minimization problem is NP-hard, via
a polynomial-time mapping reduction from the graph 3-coloring problem. Our reduction
establishes that this problem is, in fact, strongly NP-hard, as the operators A1, . . . , Ak that
are produced by our reduction from any instance of graph 3-coloring have entries restricted
to the set {0, 1/2, 1}.
3.1. The reduction
Let G = (V, E) be a graph with n vertices V = {1, . . . , n} and m edges
E =
{{a1, b1}, . . . , {am, bm}}, (15)
where 1 ≤ aj < bj ≤ n for every j ∈ {1, . . . ,m}. Let N = n+m and consider the following
two collections of operators drawn from L(CN):
1. Ei,j for every choice of i, j ∈ {1, . . . , N} with i 6= j.
2.
(
Eaj,aj + Ebj,bj + En+j,n+j
)
/2 for every j ∈ {1, . . . ,m}.
(The factor of 1/2 in the second type of operator guarantees that each of the operators
produced by the reduction has 2-norm at most 1.) The total number of operators in these
two collections is
k = (N2 − N) +m = (n+m)2 − n. (16)
Let A1, . . . , Ak denote these operators taken in any reasonable ordering that allows for
the computation of these operators in polynomial time given the graph G. The instance
of UQM produced by the reduction is(
A1, . . . , Ak, 0, 0526n
2
)
(17)
3.2. Analysis: yes-instances map to yes-instances
Assume first that G is 3-colorable, so that there exists a function ϕ : {1, . . . , n} → {0, 1, 2}
with the property that ϕ(a) 6= ϕ(b) whenever {a, b} ∈ E. One may obtain a unitary
operator U ∈ U(CN) such that
k
∑
j=1
|〈Aj,U〉|2 = 0 (18)
by taking U to be the diagonal operator whose diagonal entries are third-roots of unity as
follows (assuming ω = exp(2pii/3)):
1. For each a ∈ {1, . . . , n}, let U(a, a) = ωϕ(a).
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2. For each j ∈ {1, . . . ,m}, let U(n+ j, n+ j) = ωcj for cj ∈ {0, 1, 2} being the unique
color such that cj 6∈ {ϕ(aj), ϕ(bj)}.
As U is diagonal, it is the case that
〈
Ei,j,U
〉
= 0 whenever i 6= j. For the j-th edge {aj, bj},
it is the case that〈(
Eaj,aj + Ebj,bj + En+j,n+j
)
/2,U
〉
=
1
2
(
U(aj, aj) +U(bj, bj) +U(n+ j, n+ j)
)
, (19)
which is zero because it is proportional to the sum of the three roots of unity 1 = ω0, ω1,
and ω2.
3.3. Analysis: no-instances map to no-instances
It remains to prove that if G is not 3-colorable, then for every unitary operator U one has
k
∑
j=1
|〈Aj,U〉|2 ≥ 1526n2 . (20)
This statement will be proved in the contrapositive form. To this end, assume hereafter
that U is a unitary operator, and for the operators A1, . . . , Ak produced from a given graph
G by the reduction described previously it is the case that
k
∑
j=1
|〈Aj,U〉|2 < η = 1526n2 . (21)
From this assumption we will recover a 3-coloring of the graph G. We will make use of
the following lemma, which is proved at the end of the present subsection, to do this.
Lemma 3. Suppose ε ∈ [0, 1/6] and α, β,γ ∈ C satisfy the following conditions:
1. |α|, |β|, |γ| ∈ [1− ε, 1].
2. |α+ β+ γ| ≤ ε.
For each angle θ ∈ {arg(α) − arg(β), arg(β) − arg(γ), arg(γ) − arg(α)}, interpreted as an
element of the set [0, 2pi), it is the case that∣∣∣θ − 2pi
3
∣∣∣ ≤ 6ε or ∣∣∣θ − 4pi
3
∣∣∣ ≤ 6ε. (22)
We begin by observing that the diagonal entries of U must be close to 1 in absolute
value. Specifically, for every j ∈ {1, . . . , N} it is the case that
∑
i 6=j
|U(i, j)|2 =∑
i 6=j
|〈Ei,j,U〉|2 ≤
k
∑
i=1
|〈Ai,U〉|2 < η, (23)
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and therefore
|U(j, j)| > √1− η ≥ 1−√η, (24)
as every column of U has unit norm. Next, observe that
1
2
|U(aj, aj) +U(bj, bj) +U(n+ j, n+ j)|
=
1
2
∣∣〈Eaj,aj + Ebj,bj + En+j,n+j,U〉∣∣ ≤
(
k
∑
i=1
|〈Ai,U〉|2
) 1
2
≤ √η
(25)
for every j ∈ {1, . . . ,m}. By Lemma 3, we conclude that for any two adjacent vertices
a, b ∈ {1, . . . , n} of G, the angle
θa,b = arg(U(a, a))− arg(U(b, b)) (26)
satisfies ∣∣∣θa,b − 2pi3 ∣∣∣ ≤ 12√η or ∣∣∣θa,b − 4pi3 ∣∣∣ ≤ 12√η. (27)
Define sets S0, S1, and S2 as
S0 =
[
11pi
6
, 2pi
)
∪
[
0,
pi
6
]
, S1 =
[
pi
2
,
5pi
6
]
, and S2 =
[
7pi
6
,
3pi
2
]
. (28)
Because
12n
√
η <
pi
6
, (29)
it follows from an iterative application of the argument above that, for any two connected
(but not necessarily adjacent) vertices a, b ∈ {1, . . . , n} of G, exactly one of the following
three inclusions holds:
θa,b ∈
[
2pi − 12n√η, 2pi) ∪ [0, 12n√η] ⊆ S0,
θa,b ∈
[
2pi
3
− 12n√η, 2pi
3
+ 12n
√
η
]
⊆ S1,
θa,b ∈
[
4pi
3
− 12n√η, 4pi
3
+ 12n
√
η
]
⊆ S2.
(30)
A 3-coloring of G may therefore be obtained by repeating the following procedure for
each connected component H of G:
1. Choose an arbitrary vertex a ∈ {1, . . . , n} of H (or, for concreteness, the lowest-
numbered vertex of H), and assign this vertex the color 0 (i.e., set ϕ(a) = 0).
2. For each vertex b ∈ {1, . . . , n} of H, assign b a color as follows:
(a) If θa,b ∈ S0, then set ϕ(b) = 0.
(b) If θa,b ∈ S1, then set ϕ(b) = 1.
9
(c) If θa,b ∈ S2, then set ϕ(b) = 2.
As the angle θb,c = arg(U(b, b))− arg(U(c, c)) must exceed the width pi/3 of each set S0,
S1, and S2, adjacent vertices cannot be assigned the same color, and therefore ϕ is a valid
3-coloring of G. This completes the proof of the reduction from 3-coloring to UQM, aside
from the proof of Lemma 3, which follows.
Proof of Lemma 3. It suffices to prove the lemma for θ = arg(α) − arg(β), as the bound
follows for the other two angles by symmetry.
Observe first that the triangle inequality implies∣∣|α+ β| − |γ|∣∣ ≤ ε, (31)
and therefore
1− 2ε ≤ |α+ β| ≤ 1+ ε. (32)
It is the case that
|α+ β|2 = |α|2 + |β|2 + 2|α||β| cos(θ), (33)
and therefore
cos(θ) =
|α+ β|2 − |α|2 − |β|2
2|α||β| . (34)
A lower bound on cos(θ) may be obtained as follows:
cos(θ) =
|α+ β|2
2|α||β| −
1
2
( |α|
|β| +
|β|
|α|
)
≥ (1− 2ε)
2
2
− 2+ ε
2
≥ −1
2
− 5ε
2
. (35)
Here we have used the observation that |α|, |β| ∈ [1− ε, 1] implies
|α|
|β| +
|β|
|α| ≤ (1− ε) +
1
1− ε ≤ 2+ ε. (36)
An upper bound on cos(θ) is given by
cos(θ) =
|α+ β|2 − |α|2 − |β|2
2|α||β| ≤
(1+ ε)2 − 2(1− ε)2
2
≤ −1
2
+ 3ε. (37)
(Note that the numerator |α + β|2 − |α|2 − |β|2 of the first fraction in (37) is necessarily
non-positive, which explains why the denominator of the second fraction is 2 and not
2(1− ε)2.)
Now, because cos(θ) is non-positive, it cannot be that θ ∈ [0,pi/2) ∪ (3pi/2, 2pi). It
therefore suffices to consider the case that θ ∈ [pi/2, 3pi/2]. We will split this case into
two sub-cases, θ ∈ [pi/2,pi] and θ ∈ [pi, 3pi/2], which can be handled by symmetric
arguments.
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With this in mind, suppose that θ ∈ [pi/2,pi], and observe that the cosine function is
convex on the interval [pi/2,pi]. On this interval, the graph of the cosine function therefore
lies above the tangent line passing through the point (2pi/3,−1/2), which implies
cos(θ) ≥ −1
2
+
√
3
2
(
2pi
3
− θ
)
. (38)
Combining this inequality with (37) yields
2pi
3
− θ ≤ 6ε√
3
≤ 4ε. (39)
Again using convexity, the graph of the cosine function on the interval [2pi/3,pi] lies be-
low the line segment whose endpoints are (2pi/3,−1/2) and (pi,−1). If θ ∈ [2pi/3,pi],
then it follows that
cos(θ) ≤ −1
2
− 3
2pi
(
θ − 2pi
3
)
, (40)
and therefore by (35) we have
θ − 2pi
3
≤ 5piε
3
≤ 6ε. (41)
The same bound is, of course, trivial when θ ∈ [pi/2, 2pi/3]. It is therefore the case that∣∣∣θ − 2pi
3
∣∣∣ ≤ 6ε. (42)
A similar argument implies that if θ ∈ [pi, 3pi/2], then∣∣∣θ − 4pi
3
∣∣∣ ≤ 6ε. (43)
which completes the proof.
4. Reduction from unitary quadratic optimization to
mixed-unitary detection
In this section we prove that there exists a polynomial-time Turing reduction from the
unitary quadratic minimization problem to the mixed-unitary detection problem:
UQM ≤pT MUD. (44)
At the heart of this reduction is a general result due to Liu [Liu07] that establishes that
there exists a polynomial-time Turing reduction from the weak optimization problem to the
weak membership problem for certain convex sets and problem parameterizations. These
problems and Liu’s reduction (but not the specifics of the reduction itself or the proof
that it is correct) are described in the first subsection that follows, and the subsequent
subsections connect these problems and Liu’s reduction to the reduction (44).
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4.1. Weak optimization, weak membership, and Liu’s reduction
In order to define the weak optimization and weak membership problems, and to explain
Liu’s reduction from weak optimization to weak membership, a couple of definitions will be
required. The first definition simply establishes some convenient notation.
Definition 4. Let N be a positive integer and let δ ≥ 0 be a non-negative real number. For
every vector x ∈ RN, the (closed) ball of radius δ around x is defined as
BN(x, δ) =
{
y ∈ RN : ‖y− x‖ ≤ δ}, (45)
and for every set A ⊂ RN, one defines
BN(A, δ) =
⋃
x∈A
BN(x, δ). (46)
The second definition is one for a polynomially bounded sequence of convex sets. Intu-
itively speaking, one should view the sets in such a sequence as corresponding in some
way to possible input lengths in a computational problem. The term polynomially bounded
refers to both a polynomial upper-bound on the norm of every element in each set and to
an inverse polynomial lower bound on the size of a ball around 0 that is fully contained
within each set.
Definition 5. LetKN ⊂ RN be a compact, convex set for each positive integer N. The col-
lection {K1,K2, . . .} is polynomially bounded if there exists a polynomial p with the prop-
erty that
BN(0, 1/p(N)) ⊆ KN and KN ⊆ BN(0, p(N)) (47)
for every positive integer N.
Remark 6. It is common that a somewhat more general definition is used in place of the
one just given, where the smaller ball that is contained in each KN need not be centered
around 0, and where it is only the ratio of the radii of the two balls that needs to be
polynomially bounded—but because the simpler definition above is sufficient for our
needs, we adopt it rather than the more general definition.
We are now ready to define the weak optimization and weak membership problems. Both
are defined with respect to a collection {K1,K2, . . .} of compact, convex sets of the sort
considered in the previous definition. (The problem definitions themselves do not require
these collections to be polynomially bounded, but Liu’s result will require this assump-
tion.)
Definition 7 (Weak membership and weak optimization). Let KN ⊂ RN be a compact,
convex set for each positive integer N and let K = {K1,K2, . . .}.
1. The weak membership promise problem WMEM(K) for K is as follows:
Input: A vector x ∈ RN and the unary representation 0m of a positive integer m.
Yes: BN(x, 1/m) ⊆ KN.
No: BN(x, 1/m) ∩KN = ∅.
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2. The weak optimization promise problem WOPT(K) for K is as follows:
Input: A vector u ∈ RN with ‖u‖ ≤ 1, a real number β, and the unary represen-
tation 0m of a positive integer m.
Yes: There exists a vector x ∈ RN such that BN(x, 1/m) ⊆ KN and 〈u, x〉 ≤ β.
No: For every vector x ∈ BN(KN, 1/m) it is the case that 〈u, x〉 ≥ β+ 1/m.
These problems are referred to as weak versions of membership testing and optimiza-
tion because the promises effectively make the problems easier than they might otherwise
be. That is, in the case of weak membership testing, any point within a distance 1/m of
the boundary of the corresponding convex set is viewed as a “don’t care” input, as is
any input to the weak optimization problem for which the objective value β is (informally
speaking) neither “easily achievable” or “far from achievable.” Variants of these problems
in which m is input in binary rather than unary notation are also commonly referred to as
weak membership testing and weak optimization, but the inverse polynomial bound obtained
by taking m to be input in unary is an essential feature of Liu’s result and is required for
our purposes.
Finally, we may now state the result due to Liu that forms the heart of the reduction
from unitary quadratic minimization to mixed-unitary detection.
Theorem 8 (Liu). For every polynomially bounded collection K = {K1,K2, . . .} of compact,
convex sets, it is the case that
WOPT(K) ≤pT WMEM(K). (48)
Moreover, there exists a strong polynomial-time Turing reduction that establishes this relation.
Remark 9. Liu actually proved this theorem for a slightly more restricted version of
WOPT(K) in which the vector u must satisfy ‖u‖ = 1 rather than ‖u‖ ≤ 1. The benefit of
adopting the definition with the inequality ‖u‖ ≤ 1 rather than the equality ‖u‖ = 1 is
that it allows us to largely circumvent precision issues that arise when taking square roots
of rational numbers. Fortunately, Liu’s theorem still holds for the less restricted variant
of WOPT(K), as it has been defined above, as there exists a strong polynomial-time map-
ping reduction from this problem to its more restricted variant, under the assumption
that there exists a polynomial p for which KN ⊆ BN(0, p(N)) for every positive integer
N (which, of course, is the case when K is polynomially bounded).
We will now argue that this is so. Consider a reduction that transforms a given instance
(u,γ, 0m) of WOPT(K), where u ∈ RN satisfies ‖u‖ ≤ 1, to an instance (v, δ, 04m) of the
equality-restricted variant of WOPT(K), where v and δ are as follows:
1. The vector v ∈ RN is a unit vector satisfying∥∥∥∥v− u‖u‖
∥∥∥∥ ≤ 14m(p(N) + 1) . (49)
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2. The number δ satisfies
γ
‖u‖ +
1
4m
≤ δ ≤ γ‖u‖ +
1
2m
. (50)
In the case that (u,γ, 0m) is a yes-instance of WOPT(K), one has that there exists a
vector x ∈ RN such that BN(x, 1/m) ⊆ KN and 〈u, x〉 ≤ γ. The same vector x trivially
satisfies BN(x, 1/(4m)) ⊆ KN, as well as
〈v, x〉 =
〈
u
‖u‖ , x
〉
+
〈
v− u‖u‖ , x
〉
≤ γ‖u‖ +
‖x‖
4m(p(N) + 1)
≤ δ. (51)
The instance (v, δ, 04m) is therefore a yes-instance of the equality-restricted variant of
WOPT(K).
In the case that (u,γ, 0m) is a no-instance of WOPT(K), every vector x ∈ BN(KN, 1/m)
satisfies 〈u, x〉 ≥ γ+ 1/m, and therefore also satisfies
〈v, x〉 =
〈
u
‖u‖ , x
〉
+
〈
v− u‖u‖ , x
〉
≥ γ‖u‖ +
1
m‖u‖ −
‖x‖
4m(p(N) + 1)
≥ γ‖u‖ +
3
4m
≥ δ+ 1
4m
.
(52)
Of course this is therefore true for all x ∈ BN(KN, 1/(4m)), so (v, δ, 04m) is a no-instance
of the equality-restricted variant of WOPT(K).
Given (u,γ, 0m), one can compute (v, δ, 04m) in polynomial time by performing the
required arithmetic computations to inverse-polynomial accuracy. If it is the case that γ
and the entries of u are given by ratios of integers that are bounded in absolute value
by some polynomial in N, then the numerators and denominators of δ and the entries
of v will also be polynomially bounded in absolute value, and therefore this is a strong
polynomial-time mapping reduction.
4.2. Full-dimensional real convex sets for mixed-unitary optimization
The weak optimization and weak membership problems are concerned with convex sub-
sets of RN, for different choices of N, and the assumption that K = {K1,K2, . . .} is a
polynomially bounded collection of compact, convex sets implies that these sets are full-
dimensional. On the other hand, the unitary quadratic minimization and mixed-unitary de-
tection problems are concerned with complex operators, and moreover (as will shortly
become clear), these problems are most naturally connected with affine subspaces of vec-
tor spaces that do not have full dimension. In this section we consider a particular family
K = {K1,K2, . . .} that will allow for a translation from unitary quadratic minimization to
weak optimization and from weak membership to mixed-unitary detection. It is also proved that
K is polynomially bounded, so that Liu’s reduction holds for this choice of K.
To begin, for a given positive integer n ≥ 2, consider the space of all n× n traceless
Hermitian operators, which is a real vector space of dimension n2 − 1. We will require
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an orthogonal basis for this space, and one reasonable choice for such a basis is given by
the generalized Gell Mann operators. Specifically, let G1, . . . ,Gn2−1 denote the elements
of Herm(Cn) obtained by taking the natural ordering suggested by the following list:
1. The first (n2) of these operators are Ej,k + Ek,j for 1 ≤ j < k ≤ n.
2. The next (n2) of these operators are iEj,k − iEk,j for 1 ≤ j < k ≤ n.
3. The last n− 1 of these operators are
k
∑
j=1
Ej,j − kEk+1,k+1 (53)
for k = 1, . . . , n− 1.
It will be convenient later to make use of the observation that 1 ≤ ‖Gj‖2 ≤ n for every
j ∈ {1, . . . , n2 − 1}.
Let us now define N = (n2 − 1)2, which is to be viewed hereafter as a function of
whatever value of n ≥ 2 is under consideration. Let H1, . . . , HN ∈ Herm(Cn ⊗Cn) be the
operators obtained by tensoring together the operators G1, . . . ,Gn2−1 in all possible pairs:
H1 = G1 ⊗ G1, H2 = G1 ⊗ G2, . . . , HN = Gn2−1 ⊗ Gn2−1. (54)
The operators H1, . . . , HN represent an orthogonal basis for the real vector space
Vn =
{
X ∈ Herm(Cn ⊗Cn) : (Tr⊗ 1L(Cn))(X) = 0, (1L(Cn) ⊗ Tr)(X) = 0}. (55)
The relevance of this space is that the smallest real affine subspace of Herm(Cn⊗Cn) that
contains J(Φ) for every mixed-unitary channel of the form Φ : L(Cn) → L(Cn) is equal
to
Vn +
1n ⊗ 1n
n
. (56)
Note that 1 ≤ ‖Hj‖2 ≤ n2 < N for every j ∈ {1, . . . , N}.
Next, consider the affine linear mapping ϕn : RN → Herm(Cn ⊗Cn) given by
ϕn(x) = x(1)H1 + · · ·+ x(N)HN + 1n ⊗ 1nn . (57)
This function is one-to-one, and as x ∈ RN ranges over all vectors, ϕn(x) ranges over the
Choi representations of all trace-preserving, unital, and Hermitian-preserving maps.
Finally, define
KN =
{
x ∈ RN : ϕn(x) = J(Φ) for Φ ∈ C(Cn) mixed-unitary}, (58)
define Kk = Bk(0, 1) for each positive integer k that does not take the form (n2 − 1)2 for
an integer n ≥ 2, and let K = {K1,K2, . . .}. The particular choice Kk = Bk(0, 1) when
k 6= (n2 − 1)2 for any integer n ≥ 2 is not really important—it is just a trivial choice
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of a set for each such dimension that will allow the reduction to work. Each KN is the
preimage of the compact and convex set of mixed-unitary channels under an affine linear
map, from which it follows that KN is also compact and convex. Of course Kk is trivially
compact and convex when k 6= (n2 − 1)2 for every integer n ≥ 2.
To prove thatK is polynomially bounded, suppose first that x ∈ KN for N = (n2− 1)2,
so that ϕn(x) = J(Φ) for Φ : L(Cn) → L(Cn) a mixed-unitary channel. Because Φ is a
channel, it is the case that
‖ J(Φ)‖2 ≤ ‖ J(Φ)‖1 = Tr(J(Φ)) = n; (59)
the inequality follows from the fact that ‖X‖2 ≤ ‖X‖1 for all operators, the first equal-
ity follows from the fact that J(Φ) is positive semidefinite whenever Φ is a channel, and
the second equality follows from the fact that Φ must preserve trace. Because the oper-
ators H1, . . . , HN are orthogonal and traceless (and therefore orthogonal to 1n ⊗ 1n), we
conclude that
‖ J(Φ)‖22 =
N
∑
j=1
x(j)2‖Hj‖22 +
∥∥∥∥1n ⊗ 1nn
∥∥∥∥2
2
=
N
∑
j=1
x(j)2‖Hj‖22 + 1. (60)
As ‖Hj‖2 ≥ 1 for every j ∈ {1, . . . , N}, it follows that
‖x‖2 ≤
N
∑
j=1
x(j)2‖Hj‖22 = ‖ J(Φ)‖22 − 1 ≤ n2 − 1, (61)
and therefore ‖x‖ < n. It has therefore been proved thatKN ⊆ BN(0, n). Of course, when
k 6= (n2 − 1)2 for every integer n ≥ 2, it trivially holds that KN ⊆ BN(0, 1).
To prove that there exists a ball with inverse polynomial radius within each set KN,
we will make use of the following theorem, which was proved in [Wat09].
Theorem 10. Let n be a positive integer and let Φ : L(Cn) → L(Cn) be a trace-preserving,
unital, and Hermitian-preserving map. If it is the case that∥∥∥∥ J(Φ)− 1n ⊗ 1nn
∥∥∥∥ ≤ 1n(n2 − 1) , (62)
then Φ is a mixed-unitary channel.
For an arbitrary choice of x ∈ RN, the mapping Φ given by J(Φ) = ϕn(x) satisfies∥∥∥∥ J(Φ)− 1n ⊗ 1nn
∥∥∥∥2 ≤ ∥∥∥∥ J(Φ)− 1n ⊗ 1nn
∥∥∥∥2
2
=
N
∑
j=1
x(j)2‖Hj‖22 ≤ n4
N
∑
j=1
x(j)2 = n4‖x‖2.
(63)
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Therefore, if
‖x‖ ≤ 1
n3(n2 − 1) , (64)
then ∥∥∥∥ J(Φ)− 1n ⊗ 1nn
∥∥∥∥ ≤ 1n(n2 − 1) , (65)
so Φ is mixed-unitary by Theorem 10. As N2 > n3(n2 − 1), we conclude that
BN(0, 1/N2) ⊆ KN. (66)
When k 6= (n2 − 1)2 for every integer n ≥ 2, it trivially holds that BN(0, 1) ⊆ KN.
In conclusion, for all positive integers k, it is the case that
Bk(0, 1/k2) ⊆ Kk ⊆ Bk(0, k2), (67)
and therefore K is polynomially bounded. By Theorem 8 it therefore follows that
WOPT(K) ≤pT WMEM(K) (68)
for this choice of K.
4.3. From unitary quadratic minimization to weak optimization
In order to prove that UQM ≤pT MUD, we will establish the following chain of reductions:
UQM ≤pm WOPT(K) ≤pT WMEM(K) ≤pm MUD. (69)
The Turing reduction has already been established in the previous subsection, and in the
current subsection we will prove that the first mapping reduction holds.
To this end, consider an arbitrary instance
(A1, . . . , Ak, α, 0m) (70)
of UQM. We will first describe the instance of WOPT(K) to which each such instance of
UQM maps, and then we will argue the correctness of the reduction.
1. Define an operator P ∈ Herm(Cn ⊗ Cn), vectors w, v ∈ RN, and a real number
γ ∈ R as follows:
P =
k
∑
j=1
vec(Aj) vec(Aj)∗,
w =
(〈P, H1〉, . . . , 〈P, HN〉),
v =
w
kN2
,
γ = α− Tr(P)
knN2
+
1
2kmN2
.
(71)
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(The vec mapping refers to the vectorization of an operator A ∈ L(Cn):
vec(A) = ∑
1≤i,j≤n
A(i, j)ei ⊗ ej, (72)
which is equivalent to taking the rows of the matrix representation of A, transposing
them to obtain column vectors, and then stacking these column vectors on top of one
another to form a single vector.)
2. Define u ∈ RN as
u(j) =
trunc
(
8kmnN3v(j)
)
8kmnN3
(73)
for each j ∈ {1, . . . , N} and define
β =
trunc(8kmN2γ)
8kmN2
. (74)
(The truncation function is defined so that it rounds toward zero: trunc(θ) = bθc
and trunc(−θ) = −bθc for θ ≥ 0.)
3. The output of the reduction is (u, β, 0r) for r = 8kmn4N3.
It is evident that (u, β, 0r) is polynomial-time computable from (A1, . . . , Ak, α, 0m). More-
over, under the assumption that α is upper-bounded by a polynomial, the number β and
the entries of u can be expressed as ratios of polynomially bounded integers. The reduc-
tion is therefore a strong polynomial-time mapping reduction.
It remains to argue that if (A1, . . . , Ak, α, 0m) is a yes-instance of UQM then (u, β, 0r)
is a yes-instance of WOPT(K), and if (A1, . . . , Ak, α, 0m) is a no-instance of UQM then
(u, β, 0r) is a no-instance of WOPT(K). First we note, by the assumption that ‖Aj‖2 ≤ 1
for each j ∈ {1, . . . , k}, that Tr(P) ≤ k. The norm of w may therefore be upper-bounded,
‖w‖ =
(
N
∑
j=1
|〈P, Hj〉|2
) 1
2
≤
(
N
∑
j=1
‖P‖21‖Hj‖2
) 1
2
≤
√
k2N3 < kN2, (75)
which implies ‖v‖ ≤ 1. As the entries of u are obtained from v by truncations, it is there-
fore clear that ‖u‖ ≤ 1.
Next, observe that
〈
P, vec(U) vec(U)∗
〉
=
k
∑
j=1
∣∣〈Aj,U〉∣∣2 (76)
for every unitary operator U ∈ U(Cn). It is evident that
min
Φ∈MU(Cn)
〈
P, J(Φ)
〉
= min
U∈U(Cn)
〈
P, vec(U) vec(U)∗
〉
, (77)
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by virtue of the fact that the function J(Φ) 7→ 〈P, J(Φ)〉 is linear, the unitary channels are
the extreme points of the set of mixed-unitary channels, and the Choi representation of a
unitary channel Φ(X) = UXU∗ is
J(Φ) = vec(U) vec(U)∗. (78)
It is also the case that
min
x∈KN
〈
P, ϕn(x)
〉
= min
Φ∈MU(Cn)
〈
P, J(Φ)
〉
(79)
because ϕn(x) ranges over the set MU(Cn) as x ranges over KN. Finally, for any choice of
a vector x ∈ RN, it is the case that〈
P, ϕn(x)
〉
= x(1)〈P, H1〉+ · · ·+ x(N)〈P, HN〉+ Tr(P)n = 〈w, x〉+
Tr(P)
n
. (80)
Altogether, this implies that
min
x∈KN
〈v, x〉 = 1
kN2
min
U∈U(Cn)
k
∑
j=1
∣∣〈Aj,U〉∣∣2 − Tr(P)knN2 . (81)
If (A1, . . . , Ak, α, 0m) is a yes-instance of UQM, then it follows that
min
x∈KN
〈v, x〉 ≤ α
kN2
− Tr(P)
knN2
= γ− 1
2kmN2
, (82)
while if (A1, . . . , Ak, α, 0m) is a no-instance of UQM, then
min
x∈KN
〈v, x〉 ≥ α
kN2
− Tr(P)
knN2
+
1
kmN2
= γ+
1
2kmN2
. (83)
We now turn to the vector u and the real number β, which may be viewed as approxi-
mations of v and γ, respectively. In particular,
‖u− v‖ ≤ ‖u− v‖1 ≤ 18kmnN2 (84)
and
|β− γ| ≤ 1
8kmN2
. (85)
We have already proved that ‖x‖ ≤ n for every x ∈ KN, and this implies that∣∣〈u, x〉 − 〈v, x〉∣∣ ≤ 1
8kmN2
(86)
for all x ∈ KN. We conclude that
min
x∈KN
〈u, x〉 ≤ β− 1
4kmN2
or min
x∈KN
〈u, x〉 ≥ β+ 1
4kmN2
, (87)
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depending on whether (A1, . . . , Ak, α, 0m) is a yes- or no-instance of UQM, respectively.
Now, observe that for every x ∈ KN and ε ∈ [0, 1], it is the case that
BN
(
(1− ε)x, ε
n(n2 − 1)N
)
⊆ KN. (88)
This is a consequence of Theorem 10, for if z ∈ RN satisfies
‖z‖ ≤ 1
n(n2 − 1)N , (89)
then ∥∥∥∥ϕn(z)− 1n ⊗ 1nn
∥∥∥∥ ≤ ∥∥∥∥ϕn(z)− 1n ⊗ 1nn
∥∥∥∥
2
≤ N ‖z‖ ≤ 1
n(n2 − 1) , (90)
so that ϕn(z) ∈ MU(Cn), and therefore (1− ε)ϕn(x) + εϕn(z) is a convex combination of
mixed-unitary channels. In particular, for
ε =
1
8kmnN2
(91)
we have that
BN
(
(1− ε)x, 1
r
)
⊆ KN (92)
for every x ∈ KN. If (A1, . . . , Ak, α, 0m) is a yes-instance of UQM, then there must exist
x ∈ KN so that
〈u, x〉 ≤ β− 1
4kmN2
. (93)
As ∣∣〈u, x〉 − 〈u, (1− ε)x〉∣∣ = ε|〈u, x〉| < εn (94)
it is the case that
〈u, (1− ε)x〉 ≤ β− 1
8kmN2
. (95)
This implies that (u, β, 0r) is a yes-instance of WOPT(K).
Finally, if (A1, . . . , Ak, α, 0m) is a no-instance of UQM, then
〈u, x〉 ≥ β+ 1
4kmN2
(96)
for every x ∈ KN. For every x ∈ BN(KN, 1/r) we therefore have
〈u, x〉 ≥ β+ 1
4kmN2
− 1
r
≥ β+ 1
8kmN2
, (97)
where the first inequality makes use of the fact that ‖u‖ ≤ 1. This implies that (u, β, 0r) is
a no-instance of WOPT(K), and therefore completes the proof that UQM ≤pm WOPT(K).
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4.4. From weak membership to unitary quadratic minimization
The remaining reduction in the chain (69) is the reduction WMEM(K) ≤pm MUD, which
we prove in this subsection.
Before describing the reduction, it will be helpful to observe the following fact: if
N = (n2 − 1)2 for some integer n ≥ 2, and y, z ∈ RN are arbitrary vectors, then for
the mappings Ψ and Ξ defined by J(Ψ) = ϕn(y) and J(Ξ) = ϕn(z), it is the case that
‖ J(Ψ)− J(Ξ)‖22 =
N
∑
j=1
(y(j)− z(j))2‖Hj‖22 ≥ ‖y− z‖2, (98)
by virtue of the fact that ‖Hj‖2 ≥ 1 for every j ∈ {1, . . . , N}.
Now consider an arbitrary instance (x, 0m) of WMEM(K). There are two cases to be
considered, the first of which is that x ∈ RN for N = (n2 − 1)2, where n ≥ 2 is an integer.
In this case, the first step of the reduction is to compute a vector z ∈ RN as follows:
z(j) =
trunc
(
2mNx(j)
)
2mN
. (99)
The vector z satisfies ‖x− z‖ ≤ 1/(2m), and is such that every entry shares the same de-
nominator 2mN. (This property will be needed to guarantee that the reduction is strong,
and specifically to avoid a situation in which a polynomial number of rational numbers,
each of which has a polynomially bounded denominator, have an exponentially large
least common denominator.) The second and final step of the reduction is to output the
instance (
ϕn(z), 02m
)
(100)
of MUD.
To prove that this reduction operates correctly for the case being considered, let Φ and
Ξ be the maps defined by J(Φ) = ϕn(x) and J(Ξ) = ϕn(z), let Ψ be any unital, trace-
preserving, and Hermitian-preserving map that satisfies
‖ J(Ψ)− J(Ξ)‖2 ≤ 12m , (101)
and let y ∈ RN be the unique vector satisfying J(Ψ) = ϕn(y). It follows from (98)
that ‖y − z‖ ≤ 1/(2m), and therefore ‖x − y‖ ≤ 1/m. If (x, 0m) is a yes-instance of
WMEM(K), we therefore have that y ∈ KN, which implies that Ψ is a mixed-unitary
channel, and hence (J(Ξ), 02m) = (ϕn(z), 02m) is a yes-instance of MUD. Similarly, if
(x, 0m) is a no-instance of WMEM(K), we have that y 6∈ KN, which implies that Ψ is
not mixed-unitary, and hence (J(Ξ), 02m) = (ϕn(z), 02m) is a no-instance of MUD.
In the case that (x, 0m) is an instance of WMEM(K) for which x ∈ Rk for k a posi-
tive integer that is not of the form (n2 − 1)2 for some choice of an integer n ≥ 2, it is
straightforward to decide whether (x, 0m) is a yes-input or no-input by simply comput-
ing the norm of x numerically to additive error strictly less than 1/m, then comparing
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the result to 1. In case (x, 0m) is a yes-instance of WMEM(K), the reduction may output
any fixed yes-instance of MUD, and if (x, 0m) is a no-instance of WMEM(K), then the
reduction may output any fixed no-instance of MUD. It has therefore been been proved
that WMEM(K) ≤pm MUD, which completes the proof that UQM ≤pT MUD.
5. Conclusion
We have proved that it is strongly NP-hard, with respect to polynomial-time Turing re-
ductions, to determine if a given quantum channel is mixed-unitary, promised that the
given channel is not within an inverse-polynomial distance to the boundary of the set
of mixed-unitary channels. We conclude with a couple of open problems relating to this
result.
1. What is the computational difficulty of deciding if a given channel is mixed-unitary,
given stronger promises on the channel’s distance from the boundary of the set of
mixed-unitary channels? For example, one may consider the problem in which a
given channel is promised either to be mixed-unitary or to be at an inverse logarith-
mic (or even constant) distance from the boundary of the mixed-unitary channels.
We note that these two examples are likely to be more sensitive to the specific choice
of a distance measure from the boundary of the mixed-unitary channels, in compar-
ison to the inverse polynomial distance case we have considered in this paper. A
variety of distance measures between channels, including the trace-norm, 2-norm,
and spectral-norm distances between their Choi representations, as well as the com-
pletely bounded trace norm (or diamond norm) distance between channels, are all
equivalent to one another within a polynomial factor, but not within a logarithmic
or constant factor.
2. As was suggested in the introduction, an operator X ∈ L(Cn ⊗ Cn) satisfies X =
J(Φ) for a mixed-unitary channel Φ : L(Cn) → L(Cn) if and only if X = nρ for ρ
being a bipartite quantum state of two n-dimensional systems that can be expressed
as a convex combination of maximally entangled pure states:
ρ =
N
∑
k=1
pkuku∗k , (102)
where u1, . . . , uN ∈ Cn ⊗Cn satisfy(
Tr⊗ 1L(Cn)
)
(uku∗k) = 1n (103)
for each k ∈ {1, . . . , N}. Our main result therefore establishes that it is NP-hard to
determine whether or not a given bipartite quantum state can be expressed as a
convex combination of maximally entangled pure states.
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It is also NP-hard to determine whether or not a given bipartite quantum state can
be expressed as a convex combination of unentangled pure states (i.e., is a separable
state) [Gur03, Ioa07, Gha10], and it is interesting that these two extremes represent
NP-hard decision problems. The computational hardness of detecting membership
in a variety of other convex sets of bipartite (or multipartite) quantum states may
also be considered.
3. Is the mixed-unitary detection problem NP-hard with respect to polynomial-time
mapping reductions?
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