Simulations of image-guided medical systems are computer-aided modeling techniques for the image acquisition and the following post-processing procedures. Due to the facts that the imaging scanners are too expensive and the experimental tests are too complicated, simulationbased medical image systems have been widely used by researchers and professionals in the medical community for decades.
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For instance, (1) simulations on image reconstruction systems allow instant processing of two-dimensional (2D) body slices to form a three-dimensional (3D) image; hence, there is no need to use the scanner and adjust the configuration parameters. (2) Simulations of tumor detection can simplify the experimental designs, and help determine the position, diameter, and volume of a tumor efficiently. It may be used in realistic clinical examination before the detection rate achieves a specific threshold. (3) Simulations of surgery benefit pre-surgical planning and surgical interventions. It is a lead for the development of robotic surgery.
This special issue aims to provide a forum for the dissemination of new simulations methods and results in the field of image-guided medical systems, with special emphasis on efforts related to the applications of computer vision, virtual reality, and robotics to medical image processing problems.
In the paper entitled ''Smart detection on abnormal breasts in digital mammography based on contrast-limited adaptive histogram equalization and chaotic adaptive real-coded biogeography-based optimization'', Wu et al. propose a smart detection method on abnormal breasts in digital mammography. Firstly, preprocessing was carried out to deaden noises, enhance images, and remove background and pectoral muscles. Secondly, fractional Fourier entropy (FRFE) was employed to extract global features. Thirdly, Welch's t-test was used to select important features. Fourthly, the multi-layer perceptron (MLP) was used as the classifier. Finally, the authors proposed a novel chaotic adaptive real-coded biogeography-based optimization (CAR-BBO) method to train the classifier. They implemented a 10-fold cross-validation for statistical analysis. The experimental results showed their method resulted in distinguishing features, and yielded a sensitivity of 92.54%, a specificity of 92.50%, a precision of 92.50%, and an accuracy of 92.52%. Their proposed system performed better than five state-of-the-art systems.
In the paper entitled ''Comparison of machine learning methods for stationary wavelet entropy based multiple sclerosis detection: decision tree, k-nearest neighbors, and support vector machine'', Lu et al. developed a new system. They downloaded the multiple sclerosis (MS) imaging data from eHealth laboratory at University of Cyprus. They scanned the healthy control (HC) data in local hospitals. The inter-scan normalization was utilized to remove the gray-level difference. They adjusted the misclassification costs to alleviate the effect of unbalanced class distribution. For the methodology, they used two-level stationary wavelet entropy (SWE) to extract features from brain images. They then compared three machine learning-based classifiers: decision tree, k-nearest neighbors (kNN), and support vector machine. Their experimental results showed kNN performed the best. In addition, their proposed SWE + kNN approach was superior to four state-of-the-art approaches.
In the paper entitled ''Non-linear cellular automata based edge detector for optical character images'', Nayak et al. present a novel method for the edge detection of optical character images based on non-linear cellular automata. Their method consisted of three stages. A standard binarization was applied to a grayscale image. Then boundary conditions were added to the resultant image. Finally, non-linear cellular automata rules were designed and were applied to all pixels of the image. This scheme was validated on optimal characters of different languages, both handwritten and printed. Furthermore, results were compared with standard edge detection techniques in terms 1 of different performance parameters, such as entropy, kappa value, true positive, false negative, etc. The authors observed that their scheme was superior to other standard schemes.
In the paper entitled ''Two-mode navigation method for low-cost IMU-based indoor pedestrian navigation'', Xu et al. believed traditional inertial navigation systembased indoor pedestrian navigation was not suitable, since its data fusion model was designed merely for a single condition. They proposed a two-mode navigation method for indoor pedestrian navigation to achieve better performance. Their method can handle the stance mode and the swing mode. When the foot was in a stance phase, the stance mode worked, and the velocity and yaw errors were corrected. When the foot was in a swing phase, the swing mode worked, and the yaw error was corrected. They assessed the performance based on a real indoor test. The position root-mean-square error (RMSE) was 1.926 m and the yaw RMSE was 0.20734 rad.
In the paper entitled ''Combination of stationary wavelet transform and kernel support vector machine for MR brain image processing'', Zhou et al. proposed several novel automatic classification systems for appropriate, accurate, and early detection of brain diseases. They scanned brains using magnetic resonance imaging (MRI), since it is a non-invasive tool. They used stationary wavelet transform (SWT), principal component analysis (PCA), and four improved support vector machines. Their experimental results over three different datasets showed that the average accuracies were almost 100.00%.
