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Abstract 
 
Today is an era of wireless communication systems. 
The day is not so far when the whole distributed system 
of the world will goes wireless. Leader in a distributed 
system plays a vital role in various computing 
environments like wireless networks etc. The main 
focus of researchers is on electing a new leader with 
lesser time consumption and with transmitting 
minimum number of messages in the network. Election 
of a leader using binary heap tree mechanism has 
garnered attention recently. But there are many other 
variants of heaps available in the literature which has 
better running time as compared to binary heaps. This 
paper presents design of leader election algorithm 
using a better variant called Fibonacci heap structure. 
Our design elects a new leader in O(1) time by passing 
lesser number of messages. The design is suitable in 
wireless environments. 
 
 
1. Introduction 
Election is a procedure that allows nodes of a 
distributed system to choose a representative who will 
hold positions of authority within it. This 
representative is supposed to perform several tasks like 
it can act as a time server in various synchronization 
algorithms [1], master database server in distributed 
computations, key distribution centre [2] etc. It can be 
used to break a deadlock in distributed databases, 
reconstruct a lost token in a token ring network [3], 
serve the incoming request, grant privileges to other 
nodes and even in ad hoc networks also [4]. 
Leader election algorithms comes into picture when 
its usefulness was first exposed by Gerard Lelann [5] 
around 35 years ago. After that many algorithms were 
designed like the famous Bully algorithm [6] for mesh 
networks developed by Garcia Molina and Ring 
algorithm [7] for ring networks etc. 
In any leader election algorithm, a leader is usually 
chosen based on some criterion such as choosing the 
node with the largest identifier such as highest battery 
life, computing power etc. in case of mobile ad hoc 
networks or with the lowest one such as the clock time 
of the first node when it enters into the system. This 
criterion is called its unique identifier (UID) [4, 8]. We 
assume that each node will have its own UID unique 
throughout the network and the comparison of this 
UID will account for leader election. Say, there are N 
nodes in a network, so after the termination of the 
algorithm, exactly one node will be designated as the 
new leader and remaining N-1 nodes will be informed 
of the new leader. For simplicity in the description of 
our algorithm, we assume that there is only one process 
at each node of the distributed system.  These N-1 
nodes are called the candidate nodes for leader 
election. However, at some later stages one node from 
these N-1 nodes can be elected as the new leader 
depending on the criterion. The only thing is that after 
the execution of the algorithm there should be at least 
and at most one leader which is the standard condition 
and it should always be satisfied. 
This paper follows the standard models for 
distributed systems given in [9-11]. Leader election has 
been solved under many different assumptions: the 
graph can be a ring [3, 7], a tree [12-14], a complete 
graph [15] or a general connected graph. In this paper, 
we assume that the graph constructed will gains  a 
shape of Fibonacci heap [16]. The communication 
model is a point-to-point communication network 
which is represented as a simple connected undirected 
graph, where the vertices represent processes and two 
vertices are linked by an edge if the corresponding 
processes have a direct communication link. Processes 
communicate by message passing through these edges. 
A leader election process is defined to be a uniform 
algorithm (code) executed at each node of the network; 
at the end of the algorithm execution, exactly one node 
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leader state. 
Leader election in wireless environments can also 
be read in the previous literature [17, 18]. Our design 
works much better in case of faulty environments. 
Suppose there  is a faulty system in which a node 
becomes leader and before the role of this leader has 
been done, it stops working. So for what purpose this 
leader was elected? If the time to elect a new leader is 
greater than the time to complete its job in the network, 
then the algorithm designed for electing that leader 
should again needs to be reviewed. Our works involves 
substantial modifications of an existing algorithm and 
its proof. Our design exploits the properties of 
Fibonacci Heaps and its operations [16, 19].  After 
comparing with other variants of heaps, we find 
Fibonacci heap better candidate for leader election 
algorithms.  The higher efficiency and better 
performance of our presented algorithms with respect 
to the existing algorithms is validated through 
extensive simulation results. 
 
2. Leader Election using Fibonacci Heap 
In this section, we will describe our leader election 
algorithm. In this method, we use the Fibonacci heap 
tree for selecting the leader. Each node of the tree 
corresponds to an element that stores the value (taken 
as the UID) in the node. We have to find the minimum 
key of the Fibonacci heap and designate it as the 
leader. 
A  Fibonacci heap  [19]  is a collection of heap-
ordered trees.  It consists of a forest of trees. A given 
Fibonacci heap H is accessed by a pointer min[H] to 
the root of the tree containing a minimum key; this 
node is called the minimum node of the Fibonacci heap 
and this will be elected as the leader node. The pointer 
min[H] thus points to the node in the root list whose 
key is minimum. If a Fibonacci heap H is empty, then 
min [H] = NIL. The roots of all the trees in a Fibonacci 
heap are linked together using their  left  and  right 
pointers into a circular, doubly linked list called the 
root list  of the Fibonacci heap. The siblings at each 
level are also connected in such manner. The order of 
the trees within a root list is arbitrary. The advantage of 
circular, doubly linked list used in Fibonacci heap is 
that first we can remove a node from a circular, doubly 
linked list in  O(1) time and second, given two such 
lists, we can concatenate them (or "splice" them 
together) into one circular, doubly linked list in O(1) 
time. We are trying to exploit this property of 
Fibonacci heap. 
The root of the tree is H[1], and given the index i of 
a node, the indices of its parent  PARENT(i), child 
CHILD[i], left sibling  LEFT(i), and right sibling 
RIGHT(i) can be computed easily. In our method, each 
node that joins the group records the information about 
its parent, child, left and right sibling. The nodes need 
not possess complete information regarding the other 
nodes of the graph. The values in the nodes (taken as 
UID) satisfy the heap property. The property of the 
min-heap is that for every node i, H[PARENT(i)] < 
A[i], i.e, the value of a node should always be greater 
than the value of its parent. Thus, the smallest element 
in a Fibonacci heap is stored at the root, and the sub-
tree rooted at a node contains values no smaller than 
that contained at the node itself. Hence, the root is 
always the smallest element. 
Now, to make an empty Fibonacci heap, the FH-
MAKE(H) is used. This procedure allocates and 
returns the Fibonacci heap object  H, where  heap-
size[H] = 0 and min[H] = NIL as there are no trees in 
H. Thus, the cost of FH-MAKE(H) is equal to  O(1) 
actual cost. 
To insert a new node, the procedure FH-Insert(H, x) 
is called which will insert a node x in Fibonacci heap 
H. Node x is added to the left of min[H] node creating 
a new heap with only one element and then its value is 
compared with min[H]  node. If the value of node 
(cannot be equal as this value is UID) x is greater than 
that of min[H], then it is simply added to the root list. 
If its value is smaller than that of min[H], then min[H] 
pointer will starts pointing the value x and it will be 
elected as the new leader and all other nodes will be 
informed of the new leader. In both cases, it does not 
make any effect on the other parts of the heap and it 
takes only  O(1) time to insert a new node and elect a 
leader as there is always a pointer that points to the 
root of the heap i.e. min[H]. 
When a node is inserted into an empty Fibonacci 
heap, then min[H] will points to that node as there are 
no other nodes in the network. New nodes are inserted 
into the root list according to the FH-Insert(H, x)  and 
leader will be elected accordingly. At that time, 
suppose nodes are only inserted in sequence into the 
network and no deletion e.g. a crash has been done yet, 
then our Fibonacci heap will works like a bidirectional 
ring. This is because the root list is  connected in a 
circular, doubly linked list way. The Fibonacci heap 
will gain its shape of a tree or restructure itself only 
when a node has been deleted from the system. So our 
design works much better in wireless networks as they 
are unstable and nodes  need not stay for long in the 
system. It just come, completes its work and leaves the 
system. So frequency of insertions and deletions in the 
system is high. 
In our design, when the root is deleted from the tree, 
we say that the leader has crashed.  Its children will 
become roots of new trees. The trees with same degree 
(here degree means the number of children) are merged 
with each other using procedure FH-Union(H1,H2). In 
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The smaller key remains at the root  and the other 
becomes child of that root. This justifies the heap 
property also. This is repeated until every root has a 
different degree. At last, we check each of the 
remaining roots and find the minimum and elect it as 
the new leader. Therefore the amortized running time 
of this procedure is O(log n). 
 
3. Analysis of  Leader Election using 
Fibonacci Heap 
In this section, we will analyse our design of leader 
election algorithm.  The procedures FH-MAKE(H), 
FH-Insert(H, x), FindMin(), DecreaseRoot(), FH-
Union(H1,H2) runs in O(1) time and DeleteMin() runs 
in O(log n) amortized time. In our method, each node 
should not save the information about all the nodes of 
the network. It just stores information of its parent, left 
and right sibling, and its child. Therefore, unlike the 
Bully algorithm which requires a memory space of n
2, 
our approach requires a smaller memory space of only 
4n. In addition, two other fields at each node will be of 
use. The number of children in the child list of node x 
is stored in  degree[x] and the boolean-valued field 
mark[x] indicates whether node x has lost a child since 
the last time. The maximum degree D(x) of any node 
in an  n-node Fibonacci heap is  O(log  n). The 
maximum number of messages transmitted when the 
leader has crashed is of order O(log n). 
 
4. Conclusion and Future Works 
In this paper, we presented a novel approach 
towards leader election using Fibonacci heap by 
electing minimum node as leader. Fibonacci heaps 
offer a good example of data structure designed with 
amortized analysis in mind.  However the resulting 
structure is a little complicated, but it can be made 
useful in practical cases of leader election algorithms. 
The design is suitable in wireless networks in spite of 
the fact that they are unstable and prone to faults. We 
concluded that higher the system is immune to the 
faults, the better our design works. The lesser 
complexity in message passing exhibited by this 
method is justified through obtained simulation results. 
In future, we tend to adopt these approaches in mobile 
ad hoc and sensor environments. 
 
5. References 
[1] Riccardo Gusella and Stefano Zatti, "The Berkeley UNIX 
4.3 BSD time synchronization protocol: protocol 
specification,´ Technical Report, CSD85-250, U. of 
California, 1985 
[2] B. DeCleene et al., ³Secure Group Communications for 
Wireless Networks´, Proceedings of MILCOM, October 
2001 
[3]  G. Fredrickson and N. Lynch, ³The impact of 
synchronous communication on the problem of electing a 
leader in a ring´, in Proc. 16th ACM Symp on Theory of 
Computing, W ashington, USA, pp. 493-503, 1984 
[4] N. Malpani, J. Welch and N. Vaidya, ³Leader election 
algorithms for mobile ad hoc networks´, 4th Intl. Workshop 
on Discrete Algorithms and Methods for Mobile Computing 
and Communications, Boston, USA, pp. 96-103, Aug. 2000 
[5] G. LeLann, ³Distributed systems  -  towards a formal 
approach´, Information Processing Letters, 1977, pp. 155-
160 
[6] H. Garcia-Molina, ³Elections in Distributed Computing 
System´, IEEE Transaction Computers, Vol.C-31, pp. 48-59, 
Jan. 1982 
[7] N. Fredrickson and N. Lynch, ³Electing a leader in a 
synchronous ring´, Journal of ACM, vol. 34, no. 1, pp. 98-
115, 1987 
[8] Lynch. N., ³Distributed Algorithms,´ Morgan Kaufmann, 
Los Altos, CA, 1997 
[9]  Tel G., ³Introduction to Distributed Algorithms´, 
Cambridge University Press, Cambridge, (2000) 
[10] Andrew S. Tanenbaum, "Distributed Operating System", 
TMH, 2007 
[11] H. Attiya and J. L. Welch, ³Distributed Computing: 
Fundamentals, Simulations and Advanced Topics´, London, 
UK: McGraw-Hill, 1998 
[12] Sepehri M., Goodarzi M., ³Leader Election Algorithm 
Using Heap Structure´, 12th WSEAS International 
Conference on Computers, Heraklion, Greece, July 23-25, 
2008 
[13] MohammadReza EffatParvar, Nasser Yazdani, Mehdi 
EffatParvar, Aresh Dadlani and Ahmad Khonsari, ³Improved 
Algorithms for Leader Election in Distributed Systems´, 2nd 
International Conference on Computer Engineering and 
Technology, 2010 
[14]  Mehdi EffatParvar, AmirMasoud Rahmani, 
MohammadReza EffatParvar, Mehdi Dehghan, ³Heap Base 
Coordinator Finding with Fault Tolerant Method in 
Distributed Systems´, Int. J. Comp. Tech. Appl., Vol. 2 (4), 
761-766, IJCTA  JULY-AUGUST 2011 
[15] J. Villadangos, A. Cordoba, F. Farina, M. Prieto, 
³Efficient leader election in complete networks´, In Proc. 
13th Euromicro Conf. Parallel, Distributed and Network-
based Processing, pages 136±143, IEEE Computer Society, 
2005 
[16] Michael L. Fredman, Robert Endre Tarjan, ³Fibonacci 
Heaps and their uses in improved network optimization 
algorithms´, 1984 IEEE 
[17] S. Vasudevan, B. DeCleene, N. Immerman, J. Kurose 
and D. Towsley, ³Leader Election Algorithms for Wireless 
Ad Hoc Networks´, In Proc. of IEEE DISCEX III, 2003 
[18] M. Shirmohammadi, K. Faez, and M. Chhardoli, 
³LELE: Leader Election with Load balancing Energy in 
Wireless Sensor Network,´ In Proceeding IEEE International 
Conference on Communications and Mobile Computing 
(ICCMC), pp. 106-110, 2009 
[19]  Cormen T.H., Leiserson C.E., Rivest R. L., Stein C., 
³Introduction to Algorithm´, McGraw Hill Book Company, 
(2001) 
                                
                                
                                
                                
                                
Arihant Kumar Jain et al ,Int.J.Computer Technology & Applications,Vol 3 (3), 871-873
873
ISSN:2229-6093
IJCTA | MAY-JUNE 2012 
Available online@www.ijcta.com