Abstract. Let A be a finitely generated commutative domain over an algebraically closed field k, σ an algebra endomorphism of A, and δ a σ-derivation of A. Then GKdim(A[x, σ, δ]) = GKdim(A) + 1 if and only if σ is locally algebraic in the sense that every finite dimensional subspace of A is contained in a finite dimensional σ-stable subspace.
Theorems
Throughout this paper, k denotes an algebraically closed field and A will be a k-algebra. Let σ be a k-algebra endomorphism of A. Then the algebra A [x, σ] is a polynomial extension of A subject to the relation ax = xσ(a) for all a ∈ A. If σ is an automorphism, then x is a regular normal elment in A [x, σ] and the algebra A [x, x −1 , σ] is defined by inverting x in A [x, σ] . Let GKdim denote the Gelfand-Kirillov dimension. The definition and basic properties of GKdim can be found in [KL] . A finite dimensional subspace of A containing the identity 1 is called a subframe of A. A subframe (or a subspace) V of A is said to be σ-stable if σ(V ) ⊂ V . We call σ locally algebraic if every subframe of A is contained in a σ-stable subframe. It is not hard to prove that if σ is a locally algebraic automorphism, then GKdim(A[x, x −1 , σ]) = GKdim(A) + 1 [LMO, Prop. 1] . In this paper we will prove a partial converse when A is a commutative domain. (c) σ is locally algebraic.
If moreover A is a field, then (a)-(c) are equivalent to the following. (d) σ is an automorphism of finite order.
The only difficult step is the implication from (a) to (c). This implication will fail if either (i) A is not a domain or (ii) A is not commutative (see Examples in §5). A related example was given by I. Musson [Mu] which shows that there is a non-prime PI algebra A and an algebra automorphism σ of A such that there are no non-trivial σ-stable subspaces of A and that GKdim(A[x, x −1 , σ]) = GKdim(A) + 1 = 3. It is unknown if Theorem 1.1 holds for prime PI algebras.
We will prove the following analogue to Theorem 1.1. Theorem 1.2. Let A be a commutative domain over k, σ an algebra endomorphism of A, and δ a σ-derivation of A.
(1) If A is a finitely generated algebra, then the following statements are equivalent :
is a finitely generated field, then each of (a)-(c) is equivalent to the following:
(d) σ is an automorphism of finite order.
In §2 we will prove a lemma which will be used several times in later sections. Section 3 is devoted to the proof of Theorem 1.1, and §4 contains the proof of Theorem 1.2. In §5 we will give some examples which show that the hypotheses in Theorems 1.1 and 1.2 are necessary.
A lemma
The lemma we will prove is essentially contained in [Zh, Sec. 6] . Let G be an ordered semigroup with unit e. Familiar examples of ordered (semi)groups are N l and Z l for l ≥ 1. Let A be an algebra with a filtration {F n |n ∈ G} of subspaces of A. We denote by F <n the subspace m<n F m . Suppose the filtration satisfies the following conditions:
Then A is called a G-filtered algebra. The associated graded algebra is defined to be gr(A) = n∈G F n /F <n with the k-linear multiplication determined by [KL, page 73] for the case when G = Z). We define a map ν : A −→ gr(A) by ν(a) = a + F <n for all a ∈ F n − F <n . This map is called a leading-term map and it is easy to see that (l1) ν(t) = t for all t ∈ k; (l2) ν(a) = 0 for all a = 0;
If the associated graded algebra
Obvious examples of filtered algebras are graded algebras. A G-graded algebra A = i∈G A i can be viewed naturally as a filtered algebra by letting F n = m≤n A m . Then {F n |n ∈ G} is a filtration and gr(A) = A. The leading-term map is ν(a) = a ng if a = a n1 +a n2 +· · ·+a ng with 0 = a ni ∈ A ni and n 1 < n 2 < · · · < n g .
Some N-filtered algebras can be characterized in the following way. Let A be an algebra generated by a subframe V . Then 
Familiar examples are the Weyl algebras and universal enveloping algebras of finite dimensional Lie algebras. In these two examples, the associated graded algebras are domains.
Another example of an N-filtered algebra is A [x, σ, δ] where σ is an endomorphism of A and δ is a σ-derivation of A.
Then {F n } satisfies (f1,2,3,4) and gr (A[x, σ, δ] 
The following lemma lists some basic properties of the leading-term map. For every subspace V of A, we define ν(V ) = x∈V kν(x). Hence ν(V ) is a graded subspace of gr(A).
Lemma 2.1. Let A be a G-filtered algebra and let ν be the leading-term map from A to gr(A).
( (1) and (2).
Then W n and W <n are subspaces of W and by the definition of ν we see that
(5) is a consequence of (3) and (4). (6) is a consequence of (5) by induction. (7) Let V be a subframe of gr(A). There is a subframe W of A such that
.) Then the statement follows from (6) and the definition of GKdim.
Proof of Theorem 1.1
We divide the proof of Theorem 1.1 into two parts: Theorem 3.2 and Proposition 3.3.
Let A be a commutative algebra and let V be a subframe of A. Applying [Ma, 13 .2] to the graded algebra
is a polynomial of n with rational coefficients for n 0. If A is a commutative domain, we will show that the leading coefficient of the polynomial dim(V n ) is "at least linearly dependent on dim(V )" (the precise definition will be given below). Since the leading coefficient of the growth polynomial is related to the multiplicity [MR, 8.4 .7], we make the following definition. Let A be an algebra of GKdim d. We say A satisfies the sensitive multiplicity condition (or SMC) if there is a finite dimensional subspace V 0 of A and a constant c > 0 such that if W is a finite dimensional subspace containing V 0 a for some regular element a ∈ A, then
for all n. In this case we say A satisfies SM (V 0 , c, d (4), (6) and the definition of SM (V 0 , c, d), the proof of Lemma 3.1 is straightforward and is left to the reader. Lemma 3.1 will be used in the proofs of Theorem 3.2 and Proposition 5.4.
Lemma 3.1. (1) Let G be an ordered semigroup and let A be a (noncommutative) G-filtered algebra such that the associated graded algebra gr(A) is a domain and that GKdim(gr(
(2) Let A be a commutative domain and let Q(A) be the fraction field of A.
Theorem 3.2. If A is a commutative domain such that the fraction field Q(A) is finitely generated as a field, then A satisfies SMC.
Proof. First we prove the following statement: If R is a commutative domain sat-
x pi W i where the {p i } are increasing and suppose that
where we have used the inequality
for all n where c 1 = c 4(d+1) . Hence we have
Case 2. In general let W be a subspace such that W ⊃ (V 0 + kx)y for some y ∈ R [x] . By Lemma 2.1(6), we have dim(
2 ) satisfies the conditions in case 1. By case 1,
2 d+2 and the statement is proved.
It is trivial to check that k satisfies SMC with d = GKdim(k) = 0. By induction and the statement we just proved, the polynomial algebra
Now we prove that every commutative domain A with Q(A) being finitely generated satisfies SMC.
By using Lemma 3.1(2) twice, we may assume that A is a finitely generated commutative domain. Consider the variety Y defined by the algebra A. By [Ha, I.5.3] , there is a nonsingular point p ∈ Y . By [Ha, I.5 .1], the local ring at the point p, B := O p,Y , is regular. Hence Q(B) = Q(A) and the Krull dimension of B is equal to the Krull dimension of A, which is also equal to the GK dimension of A [KL, 4.5] . By Lemma 3.1(2) again, we may assume that A is a regular local algebra of Krull dimension and GK dimension d. By [Ma, 14.4] , A is a Z-filtered algebra with associated graded algebra gr(A) isomorphic to the polynomial ring
Since the polynomial algebra satisfies SMC, by Lemma 3.1(1), A satisfies SMC and thus we have finished our proof.
In the proof of Theorem 3.2, we used the fact that k is algebraically closed. It is unknown if a (finitely generated) commutative domain over an arbitrary field satisfies SMC.
Proposition 3.3. Let A be an algebra and let σ be an algebra endomorphism of A.
(
1) If A is a commutative algebra satisfying SMC and if σ is not locally algebraic, then GKdim(A[x, σ]) ≥ GKdim(A) + 2. (2) If σ is locally algebraic, then GKdim(A[x, σ]) = GKdim(A) + 1.
Proof. By definition V x = xV σ where V σ = σ(V ). For every subspace V of A, we have
If σ is not locally algebraic, then there exists a y ∈ A such that the subspace s≥0 kσ s (y) is infinite dimensional. Let V = V 0 + ky for some V 0 and let
kσ s (y)) = i + 1 for all i. By (3.3.1) and (3.3.2), we have
(2) If σ is locally algebraic and V is σ-stable, by (3.3.1), we have dim((V +kx)
In general the GKdim of A [x, σ] could jump by more than 2. By [MR, page 291] there is an automorphism
Here {x ±1 } means {x, x −1 } (and similarly for other variables).
Proof of Theorem 1.1. By Proposition 3.3(2) (c) implies (b), and by [LMO, Prop.1 
] (c) implies (b) . It is trivial that (b) implies (a), (b) implies (a) , and (a) implies (a). Hence it remains to prove that (a) implies (c). But this implication is an immediate consequence of Theorem 3.2 and Proposition 3.3(1). Next we assume that A is a finitely generated field and show that (c) and (d) are equivalent. It is easy to see that (d) implies (c). Hence it remains to verify that (c) implies (d). Now suppose that σ is a locally algebraic endomorphism of A.
Let V be a σ-stable subframe which generates A as a field. Consider σ as a k-linear map from V to itself. Since k is algebraically closed, there are l eigenvalues of σ where l = dim(V ), and for an eigenvalue r, there is an eigenvector v ∈ V such that σ(v) = rv. Since A is a field, σ is injective and hence r is not zero. If r is not a root of 1, then v ∈ k and s≥0 kσ s ( 1 1−v ) is infinite dimensional. This contradicts the fact that σ is locally algebraic. Hence every eigenvalue of σ is a root of 1. Replacing σ by σ m for some positive integer m, we may assume that every eigenvalue of σ is 1. In this case, (σ − id) n = 0 for n ≥ l, where id is the identity map of V . If the characteristic of k is p > 0, then
is infinite dimensional, a contradiction. Therefore, for any characteristic, σ n = id as a k-linear endomorphism of V for some n > 0. Since V generates the field A, σ is an automorphism of A of finite order. Thus we have finished our proof.
Proof of Theorem 1.2
To prove Theorem 1.2 we need the following lemma which is an analogue of [KL, 3.5] .
Lemma 4.1. Let A be an algebra, σ an endomorphism of A, and δ a σ-derivation
Proof. We copy the proof of [KL, 3.5 ] with a slight modification. Every subframe of A [x, σ, δ] is contained in (V + kx) s for some subframe V of A and some integer s. Hence to compute GKdim (A[x, σ, δ] ) we only need to consider subframes V + kx. By the hypothesis, we may assume V is σ-stable and the subalgebra k[V ] is δ-stable. Hence δ(V ) ⊂ V m for some fixed integer m. By induction on l and by the fact that V is σ-stable it is easy to prove that
for all l ≥ 1. By induction on n, we have x, σ, δ] is a filtered algebra with associated graded algebra A [x, σ] , by Proposition 3.3(2) and Lemma 2.1 (7) (2) It is trivial that (b) implies (a). As in the proof of (1), (a) 
This implies that GKdim
(A[x, σ, δ]) ≤ GKdim(A) + 1. Since A[x j ) = f j g −1 for some f j ∈ k[V ]. Hence W = V + kg −1 is a σ-stable subframe of A. We claim that k[W ] is δ-stable. Since W is σ-stable, it suffices to prove that δ(W ) ⊂ k[W ]. By the definition of g, δ(V ) ⊂ k[W ]. Since V is σ-stable, δ(k[V ]) ⊂ k[W ]. In particular, δ(g) ∈ k[W ]. It is easy to see that δ(g −1 ) = −g −2 δ(g) ∈ k[W ]. Therefore δ(W ) ⊂ k[W ]
Examples
In this section we will see that not every algebra satisfies SMC. To measure in what degree an algebra satisfies SMC, we define the following invariant. Next we will give some examples in which g(A) < GKdim(A), and show that (a) and (c) in Theorem 1.1 are not equivalent for these algebras. Most of the following statements are easily checked, or follow from direct computations, thus detailed proofs will be omitted. By direct computation (and of course using σ), we see that
where |i| ≤ m · n + 1 2 n(n + 1)l 2 , |j| ≤ l · n, |s| ≤ l · n.
It is obvious that dim(V ) = (2m + 1)(2l + 1) 2 and dim(W n ) = (2mn + n(n + 1)l 2 )(2ln + 1) 2 .
If we let m go to infinity, dim(W n ) ≈ 8ml 2 n 3 and dim(V ) ≈ 8ml 2 . Then dim(V n ) ≤ dim(W n ) implies that g(k [G] [Zh, 6.3] . By using the leading-term map, we can prove that g(k [G] 
