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Extension de fibre´s vectoriels et profondeur
Helmut A. Hamm (Mu¨nster)
1 Introduction
Dans SGA2, A.Grothendieck a de´montre´ des the´ore`mes de Lefschetz par
voie alge´brique, en particulier pour le groupe fondamental (alge´brique) et
le groupe de Picard [G2]. Les outils essentiels sont: conditions de pro-
fondeur, cohomologie locale, the´ore`mes de finitude et d’annulation,... Un
des ingre´dients est le the´ore`me d’annulation suivant, en fixant un corps k:
1.1 The´ore`me. ([G2] XII Cor. 1.4) Soit X un sche´ma projectif sur k, S
un faisceau alge´brique cohe´rent sur X, prof S ≥ n. Soit L un faisceau tre`s
ample sur X. Alors Hq(X,S ⊗OX L
−l) = 0 pour q < n, l ≫ 0.
Ici, prof S ≥ n signifie que prof Sx ≥ n pour tout point ferme´ x de X ,
ou` prof Sx est la profondeur du OX,x-module Sx. Naturellement il suffit de
supposer que L est ample.
Ce the´ore`me e´tait utilise´, par example, afin de de´montrer un the´ore`me de Lef-
schetz pour le groupe de Picard d’une varie´te´ projective ([G2] XII Cor. 3.6).
En partie les re´sultats y concernent, plus ge´ne´ralement, des fibre´s vectoriels.
Le but de l’article pre´sent est le passage du cas projectif au cas quasi-projectif
- a` part du traitement du cas analytique complexe correspondent. On ne va
que pe´parer ici le traitement du groupe de Picard et se concentrer sur le cas
des fibre´s vectoriels: une situation plus ge´ne´rale ou` les re´sultats sont plus
fragmentaires.
En fait, on trouve de´ja` un passage sur le cas quasi-projectif chez Grothendieck
( [G2], XII.5), mais en ce qui concerne notre genre de question il n’y a
qu’une remarque qui se borne au cas ou` la varie´te´ quasi-projective est le
comple´mentaire d’un nombre fini de points (loc.cit., 5.6).
Le passage du cas d’une varie´te´ projective a` celui d’un sche´ma quasi-projectif
ne´cessite une condition de finitude. On va choisir une formulation de celle-ci
qui e´tait utilise´e dans le cas complexe analytique par Trautmann et Siu, voir
e.g. [BS]. Ceci marche dans notre contexte parce que nous avons un sche´ma
de Jacobson, voir [G3], comment on va le voir. On de´finit donc, pour un
faisceau alge´brique cohe´rent S sur un sche´ma Y :
Sm(S) = {x ∈ Y ferme´ | prof Sx ≤ m}.
On constate qu’en fait le the´ore`me en haut s’inse`re dans un the´ore`me de
finitude ge´ne´ral, en passant de la varie´te´ projective au coˆne e´pointe´ corre-
spondant. Ainsi le the´ore`me d’annulation en haut se ge´ne´ralise comme suit:
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1.2 The´ore`me. Soit k un corps, X un sche´ma projectif sur k, Y un sous-
espace alge´brique ferme´, S un faisceau alge´brique cohe´rent sur X \ Y , L un
faisceau ample sur X. Supposons que prof S ≥ m et que S ve´rifie la condition
suivante de finitude Fm:
dim Y ∩ Sl(S) < l −m pour tout l ≤ m+ dimY .
Alors Hs(X \ Y,S ⊗OX\Y L
−ν |X \ Y ) = 0, s < m, ν ≫ 0.
Dans cet article nous posons dim ∅ := −∞. Pour la condition Fm voir les
conditions e´quivalentes de Proposition 2.1.
Dans section 4 on va appliquer ce genre de re´sultats au semi-anneau V ectX
des classes d’isomorphie de fibre´s vectoriels alge´briques sur X . En particulier
on va obtenir le the´ore`me suivant:
1.3 The´ore`me. Soit X ⊂ PN(k) un sous-sche´ma projectif sur k, Y une
partie ferme´e, H un hyperplan de´fini par un faisceau d’ide´aux I tel que I ⊗
OX ≃ IOX . Soit Xˆ la comple´tion de X le long de X ∩ H. Supposons
prof OX∩H\Y ≥ 2 et que dimSl(OX\Y ) ∩ Y ∩ H < l − 3 pour tout l ≤
dim Y ∩H + 3. Alors
lim
−→
V ect U ≃ V ect (Xˆ \ Yˆ ) ≃ lim
←−
V ect(Xn \ Yn)
ou` U parcourt les voisinages ouverts de X ∩H \ Y dans X \ Y , n ∈ N et Xn
est le n-ie`me voisinage infinite´simal de X ∩H dans X.
On peut donc approximer V ect Xˆ \ Yˆ de deux coˆte´s.
Il y a un cas ou` on a une information un peu plus pre´cise:
1.4 The´ore`me. Soit codimXY ≥ 3 et X \Y une intersection comple`te dans
PN(k)\Y , c.-a` d. peut eˆtre de´finie par N \dimX e´quations, dim X \Y ≥ 3.
Soit E un fibre´ vectoriel sur X \ Y . Alors E est trivial si et seulement si la
restriction alge´brique a` X ∩H \ Y est trivial.
Ce the´ore`me permet de restreindre la question de trivialite´ au cas de fibre´s
vectoriels sur une surface.
Il y a des renseignements plus pre´cis pour le groupe de Picard. En particulier
on va de´duire dans section 5 le the´ore`me de type de Lefschetz suivant:
1.5 The´ore`me. Soit X un sous-sche´ma projectif de PN(k), Y un ferme´ de
Zariski dans X de codimension ≥ 4, X \ Y une intersection comple`te dans
PN(k) \ Y de dimension ≥ 3. Alors Pic(X \ Y ) ≃ Z.
Dans le cas k = C nous pouvons comparer avec le cadre analytique. Soit Xan
l’espace analytique complexe qui correspond au sche´ma projectif complexe
X .
1.6 The´ore`me. Soit X ⊂ PN(C) un sous-sche´ma projectif, Y une partie
ferme´e, H un hyperplan de´fini par un faisceau d’ide´aux I tel que I ⊗OX ≃
IOX . Soit dimSl+2(OX∩H\Y ) ≤ l pour l ≤ dimY ∩ H. Alors on a un
diagramme commutatif:
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lim
→
V ect U
≃
−→ V ect(Xˆ \ Yˆ )
≃
→ lim
←
V ect(Xn \ Yn)
↓≃ ↓≃ ↓≃
lim
→
V ect Uan
≃
→ H1(Xan ∩Han \ Y an, Gl(OXan))
≃
→ V ect(Xˆan \ Yˆ an)
≃
→ lim
←
V ect(Xann \ Y
an
n )
ou` U parcourt les voisinages (de Zariski) de X ∩H \ Y dans X \ Y .
1.7 The´ore`me. Soient X, Y,H comme dans The´ore`me 1.6. Supposons
codimXY ≥ 3, codimXSing(X \ Y ) ≥ 3, dim Sl(OX\Y ) ≤ l − 2 pour
l < dim X. Soit E un fibre´ vectoriel sur X \ Y . Alors E est trivial si et
seulement si la restriction analytique de Ean a` Xan ∩Han \ Y an est triviale.
Ce the´ore`me permet pour la question de trivialite´ une re´duction au cas d’une
surface projective lisse.
La situation est meilleure quand on regarde des fibre´s vectoriels a` connex-
ion inte´grable. Soit V ectci(X) l’ensemble des classes d’isomorphie de fibre´s
vectoriels holomorphes a` connexion inte´grable, voir [D]. Alors
1.8 The´ore`me. Soit X ⊂ PN(C) un sous-sche´ma projectif, Y une par-
tie ferme´e, X \ Y lisse, partout de dimension ≥ 3, H un hyperplan trans-
verse a` X \ Y , codimXY ∩ H ≥ 3. Alors on a un diagramme commutatif
d’isomorphies:
V ectci(X \ Y ) ≃ V ectci(X ∩H \ Y )
↓≃ ↓≃
V ectci(X
an \ Y an) ≃ V ectci(X
an ∩Han \ Y an)
Notons qu’ici une connexion inte´grable sur un fibre´ vectoriel sur X \ Y ou
bien X ∩H \ Y est automatiquement re´gulie`re.
Le travail pre´sente´ ici est dans la partie purement alge´brique base´e sur une
lecture de´taille´e du travail admirable de Grothendieck [G2].
La partie sur le cas analytique et la comparaison alge´brique/analytique a
des racines comple`tement diffe´rentes: le travail de Trautmann et Siu. Il y
a ici des techniques d’extension lie´es a` une figure de Hartogs, apre`s tout
on constate qu’elles sont appliquables. Des me´thodes semblables sont de´ja`
utilise´es afin d’obtenir des the´ore`mes du type de Zariski-Lefschetz [Ha1] et
pour le groupe de Picard local [Ha2] ou les groupes de Chow [Ha3]. Certains
re´sultats de cet article sont utilise´s pour le groupe de Picard des varie´te´s
projectives [HL2]. Notons que dans le cas complexe on dispose d’autres
me´thodes transcendantes encore.
2 Conditions de finitude et d’annulation
a) Conditions de finitude
La possibilite´ de travailler avec nos conditions de profondeur est base´e sur
l’observation suivante:
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2.1 Lemme. Supposons que X est un sche´ma de Jacobson (voir [G3] I
6.4.1). Soit S un faisceau alge´brique cohe´rent sur X, x ∈ X. Alors:
a) Sx 6= 0 ⇔ Sz 6= 0 pour tous les points ferme´s z de {x},
b) Si X est localement sous-sche´ma d’un sche´ma re´gulier: prof Sx ≤ l −
dim {x} ⇔ tous les points ferme´s de {x} appartiennent a` Sl(S)⇔ prof Sz ≤
l pour tout point ferme´ z de {x}.
Rappelons que Sl(S) e´tait de´fini dans l’introduction.
De´monstration: a) Comme S est cohe´rent on sait que le support de S est
ferme´ (voir [G3] 0, 5.2.2). Donc “⇒” est e´vident.
“⇐”: {x} et {x}∩suppS sont des ferme´s tels que l’intersection avec le sous-
espace des points ferme´s de X coincide. Par [G3] 0, 2.8.1 on conclut que
{x} = {x} ∩ suppS, donc Sx 6= 0.
b) Il suffit de conside´rer le cas ou` X est re´gulier de dimension n. Soit pd la
dimension projective d’un anneau local. Alors:
prof Sx + pdSx = dim SpecOX,x = n− dim {x}, voir [H1] III Prop. 6.12 A.
Or, pdSx = min{j | j ≥ 0, (Ext
i
OX
(S,OX))x = 0 pour i > j}, voir [H1] III
Ex.6.6. Notons que pdSx ≤ n.
Le faisceau ExtiOX (S,OX) est cohe´rent. Donc:
z ∈ Sl(S) pour tous les points ferme´s z de {x}
⇔ prof Sz ≤ l pour tous les points ferme´s z dans {x}
⇔ pdSz ≥ n− l pour tous les points ferme´s z dans {x}
⇔ ⊕n−l≤i≤nExt
i
OX
(S,OX)z 6= 0 pour tous les points ferme´s z dans {x}
⇔ ⊕n−l≤i≤nExt
i
OX
(S,OX)x 6= 0 (voir a))
⇔ pdSx ≥ n− l ⇔ prof Sx ≤ l − dim {x}.
Soient X , Y comme dans l’introduction et j : X \ Y → X l’inclusion.
Afin de de´montrer The´ore`me 1.2 rappelons des re´sultats de finitude qui sont
essentiellement dues a` [T2], [G2]:
2.2 Proposition. Soit S un faisceau alge´brique cohe´rent sur X \Y et j : X \
Y −→ X l’inclusion. Pour m ≥ 1, les conditions suivantes sont e´quivalentes:
a) S satisfait a` la condition Fm: dimY ∩ Sl(S) < l − m pour tout l ≤
m+ dimY ,
b) pour tout x ∈ X \Y : prof Sx > m−c(x) avec c(x) := codim{{x}∩Y, {x}),
c) pour s < m, Rsj∗S est cohe´rent.
Dans ce cas, dimHs(X \ Y,S) <∞, s < m, pourvu que X est propre sur k.
Remarque: Il suffit de supposer que X est un sche´ma de type fini sur k:
dans ce cas il s’agit d’un sche´ma de Jacobson qui est localement sous-sche´ma
d’un sche´ma re´gulier.
On peut d’ailleurs supposer que Y ⊂ suppS; dans ce cas, (Fm) implique que
codimXY > m (posons l = dim X).
De´monstration: b) ⇐⇒ c): On peut supposer que S = Sˆ|X \ Y ou` Sˆ est
cohe´rent sur X : d’abord, j∗S est quasi-cohe´rent, donc limite inductive de ses
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sous-faisceaux cohe´rents, voir [G3] I 6.9.15. Notons que H0Y (Sˆ) est cohe´rent:
sous l’hypothe`se b) ceci de´coule de [G2] VIII Cor. 2.3, sous l’hypothe`se c) on
sait que j∗S = j∗j
∗Sˆ est cohe´rent, donc H0Y (Sˆ) aussi. Alors c) est e´quivalent
a` la condition que HsY Sˆ est cohe´rent pour s ≤ m. On est donc ramene´ a` un
the´ore`me de finitude de Grothendieck: [G2] VIII Cor. 2.3.
a) =⇒ b): Soit x ∈ X \ Y , dim {x} = s. Supposons que prof Sx ≤ m− c(x):
Alors tous les points ferme´s de {x} \ Y appartiennent a` Sm−c(x)+s(S), donc
ceux de {x} a` Sm−c(x)+s(S), par Lemme 2.1. Ainsi, s− c(x) = dim {x}∩Y ≤
dimSm−c(x)+s(S) ∩ Y < s− c(x) par hypothe`se, contradiction.
b) =⇒ a): Soit x ∈ X \ Y tel que les points ferme´s de {x} appartiennent a`
Sl(S). Il faut montrer que dim {x}∩Y < l−m. Mais prof Sx ≤ l−s, ou` s :=
dim {x}, par Lemme 2.1. Donc dim {x}∩Y = s−c(x) = (m−c(x))+(s−m) <
prof Sx+(s−m) par hypothe`se, donc dim {x}∩Y < (l−s)+(s−m) = l−m.
La conclusion est une conse´quence de c).
Supposons maintenant que X est un sous-sche´ma de Pr. On a X = Proj A,
Y = Proj B, ou` A,B sont des k-alge`bres gradue´es, on peut supposer A0 =
B0 = k; soit X˜ := SpecA, Y˜ := SpecB, j˜ : X˜\Y˜ −→ X˜ l’inclusion, 0 le point
qui correspond a` l’ide´al ⊕k>0Ak. On a une projection π : X˜ \ Y˜ −→ X \ Y .
Soit S˜ := π∗S.
2.3 The´ore`me. Soit L ample sur X et m > 0. Les conditions suivantes
sont e´quivalentes:
a) prof S ≥ m, et S satisfait (Fm),
b) S˜ satisfait (Fm),
c) Rsj˜∗S˜ est cohe´rent pour s < m,
d) ⊕n∈ZH
s(X \ Y,S(n)) est un k[Z0, . . . , Zr]-module de type fini, s < m,
e) pour tout s < m, on a:
(e1) H
s(X \ Y,S ⊗ Ln) = 0, n≪ 0,
(e2) dimH
s(X \ Y,S ⊗ Ln) <∞, n ∈ Z,
(e3) ⊕n≥0H
s(X \ Y,S(n)) est un k[Z0, . . . , Zr]-module de type fini.
De´monstration: a)⇔ b): On a prof S˜x = prof Spi(x)+1. La condition (Fm)
pour S dit que dimY ∩Sl(S) < l−m pour tout l ≤ m+dimY . Ceci signifie
que dim Y˜ ∩ Sl(S˜) \ {0} < l − m pour tout l ≤ m + dim Y˜ . La condition
prof Sx ≥ m pour tout point ferme´ de X \ Y dit que Sl(S˜) = ∅, c.-a` d.
Y˜ ∩ Sl(S˜) = ∅ pour l ≤ m.
b) ⇔ c): voir Proposition 2.2.
c)⇔ d): On sait de toute fac¸on que les faisceaux Rsj˜∗S˜ sont quasi-cohe´rents.
Comme X˜ est affine, on obtient donc que H0(X˜, Rsj˜∗S˜) = H
s(X˜ \ Y˜ , S˜) ≃
⊕n∈ZH
s(X\Y,S(n)). En ge´ne´ral, on sait queH0(X˜, Rsj˜∗S˜) est unH
0(X˜,OX˜)-
module de type fini si et seulement si Rsj˜∗S˜ est cohe´rent, voir [H1] II Cor.
5.5. Or, H0(X˜,OX˜) = A, et A est quotient de R := k[Z0, . . . , Zr]. D’ou` le
re´sultat.
d) ⇒ e): Soit Lk tre`s ample. L’e´quivalence a) ⇔ d) montre qu’on a les
meˆmes hypothe`ses pour S ⊗Lj , j = 0, . . . , k−1, au lieu de S. On peut donc
supposer que L = OX(1).
La condition (e1) est alors e´vidente. Comme R est noethe´rien, Mn :=
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⊕k≥nH
s(X\Y,S⊗Lk) est un R-module de type fini pour tout n, ce qui donne
(e3) pour n = 0. Le meˆme vaut donc pour Mn/Mn+1 = H
s(X \ Y,S ⊗ Ln)
aussi. Or, il s’agit en meˆme temps d’un module sur R/R1 ≃ k, donc d’un
espace vectoriel sur k de dimension finie, on obtient donc (e2).
e) ⇒ d): clair.
De´monstration de The´ore`me 1.2: voir l’implication a) =⇒ e1) de The´ore`me
2.3.
En particulier, on obtient le corollaire de The´ore`me 1.2 suivant qui peut eˆtre
de´montre´ beaucoup plus facilement par voie directe:
2.4 Corollaire. Soit X un sche´ma projectif sur k, Y un sous-espace alge´brique
ferme´, L un faisceau ample sur X, S un faisceau alge´brique cohe´rent sur
X \ Y , prof S ≥ n. Alors Hq(X \ Y,S ⊗OX\Y (L|X \ Y )
−ν) = 0 pour
q < n− dim Y − 1, ν ≫ 0.
En fait, il y a une extension cohe´rente de S a` X , on peut donc appliquer la
me´thode de la de´monstration de [HL2] The´ore`me 2.1.
Le lemme suivant de´coule de The´ore`me 2.3 aussi, voir a) =⇒ d), mais peut
eˆtre de´montre´ directement, voir Appendice:
2.5 Lemme. Soit dimSl(S)∩Y < l−m pour tout l ≤ m+dimY , prof S ≥
m. Alors ⊕n∈ZH
s(X \ Y,S(n)) est un k[Z0, . . . , Zr]-module de type fini pour
s < m.
2.6 Lemme. Soit dimSl(S) ∩ Y < l − 1 pour tout l ≤ 1 + dim Y . Alors
S ⊗Ln est engendre´ par Γ(X \ Y,S ⊗Ln), n≫ 0, le dernier espace e´tant de
dimension finie.
De´monstration: D’apre`s Proposition 2.2, j∗S est cohe´rent, donc j∗S ⊗ L
n
est engendre´ par Γ(X, j∗S ⊗L
n) = Γ(X \ Y,S ⊗Ln), n≫ 0, parce que L est
ample, l’espace a` droite e´tant de dimension finie.
b) Conditions d’annulation
On aura aussi besoin des conditions d’annulation qui sont essentiellement
dues a` Grothendieck:
2.7 Proposition. Soit S un faisceau alge´brique cohe´rent sur X. Les condi-
tions suivantes sont e´quivalentes:
a) prof Sy ≥ n pour tout y ∈ Y ,
b) dim Y ∩ Sl+n(S) ≤ l pour tout l,
c) HiY S = 0 pour i < n.
Dans ce cas, H iY (X,S) = 0 pour i < n.
Remarque: Il suffit encore de supposer que X est localement un sche´ma de
type fini sur k.
De´monstration: a) ⇔ c): voir [G2] III Prop. 3.3.
a) ⇒ b): Soit y ∈ Y tel que les points ferme´s de {y} appartiennent a`
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Sl+n(S). Il suffit de de´montrer que s := dim {y} ≤ l. Par Lemme 2.1,
prof Sy ≤ l + n− s. Donc dim {y} = s ≤ l + n− profSy ≤ l + n− n = l.
b) ⇒ a): Supposons y ∈ Y , profSy < n: Soit s := dim {y}. Par Lemme 2.1,
les points ferme´s de {y} appartiennent a` Sn+s−1(S)∩Y . Donc dim Sn+s−1(S)∩
Y ≥ dim {y} = s, en contradiction avec l’hypothe`se.
La conse´quence est obtenue par une suite spectrale, voir [G2] I Th. 2.6.
La condition b) est due a` Scheja [Sch] dans le cas analogue analytique.
2.8 Lemme. Soit j : X \ Y → X l’inclusion, S un faisceau alge´brique
cohe´rent sur X \ Y , et supposons que S satisfait a` (F1). Alors j∗S est
cohe´rent, et prof (j∗S)y ≥ 2 pour y ∈ Y .
De´monstration: D’apre`s Proposition 2.2 T := j∗S est cohe´rent. On a
T ≃ j∗j
∗T , donc HkY (T ) = 0, k = 0, 1, ce qui implique prof Ty ≥ 2, y ∈ Y ,
par Proposition 2.7.
3 Conse´quences pour les faisceaux formels
a) Comple´tion de faisceaux
Soit k un corps, X un sche´ma projectif sur k, Y un sous-espace alge´brique
ferme´, H un hyperplan et I le faisceau d’ide´aux qui correspond a` H . Pour
un faisceau alge´brique S soit Sˆ la comple´tion de S le long de X ∩ H , voir
[G3] I.10. On peut de´duire du The´ore`me 1.2, voir [G2] XII The´ore`me 2.1
pour Y = ∅:
3.1 The´ore`me. Soit S un faisceau alge´brique cohe´rent sur X\Y . Supposons
que la fle`che naturelle S ⊗I → IS est injective, prof S ≥ m et que S ve´rifie
la condition Fm, c.-a`.d. dimY ∩ Sl(S) < l − m pour tout l ≤ m + dimY .
Alors Hs(X ∩ H \ Y, Sˆ)
≃
−→ lim
←
n
Hs(Xn \ Yn,S/I
nS) pour s ≤ m − 1, et
Hs(X \ Y,S) −→ Hs(X ∩ H \ Y, Sˆ) est bijectif, s < m − 1, et injectif,
s = m− 1.
De´monstration: On a la suite exacte longue de cohomologie associe´e a`
0 −→ IνS −→ S −→ S/IνS −→ 0
D’apre`s The´ore`me 1.2, Hs(X \ Y,S) −→ Hs(X ∩H \ Y,S/IνS) est bijectif,
s < m − 1, et injectif, s = m − 1, ν ≫ 0. Pour s ≤ m − 1, ceci implique
Hs(X ∩ H \ Y, Sˆ) ≃ lim
←
ν
Hs(X ∩ H \ Y,S/Iν)S, par [G4] 0III 13.3.1, voir
aussi 0III 13.1.2. Ceci donne la bijectivite´ pour s < m− 1; pour s = m− 1,
la composition des fle`ches
Hs(X \ Y,S) −→ Hs(X ∩H \ Y, Sˆ) −→ Hs(X ∩H \ Y,S/Iν)S
est injective, ν ≫ 0, donc la premie`re fle`che aussi.
b) Cohomologie des faisceaux formels
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Maintenant commenc¸ons par un faisceau cohe´rent S sur Xˆ \ Yˆ . Soit X ⊂ Pr,
H un hyperplan, I le faisceau d’ide´aux correspondant. On peut supposer
que H est de´fini par Z0 = 0. Supposons que la fle`che naturelle S ⊗I −→ IS
est injective. Soit L un faisceau ample sur X .
3.2 Lemme. Soit dimSl(S/IS) ∩ Y < l−m pour tout l ≤ m+dimY ∩H,
prof S/IS ≥ m. Alors le syste`me (⊕n∈ZH
s(X ∩H \ Y, (S/IkS)(n))k ve´rifie
pour s < m− 1 la condition de Mittag-Leffler, voir [G4] 0III 13.1.2.
De´monstration: Soit Sk := S/I
kS et s < m. Alors ⊕n∈ZH
s(X ∩ H \
Y, grS ·(n)) ≃ (⊕n∈ZH
s(X ∩H \ Y,S0(n))) ⊗k[Z1,...,Zr] k[Z0, . . . , Zr]. D’apre`s
Lemme 2.5, ⊕n∈ZH
s(X ∩H \ Y,S0(n)) est de type fini sur k[Z1, . . . , Zr]. Le
module a` gauche est donc fini sur k[Z0, . . . , Zr]. On de´duit le re´sultat en
question en utilisant [G4] 0III 13.7.7, corrige´ comme dans [G5] ErrIII 24, p.
89; voir [G2] IX The´ore`me 2.1, XII Lemme 3.3.
3.3 Lemme. Sous l’hypothe`se du lemme pre´ce´dant on a pour tout k < m:
dimHk(Xˆ \ Yˆ ,S) = dim Hk(Xˆ \ Yˆ ,S/InS) <∞, n≫ 0 (donc dimHk(Xˆ \
Yˆ ,S ⊗ Ln) <∞, n arbitraire).
De´monstration: D’abord dimHk(Xˆ \ Yˆ ,S/InS) <∞, k < m, par Propo-
sition 2.2. De plus: Hk(Xˆ \ Yˆ , InS/In+1S) ≃ Hk(Xˆ \ Yˆ , (S/IS)(−n)) = 0,
k < m, n ≫ 0, par The´ore`me 1.2, donc Hk(Xˆ \ Yˆ ,S/In+1S) −→ Hk(Xˆ \
Yˆ ,S/InS) est injectif et lim
←
ν
Hk(Xˆ \ Yˆ ,S/IνS) −→ Hk(Xˆ \ Yˆ ,S/InS)
aussi pour k < m, n ≫ 0. La condition de Mittag-Leffler est donc ve´rifie´e
pour (Hk(Xˆ \ Yˆ ,S/InS))n≥0, et H
k(Xˆ \ Yˆ ,S) ≃ Hk(Xˆ \ Yˆ , lim
←
ν
S/IνS) ≃
Hk(Xˆ \ Yˆ ,S/InS), n≫ 0.
3.4 Lemme. Supposons que dimSl(S/IS)∩Y < l−2 pour tout l ≤ dimY ∩
H + 2 et que prof S/IS ≥ 2. Alors Γ(Xˆ \ Yˆ ,S ⊗ Lk)⊗Γ(Xˆ\Yˆ ,O
Xˆ
) OXˆ\Yˆ −→
S ⊗ Lk est surjectif, k ≫ 0.
De´monstration: Il suffit de traiter le cas L = OX(1). On s’aperc¸oit que
l’hypothe`se de Lemme 3.2 est donne´e avec m = 2. Soit Gk := ⊕n∈ZΓ(X∩H \
Y, (S/IkS)(n)). D’apre`s Lemme 3.2, il y a un k0 tel que pour tout k ≥ k0
on a Im(Gk −→ G1) = Im(Gk0 −→ G1), donc les deux coˆte´s coincident
avec Im(lim
←
k
Gk −→ G1) = Im ⊕n∈Z (Γ(Xˆ \ Yˆ ,S(n)) −→ ⊕n∈ZΓ(X ∩ H \
Y, (S/IS)(n))). (*)
Soit n ≫ 0. D’apre`s Lemme 2.6, (S/Ik0S)(n) est engendre´ par Γ(X ∩ H \
Y, (S/Ik0S)(n)). Alors (S/IS)(n) est engendre´ par l’image de Γ(X ∩ H \
Y, (S/Ik0S)(n)) dans Γ(X ∩ H \ Y, (S/IS)(n)), donc par celle de Γ(Xˆ \
Yˆ ,S(n)) dans Γ(X ∩H \ Y, (S/IS)(n)), voir (*). Par conse´quent, le module
(S/IS)(n) est engendre´ par Γ(Xˆ \ Yˆ ,S(n)), donc S(n) aussi par le lemme
de Nakayama.
On a un analogue de The´ore`me 1.2 pour les faisceaux formels:
3.5 Proposition. Supposons que prof S/IS ≥ m, dimSl(S/IS)∩Y < l−m
pour l ≤ m+ dimY ∩H. Alors
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a) Hk(Xˆ \ Yˆ ,S ⊗ Ln) = 0 pour k < m, n≪ 0,
b) Hk(Xˆ \ Yˆ ,S) ≃ Hk(Xn \ Yn,S/I
nS) pour k < m, n≫ 0.
De´monstration: Soit k < m.
a) On peut supposer L = OX(1). On a prof S/IS ≥ m et que S/IS
satisfait Fm. Soit n ≫ 0. Par The´ore`me 1.2 nous savons que H
k(Xˆ \
Yˆ , InS/In+1S) = 0. Ceci implique que Hk(Xˆ \ Yˆ , InS/In+νS) = 0 pour
ν ≥ 0. Le syste`me (Hk(Xˆ \ Yˆ , InS/In+νS)) ve´riefie la condition de Mittag-
Leffler, et Hk(Xˆ \ Yˆ , InS) = 0.
b) Graˆce a` la de´monstration de Lemme 3.3, le syste`me (Hk(Xˆ \ Yˆ ,S/InS)
ve´rifie la condition de Mittag-Leffler, et S ≃ lim
←
n
S/InS, doncHk(Xˆ\Yˆ ,S) ≃
lim
←
n
Hk(Xˆ \ Yˆ ,S/InS).
D’autre part, la fle`che Hk(Xˆ \ Yˆ ,S/In+1S) −→ Hk(Xˆ \ Yˆ ,S/InS) est in-
jective, n ≫ 0, comme on a vu ci-dessus. Pour n ≫ 0, on conclut que
Hk(Xˆ \ Yˆ ,S/In+1S) ≃ Hk(Xˆ \ Yˆ ,S/InS), d’ou` le re´sultat cherche´.
Notons que l’hypothe`se de Proposition 3.5 est ve´rifie´e si S = Gˆ et G ve´rifie
l’hypothe`se de The´ore`me 3.1 avec m+ 1 au lieu de m.
c) Extension de faisceaux formels
On a donc la ge´ne´ralisation suivante de [G2] XII The´ore`me 3.1 (Y = ∅):
3.6 The´ore`me. Sous l’hypothe`se de Lemme 3.4, il y a un faisceau cohe´rent
G sur X tel que Gˆ|Xˆ \ Yˆ ≃ S.
De´monstration: Nous pouvons supposer que Y ⊂ suppS et X = Pr(k),
alors r ≥ 2 a` cause de l’hypothe`se sur la profondeur. La remarque apre`s
Proposition 2.1 montre que codimXY ≥ 4. Soit n ≫ 0, alors S(n) est en-
gendre´ par Γ(Xˆ \ Yˆ ,S(n)) par Lemme 3.4, et le dernier espace est de dimen-
sion finie d’apre`s Lemme 3.3. On a donc un e´pimorphisme Od
Xˆ\Yˆ
−→ S(n),
donc Od
Xˆ\Yˆ
(−n) −→ S. Soit K le noyau qui a les meˆmes proprie´te´s que
S. On a donc un e´pimorphisme Oc
Xˆ\Yˆ
−→ K(l), donc Oc
Xˆ\Yˆ
(−l) −→
K. La suite Oc
Xˆ\Yˆ
(−l) −→ Od
Xˆ\Yˆ
(−n) −→ S −→ 0 est donc exacte.
L’homomorphisme Oc
Xˆ\Yˆ
(−l) −→ Od
Xˆ\Yˆ
(−n) correspond a` un e´le´ment de
Γ(Xˆ \ Yˆ , Hom(Oc
Xˆ\Yˆ
(−l),Od
Xˆ\Yˆ
(−n)) ≃ Γ(Xˆ \ Yˆ , Tˆ ) avec
T := Hom(OcX\Y (−l),O
d
X\Y (−n)). Par The´ore`me 3.1, on obtient un e´le´ment
correspondant de Γ(X \ Y, T ). Ceci signifie que l’homomorphisme provient
d’un homomorphismeOcX\Y (−l) −→ O
d
X\Y (−n). Posons G1 := coker(O
c
X\Y (−l) −→
OdX\Y (−n)) et G une extension cohe´rente de G1 a` X . Alors Gˆ|Xˆ \ Yˆ ≃ S.
3.7 Corollaire. Sous l’hypothe`se de Lemme 3.4 on peut e´tendre S a` un
faisceau cohe´rent sur Xˆ.
On peut essayer de de´montrer The´ore`me 3.6 comme suit: e´tendre d’abord
a` Xˆ et apre`s a` X . En fait, l’extension a` Xˆ est possible, mais la deuxie`me
e´tape est proble´matique, voir Appendice.
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4 Conse´quences pour les fibre´s vectoriels alge´briques
Soit d’abord X un sche´ma de type fini sur k, Y un sous-espace ferme´.
4.1 The´ore`me. Soient Y un sous-espace ferme´ de X, dimY ∩Sl+2(OX) ≤ l
pour tout l. Alors V ectX −→ V ect (X \ Y ) est injectif.
De´monstration: Soient E et E ′ des faisceaux cohe´rents localement libres sur
X tels que E|X \ Y ≃ E ′|X \ Y . On raisonne comme dans la de´monstration
de Cor. 2.4 dans [G2] XII: Soit G := Hom(E , E ′). L’isomorphisme donne
une section de G|X \ Y qui vient d’une section de G: l’hypothe`se garantit
que la restriction Γ(X,G) −→ Γ(X \ Y,G) est un isomorphisme, voir Propo-
sition 2.7: on a HkY (X,G) = 0, k = 0, 1. La section de G de´finit un homo-
morphisme E −→ E ′, on ve´rifie qu’il s’agit d’un isomorphisme: on prolonge
l’isomorphisme inverse et conclut par unicite´ qu’il s’agit de l’homomorphisme
inverse a` l’extension de´ja` trouve´e.
Soit maintenant X ⊂ Pm(k) un sche´ma projectif sur k, Y un sous-espace
alge´brique ferme´, H un hyperplan tel que I⊗OX ≃ IOX , I e´tant le faisceau
d’ide´aux qui correspond a` H . Soit Xˆ la comple´tion de X le long de X ∩H .
4.2 The´ore`me. Supposons prof OX\Y ≥ 2 et que OX\Y ve´rifie la condition
(F2). Alors:
a) Si E est un faisceau cohe´rent localement libre sur X \Y , on a des isomor-
phismes Γ(X \ Y, E) ≃ Γ(Xˆ \ Yˆ , Eˆ) ≃ lim
←
n
Γ(Xn \ Yn, E/I
nE).
b) V ect (X \ Y ) −→ lim
←
n
V ect (Xn \ Yn) est injectif, donc V ect (X \ Y ) −→
V ect (Xˆ \ Yˆ ) aussi.
De´monstration: a) Ceci de´coule de The´ore`me 3.1.
b) On raisonne comme dans la de´monstration de The´ore`me 4.1. Soient F1 et
F2 des faisceaux cohe´rents localement libres sur X \ Y tel que F1|Xn \ Yn ≃
F2|Xn \ Yn pour tout n. Soit G := Hom(F1,F2). Par The´ore`me 1.2 il y
a un n tel que H0(X \ Y,G) ≃ H0(Xn \ Yn,G|Xn \ Yn). L’isomorphisme
F1|Xn \ Yn ≃ F2|Xn \ Yn donne une section de G|Xn \ Yn qui vient d’une
section de G. Celle-ci de´finit un homomorphisme F1 −→ F2, on ve´rifie qu’il
s’agit d’un isomorphisme, comme dans la de´monstration de The´ore`me 4.1.
Rappelons les conditions Lef et Leff de Lefschetz introduites dans SGA2
([G2] X 2, p. 112):
Soit X un sche´ma de type fini sur k, Z une partie ferme´e de X . Pour un
faisceau alge´brique cohe´rent F sur X soit Fˆ sa comple´tion le long de Z. Soit
Xˆ la comple´tion de X le long de Z.
De´finition: On a Lef(X,Z) si pour tout ouvert U dans X tel que Z ⊂ U
et pour tout faisceau alge´brique cohe´rent localement libre E sur U on a
H0(U, E) ≃ H0(Xˆ, Eˆ).
On a Leff(X,Z) si l’on a Lef(X,Z) et pour tout faisceau alge´brique cohe´rent
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localement libre E ′ sur Xˆ il y a un voisinage ouvert U de Z dans X et un
faisceau cohe´rent localement libre E sur U tels que Eˆ ≃ E ′.
Retournons au contexte habituel.
4.3 Corollaire. Supposons prof OX\Y ≥ 2, dimSl(OX\Y ) ∩ Y ∩H < l − 3
pour tout l ≤ dimY ∩H + 3.
a) On a Lef(X \ Y,X ∩H \ Y ).
b) Pour tout voisinage ouvert U de X∩H \Y dans X \Y , la fle`che V ect U →
V ect Xˆ \ Yˆ est injective.
De´monstration: a) Soit U un voisinage ouvert de X ∩H \ Y dans X \ Y .
Posons Y ′ := X \U . On s’aperc¸oit que les hypothe`ses de The´ore`me 3.1 sont
remplies avec m = 2 et Y ′, OU au lieu de Y et S: on a Y
′∩H = Y ∩H . No-
tons que Sl(OX\Y ′) ⊂ Sl(OX\Y ), donc dimSl(OX\Y ′)∩ Y
′ ≤ dimSl(OX\Y )∩
Y ∩H + 1 < l − 2, et prof OX\Y ′ ≥ 2.
b) par The´ore`me 4.2, avec Y ′ := X \ U au lieu de Y .
La comparaison de V ect (Xˆ \ Yˆ ) et V ect (X∩H \Y ) est plus difficile. Notons
qu’il ne s’agit pas des groupes mais des ensembles avec un e´le´ment distingue´.
On peut donc parler du noyau mais il faut eˆtre prudent parce que la trivialite´
du noyau n’implique pas l’injectivite´. Le sous-ensemble de V ect . . . repre´sente´
par des fibre´s vectoriels de rang r sera de´note´ par V ectr . . .. D’abord:
4.4 Lemme. Soit n ∈ N tel que H1(X ∩ H \ Y, Ik/Ik+1) = 0 pour tout
k ≥ n ≥ 1. Alors le noyau de lim
←
m
V ect (Xm \ Ym) −→ V ect (Xn \ Yn) est
trivial.
De´monstration: Soit r ∈ N. De fac¸on analogue a` [G2] XI (1.1), on a une
suite exacte:
0 −→ (Ik/Ik+1)⊕r
2
−→ GLr(OXk+1) −→ GLr(OXk) −→ 1
On passe a` la suite exacte de cohomologie, cf. [Fr], qui se termine ici par
H1(X ∩H \Y,GLr(OXk)), et de´duit que le noyau de V ectr (Xk+1 \Yk+1) −→
V ectr (Xk \ Yk) est trivial, k ≥ n, donc celui de lim
←
m
V ectr (Xm \ Ym) −→
V ectr (Xn \ Yn) aussi.
En particulier, on obtient en utilisant The´ore`me 1.2, parce que Ik/Ik+1 ≃
(I/I2)k:
4.5 Proposition. Supposons que prof OX∩H\Y ≥ 1 et que OX∩H\Y ve´rifie la
condition (F1). Pour n≫ 0. le noyau de lim
←
m
V ect (Xm \ Ym) −→ V ect (Xn \
Yn) est trivial.
Sous des hypothe`ses plus fortes on peut appliquer Lemme 4.4 avec n = 1:
4.6 The´ore`me. Soit codimXY ∩H ≥ 4 et X \ Y une intersection comple`te
dans PN(k)\Y de dimension ≥ 3. Alors le noyau de lim
←
m
V ect (Xm \Ym) −→
V ect (X ∩H \ Y ) est trivial.
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De´monstration: Soit n ≥ 1. Il suffit de de´montrer que le noyau de
V ect(Xn+1\Yn+1)→ V ect(Xn\Yn) est trivial, ou` bien H
1(X \Y, In/In+1) =
0. Soit i : X → PN l’inclusion. Il y a une re´solution de (i∗(I
n/In+1))|PN \
Y ∩H par des faisceaux qui sont sommes directes de OPN\Y ∩H(l) avec l < 0,
le nombre des faisceaux non-triviaux e´tant ≤ k + 2, ou` k := N − dim X . Il
suffit donc de ve´rifier que Hj(PN \ Y ∩ H,OPN (l)) = 0, j ≤ k + 2, ce qui
provient du fait queHjY ∩H(OPN ) = 0, donc H
j
Y ∩H(PN ,OPN (l)) = 0, j ≤ k+3,
voir Proposition 2.7, et Hj(PN ,OPN (l)) = 0, l < 0, j ≤ k + 2.
De´monstration de The´ore`me 1.4: de´coule de The´ore`me 4.2 et 4.6.
4.7 The´ore`me. Supposons que profOX∩H\Y ≥ 1 et que OX∩H\Y ve´rifie la
condition (F1). Alors V ect (Xˆ \ Yˆ ) ≃ lim
←
m
V ect(Xm \ Ym).
De´monstration: D’abord, on a la surjectivite´ par [G3] I 10.10.8.6:
Soit (En) un repre´sentant d’un e´le´ment de lim
←−
V ect (Xn \ Yn), c.-a` d. En est
cohe´rent et localement libre sur Xn \ Yn, En+1|(Xn \ Yn) ≃ En pour tout n.
Alors il y a un faisceau E sur Xˆ \ Yˆ qui est cohe´rent et localement libre tel
que E|Xn \ Yn ≃ En pour tout n.
Pour l’injectivite´, supposons que E et E ′ sont localement libres de type fini
sur Xˆ \ Yˆ tels que E|Xn \ Yn ≃ E
′|Xn \ Yn pour tout n. Le proble`me est que
les isomorphismes a priori ne doivent pas eˆtre compatibles.
Posons S := Hom(E , E ′). Ce faisceau est cohe´rent et localement libre. Choi-
sissons n suffisamment grand tel qu’on a d’abord H0(Xˆ \ Yˆ ,S) ≃ H0(Xˆ \
Yˆ ,S/InS), par Proposition 3.5. On y pose m = 1, S := OXˆ .
On veut d’abord montrer que l’isomorphisme E|Xn \ Yn −→ E
′|Xn \ Yn
s’e´tend a` un morphisme E −→ E ′: Le premier de´finit un e´le´ment de H0(Xˆ \
Yˆ ,S/InS), et ce groupe est isomorphe a` H0(Xˆ \ Yˆ ,S) par le choix de n.
Comme dans la de´monstration de The´ore`me 4.1 on montre qu’il s’agit d’un
isomorphisme: on utilise Hom(E ′, E), Hom(E , E) et Hom(E ′, E ′) au lieu de
S := Hom(E , E ′).
De´monstration de The´ore`me 1.3: L’isomorphisme a` droite est assure´
par le the´ore`me pre´ce´dant.
Il reste a` de´montrer la bijectivite´ de la fle`che a` gauche.
L’injectivite´ de´coule de Corollaire 4.3.
Surjectivite´: Soit E cohe´rent localement libre sur Xˆ \ Yˆ , alors il y a un fais-
ceau cohe´rent F sur X \ Y tel que Fˆ ≃ E , par The´ore`me 3.6. Comme Fˆ est
localement libre on conclut que F est localement libre sur un voisinage U ,
par [G3] I 10.8.15. Alors F|U repre´sente l’image inverse cherche´e. Voir [G2]
XII Corollaire 3.4b dans le cas Y = ∅.
En fait on vient de montrer la condition Leff(X \ Y,X ∩H \ Y ).
Remarque: L’e´nonce´ ne de´pend pas de Y tout entier mais de Y ∩ H . On
peut donc choisir Y de fac¸on convenable.
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5 Conse´quences pour le groupe de Picard
Pour le groupe de Picard il y a des re´sultats en plus:
5.1 The´ore`me. Supposons que prof OX\Y ≥ 2, prof OX∩H\Y ≥ 2, OX\Y et
OX∩H\Y satisfont a` la condition F2 et que OX,x est parafactoriel (voir [G2]
XI De´f. 3.2) au points x de X \ Y tels que dim {x} ≤ dimY ∩H + 1. Alors
PicX \ Y ≃ lim
←
Pic (Xn \ Yn).
De´monstration: A` cause de The´ore`me 4.2b) l’application PicX \ Y −→
lim
←
PicXn \ Yn est injective.
Comme dans la de´monstration de The´ore`me 1.3, on montre qu’un e´le´ment de
lim
←
PicXn\Yn provient d’un e´le´ment de Pic U , U e´tant un voisinage ouvert de
X∩H\Y dansX\Y convenable. Il suffit de montrer que PicX\Y −→ Pic U
est surjectif. Mais pour Y ′ := X\U nous savons que dim Y ′ ≤ dim Y ∩H+1,
donc OX,x est parafactoriel pour tout x ∈ Y
′\Y . Ceci implique que (X\Y, U)
est parafactoriel, voir [G2] XI Prop. 3.3.
5.2 The´ore`me. Soit X ⊂ Pm(k) un sche´ma projectif sur k, Y un sous-espace
alge´brique ferme´, H un hyperplan tel que la fle`che naturelle I⊗OX −→ IOX
soit injective. Soit Xn le sous-espace de X de´fini par I
n, I e´tant le faisceau
d’ide´aux qui de´finit X ∩H dans X. Supposons que prof OX∩H\Y ≥ 3 et que
OX∩H\Y satisfait F3. Alors pour n≫ 0, on a Pic (Xˆ \ Yˆ ) ≃ Pic (Xn \ Yn).
De´monstration: D’apre`s [G2] XI (1.1) on a une suite exacte:
0 −→ In+1/In+2 −→ O∗Xn+1 −→ O
∗
Xn
−→ 1
On ve´rifie que Hk(X ∩ H \ Y, In+1/In+2) = 0, k = 1, 2, donc Pic(Xn+1 \
Yn+1) ≃ Pic(Xn \ Yn), n ≫ 0, a` cause de The´ore`me 1.2, donc lim
←
Pic(Xn \
Yn) ≃ Pic(Xn \ Yn), n≫ 0.
De´monstration de The´ore`me 1.5: On proce`de par re´currence sur la
codimension de X : Le cas X = PN(k) est clair parce que dans ce cas PicX =
ClX ≃ ClX \Y = PicX \Y : X est lisse et Y est de codimension ≥ 2, voir
[G2] XI Cor. 3.8. Nous pouvons donc supposer que X n’est pas un espace
projectif. Soit X = X ′∩H , H e´tant une hypersurface et dimX ′ = dimX+1.
Alors X ′ \ Y est une intersection comple`te dans PN(k) \ Y . On sait par
[G2] XI The´ore`me 3.13 que OX′,x est parafactoriel pour tout x ∈ X
′ \ Y
avec dim {x} ≤ dim Y +1 parce que (X ′, x) est une intersection comple`te de
dimension ≥ 4: la codimension de Y dans X ′ est au moins 5. Par l’hypothe`se
de re´currence nous savons que PicX ′\Y ≃ Z. Par The´ore`me 5.1 (ou` on peut
remplacer “hyperplan” par “hypersurface”) on obtient que Z ≃ PicX ′ \Y ≃
lim
←
PicX ′n \Yn. La de´monstration du the´ore`me pre´ce´dant montre qu’il suffit
de ve´rifier que Hj(X \ Y, In/In+1) = 0, n ≥ 1, j = 1, 2, I e´tant le faisceau
d’ide´aux de X dans X ′. Mais il y a une re´solution de (i∗(I
n/In+1))|PN \ Y ,
ou` i : X → PN est l’inclusion, par des faisceaux qui sont sommes directes
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de OPN\Y (l) avec l < 0, le nombre des faisceaux e´tant ≤ k + 2 avec k :=
N−dim X . Il suffit donc de ve´rifier que Hj(Pn\Y,OPN (l)) = 0, j ≤ k+2, ce
qui provient du fait que HjY (OPN ) = 0, donc H
j
Y (PN ,OPN (l)) = 0, j ≤ k+3,
et Hj(PN ,OPN (l)) = 0, l < 0, j ≤ k + 2.
6 Cas analytique
Conside´rons le cas k = C. Notons que la notion de profondeur ne change pas
dans le cadre analytique.
a) Faisceaux cohe´rents sur X
On a un analogue de Proposition 2.1 dans le cas ou` il y a une extension
cohe´rente - ce qui n’est pas automatique dans le cas analytique, contraire au
cas alge´brique.
6.1 Proposition. Soit X un espace analytique complexe, Y un sous-espace
analytique ferme´, S un faisceau analytique cohe´rent sur X (!). Supposons
que X est compact, dimY ∩ Sl+m(S|X \ Y ) < l pour tout l ≤ dim Y . Alors
dimHs(X \ Y,S) <∞, s < m.
De´monstration: Par [T2] III Th. 2.1, [Si2] ou` [BS] II Th. 4.1 on sait que
Rsj∗(S|X \ Y ) est cohe´rent, s < m, ou` j : X \ Y −→ X . On conclut par la
suite spectrale Epq2 = H
p(X,Rqj∗S)⇒ H
p+q(X \ Y,S).
6.2 Proposition. Soit X une varie´te´ alge´brique complexe comple`te, Y une
sous-varie´te´ ferme´e, S un faisceau alge´brique cohe´rent sur X \Y . Supposons
que dimY ∩ Sl+m(S) < l por tout l ≤ dimY . Alors (R
sj∗S)
an ≃ Rsjan∗ S
an,
donc Hs(X \ Y,S) ≃ Hs(Xan \ Y an,San), s < m.
De´monstration: Pour le premier e´nonce´ voir [Si2]. Pour le deuxie`me on
conclut par GAGA, en comparant la suite spectrale dans la de´monstration
pre´ce´dante avec l’analogue alge´brique. Voir Lemme 10.8.
6.3 The´ore`me. Soit X un sous-espace analytique ferme´ d’un espace pro-
jectif complexe, Y un sous-espace analytique ferme´, S un faisceau analy-
tique cohe´rent sur X, L un faisceau ample sur X, prof S|X \ Y ≥ m,
dim Y ∩Sl+m(S|X \ Y ) < l pour l ≤ dimY . Alors H
s(X\Y,S⊗OXL
−ν) = 0,
s < m, ν ≫ 0.
De´monstration: Par Proposition 6.2 on peut passer au cadre alge´brique
et appliquer The´ore`me 1.2. Notons que S provient d’un faisceau alge´brique
cohe´rent par GAGA.
b) Faisceaux cohe´rents sur X \ Y
Qu’est-ce qui se passe quand on ne suppose plus que S s’etend a` X?
Soit X un espace analytique complexe, Y un sous-espace analytique ferme´.
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6.4 Lemme. [FG] Soit S un faiscau analytique cohe´rent sur X \ Y , d ≥ 0,
dim Y ≤ d, dimSl+2(S) ≤ l pour tout l ≤ d. Alors il y a une extension
cohe´rente Sˆ de S a` X, a` savoir j∗S, ou` j : X \Y −→ X est l’inclusion, telle
que dim Sl+2(Sˆ) ≤ l pour l ≤ d.
On a une variante de The´ore`me 6.3:
6.5 The´ore`me. Soit X un sous-espace analytique ferme´ d’un espace pro-
jectif complexe, Y un sous-espace analytique ferme´, S un faisceau analytique
cohe´rent sur X\Y , L un faisceau ample sur X, prof S ≥ m, dim Sl+m(S) ≤ l
pour l ≤ dim Y . Alors Hs(X \ Y,S ⊗OX\Y L
−ν |X \ Y ) = 0, s < m, ν ≫ 0.
De´monstration: Il suffit de traiter le cas ou` prof S ≥ m+dim Y +1: On a
dimSm+dimY (S) ≤ dim Y . Posons Y
′ := Y ∪ Sm+dimY (S); alors profS|(X \
Y ′) ≥ m+ dimY + 1 = m+ dimY ′ + 1, et Hs(X \ Y,S) −→ Hs(X \ Y ′,S)
est injectif, s < m, a` cause de [BS] II Th. 3.6.
Soit d’abord m ≥ 2. Par le lemme pre´ce´dant on peut appliquer The´ore`me
6.3.
Ou bien on applique [HL2] The´ore`me 4.2.
Il reste a` traiter le cas m = 1 ou` il faut de´montrer le lemme suivant:
6.6 Lemme. Soit X un sous-espace analytique ferme´ d’un espace projec-
tif complexe, Y un sous-espace analytique ferme´, S un faisceau analytique
cohe´rent sur X\Y , L un faisceau ample sur X, prof S ≥ n := max{1, dimY+
2}. Soit L un faisceau ample sur X. Alors H0(X\Y,S⊗OX\Y L
−ν |X\Y ) = 0,
ν ≫ 0.
De´monstration: Re´currence sur dimY . On peut supposer que X est un
espace projectif.
Le cas Y = ∅ est assure´ par [BS] IV Cor. 3.3.
Soit donc Y 6= ∅. On peut supposer S 6= 0 et L = OX(1). Soit x ∈ SuppS.
Pour presque toute forme line´aire f avec f(x) = 0 la multiplication f · . . . :
Sx −→ S(1)x est injective:
Soit g une fonction line´aire avec g(x) 6= 0. En prenant des ge´ne´rateurs de
Sx on trouve une suite 0 = S
0
x ⊂ S
1
x ⊂ . . . ⊂ S
r
x = Sx ou` S
j
x/S
j−1
x est
engendre´ par un e´le´ment [sj] 6= 0. Supposons que f/g n’est pas contenu dans
l’union des Ann(Sjx/S
j−1
x ), donc f · [sj ] 6= 0. On ve´rifie par re´currence que la
multiplication f · . . . : Sjx −→ S
j
x ⊗OX(1)x est injective si f appartient a` un
certain ouvert de Zariski non-vide. L’injectivite´ est garde´e pour un voisinage
de x convenable.
Par un recouvrement de´nombrable de SuppS on obtient qu’on peut trouver
une fonction line´aire f telle que f · . . . : S −→ S(1) est injective. Soit I
l’ide´al qui de´finit f = 0; alors L−1 ≃ I et S ⊗ L−l ≃ I l ⊗ S. On de´duit que
S ⊗ (I l/Im) ≃ I l ⊗ S/Im ⊗ S, m ≥ l.
L’hypothe`se de re´currence donne queH0(X\Y, (I l⊗S)/(I l+1⊗S)) = H0(X∩
H \ Y,S ⊗ (I/I2)l) = 0 pour l ≫ 0 parce que (I/I2)−1|H est ample sur
X ∩ H . Donc H0(X \ Y, I l+1 ⊗ S) −→ H0(X \ Y, I l ⊗ S) est bijectif, et
H0(X \ Y, Im ⊗ S) −→ H0(X \ Y, I l ⊗ S) aussi, l ≫ 0, m > l.
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Supposons que H0(X \ Y, I l ⊗ S) 6= 0, l ≫ 0: Soit s un e´le´ment diffe´rent
de 0. Le support de s n’est pas un ensemble fini: autrement on obtient
dans un point x non-isole´ du support une contribution non-triviale a` H0x(Sx)
en contradiction avec l’hypothe`se prof S ≥ 1. Le support de s coupe donc
H : f = 0.
Soit x ∈ X ∩H \ Y avec sx 6= 0. Alors sx ∈
⋂
Imx Sx. L’ide´al Ix est un ide´al
propre parce que x ∈ H . Ix est donc contenu dans un ide´al maximal. Le
the´ore`me d’intersection de Krull ([KK] 23.A.5) implique que sx = 0, ce qui
est une contradiction.
c) Faisceaux formels
Ici prenons les notations de The´ore`me 1.6.
Pour les faisceaux formels, on peut montrer
6.7 Proposition. Supposons que S un faisceau alge´brique cohe´rent sur Xˆ,
I ⊗ S|Xˆ \ Yˆ ≃ IS|Xˆ \ Yˆ , prof S/IS ≥ m, S/IS satisfait (Fm). Alors
Hk(Xˆ \ Yˆ ,S)
≃
−→ Hk(Xn \ Yn,S/I
nS)
↓≃ ↓≃
Hk(Xˆan \ Yˆ an,San)
≃
−→ Hk(Xann \ Y
an
n ,S
an/(Ian)nSan)
pour k < m, n≫ 0.
De´monstration: L’isomorphisme supe´rieur est assure´ par Proposition 3.5,
celui a` droite par Proposition 6.2. Par The´ore`me 6.3 on obtient pour n ≫
0, k < m: Hk(Xˆan \ Yˆ an, (InS/In+1S)an) = 0, n ≫ 0, donc Hk(Xˆan \
Yˆ an,San/(In+1S)an) −→ Hk(Xˆan\Yˆ an,San/(InS)an) est injectif, donc bijec-
tif. Par conse´quent, Hk(Xann \Y
an
n ,S
an/(Ian)nSan) ≃ lim
←
Hk(Xanm \Y
an
m ,S
an/(Ian)mSan) ≃
Hk(Xˆan\Yˆ an,San), voir de´monstration de Proposition 3.5. La fle`che infe´rieure
est donc bijective.
6.8 Proposition. Soit S un faisceau alge´brique cohe´rent sur X \ Y tel que
I ⊗S ≃ IS, prof S ≥ m, dim Y ∩Sl+m(S) < l pour l ≤ dim Y . Alors, pour
k < m− 1:
Hk(X \ Y,S) ≃ Hk(Xˆ \ Yˆ , Sˆ)
↓≃ ↓≃
Hk(Xan \ Y an,San) ≃ Hk(Xˆan \ Yˆ an, Sˆan)
De´monstration: L’isomorphie a` gauche de´coule de Proposition 6.2, celle
d’en haut de The´ore`me 3.1, celle a` droite de Proposition 6.7. L’isomorphie
en bas en re´sulte mais s’obtient aussi comme dans The´ore`me 3.1, en utilisant
The´ore`me 6.3 au lieu de 1.2; notons que S admet une extension cohe´rente a`
X .
6.9 Proposition. Soit S un faisceau analytique cohe´rent sur Xˆan \ Yˆ an,
Ian ⊗ S ≃ IanS, dimSl+2(S/I
anS) ≤ l, l ≤ dim Y ∩ H. Alors S provient
d’un faisceau alge´brique cohe´rent sur Xˆ \ Yˆ .
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De´monstration: A` cause de Lemme 6.4 il y a pour tout n une extension
cohe´rente de S/(Ian)nS a` Xann . Par GAGA la dernie`re est alge´brique, il
y a donc un faisceau alge´brique Tn sur Xn \ Yn tel que T
an
n ≃ S/(I
an)nS.
On a donc (Tn+1/I
nTn+1)
an ≃ T ann+1/(I
an)nT ann+1 ≃ S/(I
an)nS ≃ T ann . Par
conse´quent, jan∗ (Tn+1/I
nTn+1)
an ≃ jan∗ T
an
n , c.-a` d. (j∗(Tn+1/I
nTn+1))
an ≃
(j∗Tn)
an, voir Proposition 6.2. Par GAGA, j∗(Tn+1/I
nTn+1) ≃ j∗Tn, d’ou`
Tn+1/I
nTn+1 ≃ Tn. Soit T := lim
←
Tn, alors T est cohe´rent par [H1] II Prop.
9.6, et T an ≃ S.
6.10 Proposition. Soit S un faisceau analytique cohe´rent sur Xˆan \ Yˆ an,
Ian ⊗ S ≃ IanS, m ≥ 2, dimSl+m(S/I
anS) ≤ l pour l ≤ dim Y ∩H. Alors
Hk(Xˆan \ Yˆ an,S) ≃ Hk(Xann \ Y
an
n ,S/(I
an)nS) pour k < m, n≫ 0.
De´monstration: On proce`de comme dans la de´monstation de Proposition
6.8. Au lieu de The´ore`me 6.3 on applique The´ore`me 6.5. La finitude de
Hk(Xann \ Y
an
n ,S/(I
an)nS) provient de Lemme 6.4 et Proposition 6.1.
7 Fibre´s vectoriels analytiques
Soit maintenant X un sous-espace analytique ferme´ de PN(C) et Y un sous-
espace analytique ferme´ de X . Par Chow X et Y sont alge´briques, c.-a` d.
proviennent de sche´mas complexes. Soit H un hyperplan, d := dim Y ∩ H ,
ou` dim ∅ := −1.
a) Sections de faisceaux
7.1 The´ore`me. Soit S un faisceau analytique cohe´rent sur X tel que dim Sl+2(S) ≤
l pour l ≤ d + 1. Soit s ∈ Γ(X ∩ H \ Y,S). Alors s admet une extension
unique a` une section sˆ ∈ Γ(X,S).
De´monstration: Re´currence sur d. Cas d = −1: D’apre`s [Go] II Th. 3.3.1,
on peut e´tendre s a` une section dans Γ(U,S), U e´tant un voisinage de X ∩H
dans X dont le comple´mentaire est un ferme´ de Stein. Or, prof S ≥ 2, donc
Γ(X,S) ≃ Γ(U,S) parce que Hj
X\U(X,S) = 0, j ≤ 1, par [BS] I Theorem
3.1.
Passage de d− 1 a` d: Nous pouvons supposer que X = PN et Y = Y ∩H est
re´duit.
Soit Y ′ := Sing Y , donc dim Y ′ ≤ d− 1.
Fixons un point de Y \ Y ′. Choisissons des coordonne´es locales z1, . . . , zN
tel que notre point correspond a` 0 et qu’on a un voisinage de la forme U :=
{|zj | < ǫ, j = 1, . . . , N}. Nous pouvons achever queH∩U = {z ∈ U | zN = 0}
et Y ∩ U = {z ∈ U | zd+1 = . . . = zN = 0}.
Soient (ǫν)ν≥1 et (δν)ν≥1 deux suites strictement de´croissantes avec ǫ > ǫν ց
0, ǫ > δν ց 0. Soit Wν := {z ∈ U | max(|zd+1|, . . . , |zN−1|) > ǫν , |zN | <
δν}, W :=
⋃
Wν . Les fermetures des W dans U \ Y forment un syste`me
fondemental de voisinages ferme´s de U ∩H \ Y dans U \ Y .
Or, s|U ∩H \Y s’e´tend a` une section s′ sur un tel W . Nous voulons montrer
qu’il y a une extension unique s′′ de s′ sur U1 \Y , avec U1 := U ∩{|zN | < δ1}.
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Soit Vν := W∪{z ∈ U | δν < |zN | < δ1 ou max(|zd+1|, . . . , |zN−1|) > ǫν , |zN | <
δ1}. Montrons par re´currence que s
′ admet une extension unique a` sν ∈
Γ(Vν ,S).
Passage de ν a` ν + 1:
D’apre`s [Si3] Proposition 3.14, p. 141 (en y posant ∪ au lieu de ∩; voir
aussi [Si3] Prop. 3.13, p. 140) il y a une extension unique t de sν |U ∩
{max(|zd+1|, . . . , |zN−1|) > ǫν , δν+2 < |zN | < δ1} a` U ∩ {δν+2 < |zN | < δ1}.
La restriction de t a` U ∩ {δν < |zN | < δ1} doit coincider avec celle de sν .
En plus, la restriction de t a` U ∩ {δν+2 < |zN | < δν+1} doit coincider avec
l’extension de sν |U ∩ {δν+2 < |zN | < δν+1,max(|zd+1|, . . . , |zN−1|) > ǫν+1}.
En total t est une extension de sν |Vν ∩ {|zN | > δν+2}. En utilisant t on
obtient donc l’extension sν+1.
Les sν conduisent a` une extension unique de s
′ a` U1 \ Y . D’apre`s [BS] II
Theorem 3.6 on obtient une extension unique a` U1.
Le germe de l’extension en 0 ne de´pend que de s: Supposons que l’on a deux
extensions. Elles doivent coincider sur un ensemble W de la forme indique´e
en haut. Graˆce a` l’unicite´ de l’extension d’une section sur W on obtient
l’e´nonce´ d’unicite´.
On obtient donc une extension de s a` X \ Y ′, donc par re´currence a` X .
Le proce´de´ ici est semblable a´ celui dans le cas local dans [Ha2].
7.2 Corollaire. Soit S un faisceau analytique cohe´rent sur X \ Y tel que
dim Sl+2(S) ≤ l pour l ≤ d + 1. Soit s ∈ Γ(X ∩ H \ Y,S). Alors s admet
une extension unique a` une section sˆ ∈ Γ(X \ Y,S).
De´monstration: D’apre`s Lemme 6.4, j∗S est cohe´rent et satisfait a` l’hypothe`se
de The´ore`me 7.1. On a une extension unique a` une section de j∗S, il y a
donc une extension a` une section de S qui est unique aussi a` cause de [BS]
II Theorem 3.6.
b) Extension de faisceaux
7.3 The´ore`me. Soit S un (OX\Y |X∩H \Y )-module cohe´rent, d := dim Y ∩
H, dimSl+2(S) ≤ l pour l ≤ d+ 1. (*)
Alors il y a un (OX |X ∩H)-module cohe´rent Sˆ tel que Sˆ|X ∩H \ Y = S et
dim Sl+2(Sˆ) ≤ l pour l ≤ d + 1, a` savoir j∗S, ou` j : X ∩ H \ Y → X ∩ H
est l’inclusion.
De´monstration: Re´currence sur d. Le cas d = −1, c.-a` d. Y ∩H = ∅ est
trivial.
Passage de d− 1 a` d: Nous pouvons supposer que X = PN et Y = Y ∩H est
re´duit.
Soit Y ′ := Sing Y , donc dim Y ′ ≤ d− 1.
Fixons un point de Y \Y ′. Choisissons coordonne´es locales z1, . . . , zN tel que
notre point correspond a` 0 et qu’on a un voisinage de la forme U := {|zj| <
ǫ, j = 1, . . . , N}. Nous pouvons achever que H ∩ U = {z ∈ U | zN = 0} et
Y ∩ U = {z ∈ U | zd+1 = . . . = zN = 0}.
Soient (ǫν), (δν) sont des suites strictement de´croissantes avec ǫ > ǫν ց
0, ǫ > δν ց 0. Posons Wν := {z ∈ U | max(|zd+1|, . . . , |zN−1|) > ǫ, |zN | < δ}
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et W =
⋃
Wν . Les fermetures des tels W dans U \ Y forment un syste`me
fondemental de voisinages ferme´s de U ∩H \ Y dans U \ Y .
D’apre`s Corollaire 10.2 le faisceau S|U ∩H \Y est repre´sente´ par un faisceau
cohe´rent S1 sur un tel W . Nous pouvons supposer que les conditions sur la
profondeur (*) du the´ore`me sont garde´es.
Nous voulons montrer qu’il y a une extension S2 de S1 sur U1 \ Y avec les
conditions (*) de profondeur, ou U1 := U ∩ {|zN | < δ1}
On proce`de ici comme dans la de´monstration de The´ore`me 7.1, en utilisant
[Si3] Theorem 7.4, p. 243. Remarquons qu’on a unicite´ a` isomorphisme pre`s
mais ceci suffit pour notre but.
Maintenant il y a une extension cohe´rente S3 de S2 a` U1, ou` l’on garde les
conditions (*), par Lemme 6.4.
Or, H0(U1 ∩ {|zN | < δ1},S3) ≃ H
0(W,S1): On montre d’abord que H
0(U1 ∩
{|zN | < δ1} \ Y,S2) ≃ H
0(W,S1). Ici on utilise [Si3] Proposition 3.14, p.
141, comme dans la de´monstration de The´ore`me 7.1. Il reste a` montrer que
H0(U1,S3) ≃ H
0(U1 \ Y,S2), ou` on utilise [BS] II Theorem 3.6.
En particulier ceci montre que S3 ≃ (jW )∗S1, ou` jW : W \ U1 est l’inclusion,
donc S3|U ∩H est l’image directe de S|U ∩H \ Y par rapport a` l’inclusion.
On obtient donc que j∗S|X∩H \Y
′ est un (OX |X∩H \Y
′)-module cohe´rent
avec (*). Par re´currence on conclut que j∗S a les proprie´te´s de´sire´es.
7.4 The´ore`me. Sous les hypothe`ses du the´ore`me pre´ce´dant il y a une exten-
sion de S a` un faisceau analytique cohe´rent Sˆ sur X tel que dim Sl+2(Sˆ) ≤ l
pour l ≤ d+ 1. L’extension est unique a` isomorphie pre`s.
De´monstration: Existence: D’apre`s le the´ore`me pre´ce´dant nous pouvons
supposer que Y ∩ H = ∅, donc Y consiste d’un nombre fini de points. De
nouveau nous pouvons nous borner au cas X = PN . D’apre`s Cor. 10.2 il y a
une extension de S a` un faisceau analytique cohe´rent S1 sur un voisinage W
de H dans X . On peut supposer que W = H ∪{z | max(|z1|, . . . , |zN |) > R},
ou` on a identifie´ X \ H avec CN . D’apre`s [Si3] Theorem 7.4 il y a une
extension analytique cohe´rente de S1|W \H a` X \H . donc de S1 a` X .
Unicite´: Soient S1 et S2 deux telles extensions. L’identite´ donne une section
de T := Hom(S1,S2) sur X ∩ H \ Y . D’apre`s [Si3] Prop. 3.13, p. 140 T
dispose des meˆmes proprie´te´s de profondeur que S2. Par The´ore`me 7.1 on
peut donc trouver une extension de cette section a` X qui est unique. On
continue comme d’habitude.
7.5 Corollaire. Sous les hypothe`ses de The´ore`me 7.3 il y a une extension
de S a` un faisceau analytique cohe´rent Sˆ sur X \ Y tel que dim Sl+2(Sˆ) ≤ l
pour l ≤ d+ 1. L’extension est unique a` isomorphie pre`s.
De´monstration: L’existence de´coule directement du the´ore`me pre´ce´dant.
Unicite´: Soient Sˆ1, Sˆ2 deux telles extensions. Par Lemme 6.4, j∗Sˆ1 et j∗Sˆ2
sont cohe´rents et satisfont a` (*), ils sont donc isomorphes, donc Sˆ1 et Sˆ2 aussi.
Les e´nonce´s suivants pre´parent le prochain paragraphe:
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7.6 The´ore`me. Soit Y un sous-espace analytique ferme´ d’un espace ana-
lytique complexe X, dim Y ∩ Sl+2(OX) ≤ l pour tout l. Alors V ectX −→
V ect (X \ Y ) est injectif.
De´monstration: On proce`de comme dans la de´monstration de The´ore`me
4.1, en utilisant [BS] II Th. 3.6.
7.7 Proposition. Soit prof OX\Y ≥ 2, dimSl+2(OX\Y ) ≤ l pour tout l ≤
dim Y . Alors l’application V ect(X \ Y ) −→ lim
←
V ect(Xn \ Yn) est injective.
De´monstration: On proce`de comme dans la de´monstration de The´ore`me
4.2b), en utilisant The´ore`me 6.5.
8 Fibre´s vectoriels alge´briques et analytiques
Retournons au contexte alge´brique.
8.1 Proposition. Soit X une varie´te´ alge´brique complexe, X complet, Y
une sous-varie´te´ ferme´e, dimSl+2(OX\Y ) ≤ l pour l ≤ dimY , alors V ect(X \
Y ) ≃ V ect(Xan \ Y an).
De´monstration: Soit S un repre´sentant d’un e´le´ment de V ectan(Xan\Y an).
Alors dimSl+2(S) ≤ l pour l ≤ dimY . Par Lemme 6.4, il y a une extension
a` un faisceau analytique cohe´rent sur Xan qui est alge´brique par GAGA, S
provient donc d’un fibre´ vectoriel alge´brique.
Injectivite´: Soit j : X \Y −→ X l’inclusion, et soient S1,S2 localement libres
sur X \ Y tels que San1 ≃ S
an
2 . Alors (j∗S1)
an ≃ jan∗ S
an
1 ≃ j
an
∗ S
an
2 ≃ (j∗S2)
an,
voir [Si2], donc j∗S1 ≃ j∗S2. Ceci implique S1 ≃ S2.
Reprenons les anciennes hypothe`ses.
8.2 Proposition. Soit dimSl+2(OX∩H\Y ) ≤ l pour l ≤ dim Y ∩H. Alors
V ect(Xˆ \ Yˆ )
≃
−→ lim
←
V ect(Xn \ Yn)
↓≃ ↓≃
V ect(Xˆan \ Yˆ an)
≃
−→ lim
←
V ect(Xann \ Y
an
n )
De´monstration: Par The´ore`me 4.7 on a l’isomorphisme supe´rieur, par la
proposition pre´ce´dante celui a` droite. Il suffit donc de montrer que la fle`che
a` gauche est surjective ou bien que la fle`che infe´rieure est injective.
Pour l’injectivite´ de la fle`che infe´rieure on peut proce´der comme dans la
de´monstration de The´ore`me 4.7, en utilisant Proposition 6.10.
8.3 The´ore`me. Soit dimSl+2(OX) ≤ l pour l ≤ dimY ∩ H + 1 le long de
X ∩H \ Y , alors
lim
→
V ect(U) ≃ lim
→
V ect(Uan) ≃ H1(Xan ∩Han \ Y an, Gl(OXan))
ou` U parcourt les voisinages ouverts (de Zariski) de X ∩H \ Y dans X \ Y .
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De´monstration: D’abord e´tudions la fle`che a` droite.
Si l ≤ d+ 1, la fermeture de chaque composante irre´ductible de Sl+2(OX\H)
de dimension > l ne rencontre pas X ∩H \Y , sa dimension est donc ≤ d+1.
En agrandissant Y on peut donc supposer que dimSl+2(OX\Y ) ≤ l pour
l ≤ d+ 1.
Surjectivite´: Un e´le´ment de H1(Xan ∩ Han \ Y an, Gl(OXan)) est repre´sente´
par un fibre´ vectoriel S sur un voisinage de Xan ∩Han \Y an dans Xan \Y an,
voir Corollaire 10.4. Par hypothe`se, dimSl+2(S) ≤ l pour l ≤ d + 1. Par
The´ore`me 7.4 on peut donc supposer que S admet une extension cohe´rente
S1 sur X
an. Soit Σ le sous-sche´ma de X qui correspond au lieu ou` S1 n’est
pas localement libre, et soit U := X \ Y ∪Σ. Alors Σ∩H = ∅, et S1|U
an est
le fibre´ vectoriel cherche´.
Injectivite´: Supposons que S1,S2 sont des fibre´s vectoriels sur U
an tels que
S1|X
an ∩Han \ Y an ≃ S2|X
an ∩Han \ Y an. Par Corollaire 7.5 on a S1 ≃ S2.
Pour la bijectivite´ de la fle`che a` gauche, il suffit de montrer que V ect(X\Σ) ≃
V ect(Xan \ Σan) si Y ⊂ Σ, Σ ferme´ dans X , Σ ∩H = Y ∩H . Ceci de´coule
de Proposition 8.1.
Remarque: L’hypothe`se sur OX est assure´e si X est normal le long de
X ∩H \ Y et codimXY ∩H ≥ 4.
De´monstration de The´ore`me 1.6: D’abord l’hypothe`se sur H implique
que prof OX,x = prof OX∩H,x + 1 pour x ∈ X ∩H \ Y . On a donc pre`s de
X ∩H \ Y :
dimSl+2(OX\Y ) = dimSl+2(OX\Y )∩H+1 = dimSl+1(OX∩H\Y )+1 ≤ l pour
l ≤ dim Y ∩H + 1. On dispose alors de l’hypothe`se du the´ore`me pre´ce´dant.
Par The´ore`me 1.3 on a la bijectivite´ des fle`ches supe´rieures. Par le the´ore`me
pre´ce´dant, la fle`che verticale a` gauche et la premie`re fle`che infe´rieure sont bi-
jectives. En plus, V ect(Xn \Yn) ≃ V ect(X
an
n \Y
an
n ) par Proposition 8.1. Par
Proposition 8.2 on conclut donc que les fle`ches restantes sont bijectives aussi.
Remarque: L’hypothe`se sur OX∩H\Y est donne´e en particulier si X ∩H \Y
est normal et codimXY ∩H ≥ 4.
8.4 Proposition. Supposons que dimSl+2(OX∩H\Y ) ≤ l pour tout l ≤
dim Y ∩H. Pour n≫ 0, on a un diagramme commutatif
lim
←
m
V ect (Xm \ Ym) −→ V ect (Xn \ Yn)
↓≃ ↓≃
lim
←
m
V ect(Xanm \ Y
an
m ) −→ V ect(X
an
n \ Y
an
n )
ou` le noyau de chaque application horizontale est trivial.
De´monstration: On utilise Proposition 4.5 et 8.1.
On peut comparer avec V ect (X ∩H \ Y ), en utilisant une ge´ne´ralisation du
the´ore`me de Kodaira, ou` Sing(X) de´note le lieu singulier de X :
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8.5 The´ore`me. (voir [HL2] Cor. 4.4) Soit m ∈ N, codimXY ≥ m + 1,
profSing(X)\YOX\Y ≥ m, L un faisceau ample sur X. Alors H
q(X\Y,L−1) =
Hq(Xan \ Y an, (Lan)−1) = 0 pour q < m.
Alors on en de´duit:
8.6 The´ore`me. Soit codimX∩HY ∩ H ≥ 3, profSing(X∩H)\YOX∩H\Y ≥ 2.
Alors on a un diagramme commutatif
lim
←
m
V ect (Xm \ Ym) −→ V ect (X ∩H \ Y )
↓≃ ↓≃
lim
←
m
V ect(Xanm \ Y
an
m ) −→ V ect(X
an ∩Han \ Y an)
ou` le noyau des applications horizontales est trivial.
De´monstration: La bijectivite´ des fle`ches verticales de´coule de Proposition
8.1.
Soit Xn le sous-espace de X de´fini par I
n. De fac¸on analogue a` [G2] XI (1.1),
on a une suite exacte, voir Lemme 4.4:
0 −→ ((Ian)k/(Ian)k+1)⊕n
2
−→ GLn(OXan
k+1
) −→ GLn(OXan
k
) −→ 1
On ve´rifie que H1(X ∩H \ Y, (Ian)k/(Ian)k+1) = 0 pour tout k ≥ 1, d’apre`s
The´ore`me 8.5; notons que (Ian)k/(Ian)k+1 ≃ (Ian/(Ian)2)k.
De´monstration de The´ore`me 1.7: D’apre`s The´ore`me 4.2, l’application
V ect(X \ Y ) → lim
←
V ect(Xn \ Yn) est injective. The´ore`me 8.5 implique que
le noyau de lim
←
V ect(Xn \Yn)→ V ect(X ∩H \Y ) est trivial. D’apre`s Propo-
sition 8.1 resp. The´ore`me 8.6 il est e´gal si l’on travaille dans le contexte
alge´brique ou analytique.
9 Fibre´s a` connexion
a) Cas ge´ne´ral
Pour des fibre´s a` connexion il y a des re´sultats plus complets.
Si X est une varie´te´ alge´brique complexe lisse ou bien une varie´te´ analytique
complexe, soit V ectc(X) resp. V ectci(X) l’ensemble des classes d’isomorphie
de fibre´s vectoriels sur X a` connexion resp. connexion inte´grable, voir Ap-
pendice et [D] I.2. Dans le contexte alge´brique nous conside´rons aussi le cas
des fibre´s a` connexion inte´grable re´gulie`re ou` nous e´crivons V ectcir(X), voir
[D] II.4.
D’abord
9.1 The´ore`me. Soit X une varie´te´ analytique, Y un sous-ensemble analy-
tique ferme´ de codimension ≥ 2. Alors V ectcX ≃ V ectc(X \ Y ).
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De´monstration: D’apre`s The´ore`me 7.6 la fle`che V ect X → V ect(X \ Y )
est injective, donc V ectcX → V ectc(X \ Y ) aussi: Soit E cohe´rent et lo-
calement libre sur X . Une connexion sur E|X \ Y peut eˆtre donne´e par
une application OX\Y -line´aire D1 : P
1(E|X \ Y ) → Ω1X\Y ⊗ E|X \ Y avec
D1 ◦ i = id, voir Proposition 10.6. Or, D1 correspond a` une section D1 de
Hom(P 1(E|X\Y ),Ω1X\Y⊗E|X\Y ) ≃ T |X\Y , ou` T := Hom(P
1(E),Ω1X⊗E).
Or, D1 s’e´tend de fac¸on unique a` une section de T qui correspond a` une con-
nexion sur E , d’apre`s [BS] II Theorem 3.6.
Surjectivite´: Soit E cohe´rent et localement libre sur X\Y avec une connexion
et j : X \Y → X l’inclusion. Alors j∗E est cohe´rent d’apre`s Lemme 6.4. Par
un raisonnement comme dans le cas de l’injectivite´, la connexion s’e´tend a`
une connexion unique sur j∗E d’apre`s [BS] II Theorem 3.6. Par conse´quent,
j∗E est localement libre, voir [Ma] Remark (1.2).
Dans le cas alge´brique on a
9.2 The´ore`me. Soit X une varie´te´ alge´brique complexe, Y un sous-ensemble
alge´brique ferme´ de codimension ≥ 2.
a) Si X est lisse on a V ectcX ≃ V ectc(X \ Y ).
b) Si X est complet et X \ Y lisse on a V ectc(X \ Y ) ≃ V ectc(X
an \ Y an).
De´monstration: a) On raisonne comme dans la de´monstration pre´ce´dante.
D’apre`s The´ore`me 4.1 on a que la fle`che V ect X → V ect(X \Y ) est injective,
donc V ectcX → V ectc(X \ Y ) aussi: utilisons Proposition 2.7.
Surjectivite´: Soit E cohe´rent et localement libre sur X\Y avec une connexion
et j : X \ Y → X l’inclusion. Alors j∗E est cohe´rent d’apre`s Proposition 2.2.
La connexion s’e´tend a` une connexion unique sur j∗E d’apre`s Proposition
2.7. Par conse´quent, j∗E est localement libre.
b) D’apre`s Proposition 8.1 on a V ect(X \ Y ) ≃ V ect(Xan \ Y an). De plus,
si E est un fibre´ vectoriel sur X \ Y , une connexion sur Ean provient d’une
connexion unique sur E : on utilise Proposition 6.2 ici.
Mauntenant retournons a` la situation habituelle.
9.3 The´ore`me. Supposons que X \ Y est lisse de dimension ≥ 3, H coupe
X \Y transversalement, codimXY ∩H ≥ 4. On a un diagramme commutatif:
V ectc(X \ Y ) ≃ V ectc(Xˆ \ Yˆ )
↓≃ ↓≃
V ectc(X
an \ Y an) ≃ lim
→
V ectc(V ) ≃ V ectc(Xˆ
an \ Yˆ an)
ou` V parcourt les voisinages ouverts de Xan ∩Han \ Y an dans Xan \ Y an.
De´monstration: La verticale a` gauche est bijective d’apre`s The´oreˆme 9.2b).
La verticale a` droite est bijective aussi: D’abord, on a V ect(Xˆ \ Yˆ ) ≃
V ect(Xˆan \ Yˆ an) d’apre`s Proposition 8.2. Soit E un fibre´ vectoriel sur Xˆ \
Yˆ . Supposons que nous avons une connexion sur Ean: celle-ci peut eˆtre
donne´e par une section de Hom(P 1(Ean),Ω1
Xˆan\Yˆ an
⊗ Ean) ≃ T an, ou` T :=
Hom(P 1(E),Ω1
Xˆ\Yˆ
⊗E). Avec Proposition 6.7 on peut conclure que la section
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vient d’une section unique de T , celle-ci correspond a` une connection sur E .
La horizontale supe´rieure est injective d’apre`s The´oreˆme 4.2 et 3.1.
La composition des fle`ches infe´rieures est donc injective aussi. Surjectivite´:
Un e´le´ment de V ectc(Xˆ
an\ Yˆ an)) est repre´sente´ par un fibre´ Ean avec connex-
ion, ou` Ean provient d’un fibre´ E sur Xˆ \ Yˆ . D’apre`s The´ore`me 3.6 il y a une
extension cohe´rente S de E a`X\Y . En fait, dim Sl(OXˆ\Yˆ /IOXˆ\Yˆ )∩Y < l−2
pour l ≤ dim Y ∩H+2 parce que codimXY ∩H ≥ 4, et prof OXˆ\Yˆ /IOXˆ\Yˆ ≥
2 parce que dim X \Y ≥ 3. La connexion sur Ean est donne´e par une section
de Hom(P 1(Ean),Ω1
Xˆan\Yˆ an
⊗ Ean). Or, la condition la condition de Propo-
sition 6.8 est ve´rifie´e pour T1 := Hom(P
1(San),Ω1Xan\Y an ⊗ S
an) au lieu de
S et m = 2: on applique [Si3] Lemma 3.15 ici. La section provient donc
d’une section unique de T1, celle-ci correspond a` une connexion sur S
an. On
conclut que San est localement libre.
Il reste a` montrer que la premie`re fle`che infe´rieure est surjective aussi. Or,
on a lim
→
V ect(V ) ≃ V ect(Xan \ Y an|Xan ∩ Han \ Y an) d’apre`s Corollaire
10.4 (voir les notations y utilise´es). Par [Go] II Th. 3.3.1 on conclut que
lim
→
V ectc(V ) ≃ V ectc(X
an\Y an|Xan∩Han\Y an). Un e´le´ment de V ectc(X
an\
Y an|Xan ∩Han \ Y an) est repre´sente´ par un (OXan|X
an ∩Han \ Y an)-module
cohe´rent localement libre E avec une connexion. Or, E peut eˆtre e´tendu a`
un faisceau S sur X d’apre`s The´ore`me 7.4. La connexion du fibre´ vectoriel
E donne une section de Hom(P 1(S),Ω1X ⊗ S) sur X
an ∩ Han \ Y an. Par
The´ore`me 7.1 il y a une extension unique sur Xan. La restriction a` Xan \Y an
de´finit une connexion sur S|Xan \ Y an, il s’agit donc d’un fibre´ vectoriel an-
alytique a` connexion.
En ce qui concerne la fle`che infe´rieure a` gauche, il y a une variante:
9.4 The´ore`me. Supposons que X \ Y est lisse de dimension ≥ 3. Alors il y
a un isomorphisme
V ectc(X
an \ Y an) ≃ lim
→
V ectc(U \ Y
an)
ou` U parcourt les voisinages ouverts de Xan ∩Han dans Xan.
De´monstration: Surjectivite´: Soit U comme dans [Ha1] et E un fibre´ vec-
toriel a` connexion sur U \ Y an. En particulier E est un faisceau analytique
cohe´rent. D’apre`s [Ha1] Theorem 2.2 il y a une extension cohe´rente S sur
Xan \Y an. La connexion sur E donne une section de Hom(P 1(S,Ω1Xan ⊗S))
sur U \Y an. Par [Ha1] Theorem 2.1 il y a une extension unique sur Xan \Y an
qui donne une connexion a` S. Ce faisceau est donc un fibre´ vectoriel analy-
tique a` connexion.
Injectivite´: avec [Ha1] Theorem 2.1.
b) Fibre´s a` connexion inte´grable
D’abord
9.5 The´ore`me. Sous les hypothe`ses de The´ore`me 9.1, on a V ectciX ≃
V ectci(X \ Y ).
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De´monstration: On applique Lemme 10.9 ou bien Lemme 10.10.
9.6 The´ore`me. Sous les hypothe`ses de The´ore`me 9,2, on a:
a) Si X est lisse: V ectciX ≃ V ectci(X \ Y ), et V ectcirX ≃ V ectci(X
an)
b) Si X est complet et X \ Y lisse on a V ectcir(X \ Y ) ≃ V ectci(X \ Y ) ≃
V ectci(X
an \ Y an).
De´monstration: a) La premie`re isomorphie s’obtient comme dans la de´monstration
de The´ore`me 9.2a). Pour la deuxie`me, voir [D] II The´ore`me 5.9.
b) Traitons d’abord l’analogue de The´ore`me 9.1. La paire (Xan, Xan\Y an) est
2-connexe, donc πk(X
an \Y an, x) ≃ πk(X
an, x) pour k = 0, 1, x ∈ Xan \Y an.
Conside´rons maintenant l’analogue de The´ore`me 9.2:
a) On proce`de comme dans la de´monstration de The´ore`me 9.2a).
b) V ectcir(X \ Y ) ≃ V ectci(X
an \ Y an): comme en a) avec [D] loc.cit.
V ectcir(X \ Y ) ≃ V ectci(X \ Y ): avec la de´dinition de la re´gularite´: [D] II
4.1(i), II 4.2, parce que codimXY ≥ 2.
9.7 The´ore`me. Soit X ⊂ PN(C) un sous-espace analytique ferme´, Y une
partie analytique ferme´e, X \ Y lisse, partout de dimension ≥ 3, H un hy-
perplan. Fixons une stratification de Whitney de (X, Y ). Supposons qu’il y
a un sous-ensemble analytique Σ de Y ∩H tel que codimXΣ ≥ 3 et H coupe
toutes les strates de X transversalement hors de Σ. Alors on a un diagramme
commutatif d’isomorphies:
V ectcir(X \ Y ) ≃ V ectcir(X ∩H \ Y )
↓≃ ↓≃
V ectci(X
an \ Y an) ≃ V ectci(X
an ∩Han \ Y an)
De´monstration: Soit E un fibre´ vectoriel (analytique) sur Xan ∩Han \Y an
a` connexion inte´grable. Si Xan ∩ Han \ Y an est connexe, il est donne´ a` iso-
morphie pre`s par un homomorphisme π1(X
an ∩ Han \ Y an) → GLk(C) ou`
k est le rang de E . Autrement il faut regarder chaque composante connexe
se´pare´ment. Voir [D] I.1.4, 2.17.
Par [HL1] on sait, si Σ = ∅, que pour chaque point x de Xan ∩Han \Y an, on
a πk(X
an∩Han \Y an, x) ≃ πk(X
an \Y an, x), k = 0, 1. En ge´ne´ral, on obtient
le meˆme e´nonce´, en comparant les deux varie´te´s d’abord avec l’intersection
par un sous-espace line´aire de dimension 2 qui est contenu dans H et coupe
X \ Y transversalement.
Ceci signifie que E peut eˆtre e´tendu a` un fibre´ F sur Xan \ Y an a` connexion
inte´grable qui est unique, a` isomorphisme pre`s. La fle`che infe´rieure est donc
bijective.
Par [D] II.5.9, E provient d’un fibre´ vectoriel alge´brique a` connexion inte´grable
re´gulie`re qui est unique, a` isomorphie pre`s. Le meˆme vaut pour F . Comme
la restriction d’un fibre´ vectoriel alge´brique a` connexion inte´grable re´gulie`re
a` un sous-espace lisse donne un objet de la meˆme cate´gorie on obtient que
les fle`ches verticales sont bijectives.
De´monstration de The´ore`me 1.8: Ceci re´sulte aussitoˆt du the´ore`me
pre´ce´dant, avec Σ := Y ∩ H . Notons que les isomorphismes verticaux sont
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de´ja` connus, par The´ore`me 9.1, on a donc V ectcir(X \ Y ) ≃ V ectci(X \ Y )
et l’analogue pour les varie´te´s comple´te´es.
De nouveau il y a une variante:
9.8 The´ore`me. Soit dim X ≥ 3, X \ Y lisse. Alors il y a un diagramme
commutatif
V ectcir(X \ Y )
↓≃ ց≃
V ectci(X
an \ Y an)
≃
−→ lim
→
V ectci(U \ Y
an)
ou` U parcourt les voisinages ouverts de Xan ∩Han dans Xan.
De´monstration: Par [HL1] on sait que pour chaque point x de U \ Y an,
πk(U \Y
an, x) ≃ πk(X
an \Y an, x), k = 0, 1, si U est un voisinage convenable.
Ceci implique la bijectivite´ de la fle`che infe´rieure.
La bijectivite´ de la fle`che verticale se de´montre comme dans la de´monstration
pre´ce´dante.
10 Appendice
a) De´monstrations alternatives
De´monstration directe de The´ore`me 1.2 pour m = 2:
a) D’apre`s Proposition 2.2 on a: Rsj∗S est cohe´rent pour s = 0, 1, ou`
j : X \ Y −→ X est l’inclusion.
b) D’apre`s Lemme 2.8, le faisceau T := j∗S est cohe´rent, et prof T ≥ 2.
c) Par b) et The´ore`me 1.1 on obtient Hs(X, j∗S ⊗L
−ν) = 0, s = 0, 1, ν ≫ 0.
d) Soit x un point ferme´ de X . D’apre`s b) on a H1x(j∗S) = 0, donc
H
1
x(Rj∗S) ≃ H
0
x(R
1j∗S).
Mais H1x(Rj∗S) ≃ lim
→
H1(U, U\{x}, Rj∗S) ≃ lim
→
H1(U\Y, U\(Y ∪{x}),S) =
0 si x ∈ Y . En plus, R1j∗S est concentre´ sur Y . En total, H
0
x(R
1j∗S) = 0
toujours, donc prof R1j∗S ≥ 1.
e) Par d) et The´ore`me 1.1 on conclut que H0(X, (R1j∗S)⊗L
−ν) = 0, ν ≫ 0.
f) Par la formule d’adjonction on obtient, L−ν e´tant localement libre:
(Rsj∗S)⊗L
−ν ≃ Rsj∗(S ⊗ L
−ν).
Par c), e) on obtient donc que Hp(X,Rqj∗(S ⊗ L
−ν)) = 0, p+ q ≤ 1, ν ≫ 0.
Ceci implique notre e´nonce´.
Autre de´monstration de Lemme 2.5:
On peut supposer que S est cohe´rent sur X . Alors ⊕n≥0H
s(X,S(n)) est un
k[Z0, . . . , Zr]-module de type fini pour tout s: Pour s = 0 voir [G4] III 2.3.2,
pour s > 0 on sait que Hs(X,S(n)) est de dimension fini et 0 si n≫ 0.
On en de´duit que ⊕n≥0H
s(X \ Y,S(n)) est un k[Z0, . . . , Zr]-module de type
fini pour s < m: il suffit de montrer que ⊕n≥0H
s(X,Rlj∗S(n)) est un
k[Z0, . . . , Zr]-module de type fini pour l < m, et R
lj∗S est cohe´rent d’apre`s
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Proposition 2.2.
D’autre part, Hs(X \ Y,S(n)) est de dimension finie pour n fixe et s < m,
par Proposition 2.2, et Hs(X \ Y,S(n)) = 0 pour n ≪ 0 d’apre`s The´ore`me
1.2. D’ou` le re´sultat.
De´monstration directe de Corollaire 3.7:
Soit jˆ : Xˆ \ Yˆ → Xˆ l’inclusion. D’apre`s Proposition 2.2, les faisceaux
j∗(S/IS) etR
1j∗(S/IS) sont cohe´rents. Par conse´quent, ⊕k≥0R
lj∗(I
kS/Ik+1S)
est un ⊕k≥0I
k/Ik+1-module de type fini, l = 0, 1. D’apre`s [G2] IX Th. 2.1
on peut conclure que T := jˆ∗S est cohe´rent. ce qui implique Corollaire 3.7.
Remarque: La suite exacte
0→H0
Yˆ
T → T
≃
→ jˆ∗jˆ
∗T → H1
Yˆ
T → 0
implique que Hl
Yˆ
T = 0, l ≤ 1, donc prof Ty ≥ 2 pour y ∈ Yˆ . On a donc
prof T ≥ 2. Mais ceci ne suffit pas afin d’appliquer [G2] XII The´ore`me 3.1
pour une extension cohe´rente de T a` X et de´montrer The´ore`me 3.6!
On devrait meˆme avoir prof T /IT ≥ 2, c.-a` d. T /IT ≃ j∗j
∗(T /IT ).
De´monstration directe de The´ore`me 3.6:
Notons que S induit un faisceau S˜ sur ˆ˜X \ ˆ˜Y . Soit ˆ˜j : ˆ˜X \ ˆ˜Y → ˆ˜X l’inclusion.
D’apre`s [G2] IX Th. 2.1, T := ˆ˜j∗
ˆ˜S est cohe´rent.
On continue maintenant comme dans la de´monstration de la surjectivite´ de
lim
→
V ect U → V ect Xˆ \ Zˆ a` la fin de la de´monstration de The´ore`me 7.2 dans
[HL2].
Ceci devrait revenir essentiellement a` une de´monstration du re´sultat de Gro-
thendieck [G2] XII The´ore`me 3.1 dans le sens de sa de´monstration originale
comme il l’y indique (p. 149).
De´monstration alternative de Lemme 4.4:
Soit k ≥ n et E un fibre´ vectoriel sur Xk+1 pour lequel la restriction a` Xk
est trivial. Soient s1, . . . , sr ∈ Γ(X ∩H \ Y, E|Xk) des sections qui donnent
une base pour chaque fibre. L’hypothe´se implique que les sections s’e´tendent
a` Xk+1, elles de´finissent la meˆme base pour chaque fibre; en fait, on a une
suite exacte
Γ(X ∩H \Y, E/Ik+1E)→ Γ(X ∩H \Y, E/IkE)→ H1(X∩H \Y, IkE/Ik+1E)
et IkE/Ik+1E ≃ (Ik/Ik+1) ⊗ (E/IE) ≃ (Ik/Ik+1)r, ou` r est le rang de E ,
parce que E/IE est trivial. On a donc H1(X∩H \Y, IkE/Ik+1E) = 0 d’apre`s
l’hypothe`se.
Autre de´monstration de The´ore`me 1.7:
Autre me´thode: Supposons que E/IE est trivial. Soient s1, . . . , sk des section
de ce fibre´ qui donnent une base pour chaque fibre. Maintenant (InE)/(In+1E) ≃
In/In+1)⊗(E/IE) ≃ (In/In+1, donc H l(X∩H \Y, (InE)/(In+1E)) = 0, l =
0, 1 a` cause de The´ore`me 8.5. Ceci implique que s1, . . . , sk proviennent des
sections de E/InE , n≫ 0, donc des sections de E , par The´ore`me 1.2. Celles-
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ci de´finissent encore une base de chaque fibre sur X∩H \Y , donc E est trivial
sur un voisinage ouvert de Zariski de X ∩H \ Y dans X \ Y . Par The´ore`me
4.1 E est trivial.
Deuxie`me de´monstration de The´ore`me 1.8:
On utilise d’abord The´ore`me 9.1 ou` on peut remplacer c par ci partout. Car
l’inte´grabilite´ d’une connexion sur E signifie que la courbure est 0, la cour-
bure e´tant une section de Hom(E ,Ω2X ⊗OX E). On peut donc raisonner avec
Proposition 6.8.
On a aussi V ectci(X ∩H \ Y ) ≃ V ectci(X
an ∩Han \ Y an). D’autre part, la
de´monstration pre´ce´dante montre qu’on peut e´tendre chaque fibre´ a` connex-
ion inte´grable sur X ∩H \ Y a` un voisinage, donc a` Xˆ \ Yˆ . Par conse´quent,
V ectci(X \ Y )→ V ectci(X ∩H \ Y ) est surjectif.
Injectivite´: Soient E1, E2 des fibre´s vectoriels sur X
an \ Y an a` connexion
inte´grable dont la restriction a` Xan ∩ Han \ Y an est isomorphe. Alors la
restriction a` un voisinage est isomorphe aussi, donc Eˆ1 ≃ Eˆ2. Par The´ore`me
8.7 on obtient l’isomorphie E1 ≃ E2.
De´monstration alternative de The´ore`me 9.5: On proce`de comme dans
la de´monstration de The´ore`me 9.1.
De´monstration alternative de The´ore`me 9.6 b): On de´montre V ectci(X\
Y ) ≃ V ectci(X
an \ Y an) par voie directe, comme The´ore`me 9.2 b).
b) Comple´ments sur la the´orie des faisceaux
Dans ce paragraphe soit X un espace paracompact, A une partie ferme´e. Soit
(Ui)i∈I un recouvrement ouvert localement fini de A, (Vi)i∈I un recouvrement
pareil tel que Vi ⊂ Ui, i ∈ I, Ti un faisceau sur Ui, i ∈ I. Ici on travaille avec
des faisceaux d’ensembles.
10.1 The´ore`me. Soit S un faisceau sur A, S|A ∩ Ui ≃ Ti|A ∩ Ui, i ∈ I,
alors il y a un voisinage ouvert U de A dans X et un faisceau S˜ sur U tel
que S˜|U ∩ Vi ≃ Ti|U ∩ Vi, i ∈ I.
De´monstration: On proce`de comme dans la de´monstration de [Go] II Th.
3.3.1. Fixons des isomorphismes S|A ∩ Ui ≃ Ti|A ∩ Ui. Ceci donne un
cocycle (gij) par rapport au recouvrement (A∩ Vi) de A, ou` gij ∈ Γ(A∩ Vi ∩
Vj , Iso(Tj|Ui ∩ Uj, Ti|Ui ∩ Uj)). Par [Go] II Th. 3.3.1 il y a une extension de
la section gij a` une section g˜ij qui est de´finie sur un voisinage ouvert Wij de
A∩Vi∩Vj . Soit U l’ensemble de tous les x ∈ X avec les proprie´te´s suivantes:
si x ∈ Vi ∩ Vj , on a x ∈ Wij ,
si x ∈ Vi ∩ Vj ∩ Vk, on a g˜ij(x) ◦ g˜jk(x) = g˜ik(x).
Alors U est ouvert: Soit x ∈ U . Il y a un voisinage W (x) de x qui ne
rencontre qu’un nombre fini des V i, disons V i1, . . . , V in . En plus, on peut
supposer que x ∈ Vi pour i = i1, . . . , in. Maintenant on peut achever que
W (x) ⊂ U .
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E´videmment, U est un voisinage de A, il s’agit du voisinage cherche´: on
recolle les Ti|U ∩ Vi par g˜ij|Vi ∩ Vj ∩ U .
10.2 Corollaire. Soit A une partie analytique ferme´e de l’espace analytique
complexe X. Chaque OX |A-module cohe´rent (resp. cohe´rent localement libre)
admet une extension a` un OU -module cohe´rent (resp. cohe´rent localement
libre), U e´tant un voisinage ouvert convenable de A dans X.
Pour l’unicite´, on a
10.3 The´ore`me. Si S1 et S2 sont des faisceaux sur X tels que S1|A ≃ S2|A
alors il y a un voisinage U de A tel que S1|U ≃ S2|U .
De´monstration: On a une section du faisceau Iso(S1,S2) sur A, elle peut
eˆtre e´tendue sur un voisinage.
10.4 Corollaire. Soit A une partie analytique ferme´e de l’espace analytique
complexe X, alors
lim
→
CohU ≃ Coh(X|A) , lim
→
V ect U ≃ V ect(X|A)
Ici U parcourt tous les voisinages ouverts de A dans X, et CohU resp.
Coh(X|A) de´note la cate´gorie des OU - resp. OX |A-modules cohe´rents, a` iso-
morphie pre`s. Finalement, V ect(X|A) de´note la cate´gorie des OX |A-modules
cohe´rents localement libres, a` isomorphie pre`s.
La deuxie`me partie du corollaire peut aussi eˆtre e´crite comme
lim
→
H1(U,GL(OX)) ≃ H
1(A,GL(OX))
Cette relation est en meˆme temps conse´quence d’un the´ore`me ge´ne´ral sur la
cohomologie des faisceaux non-abe´liens; dans le cas abe´lien voir [Go] II Th.
4.11.1:
10.5 The´ore`me. Soit F un faisceau de groupes (non-ne´cessairement abe´liens)
sur X. Alors
lim
→
H1(U,F) ≃ H1(A,F)
ou` U parcourt tous les voisinages ouverts de A dans X.
De´monstration: Surjectivite´: Supposons qu’un e´le´ment de H1(A,F) est
donne´. Nous povons supposer qu’il est repre´sente´ par un cocycle (gij) par
rapport au recouvrement (A ∩ Vi) de A. On peut e´tendre gij a` un voisinage
Wij de A∩ Vi ∩ Vj. On continue comme dans la de´monstration de The´ore`me
10.1.
Injectivite´: Soient (gij) et (hij) des cocycles par rapport a` (Ui) qui de´finissent
le meˆme e´le´ment de H1(A,F). Quitte a` re´tre´cir il y a fi ∈ Γ(A ∩ Vi,F) tels
que hij = figijf
−1
j sur A∩Vi∩Vj. On peut e´tendre fi a` une section f˜i sur un
voisinage ouvert Wi de A ∩ Vi dans Ui. Soit U l’ensemble de tous les points
x avec les proprie´te´s suivantes:
si x ∈ Vi alors x ∈ Wi,
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si x ∈ Vi ∩ Vj alors hij(x) = f˜i(x)gij(x)f˜j(x)
−1.
On ve´rifie que U est un voisinage ouvert de A dans X et que (hij |U ∩Vi∩Vj)
et (gij|U ∩ Vi ∩ Vj) sont cohomologues, il de´finissent donc le meˆme e´le´ment
de H1(U,F).
c) Connexions
Soit X une varie´te´ amalytique complexe, E un fibre´ vectoriel holomorphe sur
X . Il y a plusieurs fac¸ons de de´finir la notion d’une connexion sur X , voir
[D], [Ma]:
Soit J l’ide´al de la diagonale dans X2, p1, p2 = projections canoniques de
X2 sur X , P 1 := OX2/J
2 et P 1(E) := (p1)∗(P
1 ⊗O
X2
p∗2E) le faisceaux des
1-jets dans E . La suite exacte
0→ J /J 2 → OX2/J
2 → OX2/J → 0
conduit a` une suite exacte
0→ Ω1X ⊗ E
i
→ P 1(E)
q
→ E → 0
Notons que (p1)∗((J /J
2) ⊗O
X2
p∗2E) ≃ (p2)∗((J /J
2) ⊗O
X2
p∗2E) ≃ Ω
1
X ⊗ E
parce que (p2)∗(J /J
2) ≃ Ω1X , et (p1)∗((OX2/J )⊗OX2p
∗
2E ≃ (p2)∗((OX2/J )⊗OX2
p∗2E) ≃ E parce que (p2)∗(OX2/J ) ≃ OX .
On a une application j1 : E → P 1(E) qui associe a` chaque section son 1-
jet, induite par f 7→ f ◦ p2. Elle est seulement CX -line´aire: on a j
1(fs) =
i(df ⊗ s) + fj1(s) pour f ∈ OX,x, s ∈ Ex. On a q ◦ j
1 = id, donc q est
vraiment surjectif, et j1 donne alors un scindage de la suite exacte dans la
cate´gorie des CX-modules.
10.6 Proposition. Il est e´quivalent de donner
a) une application CX-line´aire ∇ : E → Ω
1
X ⊗ E telle que ∇(fs) = df ⊗ s +
f∇s,
b) une application OX-line´aire D1 : P
1(E)→ Ω1X ⊗ E telle que D1 ◦ i = id,
c) une application OX-line´aire D2 : E → P
1(E) telle que q ◦D2 = id,
ou` les applications sont lie´es comme suit: D2 := j
1−i◦∇, i◦D1 = id−D2◦q,
∇ := D1 ◦ j
1.
Pour a⇔ c) voir [D), ou` on trouve la relation D2 = j
1− i ◦∇ aussi. Notons
que c) signifie que D2 donne un scindage de la suite exacte en haut dans
la cate´gorie des OX-modules. Il est bien connu que ceci est e´quivalent a`
b) avec la relation D2 ◦ q + i ◦ D1 = id. On obtient ∇ = D1 ◦ j
1 comme
conse´quence; cette relation semble eˆtre conforme avec [Ma]. En total, on
voit comme on passe de ∇ a` D2, de D2 a` D1 et de D1 a` ∇. Pour comple´ter
les relations signalons qu’on peut raisonner au sens inverse aussi: i ◦ D1 =
i ◦ ∇ ◦ q + id− j1 ◦ q, D2 = j
1 − i ◦D1 ◦ j
1, i ◦ ∇ = j1 −D2.
La premie`re de´finition est la de´finition usuelle mais les autres ont un avantage
du point de vue the´orique parce qu’il s’agit des applications OX-line´aires.
Remarque: On peut remplacer E par un faisceau cohe´rent. La suite en haut
reste exacte parce qu’on a encore q ◦ j1 = id, q est donc surjectif. Proposi-
tion 10.6 reste encore valable. Mais par [Ma] Remark (1.2), l’existence de ∇
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garantit que le faisceau cohe´rent est automatiquement localement libre.
Rappelons qu’une connexion ∇ sur E induit des applications CX-line´aires
∇p : ΩpX ⊗ E → Ω
p+1
X ⊗ E , ou` ∇
0 = ∇, voir [D]. Or, ∇ est dit inte´grable si
∇1 ◦ ∇ = 0.
En ce qui concerne les connexions sur un fibre´ vectoriel donne´, on a le re´sultat
suivant:
10.7 Proposition. Soit E un fibre´ vectoriel sur X.
a) Si H0(X,Ω1X ⊗Hom(E , E)) = 0 il y a au plus une connexion sur E .
b) Si H1(X,Ω1X ⊗Hom(E , E)) = 0 il y a au moins une connexion sur E .
c) Si H0(X,Ω2X ⊗Hom(E , E)) = 0 toute connexion sur E est inte´grable.
De´monstration: a), b): La suite exacte (*) en haut conduit a` une suite
exacte
0→ Hom(E ,Ω1X ⊗ E)→ Hom(E , P
1(E))→ Hom(E , E)→ 0
donc
H0(X,Hom(E ,Ω1X ⊗ E))→ H
0(X,Hom(E , P 1(E)))→ H0(X,Hom(E , E))
→ H1(X,Hom(E ,Ω1X ⊗ E)).
Or, id : E → E de´finit un e´le´ment de H0(X,Hom(E , E)), et une connex-
ion sur E correspond a` une image inverse dans H0(X,Hom(E , P 1(E))), par
Proposition 10.6. Le reste est clair.
c) Soit ∇1 de´fini comme toute a` l’heure. Or, l’application ∇1 ◦ ∇ est meˆme
OX -line´aire, voir [D], elle de´finit donc un e´le´ment deH
0(X,Ω2X⊗Hom(E , E)).
Soit V ectc(X) et V ectci(X) de´fini comme dans l’introduction. D’apre`s [D]
nous avons que V ectc(X) a la structure d’un semi-anneau avec unite´ (donne´e
par (OX , d)), le meˆme vaut pour V ectci(X). De plus, on a V ectci(X) ≃
H1(X,GL(C)).
d) Un lemme sur les suites spectrales
Le lemme suivant devrait eˆtre bien connu (il est implicitement applique´ dans
[H2] p. 223, par exemple):
10.8 Lemme. Soit f : E → E ′ un homomorphisme de suites spectrales
(Er)r≥r0, (E˜r)r≥r0, avec r0 ≥ 1. Supposons que E
pq
r0
= E˜pqr0 = 0 si p < 0 ou
q < 0 et que f induit des isomorphismes Epqr0 ≃ E˜
pq
r0
si q ≤ n (il suffit: si
q ≤ n− r0−1
r0
p). Alors f induit des isomorphismes Epq∞ ≃ E˜
pq
∞ , p+ q ≤ n.
De´monstration: On de´montre par re´currence que f induit des isomor-
phismes Epqr ≃ E˜
pq
r , q ≤ n−
r−1
r
p, r ≥ r0: afin de de´montrer cet e´nonce´ avec
r + 1 au lieu de r utilisons le diagramme commutatif
Ep−r,q+r−1r −→ E
p,q
r −→ E
p+r,q−r+1
r
↓≃ ↓≃ ↓≃
E˜p−r,q+r−1r −→ E˜
p,q
r −→ E˜
p+r,q−r+1
r
31
pour q ≤ n− r−1
r
p.
Notons aussi que Epqr = E
pq
∞ et E˜
pq
r = E˜
pq
∞ si p+ q ≤ n, r > n.
e) Sur les groupes d’homotopie et syste`mes locaux
Soit X une varie´te´ analytique re´elle et Y un sous-ensemble analytique ferme´
de X . Le lemme suivant est ge´ome´triquement e´vident, nous fournissons une
preuve qui n’utilise pas des arguments de transversalite´:
10.9 Lemme. Supposons que d est la codimension de Y dans X. Alors la
paire (X,X \Y ) est d−1-connexe, c.-a` d. πl(X \Y, x)→ πl(X, x), est bijectif
pour l ≤ d− 2 et surjectif pour l = d− 1, x ∈ X \ Y .
De´monstration: On peut supposer que X est connexe de dimension n. Il
y a une filtration ∅ = Y−1 ⊂ Y0 ⊂ Y1 ⊂ . . . ⊂ Yn−d = Y ou` Yk est analytique
ferme´ de dimension k et Yk \ Yk−1 est lisse de dimension k. Il suffit de
de´montrer que πl(X \ Yk, x) ≃ πl(X \ Yk−1, x), x ∈ X \ Yk, l ≤ n − k − 2.
En remplac¸ant X \Yk−1 par X on voit qu’il suffit de de´montrer notre e´nonce´
original dans le cas Y lisse.
Soit U un voisinage tubulaire de Y dans X , on a donc une re´traction r : U →
Y . Il suffit de montrer πl(U \Y, x) ≃ πl(U, x), l ≤ d−2, x ∈ U \Y , a` cause du
the´ore`me de Blakers-Massey. Soit F := r−1({x}); alors F est home´omorphe
a` un disque de dimension n − d. Or, r|U \ Y → Y de´finit une fibration; la
suite exacte d’homotopie pour celle-ci donne: πl(U \ Y, x) ≃ πl(Y, x), donc
πl(U \ Y, x) ≃ πl(U, x) pour l ≤ d− 2, ce qu’il fallait de´montrer.
10.10 Lemme. Soit L un syste`me local sur X \ Y et Y de codimension
≥ 3. Alors L admet comme syste`me local une extension a` X qu est unique a`
isomorphie pre`s, a` savoir j∗L, ou` j : X \ Y → X est l’inclusion.
De´monstration: Avec les notations de la de´monstration pre´ce´dente, il suffit
de de´montrer par re´currence que j∗L est un syste`me local sur X \ Yk. On
peut donc supposer que Y est lisse. Il suffit de montrer que j∗L|U est un
syste`me local, U e´tant un voisinage convenable de x ∈ Y dans X , ce qui est
e´vident.
Ou bien on applique Lemme 10.9.
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