In this paper, a nonhomogeneous system of pressureless flow
is investigated. It is found that there exists a generalized variational principle from which the weak solution is explicitly constructed by using the initial data; i.e., d2 <92
p(x,t) = --r-^minF(y;x,t), p(x,t)u{x,t) = -minF(y;x,t) ox y oxot y hold in the sense of distributions, where F(y; x, t) is a functional depending on the initial data. The weak solution is unique under an Oleinik-type entropy condition when the initial data is of measurable function. It is further shown that the solution u(x, t) converges to x as t tends to infinity. The proofs are based on the generalized variational principle and careful studies on the generalized characteristics introduced by Dafermos [5] , 1 . Introduction. In this paper, we consider a nonhomogeneous system of pressure- feature of such a system is the formulation of the delta wave, no matter how smooth the initial data are. This poses new challenges to the analysis of the solutions. An interesting phenomena is that a generalized variational principle (GVP) exists for the homogeneous pressureless flow (cf [9, 11, 15] ). By the procedure of GVP, the measured value solution can be explicitly constructed using the initial data, although the pressureless flow is essentially a coupled system. It is worthwhile to point out that neither the usual Lax nor Oleinik entropy condition is enough to ensure the uniqueness of weak solution under the usual initial condition. An additional initial condition, called the energy condition (see [11] ), needs to be imposed, which together with the Oleinik entropy condition, guarantee the well-posedness for the homogeneous pressureless flow.
In this paper we consider a nonhomogeneous system of pressureless flow (1.1) and are interested in whether the GVP still exists so that the weak solution can be exactly constructed by the initial data. We stress the fact that the velocity u(x,t) is unbounded in any strip [0,T] due to the effect of the nonhomogeneous term; even the initial velocity u0(x) is uniformly bounded and thus beyond the scope of the investigations by Oleinik [13] . This kind of nonhomogeneous system was also investigated in [7] , where the solution to a nonhomogeneous Burger's equation was clearly constructed by using Hopf-Cole transformation.
It is shown in [8] that the solution constructed in [7] converges to the weak solution of the corresponding Hopf's equation when the viscosity vanishes. Unlike the scalar equation of [7] and [8] , our system (1.1) is a coupled system and its solution has more singularity due to the delta wave. We show in present paper that the GVP indeed exists for the nonhomogeneous system (1.1) and the weak solution is explicitly constructed by a careful study of the generalized characteristics introduced by Dafermos [5] . It is also proved that the weak solution is unique under an Oleinik-type entropy condition when the initial data is of measurable function. Compared with the homogeneous pressureless flow, we need more subtle analysis of generalized characteristics to establish the uniqueness of solution due to the fact that the back generalized characteristic is no longer a straight line. A byproduct of our result is that the solution u(x, t) converges to x as t tends to infinity.
Before formulating our main result, we first give the definition of the entropy solution proposed by Wang, Huang, and Ding [11, 15] . If p and u are bounded measurable functions, then m(x, t) = pdx -pudt is independent of integral path and satisfies mx = p due to the fact that the first equation of (1.1) is conserved. Therefore the system (1.1) becomes, by the new variable m(x,t),
(mxu)t + (mxuz)x = mxx.
We focus our attention on the system (1.3) instead of (1.1). The right-hand side of (1.7) is due to the effect of the nonhomogeneous term, while it is exactly 1/t for the homogeneous one. It is noted that the RHS of (1.5) behaves like 1/t as t -► 0+.
Our main result is Theorem 1 (Existence theorem). Let the initial data po(x) and u${x) satisfy condition (1.2). Then p(x,t) = ^~~ = -~mmF(y-x,t), (1.8) p(x, t)u(x, t) = dm^X,t\(x, t) = min F(y; x, t) (1. Furthermore, u(x,t) converges to x as t -> oo.
THEOREM 2 (Uniqueness theorem). Let (mi,«i) and (to2,U2) be any two entropy solutions of (1.1) with the same initial data po,Uo in the sense of Definition 2. Then mi = TO2 a.e., Mi = i/2 a.e (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) with respect to the measure m\x -m2X-Remark 2. Our initial condition (1.5-1.6) is stronger than the usual initial condition; i.e., as t -» +0, the measures p and pu weakly converge to po, pqUq respectively. This is because our initial data is of measurable function, not Radon measure. It is noted that the solution constructed in Theorem 1 satisfies the initial condition (1.5-1.6) and such solution is unique in Theorem 2.
Remark 3. Since the solution of (1.1) is usual a Radon measure, it is natural to study the general case when the initial data is a Radon measure. We conjecture that the solution for the measure initial data can also be constructed by a similar procedure as in Theorem 1. Since the initial data is no longer a measurable function, the initial condition (1.5-1.6) is too strong and the usual initial condition should be introduced instead. Similar to the homogeneous pressureless flow, we guess that the Oleinik-type entropy condition (1.7) and an energy condition introduced by [11] (i.e., the measure pu2 weakly converges to PoUq as t -> 0) are enough to guarantee the uniqueness for the nonhomogeneous system (1.1). This will be investigated in the future.
An outline of this paper is as follows. In Sec. 2, we introduce the GVP and construct an entropy solution using the initial data. In Sec. 3, we prove the solution constructed in Sec. 2 is indeed an entropy solution. In Sec. 4, we establish the uniqueness of the entropy solution.
2. Construction of the entropy solution.
We observe that for smooth solution, the system (1.1) is equivalent to f Pt + {pu)x = 0, { (2-1)
Direct computation yields the characteristic for (2.1)2 from the point (#o,0) is
We expect that the solution u(x,t) of (1.1) has the similar structure as that of the scalar equation (2.1)2-Motivated by this observation, we define for any fixed (x,t),
3) J 0 which only depends on the initial data. Motivated by [11, 15] , we also expect that the entropy solution of (1.1) can be constructed by a procedure of taking the minimum of F(y;x,t).
To achieve this goal, we need careful studies on the functional F(y;x,t). We first have Lemma 2.1. For any point (x, t), as a function of y, F(y; x, t) has a finite low bound and achieves its minimum at some points.
Proof. Let M = ||u0||l°°-For any yx < y2 < ^j(x -Afsht), or yx > y2 > ^(x + Msht), we have v(x, t) = miny F(y; x, t), S(x, t) = {y; F(y; x, t) = v{x, t)}, y*(x, t) = minyeS(x,t){y}, y*(x,t) = maxyes(x,t){y}-It is easy to verify that (2.5)
-(a; -Afsht) < y«(x, t) < y*(x, t) < -(x + Msht). (2.6) cht cht Furthermore, we have LEMMA 2.2. y*, y* are increasingly monotonic in x. In particular, y*{x\,t) < y*(x2,t)
holds for any X\ < x-iProof. For any y\ £ S(xi,t),y2 € S(x2,t), we calculate ry 2
F{y2;xi,t)-F(yi;x1,t) = / p0{r))(r)cht + u0(7?)sht -xi)drj > 0, (2.7)
Jyi and ry i
Combining the above two inequalities, we obtain
This implies y2 > y\ and then Lemma 2.2 is proved. □ Lemma 2.3. As a function of x and t, y*(x, t) and y*(x, t) are lower-and super-semicontinuous, respectively. Furthermore, at the point where y*(x,t) = y*(x,t), both functions are continuous.
Proof. We omit the proof because it is quite similar to that of Lemma 2.2 in [15] . □ Since for smooth solution, the system (1.1) can be reduced to a decoupled system (2.1), the generalized characteristic method introduced by Dafermos [5] could be applied here. For each point (xq, to), we define the left and right backward generalized characteristics Ci, C2 as follows:
sh t sh t C\ : x = --x0 + y*(x0,t0){cht ---cht0), for t<t0, (2.10) snto shco s\it sht C2:x = --x0 + y*{xo,to)(cht---chto), for t < t0.
We have the following properties of the backward generalized characteristics.
Lemma 2.4. y*(x,t) = y*(x,t) holds along each backward generalized characteristic. Furthermore ySf(x,t) = y*(x,t) -y*(xo,to) along C\ and y*(x,t) = y*(x,t) = y*(xo,to) along C2.
Proof. Here we only prove Lemma 2.4 for C\ because the proof for C2 is the same. Let yo -y*(xo,to). For any point (x,t) located at the curve C\ and any y yo, we calculate F(y;x,t) -F(y0;x,t) = f p0(r))(richt + M0(??)sht -x)drj
It is noted that the first term on the RHS of (2.12) is non-negative and chi -J^chto is positive. Hence F(y\x, t) -F(yo; x,t) > 0 if y ^ yo and y*(x, t) = y*(x, t) = yo holds along the curve C\. □ In terms of Lemmas 2.2-2.4, for any two backward characteristics, either they disjoin with each other except at the x-axis or a backward characteristic is a subset of another one. We note that for each point (xo,to), the backward generalized characteristics C±, C2, and the X-axis form a characteristic area. We denote it by A(xo,to). See Fig. 2 .1. Similarly, we can also show that for any two characteristic areas, either they disjoin with each other except at the x-axis or a characteristic area is a subset of another one. Thus, we have the following lemma. -(x(t)cht-y"), if y* -y*,
where y* = y*(x(t),t) and y* = y*(x(t),t).
if y* + y*, Proof. It is observed that for any line t = t± > to, the characteristic areas belonging to (x,ti),-oo < x < +00 disjoint each other. By this observation, we claim that all these characteristic areas cover the whole strip 0 < t < t\. Indeed, let A be the set of points x such that A(x,ti) is located at the left side of (xo,to) and B the set of points x such that A(x,t\) is located at the right side of (Xo,to). Let xm = sup^g^ja;} and Xi = infx6s{x}.
Then we trivially have xm = Xj = x. If (xo,to) € A(x,ti), then our claim is true. If not, without loss of generality, we consider the case that A(x,ti) is located on the left side of (xo,to)-By (2.10) and (2.11), there is a positive constant 5 such that y*(x,ti) + 5 < y*(y,ti) holds for any y e B. On the other hand, Lemma 2.3 infers that limy^s y*(y, t±) = y*(x,ti). This is a contradiction. In terms of the above argument, there is a unique point x = x(ti) on the line t = t\ such that the point (xo,£o) e A(x(ti), ti). Since t\ > to is arbitrary, we obtain a curve x(t) with Xo = x(to) in t > to. See Fig 2. 1. Furthermore, x(t) is continuous due to (2.10), (2.11), and Lemmas 2.2 and 2.3. We now establish (2.13).
Let x' = x(t'), x" = x(t"), t" > t' > t and y, = y*{x', t'), y' = y*(x',t'), (2.14)
y" = y*(x",t"), y" = y*(x",t" We first consider the case y* = y*. Let sht' // , , . sh£' , //, Xl = sht"X +y"( ~ shf" ^2'18T
hen (xi,t') is located on the left backward characteristic belonging to (x",t') and satisfies x\ < x'. We calculate
19)
x shi -sht y" sht cm -sht cht shi" t" -t'
sh t" t" -t'
Let t",t' -> £ + 0; we get that the RHS of (2.19) converges to ^(x(i)cht -y«). Similarly we get ,»,&+" TTrf a S(l(1|cht -«">■ (2-20)
Hence we prove (2.13) for the case y* = y*.
Next we consider the case y* < y*. From the definition of y* and y*, we have F(y"-x", t") -F(y,; x", t") < F(y"; x', t') -F(y,; x', t'). By Lemma 2.2 and (2.26), both m(x,t) and u(x,t) are of bounded variation locally in x. We expect that (m(x, t), u(x, t)) or (p(x,t) = m(x,t)x,u(x,t)) is an entropy solution of the system (1.1) in the sense of Definitions 1 and 2. This will be justified in the next section.
Existence of entropy solution.
This section is devoted to the existence of the entropy solution. Let v{x,t) be the minimum of the functional F(y;x,t).
Then we have the following lemma.
Lemma 3.1.
Proof. The proof is based on the variational principle. We omit the proof here because it is similar to that of [11, 15] . □ From Lemma 3.1, we know that vx = -m,vt -q holds in the sense of distributions. In order to establish (1.4)i, we need to investigate the relation between m and q. We have Lemma 3.2. dq = udm holds in the sense of Radon-Nikodym derivatives in x.
Proof. Without loss of generality, we assume that y* is not always a constant in any neighborhood of (a:,t). Let x\ < x < £2, Vi = and y2 = y*(x2,t); then y\ < y2 and yi -> y*(x,t), y2 -> y*{x,t) as xux-2-+x. When y* < y*, we calculate by (3.4)
x2,xi^>x±o m(X2, t) -m{x\, t) x2,x1^x±o J* p0drj
Next we consider the case y* = y*. From the definition of y+, we have
That is fv2 fv2 chte9 -n / p0(chtu0 + rjsht)dr] < / p0 -drj. Similarly we have q(x2,l) ■ q{x.\,t) hm -->u(x,t).
Therefore the proof of Lemma 3.2 is completed. □ By Lemmas 3.1 and 3.2, the proof for (1.4)i becomes straightforward and will be postponed later. We now introduce another functional which is crucial to prove (1.4)2. By the same method used in Lemma 2.5, there is a Lipschitz curve x = X(r/,t) for each point (77,0) on the x-axis except, at most, a countable number of points.
The curve satisfies rj = X(r], 0). In terms of Lemma 2.5, Jo Since X(rj,t) is increasing in rj and X(rj, t) = x as y* < 7/ < y* and 77 + + 1 and uo(rj) + k are positive, we easily calculate n(x, t) = minyG(y; x, t) = G(y*;x, t), (3.15) 9(x,t) = min yH(y-,x,t) = H(y*;x,t). Thus (1.4)2 is established. Since y*(x, t) and y*(x, t.) converge to x as t -> 0, the formulas of to and q naturally indicates the initial condition (1.5-1.6). Therefore the functions (m(x,t),u(x,t)) constructed in (2.26) is indeed a weak solution of (1.1). By (2.26) and Lemmas 3.1 and 3.2, it is easy to check that p(x,t) = = ~J~2 n^inF(y;x,t), (3.27) p(x,t)u(x,t) = dmif^u{x,t) = -^-min F(y;x,t). (3.28) ox axot y
It should be noted here that p(x, t) = m(x, t)x is usually a Radon measure.
To show the solution constructed above is an entropy solution, we only need to justify (1.7) . In view of the construction of u(x,t), we have u(x -0, t) = -(a;ch£ -y*), u(x + 0, t) = -(xcht -y*).
( 3.29) bill' oil 6
On the other hand, (2.19) and (2.20) imply u(x + 0, t) < u(x, t) < u(x -0, t). (3.30)
Hence we calculate from (3.29) and (3.30) that u(x2,t) -u(xi,t) u(x2-0,t)-u{xi+0,t) cht < < ~rz, xi t x2-(3.31)
X2 -X\ X2 -X\ shi
This shows that (p(x, t), u(x, t)) constructed in (3.27) and (3.28) is indeed an entropy solution of the system (1.1). Finally we point out that from (2.6), \y"{x,t)\ and \y*(x,t)\ are uniformly bounded as t tends to infinity. Therefore (3.29) and (3.30) yield that u(x, t) -* x as t -* oo. Theorem 1 is proved. □
Uniqueness of entropy solution.
This section is devoted to the uniqueness of entropy solution to the nonhomogeneous system (1.1). We shall follow the idea of [11, 16] x(0) = e
The characteristics x = Xe(£,t) have already been studied in [16] . We state some properties of them in the following two Lemmas. for all £ and t. Furthermore, X(£, t) is Lipschitz continuous with respect to t and is increasing with respect to £.
(2) If X(£i,t0) = X(^2,to) holds for some < £2 and to > 0, then X(£i,t) = X(^2,t) for all t > to.
(3) Let U -{£ : 3t > 0,s.t. X(!; -0,t) X(£ + 0, i)}; then for any £ e R/U and almost t > 0, X'{£,t)=u{X{Z,t),t), u{X{£,t) -0,t) < u(X(£,t),t) < u(X(£,t) + 0,t), where ' denotes the upper derivative with respect to t.
(4) Let £(x,t) = sup{£ : X(£,t) < x}, i](x,t) = inf{£ : X(£,t) > x}; then the set T = {{x,t) : £,(x,t) ^ r](x,t),t > 0} consists of at most countable Lipschitz continuous curves. Furthermore, £(x-0,t)=£{x,t), r](x,t) = £{x + 0,t) =rj(x + 0,t), (4.5) X(£(x, t) -0, t) < x < X(£(x, t) + 0, t). Proof of Theorem 2. Fix time t\ we define Ct = {x-(x, t) e R/r,X(£(x, t) -0, r) = X(£(x, t) + 0, t), 0 < r < <}. (4.8) It is easy to verify that for any 0 < r < t, £(x(t),t) keeps constant along the curve x(t) = X(£(x,t),r).
For any Xi,X2 € Ct satisfying X\ < x2, let £(xi,i) = £1 and £(x2,t) = £2-Set xi(r) = X(£i,t) and x2(t) = X(£2,t), 0 < r < t. Let <f>\£{x), 4>2e{x) £ C°°(R) satisfy ♦*«-{£ :>o7' (4-9)
For any <p(r) G Cq°[0,<), let ipe = 0e(x,r)</?(r) with <j)e(x, T) = <t>2e{x ~ X2{t)) -(f>u{x ~ Xi (r)).
Then by ( By Lemma 4.1 (3) and the fact that xi,x2 G Ct, we have for almost every 0 < r < t, u(xi(r) -0,r) = z-(t) = u{xi(r) + 0,r), i = 1,2.
Thus the right-hand side of (4.11) tends to zero when s tends to zero. Letting e -> 0 in is introduced in (1.10), then it is natural to imply the uniqueness Theorem 2 because F(y-,x,t) only depends on the initial data. We shall establish (4.33) by two integral paths.
For any point (x0,t0) £ R\, there exists at least one curve L' through (xo,to) and (£(xo,to)j0) such that £{x,t) keeps constant along L' due to Lemma 4.1 (5). The first integral path is chosen from (0, 0) to (£(#o> ^0)10) along the x-axis and from (^(a;o, to), 0) to (xo,to) along the curve L'. Let £0 = £(#o>io)-We compute On the other hand, we choose another integral path which is from (0,0) to (yo,0) along the x-axis and from (yo, 0) to (xq, to) along the curve L : x -x(t) -yacht + vosht, 0 < t < to, where vq --Vochto). Here yo is any constant. We compute
To calculate the last term of (4.35), we use the following lemma, whose proof will be given at the end of this section.
Lemma 4.5. Let x(t) = j/ochr + woshr and y(r) = £(x(t),t), 0 < r < t. Then for any 0 < r < t, we have m = ms, q = qs a.e. in t > 0. Therefore the uniqueness Theorem 2 is proved. Proof of Lemma 4-5. Without loss of generality, we assume that yo < x(t). Then we have X(yo,r) < x(r). We divide our proof into two subcases.
i) For any 0 < s < r, X(yo, s) < x(s). Let On the other hand, it is easy to check that, for all of these intervals, Iy either is equivalent or disjoint to each other due to Lemma 4.1 (1) ii) 30 < s0 < r, s.t. X{y0,s0) = x(s0). Suppose that there exists n(n > 2) intersection points between X(yo,s) and x(s), 0 < s < t. We denote these points by (xi, Sj), i = 1, 2, • • • , n with sn = 0 < sn_i < • • ■ < si < r. See Fig 4. 
