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Abstract
Today’s most popular approaches to keypoint detection learn
a holistic representation of all keypoints. This enables them
to implicitly leverage the relative spatial geometry between
keypoints and thus to prevent false-positive detections due to
local ambiguities. However, our experiments show that such
holistic representations do not generalize well when the 3D
pose of objects varies strongly, or when objects are partially
occluded. In this paper, we propose CoKe, a framework for
the supervised contrastive learning of distinct local feature
representations for robust keypoint detection. In particular,
we introduce a feature bank mechanism and update rules for
keypoint and non-keypoint features which make possible to
learn local keypoint detectors that are accurate and robust to
local ambiguities. Our experiments show that CoKe achieves
state-of-the-art results compared to approaches that jointly
represent all keypoints holistically (Stacked Hourglass Net-
works, MSS-Net) as well as to approaches that are supervised
with the detailed 3D object geometry (StarMap). Notably,
CoKe performs exceptionally well when objects are partially
occluded and outperforms related work on a range of diverse
datasets (PASCAL3D+, MPII, ObjectNet3D).
Introduction
Computer vision models are often deployed in safety-critical
real-world applications, such as self-driving cars and secu-
rity systems. In these application areas, we expect models
to reliably generalize to previously unseen visual stimuli.
However, in practice we observe that deep models do not
generalize as well as humans in scenarios that are different
from what has been observed during training, e.g., unseen
partial occlusion, rare object pose, changes in the environ-
ment, etc.. This lack of generalization to out-of-distribution
data may lead to fatal consequences in real-world applica-
tions, e.g. when driver-assistant systems fail to detect par-
tially occluded pedestrians. Recent works (Zhu et al. 2019;
Kortylewski et al. 2020b) have shown that deep vision sys-
tems are not as robust as humans to partial occlusion at im-
age classification. Our experiments show that partial occlu-
sion and a large variability in the 3D pose of objects, also
poses a fundamental challenge for state-of-the-art keypoint
detectors that needs to be addressed.
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Semantic keypoints, such as the joints of a human body,
provide concise abstractions of visual objects in terms of
their shape and pose. Accurate keypoint detections are of
central importance for many visual understanding tasks,
including viewpoint estimation (Pavlakos et al. 2017),
human pose estimation (Cao et al. 2017), action recognition
(Messing, Pal, and Kautz 2009), feature matching (Long,
Zhang, and Darrell 2014), image classification (Zhang et al.
2014), and 3D reconstruction (Kanazawa et al. 2018). Early
work on keypoint detection used independent detectors for
each individual keypoint (Hamouz et al. 2005; Gourier, Hall,
and Crowley 2004). However, such independent detectors
cannot leverage structural information between keypoints to
resolve local ambiguities. Therefore, they typically suffer
from many false positive detections. This insight led to
the development of keypoint detection approaches that
represent the relative structure between keypoints either
explicitly or implicitly. Approaches that explicitly model
the spatial relationship between keypoints rely on prior
knowledge about the object geometry, e.g. using mesh
models (Bai et al. 2019). Such an explicit modeling is
difficult because it either requires a careful hand-designed
spatial structure between the keypoints (Felzenszwalb and
Huttenlocher 2005; Chen and Yuille 2014) or additional
supervision during training, in terms of the object viewpoint
and a 3D mesh (Tulsiani and Malik 2015). Today’s most
widely applied keypoint detection approaches (Yang et al.
2017; Chu et al. 2017; Ke et al. 2018) are based on the basic
structure design of Stacked-Hourglass-Networks(SHGs)
(Newell, Yang, and Deng 2016). A key idea in SHGs is
that the model predicts the response maps of the keypoints
jointly. At their core such models learn a joint representation
of all keypoints, which allows them leverage the relative
spatial geometry between the keypoints implicitly and
hence makes possible to avoid the explicit modeling of
the objects geometry. However, our experiments show that
for SHGs the occlusion of a few keypoints also strongly
decreases the detection accuracy of the remaining visible
keypoints due to the jointly entangled representation.
Therefore, a critical research question is how to learn
keypoint detectors that achieve a high performance and do
not require any prior knowledge about the object geometry,
while at the same time being very robust to partial occlusion.
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Figure 1: Keypoint detection with CoKe. We use a CNN backbone to extract feature representation at different positions of
the input image. Each keypoint in the Keypoint Bank has an individual representation that is used as a convolution kernel to
compute a response map for each keypoint. The location of maximum response is used as prediction result. The colored boxes
show the ground truth and the dots illustrate the prediction result.
In this work, we learn keypoint detectors with separate lo-
cal representations for every keypoint. This intuitively offers
more robustness to partial occlusion compared to models
that have a jointly entangled representation of all keypoints.
However, a main challenge is to reduce the false-positive
detections of the independent detectors due to local ambi-
guities in the image. To resolve this challenge, we introduce
CoKe, a framework for learning independent keypoint de-
tectors with localized representations via contrastive learn-
ing. Instead of following the regular supervised contrastive
learning of holistic image representations, we aim to learn
local representations that can perform fine-grained and ac-
curate keypoint detection. In particular, we use the keypoint
annotations to generate large amounts of negative examples
and train a deep network backbone to distinguish between
positive and negative examples locally. We introduce a con-
trastive loss for local features that enables a deep network
to distinguish between representations of locally ambiguous
keypoints. Additionally, we introduce a feature bank mech-
anism and update rules for keypoint and non-keypoint fea-
tures which make possible to learn local keypoint detectors
that are accurate and robust to local ambiguities.
In our experiments we show that CoKe achieves state-
of-the-art results compared to approaches that jointly rep-
resent all keypoints holistically (Stacked Hourglass Net-
works, MSS-Net (Ke et al. 2018)) as well as to approaches
that are supervised with the detailed 3D object geome-
try (StarMap (Zhou et al. 2018)). This is remarkable as
CoKe performs keypoint detection independently without
any geometric constraints between the keypoints. Notably,
due to the local representations in CoKe, the model per-
forms exceptionally well when objects are partially oc-
cluded. It also enables CoKe to outperform related work
on a range of diverse datasets (PASCAL3D+(Xiang, Mot-
taghi, and Savarese 2014),ObjectNet3D(Xiang et al. 2016),
MPII(Andriluka et al. 2014)), in particular in challenging
scenarios such as when objects vary strongly in terms of
their 3D pose.
Related Work
Keypoint Detection. Keypoint detection, especially for hu-
man joints (Cao et al. 2017; Newell, Yang, and Deng 2016;
Tompson et al. 2015; Toshev and Szegedy 2014) and rigid
objects (Wu et al. 2016), is a widely studied problem in
computer vision. Early approaches relied on local descrip-
tors (Gourier, Hall, and Crowley 2004) that are distinctive
and invariant (Lowe 2004). While approaches using local
descriptors have proven to be robust to occlusion and back-
ground clutter, they were outperformed by deep learning ap-
proaches that were trained end-to-end (Newell, Yang, and
Deng 2016). Toshev et al. (Toshev and Szegedy 2014) first
trained a deep neural network for 2D human pose regres-
sion and Li et al. (Li and Chan 2014) extended this approach
to 3D. Starting from the work of Tompson et al. (Tompson
et al. 2015), the heatmap representation became very popu-
lar for 2D keypoint estimation, achieving very good perfor-
mances in both 2D human pose estimation (Newell, Yang,
and Deng 2016) and category-specific object keypoint de-
tection (Pavlakos et al. 2017). These works showed that pre-
dicting keypoints jointly with deep networks led to an im-
proved performance, as the implicitly encoded structural in-
formation between keypoints provides important cues to re-
solve locally ambiguous keypoint detections. Tulsiani et al.
(Tulsiani and Malik 2015), proposed to integrate the struc-
tural information between keypoints explicitly by integrat-
ing 2D and 3D models, which inspired a number of follow-
up works, in particular for rigid objects (Zhou et al. 2018;
Tulsiani and Malik 2015; Pavlakos et al. 2017).
Supervised Contrastive Learning. Contrastive learning
originates from Metric Learning and involves the learning of
a feature space by optimizing the similarities of sample pairs
in a representation space. The general intuition underlying
supervised contrastive learning is to transform the training
data into a feature space where the distance of feature repre-
sentations of samples from the same class is small, whereas
it should be big for samples from different classes. Popular
examples use pairs of samples for loss computation(Hadsell,
Chopra, and LeCun 2006), triplets (Schroff, Kalenichenko,
and Philbin 2015), or N-Pair tuples (Sohn 2016).
Recently, contrastive learning has attracted attention from
the research community in self-supervised learning (Chen
et al. 2020) . The main difference in the self-supervised
learning setting is that positive examples are generated using
data augmentations of a query sample whereas negative ex-
amples are simply chosen as other images in the same mini-
batch.
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Figure 2: Illustration the CoKe training process. At first, we extract a feature map for the input image. After dimensionality
reduction and L2 normalization, we retrieve the feature vectors for all keypoints as well as random clutter. We refer to these
features as ’Keypoint Feature’ and ’Clutter Feature’. We compute the loss between these features w.r.t. the Feature Bank
Module and update the feature bank accordingly. The feature bank consists of two parts: a Keypoint Bank and a Clutter Bank.
The Keypoint Bank is updated using momentum update. The Clutter Bank is updated by replacing the oldest features in the
Clutter Bank with a set of randomly sampled clutter features from the input image based on the time tag. (Best viewed in color.)
While most of the supervised contrastive learning focuses
on learning a holistic representation of the complete image,
in this paper, we target a more fine-grained task - keypoint
detection. Keypoints are localized image patterns and there-
fore require the learning of local feature embeddings. The
main challenge is that local image patterns can be highly
ambiguous (e.g. the front and back tire of a car) and there-
fore require a contrastive learning framework that can learn
to disambiguate local representations, while at the same time
being able to learn a distinct representation that can be local-
ized accurately.
CoKe: Contrastive Learning of Keypoint
Detectors
In this section, we introduce CoKe, a framework for the
contrastive learning of high performance keypoint detectors
with individual representations. We give an overview over
the inference process for a trained CoKe model and discuss
the model training in detail.
Inference with the CoKe Model
In the following, we describe the model for keypoints of a
single category. However, note that it can be easily extended
to multiple categories. Figure 1 illustrates the keypoint de-
tection process with the CoKe model after a successful train-
ing. The process can be summarized in three steps: feature
extraction, keypoint matching and keypoint localization.
We compute the feature map of an image I as: V =
fθ(I) ∈ RH×W×D , where fθ is the feature extraction
with deep neural network backbone, followed by dimension-
ality reduction using a 1x1 convolution and channel-wise
L2-normalization to project the feature vectors onto a unit
hyper-sphere. θ represents the trainable parameters of the
backbone. Note that the CoKe approach does not depend on
the particular architecture of the backbone (see the Exper-
iments Section) and is hence able to benefit directly from
advances in the architecture design.
In CoKe each keypoint has a separate representation
Kn ∈ RD. We store all feature representations in a Key-
point Bank K = {Kn|n = 1, . . . , N}. We assume a fixed
number of N keypoints for each object class. For keypoint
matching, we apply the keypoint representations from the
Keypoint Bank as a 1x1 convolution kernel. This computes
the similarity between each keypoint representation and the
features in the feature map V . We compute the location of
a keypoint n as the maximal response in the corresponding
response map and project the detected location into the orig-
inal image to get the final prediction result. As each point in
the feature map projects onto a region in the input image, we
simply choose the center of that region as final prediction in
the input image.
Note the fundamental difference between CoKe and re-
lated work is that in CoKe each keypoint has its own repre-
sentation, whereas e.g. in Stacked-Hourglass-Networks the
representations of the keypoints are jointly entangled within
the network parameters. The individual representation of
keypoints in CoKe naturally enables robustness to occlu-
sion, because the keypoints are detected independently dur-
(a) Image 1, non-occluded (b) Image 2, non-occluded
(c) Image 1, occluded (d) Image 2, occluded
Figure 3: Negative effect of partial occlusion on keypoint
localization. Colored Circles: Ground truth keypoint loca-
tion; Dots: CoKe predictions; Triangles: SHG predictions.
For non-occluded objects (a & b) both models perform well.
However, partial occlusion (c & d) distorts the SHGs be-
cause of the entangled keypoint representation, while CoKe
can still localize the visible keypoints well.
ing inference and therefore occluded keypoints do not affect
the detection of non-occluded keypoints. In contrast, when
keypoint representations are entangled, partial occlusion of
a few keypoints significantly decreases the detection accu-
racy of non-occluded keypoints, as illustrated in Figure 3
and shown in our experiments in the next section.
Training the CoKe Model
To train the CoKe model we introduce a contrastive frame-
work that enables the learning of individual keypoint detec-
tors with high discriminative performance. In the following,
we introduce the components of the CoKe training process
(Figure 2), including the keypoint and clutter feature extrac-
tion process, the Keypoint Bank, the Clutter Bank and the
contrastive loss design.
Extraction of Keypoint and Clutter Features. LetVp ∈
RD denote the feature vector in the feature map V at posi-
tion p. A location X in the image I, maps to a position p
on feature map V, such that p = Φ(X), where Φ(·) is the
function that computes the mapping from X to p. For each
keypoint, its position pn on the feature map can be computed
as pn = Φ(Xn), whereXn is the keypoints’ ground truth lo-
cation in the 2D RGB image. We denote the feature vectors
of all keypoints as {Fn = Vpn |n = 1, . . . , N} and refer to
this set as ’Keypoint Features’.
Our aim is to train the parameters of the feature extrac-
tor θ such that the keypoint features Fn are distinct from
each other, but also distinct from all other non-keypoint
features in the image. To achieve this, we collect a set of
background features that serve as negative examples during
training. In particular, we randomly sample a set of ’Clut-
ter Features’ {Fm = Vpm |m = 1, . . . ,M} at positions
pm that are different from the keypoint positions, hence
pm /∈ {pn|n = 1, . . . , N}. A good clutter feature should
be close to the keypoint annotation to reduce false-positive
detections during inference at close by regions in the image.
Therefore, we use the ground truth keypoint annotation to
sample clutter features within the vicinity of keypoint fea-
tures (see Section for more details).
Maintaining a Clutter Bank.While the collection of am-
biguous Clutter Features within a particular training image
is effective, we found that it is important to maintain a record
of Clutter Features from as many images as possible to en-
sure that the Keypoint Features will be distinct from all of
them. Therefore, we store the Clutter Features in a Clutter
Bank. In our experiments, a Clutter Bank consists of 1024
groups of features. Each group contains 20 Clutter Feature
vectors. The dimensions of the Clutter Bank is chosen to fill
up the memory the GPUs used for training. Typically, we
observe that the bigger the Clutter Bank, the better the final
performance (see experiments in Section ).
At first, we randomly initialize the Clutter Bank. For each
training image, we put its Clutter Feature into the groups in
Clutter Bank. After all the groups in the Clutter Bank filled,
we replace the ’oldest’ group of Clutter Features based on a
tag number that records the order in which the groups were
filled. We refer to this process as Sequential Update.
Contrastive Loss for Training the Feature Extractor.
The main challenge in the CoKe model is to reduce the false-
positive detections of the independent detectors due to lo-
cal ambiguities in the image. To achieve this we use a con-
trastive loss that is specifically designed to enhance the fea-
ture representations of the keypoints to be distinct from each
other as well as from any other structures in the image. The
loss is composed of three main terms:
L({Fn}, {Fm},K,C) =
[∑
n
LKey(Fn,Kn)
+ LBank(Fn,K\{Kn},C)
]
+
[∑
m
LClutter(Fm,K)
]
.
(1)
The keypoint loss measures the cosine distance between the
keypoint feature Fn and the corresponding keypoint repre-
sentation from the Keypoint BankKn:
LKey(Fn,Kn) = −FnKn. (2)
The bank loss measures the similarity between a particular
Keypoint Feature Fn to the Clutter BankC and all keypoint
representations in the Keypoint Bank except the correct one
K \{Kn}:
LBank(Fn,K\{Kn},C) =
( ∑
K\{Kn}
FnKj+
∑
C
FnCi
)
.
(3)
Finally, the clutter loss enforces the clutter features to have
a large distance to all elements in the Keypoint Bank:
LClutter(Fm,K) =
∑
n
FmKn. (4)
Note the difference to the bank loss is that it explicitly en-
forces the representation of the clutter to be distinct from
the Keypoint Bank, whereas the bank loss only enforces the
keypoint features to be different from the clutter features.
Updating the Keypoint Bank. We initialize the Keypoint
Bank with random values sampled from a standard normal
distribution. For every training image, we update the Key-
point Bank using momentum update. Note that, this mecha-
nism is different from related work such as MoCo (He et al.
2019). In particular, CoKe uses momentum update to learn
a category-specific feature representation, whereas MoCo
uses momentum update to learn the weights of a backbone
network.
Kn ← Kn ∗ α+ Fn ∗ (1− α). (5)
We set the momentum to α = 0.9 in our experiments. Note
that we apply momentum updates, because they have proven
to be more stable for contrastive learning compared to stan-
dard gradient descent updates (He et al. 2019).
Experiments
In this section, we experimentally evaluate CoKe and com-
pare its performance to related work that uses joint keypoint
representations. We begin with describing the experimental
setup and evaluate the robustness of CoKe and other meth-
ods to partial occlusion. Then we show some qualitative re-
sults and analyse the time and memory consumption. At last
we perform ablation studies for all the important compo-
nents and design choices in CoKe.
Experimental Setup
Evaluation Protocol. Following the standard experimental
setup, we use PCK=0.1 (percentage of correct keypoints), as
the evaluation metric. PCK considers a keypoint to be cor-
rect if its L2 pixel distance from the ground truth keypoint
location is less than 0.1 ·max(h,w), where h and w are the
objects bounding box pixel size. We evaluate each object
category by computing the average accuracy on the visible
keypoints over all the test images.
Training Setup. We use the standard train-val-test split
for all the datasets. For training we use a batch size of 64.
In each image, we randomly choose 20 clutter points as a
group and the clutter bank contains 1024 groups. We choose
the clutter features to be within two pixels distance to the
keypoint annotation in the feature map. We choose to use
the non-parametric softmax (Wu et al. 2018) to calculate the
similarity between features and banks. The temperature pa-
rameter(Hinton, Vinyals, and Dean 2015) that controls the
concentration level of the distribution is set to τ = 0.7.
We compute the baseline following the basic settings of the
Stacked Hourglass Network with 8 stacks.
PASCAL3D+ Dataset. We evaluate our approach on the
PASCAL3D+ benchmark. The dataset contains 12 man-
made object categories with totally 11045 images for train-
ing and 10812 images for evaluation. Different from some
previous work (Zhou et al. 2018; Tulsiani and Malik 2015),
we use all the images for evaluation, including the occluded
and truncated ones. The number of keypoints ranges from 7
to 15 per category.
OccludedPASCAL3D+ Dataset. While it is important to
evaluate algorithms on real images of partially occluded ob-
jects (see experiments in Section ), simulating occlusion en-
ables us to quantify the effects of partial occlusion more
accurately. Inspired by the success of dataset with artifi-
cially generated partial occlusion in image classification
PASCAL3D+
Occlusion Level Lv.0 Lv.1 Lv.2 Lv.3 Avg
SHGs 68.0 46.5 43.2 39.9 49.4
MSS-Net 68.9 46.6 42.9 39.6 49.5
StarMap 78.6 - - - -
CoKe-Res50 77.0 67.6 59.9 53.4 64.4
CoKe-SHG 78.3 66.3 58.4 52.3 63.8
CoKe-Res-UNet 80.3 68.5 59.1 54.0 65.5
Table 1: Keypoint detection results on PASCAL3D+ un-
der different levels of partial occlusion (Lv.0:0%,Lv.1:20-
40%,Lv.2:40-60%,Lv.3:60-80% of objects are occluded,
L0 is the original dataset). CoKe models learned from
several different backbones (ResNet50, Stacked-Hourglass,
Res-UNet) are highly robust to partial occlusion. Further-
more, they outperform the models that leverage additional
the structural information between the keypoints implicitly
(SHGs, MSS-Net(Ke et al. 2018)) and explicitly (StarMap).
(Kortylewski et al. 2020b,a), part detection (Wang et al.
2017) and object detection (Wang et al. 2020) , we use
an analogous dataset with artificial occlusion for keypoint
detection. In particular, we use the OccludedPASCAL3D+
dataset proposed in (Wang et al. 2020) for object detection.
It contains contains all 12 classes of the original PASCAL
3D+ (Xiang, Mottaghi, and Savarese 2014) at various lev-
els of occlusion. The occluders, include humans, animals
and plants, which were cropped from the MS-COCO dataset
(Lin et al. 2014) are different from the 12 PASCAL3D+
classes. The dataset has a total of 3 occlusion levels, with
Lv.1: 20-40%, Lv.2: 40-60% and Lv.3: 60-80% of the object
area being occluded.
MPII Dataset. MPII Human Pose (Andriluka et al. 2014)
has 25k images with annotations for multiple people provid-
ing 40k annotated samples (28k training,11k testing). MPII
consists of images taken from a wide range of human activ-
ities with a challenging array of articulated poses. The key-
point visibility is annotated, enabling us to report numbers
for the full dataset as well as partially occluded humans.
ObjectNet3D Dataset. ObjectNet3D (Xiang et al. 2016)
consists of common objects in daily life and is notably more
difficult compared to PASCAL3D+ as it contains more rare
viewpoints, shapes and truncated objects. We use 14 ran-
domly chosen classes from ObjectNet3D in our evaluation.
Robustness to Partial Occlusion
PASCAL3D+. Table 1 shows the keypoint detection re-
sults on the PASCAL3D+ dataset for CoKe models learned
from three different backbones: ResNet-50 (He et al.
2016), Stacked-Hourglass-Network (Newell, Yang, and
Deng 2016) and Res-UNet (Zhang, Liu, and Wang 2018).
The performance of the CoKe models with these very differ-
ent backbones is constantly high. The highest performance
is achieved with the most recently developed architecture
Res-UNet. When compared to Stacked-Hourglass-Networks
(SHGs) we can clearly observe a large gain in performance.
Most notably, the performance difference is very promi-
nent for strong occlusion. We also report the performance of
(a) Occlusion Level: 0 (b) Occlusion Level: 1
(c) Occlusion Level: 2 (d) Occlusion Level: 3
(e) Challenging Scenarios
Figure 4: Qualitative detection results under different levels of partial occlusion for artificially occluded objects from PAS-
CAL3D+ (a-d) and humans from MPII (e). The dots visualize the detection result of CoKe. The colored circles in (a-d) indicate
the ground-truth position within PCK=0.1. Note how CoKe is very robust even under strong occlusion.
Dataset MPII ObjectNet3D
Full Occluded Full
CoKe-SHG 90.3 85.1 49.8
SHGs 90.1 84.3 48.6
Table 2: Keypoint detection results on MPII and Object-
Net3D with a Stacked-Hourglass-Network (SHGs) and a
CoKe model learned from the SHGs backbone. CoKe out-
performs SHGs on MPII, not only on the original images
but challenging scenarios such as occluded humans as well.
Also on the ObjectNet3D , a large-scale multi-class keypoint
detection dataset.
StarMap (Zhou et al. 2018) which uses explicit 3D models
to jointly reason about the relative position of the keypoints.
Note that StarMap reports only 2113 images which are non-
truncated and non-occluded, but we report results for all
11476 images without manually picking up. Overall, our re-
sults clearly highlight that CoKe is competitive with models
that leverage geometric constraints between keypoints either
explicitly or implicitly, while being highly robust to partial
occlusion
MPII and ObjectNet3D. We compare Stacked-
Hourglass-Networks and a CoKe model learned from the
SHGs backbone on MPII and ObjectNet3D in Table 2.
CoKe-SHG outperforms SHGs for both human keypoint
detection on the MPII dataset and object keypoint detection
on ObjectNet3D dataset.
In summary, we observe that CoKe is a general purpose
framework that constantly achieves a high performance for
a wide range of backbone architectures and for a range of
datasets with very different characteristics.
Qualitative Results. We visualize qualitative results in
Figure 4. Overall, the illustrations demonstrate the robust-
ness of CoKe to partial occlusions. Any keypoints that are
not in the vicinity of occluders are correctly detected and
not affected by the occlusion. Furthermore, keypoints that
are partially occluded (e.g. the wheel) can still be located ro-
bustly, although the detections tend to move away from the
occluder. Importantly, we do not observe false positive de-
tections at locally ambiguous keypoints. This demonstrates
that CoKe leverages the large receptive field to disambiguate
keypoints, while still being able to localize individual key-
points accurately.
Feature Map Visualization. Here we also provide some
visualization of the feature map from CoKe-Res50. All of
them are from Car category which has more images and
more complex situations in PASCAL3D+. From the Figure 5
we can observe that CoKe is robust to challenging scenarios.
It is worth noting that how all keypoints are detected accu-
rately despite the difficulty from false positives, occlusions,
rare viewpoints, different domain, irregular appearance and
irregular state and rare viewpoints.
Inference Time and Memory Consumption. During in-
ference, CoKe-Res50 (params: 23M, acc: 77%) takes 0.01s
per image, while (SHGs) (params: 25M, acc: 68%) needs
0.06s per image. For the memory consumption, CoKe-Res50
needs 715MB, SHGs 786MB when batch size equals to 1.
CoKe has an advantage of the inference time while main-
taining the competence of the memory consumption.
(a) False Positives (b) Natural Occlusion (c) Rare Occlusion (d) Different Domain
(e) Different Subtype (f) Irregular Appearance (g) Irregular State (h) Rare Viewpoints & Self Oc-
clusion
Figure 5: Eight examples of CoKe-Res50’s representation visualization. For each sub-figure, top is the original image with
keypoint annotation, labeled with red dot. Bottom is the response map, predicted by CoKe-Res50. It is worth noting that how
all keypoints are detected accurately despite the difficulty from false positives, occlusions, rare viewpoints, different domain,
irregular appearance and irregular state and rare viewpoints. (Best viewed in color and zoomed in.)
Ablation Study
In Table 3, we study the influence of the clutter features and
the clutter loss on the contrastive learning result. In partic-
ular, it shows the keypoint detection results for CoKe-Res-
UNet on the car category of the PASCAL3D+ dataset. We
observe that the performance decreases significantly when
no clutter features are used during training. An extension
of this basic setup is to use image-specific clutter features
but without maintaining the features in a Clutter Bank. In
particular, we select the clutter features from the same im-
age from which the keypoint features are sampled using the
same hard negative sampling mechanism as in our standard
setup. From the results we observe that using the image-
specific clutter features increases the performance signifi-
cantly. However, the best performance is achieved using our
proposed Clutter Bank mechanism. In particular, the results
show a general trend that the more features we store in the
bank, the higher the performance becomes. Notably, lower
occlusion scenarios benefit from a larger clutter bank while
for stronger occlusion a smaller clutter bank is more benefi-
cial. Finally, our ablation shows that explicitly regularizing
the clutter to be distinct from the Keypoint Bank using the
clutter loss (Equation 4) is highly beneficial.
Conclusion
In this work, we considered the problem of robust keypoint
detection. We found that a key problem of today’s most pop-
ular approaches is that they model all keypoints in a holistic,
jointly entangled representation. In an effort to resolve this
limitation, we made the following contributions:
CoKe - A localized contrastive learning framework for
keypoint detectors. Instead of modeling keypoints jointly
in a holistic representation, we learned an independent local
feature representation for every keypoint. In particular, we
Occlusion Level Lv.0 Lv.1 Lv.2 Lv.3
No clutter 79.3 75.4 71.8 65.8
Image-specific clutter 92.8 82.7 76.5 69.2
Clutter Bank (64 groups) 93.0 83.6 80.1 73.3
Clutter Bank (256 groups) 94.3 84.3 77.7 71.0
Clutter Bank (1024 groups) 95.5 85.9 79.0 70.6
Clutter Bank (1024 groups)
w/o clutter loss 94.2 83.1 76.8 68.0
Table 3: Ablation study on PASCAL3D+ with different
settings for contrastive learning using: no clutter features,
image-specific clutter features (using 20 features from the
same image as negative examples), our proposed Clutter
Bank with different number of groups, where each group
contains 20 features and when deactivating the clutter loss.
Note the benefit of using clutter features in general, and in
particular using a large clutter bank, as well as the impor-
tance of the clutter loss.
introduced a contrastive loss that enabled a deep network
to distinguish between representations of locally ambiguous
keypoints. In addition, we introduced a bank mechanism for
keypoint and non-keypoint features to enhance models’ ro-
bustness to false-positive detections in background regions.
General-purpose keypoint detection with robustness
to partial occlusion. Our experiments show that CoKe is a
general-purpose framework that achieves a constantly high
performance for a wide variety of backbone architectures
and for a range of datasets with very different character-
istics. We also demonstrate that CoKe detectors can local-
ize keypoints of partially occluded objects more accurately
compared to popular approaches that use jointly entangled
representations of keypoints.
Ethics Statement
CoKe provides a general solution to keypoint detection
across datasets with diverse attributes and characteristic.
Also, it is very robust to occlusion. In general, enabling
computer vision systems to be robust to partial occlusion
is highly beneficial for a broad range of real-world applica-
tions. Keypoint detection, in particular, serves as the basis
for a number of computer vision tasks such as human pose
estimation, action recognition or 3D reconstruction. There-
fore we can expect that these tasks will also become more
robust to partial occlusion. This will significantly advance
the ability of autonomous agents to robustly perceive real-
world environments. We see a multitude of potential appli-
cation areas with positive societal impact such as e.g. self-
driving cars or humanoid robotics. However, one should be
aware that advances in computer vision in general, but also
with respect to robustness to partial occlusion in particular,
are also highly useful in controversial application areas such
as military usage or the fully automated analysis of partially
occluded humans in surveillance scenarios.
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