In this paper we consider the problem of controlling a limited number of target nodes of a network. Equivalently, we can see this problem as controlling the target variables of a structured system, where the state variables of the system are associated to the nodes of the network. We deal with this problem from a different point of view as compared to most recent literature. Indeed, instead of considering controllability in the Kalman sense, that is, as the ability to drive the target states to a desired value, we consider the stronger requirement of driving the target variables as time functions. The latter notion is called functional target controllability. We think that restricting the controllability requirement to a limited set of important variables justifies using a more accurate notion of controllability for these variables. Remarkably, the notion of functional controllability allows formulating very simple graphical conditions for target controllability, in the spirit of the structural approach to controllability. The functional approach enables us, moreover, to determine the smallest set of steering nodes that need to be actuated to ensure target controllability, where these steering nodes are constrained to belong to a given set. We show that such a smallest set can be found in polynomial time. We are also able to classify the possible actuated variables in terms of their importance with respect to the functional target controllability problem.
(nodes which are directly connected with a control) such that we have a point-wise control of all the states, i.e., we are able to drive the global state from any initial point to any final point in any fixed positive time.
Since controlling the whole state may be too demanding, and often not necessary, several authors have dealt with the so-called "target control" [14] , [15] , [16] , [17] . In this case, one defines a set of important variables and requires to control the corresponding states only: this choice of course induces a relaxation of the controllability conditions, since the system no longer needs be controllable in the usual, full-state, sense. Furthermore, target controllability can in principle be checked by using a natural extension of the Kalman controllability condition. However, this definition is not so easy to deploy as it seems, for two main reasons.
The first difficulty is the inability to leverage the structural approach. A structural characterisation of target controllability was left as an open problem in [18] and, to the best of our knowledge, no graph characterisation for structural target controllability is available to date (unlike for structural point-wise state controllability). In the literature on structural target controllability, the authors either develop approximate approaches [14] , [19] , or study particular types of systems: for instance, the problem has an elegant solution when the dynamics of the system is symmetric [16] .
The second difficulty is the intrinsic hardness of the problem: the Minimum Controllability Problem for target controllability has recently been proved to be a NP-hard problem [20] . This negative result implies the need for heuristic solutions in practical situations: we note that one such approximate algorithm is provided in [20] .
To overcome these difficulties, we propose in this paper to use a different point of view on structural target controllability. We consider here functional output controllability, i.e., we ask for the possibility to follow any output profile, and not only the possibility to reach any particular point in the output space. This is more demanding than the usual (point-wise) controllability. In particular, when the number of inputs is less than the number of states, the whole state space cannot be functionally controllable. Our opinion is that, since we only concentrate on some important variables, for these variables, a more accurate controllability can be desirable and be afforded. Moreover, we assume that the steering nodes must be chosen in a given set, defined by physical or technological considerations, that we call available nodes [21] .
To illustrate our point of view, we may think of examples from diverse domains as automotive and drug delivery. Let us think about a car with an automatic gear box. The main control actuators are the accelerator, the driving wheel and the brake. With these three controls, the driver can influence the hundreds of variables which can be listed in a reasonable physical model of the vehicle. However, for the driver, very few of these variables are really important, roughly speaking, only the velocity and the direction of the vehicle are essential. On another hand, for these two variables, we need a precise control of their time behaviour, not only a point-wise control. In biology networks, in particular for pathology treatment [19] , [22] , only some variables are essential to be controlled, and it is of interest to identify the nodes (or cells) where drugs must be applied to avoid the abnormal behaviour of these essential variables. For these sensitive health parameters, it is thought that a trajectory controllability is much more desirable than the possibility to evolve from one value to another one without mastering the transient behaviour, which could be dangerous. Moreover, is clear that for this type of application the drug cannot in general be applied to any node of the network, the steering nodes can only be chosen in a restricted set of admissible nodes. With this new point of view, the main contributions of the paper are the following.
• We give a new definition of (functional) target controllability, which can be characterised in graph terms for structured systems. This characterisation relies on results on the structural rank of transfer matrices which appeared around the nineties [23] , [24] , [25] , [26] . • We provide with a simple solution to the Minimum Target Controllability Problem (MTCP), when controllability is understood in the functional sense. Indeed, we give (a procedure to find) the minimum number of steering nodes, chosen in a given set of possible nodes, which ensure functional target controllability. • We propose a classification of the available nodes depending on their importance for the functional target controllability. • We show that solving the MTCP and classifying the available nodes can be done by using standard algorithms with polynomial complexity.
The outline of this paper is as follows. In Section 2 we present the target controllability problem with the two different points of view. In Section 3 we recall the main results of structured systems concerning the graph characterisations of the types of controllability and we illustrate the results by two examples. We state the main result on the Minimum Target Controllability Problem in Section 4. In Section 5 we give a classification of available states with respect to the MTCP. Section 6 deals with algorithmic and complexity aspects in relation to the main result. Finally, in section 7 we conclude the paper with some remarks and topics for future research.
PROBLEM FORMULATION
In this paper, we consider a large scale system composed of n agents interacting together with linear dynamics. We can then represent the whole behaviour of the system by the simple equationẋ
where x(t) ∈ R n is the state vector and A is a real n × n matrix. We will also consider the system when the dynamics is influenced by external input signals, and when some variables called outputs, which are linear combinations of state variables, give an external view of the system. The global system can then be represented as
where u(t) ∈ R m is the input vector, y(t) ∈ R p is the output vector, and B and C are real matrices of suitable dimensions.
Occasionally, we will distinguish m states, called the steering states S = {x i1 , . . . , x im }, with i k ∈ {1, . . . , n} and i 1 < i 2 < · · · < i m . To each steering state x i k (t) we associate a control input u k (t) which acts only on this state variable. In this case, the input matrix will be denoted as B S . The B S matrix has m columns, and column k has all its entries equal to 0 except for b i k k . Similarly, a certain number of state variables T = {x j1 , . . . , x jp }, with j l ∈ {1, . . . , n} and j 1 < j 2 < · · · < j p , called target variables, are of a prominent importance. Each target state x j l (t) is associated with a unique output y l (t).
The set of target variables induces therefore the C T matrix. The C T matrix has p rows, each row l has all its entries equal to 0 except for c lj l . A first possibility for considering output controllability is to define it as an extension of the classical state controllability.
Definition 1 (Point-wise controllability). The system (2) is said to be (point-wise) output controllable if, for initial condition x(0) = 0, any instant T > 0, and any point y T of the output space R p , there exists an input function u(t) such that y(T ) = y T .
It is easy to see that this output controllability can be tested via an extension of the Kalman controllability condition, i.e., the system is output controllable if and only if
with p being the number of outputs. However, we will here prefer a refined notion of output controllability. In order to define it, recall that a function
for any order of differentiation. Definition 2 (Functional controllability). The system (2) is said to be functional output controllable if, for initial condition x(0) = 0, any instant T > 0, and any C ∞ [0, T ] trajectoryỹ(t) in the output space R p , there exists an input function u(t) ∈ C ∞ [0, T ], such that the output of (2) satisfies y(t) =ỹ(t) for all t ∈ [0, T ]. From classical linear system theory, we call the transfer matrix of the system (2), the rational matrix T (s) = C(sI n − A) −1 B, where I n is the identity matrix of size n. If we denote byū(s) andȳ(s), the Laplace transforms of the vector time functions u(t) and y(t), respectively, we have thatȳ(s) = T (s)ū(s) when assuming zero initial conditions. A transfer matrix is a matrix over the field of rational functions and, as such, all classical properties (rank, invertibility,...) of real matrices are applicable to matrix transfer functions. For a system of type (2) , the rank of the transfer matrix T (s), sometimes called its normal rank, is defined as the rank of a rational matrix in general. This rank is the rank of the matrix for almost any value of the variable s, with the finite number of singularities coming from the poles and the zeros of T (s) [27] . From basic results of control textbooks, the functional output controllability can be be characterised as follows.
Proposition 1 (Output controllability and transfer matrix). The system (2) is functional output controllable if and only if the transfer matrix T (s) has rank p (the number of outputs).
The systems whose transfer matrix is such that rank T (s) = p are called right invertible systems. Proposition 1 means that, for right invertible systems, given an objective output functionỹ(t) (or its Laplace Transform), it is possible to find an input functionũ(t) which can produce this output. This assertion assumes some smoothness of the functionỹ(t) when the input needs to remain in some physically feasible analytic class. This is why we restrict here the output trajectories to be C ∞ . This notion of functional controllability is more powerful and implies the classical (point-wise) controllability, but it is of course more demanding in terms of conditions on the system. A discussion on these two points of view on output controllability appeared in [28] . In this paper we will focus our attention on search of steering nodes for functional output controllability in the context of structured systems.
LINEAR STRUCTURED SYSTEMS AND FUNC-

TIONAL OUTPUT CONTROLLABILITY
In this section we will recall first the main notions and graph tools for structured systems. We will then recall the well-known result on structural controllability and finally present our main result on functional output controllability. The concepts and results will be illustrated and compared via two examples.
Structured systems and structural controllability
We consider a linear system with parametrized entries denoted by Σ Λ .
where x(t) ∈ R n is the state vector, u(t) ∈ R m the input signal, and y(t) ∈ R p the output signal. Further, A Λ , B Λ and C Λ are matrices of appropriate dimensions in which the non-zero entries are each replaced by a parameter, and where all parameters are collected in a parameter vector Λ ∈ R k . The system is called a linear structured system. Clearly, the entries of the composite matrix
are either fixed zeros or independent parameters (not related by algebraic equations) [10] , [11] , [29] . Occasionally, we will use the system without explicit inputs and outputs as in (1): the structured system will then bė
For linear structured systems one can study generic properties, i.e., properties which are true for almost all values of the k parameters collected in Λ. More precisely, a property is said to be generic (or structural) if it is true for all values of the parameter vector Λ outside a proper algebraic variety in the parameter space R k . Recall that a proper algebraic variety is the intersection of the zero set of some non-trivial polynomials with real coefficients in the k parameters of the system. A proper algebraic variety has Lebesgue measure zero. A directed graph G(Σ Λ ) = (Z, W ) can be associated with a structured system Σ Λ of type (4).
Y are the state node set, input node set and output node set, given by
where a Λji denotes the (j, i)th entry of A Λ and (x i , x j ) denotes an edge from node x i to node x j , and similarly for b Λji and (u i , x j ), and c Λji and (x i , y j ). In the particular case (6), the graph is denoted
The nodes v 0 , . . . , v q are then said to be covered by the path. A path which does not meet the same node twice is called a simple path. If v 0 ∈ U and v q ∈ X, the path is called an input-state path. A path for which v 0 = v q is called a circuit. A stem is a simple input-state path. A system is said to be input-connected if any state node is the end node of a stem. A cycle is a circuit which does not meet the same node twice, except for the initial/end node. Two paths are disjoint when they cover disjoint sets of nodes. When some stems and cycles are mutually disjoint, they constitute a disjoint set of stems and cycles. The following result characterises structural controllability [10] , [30] , [31] .
Theorem 1 (Structural characterization of point-wise controllability). Let Σ Λ be the linear structured system defined by (4) 
and
• the state nodes of G(Σ Λ ) can be covered by a disjoint set of stems and cycles.
Linkings
Before moving on to characterise functional output controllability, we need to recall some additional graph notions. Let us start with some graph G = (V, E), with two possibly intersecting node subsets V 1 and
The size of a linking is the number of paths it is composed of. A maximum (V 1 − V 2 )-linking is a linking of maximum size. Finding a maximum linking in the graph G = (V, E) can be performed by using maximum flow techniques, and is then a problem with polynomial complexity [11] , [32] . This point will be treated in more detail in Section 6. When dealing with the graph G(Σ Λ ) of a structured system, if we choose V 1 = U and V 2 = Y , we will speak about input-output paths and input-output linkings. Note that in this case, nodes of U (resp. nodes of Y ) having no incoming edge (resp. no outgoing edge), any input-output path is necessarily direct. Input-output linkings have been a very convenient tool for the study of properties and generic control of structured systems, see for example [23] , [25] , [26] , [29] .
Structural rank of the transfer matrix and functional output controllability
When dealing with a structured system of type (4), the transfer matrix is T Λ (s) = C Λ (sI n − A Λ ) −1 B Λ . The generic rank of T Λ (s) depends, in a very complex way, on the parameter vector Λ. However, it was proved that this generic rank can be simply obtained from the graph G(Σ Λ ), [23] , [24] , [25] , [26] .
Theorem 2 (Rank of transfer matrix). Let Σ Λ be the linear structured system defined by (4) with associated graph G(Σ Λ ). The generic rank of the corresponding transfer matrix T Λ (s) is the size of a maximum input-output linking in G(Σ Λ ).
This result is not only remarkably simple, it is also rather intuitive. The maximum linking is indeed the maximum number of independent ways that the inputs may use to act on outputs. Notice that this result can also be seen as a generalisation of the characterisation of the rank of a structured matrix by means of the size of a maximum matching in the associated bipartite graph [11] . Example 1. Let us consider the structured system with 9 states, 2 inputs and 2 outputs defined by the following matrices:
x 4
x 5
x 6
x 7
x 8 The corresponding graph is given in Figure 1 . From Theorem 2, it can be seen that the generic rank of the transfer matrix T Λ (s) is two. This follows from the fact that a maximal input-output linking in G(Σ Λ ) has size two. One can choose, for instance, the linking composed of the input-output paths (u 1 , x 4 , x 5 , x 8 , y 1 ) and (u 2 , x 6 , x 9 , y 2 ).
Theorem 2 and Proposition 1 can be combined to characterise the generic functional output controllability.
Corollary 1 (Structural characterization of functional output controllability). Let Σ Λ be the linear structured system defined by (4) with associated graph G(Σ Λ ). The system Σ Λ is generically functional output controllable if and only if the size of a maximum input-output linking in G(Σ Λ ) is p, being the number of outputs.
From Corollary 1, the structured system of Example 1 is functional output controllable. Notice that by Theorem 1 this Example is also structurally controllable in the usual sense, since all the state nodes can be covered by the disjoint stems (u 1 , x 4 , x 5 , x 7 , x 8 ) and (u 2 , x 6 , x 9 , x 1 , x 2 , x 3 ).
On the difference between point-wise output controllability and functional output controllability
Consider a structured system whose graph is given in Figure 2 , and whose matrices (A Λ , B Λ ) are
The corresponding controllability matrix is
x 1 x 2 x 3
x 4 u 1 Fig. 2 . Example illustrating the difference between point-wise controllability and functional controllability, as discussed in Section 3.4.
By Theorem 1 this system is not structurally controllable, because the state nodes cannot be covered disjointly by stems and cycles. The controllability matrix K Λ has clearly generic rank three. It can be checked that we have target point-wise controllability for the target sets {x 1 , x 2 , x 3 } and {x 1 , x 3 , x 4 } (and their subsets, like for instance {x 3 , x 4 }). This fact 1 follows from the generic independence of the corresponding rows in K Λ . Since the system has only one input, the maximal size of an input-output linking is one, and therefore the system is functionally controllable only for target sets composed of a unique variable. This shows that, strictly speaking, the values of output variables can be driven to any value for target sets as {x 1 , x 2 , x 3 } or {x 1 , x 4 }. But, clearly, with a unique input one cannot hope to follow any time profile for two or more target variables simultaneously.
THE MINIMAL TARGET CONTROLLABILITY PROBLEM (MTCP) FOR COMPLEX NETWORKS
Let us now come to the problem as it appears in complex networks literature [12] , [13] , [21] , [34] , [35] , [36] .
Statement of the MTCP
We are given a dynamic system, as in (1), representing the network, so that the matrix A is given. The designer has decided that a certain number of state variables T ⊂ X, called target variables, are of a prominent importance. The set of target variables induces in one-to-one correspondence an output set Y T and therefore the C T matrix. We have now to choose a minimum number of steering nodes S, which will define an input set U S , and therefore the B S matrix, such that the system (2) is functionally output controllable. When tackling this problem in the structured system framework, we have to find a minimum number of steering nodes such that the condition of Corollary 1 is satisfied. Since we are looking for a set of p non intersecting paths from inputs nodes to outputs nodes, it is clear that we must have at least p steering nodes. On another hand, taking the target nodes as steering nodes gives a trivial minimal solution. The problem is in general more difficult, and also more interesting, because, due to physical considerations, not all nodes may be chosen as steering nodes [21] , [37] . The Minimal Target Controllability Problem (MTCP) can then be stated as follows.
1. This observation incidentally shows that the condition of Theorem 12 in [33] is not necessary, because the nodes corresponding with the target set {x 3 , x 4 } do not belong to a cactus in the graph Definition 3 (Minimal Target Controllability Problem (MTCP)). Given a structured system defined by matrices A Λ and C T ,Λ related with a target node set T , find a minimum number of steering nodes S, taken from a given set of available nodes A = {x i1 , . . . , x i k }, such that the corresponding system of type (4) is generically functional target controllable.
Existence of a solution
As mentioned previously, if there is no restriction on the possible steering nodes, i.e., A = X , then the MTCP has a trivial solution. Instead, when A = X , the existence of such a solution is not always guaranteed. The conditions are detailed in the following proposition. Proof. ⇒ If the MTCP has a solution, there exists a set of steering nodes S ⊂ A such that the condition of Corollary 1 is satisfied, i.e., there exists a (U S -Y T )-linking of size p in G(Σ Λ ). This linking induces an (A-T )-linking of size p, therefore the condition is necessary. ⇐ If there exists a (A-T )-linking of size p in G(Σ Λ ), the condition of Corollary 1 is satisfied by using A as the set of steering nodes. We can also choose as steering node set, the starting nodes of the p paths of the previous linking, which provides a size p solution to the MTCP.
We emphasize that this proof of existence is constructive, in the sense that it describes a way to select the steering nodes that solve the MTCP (provided a solution exists). Since this solution is in general not unique, in the following section we shall have a closer look at the set of solutions.
IMPORTANCE OF STEERING NODES
Given a system Σ Λ , with a set of available nodes A, such that the condition of Proposition 2 is satisfied, there will in general exist several sets of steering nodes that provide a solution to the target controllability problem (minimal or not). A set of steering nodes which solves the target controllability problem is called an admissible steering node set. We will here classify the importance of nodes of A with respect to the target controllability problem. We call nodes essential when they belong to any admissible solution. A node x i of A is said to be useless if for any admissible solution D containing x i , also D/{x i } is an admissible solution. The nodes which are not useless are called useful. Essential nodes are then particular useful nodes.
The classification of nodes in A will need the introduction of some new graph concepts. These concepts and results complete those of Subsection 3.2.
Separators
Consider again a graph G = (V, E), with two possibly intersecting node subsets V 1 and V 2 of V . A (V 1 , V 2 )-separator is a set of nodes S such that every path from V 1 to V 2 covers a node in S. The dependency on V 1 and V 2 is expressed by writing S(V 1 , V 2 ). The separator S(V 1 , V 2 ) is said to be minimal if any proper subset of S(V 1 , V 2 ) is not a separator between V 1 and V 2 . It is a classical result of combinatorial optimisation that all minimal (V 1 , V 2 )-separators have the same size (cardinality) and that this size is equal to the size of a maximum linking between V 1 and V 2 . The minimal (V 1 , V 2 )-separator is generally not unique. In this paper, a particular uniquely defined (V 1 , V 2 )-separator, called the minimal left separator, and denoted by S * (V 1 , V 2 ), will be used extensively. The set of minimal separators may be endowed with a partial ordering. Indeed, if S and T are minimal separators between V 1 and V 2 , then S is said to precede T , denoted S ≺ T , when every direct path from V 1 to V 2 first passes through S and next passes through T . The minimal left separator is the infimal minimal separator with respect to this order. It is the (V 1 , V 2 )-separator of minimal size that is as close as possible to the node set V 1 . In simple words, the minimal left separator S * (V 1 , V 2 ) is the first smallest bottleneck that is met when we travel from V 1 to V 2 . We collect in the following proposition some of the properties of S * (V 1 , V 2 ), which will be of interest for our purpose.
Proposition 3 (Minimal left separator). Consider a graph G = (V, E), with two node subsets V 1 and V 2 of V . Assume that every node of G is contained in a direct (V 1 − V 2 )-path. Then the following facts hold true.
1) The minimal left separator S * (V 1 , V 2 ) is uniquely defined and can be computed in polynomial time. 2) If a node v i ∈ V 1 does not belong to S * (V 1 , V 2 ), then there exists a maximal (V 1 − V 2 )-linking that covers v i . 3) If a node v i ∈ V 1 does not belong to S * (V 1 , V 2 ), then there exists a maximal (V 1 − V 2 )-linking that does not cover u i .
Proof. 1) The result follows from [38] , and computational details will be given in Section 6. 2) Assume that we are given a maximal (V 1 − V 2 )-linking that does not cover v i . Consider a (V 1 − V 2 ) direct path P with initial node v i . Let x j be the first node at the intersection of P and of a path, denoted by P k , in the considered
-linking of the same size can be constructed by replacing the part from a node of V 1 to x j in the path P k , by the part from v i to x j in P.
3) The result follows from [38] . A sketch of the proof is as follows. If any maximal (V 1 − V 2 )-linking contains a path that covers node v i , then v i must be contained in any
Classification of available nodes
Proposition 3 allows to give the complete classification of the nodes of the available set A with respect to the target set T . This is simply obtained by choosing V 1 = A and V 2 = T .
x 1
x 2
x 3
x 8
x 9
A T Fig. 3 . Steering node selection for target controllability of Example 2 with target set T highlighted by a blue diamond. Within set A (green rectangle), node x 1 is essential, node x 3 is useless, nodes x 2 and x 4 are useful. 
, which is a minimal separator, by definition removing x i will decrease the size of a maximum input-output linking, therefore the MTCP has no solution, this implies that x i is essential.
⇒ If x i is not in S * (A, T ), either it is not covered by a (A− T )-path and therefore does not belong to a maximal input-output linking, or, by point 2 of Proposition 3, there exists a maximal input-output linking which does not contain x i . Hence, in both cases x i is not essential. 2) ⇐ If x i belongs to a solution, but is not covered by a (A− T )-path, there exists a maximal (A − T )-linking which does not cover x i . Discarding x i will leave this maximal (A − T )-linking unchanged, therefore the steering node set remains a solution without x i , which is then useless.
⇒ If x i belongs to a solution and is covered by a (A−T )path, from point 3 of Proposition 3, there exists a maximal (A − T )-linking containing x i . This linking provides a solution to the MTCP from which discarding x i would lead to a steering node set which is not a solution. Then x i is not useless.
Example 2.
Let us consider a network with the same dynamics as in Example 1, with target nodes T = {x 8 , x 9 } and whose steering nodes have to be determined among the nodes of the available set A = {x 1 , x 2 , x 3 , x 4 }. The corresponding graph is given in Figure 3 .
From Proposition 2, it is clear that the MTCP has a solution. For example, we have the size two linking {(x 1 , x 6 , x 9 ), (x 2 , x 5 , x 8 )}. Therefore, the nodes x 1 and x 2 can be chosen as steering nodes for a minimal solution. Let us now examine the importance of the different nodes of A with respect to the target controllability problem. The minimum input separator S * (A, T ) is equal to {x 1 , x 5 }. Then from Theorem 3, node x 1 is essential for the target controllability problem, i.e., it belongs to all the solutions of the problem. On the contrary, since node x 3 belongs to no (A, T )-path, it is useless for the target controllability problem. Finally, nodes x 2 and x 4 are simply useful steering nodes.
Remark 1 (Extension to functional output controllability).
Both the characterisation of a solution in Proposition 2 and the classification of Theorem 3 were stated with respect to a particular target set T . However, in the proofs, no use was made of the particular form of the corresponding matrix C T ,Λ . Therefore, all these results remain valid for a general output matrix C Λ and could be stated in terms of functional output controllability instead of functional target controllability.
ALGORITHMIC AND COMPLEXITY ASPECTS
In this section, we seek to exploit the structural results of Section 5 to propose efficient algorithms to solve the MTCP and to classify the available nodes. From Theorem 3 item 2, we know that the useless nodes in A are the nodes which are not the initial node of a (A − T )-path. This property can be checked with a depth first algorithm whose complexity is linear in the number of edges of the graph. At the same time, from Theorem 3 item 1, we know that the determination of the essential nodes requires the computation of the minimal left separator (A − T ). We will prove that this set can be obtained from the application of the Ford-Fulkerson algorithm on an auxiliary graph. Preliminarily to showing this fact, we observe that since S * (A, T ) is only related to direct (A − T )-paths, w.l.o.g. we can delete all the incoming edges in A and all the outgoing edges from T .
Separators and cuts for the essential nodes
Let us briefly recall some basics of flow theory [39] . Consider first a graph G(V, E) with two distinguished vertices, a source s with no incoming edge and a sink t with no outgoing edge. A flow is a real number f (e) associated with each edge e of the graph, which satisfies the balance equation (i.e. for each node, except for the source and the sink, the incoming flow equals the outgoing flow). A nonnegative integer capacity c(e) is associated with each edge and a flow is said to be feasible if for each edge e of the graph, 0 ≤ f (e) ≤ c(e). Notice that a flow 0 on each edge is feasible. For a graph with a feasible flow, an augmenting path is defined as an undirected path from s to t (i.e. a path containing forward and backward edges) which is such that for each forward edge e, we have f (e) < c(e) and for each backward edge e ′ , we have f (e ′ ) > 0. The existence of an augmenting path gives the possibility to obtain a new feasible flow which is greater than the previous one. A source set is a set of verticesV such that s ∈V and t / ∈V . The cut associated with the source setV is the set of edges (v, v ′ ) ∈ E such that the initial node v is inV and the terminal node v ′ is not inV . The capacity c(V ) of the cut is defined as the sum of the capacities of the edges it is composed of. The famous Max-flow Min-cut Theorem [39] , [11] states that the maximal flow from s to t in the graph G(V, E) is equal to the minimal capacity of a cut.
We are now ready to bear on these notions and algorithms from flow theory to state and prove our final result. Our key instrument will be the following definition of auxiliary graph. Definition 4 (Auxiliary graph). Consider a system A Λ with available set A and target set T and its graph G(A Λ ). We define an associated auxiliary graph G aux (A Λ ) as follows:
• Split each state node x i of G(A Λ ) into two nodes x − i and x + i , and add an edge (x − i , x + i ). This definition allows us to state the following result. Proposition 4 (Max flow and Min cut in MTCP). Consider a structured system A Λ with available set A and target set T with its graph G(A Λ ), and the associated auxiliary graph G aux (A Λ ). The following two facts hold.
• The size of a maximal (A, T )-linking in G(A Λ ) is the value F of a maximal flow on G aux (A Λ ). • The minimal left separator S * (A, T ) of G(A Λ ) is in one-toone correspondence with the minimal cut in G aux (A Λ ) that is produced by the Ford-Fulkerson algorithm.
Proof. From the construction of the auxiliary graph G aux (A Λ ), every separator of G(A Λ ) induces a cut in G aux (A Λ ) whose capacity is the size of the separator. Moreover, a cut in G aux (A Λ ) has a finite capacity only if it corresponds with a a separator of G(A Λ ), otherwise the cut would contain an edge with an infinite capacity. Therefore, there is a one to one correspondence between separators in G(A Λ ) and finite cuts in G aux (A Λ ), the size of the separator being equal to the capacity of the cut. The first item of Proposition 4 then follows from the Max-Flow, Min-Cut Theorem, see also [32] , [40] . We now prove the second item. Starting from an initial null flow on each edge, the Ford-Fulkerson algorithm [39] (for which a detailed pseudo-code is given in Algorithm 1 for completeness) is iteratively composed of two phases. In the first phase, a labelling procedure starting in s looks for an augmenting path. If no augmenting path is found, the algorithm stops and the actual flow is indeed maximum. If an augmenting path is found the flow is increased along this path. The algorithm stops when the flow is maximum and when the set of labelled nodes is the source set, associated with the minimal cut, which is the closest to the source [41] . From the previous observation on the correspondence between minimum cuts in G aux (A Λ ) and the minimum (A, T )separators in G aux (A Λ ), the second item of Proposition 4 follows. Figure 3 . Dummy source node s has rectangle shape, dummy sink node t has diamond shape. Edges with infinite capacity are drawn as solid lines, edges with capacity one are drawn as dashed lines. A red dashed box encloses the source set associated to the minimal cut that is identified by the Ford-Fulkerson algorithm.
