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Abstract
The classical Joukowski transformation plays an important role in different applications of conformal map-
pings, in particular in the study of flows around the so-called Joukowski airfoils. In the 1980s H. Haruki and M.
Barran studied generalized Joukowski transformations of higher order in the complex plane from the view point
of functional equations. The aim of our contribution is to study the analogue of those generalized Joukowski
transformations in Euclidean spaces of arbitrary higher dimension by methods of hypercomplex analysis. They
reveal new insights in the use of generalized holomorphic functions as tools for quasi-conformal mappings.
The computational experiences focus on 3D-mappings of order 2 and their properties and visualizations for
different geometric configurations, but our approach is not restricted neither with respect to the dimension
nor to the order.
1 Introduction and Notations
First of all we refer some basic notations used in hypercomplex analysis. Let {e1, e2, . . . , em} be an orthonormal
basis of the Euclidean vector space Rm with the non-commutative product according to the multiplication
rules ekel+elek = −2δkl, k, l = 1, . . . ,m, where δkl is the Kronecker symbol. The set {eA : A ⊆ {1, . . . ,m}}
with eA = eh1eh2 . . . ehr , 1 ≤ h1 < · · · < hr ≤ m, e∅ = e0 = 1, forms a basis of the 2m-dimensional Clifford
algebra C`0,m over R. Let Rm+1 be embedded in C`0,m by identifying (x0, x1, . . . , xm) ∈ Rm+1 with the
algebra’s element x = x0 +x ∈ A := spanR{1, e1, . . . , em} ⊂ C`0,m. The elements of A are called paravectors
and x0 = Sc(x) and x = Vec(x) = e1x1 + · · ·+emxm are the scalar resp. vector part of the paravector x. The
2 3D Mappings by Generalized Joukowski Transformations
conjugate of x is given by x¯ = x0−x and the norm |x| of x is defined by |x|2 = xx¯ = x¯x = x20 +x21 + · · ·+x2m.
Consequently, any non-zero x has an inverse defined by x−1 = x¯|x|2 .
We consider functions of the form f(z) =
∑
A fA(z)eA, where fA(z) are real valued, i.e. C`0,m-valued
functions defined in some open subset Ω ⊂ Rm+1. Continuity and real differentiability of f in Ω are defined
componentwise. The generalized Cauchy-Riemann operator in Rm+1, m ≥ 1, is defined by
∂ := ∂0 + ∂x,
where
∂0 :=
∂
∂x0
, ∂x := e1
∂
∂x1
+ · · ·+ em ∂
∂xm
.
The higher dimensional analogue of an holomorphic function is usually defined as C 1(Ω)-function f satisfying
the equation ∂f = 0 (resp. f∂ = 0) which is the hypercomplex form of a generalized Cauchy-Riemann
system. By historical reasons it is called left monogenic (resp. right monogenic) [3]. An equivalent definition
of monogenic functions is that f is hypercomplex differentiable in Ω in the sense of [9], [16], i.e. that for f
exists a uniquely defined areolar derivative f ′ in each point of Ω (see also [18]). Then f is automatically real
differentiable and f ′ can be expressed by the real partial derivatives as f ′ = 1/2∂f, where ∂ :=
(
∂0 − ∂x
)
is
the conjugate Cauchy-Riemann operator. Since a hypercomplex differentiable function belongs to the kernel of
∂, it follows that in fact f ′ = ∂0f = −∂xf like in the complex case. Due to the role of the complex derivative
in the study of conformal transformations in C, it was natural to investigate the role of the hypercomplex
derivative from the view point of quasi-conformal mappings in Rm+1 [17, 20]. Indeed, conformal mappings in
real Euclidean spaces of dimension higher than 2 are restricted to Mo¨bius transformations (Liouville’s theorem)
which are not monogenic functions. But obviously, this does not mean that monogenic functions cannot play
an important role in applications to the more general class of quasi-conformal mappings, intensively studied
by real and several complex variable methods so far. The advantage of hypercomplex methods applicable to
Euclidean spaces of arbitrary real dimensions (not only of even dimensions like in the case of Cn-methods) is
already evident for one of the most important case in practical applications, i.e. the lowest odd dimensional
case of R2+1. Besides other practical reasons, it still allows directly visualization of all geometric mapping
properties. Of course, quasi-conformal 3D-mappings demand more computational capacities than conformal
2D-mappings. But since hypercomplex analysis methods are developed in analogy with complex methods
([2, 4, 6, 10, 11, 12, 19]), the expectations on their efficiency for solving 3D-mapping problems are in general
very high. Nevertheless, a systematical work on this subject is still missing, presumably because of missing
familiarity with hypercomplex methods and their use in practical problems. Therefore we intend to give some
insights in this subject also by comparison with the complex 2D case and by 2D- and 3D-plots produced with
Mathematica for their visualization. Worth noticing that in this paper only basic computational aspects are
discussed. A deeper function theoretic analysis, for instance, the relationship of the hypercomplex derivative
and the Jacobian matrix, was not the aim of this work. However, in [5], the reader can find the corresponding
results for the hypercomplex case of generalized Joukowski transformations of order k = 1.
2 Generalized Joukowski Transformations in the Complex Plane
In [13] and later in [1] H. Haruki and M. Barran studied specific functional equations whose unique solution
is given by
w˜ = w˜(z) =
1
2
(zk + z−k), (1)
where k is a positive integer. The function w˜ = w0 + iw1 is said to be a generalized Joukowski transformation
of order k. It maps the unit circle into the interval [−1, 1] of the real axis in the w˜-plane traced 2k times.
Obviously there is no essential difference between transforming the unit circle into the real interval [−1, 1]
and transforming it into the imaginary interval [−i, i]. If we use modified polar coordinates1 in the form
1For k = 1 see [5] or [6], where this modified treatment of the Joukowski transformation was used for the first time. It
allows to connect the 2D case more directly with the corresponding hypercomplex 3D case, where the unit sphere S2 has a purely
vector-valued image in analogy to the purely imaginary image of S1.
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z = ρei(
pi
2−ϕ) = ρ(sinϕ+ i cosϕ), for ϕ ∈ [0, 2pi], then we obtain the interval [−i, i] as the image of the unit
circle S1 under the mapping
w = w(z) =
1
2
(zk − z−k). (2)
Moreover the real and imaginary parts of w are obtained in the following form
w0 =
1
2
(
ρk − 1
ρk
)
cos(
k
2
pi − kϕ), w1 = 1
2
(
ρk +
1
ρk
)
sin(
k
2
pi − kϕ).
Circles of radius ρ 6= 1 are transformed onto confocal ellipses with semi-axis
a =
1
2
∣∣∣∣ρk − 1ρk
∣∣∣∣ , b = 12
(
ρk +
1
ρk
)
and foci w = i and w = −i.
Figures 1 and 2 show the well known images of disks with radii equal or greater than one under the mapping
w, for k = 1. To stress the double covering of the segment [−i, i], in the case ρ = 1, we present the images of
both semi-disks separately. The restriction to black and white figures suggested to use also dotted lines. The
same is analogously done for k = 2 with dashed and dotted lines. Figures 3 and 4 are the k = 2 analogue of
Fig. 1 and 2. We underline the fact that, in this case, the mapping function is 4-fold when ρ = 1 and 2-fold
for ρ > 1.
Complex Case - Order k = 1
Figure 1: The two unit semi-disks and their corresponding images
0
-1
0
1
0
-1.3
0
1.3
Figure 2: The images of disks of radius ρ = 1.5 and ρ = 3
3 Generalized Joukowski Transformations in Rm+1
In [5] the higher dimensional analogue of the classical Joukowski transform for m ≥ 1 and k = 1 has been
studied in detail for the first time. For its generalization to the case of arbitrary order k ≥ 1, we apply two
monogenic paravector-valued functions which generalize zk and z−k in C. They are defined for m ≥ 1 by
Pmk (x) =
k∑
s=0
cs(m)
(
k
s
)
xk−s0 x
s =
k∑
s=0
T ks (m)x
k−sx¯s (3)
and
Em(x) =
x¯
|x|m+1 , (4)
where ck(m) =
∑k
s=0(−1)sT ks (m) and
T ks (m) =
k!
m(k)
(
m+1
2
)
(k−s)
(
m−1
2
)
(s)
(k − s)!s! ,
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Complex Case - Order k = 2
Figure 3: The images of the quarter-disks
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Figure 4: The images of semi-disks of radius ρ = 1.5 and ρ = 3
with m(k) denoting the Pochhammer symbol. Properties of the polynomials Pmk (x), which form an example
of a hypercomplex Appell sequence, as well as of the fundamental solution Em(x) of the generalized Cauchy-
Riemann system (see Sect. 1) can be found in [7], respectively [8].
Analogously to [5], the proposed higher dimensional analogue of the Joukowski transformation is given by
Definition 1. Let x = x0+x ∈ A ∼= Rm+1 ⊂ C`0,m. The generalized hypercomplex Joukowski transformation
of order k is defined as
Jmk (x) = αk
(
Pmk (x) +
(−1)k
m(k−1)
E(k−1)m (x)
)
, (5)
where αk is a real constant and E
(k−1)
m (x) denotes the hypercomplex derivative of order (k − 1), for k ≥ 1.
Formula (5) with α1 =
2
3 is the generalized hypercomplex Joukowski transformation considered in [5].
In fact, (5) can be expressed only in terms of those monogenic polynomials of type Pmk , if we use the
Kelvin transform for harmonic functions in several real variables. The connection of monogenic functions
with harmonic functions relies on the fact that monogenic functions are also harmonic functions, since the
Laplace operator for (m + 1)-real variables is factorized by the generalized Cauchy-Riemann operator ∂ and
its conjugate operator ∂ (see Sect. 1) in the form ∆ = ∂∂. Often this property, well known from Complex
Analysis, is considered as the essential reason why hypercomplex analysis or, more general Clifford Analysis
(see the title of [3]), could be considered as a refinement of Harmonic Analysis. For our purpose we adapt the
notation of [8] and use
Definition 2. Given a monogenic, paravector-valued, and homogeneous function f of degree k, then the
monogenic homogeneous function of degree −(k +m) defined in Rm+1\{0}
I[f ](x) := Em(x)f(x
−1) (6)
is called the Kelvin transform of f .
The Kelvin transform of an harmonic function generalizes the inversion on the unit circle in the complex
plane to the inversion on the unit sphere in Rm+1 (more about its properties and applications in hypercomplex
analysis can be found in [8]). The following proposition shows the connection between the Kelvin transform
applied to the polynomials Pmk and the hypercomplex derivative of Em.
Proposition 1. Let Pmk and Em be the functions defined by (3) and (4) respectively. Then
E(k)m (x) = (−1)km(k)I[Pmk ](x). (7)
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Proof. The factorization of the fundamental solution in the form
x¯
|x|m+1 =
(
x¯
|x|2
)m+1
2
(
x
|x|2
)m−1
2
allows the use of Leibniz’ differentiation rule in order to obtain
E(k)m (x) =
∂k
∂xk0
x¯
|x|m+1
=
k∑
s=0
(
k
s
)
(−1)k
(m+ 1
2
)
(k−s)
(m− 1
2
)
(s)
( x¯
|x|2
)m+1
2 +k−s( x
|x|2
)m−1
2 +s
= (−1)kk! x¯|x|m+2k+1
k∑
s=0
(m+12 )(k−s)
(k − s)!
(m−12 )(s)
s!
x¯k−s xs
= (−1)km(k) x¯|x|m+2k+1
k∑
s=0
T ks (m) x¯
k−s xs
= (−1)km(k) x¯|x|m+2k+1P
m
k (x¯) (8)
On the other hand, recalling that the polynomials Pmk have the property of being homogeneous of degree k
and applying the Kelvin transform (6) we obtain
I[Pmk ](x) =
x¯
|x|m+1P
m
k
(
x¯
|x|2
)
=
x¯
|x|m+2k+1P
m
k (x¯) (9)
and the final result follows now at once. 2
For m = 1, i.e. in the complex case, we have I[zk] = z−(k+1) and E(k)1 (z) =
(
z−1
)(k)
and the factor in
(7) is nothing else than (−1)kk!. Notice that this corresponds to the form (2) of the classical Joukowski trans-
formation which we are using. Moreover, formula (5) shows a generalization of the hypercomplex Joukowski
transformation studied in [5] and [6] by means of the fundamental solution Em. Proposition 1 and, in par-
ticular, formula (9) simplifies the necessary calculations since we can rely on the well studied structure of the
polynomials Pmk .
In what follows we focus on the case m = 2, i.e. R3, and write briefly P2k(x) = Pk(x), J2k (x) = Jk(x) and
cs(2) = cs. This means, that we consider now for arbitrary k ≥ 1 the generalized hypercomplex Joukowski
transformation in the form
Jk(x) = αk
(
Pk(x) + (−1)
k
k!
E(k−1)(x)
)
= αk (Pk(x)− I[Pk−1](x)) .
Then the image of the unit sphere S2 = {x = x0 + x : |x|2 = 1} under the mapping Jk is given by:
Jk(S
2) = αk
k∑
s=0
cs
(
k
s
)
xk−s0 x
s − αk(x0 − x)
k−1∑
s=0
(−1)scs
(
k − 1
s
)
xk−1−s0 x
s (10)
= αk(ck + (−1)k−1ck−1)xk +A(k, s),
where
A(k, s) = αk
k−1∑
s=1
{
cs
[(
k
s
)
+ (−1)s−1
(
k − 1
s
)]
+ (−1)s−1cs−1
(
k − 1
s− 1
)}
xk−s0 x
s.
Here, as well as before, the constant αk remains for the moment undefined. Applying now the fact that the
coefficients ck in this special case of m = 2 (cf. [7]) are equal to
ck =
{ k!!
(k+1)!! , if k is odd
ck−1, if k is even
(11)
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we see that the coefficients of xk−s0 x
s, for 0 ≤ s ≤ k in (10) depend on the parity of s. Using (11) together
with well known properties of the binomial coefficients one obtains easily the following identity
cs
[(
k
s
)
+ (−1)s−1
(
k − 1
s
)]
+ (−1)s−1cs−1
(
k − 1
s− 1
)
=
 cs
(
k
s
)
2k+1
k , if s is odd
0, if s is even.
Finally the image of the unit sphere for k > 1 is given by:
Jk(S
2) = αk
2k + 1
k
x
[ k−12 ]∑
l=0
c2l+1
(
k
2l + 1
)
x
k−(2l+1)
0 x
2l (12)
Since x2l = (−1)l|x|2l the sum in (12) is real and therefore the unit sphere is mapped onto the hyperplane
w0 = 0, or equivalently, Jk(S
2) is a paravector with vanishing scalar part, i.e. a pure vector. The same is true
for arbitrary m ≥ 3, but the corresponding proof relies on more difficult expressions of the ck(m) (see [7]) and
for this reason has been omitted here.
For k = 1, 2, 3 we have the following explicit expressions for the image of the unit sphere S2 under the
mapping Jk:
J1(S
2) = α1
3
2
x, J2(S
2) = α2
5
2
xx0, J3(S
2) = α3
7
3
x
(
15
8
x20 −
3
8
)
. (13)
Until now we did not discuss the role of the constant αk in the general expression of (5). But we have
already mentioned the form of the generalized hypercomplex Joukowski transformation for k = 1 considered
in [6], where its value is α1 =
2
3 . The reason for such a choice was the standardization of the mapping in such
a way, that the image of S2 would be the unit circle S1 in the hyperplane w0 = 0. Obviously, this corresponds
to the unit interval [−i, i] as the image of S1 in the complex case. Writing now briefly (12) in the form
Jk(S
2) = αkxBk(x)
with
Bk(x) = Bk(x0, x) :=
2k + 1
k
[ k−12 ]∑
l=0
c2l+1
(
k
2l + 1
)
x
k−(2l+1)
0 x
2l,
we see that the problem of determining αk for each value of k in the previously mentioned way is solved by
αk := ( max|x|2=1
Bk(x0, x))
−1. (14)
From Sect. 2 we recall the use of modified polar coordinates in the complex plane case for describing the
classical Joukowski transformation with the purely imaginary interval [−i, i] as the image of the unit circle.
They lead to the application of geographic spherical coordinates in the 3-dimensional space and allow to
describe easily the mapping properties of J1 as explained in [5] and [6]. Therefore, let (ρ, ϕ, θ) be radius,
latitude, and longitude respectively, so that we work with
x1 = ρ cosϕ cos θ, x2 = ρ cosϕ sin θ, x0 = ρ sinϕ
where ρ > 0, −pi < θ ≤ pi and −pi2 ≤ ϕ ≤ pi2 . Thus, from (13) we have in terms of spherical coordinates∣∣J1(S2)∣∣2 = α21(32
)2
cos2 ϕ.
This shows that the unit disk S1 in the hyperplane w0 = 0 as the image of the unit sphere S
2 in R3 is obtained
if α1 is chosen equal to
2
3 ([5]). Analogously, for k = 2 we have that∣∣J2(S2)∣∣2 = α22(52
)2
cos2 ϕ sin2 ϕ
= α22
(
5
4
)2
sin2(2ϕ).
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Again, it is easy to see that in this case α2 =
4
5 guarantees the desired mapping. In the same way it is, in
principle, possible to determine for every k the corresponding value of αk in form of (14). Since the solution
of algebraic equations of higher order becomes involved, it will obviously be more complicated than in those
lower dimensional cases.
4 3D Mappings by Generalized Joukowski Transformations
After the discussion of the basic analytical aspects of generalized hypercomplex Joukowski transformations,
we now focus on some basic geometric mapping aspects of the transformations J1 and J2 in R3. Our special
concern are properties similar (or not) to those of the complex case. Using, as referred in the previous section,
the normalization factor α1 = 2/3 in (5) we obtain the components of J1 = w0 + w1e1 + w2e2 in terms of
spherical coordinates in the form of
w0 =
2
3
(
1− 1
ρ3
)
ρ sinϕ, (15)
w1 =
2
3
(
1
2
+
1
ρ3
)
ρ cosϕ cos θ, (16)
w2 =
2
3
(
1
2
+
1
ρ3
)
ρ cosϕ sin θ. (17)
One can easily observe that J1 maps spheres of radius ρ 6= 1 into spheroids with equatorial radius a =
2
3ρ
(
1
2 +
1
ρ3
)
and polar radius b = 23ρ
∣∣∣1− 1ρ3 ∣∣∣ . But if ρ = 1 then (15)-(17) implies that J1(S2) has a real
part identically zero and satisfies
w21 + w
2
1 = cos
2 ϕ
which means that the two-fold unit disk in the hyperplane w0 = 0 is the image of the unit sphere. Figure 5
shows the images of both hemispheres with radius equal to one under the mapping J1. The relations between
the polar and the equatorial radius show also that the corresponding image, for values of ρ < 3
√
4, is an oblate
spheroid and for values of ρ > 3
√
4 is a prolate spheroid, whereas the value of ρ = 3
√
4 corresponds to a sphere.
Moreover, as examples for comparison with the complex case in Sect. 2, Fig. 6 shows the images of spheres
with different radii greater than one, in particular the sphere obtained as image of a sphere with ρ = 3
√
4.
This limit case between images of an oblate and a prolate spheroid was for the first time determined in [5].
These pictures reveal the similarity between the complex and the hypercomplex cases, but different from the
complex case where the type of ellipses remains the same for all ρ > 1 (see Fig. 2).
Consider now the case k = 2 for which we use the generalized hypercomplex Joukowski transformation
with α2 =
4
5 as explained in the previous section, i.e.
J2(x) =
4
5
(
P2(x) + 1
2
E′(x)
)
=
4
5
(
x20 + x0x+
1
2
x2
)
+
2
5
(
x0 − x
|x|3
)′
Its real components have, in terms of spherical coordinates, the following expressions:
w0 =
2
5
(
1− 1
ρ5
)
ρ2(−1 + 3 sin2 ϕ), (18)
w1 =
4
5
(
1 +
3
2ρ5
)
ρ2 sinϕ cosϕ cos θ, (19)
w2 =
4
5
(
1 +
3
2ρ5
)
ρ2 sinϕ cosϕ sin θ, (20)
As we expected, spheres in R3 with radius ρ 6= 1 are transformed into spheroids, but this time, we obtain a
2-fold mapping. It is also possible to detect another new property, different from the previous case k = 1,
namely the effect that the center of the spheroids does not anymore remain on the origin. The shift of the
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Case R3 - Order 1
Figure 5: The images of both hemispheres of S2
Figure 6: The images of spheres of radius ρ = 1.3, ρ = 3
√
4 and ρ = 3
center from the origin occurs in direction of the real w0-axis and is equal to
1
5ρ
2
(
1− 1ρ5
)
. Therefore the
polar radius is given by b = 35ρ
2
∣∣∣1− 1ρ5 ∣∣∣ and the equatorial radius by a = 15ρ2 (2 + 3ρ5), so that we have:[
w0 − 15ρ2
(
1− 1ρ5
)]2
[
3
5ρ
2
(
1− 1ρ5
)]2 + w21[
1
5ρ
2
(
2 + 3ρ5
)]2 + w22[
1
5ρ
2
(
2 + 3ρ5
)]2 = 1.
The following proposition summarizes some properties of the mapping J2:
Proposition 2.
1. Spheres with radius 1 < ρ < 5
√
6 are 2-folded transformed into oblate spheroids.
2. The sphere with radius ρ = 5
√
6 is 2-folded transformed into the sphere with center
(
0, 0, 15√
63
)
.
3. Spheres with radius 5
√
6 < ρ are 2-folded transformed into prolate spheroids.
4. The unit sphere S2 is 4-folded mapped onto the unit circle (including its interior) in the hyperplane
w0 = 0.
Figure 7 shows the images of four zones of the unit sphere under the mapping J2 as consequence of the
4-fold mapping of the unit sphere S2 to S1 (cf. with the 2-fold mapping in the case k = 1 in Fig. 5).
Analogously to k = 1 where we have shown images of spheres in Fig. 6, the images in Fig. 8 are the result
of mapping one of the hemispheres with several radius greater than one. Similar to the case k = 1 the value
ρ = 5
√
6 gives a sphere but now not centered at the origin.
5 Final Remarks on Joukowski Type 3D Airfoils
The classical Joukowski transformation (1), or equivalently (2), plays in Aerodynamics an important role in
the study of flows around so-called Joukowski airfoils, since it maps circles with centers sufficiently near to
the origin into airfoils. In the classical Dictionary of Conformal Representations [15], for example, or the more
recent book Computational Conformal Mapping [14], specially dedicated to computational aspects, one can
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Case R3 - Order 2
Figure 7: The images of the unit sphere
Figure 8: The images of hemispheres of radius ρ = 1.3, ρ = 5
√
6 and ρ = 3
find a lot of details about those symmetric or unsymmetric airfoils. They are, for k = 1, images in the w-plane
obtained by mapping functions of the form (1) of circles centered at a point sufficiently near to the origin and
passing through −1 or 1.2 For example, Fig. 9 shows two symmetric airfoils that are images of circles centered
at points (different from the origin) on the imaginary axis in the complex plane. An unsymmetric (and more
interesting for studies in aerodynamics) Joukowski airfoil as image of a circle centered at a point in the first
quadrant is shown in Fig. 10.
In the hypercomplex case, the paper [6] analogously includes images produced with Maple of spheres in R3
centered at points of one of the axes x1 or x2 with a small displacement and passing through the endpoints
of the unit vectors e1 and e2, respectively. We reproduce them in Fig. 11. Here we show in Fig. 12 the image
of a sphere with ρ > 1 in a more general position. More concretely, its center is chosen in (0.1, 0.1, 0) and the
point (−1/2√2,−1/2√2, 0) is the corresponding fixpoint of the mapping. Though both cases are images of
dislocated from the origin spheres of the same radius ρ > 1, it seems that the direction of the displacement -
only along one axis or not, for example - leads to slightly different images, as the figures suggest. Particularly
one can recognize different curvatures of the surfaces.
It seems to us not presumptuous to interpret those figures as some kind of symmetric Joukowski airfoils
generalized to 3D and extended in different directions. Figure 13 which shows some cuts of the domain
illustrated in Fig. 12 parallel to the hyperplane w1 = w2 is in our opinion a very clear illustration of this
situation. If the displacement of the center of the sphere is also done in all three directions unsymmetrically
with three different values of the center coordinates, then we get a mapping like the one presented in the Fig.
14. It could be interpreted as some kind of unsymmetric Joukowski airfoil in 3D.
Finally we compare some mappings for the case k = 2 in 2D and 3D. Due to the higher order of singularities
in the origin we should also be aware of more complicated images of circles and spheres, respectively, with
radii different from ρ = 1 (Figures 15-16). Nevertheless, we would not exclude the possibility, that they
could be useful for mathematical models working with more complicated geometric configurations with some
singularities, particularly in R3.
Resuming this steps towards a more systematic study of 3D mappings realized by generalized hypercom-
plex Joukowski transformations we would like to mention that hypercomplex methods seem to us in general
a promising tool for quasi-conformal mappings in R3 ([20]). We could produce by monogenic functions some
mappings from the unit sphere in R3 that remind significant similarities in our opinion with one-wing objects
reported in connection with an an alternative airframe design, called Blended Wing Body, or BWB (see [21]),
which include interesting images of ongoing constructions of one-wing airplanes). There one find the remark
that: The advantages of the BWB approach are efficient high-lift wings and a wide airfoil-shaped body. With
2Applied to our modified form (2) in Sect. 2 they should pass through −i and i. Of course, these fixpoints are only chosen
for some normalization of the mapping and are not essential for its global behavior.
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Complex Case - Order k = 1
-1.6 0 1.6
-1
0
2
0
-1
0
1
Figure 9: The image of disks with radius ρ = 1.2 and ρ = 1.6 centered at d = (ρ− 1)i
-1. 0 1.
-1.
0
1.
0
-1
0
1
Figure 10: The image of the disk with radius ρ = |1 + d| and centered at d = 0.1 + 0.1i
Hypercomplex Case - Order k = 1
Figure 11: The image of a sphere of radius ρ = 1 + |d| and center d = 0.1e1
Figure 12: The image of a sphere of radius ρ = 1 + |d| and center d = 0.1e1 + 0.1e2
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Figure 13: Cuts parallel to the hyperplane w1 = w2
Hypercomplex Case - Order k = 1
Figure 14: The image of a sphere of radius ρ = 1 + |d| and center d = 0.15e0 + 0.1e1 + 0.2e2
Complex Case - Order k = 2
0
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0
-1
0
1
Figure 15: The image of a disk with radius ρ = 1.2 and center d = (ρ− 1)i
Hypercomplex Case - Order k = 2
Figure 16: The image of a sphere of radius ρ = 1 + |d| and center d = 0.1e1 + 0.1e2
this final remark we leave it as a funny exercise of imagination to the reader to speculate about a possible
application of generalized hypercomplex Joukowski transformations in practical circumstances.
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