Abstract-This paper presents a method of using Gaussian process regression to model spatial functions for mobile wireless sensor networks. A distributed Gaussian process regression (DGPR) approach is developed by using a sparse Gaussian process regression method and a compactly supported covariance function. The resultant formulation of the DGPR approach only requires neighbor-to-neighbor communication, which enables each sensor node within a network to produce the regression result independently. The collective motion control is implemented by using a locational optimization algorithm, which utilizes the information entropy from the DGPR result. The collective mobility of sensor networks plus the online learning capability of the DGPR approach also enables the mobile sensor network to adapt to spatiotemporal functions. Simulation results are provided to show the performance of the proposed approach in modeling stationary spatial functions and spatiotemporal functions.
I. INTRODUCTION

E
ENVIRONMENTAL surveillance in many areas, such as meteorology, climatology, ecology, oceanography, etc., requires the capability of modeling spatial functions, or even spatiotemporal functions. The distributed nature and the collective mobility of mobile sensor networks offer a feasible solution to environmental surveillance applications by means of collectively sampling data and cooperatively modeling spatial functions. Several research projects have targeted to this research area, such as monitoring forest fires using unmanned aerial vehicles (UAVs) in [1] , monitoring air quality using UAVs in [2] , monitoring ocean ecology conditions using unmanned underwater vehicles in [3] .
A mobile sensor network is able to make sensory observations of environmental physical phenomena with on-board sensors, exchange information via on-board wireless communication devices, and explore over the area of interest with the mobility. As a result, it is able to produce a predictive model for the sampled physical phenomenon and allocate itself in a pattern which can generate a more accurate predictive model.
The strategies of cooperative modeling and coordinated motion are the key techniques to be developed.
Gaussian process regression (GPR), also known as the Kriging filter, is a popular regression technique for data assimilation. In recent years, there has been a growing interest in Gaussian processes for regression and classification tasks [4] - [6] . A GPR is specified by a predictive mean function, a predictive covariance function, and a set of hyperparameters which can be determined from sampled data [7] - [9] . The main advantage of the GPR over other regression techniques is its ability to predict not only the mean function of the Gaussian process (GP), but also the covariance function of the GP. The predicted uncertainty is valuable information for further decision-making in environmental surveillance applications. In [10] , GPR was applied for monitoring the ecological condition of a river for individual sensors. The sensor placement was determined by maximizing a mutual information gain. In [11] , the computation complexity of the GPR was reduced by a Bayesian Monte Carlo approach, and an information entropy was used to allocate individual sensors. In [12] , a mixture of GPs was applied for building a gas distribution system, with the aim of reducing the computation complexity. In [13] , a Kalman filter was built on the top of a GP model to characterize spatiotemporal functions. A path planning problem was solved by optimizing a mutual information gain. In [14] , a Kriged Kalman filter was developed to reconstruct spatiotemporal functions and a centroidal Voronoi tessellation (CVT) algorithm was employed to allocate mobile sensor nodes. The Kriged Kalman filter and swarm control were used in [15] to reconstruct spatiotemporal functions. In [16] , several nonseparable spatiotemporal covariance functions were proposed for modeling spatiotemporal functions.
Environmental spatial functions have been modeled in mobile sensor networks by using radial basis function (RBF) networks in [17] where a CVT coverage control was used to allocate mobile sensor nodes, and in [18] where a flocking control was used to move sensor nodes. The environmental spatial function was approximated by using an inverse distance weighting interpolation method and updated by using a Kalman filter in [19] . In the function space view of GPR [7] , RBF is regarded as a truncated GP model where a limited number of basis functions are used.
A centralized GPR can be implemented in a sensor network by sending data from all sensor nodes to a centralized unit where the computation of the predictive mean function and the covariance function is conducted. For making effective motion 2162-237X/$31.00 © 2012 IEEE decisions, the predictive results need to be sent back to each sensor node. Thus this version of GPR could cause a severe problem for wireless communication. It is also not robust to the failure of individual nodes. Further, it does not scale well with the size of networks, as GPR is a nonparametric regression technique and its computational complexity grows in the order of O(N 3 ) with the size N of sampled data. In the GPR research community, various sparse Gaussian process regression (SGPR) techniques have been proposed to alleviate the computation complexity problem [9] , [20] . They are based on a small set of active points which are projected from the sampled data according to variant projection strategies under distribution approximation assumptions.
In this paper, an SGPR strategy, called the projected process approximation in [21] and [22] , is used to develop a distributed Gaussian process regression (DGPR). In this proposed DGPR approach, the active point set of the SGPR corresponds to the neighbor set definition of sensor networks. It also uses a compactly supported covariance function to decouple the computation in a local node from the contribution of remote nodes. A compactly supported covariance function, called the Wu's polynomial positive-definite function [23] , is adopted in this paper, as its analytic derivative form is available for the hyperparameter learning. The hyperparameters of covariance function are learned by maximizing the marginal likelihood of the sampled data. The proposed DGPR approach can make this learning algorithm a distributed algorithm so that a mobile sensor network can update the predictive mean function and covariance function online. This feature extends the proposed DGPR approach from modeling spatial functions to modeling spatiotemporal functions. Because of its distributed nature, it is robust against the failure of individual nodes and scales well with the size of networks. The collective motion strategy is based on the predictive result of the GP. The CVT algorithm is adopted for motion coordination. However, the utility function of CVT algorithm is not defined as a mean function as others. It is defined as an information entropy. Use of the predictive mean utility function results in the sensor nodes moving to the locations where high mean values are predicted. This could lead to the sensor nodes clustering on some locations where the predictions are very certain while some locations where the predictions are poor are unobserved. With the information entropy utility function, the sensor nodes potentially move to the locations where high uncertainties are predicted and then make observations there to reduce the uncertainties.
In summary, this paper contributes to the development of a novel DGPR algorithm which is built on an SGPR strategy combined with a compactly supported covariance function. Given the distributed implementation of GPR, information entropy is available for the decision-making in collective motion control process for each sensor node by using information entropy as the utility function in the CVT algorithm. In the following, Section II revisits some basics of GPR and presents the SGPR strategy within the framework of a mobile sensor network. The compactly supported covariance function and the proposed DGPR are detailed in Section III. The information entropy-based coverage control is introduced in Section IV.
Section V provides the simulation results. Our conclusion and future work are given in Section VI.
II. GPR
A mobile sensor network with N sensors is to be deployed in a 2-D area Q to model a scalar environmental spatial function in that area. The sensor node i is located at a 2-D position x i,t and it is assumed that the position x i,t can be found by itself with self-localization techniques at time step t. Each sensor node i can make a point observation z i,t of an environmental spatial function f (x i,t ) at time step t. The sensory observation distribution is assumed to be Gaussian
where ε i,t is a Gaussian noise with zero mean and covariance σ 2 i,t , noted as ε i,t = N (0, σ 2 i,t ). In this section, it is assumed that each sensor node can collect the location information x j,t and the corresponding observation z j,t from all the other sensor nodes via wireless communication. The distributed implementation will be detailed in the next section.
A. GPR
In a sensor node, the Gaussian inference is conducted at each time step based on the information available at that moment. The given information in a sensor node includes the input vectors X N,t = [x 1,t , . . . , x N,t ] T and the corresponding observations
In a GP model, the prior distribution of latent variable f i,t = f (x i,t ) is modeled as a Gaussian. Its mean value is assumed to be zero because offsets and simple trends can be subtracted out first. The prior knowledge about multiple latent variables is modeled by a covariance matrix
The likelihood distribution of the observation vector z N,t is represented as
where
for a test point x * ,t ∈ Q using p( f * ,t |z N,t ) given a training data set (X N,t , z N,t ). The latent predictive distribution of a given test point is obtained by solving the maximum a posteriori problem and is given by
where the predictive mean function and the predictive covariance function are
B. SGPR
For agent i , the full dataset is separated into a neighbor set N i which includes i itself, and a nonneighbor setN i . The neighbor set N i is viewed as the active set and the nonneighbor setN i is viewed as the remaining set of the SGPR with projected process approximation [22] .
In a GPR, the prior distribution of full latent variables can be rewritten into a form with the separate sets as follows:
From above, the conditional distribution can be found as
However in an SGPR, the prior distribution of the full latent variables in (4) is not available. Only the prior distribution of latent variables in the active set N i is assumed to be Gaussian
Without the prior distribution of full latent variables in (4), the conditional distribution in (5) cannot be directly obtained. There are several approximation approaches available. Among them, the projected process approximation approach is an effective way (see details in [9] ).
The SGPR with projected process approximation is recovered in a unifying framework of SGPR in [20] , where the SGPR is deduced by using two GPRs. In the first GPR, the conditional distribution in (5) is approximated by a delta function which keeps the mean unchanged
This approximation, combined with the fact that
contributes a conditional distribution of full latent variables
Given the prior distribution of latent variables in neighbor set (6), the joint distribution of latent variable with a test point f * i,t is known as follows:
From above joint distribution in (10), the conditional distribution of a testing point in the first GPR is obtained as
Given the latent variables of a neighbor set, it is assumed that f N,t and f * i,t are independent. Then the effective prior distribution is given by marginalizing out the neighbor latent variables
In the second GPR, by combining the effective prior distribution in (12) with the likelihood distribution in (1), the joint distribution between observations and a test point latent variable is given as follows:
From the joint distribution in (14), the posterior conditional distribution is obtained as follows:
Remark 1: Although the active set or the neighbor set is used in SGPR and the computation complexity can be reduced by using the matrix inversion lemma for (Q N N + R N,t ) −1 , the predictive mean function and the predictive covariance function in a node i still require all the other nodes to send their data to it. To develop a DGPR, a further requirement, for instance a compactly supported covariance function, is necessary.
III. DGPR
The prior knowledge about k(x i,t , x j,t ) is the crucial ingredient in a GPR. It determines the properties of underlying process. We start this section with a general covariance function. Then a compactly supported covariance function is introduced. In the end, the core of this paper, DGPR, is formulated.
A. Matern Family of Covariance Functions
The Matern family of covariance functions is a class of functions that are flexible and commonly used in data assimilation. It is defined as follows:
where is the Gamma function and K ν is the modified effective range implies the sample function of GP model varies more rapidly and a larger effective range implies the sample function of GP model varies more slowly.
ν is a smoothness parameter and its integer part determines the number of times the underlying spatial process is meansquare differentiable [9] . When ν = 1/2, the function defined in (17) is an exponential function. When ν → ∞, the function defined in (17) converges to the squared exponential covariance function or the Gaussian covariance function
The Gaussian covariance function is infinite-differentiable, which means that the GP with this covariance function has mean square derivatives of all orders, and is thus very smooth. However, such a strong smoothness assumption is unrealistic for modeling some physical processes [25] . When ν is of the form m + 1/2 with m a nonnegative integer, K ν takes an explicit form. In this case, the covariance function is a product of an exponential and a polynomial of order m. When ν < 1, the covariance function is continuous, but nondifferential. When ν ≥ 7/2, the covariance functions are all very similar to the Gaussian covariance function. Thus there are two values of ν that are useful, i.e., ν = 3/2 or
The infinite support of these covariance functions leads to computational complexity because of the demand of computing the inverse of covariance matrix in the order of O(N 3 ).
B. Compactly Supported Covariance Functions
The sparse covariance matrix is favorable to reducing the computational complexity of the GPR. Covariance tapering is one way to taper a covariance matrix with an appropriate compactly supported covariance function, which can reduce the computational burden significantly and still lead to asymptotically optimal mean-squared error [26] . Another option is to directly use a compactly supported covariance function. Our proposed DGPR is built on the use of a compactly supported covariance function so that only local communication is required. There are several positive-definite covariance functions with compact support reported in [27] . In this paper, we use Wu's polynomial function [23] , [27] with the following expression:
This polynomial function is with C 2 smoothness. The smoothness is a guarantee for good regression results and the compact support is a requirement for the distributed DGR. Other highorder Wu's polynomial functions look similar to this one, but take more time to compute. The comparisons with infinitely supported covariance functions in (18) and (19) are made in Fig. 1 , where a t = 1 and l t = 0.3 are used for the infinitely supported covariance functions and a t = 1 and l t = 1.0 are used for the compactly supported covariance function in (20) . It can be seen that the compactly supported covariance function preserves some shape of the infinitely supported covariance functions. Remark 2: In general, a compactly supported covariance function means that the distant observation will have zero effect on the prediction result. In some cases where a covariance with long-range correlation is effective, it should still be useful qualitatively. There is an unproved argument in geostatistics that the prediction result can be nearly independent of distant observation conditional on the neighbors even if it may be highly correlated with distant observation [26] .
C. DGPR
Let D i denote the communication range for node i . The neighbor set N i used in the SGPR is termed as the communication range neighbor set N i and is defined as follows:
For each node i , the compactly supported covariance function is defined within the local region and therefore has local hyperparameters l i,t , a i,t . An effective range neighbor set L i can be defined for node i as follows:
A prediction neighbor set M i of node i will be useful for DGPR presentation and is defined as follows:
where |N i | is the cardinality of set N i . Let x * i,t be a testing point of node i . It is within the area defined by
Now we are in a position to deduce the DGPR from the SGPR in (16) . Given the neighbor set definitions and the compactly supported covariance function in (20) , the following results are obtained.
1) The computation of K N i N i for node i only requires that its communication range neighbor j ( j ∈ N i ) sends the position x j,t and observation z j,t to it. 2) The computation of K * N i for node i only requires that its communication range neighbor j ( j ∈ N i ) sends the position x j,t and observation z j,t to it. This is possible due to the requirement of D i ≥ 2l i,t .
3) The computation of K N i N for node i requires that its prediction range neighbor j ( j ∈ M i ) sends the position x j,t and observation z j,t to it. This becomes clear by rearranging the matrix rows and columns so that its first M i columns are from the set M i and all the remaining columns have k(
Next the following matrices are defined:
Using the above matrices, the SGPR matrices defined in (13) are changed into
Finally, the predictive mean function and the predictive covariance function of DGPR are found as follows:
Remark 3: The computation of DGPR asks for information from the nodes in the prediction range neighbor set M i . This can be achieved by communicating with the nodes in the communication range neighbor set N i because any neighbor j in N i has information from the nodes in its effective range neighbor set L j .
D. Hyperparameter Learning
The hyperparameter set of GP in node i is defined as
Given a hyperparameter set θ i,t , the log marginal likelihood is
,t is analytically available, its partial derivatives with respect to the parameters a i,t , l i,t are complex and its computation is time consuming. Here, C i,t is approximated by using
This approximation means that a GPR with M i data for node i is used to learn the hyperparameters via the maximum likelihood learning approach.
With 
In order to smooth the transition from one GP model to another, θ * i,t is not directly used for regression. Instead, it is fed into a low-pass filter to filter out the high-frequency noise. The output θ i,t +1 of the low-pass filter is used for regression at time step t. The lowpass filter is expressed as follows:
where λ σ , λ a , and λ l are updating constants in the range of (0, 1).
Remark 4:
The hyperparameter θ i,t is updated according to (23) . It means that the covariance function k(x i,t , x j,t ) is nonstationary in both spatial and temporal domains.
IV. INFORMATION ENTROPY-BASED COVERAGE CONTROL
A sensor node i moves from current position x i,t to next position x i,t +1 according to the point motion model
where u i,t is the control signal to be found. In this section, the strategy of finding the control signal in order to gain a better regression result is sought.
A. Information Entropy
Mobile sensor node i makes observation z i,t at its location x i,t , and obtains observation z j,t and position x j,t from all the neighbors j ∈ M i via wireless communication. It then updates the hyperparameter θ i,t . With the DGPR, the evaluations of μ * i,t and * i,t are available.
One motion control strategy is to move sensor nodes toward the locations with high mean values μ * i,t . The consequence is a concentration of sensor nodes on the area with high mean values. However, this result cannot reduce the uncertainty of the GP model in other areas. Another strategy is to move the sensor nodes toward the locations with high uncertainty * i,t . The consequence is a concentration of sensor nodes on the area with high covariance values. Then sensor nodes can make observations there and reduce the uncertainty at next step. The latter strategy is adopted in this paper. The differential information entropy is a measure of uncertainty. It is optimized to compute the control signal u i,t .
The information entropy of a Gaussian random variable f * i,t conditioned on observation z N,t is a monotonic function of its variance
Remark 5: From the above equation, it looks like that the observation is not related to the information entropy. However, the observation affects the hyperparameters because of the online learning algorithm. Thus it is related to the covariance function. As the observation is dependent on position x * i,t , the information entropy can be interpreted as a function of position x * ,t , as
B. CVT
It is necessary for multiple mobile sensor nodes to move with coordination when they are exploring the area of interest. The CVT approach proposed in [28] is an effective way for motion coordination. The CVT algorithm is a locational optimization approach based on a utility function. Here we propose to use the information entropy H (x * i,t ) as the utility function for node i in the CVT algorithm.
A Voronoi tessellation consists of multiple Voronoi cells V i,t , each of which is occupied by a sensor node at time step t. A Voronoi cell V i,t is defined as follows:
CVT is a special Voronoi tessellation that requires each sensor node to move forward to the mass center of its Voronoi cell. The utility function is defined as
To compute the mass center of each V i,t , the following definitions are used:
The partial derivative of the utility function with respect to position x i,t is The control input signal of node i is
where k u is the control gain. 
V. SIMULATIONS
A. Stationary Spatial Functions
A mobile sensor network with N = 30 sensor nodes was to be deployed to a 1 × 1 area to model stationary spatial functions. Initially they were randomly placed in a small area with a size of 0.2 × 0.2. The hyperparameters to be learned were the effective range l i,t and the amplitude a i,t , while the sensor variance σ i,t = 0.01 was taken as constant. A Gaussianlike spatial function
was simulated first by using the GPR with the Gaussian covariance function, then with the DGPR with the Wu's compactly supported covariance function, and, finally, with the DGPR with the Matern covariance function (ν = 3/2). The control loop of the CVT algorithm was selected as 50. After the simulation, the predictive mean functions are shown in Fig. 3(a) for the GPR with the Gaussian covariance function, Fig. 3(b) for DGPR with the Wu's compactly supported covariance function, and Fig. 3(c) for DGPR with the Matern covariance function (ν = 3/2). Visually, all of them can reconstruct the Gaussian-like function. The result of the DGPR with the Wu's compactly supported covariance function was very close to that of the GPR with the Gaussian covariance function. The result of the DGPR with the Matern covariance function suffered from discontinuities at the corners of the area. Fig. 3(b) and (c) present similar shapes in most of the area except at the corners. The similarity in most of the area confirms the equivalence between the Wu's compactly supported covariance function and the Matern covariance function (ν = 3/2) for regression purpose in this scenario. The differences at the corners of the area are caused by the finite and infinite supported property. Wu's compactly supported covariance function converges to zero at the boundary of communication limit due to the finite supported property, which leads to a smooth result. In contrast, the Matern covariance function does not converge to zero at the boundary of communication limit due to the infinite supported property, which leads to the discontinuities at the corners. The discontinuity can be reflected by a first-order gradient measure, which is defined as the maximum value of the square root of the first-order gradients in the x and y directions
where Q is the area where the mobile sensor network is deployed and μ is the predictive mean function. The maximum value is used here to show the worst case scenario. The gradient measure is 0.0330 and 0.0334 in Fig. 3(a) and (b), respectively. They are very close. However, the gradient measure is 0.0648 in Fig. 3(c) . It nearly doubles the values of the smooth regression results and thus reflects the existence of discontinuities. Mobile sensor trajectories produced by the DGPR with the Wu's compactly supported covariance function are shown in Fig. 4 . All the sensor nodes were initially placed at the bottom left corner of the area. They were able to move to cover as large an area as possible. A similar result was obtained from the GPR and hence is omitted here. The effective range and the amplitude were learned online using the maximum likelihood algorithm. The learned results are shown in Fig. 5 for the effective range and in Fig. 6 for the amplitude. These parameters experienced some changes at the early stage of the process. After about 25 loops, they gradually reached stable values.
In the second simulation, a complex 2-D spatial function z(x, y) = 1.9 1.35 + e x sin 13(x − 0.6) 2 e −y sin (7y) was simulated. All the parameters were the same as in the first simulation. The ground truth function is shown Fig. 7(a) . In the following presentation, the DGPR is referred to as the DGPR with the Wu's compactly supported covariance function. The predictive mean function of DGPR is shown in Fig. 7(b) . Visually, their shapes are very similar although there are some errors found at the boundaries. By dividing the area into 100 × 100 cells, the residual sum of squares (RSS) was calculated at the center of cells at the end of each loop. The results are shown in Fig. 8 behavior of GPR compared to DGPR was observed because of the difference of their covariance functions.
To demonstrate the effect of limited communication on the result, the constraint l i,t = D i = 0.4 was used while the amplitude was still learned. The predictive mean function and the RSS of DGPR are shown in Fig. 9 . The shape of the predictive mean function was still similar to the ground-truth function, but there were some minor changes. This is due to the fact that a short effective range was used. The RSS result still had a stable behavior, but it had a larger RSS than the result in Fig. 8(b) .
The algorithm robustness and scalability were tested for this 2-D spatial function. First, the algorithm robustness was tested against node failure. All the simulation parameters were the same as before. Five nodes failed at the 20th loop and another five failed at the 30th loop. The RSS result is shown in Fig. 10(a) . It can be seen that the RSS value was increased at the 20th and 30th loops due to the failure occurrences, but it still decreased after the interruptions. The circles and squares shown in Fig. 10(b) are the faulty nodes at the 20th and 30th loop, respectively. All the other nodes could still successfully cover the area.
Second, the algorithm scalability was tested against the joining of more nodes. Twenty nodes were used initially and they were spread out for 20 loops. At the 20th loop, another 10 nodes located at the top right corner of the area joined the team. All 30 nodes worked together after the 20th loop. The RSS result is shown in Fig. 11(a) . The RSS value was reduced at the 20th loop because of the joining of the 10 nodes. Eventually, all the nodes worked as a team to cover the area. Fig. 11(b) shows their trajectories, with the circles representing the nodes joining the team at the 20th loop.
B. Light Intensity Regression
To evaluate the DGPR algorithm in a physical environment, a test on light intensity was conducted. All the parameters of the algorithm were the same as in the previous simulations and the Wu's compactly supported covariance function was used. The environment was an area with the size of 4000 mm by 6000 mm. A light source was placed on one side of the area and the light intensity was sampled by using the light sensor of a LEGO NXT robots. The testing area was also equipped with a 3-D tracking system VICON, which provided the position information of the samples. In total, 88 samples were collected and they were separated into two groups. One group was used to train the DGPR model, and the other group was used to evaluate the prediction result. Both the training and evaluation procedure were conducted offline. The result is shown in Fig. 12(a) . The training samples (black crosses) just got stuck on the surface of the regression model, while the evaluation samples (red dots) were slightly away from the surface. The errors (red dots) between the evaluation samples and the model prediction results were calculated and are shown in Fig. 12(b) . The evaluation samples (black dots) were evenly distributed in the area. The average absolute error on the evaluation samples was 3.5%. The maximum error for this test was 15.5%. In general, the prediction result fit well with the actual measurement.
C. Spatiotemporal Function
A 2-D Sine-Gordon equation is a spatiotemporal function that has an exact analytic solution [29] . The Sine-Gordon equation has the following expression: t, x, y) ). Its solution has the following form: The parameters used in the simulation were as follows: P 1 = 1.1, P 2 = 0.3, P 3 = 0.3, p 1 = 0, p 2 = 1.2, p 3 = 1.2, w 1 = 0.4583, w 2 = 0.6633, and w 3 = 0.6633. The ground-truth solution with an area of 3 × 3 is shown in Fig. 13 for t = 1, 3, 5, and 7.
A mobile sensor network with N = 30 sensor nodes was used. Initially they were randomly placed in the area. The hyperparameters to be learned were the effective range l i,t and the amplitude a i,t . The Sine-Gordon equation was tested with 10 time steps starting with t = 0 and ending with t = 9. Between each two consecutive time steps, DGPR and CVT algorithms were executed iteratively and the number of loops was selected as 5. The predictive mean function is shown in Fig. 14 for t = 1, 3 , 5, and 7. By comparing with the groundtruth solutions in Fig. 13 , it can be seen that the DGPR can reconstruct the Sine-Gordon function very well.
VI. CONCLUSION
This paper presented a DGPR for mobile sensor networks to model spatial functions. The proposed DGPR was deduced from the projected process approximation the SGPR combined with a compactly supported covariance function. With the proposed DGPR, the hyperparameter learning was also implemented in a distributed manner and the hyperparameters could be updated online. This paper also made use of the advantage of the GPR over other regression techniques for collective motion decision-making. To this end, an information entropy-based CVT approach was used, which allowed the mobile sensor network to reduce the uncertainty of the GP model. The proposed strategies of cooperative modeling and coordinated motion provided satisfactory results for stationary spatial functions and spatiotemporal functions. As our next step, we would like to test our proposed algorithm in more realistic simulations or real experiments.
