Abstract -A novel numerical method for solving inverse scattering problem with fixed-energy data is proposed. The method contains a new important concept: the stability index of the inversion problem. This is a number, computed from the data, which shows how stable the inversion is. If this index is small, then the inversion provides a set of potentials which differ so little, that practically one can represent this set by one potential. If this index is larger than some threshold, then practically one concludes that with the given data the inversion is unstable and the potential cannot be identified uniquely from the data. Inversion of the fixed-energy phase shifts for several model potentials is considered. The results show practical efficiency of the proposed method. The method is of general nature and is applicable to a very wide variety of the inverse problems.
INTRODUCTION
Let q(x), x ∈ R 3 , be a real-valued potential with compact support. Let R > 0 be a number such that q(x) = 0 for |x| > R. We also assume that q ∈ L 2 (B R ), B R = {x | |x| ≤ R, x ∈ R 3 }. Let S 2 be the unit sphere, and α ∈ S 2 . For a given energy k > 0 the scattering solution ψ(x, α) is defined as the solution of
satisfying the following asymptotic condition at infinity: The function A(α , α, k) is called the scattering amplitude, α and α are the directions of the incident and scattered waves, and k 2 is the energy, see [10, 12] . For spherically symmetric scatterers q(x) = q(r) the scattering amplitude satisfies A(α , α, k) = A(α · α, k). The converse is established in [14] . Following [19] , the scattering amplitude for q = q(r) can be written as 5) where Y lm are the spherical harmonics, normalized in L 2 (S 2 ), and the bar denotes the complex conjugate.
The fixed-energy phase shifts −π < δ l ≤ π (δ l = δ(l, k), k > 0 is fixed) are related to A l (k) (see e. g., [19] ) by the formula:
In Section 2 we give, following [1] , formulas for calculating fixed-energy phase shifts for piecewise-constant compactly supported potentials. Let us denote this class of potentials by PC. Since an arbitrary integrable potential can be approximated with the prescribed accuracy by a PC potential, the class PC is sufficiently large for practical purposes. In Sections 3 and 4 a novel minimization method, the stability index method, is described. Our inversion procedure is based on this method. An important novel feature of this method, which seems not have been present in other methods, is the concept of the stability index, which is a number characterizing the stability of the numerical inversion.
Several parameter-fitting procedures were proposed for calculating the potentials from the fixed-energy phase shifts, (by Fiedeldey, Lipperheide, Hooshyar and Razavy, Ioannides and Mackintosh, Newton, Sabatier, May and Scheid, Ramm, and others). These works are referenced and their results are described in [5] and [10] . Recent works [6] [7] [8] [9] and [18] [19] [20] present new numerical methods for solving this problem. In [21] it is proved that the Newton-Sabatier method for inverting the fixed-energy phase shifts for a potential (see [5, 10] ) is fundamentally wrong, and in [22] a counterexample is given to a uniqueness theorem claimed in a modification of the Newton scheme.
Since the inverse problem of the identification of a potential by its phase shifts is ill-posed, an application of a minimization method, by itself, would not make it stable. The stability of an inversion method is achieved by introducing a proper regularization. Such a regularization procedure is not the subject of the Stability Index Method. Rather, the method seems to be superior to exclusively deterministic or stochastic methods in the studied applications, after a regularization is integrated into the objective function. We do note that certain regularization of the inverse problem is implicitely included in the Stability Index Method since the minimization is conducted in a finite-dimensional admissible domain. Also, a Reduction Procedure component of the method (see Section 4) rewards the minimization algorithm for conducting the search in lower-dimensional subsets, thus improving the stability of the identification. One would expect the Stability Index to initially decline (as a function of the dimension of the admissible domain) and then start climbing. Numerical experiments (Section 5) confirm this conjecture.
In Section 5 numerical examples of the inversion of the fixed-energy shifts are given for three potentials. Physical motivation for the choice of these potentials is given and directions for future research are suggested.
Section 6 contains brief conclusions.
PHASE SHIFTS FOR PIECEWISE-CONSTANT POTENTIALS
Phase shifts for a spherically symmetric potential can be computed by a variety of methods, e. g. by a variable phase method described in [4] . The computation involves solving a nonlinear ODE for each phase shift. However, if the potential is compactly supported and piecewise-constant, then a much simpler method described in [1] can be used. It is summarized below. Since the set of compactly supported and piecewise-constant potentials is dense in the set L 1 (0, ∞) potentials, it is quite reasonable to look for an approximate solution to the inverse scattering problem in the class of piecewise-constant compactly supported potentials.
Consider a finite set of points 0 = r 0 < r 1 < r 2 < · · · < r N = R and a piecewise-constant potential
where i = 1, . . . , N, and k is some fixed positive number. Consider the following problem for the radial Schrödinger equation:
which we rewrite as:
on the interval r i−1 ≤ r < r i . On [r i−1 , r i ) one has the following general solution of (2.4) From the regularity of ϕ l at zero one gets B 1 = 0. Denote
We are looking for a continuously differentiable solution ϕ l . Thus, the following interface conditions hold: 8) where the entries of the matrix α i can be written explicitly (see [1] for details). Thus
The phase shift δ(k, l) is defined by
where F (k, l) is the Jost function. For r > R one has:
From (2.11) and the asymptotics j l (kr) ∼ sin (kr − lπ/2), n l (kr) ∼ − cos (kr − lπ/2), r → ∞, one gets:
Finally, the phase shifts of the potential q(r) are calculated by the formula:
Let q 0 (r) be a spherically symmetric piecewise-constant potential. Let {δ(k, l)} N l=1 be the set of its phase shifts for a fixed k > 0 and a sufficiently large N . Let q(r) be another potential, and let {δ(k, l)} N l=1 be the set of its phase shifts.
The best fit to data function Φ(q, k) is defined by
14)
The phase shifts are known to decay rapidly with l, see [17] . Thus, for sufficiently large N , the function Φ is practically the same as the one which would use all the shifts in (2.14). The inverse problem of the reconstruction of the potential from its fixed-energy phase shifts is reduced to the minimization of the objective function Φ over an appropriate admissible set.
STABILITY INDEX MINIMIZATION METHOD
Let the minimization problem be
Letq 0 be its global minimizer. Typically, the structure of the objective function Φ is quite complicated: this function may have many local minima. Moreover, the objective function in a neighborhood of minima can be nearly flat resulting in large minimizing sets defined by
for an > 0. Given an > 0, let D be the diameter of the minimizing set S , which we call the Stability Index D of the minimization problem (3.1). The usage of the letter D for this index is explained in formula (3.6) below.
One would expect to obtain stable identification for minimization problems with small stability indices. However, the minimization problems with large stability indices have distinct minimizers with practically the same values of the objective function. If no additional information is known, one has an uncertainty of the minimizer's choice. The stability index provides a quantitative measure of this uncertainty or instability of the minimization.
The basic idea of the Stability Index minimization method is to iteratively estimate normalized stability indices of a minimization problem, and, based on this information, to conclude if the method has achieved a stable minimum.
A particular implementation of the Stability Index method used here employs a Hybrid Stochastic-Deterministic (HSD) approach. The stochastic part explores the entire admissible set, while the deterministic local minimization finds the best fit in a neighborhood of the chosen in the stochastic part of the search initial guesses. The HSD approach has proved to be successful for a variety of problems in inverse quantum scattering (see [7, 18] ) as well as in other applications (see [6, 8] ). A somewhat different implementation of the Stability Index Method is described in [9] .
We seek the potentials q(r) in the class of piecewise-constant, spherically symmetric real-valued functions. Let the admissible set be
3) where the bounds q low and q high for the potentials, as well as the bound M on the expected number of layers are assumed to be known.
where r 0 = 0 and q(r) = 0 for r ≥ r M = R. Note, that the admissible configurations must also satisfy
First we describe the global (stochastic) part of the algorithm, which can be called the Iterative Reduced Random Search (IRRS) method. This description is followed by its iterative version, and a Local Minimization Method (LMM) incorporating a Reduction procedure.
Let a batch H of L trial points be generated in A adm using a uniformly distributed random variable. In our case A adm is a box in R 2M . The uniform random variable is called 2M times to produce a point (configuration representing a potential) in this box (after the appropriate rescaling in each dimension). Finally, the obtained values of r i are rearranged in the ascending order to satisfy (3.5).
A certain fixed fraction γ of the original batch of L points is used to proceed with the local searches. Typically, L = 5000 and γ = 0.01. This reduced sample H red of γL points is chosen to contain the points with the smallest γL values of Φ among the original batch H. The local searches (the LMM procedure) are started from every point in this reduced sample H red . This way only the points that seem to be in a neighborhood of the global minimum are used for an expensive local minimization, and the computational time is not wasted on less promising candidates.
Let H min be the γL points obtained as the result of the local minimizations (γL = 50 in our computations). Let S min be the subset of H min containing points {p i } with the smallest νγL (0 < ν < 1, we used ν = 0.16) values in H min . We call S min the minimizing set. The choice of ν determines a representative sample of global minimizers. If all these minimizers are close to each other, then the objective function Φ is not flat near the global minimum. That is, the method identifies the minimum consistently. To define this consistency in quantitative terms, let · be a norm in the admissible set.
Let
where d av is the average norm of the elements in H min . The normalization by d av is introduced to provide comparable results for different potentials. Thus D is an estimate for the (normalized) Stability Index of the minimization problem. The identification is considered to be stable if the Stability Index D < . Otherwise, another batch of trial points is generated, and the process is repeated as follows.
Iterative Reduced Random Search (IRRS) (at the j-th iteration). Fix 0 < γ, ν < 1, β > 1, > 0 and j max . 
min is the average norm of the elements of H Otherwise, return to step 1 and do another iteration, unless the maximum number of iterations j max is exceeded.
We used β = 1.1, = 0.02 and j max = 30. The choice of these and other parameters (L = 5000, γ = 0.01, ν = 0.16, r = 0.1 (used in LMM)) is dictated by their meaning in the algorithm and the comparative performance of the program at their different values. As usual, some adjustment of the parameters, stopping criteria, etc., is needed to achieve the optimal performance of the algorithm.
LOCAL MINIMIZATION METHOD
The Hybrid Stochastic Deterministic Method couples the Stochastic part described in the previous section with a deterministic Local Minimization Method. Numerical experiments show that the objective function Φ is relatively well behaved in this problem: while it contains many local minima and, at some points, Φ is not differentiable, standard minimization methods work well here. A Newton-type method for the minimization of Φ is described in [1] . We have chosen to use a variation of Powell's minimization method which does not require the computation of the derivatives of the objective function. Such method needs a minimization routine for a one-dimensional minimization of Φ, which we do using a Bisection or a Golden Rule method. See [6] or [7] for a complete description of our method. Now we can describe our Basic Local Minimization Method in R 2M , which is a modification of Powell's minimization method [3] . It is assumed here that the starting position (configuration) Q 0 ∈ A adm is suppied by the procedure LMM (see below), and the entry to LMM is provided by the global minimization part (IRRS).
Basic Local Minimization Method 
Re-index the directions u i , so that (for the new indices) Φ(Q
5. For i = 1, . . . , 2M move from Q i−1 along the direction u i and find the point of minimum Q i .
7. Move from Q 0 along the direction v and find the minimum. Call it Q 0 again. It replaces Q 0 from step 2.
8. Repeat the above steps until a stopping criterion is satisfied.
Note, that we use the temporary points of minima Q t i only to rearrange the initial directions u i in a different order. The stopping criterion is the same as the one in [11, Subroutine Powell] .
Still another refinement of the local phase is necessary to produce a successful minimization. The admissible set A adm , see (3.3)-(3.5), belongs to a 2M dimensional minimization space R 2M . The dimension 2M of this space is chosen a priori to be larger than 2N , where N is the number of layers in the original potential. We have chosen M = 2 in our numerical experiments. However, since the sought potential may have fewer than M layers, we found that conducting searches in lower-dimensional subspaces of R 2M is essential for the local minimization phase. A variation of the following "reduction" procedure has also been found to be necessary in [8] for the search of small subsurface objects, and in [6] for the identification of multilayered scatterers.
If two adjacent layers in a potential have values v i−1 and v i and the objective function Φ is not changed much when both layers are assigned the same value v i (or v i−1 ), then these two layers can be replaced with just one layer occupying their place. The change in Φ is controlled by the parameter r . We used r = 0.1. This value, found from numerical experiments, seems to provide the most consistent identification. The minimization problem becomes constrained to a lower dimensional subspace of R 2M and the local minimization is done in this subspace.
Reduction Procedure. Let r be a positive number. Q 0 = (r 1 , r 2 , . . . , r M , v 1 , v 2 Note, that an application of the Reduction Procedure may or may not result in the actual reduction of the number of layers.
Save your starting configuration
Finally, the entire Local Minimization Method (LMM) consists of the following:
Local Minimization Method (LMM).
Let your starting configuration supplied by IRRS be
2. Apply the Reduction Procedure to Q 0 , and obtain a reduced configuration Q r 0 containing M r layers. As we have already mentioned, LMM is used as the local phase of the global minimization.
NUMERICAL RESULTS
We studied the performance of the algorithm for 3 different potentials q i (r), i = 1, 2, 3 chosen from the physical considerations.
The potential q 3 (r) = −10 for 0 ≤ r < 8.0 and q 3 = 0 for r ≥ 8.0 and a wave number k = 1 constitute a typical example for elastic scattering of neutral particles in nuclear and atomic physics. In nuclear physics one measures the length in units of fm = 10 −15 m, the quantity q 3 in units of 1/fm 2 , and the wave number in units of 1/fm. The physical potential and incident energy are given by V (r) = 2 q 3 (r)/(2μ) and E = The method used in this paper deals with finite-range (compactly supported) potentials. One can use this method for potentials with the Coulomb tail or other potentials of interest in physics, which are not of finite range. This is done by using the phase shifts transformation method which allows one to transform the phase shifts corresponding to a potential, not of finite range, whose behavior is known for r > a, where a is some radius, into the phase shifts corresponding to a potential of finite range a (see [2, p. 156 
]).
In practice differential cross section is measured at various angles, and from it the fixed-energy phase shifts are calculated by a parameter-fitting procedure. Therefore, we plan in the future work to generalize the stability index method to the case when the original data are the values of the differential cross section, rather than the phase shifts.
By the physical reasons discussed above, we choose the following three potentials: The initial configurations were generated using a random number generator with seeds determined by the system time. A typical run time was about 10 minutes on a 333 MHz PC, depending on the number of iterations in IRRS. The number N of the shifts used in (2.14) for the formation of the objective function Φ(q) was 31 for all the wave numbers. As it can be seen from Table 1 the shifts for the potential q 3 decay rapidly for k = 1, but they remain large for k = 4. The upper and lower bounds for the potentials q low = −20.0 and q high = 0.0 used in the definition of the admissible set A adm were chosen to reflect a priori information about the potentials. The identification was attempted with 3 different noise levels h. The levels are h = 0.00 (no noise), h = 0.01 and h = 0.1. More precisely, the noisy phase shifts δ h (k, l) were obtained from the exact phase shifts δ(k, l) by the formula
where z is the uniformly distributed on [0, 1] random variable.
The distance d(p 1 (r), p 2 (r)) for potentials in step 5 of the IRRS algorithm was computed as
where the norm is the L 2 -norm in R 3 . The results of the identification algorithm (the Stability Indices) for different iterations of the IRRS algorithm are shown in Tables 2-4. For example, Table 4 shows that for k = 2.5, h = 0.00 the Stability Index has reached the value 0.013621 after 2 iteration. According to the Stopping with Φ(p 1 ) = 0.0992806 and Φ(p 2 ) = 0.0997561. One may conclude from this example that the threshold = 0.02 is too tight and can be relaxed, if the above uncertainty is acceptable. Finally, we studied the dependency of the Stability Index from the dimension of the admissible set A adm , see (3.3) . This dimension is equal to 2M , where M is the assumed number of layers in the potential. More precisely, M = 3, for example. means that the search is conducted in the class of potentials having 3 or less layers. The experiments were conducted for the identification of the original potential q 2 (r) with k = 2.0 and no noise present in the data. The results are shown in Table 5 . Since the potential q 2 consists of only one layer, the smallest Stability Indices are obtained for M = 1. They gradually increase with M . Note, that the algorithm conducts the global search using random variables, so the actual values of the indices are different in every run. Still the results show the successful identification (in this case) for the entire range of the a priori chosen parameter M . This agrees with the theoretical consideration according to which the Stability Index corresponding to an ill-posed problem in an infinite-dimensional space should be large. Reducing the original ill-posed problem to a one in a space of much lower dimension regularizes the original problem.
CONCLUSIONS
A novel numerical method for solving inverse scattering problem with fixedenergy data is proposed. The method contains a new important concept: the stability index of the inversion problem. This index is a number, computed from the data, which shows how stable the inversion is. If this index is small, then the inversion provides a set of potentials which differ so little, that practically one can represent this set by one potential. If this index is larger than some threshold, then one concludes that practically, with the given data, the inversion is unstable and the potential cannot be identified uniquely from these data. Inversion of the fixed-energy phase shifts for several model potentials is considered. The results show practical efficiency of the proposed method. The method is of general nature and is applicable to a very wide variety of inverse problems.
