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Abstract 
Abstract 
Based on the vector character the treatment of the three-dimensional seismic wavefield 
becomes complex. With the exploitation of converted wave-modes the acquisition of vector-
wavefield data is effective, especially in the wide-angle range. Consequently shear wave-
acquisition with conventional sources, including marine sources, is possible and only multi-
component seismometers are required. 
Using this method wide-angle recordings of high quality were obtained within the 
BABEL-project (Baltic and Bothnian Echoes from the Lithosphere). However the processing 
of such vector-wavefield data raises the question of how to decompose the wavefield in its 
single modes. 
This thesis classifies the separation techniques, which have been presented in the literature, 
and shows a strong connection between polarization and separation of the seismic wavefield. 
Taking wide-angle data into particular consideration a discussion of these methods 
demonstrates the general applicability provided that equidistant traces are available. 
It is found out with the Controlled Orientation - a further developed method for the 
automatic reorientation of three-component recordings - that the alignment of refraction 
seismic data to the direction of the P-wave first arrival is not reliable because of the nearly 
vertical incidence. However it turns out, that the correction of the apparent angle of incidence 
need not be considered. 
With the processive realization of equidistant traces it is demonstrated that the amplitude 
character for the analysis of polarization is preserved. Therefore a multi-trace procedure can 
be implemented, which is in a position to process effectively long offset three-component 
data based on a two-dimensional operator window. This two-dimensional polarization-filter 
works data-adaptively for the determination of polarization parameters and is superior to the 
conventional method of Montalbetti and Kanasewich (1970). Three-component wide-angle 
data are used to illustrate the improvements obtained in noise reduction and in wave-mode 
separation using this technique . 
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Zusammenfassung 
Aufgrund des vektoriellen Charakters wird die Behandlung des dreidimensionalen 
seismischen Wellenfeldes komplex. Unter Ausnutzung von konvenienen Wellenmoden ist 
die vektorielle Oatenakquisition besonders im Weitwinkelbereich effektiv. Somit ktlnnen 
konventionelle Quellen auch im marinen Bereich Scherwellen-Akquisition betreiben und es 
wird nur der Einsatz von Mehrkomponenten-Aufnehmern erforderlich. 
Nach dieser Methode wurden im Projekt BABEL (Baltic and Bothnian Echoes from the 
Lithosphere) Weitwinkelregistrierungen von hoher Qualitlit gewonnen. Die Frage nach der 
Verarbeitung solcher vektorieller Oaten ertlffnet eine Oiskussion dariiber, wie das seismische 
Wellenfeld in seine einzelnen Wellenmoden zerlegt werden kann. Eine in dieser Arbeit 
vorgenornmene Klassifizierung von Separationstechniken, die in der Literatur vorgestellt 
wurden, zeigt eine starke Verkniipfung von Polarisation und Separation des seismischen 
Wellenfeldes. Unter besonderer Beriicksichtigung von Weitwinkeldaten zeigt eine 
vorgenommene Oiskussion dieser Methoden die generelle Anwendbarkeit bei 
gleichabstlindigen Spuren. 
Mit der Gesteuerten Orientierung, einer weiterentwickelten Methode zur automatischen 
Reorientierung von 3-Komponenten-Registrierungen, konnte festgestellt werden, daB das 
Ausrichtcn von refraktionsseismischen Oaten nach der Richtung der ankommenden P-Welle 
aufgrund fast venikalen Einfalls nicht zuverlassig ist. Dabei stellte sich jedoch heraus, daB 
eine Korrektur des scheinbaren Einfallswinkels nicht beriicksichtigt werden muB. 
Mit der prozessiven Realisierung von gleichabstlindigen Spuren konnte gezeigt werden, daB 
der Amplitudencharakter zur Polarisationsanalyse gewahn bleibt, so daB ein Mehrspur-
Verfahren entwickelt werden konnte, daB aufgrund seines zweidimensionalen 
Operatorfensters in der Lage ist, 3-Komponenten-Oaten aus groBen Beo):i~t;htungs­
entfernungen wirkungsvoll zu verarbeiten. Oieser zweidimensionale Polarisationsfilter 
arbeitet zur Bestimmung der Polarisationsparameter datenadaptiv und ist dem herktlmmlichen 
Verfahren nach Montalbetti und Kanasewich (1970) ilberlegen. Oabei werden 
Verbesserungen sowohl in der Noiseunterdriickung, als auch in der Trennung von 
Wellenmoden erzielt, die sich auch auf 3-Komponenten Oaten des Weitwinkelbereiches 
effektiv nachweisen Iassen. 
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1 Einleitung 
Die seismische Wellenbewegung wird gewohnlich wie eine skalare Gro.Be behandelt, 
obwohl sie doch eine vektorielle Gro.Be ist, da die Teilchenbewegungen genau betrachtet 
Vektoren sind. Ein Vektorwellenfeld ist die riiumliche Verteilung einer solchen A usbreitung 
der Vektorwelle in einem Gesteinsvolumen. 
Diese Arbeit behandelt die Aufnahme und Yerarbeitung von Vektorwellenfeld-Daten. Als 
Leitfaden zu diesem Themenkomplex konnen zunlichst eine Reihe von Fragen gestellt 
werden: 
I. Warum will man Vektorwellenfeld-Daten registrieren? 
2. Wie und womit kann man dies tun ? 
3. Was beobachtet man dabei 7 
4. Wie muB und kann man die Oaten verarbeiten 7 
Diese Fragestellungen sind so gewlihlt, da.B nicht die Betonung auf der Interpretation der 
Oaten liegt, sondern vielmehr auf den Methoden der Registrierung und des Prozessings. 
Dazu werden in Kapitel 2 die Charakteristiken des seismischen Vektorwellenfeldes 
vorgestellt. Eine Unterscheidung von Kompressions- und Scherwellen findet durch die 
skalaren GroBen der Geschwindigkeiten und durch die vektoriellen GroBen der 
Ausbreitungsrichtungen und der Schwingungsrichtungen der Teilchen statt. Dabei konnen 
verschiedene Polarisationszustlinde spezifiziert werden. Interferieren beispielsweise linear 
polarisierte Raumwellen, so beobachtet man elliptisch polarisierte Schwingungen. In der Erde 
hat man es mit solchen nichtlinear polarisierten Wellen iiberwiegend zu tun und es wird 
deutlich, wie komplex die Behandlung des dreidimensionalen seimischen Wellenfeldes ist Es 
wird der Einsatz von Mehrkomponenten-Aufnehmern und/oder -Quellen erforderlich, so da.B 
die Komplexitlit schon mit der Datenakquisition beginnt. Unter Ausnutzung von konvertierten 
Wellenmoden ist die Scherwellen-Akquisition auch mit gewohnlichen P-Quellen im 
Weitwinkelbereich erfolgreich. In dem Zusamrnenhang wird eine Diskussion dariiber geftihrt, 
ob zur Beriicksichtigung des gesamten Vektorwellenfeldes 3-Komponenten-Aufnahmen oder 
das 3x3 Tensor-Wellenfeld verwendet werden sollten. Eine weitere Beriicksichtigung muB 
der Effekt der freien Oberflliche finden, ilber den sich aus der Literatur wichtige 
Eigenschaften ableiten lassen. 
Kapitel 3 beginnt die Behandlung der vierten Fragestellung. Anders als im konventionellen 
Steilwinkelbereich werden, wie in Kapitel 2 behandelt, bei einem gewissen Quellenabstand 
konvertierte Wellen erzeugt. Dabei treten in VSP- und refraktionsseismischen Sektionen 
lnterferenzen durch hoch- und hinunterlaufende Wellen auf. Zur Trennung dieser 
Wellenfelder wurden in der Literatur eine Reihe von Methoden vorgestellt. Kapitel 3 dieser 
Arbeit erfa.Bt reprlisentativ diese Separationstechniken und fiihrt dabei eine Klassifizierung 
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dieser Methoden nach den charakteristischen Eigenschaften des Wellenfeldes durch. Im 
AnschluB findet eine Diskussion dariiber statt, inwieweit die verschiedenen Methoden einer 
vektoriellen Wellenfeldseparation unter besonderer Berilcksichtigung von Weitwinkeldaten 
geniigen konnen. Hierbei wird herausgestellt, daB sehr wesentlich die Polarisation der 
seismischen Wellen zu Separationstechniken beitragen und somit eine starke Verkniipfung 
von Polarisation und Separation des seismischen Wellenfeldes vorhanden ist Zuslitzlich zum 
kontrollierten Empfang der Polarisationrichtung konnen demnach Polarisationsparameter als 
Filterkriterium eingesetzt werden. 
Im zweiten Teil des Kapitel 3 werden dazu konventionelle Methoden der 
Polarisationsanalyse vorgestellt, aus denen Polarisationsparameter bestimmt werden konnen. 
Bei der Analyse des seismischen Signals als eine Funktion der Entfernung ist es wichtig, 
Reorientierungen durchzufiihren, da SchuBlokationen verschiedene Orientierungen haben 
konnen und die Richtung der ankommenden Welle nicht identisch mit der Richtung der 
Quelle sein muB. Zur Durchfiihrung der Reorientierung wird eine in dieser Arbeit 
weiterentwickelte Methode vorgestellt, die das Wellenfeld nach der Orientierung der 
einfallenden P-Welle ausrichten soli. Unter Hinzunahme eines eigens entwickelten 
Ersteinsatz-Erkennungsalgorithmus arbeitet dieses Verfahren automatisiert und wird als 
"Gesteuerte Orientierung" eingefiihrt. 
Es gibt eine Vielzahl von Polarisationsfilter-Verfahren, bei denen die 
Polarisationsparameter fiir die Herstellung einer Gewichtungsfunktion zur Datenfilterung 
verwendet werden. In Kapitel4 werden Verfahren einiger Autoren aufgefiihrt Basierend auf 
die Methode von Montalbetti und Kanasewich (1970) ist in der vorliegenden Arbeit ein 
Verfahren entwickelt worden, das anstelle eines eindimensionalen Operator-Zeitfensters ein 
zweidimensionales Operatorfenster in Zeit und Entfernung verwendet. Dabei werden mehrere 
3-Komponenten-Aufzeichnungen gleichzeitig beriicksichtigt, urn das Resultat auf den 
zentralen 3-K-Datensatz zu projizieren. V order Anwendung dieses neuen Mehrspurverfahren 
wird ein spezielles Preprozessing der vorliegenden Weitwinkeldaten durchgefiihrt. Anhand 
von 3-Komponenten-Weitwinkeldaten, die aus dem Projekt BABEL gewonnen wurden und 
einen exemplarisch guten vektoriellen Wellenfeldcharakter aufweisen, wird gezeigt, daB 
bestimmte Vorverarbeitungsschritte die fiir die Polarisationsanalyse erforderlichen wahren 
Amplituden erhiilt. 
Mit der Entwicklung eines Mehrspurverfahrens muB eine optimale Datenausrichtung der 
irn Operatorfenster liegenden Spuren gefordert werden. Zur Erflillung dieser Forderung wird 
die Methode des Local Slant Stack verwendet. Sie wird in der Weise neu konditioniert, daB 
die aus dem Local Slant Stack berechneten und iiber das Operatorfenster gemittelten 
maximalen Semblance-Werte eines Strahlparameterbereiches die korrekte LMO-Korrektur 
zur Ausrichtung der Daten aufspiiren soil. Im weiteren werden mit realen 
refraktionsseismischen Daten Filteroperatoren verschiedener Autoren untersucht. Daraus 
resultierend wird eine weitere Verbesserung durch die Realisierung eines datenadaptiven 
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Filteroperators eingefiihrt. Dabei wird eine Butterworth-Filterfunktion flir die Rektilinearitl!t 
gewahlt. Diese Funktion wird hier auch auf den Parameter des Ebenheitskoeffizienten 
ilbertragen, der, wie herausgestellt wird, zur Gewichtung von S-Wellen geeigneter erscheint. 
Mit den demonstrierten Wirkungsweisen der verschiedenen Algorithmus-Module wird 
eine detailierte Untersuchung der Polarisationen aus groBen Beobachtungsentfemungen 
angestellt. Dabei werden die Ergebnisse dieses Algorithmus mit dem herk<lmmlichen 
Verfahren verglichen und es findet jeweils eine ausfllhrliche Diskussion statt. 
Kapitel 5 gibt eine SchluBbetrachtung und -bewertung der Resultate. 
Die Fachsprache in der Geophysik und speziell in der Theorie der Signalverarbeitung ist 
Englisch. Dort, wo keine sinngemliBe Ubersetzung von Fachausdriicken vorliegt, wurde 
jedoch bei nicht geliiufigen Ausdrilcken versucht, sie zu erkliiren. 
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2 Das seismische Vekorwellenfeld 
In diesem Kapitel werden die ersten drei in der Einleitung gestellten Fragen behandelt. 
Mogliche Antworten sollen als Voraussetzung und zum besseren Verstandnis des 
seismischen Vektorwellenfeldes dienen. Der Schwerpunkt dieser Arbeit liegt in der vierten 
Fragestellung, der Verarbeitung seismischer Vektorfelddaten, und wird Thema der 
nachfolgenden Kapitel sein. 
Warum Vektorwellenfeld-Akquisition betrieben werden sollte, ist relativ schnell zu 
umreiBen. Dazu ist es notwendig, die Charakteristiken der am seismischen Wellenfeld 
beteiligten Wellen kurz aufzufiihren. Im weiteren werden die Moglichkeiten der vektoriellen 
Datenbeschaffung diskutiert und schlieB!ich werden besondere Effekte in der Beobachtung 
des Vektorwellenfeldes beschrieben. 
2.1 Charakteristik der seismischen Raumwellen 
Eine Welle ist eine in der Regel periodische Storung, die mit einer endlichen 
Geschwindigkeit durch ein Medium lauft. Dabei haben beispielsweise Schallwellen, 
Wasserwellen, elektromagnetische Wellen und auch seismische Wellen gemeinsarn, daB sie 
Energie transportieren und dabei keinerlei permanente Storungen im durchlaufenden Medium 
hinterlassen. Jedes nachfolgende Teilchen des Mediums vollzieht zu einem sp!iteren 
Zeitpunkt eine ahnliche Bewegung wie sein Vorganger und fallt dann in seine 
Ursprungsposition zuriick. Diese Eigenschaften ermoglichen es, alle Wellenbewegungen 
miteinander in Verbindung zu bringen. NatUrlich hat man es dabei aus der Sicht des 
Geophysikers nicht nur mit nUtzlichen Signalen zu tun, sondem !eider auch mit einer Vielzahl 
von storenden Signalen. V on den am seismischen Wellenfeld beteiligten Wellen werden hier 
nur die Raumwellen, also die Kompressions- und Scherwellen, beschrieben, da sie als 
eigentliche Nutzsignale neben den zahlreichen Storsignalen gelten. 
Viele Wellentypen konnen durch eine lineare, partiell differenzierbare Gleichung zweiter 
Ordnung, der sogenannten Wellengleichung abgeleitet werden: 
(2.1) 
wobei 'l'(r,t) die mit der Geschwindigkeit c fortlaufende Storung reprasentien. Diese 
Storungen liillt die dreidimensionale skalare Wellengleichung (2.1) als LOsungen in folgender 
Formzu: 
'l'(r,t) = t(t- p /). 
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mit einer willkiirlichen, zweimal differenzierbaren Funktion f und p als konstanten 
Einheitsvektor in Richtung der Wellenausbreitung und r als Positionsvektor eines Punktes 
Q(r) auf der sich ausbreitenden Wellenfront. Wiihlt man p · r = const. als eine Ebene normal 
zu dem Einheitsvektor p und f(t) = e' .. ,so erhiilt man harmonisch ebene Wellen. 
Mit den drei unabhiingigen Eigenvektorll>sungen der Bewegungsgleichung fiir ein 
homogenes, isotropes, elastisch festes Medium unter dem EinfluB einer rliumlichen 
Krlifteverteilung erhlilt man drei Vektoren, die eine Kompressions- und zwei 
Scherwellenbewegungen reprlisentieren (Ben-Menahem & Singh, 1981): 
L =(le,+ ne3)exp[ia{ l:c1 :nx3 )- i;]. 
N = lkfl (ne, -/e3)exp[ia{r- l:cl ;nx3 ) +in J (2.2) 
mit dem Vektor p =le,+ ne3, der bier bereits in der Vertikalebene (x1 ,x3 ) Jiegt und der 
Wellenzahl kfl = kflfp. kfl = Ausbreitungsvektor der Scherwelle. 
Aus den Gleichungen (2.2) ist klar ersichtlich, daB die Vektoren L und N in der 
Vertikalebene liegen, wlihrend der Vektor M horizontal und senkrecht zu dieser Ebene liegt. 
N beschreibt also eine Scherwellenbewegung, die linear polarisiert ist in der Vertikalebene 
und daher als vertikale Scherwellenbewegung (SV) bezeichnet wird. M beschreibt eine linear 
polarisierte Scherwellenbewegung in der Horizontalebene und wird daher SH genannt. 
Richtungseinhe~svektor p -•-; +,...+...; 
Ausbre~ungsvektor K'- lli/ 
k = O>'a 
Wellenzahl .; = o>ll 
Abbildung 2.1: Eine ebene Wellenfront in einem rechtshlindigen Koordinatensystem. 
Die Vektoren L, M, N reprlisentieren die P-, SH- und SV-Bewegungen. 
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Der Vektor L beschreibt eine Bewegung mit der Geschwindigkeit a, bei der die 
Teilchenbewegung in Richtung der Ausbreitung verll!uft. Dieser Teil des Wellenfeldes ist 
rein longitudinal und beschreibt daher die P-Welle. 
Zu beachten ist, daB der Vektor M, also die SH-Bewegung, keine vertikale Komponente 
aufweist, wlihrend L und N sowohl vertikale, als auch horizontale Bewegungsanteile 
aufweisen. Dies bedeutet, daB die SH-Bewegung unabhl!ngig von den beiden iibrigen 
Komponenten aufgezeichnet werden kann, was in einem spl!teren Abschnitt bei der 
Behandlung von konvertierten Wellenmoden noch einmal herausgestellt wird. 
Es la6t sich also anhand der Gleichungen (2.2) ableiten, daB sich die Kompressions- und 
Scherwellen zum einen durch die skalaren GroBen der Geschwindigkeiten und im besonderen 
durch die vektoriellen Grti6en der Ausbreitungsrichtungen und der Schwingungsrichtungen 
der Teilchen des durchlaufenden Mediums unterscheiden lassen. 
Dieses Potential des seismischen Vektorwellenfeldes wurde bis in neuere Zeit in der 
seismischen Exploration nur begrenzt ausgenutzt. In der Untersuchung der komplexen 
Wellenfelder vektorieller Art wurden nur skalare Analysen durchgeflihrt. Dabei bediente man 
sich bei der Beschreibung der riiumlichen Wellenausbreitung nur der Parameter der Richtung 
und der Geschwindigkeit, nicht aber der Schwingungsrichtung der Erdteilchen. 
Mit der Messung elastischer Wellen auf der Basis ihres vollen Schwingungsvektors 
ktinnen uns jedoch folgende relevante lnformationen zur Verfiigung stehen: 
• Geschwindigkeitsanisotropie gibt uns AufschluB Uber Bruch- und Stressysteme 
• VpNs -Verhaltnisse zeigen uns lithologische Merkmale 
• P/S-Amplitudenverhiiltnisse ktinnen den Aiissigkeitsgehalt anzeigen 
Dies sind weitere Informationen, die unter Ausnutzung des vollen Vektorwellenfeldes 
gewonnen werden ktinnen und zu weiteren Anwendungsmethoden fUhren. NatUrlich wird mit 
der Registrierung des Vektorwellenfeldes auch der Haupttrend der seismischen Exploration 
der letzten 60 Jahre wesentlich unterstUtzt. Dies war und ist die stetige Perfektion von 
Methoden, die die nutzbaren Wellen von Sttirwellen bezUglich der Frequenz und der 
Ausbreitungsrichtung zu unterscheiden hatten und haben. Auch die zur Zeit wohl immer noch 
fast ausschlie6lich verwendete Methode des "Common Depth Point" basiert auf der Selektion 
des Wellenfeldes bezUglich der Ausbreitungsrichtung. 
Es ist heute unumstritten, daB eine narnhafte Verbesserung der Effektivitl!t der seismischen 
Exploration unter Hinzunahme der Polarisation der Teilchenschwingungen erzielt werden 
kann. 
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2.2 Polarisation seismischer Wellen 
Es wird die seismische Welle als eine seismische Storung betrachtet, die in einer 
bestimmten Schwingungsebene im Raum liegt. Diese Schwingungsebene oder auch 
Polarisationsebene wird aufgespannt duch den Ausbreitungsvektor k in Richtung der 
Wellenfortpflanzung und den Verriickungsvektor E in Richtung der Teilchenschwingung (P-
Welle:E=L, SV-Welle:E=N, SH-Welle:E=M). Angenommen, diese eben-polarisierte Welle 
lauft in Richtung der Z-Komponente eines kartesischen Koordinatensystems, so kann sie als 
Resultierende der zwei onhogonalen Komponenten X und Y betrachtet werden. Auf jeder 
Komponente X und Y liegtje eine Welle der folgenden Form vor (Hecht & Zajac, 1983): 
E,(z,t) = E, cos(kz- mt) 
E,(z,t) = E1 cos(kz- a.+£) 
mit E als relativer Phasendifferenz zwischen den Wellen. 
2.2.1 Lineare Polarisation 
1st die Phasendifferenz E gleich Null oder ein ganzzahliges Vielfaches von ±2n, so sind 
die Wellen in Phase und die Polarisation der Resultierenden ist linear (s. Abb. (2.2.A)). Die 
resultierende Welle hat die Form: 
E = (E, + E1 )cos(kz- mt) 
1st E ein ungerades ganzzahliges Vielfaches von ±n, so sind die zwei Wellen 180° aus der 
Phase und die Resultierende ist wiederum linear polarisien, wiihrend die Polarisationsebene 
urn 90° zur vorherigen Lage rotien ist (s. Abb. (2.2.B)). Die resultierende Welle hat die 
Form: 
E=(E, -E,)cos(kz-ror) 
2.2.2 Zirkulare Polarisation 
Haben die beiden Komponenten gleich groBe Amplituden, jedoch eine relative 
Phasendifferenz £=-n/2+2mn mitm=0,±1,±2, ... , so ist die resultierende Welle 
gegeben durch: 
E(z,t) = E[ cos(kz- mt) + sin(kz- mt)) 
Die Amplitude von E ist konstant, aber die Richtung von E ist zeitabhlingig, so daB die 
Schwingungsebene im Uhrzeigersinn mit einer Winkelfrequenz von ro rotien, wenn der 
Beobachter in Richtung der Quelle sieht. Diese Welle ist rechts-zirkular polarisien. 1st die 
Phasendifferenz £ = n I 2 + 2mn mit m= 0,±1,±2, ... , so ist die Welle links-zirkular 
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polarisiert. Addieren wir eine rechts- und links-zirkular polarisierte Welle miteinander, 
erhalten wir eine linear polarisierte Welle. 
2.2.3 Elliptische Polarisation 
Nach der streng mathematischen Beschreibung sind die lineare und zirkulare Polarisation 
Sonderfalle der elliptischen Polarisation, da im allgemeinen der Schwingungsvektor E 
sowohl rotiert, als auch seine GroBe andert. Auf diese Weise beschreibt der Endpunkt des 
Vektors E eine Ellipse in einer festen Ebene, die senkrecht zum Ausbreitungsvektor k liegt 
(s.Abb. (2.2.D)). Diese Ellipse laBt sich ohne (kz- rot)-Abhangigkeit, d.h. die Welle ist 
monochromatisch und zeitinvariant, als folgende Gleichung schreiben (Hecht & Zajac, 1983): 
(5_)
2 
+ (.s_)
2 
- 2(.s_X5_) cos e = sin 2 e, E01 E0, E0, E01 
(2.3) 
mit dem Winkel a zwischen der Hauptachse der Ellipse und dem X,Y-Koordinatensystem 
2E0,E01 cos£ tan2a = 2 2 • E0 , -E01 
(2.4) 
Liegen die Hauptachsen der Ellipse auf den Koordinatenachsen, d.h. a= 0 oder ist die 
Phasendifferenz E ein ungerades ganzzahliges Vielfaches von ±n /2, erhalt man die vertraute 
Form der Ellipsengleichung: 
Es laBt sich feststellen, daB verschiedene Polarisationszustlinde spezifiziert werden konnen 
und der Zustand der linearen Polarisation durch eine Uberlagerung einer rechts- und links-
zirkularen Polarisation erreicht werden kann. Sind die Amplituden der zwei sich 
iiberlagemden zirkularen We lien verschieden, so erhalten wir den Zustand einer elliptischen 
Polarisation . 
... 0~:..-.-o~ ®~~ ©@) 
Abbildung 2.2: A + B: lineare Polarisation, C: rechts-zirkulare Polarisation, 
D: elli tische Polarisation 
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Bisher wurde zur Definition des Polarisationszustandes einer Welle die Uberlagerung 
zweier orthogonaler Wellenkomponenten betrachtet. Dieser Zustand HiBt sich auch auf 
Raumwellen iibertragen. Einfache Raumwellen in homogenen isotropen Medien sind linear 
polarisiert. Interferieren linear polarisierte Raumwellen, so beobachtet man elliptisch 
polarisierte Schwingungen. Realistisch gesehen, hat man es iiberwiegend in der Erde mit 
nichtlinear polarisierten Wellen zu tun. Diese Tatsache verdeutlicht noch einmal die 
Dreidimensionalitlit des seismischen Wellenfeldes und macht zur vollstlindigen Erfassung 
des vektoriellen Wellenfeldcharakters den Einsatz von Mehrkomponenten-Aufnehmem 
erforderlich. 
2.3 Datenakquisition 
Urn wichtige Informationen iiber Untergrund-Parameter, wie Lithologie, Porositat, 
Porenfiillung und Anisotropie aus kombinierten P- und S-Wellen Beobachtungen gewinnen 
zu konnen, wurden groBe Anstrengungen in der Entwicklung von kontrollierten 
Mehrkomponenten-Quellen untemommen. Diese vibratorischen oder impulsiven Quellen 
sind dazu geeignet, mehr als eine Orientierung der Vektorbewegung zu erzeugen. Hierbei 
handelt es sich hauptsachlich urn die Anregung von horizontal polarisierten Scherwellen, die 
bei paralleler Schichtung den Vorteil besitzen, von P-Wellen vollstlindig entkoppelt zu sein 
und somit keine lnterferenzen von P- und SH-Wellen auf den Geophon-Aufzeichnungen zu 
erzeugen. V on besonderer Bedeutung ist in dem Zusarnrnenhang fiir die Anisotropieanalyse 
die Moglichkeit, Messungen von Scherwellen-Splitting zu erzwingen. Urn Fehler bei der 
Bestimmung der Polarisationsrichtung auszurliumen, ist eine Kalibrierung der Quellen- und 
Empflingerkomponenten wichtig. Dabei besitzen Einzelaufnehmer sicherlich Vorteile 
gegeniiber Reihenaufnehmem. Nicht zuletzt das Stecken und Verkabeln der Geophone zeigt, 
daB die Datenakquisition beim Mehrkomponenten-Einsatz wesentlich komplexer ist. 
Mit welcher MeBanordnung zur Bestimmung der drei unabhangigen Bewegungs-
komponenten die beste Genauigkeit erzielt werden kann, ist je nach Experiment individuell. 
2.4 Moden-Konversion 
Durch die erfolgreichen Entwicklungen der seismischen Scherwellen-Techniken an Land 
wurde man ermutigt, den moglichen Einsatz von Scherwellen-Quellen im marinen Bereich 
nochmals zu priifen. Eine direkte Ubemahme der Landtechnik ware, Quellen und Empflinger 
am Meeresboden zu plazieren. Diese Technik ware in Flachwassergebieten mit 
entsprechenden Sedimenteigenschaften durchfiihrbar. In groBeren Wassertiefen oder in 
Gebieten mit unverfestigten Sedimenten wird diese Moglichkeit jedoch hinflillig. Mit dem 
Vorschlag von Tatham und Stoffa (1976), Scherwellen-Daten im marinen Bereich zu 
gewinnen, indem man sich der Moden-Konversion an Diskontinuitliten wie z.B. dem 
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freie Obertlache akustische pl,Vl 
~ p I pp ~.:.:.: Grenzschicht p2,v2 PP PS 
Onshore Offshore 
Abbildung 2.3: Prinzip der Moden-Konversion von P- zu S-Welle an Land und im 
marinen Bereich (nach Ahmed, 1989). 
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Meeresboden oder der Basis von unverfestigten Sedimenten bedient, wurde mehr 
Aufmerksamkeit auf den interpretativen Wert von S-Wellen-Daten gerichtet. 
Aber auch an Land bedient man sich unter Einsatz konventioneller Energiequellen der 
Moden-Konversion. Hier kann die Konversion sowohl an der freien Oberflache, als auch an 
der Basis der Verwitterungsschicht oder an tieferen Grenzschichten stattfinden. Eine 
entscheidende Schliisselrolle zur Anregung von Moden-Konversion an Grenzschichten mit 
hohen akustischen lmpedanzkontrasten kommt dem Einfallswinkel zu. Beim Einfall einer P-
Welle auf dem Meeresboden oberhalb des kritischen Einfallswinkels werden nur noch zwei 
mogliche Wellentypen realisiert. Eine reflektierte P-Welle am Meeresboden und eine 
transmittierte konvertierte S-Welle. Die Transmissionsenergie besteht also nur noch a us S-
Wellenenergie. 
In der norrnalen seismischen Prospektion werden grtiBere Einfallswinkel nur durch 
groBere Offsets erreicht. Tatham und Goolsbee (1984) zeigten in einem Offshore-
Reflektions-Experiment vor Florida die Registrierung von doppelt konvertierten S-Well en 
unter Ausnutzung groBerer Offsets. 
Es ist festzuhalten, daB mit der Verwendung von gewtlhnlichen P-Quellen Scherwellen-
Akquisition besonders im Weitwinkelbereich effektiv ist. Bei der Registrierung des 
Vektorfeldes muB also eine Diskussion gefiihrt werden tiber die Aufzeichnung von 
konvertierten Wellen gegenliber der Aufzeichnung des gesamten Vektorwellenfeldes. 
Vergleichsbeispiele von 3-Komponenten-Aufzeichnungen (1 Quellenkomponente x 3 
Aufnehmerkomponenten) gegenliber der Aufzeichnung eines 3x3 Tensor-Wellenfeldes 
(3 Quellenkomponenten x 3 Aufnehmerkomponenten) stlitzen die Registrierung konvertierter 
Wellen und lassen folgende Erklarungen zu: 
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• P-Wellen Quellen sind wirkungsvoll; besonders in Gebieten mit hohen 
oberfllichennahen Geschwindigkeiten. Ebenso sind sie leichter zu realisieren als S-
Wellen Quellen. 
• Das Prozessing ist wesentlich einfacher gegeniiber dem von S-Wellen, z.B. Statische 
Korrekturen. 
• Akquisitionskosten halbieren sich gegeniiber den vollen 9-Komponentendaten. 
• Aufnahme und Analyse sind in mariner Umgebung moglich. 
• Die Methode kann leicht auf 3-Dimensionen erweitert werden. 
Auf der anderen Seite miissen Konversionswellen mit Vorsicht behandelt werden. 
Aufgrund von anisotropen Strukturen beinhaltet deren Anwendung die Schwierigkeit, die 
Polarisationsrotation zu sondieren. Genauso schwierig oder sogar unmoglich ist die Analyse 
des Scherwellen-Splittings mittels konvertierter Wellendaten, wenn die seismische 
Profilorientierung ungeeignet ist. 
2.5 Effekt der freien Oberflache 
Eine der grundslitzlichen Fragen, die es zu beantworten gilt, ist der EinfluB der freien 
Oberflache auf die Teilchenbewegung von Scherwellen. Hinllinglich bekannt ist, daB uns die 
Polarisation zweier gespaltener Scherwellen die anisotrope Struktur wiederspiegelt, die sie 
durchlaufen haben. Daher ist eine verniinftige Erkennung und Bestimmung seismischer 
Anisotropic nur moglich, wenn die reine Scherwellenform nicht durch die freie Oberflliche 
beeintrlichtigt wird. 
Treffen seismische Wellen auf die freie OberfHiche oder auf interne 
Diskontinuitlitsgrenzen, so konnen die Gesetze iiber Reflektion und Refraktion angewendet 
werden, wenn man eine ebene Wellenfront und eine ebene Diskontinuitlitsoberflliche 
annehmen. In den meisten Anwendungen ist diese Annliherung ausreichend. 
Bei der Registrierung der P- und SV-Welle an der freien Erdoberflliche unterscheidet sich 
der scheinbare Einfallswinkel der Wellenfront von dem wahren Winkel, da die registrierte 
Bewegung eine Kombination von einfallender P- oder SV-Welle, reflektierter P- und 
reflektierter SV-Welle ist. Dieser Effekt tritt bei der einfallenden SH-Welle nicht auf. Hier ist 
der Winkel zwischen dem Verriickungsvektor an der Oberflliche und der Vertikalen mit dem 
wahren Einfallswinkel identisch und die gemessene Amplitude ist doppelt so groB wie die 
Amplitude der einfallenden SH-Welle. Die Situation flir einfallende P- und SV-Welle wird in 
Abbildung (2.4) illustriert. 
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I Einfallende P-Wellel IEinfallende SV-Wellel 
sv sv sv 
Abbildung 2.4: Unterschied zwischen wahrem und scheinbaren Einfallswinkel 
unter EinfluB der freien Oberflache (nach Ben-Menahem & Singh, 1981). 
Folgende wichtige Eigenschaften lassen sich nach Ben-Menahem & Singh (1981) ableiten: 
P-Welle SV-Welle 
Gewohnlicher Einfall 
Der Verriickungsvektor U, an der freien Hier berechnet sich der scheinbare 
Oberflache nimmt einen Winkel zur 
Vertikalen von 201 ein: 
u 
tanO. =.::IL=tan(205). 
Uv 
o. ist der scheinbare Einfallswinkel. 
Einfallswinkel o. etwas komplexer: 
0 _ ~ _ cos201 tan.- - 1/2' 
Uv 2sin05[(VsJV,) 2 -sin2 0s] 
. . 0 V, 
mll sm s <-'-
V, 
Vertikaler Einfall 
O, = 0, 05 = 0 -+ 0. = 0 05 = 0, O, = 0 -+ 0. = 90° 
Es existiert keine SV-Welle. Die ganze Es existiert keine P-Welle. Die ganze 
Energie wird als P-Welle reflektiert. Energie geht in die reflektierte SV-Welle. 
Demnach gibt es keine horizontale Es gibt keine vertikale Verriickung an der 
Verriickung an der Oberflache, wahrend die Oberflache, wlihrend die horizon tale 
vertikale Verriickung verdoppelt wird. Verriickung verdoppelt wird. 
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P-Welle SV-Welle 
Streifender Einfall 
0,. = 90°, Os= sin-'(V,. I Vs) ~ O. ~ exist. Siehe lnhomogene Wellen. 
Es existiert keine Bodenverriickung an der 
Oberflliche. Es gibt keine reflektierte SV-
Welle, wlihrend die reflektierte P-Welle die 
einfallende P-W elle aufhebt. 
(Amp .• inf. = -Amp.,.n.) 
Moden Konversion 
Bei bestimmten Einfallswinkeln 8,., gibt es 
keine reflektierte P-Welle. Folgende 
Gleichung mu/3 dann erfiillt sein: 
2sin O,.. sin 28,., (vi /Vs2 - sin2 8,..)'12 = 
(Vi /Vs2 - 2 sin2 8,., )2 • 
Es existiert keine reflektierte SV -Energie, 
wenn fiir die Einfallswinkel Os. folgende 
Gleichung erfiillt ist: 
2sin Os. sin28s.(Vs2 /Vi- sin2 Os.)"'= cos2 28s. 
Bei einem Poisson-Verhliltnis von 0,25 tritt Bei einem Poisson-Verhliltnis von 0,25 tritt 
die Konversion bei 8,.,=60° und 77°13' ein. die Konversion bei 8s.=30° und 34°16' ein. 
Inhomogene Wellen 
Nach Snellius' Gesetz kann 8,. nur real sein, 
wenn O~Os~Os,.,...=sin"1 (VsfV,.). Beim 
kritischen Einfallswinkel wird die P-We lie 
unter einem Winkel von 90° reflektiert. Fiir 
a=0,25 ist Os.,...= 35°16'. 1st Os> Os_., 
so wird die P-Welle eine inhomogene, ebene 
Welle, die entlang der Oberflliche mit der 
Phasengeschwindigkeit c =Vs/sin Os lauft. 
Zuslitzlich erleidet die Vertikalkomponente 
der Bodenbewegung eine Phasenverschie-
bung von 90° gegeniiber der Horizontal-
komponente. 
Im letzten Fall der einfallenden SV-Welle jenseits des kritischen Einfallswinkels resultiert die 
Phasenverschiebung zwischen Vertikal- und Horizontalkomponente in einer elliptischen 
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Polarisation. Die Phasenverschiebung muB fiir Slowness-Werte jenseits des kritischen 
Winkels Pcrit = lfV, beseitigt werden. Fiir ein Poisson-Verhiiltnis zwischen 0,2 und 0,35, das 
fiir die meisten Gesteine typisch ist, liegen die kritischen Winkel flir eine einfallende SV-
Welle zwischen 29° und 38°. 
Anhand der Abbildung (2.5) ist zu sehen, daB die Differenz zwischen scheinbarem und 
wahrem Einfallswinkel der einfallenden P-Welle unterhalb von 45° klein ist. Bei der 
SV-Welle 
goo dcba 
Qj 75° d 
"" c: c -~ b soo 
'iij a 
'E 
iii 45° 
~ 
Q) 
~ 
., 
30° ~ 
/ ~pischer ·a; 
.c: 
ll! 15° 
!:::::::::: 
krrtischer 
Winkelbereich 
oo 
oo 15° 30° 45° 60° 75° 90° 
wahrer Einfallswinkel 
Abbildung 2 5: 
!ll 
Qj 
3: 
' a. 
(I 
d K0,35 
c ·0,30 
b. 0,25 
a -0.20 
Abhangigkeit zwischen wahrem und scheinbaren 
Einfallswinkel ftir verschiedene Poissonverhalt-
nisse bei einfallender P- und SV-Welle. 
einfallenden SV-Welle ist geml!B 
ihrer Schwingungsrichtung der 
Bodenbewegungsvektor orthogonal 
zum einfallenden Signal-vektor. Eine 
entsprechend kleine Differenz ist hier 
bis etwa 25° vorhanden. Die 
Kompliziertheit beginnt im kritischen 
Winkelbereich . 
Desweiteren sind kompliziertere 
Effekte mit der eigentlichen Punkt-
quellen-Abstrahlung verbunden. Trifft 
eine gekriimmte Wellenfront auf die 
freie Oberflache, werden nicht nur 
reflektierte Phasen, sondern auch 
Kopfwellen erzeugt. Bei der 
konvertierten (SP) Kopfwelle sehen 
wir eine erhebliche Komplexitlit des Scherwellenzuges, besonders nahe des kritischen 
Winkels. Bei groBeren Einfallswinkeln werden Scherwellen-Polarisationen stark verzerrt; 
nicht nur durch die Kopfwelle, sondern auch durch die reflektierte SP-Welle, die inhomogen 
wird fUr 8 > 8critic.J (Booth & Crampin,1985). Booth & Crampin (1985) stellten fest, daB die 
groBten Verzerrungen in der Sagittal- und Horizontalebene beobachtet werden, wo scharfe 
Wechsel der Teilchenbewegungsrichtungen durch die Kopfwelle als Scherwellen-Splitting 
misinterpretiert werden kann. In der Transversalebene, die orthogona1 zur Sagittal- und 
Horizontalebene liegt, ist der EinfluB der Kopfwelle weniger groB. SchluBfolgernd ergibt sich 
daraus, daB verzerrungsfreie Aufzeichnungen nur im sogenannten Scherwellen-Fenster, also 
unterhalb des kritischen Winkels, gewahrleistet sind. 
Polarisationsanomalien von Raumwellen konnen auch durch interne Schichtgrenzen 
hervorgerufen werden. Trifft eine Scherwelle auf eine ungleichmaBige Schichtgrenze, neigt 
ihre Polarisation zu einer maximalen Veranderung von 10° (Cormier, 1984). Ahnliche 
Effekte sollte man auch bei unregelmaBiger Oberflachentopographie erwarten. Solche 
Verzerrungen sind meist mit inhomogenen Wellen verbunden, die sich an die Schichtgrenze 
anschmiegen und dann plotzlich wieder von ihr verschwinden. Polarisationen bei groBen 
Einfallswinkeln sind sensibler gegeniiber Oberfllichenunregelml!Bigkeiten. 
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3 Separation und Analyse seismischer Wellenmoden 
Mit diesem Kapitel beginnt die Behandlung der vierten Fragestellung aus der Einleitung: 
"Wie muB und kann man seismische Vektorfelddaten verarbeiten 7". 
In Kapitel 2 wurde gezeigt, daB es zur simultanen Aufnahme von P- und SV-Wellen in 
einer gewlihnlichen Explorationsanordnung nur einer zusl!tzlichen horizontalen 
Aufnehmerkomponente bedarf, sofem ein gewisser Quellenabstand eingehalten wird. Zu 
einer gewlihnlichen Explorationstechnik hat sich seit einigen Jahren das Vertical Seismic 
Profiling (VSP) in der seismischen Erkundung etablien. Im Falle einer senkrechten 
Reflektion einer abgestrahlten P-Welle (z.B. Zero-Offset-VSP) oder im konventionellen 
Steilwinkelbereich der Oberfll!chenseismik werden keine konvertienen Wellen erzeugt. Hier 
ist das seismische Wellenfeld im wesentlichen skalar. Die Wellen klinnen durch ihre 
Scheingeschwindigkeiten unterschieden werden. Im Unterschied zur Oberfll!chen-
Reflektionsseismik treten im VSP und in refraktionsseismischen Sektionen zusl!tzlich 
Interferenzen durch hoch- und hinunterlaufende Wellen auf. Urn diese verschiedenen 
Wellenfelder voneinander zu trennen, wurden in den letzten J ahren auf dem Gebiet der 
Wellenfeldtrennung von seismischen Bohrlochdaten eine Reihe von Techniken entwickelt. 
Wendet man sich dem Fall einer versetzten Quellenanordnung zu, wie irn Offset-VSP oder 
im Weitwinkelbereich, so wird das Wellenfeld noch komplexer durch die Erzeugung 
konvenierter Wellen. Jetzt beginnt die Seismik, vektoriell zu werden, denn die 
Scheingeschwindigkeit reicht nicht mehr aus, urn die verschiedenen Wellentypen zu 
charakterisieren. 
Es wird mit einem Uberblick von Methoden begonnen als mligliche Annl!herung an das 
Problem der Wellenfeldtrennung. Prinzipiell resultieren diese Methoden aus der VSP-
Technik, wo sie iiblicherweise angewendet werden. Es soli diskutiert werden, ob die 
Methoden der Wellenfeldseparation auch auf 3-Komponenten-Weitwinkeldaten, wie sie 
beispielhaft in einem spiiteren Kapitel vorgestellt werden, anwendbar sind. 
Im zweiten Teil dieses Kapitels wird die Bestimmung und Analyse von 
Polarisationsparametem untersucht und begutachtet beziiglich des Designs von 
Polarisationsfilter zur Trenung von Wellenmoden. 
3.1 Methoden der Wellenfeld-Trennung 
Die vielen Algorithmen zur Wellenfeld-Trennung lassen sich grundslitzlich nach 
Filterungen sowohl im urspriinglichen Zeitbereich, im Frequenzbereich, als auch im 
Strahlparameterbereich unterscheiden. Hier wurde eine Klassifizierungsart vorgenommen, die 
die Unterscheidung nach den charakteristischen Eigenschaften des Wellenfeldes durchflihrt, 
die im zweiten Kapitel beschrieben worden sind. Danach werden die Separationstechniken 
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eingeteilt nach Filterungen der skalaren GrliBe der Geschwindigkeit, nach Filterungen der 
vektoriellen GrliBen der Ausbreitungsrichtung und der Polarisationsrichtung, und nach 
Filterungen, die als Kriterium eine Kombination der drei Parameter verwenden. 
3.1.1 Filterung nach dem Geschwindigkeitskriterium 
Diese Form der Filterung ist die klassische An und ihre spezielle Anwendung im f-k 
Bereich ist heutzutage auch die gebriiuchlichste Art der Wellenfeld-Separation. 
Eine Anzahl verschiedener Methoden basiert auf dem Delay-and-Sum Prinzip. Signale 
verschiedener Laufrichtungen werden als koh!irente Ereignisse mit bekanntem linearen 
Moveout charakterisiert. 
Mit dem gegebenen Signal s,(t) und der Ersteinsatzzeit der direkten Welle t, kann das 
z.B. hinunterlaufende Wellenfeld abgeschiitzt werden (Kommedal & Tj~stheim, 1989): 
1 N 
d(t)=- ~:,S.<t+t,) 
N i•t 
wobei N die Anzah1 der bei der Filterung zu beriicksichtigen Tiefenniveaus bzw. Offsets ist. 
Da das hochlaufende Wellenfeld durch die gewlihnlich stiirkeren Amplituden der 
hinunterlaufenden Ereignisse gestlirt wird, wird das zuniichst berechnete hinunterlaufende 
Wellenfeld vom urspriinglich gesamten Wellenfeld subtrahiert, bevor die hochlaufenden 
Moden verst!irkt werden. Es ergibt sich flir das hochlaufende Feld: 
1 N 
u(t) =- 'L<s,(t- -r.)- d(t- -r,- t.)). 
N i•t 
wobei -r, der Moveout des hochlaufenden Feldes ist. Bei vertikalem Strahlenweg, z.B. 
normaler Einfall auf horizontale Schichten, ist -r,= t,. 
Ein anderer Weg der Separation wurde von Seeman und Horowicz (1983) mit einem 
Optimum Filter im Frequenzbereich gezeigt. Sie wendeten eine Kleinste-Quadrate Methode 
an und erzielten ihr Ergebnis durch Minirnierung der Fehlerfunktion: 
N 2 
J(f)= L~1(/)-e12~'U(f)-e-12~'D(/~, 
i•l 
wobei S,(f) die Fourienransformierte des Gesamtfeldes ist und U(f) und D(/) die 
Transformierten des hoch- bzw. hinunterlaufenden Feldes sind. 
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Ein eleganter Weg im Zeitbereich wurde von Aminzadeh (1986) vorgeschlagen. Er zeigte, 
wie ein rekursiver Gebrauch der konventionellen Delay-and-Sum Technik zum gleichen 
Ergebnis fiihrt wie das des Optimum Filters von Seeman und Horowicz. 
Eine Alternative zur Durchschnittsbildung der Delay-and-Sum Filterung ist das Auffinden 
des Medians. Dieser Median-Filter wurde sehr extensiv in der Explorationsindustrie fiir 
Separationszwecke benutzt, weil es ein robuster und einfacher Filter mit der niitzlichen 
Eigenschaft ist, daB er Diskontinuitliten in der gefilterten Sektion erhiilt, obwoh1 er den 
Nachteil besitzt, nicht linear zu sein. 
Das Ergebnis eines 2N+ 1 Level Median Filters ist der statistische Median der 2N+ 1 
Samples eines gleitenden Fensters nach Anwendung eines linearen Moveout. Das 
ausgegebene Sample Y ... ersetzt das zentrale Sample des Fensters in der ausgegebenen 
Sektion: 
Y ... = MEDIAN{s,;i = 1,2, ... ,2N + 1}, 
wobei sich hier die s, auf die Samples innerhalb des Filterfensters beziehen. 
Verwendet man bei der Filterung eine gerade Anzah1 von Spuren, muB der Median so 
definiert werden, daB entweder das Ergebnis ein Mittelwert der zwei zentralen Samplewerte 
des Filters oder nur einer von beiden darstellt. Keine dieser Definitionen erhlilt die 
Diskontinuitliten wie die Median-Filterung mit ungerader Spuranzahl. Sie bewirken entweder 
ein Verschmieren oder ein Verriicken der Diskontinuitlit. 
Angewendet auf VSP-Wellenfeldtrennung erscheint nach Ausrichtung zum gewiinschten 
Signal das ungewiinschte Signal a1s Random-Noise fiir den Median Filter und wird somit 
ausgeloscht oder unterdriickt. 
Hardage (1985) betonte, daB Median-Filter Hochfrequenzrauschen einfiihren, sogenanntes 
"whiskers", so daB ein Tiefpa.B-Frequenzfilter immer einem Median-Filter folgen sollte. Eine 
genauere Beschreibung iiber die Qualitliten eines Median-Filters findet man in Gallager und 
Wise (1981). Eine zweite Version eines Median-Filters ist der rekursive Median- Filter, der 
von Nodes und Gallagher (1982) vorgeschlagen wurde. Hier ersetzt das bereits gefundene 
mediane Sample das Sample der Originaldaten bei der Berechnung des nlichsten Median-
Wertes: 
Fiir ein gegebenes N produziert der rekursive Median-Filter im allgemeinen ein 
kohlirenteres Signal als ein einzelner Durchlauf eines gewohnlichen Median-Filters, der 
jedoch Diskontinuitliten erhiilt . 
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Anstelle der Verwendung des Mittelwertes oder Medians als zentralen Absch!!tzer des 
Filterfensters, ist es auch moglich eine gewichtete Summe der Samples zu wlihlen, wie z. B. 
die Anwendung einer Sine- oder Gausschen Gewichtsfunktion nach der Ausrichtung zum 
gewiinschten Ausgangssignal. Bekanntlich ist diese Anwendung grunds!!tzlich das gleiche 
wie die Anwendung eines Rechteck-Bandpass (flir die Sine-Wichtung) oder eines Gausschen 
Bandpass (fiir die Gaussche Wichtung) entlang der f-Achse imf-k- Bereich. Es gibt also eine 
enge Beziehung zwischen dem Delay-and-Sum-Filtertyp und dem Rechteck-Typ der /-k-
Geschwindigkeitsfilter. 
Noch Anfang der 80er Jahre wurde f-k Filtem konventionell als Konvolution im r-x-
Bereich ausgefiihrt, was fiir komplexere DurchlaB- oder Sperrbereiche im f-k Bereich die 
Nachteile mit sich brachte, keine analytische inverse Fourier-Transformation zur Verfllgung 
zu haben. Heutzutage ist es iiblich, die Herstellung und Anwendung von 
GeschwindigkeitsfJltem im f-k Bereich durchzuflihren. Mittlerweile gibt es eine Rei he von 
Veroffentlichungen iiber f-k Filter. Diese begannen mit Treitel et al. 1967, die VSP-
Separation mit der Anwendung eines F!!cherfilters einfiihrten. 
Im allgemeinen variieren beim f-k -Filter Frequenz und Wellenzahl, da wie beim 
Facherfilter zwischen zwei gegebenen Scheingeschwindigkeiten die Energie durchgelassen 
oder gesperrt werden soli. Variieren nun die Spurintervalle, so ist zu beachten, daB die 
einfache Beziehung zwischen einer einzelnen Scheingeschwindigkeit und einer geraden Linie 
imf-k Bereich hinfallig wird und riiumliches Aliasing resultieren kann. Ein geschickter Weg, 
raumliches Aliasing zu minimieren, ist das Ausrichten des ungewiinschten Wellenfeldes in 
der Weise, daB dessen Energie entlang der /-Achse in der f-k Ebene angeordnet ist und so ein 
enger Sperrbereich parallel zur f-Achse gewlihlt werden kann. 
3.1.2 Filterung nacb dem Richtungskriterium 
Die Methode des Bewegungsproduktes wird auf 
Spuren der horizontalen und vertikalen 
Komponente einer Empf!!ngerstation 
angewendet (Helbig & Mesdag, 1982). Fiir eine 
einfallende P- oder S-Welle wird das Produkt 
aus der horizontalen und vertikalen Komponente 
des Verriickungsvektors gebildet. Dieses 
Bewegungsprodukt hat bei einer einfallenden P-
Abbildung 3 .I: Produkt der horizontalen 
und vertikalen 
Bewegungskomponente. 
Welle ein negatives und bei einer einfallenden S-Welle ein positives Vorzeichen und kann so 
die Separierung der beiden Wellen steuem. Hier werden zwei Komponenten einer Spur 
gleichzeitig vektoriell verarbeitet. Dazu werden keine wahren Amplituden benotigt und die 
Filterung arbeitet sehr einfach im Zeitbereich. Da jedoch keine Empfangscharakteristiken 
beriicksichtigt werden, kann durch Phasenverschiebung das Vorzeichen ge!!nden werden und 
~'--
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so ein falscher Wellentyp vorgetliuscht werden. Interferenzen von P- und S-Ereignissen 
flihren ebenso zu fehlerhaften Ergebnissen. 
3.1..3 Filterung nach dem Geschwindigkeits- und Richtungskriterium 
Eine Studie von Panziera & Arens (1985) generalisiert den Algorithmus des Optimum 
Filters von Seeman und Horowicz (1983). Seeman und Horowicz separierten zwei Wellen auf 
einer Komponente, wlihrend Panziera & Arens den Fall von M linear polarisierten Wellen 
aufgezeichnet auf 3 Komponenten behandeln. Das sind bei einer P-Quelle beim VSP 
mindestens vier Moden mit hoch- und hinunterlaufenden P- und SV-Wellen. 
Mit der Verwendung einer 3-Komponenten-Anordnung ergibt sich ftir das registrierte 
Signal der Welle k auf der itenSpur: 
M 
s,(t)= :Lut(t--r:)P;t+rn(t) 
l•l 
wobei P;' der Einheitsvektor der Polarisationsrichtung der Welle ist und rn(t) Random 
Noise. Im Frequenzbereich wird die Separation der Wellen, d.h. die Bestimmung von U'(f), 
zu einem linearen Problem. Die Fehlerfunktion der Kleinste-Quadrate-Methode ist hier 
mit N als Anzahl der Spuren oder Tiefenniveaus. 
Aus der Minimierung dieser Gleichung ergibt sich mit den zwei Vektoren U und T der 
Llinge M und der M x M-Matrix A die Beziehung 
T = A X u ~ u = A"1 X T 
Es ist leicht ersichtlich, welchen Vorteil dieses Prozessing der 3 Komponenten gegeniiber 
der Verarbeitung jeder einzelnen Komponente flir sich hat, wie es Seeman und Horowicz 
praktizieren. Bei der Oberlagerung zweier Wellen ist es selten, daB die 
Polarisationsrichtungen iibereinstimmen. Die hermitische Matrix A, die die Oberlagerung 
zweier Wellen miSt, wird somit selten singular, so daB man generell erwarten kann, eine volle 
Wellenfeldseparation iiber den gesamten Frequenzbereich zu erreichen. Die oben genannte 
Beziehung ist einfach zu berechnen. Doch mit wachsender Zahl der zu trennenden Wellen 
steigen auch Computerzeit und -kosten enorm an. Zur Verringerung dieses Umstandes wird 
eine Annliherung erster Ordnung eingeflihrt. Die Erste-Ordnung-Approximation setzt alle 
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Produkte zweier Nichtdiagonal-Elemente gleich Null. Mit der Interferenz der beiden Wellen 
q und k kann das Wellenfeld dann einfach ausgedriickt werden durch: 
u• = T•- LA:T' 
••• 
Die Separationsmethode von Dankbaar (1985) macht sich die Geophon-
Empfangscharakteristiken zunutze. Die Empfangscharakteristiken beschreiben die Amplitude 
am Empflinger als eine Funktion des Einfallswinkels einer ankommenden Welle. Im P/SV-
Fall miissen vier solcher Charakteristiken (zwei Wellentypen mal zwei Komponenten) 
eingeftihrt werden. Da sie liquivalent zu den Abstrahlcharakteristiken fiir einzelne vertikale 
und horizon tale Quellen an der Oberflliche sind, konnen sie flir Einzelgeophone grundslitzlich 
unabhangig von der Frequenz und vollstlindig beschrieben durch die P- und S-Wellen nahe 
der Oberflliche als Funktion der horizontalen Slowness p ausgedriickt werden. Bei der 
Verwendung von Geophongruppen werden die Charakteristiken abhlingig von der Frequenz 
und der Wellenzahl. Empfangen die Gruppengeophone in Phase, so sind die Charakteristiken 
ftir Einzelgeophone mit einem einfachen Gruppeneffekt-Faktor zu versehen, der abhlingig ist 
von der Anzahl und dem Abstand der Geophone und der Wellenzahl k = 2rrfp. Da die 
Charakteristiken im allgemeinen frequenzabhlingig sind, ist es vorteilhaft, die Daten in ebene 
Wellen, d.h. beispielsweise in denf-k Bereich zu transformieren. 
Mit den transformierten vertikalen und horizontalen Geophonaufnahmen Uv und U8 
erhlilt man fiir den Separationsfilter filr die einfallenden P-und S-Wellenfelder folgende 
Anweisungen : 
Pu. (k, /) = F; (k,f)U v (k,f) + F/: (k,f)U 8 (k, /):Pass- P- Filter 
Su.(k,f) = F:(k,f)Uv(k,f) + F:(lc,f)U8 (k,f):Pass -S- Filter 
mit den Filterkoeffizienten F, die Funktionen der Empflingercharakteristiken sind. Sie lassen 
sich flir Einzelgeophone folgendermaBen beschreiben: 
Diese Filterkoeffizienten konnen auch bei Verwendung von Geophongruppen angewendet 
werden. Wenn die Auslagen der vertikalen und horizontalen Geophone gleich angeordnet 
L_ 
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worden sind, ist es zuHissig und sinnvoll, die Geophongruppenkorrektur erst nach der 
Filterung anzubringen, da die oben beschriebenen Filterkoeffizienten robust sind. 
Da der Filter im f-k Bereich arbeitet und Amplituden bearbeitet, soli ten die Oaten wahre 
Amplituden enthalten und keinem Aliasing in Raum und Zeit unterliegen. Weiterhin mlissen 
fUr die Datenakquisition eine Kalibrierung von Vertikal- und Horizonzalgeophonen und 
bevorzugte Abstandsbereiche und Geophonanordnungen gefordert werden. 
Dankbaars Methode zur Trennung von P- und S-Wellenfelder im f-k Bereich erkllirt sich 
im wesentlichen durch die Differenzen zwischen dem ankommenden Einfallswinkel und dem 
scheinbaren Einfallswinkel, den ein Geophon an der freien Oberflliche registriert. 
Eine lihnliche Trennung der zwei Wellenfelder ist im t-p Bereich moglich. Dabei ist wie 
bei Dankbaar nur die Kenntnis der P- und S-Geschwindigkeiten an der OberfHiche 
erforderlich. 
Die Radon-Transformation oder Slant Stack, die verschiedene seismische Anwendungen 
findet, ist definiert als 
s(p, 'r) = [s(x, H px)dx, 
mitt= -r+ px, wobei s die Radon-Transformation des Signals s,p die Slowness und t die 
Interceptzeit ist. Die inverse Transformation ist 
1 c 1-s(x,t) = --;-H s(p,t- px)dp 
21r ut -
mit H als Hilberttransformation. 
Bei der VSP-Anordnung mit hoch- und hinunterlaufenden Wellen wird die Energie in 
verschiedene Quadranten der t-p Ebene eingeteilt. Wenn p die inverse 
Scheingeschwindigkeit ist, kann der Teil der t-p Ebene mit dem Vorzeichen von p des 
ungewlinschten Signals auf Null gesetzt werden. Die inverse Transformation hinterlliBt das 
gewlinschte Wellenfeld als Ergebnis. Urn auch bier Aliasing zu vermeiden, muB das folgende 
Abtastkriterium nach Maroof und Gravely (1984) erflillt sein: 
llp= 1 
21r/.,.,x.,.. 
Die Art der Ausflihrung der Radon-Transformation und ihrer Inversen entscheidet, ob 
Spuren gleichabstlindig sein mlissen. Bestehende Implementierungen bewliltigen variierende 
Spurinkremente genauso gut wie das Durchlassen oder Sperren von Energie innerhalb 
vorgegebener Grenzen von p. 
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Die Prozessing-Technik im t-p Bereich erlaubt also nicht nur eine Separation von 
Ereignissen nach dem Einfallswinkel, sondern kann auch in der Tat einen 
Geschwindigkeitsfilter entlang NMO-Hyperbeln anwenden. Somit ktlnnen wirkungsvoll 
NMO-Geschwindigkeitsgrenzen flir den Datensatz angewendet werden; d.h. mit bestimmten 
P- und S-Wellengeschwindigkeiten und bestimmten Einfallswinkelbereichen, wie etwa 0°-
150 flir P-Wellenenergie und 15°-60° fUr S-Wellenenergie kann eine Wellenseparation erzielt 
werden (Tatham & Goolsbee, 1984; Tatham et al., 1983). 
Wahrend Dankbaars f-k Methode konstante Geschwindigkeiten wiinscht, kann sich die 
Radon-Transformation variablen Geschwindigkeiten anpassen. Dies konnten Foster & Gaiser 
(1985) durch eine gleichzeitige Mehrkomponenten-Rotation zur Radon-Transformation 
zeigen. Der Slant Stack ProzeB zerlegt das Wellenfeld in einen Bereich, wo die Polarisationen 
der verschiedenen Ereignisse unabhangig von Zeit und Raum sind. Dieser Bereich ist so 
vorstellbar, daB die Daten in Abhangigkeit vom Winkel der einfallenden Energie vorliegen, 
so daB jede Spur mit seinem Polarisationswinkel sauber rotien werden kann. Die Vorwarts-
Transformation und Rotation ergeben sich mit der Venikalkomponente Z und der 
Radialkomponente R zu: 
P-Welle: A,(l",p) = f_[ cosO,Z(x,l"+ px) +sin O,R(x,l"+ px)}tx 
S-Welle: As(l",p) = [[-sinOsZ(x, u px)+cosOsR(x, U px)}tx 
Wahlt man selektiv Strahlparameter aus, so wirkt die Transformation wie ein 
Neigungsfilter, der Noise und bestimmte seismische Ereignisse unterdriickt. Auf diese Weise 
konnen auch sich im t-x Bereich iiberlappende Ereignisse voneinander getrennt werden. 
Die einzige a priori Information ist eine Abschatzung der P- und S-Geschwindigkeiten 
unterhalb der Erdoberflache, die aufgrund des sehr robusten Algorithmus nicht sehr genau 
bestimmt sein miissen. Der Voneil dieser Methode ist, daB das Wellenfeld in wahre P- und 
SV -Amplituden separien wird. 
Bei der Methode von Foster & Gaiser (1985) bleibt aber immer noch eine residuale 
Energie in der rotienen Sektion iibrig. Die GroBe dieses Residuals ist vom V erhaltnis von P-
zu S-Geschwindigkeit und vom Einfallswinkel abhangig. Mit wachsendem Vp/Vs und 
wachsendem Einfallswinkel wird die Restenergie kleiner. In der Praxis gibt es immer einen 
Bereich von p-Wenen anstelle einer Slowness, die zu einer Wellenmode gehoren. Auch die 
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begrenzte seismische Apertur und diskretes, nicht-ideales rliumliches Abtasten und ebenso 
Rauschen tragen dazu bei, daB die Sektion nicht ganz sauber getrennte Wellenmoden 
aufweist. 
Greenhalgh et al. (1990) zeigten, daB die Htihe des Verlustes von P-/S-Wellenenergie in 
jedem Punkt der 't-p-DurchlaB-Ebenen bestimmt werden kann, wenn die R- und Z-Sektionen 
derart transformiert werden, daB sogenannte "Ausltisch-Ebenen" orthogonal zu den 
"DurchlaB-Ebenen" erhalten werden. Diese Ausltisch-Ebenen liefem flir sich einen MeBwert, 
inwieweit die Filterung nach Foster & Gaiser ( 1985) ein P- oder S-Ereignis in der DurchlaB-
Ebene isolieren kann. Die Auslosch-Ebenen ergeben sich zu: 
P-Welle: B,( 't',p) =[[-sin 8,Z(x, -r+ px) + cos8,R(x, -r+ px)}tx 
S-Welle: 85 (-r,p} = [[cos85Z(x, -r+ px)+sin85R(x, H px)}:tx 
Will man nun versuchen, eine S-Welle aus der Zeitsektion auszuloschen, so arbeitet man 
mit den Ebenen A, und Bl' oder ihren Fourier-Transformierten A,(p,w) und Bl'(p,w) und 
bildet die zweidimensionale Cross-Spectral-Matrix iiber ein Fenster [ Np,Nw ]. wobei Np die 
Anzahl der p-Werte und Nw die Anzahl der 0>-Werte ist: 
Typische Werte sind 5% und 1% fiir den Slowness-Bereich bzw. den Frequenz-Bereich 
bei der Festlegung der FensterHinge. 
Mit den Eigenwerten der Cross-Spectral-Matrix kann der Polarisationsgrad der 
Teilchenbewegung ermittelt werden, so daB eine zusl!tzliche Gewichtung durchgefiihrt 
werden kann, bevor in die Zeitsektion zuriicktransformiert wird. 
Dieses Verfahren fiihrt unter alien bisher erwl!hnten Anwendungen den 
Polarisationszustand als Filterkriterium ein. Dieser Polarisationszustand kann durch eine 
Reihe von Polarisationsparametern beschrieben und zu weiteren Polarisationsfiltern 
verwendet werden. Diese Methodik wird im Abschnitt (3.2) unter dem Thema der 
Polarisationsanalyse beschrieben werden. 
3 Separation und Analyse seismischer Welle111110den 25 
3.1.4 Diskussion der Separationsmethoden 
Anhand des reprllsentativen Uberblicks von Separationsmethoden in den Abschnitten 
(3.1.1) bis (3.1.3) Hillt sich eine Diskussion dariiber feststellen, ob das elstische Wellenfeld 
zerlegt werden kann und welches Ziel damit verfolgt werden sol!. Einigkeit besteht jedenfalls 
dariiber, daB eine Zerlegung der Wellenfelddaten sinnvoll ist, bevor man Imaging und weitere 
Analysen betreibt. 
Die nach dem Geschwindigkeitskriterium separierenden Methoden verfolgen das Ziel, 
bestimmte Nutzsignale beziiglich ihrer Geschwindigkeit hervorzuheben und stllrende 
interferierende Ereignisse von ihnen zu trennen. lm Ergebnis soli eine bessere 
Korrelierbarkeit erreicht werden, ohne Wert auf weitere Untersuchungen von relativen 
Amplituden zu legen. Zu dieser Filterungsart bedarf es nur einer Komponente, da nur skalare 
Betrachtungen angestellt werden. Jede Empflingerkomponente, sofern Uberhaupt weitere im 
Einsatz waren, wird flir sich verarbeitet. 
Diese Art der Mehrspurfilter lassen sich grundsl!tzlich auf jede beliebige seisrnische 
Sektion anwenden. Hierbei genieBen Weitwinkeldaten den Vorteil, daB ihre Laufzeitliste 
scheinbaren Geschwindigkeiten entsprechen und so direkt das Filterkriterium abgelesen 
werden kann. Die in der Regel gute Anwendbarkeit des linearen Moveout ist ein weiterer 
Vorteil gegeniiber Steilwinkeldaten. Dadurch konnen imf-/c Bereich die Energien nahezu 
zentriert entlang einer gegebenen Linie angeordnet sein und es kann ein enger Sperrbereich 
festgelegt werden. Bei nicht-linearem Moveout diirfen nur wenige Eingabespuren verwendet 
werden, urn eine mllglichst geringe Zerstfirung der Wellenforrn zu erhalten und ein 
Verschmieren der Energie zu verrneiden. Im Steilwinkelbereich kllnnten resultierend 
geologische Schichten iiberdeckt werden. Im Weitwinkelbereich ist die Verrneidung von 
rliumlichen Aliasing zu beachten. Spurabstlinde sollten annlihernd gleich sein und nicht zu 
weitabstlindig. 
Mit dem Verlassen der skalaren GeschwindigkeitsgrfiBe als einziges Filterkriterium wird 
der Einsatz eines Mehrkomponentensystems erforderlich, da rnit der Einfiihrung eines 
Richtungskriteriums die Filterung vektoriell wird. Viele Verfahren gehen dabei von einer 
linearen Polarisation aus. So z.B. die bier erwl!hnten Methoden des Bewegungsproduktes und 
des generalisierten Optimum Filters, die zwar eine Mehrkomponentenverarbeitung 
durchfilhren, jedoch linear polarisierte Wellen voraussetzen, die selten der Fall sind. 
Da man es bei der gleichzeitigen Aufnahme von P- und SV-Wellen mit kombinierten 
Beobachtungen zu tun hat, d.h beide Wellentypen werden grundslitzlich auf beiden 
Aufnehmerkomponenten registriert, zeigt Dankbaars Methode zur Beseitigung der Geophon-
Empfangscharakteristiken den Erhalt der wahren Amplitudenverhliltnisse. Es kllnnen jetzt 
auch weitere Verarbeitungsschritte sinnvoll sein, die etwa zu Aussagen Uber lithologische 
_r---....._ 
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Parameter beitragen konnen. Das Verfahren arbeitet mit konstanten 
Oberfliichengeschwindigkeiten und es kann im Weitwinkelbereich mit groBen 
Beobachtungsentfemungen und variablen Geschwindigkeiten zu Fehlbearbeitungen kommen. 
Man konnte die Weitwinkelsektion in unterschiedlichen Oberfllichenverhliltnissen 
entsprechende Teilstiicke gliedem, was natiirlich eine Kenntnis der jeweiligen P- und S-
Geschwindigkeiten unterhalb der Oberflliche voraussetzt 
Vorteilhaft in der Weitwinkelakquisition war bislang der vorwiegende Einsatz von 
Einzelgeophonen. Aber auch der immer hliufigere Einsatz von Geophonketten ist 
grundslitzlich in der seismischen Weitwinkelanordnung nicht beztiglich Frequenz- und 
Wellenzahlabhlingigkeit problematisch, weil fast immer feste Aufnahmelokationen 
verwendet werden; d.h. es werden sogenannte "Common Receiver Gather" anstelle von 
"Common Shot Gather" registriert 
Die Behandlung ebener Wellen ist im Weitwinkelbereich mit groBen 
Beobachtungsentfemungen sinnvoll. Eine damit verbundene Transformation in den f·k oder 
t-p Bereich setzt aber eine gewisse gleichabstlindige Datenakquisition aus Aliasing-Griinden 
voraus. 
Inwieweit gleichabstlindige Spuren prozessiv hergestellt werden konnen, ohne den 
Charakter der relativen Amplitudenverhliltnisse zu s!Oren, wird in Kapitel 4 behandelt 
Die im t-p Bereich vorgestellten Verfahren haben den Vorteil, die Polarisationen der 
verschiedenen Ereignisse unabhiingig von Raum und Zeit darzustellen. Dieser 
zweidimensionale Filteroperator macht ein gleitendes Operatorfenster Uberf!Ussig. 
Die Methode von Tatham et al. ( 1983) kann auch bei nur einer vorhandenen Komponente 
angewendet werden, d.h. es sind keine wahren Amplituden erforderlich. Es ktsnnen aber auch 
keine weiteren Verarbeitungsschritte beziiglich einer Ampitudenbetrachtung durchgefllhrt 
werden. 
Diesen Vorzug des wahren Amplitudenerhalt besitzt jedoch die Methode von Foster und 
Gaiser (1985). Sie paBt sich aufgrund des variablen Rotationsoperators auch den 
Oberfliichengeschwindigkeiten an. Ansonsten ist im t-p Bereich die Voraussetzung dieser 
Geschwindigkeiten notwendig und es gilt lihnliches wie im f-k Bereich. Der Vorteil im 
Weitwinkelbereich ist, daB Refraktionseinslitze sich entlang von Geraden fortpflanzen. Aber 
auch Weitwinkelreflektionen zeigen bei der stiickweisen Verwendung der Datensektion 
relativ gerade Laufzeiten. Es kann bier auf den Einsatz einer zuslitzlichen hyperbolischen 
Filterfunktion (Tatham & Goolsbee, 1984) verzichtet werden. 
Nachteilig ist, daB Ereignisse mit gleicher horizontaler Slowness oder gleichem 
Strahlparameter p, wie z.B. bei konvertierten PS- und SP-Wellen bei horizontaler Schichtung, 
nicht separiert werden konnen. Dies ware jedoch mtsglich unter Hinzunahme eines weiteren 
Polarisationsparameters. Greenhalgh et al. ( 1990) zeigt einen ersten Schritt in diese Richtung. 
Er setzt zuslitzlich zum kontrollierten Empfang der Polarisationsrichtung - eine Methode zur 
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Wellenfeldseparation wie sie auch Dankbaar (1985) und Foster & Gaiser (1985) vertreten-
den Orad der Polarisation als Filterkriterium ein. 
Zusammenfassend existieren eine Reihe von Abhandlungen, die illustrieren, wie sich die 
Technik der Wellenfeldseparation von der einfachen Behandlung einer Komponente zur Zeit 
his zur tatslichlichen Vektorverarbeitung wandelt. Dabei muB auch klar werden, daB die 
Verarbeitung von seismischen n-Komponenten nicht als eine n-fache Analogic zur P-Wellen 
Verarbeitung verstanden werden sollte, sondem sich einer neuen und eigenen Richtung 
zuwendet. 
Dieser Weg soli auch in der vorliegenden Arbeit weiter verfolgt werden. Dazu wurden 
weiter entwickelte Implementierungen vorgenommen, die auf 3-Komponenten-
Weitwinkeldaten angewendet wurden. In diesem Zusammenhang beschliftigt sich Abschnitt 
(3.2) mit der Beschreibung von zuslitzlichen Polarisationsparametem, die schlieBlich als 
Filterkriterien von Polarisationsflltem verwendet werden. 
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3.2 Methoden der Polarisationsanalyse 
Die Polarisationsanalyse ist eine Technik, die das Extrahieren von Parametern 
vereinfachen soli, die den Polarisationszustand der Teilchenbewegung beschreiben. 
Die einfachste Technik ist die Hodogramm-Analyse, bei der die Teilchenbewegungsbahn 
graphisch in einer Ebene oder im Raum iiber eine bestimmte Zeitdauer dargestellt wird. Es 
findet eine visuelle Betrachtung der Teilchenbewegungsbahn statt, bei der der Betrachter eine 
intuitive Aussage iiber die Qualitlit der Polarisation und eventuell iiber deren Richtung treffen 
kann. 
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Abbildung 3.2: Die intuitive Begutachtung von Hodo-
grammen beziiglich des Polarisationsgrades. 
Stellt man beispielsweise 
ein sehr verrauschtes 
Signal dar, zeigt das 
Hodogramm eine sehr 
komplexe Erscheinungs-
form, so daB allenfalls die 
Wellenformcharakteristik 
angezeigt werden kann. 
Eine quantitative Bestimmung der Polarisationsparamter kann nicht erlaubt werden. 
Verniinftiger und priiziser ist es, einen automatischen Algorithmus einzufiihren, der die 
Bestimmung der Polarisationsrichtung und -giite in eine numerische Form Ubertrl!gt. 
Die Polarisation von seismischen Raumwellen ist fast immer elliptisch und in Kapitel 2 
wurde dieser Zustand durch die Ellipsengleichung (2.3) beschrieben. Sind Wellen nicht 
monochromatisch und nicht zeitvariant, wie es in Gleichung (2.3) angenomrnen wurde, 
sondern besitzen sie zeitvariierende Amplituden und Phasen, so ist es nicht einfach, sie mit 
ihrem Schwingungsvektor zu analysieren . 
Dieser Vektor setzt sich dann aus verschiedenen stochastischen Prozessen zusammen, die 
in der Polarisationsanalyse miteinander verglichen werden. Solche n-varianten stochastischen 
Prozesse lassen sich folgendermaBen beschreiben: 
X(t) = [XI (t), ... ,x.(t)r 
wobei xi(t) die Komponenten des Vektors x(t) -bier dargestellt in transponierter Form- im 
n-dimensionalen Raum sind. Das durch den Vektor beschriebene Wellenfeld hat ungeachtet 
seiner Form eine spektrale Bandbreite ungleich Null. Dieses Wellenfeld kann geml!B dem 
Fourier-Theorem durch eine Summe von unendlich vielen streng monochromatischen 
Wellenziigen reprl!sentiert werden. Ein quasi-monochromatischer Wellenzug soli definiert 
werden als: 
~V I ii << 1, 
wobei ~v die Bandbreite und ii die mittlere Signalfrequenz ist. 
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Das bedeutet, daB in realen Wellenfeldem die komplexe Amplitude des Powerspek:trums 
und die Phase im wesentlichen nur wlihrend eines ldeinen Zeitintervalls ru, der sogenannten 
Koh!irenzzeit, konstant sind. Diese wenn auch kleine Konstanz ist zur Beobachtung von 
Polarisationseigenschaften erforderlich. Ein quasi-monochromatisches Signal kann also wie 
das streng monochromatische Signal total polarisiert gesehen werden (Fowler et al., 1967). 
Mit Hilfe der Kreuz-Spektral-Analyse kann man die Koh!irenz, die die Korrelation zweier 
Prozesse bei jeder Frequenz miBt, und die Phasendifferenz bei jeder Frequenz erhalten. Die 
Spektralmatrix einer n-varianten Zeitreihe x(t) ist gegeben durch: 
v+Av • 
S_..(v,&v) = J J(x/t)x/ (t+ -r)}exp(-2mg-r)drug 
v-Av-• 
mit der Zeitdifferenz 't. Die Elemente der Spektralmatrix sind kontinuierliche Funktionen der 
Frequenz V und der Bandbreite <\V. 
lm allgemeinen sind Wellenfelder aber nur teilweise polarisiert, da sie sich aus 
polarisierten und unpolarisierten Feldem zusammensetzen. Wenn sich verschiedene 
unabhangige Signale simultan in dieselbe Richtung ausbreiten, kann jedoch gezeigt werden, 
daB die Spektralmatrix des resultierenden Signals gerade die Summe der Spektralmatritzen 
der individuellen Signale ist. Fowler et al. (1967) analysierte diese Situation fUr den 
zweidimensionalen Fall und Samson (1973) erweiterte den Formalismus auf den n-
dimensionalen Fall. Es kann dernnach jede hermitesche nicht-negative Matrix als eine 
Linearkombination von voneinander abgetrennten identischen Matritzen aufgefaBt werden. 
Im n-dimensionalen Fall folgt fllr die Spektralmatrix 
• 
S= La1D1, 
,_, 
wobei jede n-quadratische Martix D1 den Rang I hat und es gilt flir k ~I D,D. =D •. Wenn 
die Koeffizienten a, nicht-negativ sind, ist diese Erweiterung eindeutig. Aufgrund ihrer 
Eigenschaften haben die Matritzen D, einen Satz gemeinsamer Eigenvek:toren. Wird die 
unit!ire Matrix U durch diese Eigenvektoren gebildet, so muB die Abbildung u·su diagonal 
se in 
• ra, 0 0 
1•1 A., 0 0 
• 
0 ra, 0 A.l 
= diag[ A.,, A.l, ... A..] u·su= = l•l 0 0 
• 0 0 A.. 
0 0 ra, 
, .. 
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Im dreidimensionalen Fall erhl!lt man mit den Eigenwenen A.1 ;;?; A.2 ;;?; A., die nicht-negativen 
Koeffizienten a,, I= 1,3 und die Matritzen D, I= 1,3. 
Der stochastische ProzeB wurde so zu einem Satz von 3 unkorrelienen stochastischen 
Prozessen 1x(l = 1,3) erweiten. Die Energie in jedem einzelnen stochastischen ProzeB 1x ist 
tr(a1D1) =I( A.,- A.1• 1) und die Gesamtenergie ergibt sich zu tr(S) = A.1 + A.2 + A.3 • 
Es wurde nach Fowler et al. (1967) und Samson (1973) gezeigt, daB unter Anwendung der 
Eigenwenanalyse eine Matrix U gefunden werden kann, die die Spektralmatrix S in 
Diagonalgestalt transformien. Dies ist flir eine symmetrische Matrix S stets m<lglich. Die in 
den Spalten von U stehenden Eigenvektoren nennt man die Hauptachsen. Sie bilden die 
Achsen der Ellipse im Raum. Mit Hilfe der Eigenvektoren und Eigenwerte lassen sich eine 
Reihe von Polarisationsparametern bestimmen. Dies soli etwas spl!ter erll!utert werden. 
Die unkompliziene Formulierung zur Polarisationsparameterbestimmung, die soeben im 
Frequenzbereich angesprochen wurde, laBt sich auch im Zeitbereich durchfiihren, da fiir 
Raumwellen der Polarisationsvektor frequenzunabhangig ist. Auch wenn der Frequenzbereich 
flexibler ist, weil nur bestimmte Frequenzbl!nder benutzt werden k<lnnen, so ist eine 
Anwendung im Zeitbereich einfacher und schneller, da sich die Polarisationscharakteristiken 
ohnehin mit der Zeit l!ndern und man sie dementsprechend als Funktion der Zeit darstellen 
mochte. 
Betrachtet man ein Zeitfenster von N Samples, wobei jedes Sample durch seine drei 
Koordinaten x, y und z definiert ist. Mit den Mittelwenen m,,m,,m, jeder Koordinate in 
einem Zeitfenster [ 7;, T2 ] ergibt sich flir die Kovarianzrnatrix (Cliet & Dubesset, 1988): 
[ 
I,Cx-mj 
K= ~ I,Cy-m,)(x-m,) 
I,Cz- m,)(x- m,) 
N, 
I, (x- m, )(y- m,) 
I,Cy-m,)2 
I,Cz- m,)(y- m,) 
I.<x-m,)(z-m,)} 
I,(y-m,)(z-m,) 
I.<z-mj 
mit I,= L , (N2 - N1 )'f = T2 -7;, wobei 1: die Samplerate und N = N2 - N1 + 1 ist. 
Manchmal ist es praktischer und weniger rechenzeitintensiv eine einfachere Form der 
Kovarianzmatrix zu wiihlen. Da in Zeitfenstern gearbeitet wird, die an die lokalen Frequenzen 
angepaBt sind, werden die Mittelwene nahe Null sein und k<lnnen so vernachll!ssigt werden. 
Mit der Eigenwertanalyse lassen sich auch hier wieder Eigenvektoren und Eigenwerte 
bestimmen, aus denen man Polarisationsparameter bestimmen kann (Benharna et al., 1988). 
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3.2.1 Formparameter 
Die drei Eigenwerte A1,l2,A.3(A1 ~ A-2 ~ A.3) und die drei Eigenvektoren v1,v2,v3 
definieren einen Ellipsoid, der liquivalent mit dem zu untersuchenden Teil der 
Bewegungsbahn ist. 
Die Eigenvekoren v1,v2,v3 geben, vom grl:iBten bis zum kleinsten, die drei Achsen des 
Ellipsoids an. Folgende die Form des Ellipsoids beschreibende Parameter kl:innen defmiert 
werden: 
1. die Haupt- und Nebenelliptizitliten £21 = ~A-2 /A-1 ,£,1 = ~A.,/A-1 ,£32 = ~A.,/A-2 
2. der globale Polarisationskoeffizient (Samson, 1973) als Funktion der Eigenwerte: 
r = (A.1-A.2)2 +(A-1-A.,t +~A-2 -A.S 
2(A_1 + A2 + A3) 
Dieser Koeffizient liegt zwischen Null (flir eine Kugel im Raum) und Eins (ftir eine 
geradlinige Polarisation). 
3. der Ebenheitskoeffizient (Ciiet & Dubesset, 1988) liegt ebenso zwischen Null (ftir eine 
Kugel im Raum) und Eins (flir jede ebene Bewegungsbahn: A. 3 = 0): 
3.2.2 Winkelparameter 
Die Winkelparameter charakterisieren die Lage der Teilchenbewegung im Raum bezUglich 
eines Referenzsystems. Die verschiedenen orthogonalen Referenzsysteme der 
Aufnahmeapparatur lassen sich wie folgt beschreiben: 
1. dasH1H2Z-System, das der Orientierung entspricht, mit dem das Geophon im Feld 
plaziert worden ist. Mit dem Winkel A. zwischen den V ertikalebenen, die einerseits die 
Welle und andererseits die H1-Komponente enthalten,lll.Bt sich das H1H2Z-System in 
das XfZ -System transformieren. 
2. das XfZ-System, bei dem die XY-Ebene die Ebene der Wellenausbreitung zwischen 
Quelle und Empflinger ist und Y die Normale zu dieser Ebene ist. Mit dem Winkel 9 in 
der Vertikalebene zwischen dem Wellenvektor und der Horizontalebene lll.Bt sich das 
XfZ-System in das NYR-System transformieren. 
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Abbildung 3 3: Die Orientierungen der 
verschiedenen orthogonalen Referenz-
systeme (nach Benhama et al., 1988) 
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3. das N Y R -System, bei dem die 
Radialkomponente R in Richtung der 
Wellenpolarisation in der Vert:ilcalebene 
zeigt und die Komponente N die Normale 
zu R in der Vertikalebene ist. Dieses 
System ist in dem Sinne mobil, daB es 
davon abh!ngt, zu welchem Wellentyp es 
orientiert werden soU. Bei einer 
ankommenden P-Welle bildet hypothetisch 
die RN-Ebene die Vertikalebene, die 
Quelle und Empflinger enth:Ut Der Winkel 
; und der Einfallswinkel i sind in dem 
Falle komplementltr. 
Der Eigenvektor, der mit dem groBten Eigenwert verbunden ist, defmiert die Hauptachse 
der Teilchenbewegung. Diese Hauptachse ist nicht eindeutig, da der Eigenvektor positiv oder 
negativ sein kann. Er hat also eine Unsicherheit von 180°. Zur Bestimmung der richtigen 
Orientierung muB eine a priori Information angegeben werden. Es wird angenommen, daB 
alle Wellen zum Empfllnger hochlaufen, sodaB beispielsweise der Polarisationsvektor einer 
P-Welle eine negative vertikale Komponente haben muB. Ist v1 =[v:,v?,v:] der dominante 
Eigenvektor, so muB er fUr P-Wellen so skaliert werden, daB v: S 0. Nun ktsnnen die 
Winkelparameter erhalten werden: 
Im allgemeinen l:illt sich mit den oben beschriebenen zwei Winkeln die Lage der 
Bewegungsbahn im Raum charakterisieren. Es zeigt sich aber an realen Beispielen, daB die 
Haupt-Polaristionsebene nach alien Reorientierungen nicht immer vertikal ist, sondem zur 
Seite geneigt sein kann (Cliet & Dubesset, 1988). Demnach ist ein dritter Winkel - der 
Kippwinkel der Polarisationsebene aus der Vertikalen - ntstig, um eine genaue 
Lagebeschreibung der Teilchenflugbahn zu erhalten. Diese laterale Neigung wird defmiert 
als der Winkel zwischen der Normalen Y zur Hauptpolarisationsebene und der 
Horizontalebene. Dieser Winkel sollte theoretisch im Falle einer einfallenden P-Welle Null 
sein und Ui.Bt sich mittels Eigenvektoren folgendennaBen bestimmen: 
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y 
y 
z 
Partikelbewegung 
lnder 
Vertikalebene xz 
Partlkelbewegung 
aus der 
Vertikalebene XZ 
um pgenelgt 
Abbildung 3.4: Darstellung des Kippwinkels ~ 
der Polarisationsebene a us der V ertikalebene. 
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Es lassen sich noch eine Reihe anderer Ellipsoid-unabhlngiger Parameter defmieren. auf 
die jedoch bier nicht eingegangen werden soli (s. Meyer. 1989). 
Es kann gezeigt werden. daB der Effekt der lateralen Neigung nicht durch eine Wirkung 
der Quelle oder des Empfingers hervorgerufen wird. sondern mit lokalen 
Schichtunterschieden in Verbindung gebracht werden mu6. Wahrscheinlich ist es mOglich. 
Variationen dieser Neigung Interferenzen oder Anisotropic oder aber plOtzlichen lateralen 
Anderungen der Abschw:ichung zuzuordnen (Cliet & Dubesset. 1988). 
Bei der Analyse des seismischen Signals als eine Funktion der Tiefe im Bohrloch oder als 
Funktion der Entfernung an der ErdoberfUiche ist es wichtig. insbesondere bei 
Weitwinkelakquisitionen. wo oft die SchuBlokationen verschiedene Orientierungen zum 
Empflnger haben. die oben beschriebenen Reorientierungen durchzufUhren. Dabei mu6 in 
der Regel jeder Schu6 individuell reorientiert werden. damit der gesamte Datensatz einen 
festen Referenzrahmen erhilt. Die se Forderung resultiert ursprilnglich aus der VSP-Technik. 
wo das Geophon oft im Bohrloch willkilrlich rotieren kann. Aber auch in der 
Oberfllchenseismik ist nicht immer die genaue Orientierung des Geophons bekannt. 
Ein weiterer wichtiger Effekt ist zu berilcksichtigen. In einem horizontal geschichteten und 
isotropen Medium ist die Richtung der ankommenden Welle identisch mit der Richtung der 
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QueUe. Generell ist jedoch die Richtung der ankommenden Energie nicht unbedingt auch die 
Richtung der QueUe. 
Die gebrauchlichste Technik in der Literatur zur Orientierung der Horiwntalkornponenten 
ist die Maxirnierung der Energie der beiden Kornponenten durch Orientierung zu einer 
bestimmten Achse. Dies geschieht irn Zeitfenster der direkten einfallenden P-Welle. 
Ein ebenso erfolgreiches Verfahren wurde alternativ von DiSiena et al. (1984) 
angewendet. Bei dieser Technik handelt es sich urn eine Histogramm-Orientierungs-Analyse, 
bei der zusatzlich zur Energie-Maximierungs-Methode eine Wichtungsfunktion eingeflihrt 
wird, die die Ernpfmdlichkeit des Orientierungswinkels beziiglich Hintergrundrauschen 
verringern soli. 
Mit der oben beschriebenen Eigenwertanalyse liegt ein Verfahren vor, rnit dern in einern 
bestimmten Zeitintervall Winkelpararneter erhalten werden konnen. Es ist dernnach rnoglich, 
das Wellenfeld nach der Orientierung der einfallenden P-Welle auszurichten. Dieses 
Verfahren wurde in der vorliegenden Arbeit weiterentwickelt, urn 3-Kornponenten-
Aufnahrnen eines Weitwinkeldatensatzes autornatisiert zu orientieren. Dazu rnuB das 
Zeitfenster der jeweiligen ankommenden P-Welle zur Verfiigung stehen. Dies wird rnittels 
einer Ersteinsatz-Detektion durchgeflihrt. Zu diesern Zweck wurde zunlichst eine Methode 
von Coppens (1985) angewendet und im weiteren eine neue Methode entwickelt, die den 
Ersteinsatz einer Mehrkornponenten-Registrierung ausnutzt. 
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3.3 Ersteinsatz-Detektion 
Lange Zeit war es iiblich, die Ersteinslitze entweder manuell oder auf einem 
Digitalisiertisch zu markieren. Heutzutage genieBt die Computenechnik weitverbreitete 
Akzeptanz, urn Ersteinsatzereignisse zu erkennen. Mit der Forderung moderner 
Interpretationstechniken nach hoher SchuBdichte und einer groBen Anzahl von 
Aufzeichnungskaniilen wird es mehr und mehr unwirtschaftlicher seismische Ereignisse mit 
der Hand zu markieren. Doch die Nachfrage nach hochauflosenden Daten erforden auch eine 
immer genauere statische Grundkorrektur. Die Entwicklung prliziser Automatismen zur 
Erkennung von Ersteinslitzen ist also im wesentlichen eine wichtige Voraussetzung zur 
Bestimmung von statischen Korrekturen und der darnit verbundenen besseren Auflosung der 
"low velocity wne" unterhalb der Erdoberflache. Weiterhin ist die genaue Bestimmung von 
VSP-Ankunftszeiten sehr wichtig flir das detailiene Prozessing in der Umgebung von 
Bohrlochern. Die VSP-Ersteinsatzzeiten verbinden das Akustiklog und das VSP 
Reflektionsbild zu einer gemeinsamen Zeitskalierung. So kann der Interpret signiflkante 
seismische Ereignisse identifizieren und sie mit VSP und Geschwindigkeitslog oder 
Eigenschaften in synthetischen Seismogrammen verkniipfen. 
Urn den Ersteinsatz automatisch bestimmen zu lassen, ist zuniichst eine verniinftige 
Definition des Ersteinsatzes notwendig. Konventionell spricht man beim Erstereignis vom 
ersten Ausschlag, d.h. die erste erkennbare Ankunft des seismischen Impulses beziiglich eines 
Hintergrundsignals. Diese Definition ist klar verstiindlich aber nicht sehr brauchbar aus 
folgenden Griinden: 
I. " Es gibt keinen pll:ltzlichen Ausschlag auf der Spur, wenn der Impuls ankommt Die 
Bewegung beginnt geradlinig und wann die Laufzeit des ersten Ausschlages erreicht 
wird hiingt sehr von der Verstiirkung des Seismographen ab." (Rickker, 1953). 
2. Hintergrundrauschen kann den ersten Teil des seismischen Signals iiberlagern und sein 
Auftreten verzi>gem. 
3. Da die Amplituden von Nutz- und Silirsignal von Spur zu Spur variieren, muB die 
gepickte Phase auf einer Spur nicht identisch sein mit der gepickten Phase auf einer 
anderen Spur. 
4. Es gibt praktische Beschriinkungen z.B. im Dynamikbereich eines seismischen 
Recorders, wie schwach ein Signal aufgezeichnet werden kann. Der friihe Teil eines 
ankommenden Signals kann dadurch nicht registrien werden. 
Werden Ereignisse mit der Hand gepickt, so versucht das Auge Unregelmlilligkeiten, die 
oben beschrieben werden, durch das Korellieren einer konstanten Phase auszugleichen. Dabei 
werden bestimmte Phasen wie Flexurpunkte oder Spitzenamplituden genommen. Dieser 
ProzeB ist extrem subjektiv. 
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Ricker (1953) erkannte dieses Problem und definierte das Erstereignis als den "Intercept-
first-kick", die Extrapolation der Tangente durch den ersten Krilmmungspunkt auf die 
Zeitachse. Diese objektive Definition beri!cksichtigt die Probleme, die mit Yariationen der 
Signalamplituden und unterschiedlichen Signal-Rausch-Yerhliltnissen verbunden sind. 
Trotzdem ist diese Definition unzullinglich, da die Ankunftszeit des Intercept-first-kick 
immer spliter ist als der wahre Erstausschlag. Ein weiteres Problem ist, daB die 
Tangentenkonstruktion sehr zeitaufwendig ist. 
Es soli noch einmal daran erinnert werden, daB hier das Anliegen der Ersteinsatz-
Detektion das Aufspiiren der ersten Periode der P-Welle sein soli, urn innerhalb dieses 
Zeitintervalls die Polarisationswinkel zu bestimmen. Auf Grund dessen muLl gefordert 
werden, einen einfachen Algorithmus zu verwenden, der das registrierte Signal in keiner 
Weise konditioniert, d.h. die Signalform muLl original erhalten bleiben. 
Zunlichst wird eine Methode von Coppens (1985) vorgestellt und angewendet und fiir das 
oben vorgebrachte Anliegen analysiert. 
3.3.1 Ersteinsatzerkennung nach der Energie-Funkion 
Das Prinzip dieser Routine von Coppens ( 1985) ist folgendes: 
Im ersten Schritt wird vonjeder Spur S(t) eine Energie-Funktion F(-r) definiert als 
• • 
F( -r) = f S 2(t)dt If S 2 (t)dt 
T-L 0 
Der Energieinhalt aus einem kleinen gleitenden Fenster der Llinge L wird mit dem 
Energieinhalt eines Fensters verglichen, das von der Nullzeit bis zum Ende des kleinen 
gleitenden Fensters reicht. Die Abzisse t0 des Maximums von F( -r) gibt die ungefiihre 
Ersteinsatzzeit an, die vor t0 liegen muLl. Abhlingig von der Polaritlit des Ersteinsatzes wird 
dann die Zeit des ersten positiven oder negativen Ausschlages in der Umgebung vor t0 
bestirnmt. Als einziger Parameter muLl die Fensterllinge L entsprechend der scheinbaren 
Periode des Ersteinsatzes gewlihlt werden. 
1st das Rauschen stark aber stationlir, so zeichnet sich dennoch ein bedeutender Anstieg in 
der Energie-Funktion bei der Ersteinsatzzeit ab. Mit nicht-stationlirem Rauschen (z.B. 
Regentropfen) ist es kaum moglich den Ersteinsatz zu identifizieren. Jedoch ist diese 
Rauschart anders als bei Ersteinslitzen unkorrelierbar zwischen benachbarten Spuren. Ein 
Kohlirenzfilter kann diese Art des Rauschen reduzieren. Da der Kohlirenzfilter nur die 
Amplituden der Spur beeinflu!lt, wird es nicht die Laufzeiten des Ersteinsatzes verlindem. 
Abbildung (3.5) veranschaulicht fiir die Yertikalkomponente einer 3-Komponenten· 
Registrierung den Yerlauf der Energiefunktion F( -r) mit gleitenden Fenstem verschiedener 
Unge L. Die Hauptsignalfrequenz liegt bei etwa 8 Hz. Bestimmt werden soli die Periode des 
L._ 
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Abbildung 35: Beispiel einer Vertikalkomponenten-Aufzeichnung und der dazugehtirigen 
Energie-FunktionF("r) flir gleitende Fenster verschiedener Lllngen: A: 10 ms, B: 60 ms, C: 120 m 
D: 240 ms. Gestrichelte Linien kennzeichnen die ermittelten Perioden aus der Energie-Funktion. 
Ersteinsatzes (Zeitdauer zwischen drei Nulldurchg!!ngen). Es wurden die folgenden vier 
Fensterl!!ngen zur Darstellung der Energiefunktion gewlihlt und der Zeitpunkt des jeweiligen 
Maximums der Energiekurve und die entsprechende Periode bestimmt: 
F ensterliinge L Zeit t0 ermittelte Periode Abbildung 
!Oms 1.54 sec. 1.43-1.57 sec. A 
60ms 1.58 sec. 1.58-1.70 sec. B 
120ms 1.64 sec. 1.58-1.70 sec. c 
240ms 1.76 sec. 1.71-1.83 sec. D 
Tabelle3.1 
Die richtige Periode des Ersteinsatzes liegt zwischen 1.43 und 1.57 Sekunden. Abbildung 
(3.5) zeigt, daB die Methode nach der Energie-Funktion nur bei einer Fensterll!nge von 10 ms 
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(1 Samplewert) ein Maximum innerhalb der richtigen Periode hat. Es ktinnen also hier die 
richtigen Nulldurchglinge und somit auch das richtige Zeitintervall gefunden werden 
(gestrichelte Linien). Alle anderen Fensterllingen treffen ein Maximum auBerhalb der 
richtigen Periode. Je grtiBer die Fensterllinge, desto weiter entfernt sich das Energiemaximum 
vom Ersteinsatz weg. 
Es fallt jedoch auf, daB bei alien Fensterllingen der abrupte Anstieg der Energiefunktion 
innerhalb der Periodendauer des Ersteinsatzes flillt. Es wlire demnach denkbar, nicht das 
Maximum der Funktion, sondern einen Schwellwert als Kriterium der Ersteinsatz-Detektion 
zu wlihlen. Dies bedeutet eine Beschrlinkung und ist sicherlich nicht im Sinne der Methode, 
die bislang den Vorteil besaB, ohne einen empirisch zu bestimmenden Schwellwert 
auszukommen. 
Trotz der sicherlich brei ten Anwendbarkeit dieser Methode von Coppens ( 1985), wird bier 
eine neue Methode vorgestellt, die besonders fiir 3-Komponenten-Registrierungen geeignet 
ist. 
3.3.2 Ersteinsatzerkennung nach der RMS-Amplitude 
Obwohl dieses Verfahren nicht auf eine Schwellwertuntersuchung verzichten kann, besitzt 
es jedoch den Vorteil, anstelle einer einzelnen Komponente die gesamte 3-Komponenten-
Registrierung zu untersuchen. Auf diese Weise kann ungeachtet einer ungilnstigen 
Aufnahmeorientierung eine Ersteinsatz-Detektion erfolgreich sein. Das Prinzip dieser Routine 
ist folgendes: 
Im ersten Schritt wird von jedem 3-K-Datensatz (X(t),Y(t),Z(t)) eine RMS-Amplituden-
Funktion R(i) defmiert als: 
R(i)=.!. 'i:.(xf+Y/+Zj) 
N j•i-N+l 
wobei N die Anzahl der Datenpunkte in einem gleitenden Fenster sind. 
lm zweiten Schritt wird die RMS-Amplitude des gleitenden Fensters mit der dem Fenster 
folgenden resultierenden quadratischen Amplitude der 3-Komponenten-Registrierung 
verglichen. 1st das Verhliltnis groBer als ein vorgegebener Schwellwert k,.., so ist die Zeit t0 
gefunden, die in der Periode des Ersteinsatzes liegt. 
mit dem Sampleintervall Ill. 
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Abbildung 3.6: 
Beispiel einer 3-Komponenten-Aufzeichnung und die dazugehtlrige Funktion der 
RMS-AmplitudeR(t). Fensterllinge: 0.5 sec . .krsh=3. Der Kreis veranschaulichtR 
in 5-facher Uberhohung, urn den starken Gradienten der Funktion im Ersteinsatz-
intervall zu demonstrieren. 
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Nun werden die N ulldurchgl!nge vor und nach der Zeit t0 entsprechend eines positiven 
oder negativen Erstausschlages auf der Komponente gesucht, auf der die Periode des 
Ersteinsatzes ennittelt werden soli, d.h. auf der Vertikalkomponente zur Detektion des 
Ersteinsatzes der P-Welle und auf einer der beiden Horizontalkomponenten zur Detektion des 
Ersteinsatzes der S-Welle. 
Abbildung (3.6) zeigt das Beispiel aus Abb. (3.5) als 3-K-Registrierung mit dem 
Funktionsverlauf von R filr eine Fensterll!nge von 0.5 Sekunden. Deutlich ist im 5-fach 
!iberh5hten Ausschnitt der steile Anstieg im Ersteinsatz-Intervall zu sehen. Es ist hier sehr 
leicht, einen Schwellwert zu wlihlen. In diesem Beispiel wurde er mit 3 angegeben,und bereits 
bei 1.48 Sekunden !iberschritten. 
Dieser ProzeB wird nun auf die Spuren einer Sektion angewendet. Das gleitende 
Zeitfenster zur Berechnung der mittleren quadratischen Amplitude kann dabei !iber die 
Sektion variieren. Es ist mtlglich !iber eine Eingabe-Tabelle St!itzstellen anzugeben, nach 
40 3 Separation und Analyse seismiscbec Wellenmoden 
denen durch Interpolation das entsprechende Zeitfenster berechnet wird. Beispielsweise ist in 
einer refraktionsseismischen Sektion im offsetnahen Bereich die Laufzeit zum Ersteinsatz in 
der Re gel kiirzer als im offsetfemen Bereich, sodaB offsetnah ein kleines Zeitfenster gewlihlt 
werden muB, wlihrend es mit der Entfemung in der Llinge zunehmen kann. Ein langes 
Zeitfenster hat den Vorteil einer besseren Mittelung der Rauschamplitude vor dem 
Ersteinsatz. Etwaige N oisepeaks konnen damit gegllittet werden. 
Kommt es dennoch zu einem Fehlpick, weil das Signal-Rausch-Verhliltnis zu schlecht ist 
oder starkes instationlires Rauschen vorhanden ist, soli dieser Fehlpick aufgespilrt werden 
durch einen Vergleich mit der echten Ankunftszeit der vorigen Spur. Dabei werden die 
ennittelten Intervalle miteinander verglichen. Findet keine wesentliche Uberlappung statt, so 
wird das Intervall des Ertseinsatzes der zu untersuchenden Spur mit dem der vorigen Spur 
korreliert. 
In der Tiefenseismik mit groBen Laufentfemungen ist noch ein weiterer Effekt von groBer 
Bedeutung. Es ist das Phlinomen des "Shingling" (Abschneiden). 
Shingling bedeutet ein Verlust der Visualitlit von frilhen Phasen mit anwachsendem Ent-
femungsbereich (Sheriff, 1973). Es resultiert entweder aus einer norrnalen Amplituden-
abnahme oder aus Effekten an dilnnen Schichten. Das Uberspringen von Ankunftszeiten 
verursacht durch Geschwindigkeitsinversionen ist lihnlich dem Shingling-Effekt Geht augen-
scheinlich eine Phase verloren, so kann der Computer keine weiteren Picks mehr vomehmen. 
Der Computer verhlilt sich wie die manuelle Methode und pickt einfach die nlichste Phase in 
der Spur. Diese Effekte verursachen Probleme, die visuell kontrolliert werden miissen. 
3.4 Gesteuerte Orientierung 
Nachdem der in dieser Arbeit entwickelte Erkennungsalgorithmus die " erste Periode" 
aufgespilrt hat, kann wahlweise zunlichst das Zeitintervall zwecks visueller Kontrolle in eine 
Datei geschrieben werden, oder es wird sofort filr dieses Zeitintervall eine Eigenwertanalyse 
durchgefilhrt. Sind die Winkelparameter erfolgreich bestimmt worden, kann der 3-
Komponentensatz entsprechend reorientiert werden. Dieses Vorgehen erfolgt sukzessive filr 
jede 3-Komponenten-Registrierung und wird bier mit "Gesteuerte Orientierung" benannt 
In Abbildung (3.7) wird filr eine 3-K-Aufzeichnung aus etwa 52 km Entfemung 
demonstriert, wie die gesteuerte Orientierung durchgeflihrt wird. Das Ersteinsatz-Intervall 
(gestrichelte Linien) wird zwischen 2.22 und 2.34 Sekunden nach der Methode der RMS-
Amplitude erkannt. Fiir dieses Zeitfenster ennittelt die Eigenwertanalyse einen Azimut von 
0.7° und einen Einfallswinkel von 12.1°. Entsprechend dieser Winkel werden die 3-K-Spuren 
rotiert. Die Projektionen der Teilchenbewegungen irn Ersteinsatz-lntervall zeigen eine lineare 
Polarisation und nach vollendeter Rotierung soli eine Konzentration der 
Teilchenbewegungsrichtung in der Vertikalen vorliegen. 
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Dieses Datenbeispiel zeigt eine Eigenheit einerrefraktierten P-Welle. Die Projektionen der 
Partikelbewegungsbahn der Originalaufzeichnung in Abbildung (3.7,linksunten) prllsentieren 
bereits eine fast in die Vertikale orientierte Bewegung, da die ankommende P-Welle nahezu 
senkrecht einfliUt. Obwohl zwischen Aufnehrnerlokation und QueUe der geographische 
Azirnut dieser Registrierung 155° betr!igt (vergl. Profilorientierung in Abb. (4.1)), kann die 
Eigenwenanalyse aufgrund der EinfaUsrichtung aus den Formparametem nur einen Azirnut 
von fast Null ermitteln. Hier wird deutlich, daB die Richtung der ankommenden Energie nicht 
unbedingt auch die Richtung der QueUe ist bzw. die Richtung der QueUe aus der 
ankornrnenden Energie nicht korrekt bestimmbar ist N ach voUendeter Orientierung bleibt 
immer noch eine residuale Bewegung auf der Y -Hauptachse vorhanden, die a us der nicht 
richtig durchgeflihrten horizontalen Rotation resultiert 
Bei der gesteuerten Orientierung von 3-Kornponenten-Registrierungen irn 
Weitwinkelbereich rnuB schlieBlich beachtet werden, daB je nach Einfallsrichtung trotz hoher 
linearer Polarisation keine korrekten Winkelparameter bestimmbar sein konnen. Verl!iBt man 
sich ausschlieBlich auf die Orientierung des geographischen Azirnuts, so kann dies ebenso zu 
falschen Resultaten flihren, wie in Abschnitt (3.2) bereits erw!ihnt wurde. Eine Orientierung 
allein aus der Kenntnis des geographischen Azimuts l!iBt nur eine horizontale Rotation zu, da 
kein individueUer Einfallswinkel vorliegt 
Urn die Unsicherheit in der Bestimmung der Winkelparameter bei einern EinzelschuB zu 
reduzieren, wird sukzessiv das Verfahren der gesteuerten Orientierung Uber einen groBeren 
Entfemungsbereich durchgeflihrt. Auf diese Weise konnen Korrelationen helfen, unkorrekte 
Parameterwerte aufzuspUren und eventuell zu gl!itten. Ergebnisse dieses Verfahren werden 
flir zwei unterschiedliche Entfemungsbereiche in den Abbildungen (3.8) und (3.9) graphisch 
dargestellt. In beiden Abbildungen werden in den seisrnischen Datensektionen wahre 
Arnplituden gezeigt und der Skalierungsfaktor ist auf alien 6 Kornponenten identisch. 
Abbildung (3.8) zeigt die registrierten Kornponenten im Ausschnitt der refraktierten P-
WeUe fiir einen Entfemungsbereich von 32 his 51 km. Die autornatisch ermittelten 
Ersteinsatz-Intervalle der Vertikalkornponente, deren GroBen durch die Strichl!ingen 
pr!isentiert werden, liegen in den rneisten F!illen konsistent zwischen 100 und 150 ms. Jede 
individuelle Ersteinsatz-Periode diente als Operatorfenster zur Berechnung der 
Polarisationspararneter nach der Eigenwertmethode. Wie irn Beispiel der Abbildung (3.7) 
zeigen die meisten Registrierungen einen relativ hohen globalen Polarisationskoeffizienten (s. 
Abschnitt 3.2.1)) und einen sehr steilen Einfall derWelle. Der berechnete Azirnut A. schwankt 
urn die Nullinie. In einer Entfemung von 34 km befmden sich die Aufnehmerlokation und der 
entsprechende SchuBpunkt genau in Nord-SUd-Richtung. Der geographische Azirnut wechselt 
sprunghaft von -180° auf +1800. Eine Ubereinstimmung mit dern berechneten Azirnut A. von 
etwa 0° ist an dieser SteUe gegeben. Vorn Wechsel des geographischen Azirnuts an beginnt 
eine stetige Abnahrne der geographischen Nord-SUd-Orientierung zwischen Station und 
SchuBprofil. Irn V erlauf der berechneten Azirnutwerte sind jedoch keine richtungsweisenden 
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Anderungen festzustellen. Diese Aussage bestlitigt sicb in den gegH!tteten Parameterwerten. 
Es wurden die berecbneten Parameterwerte ilber ein gleitendes Fenster von 2 km Uinge 
gemittelt. Der jeweilige Mittelwert eines Fensters wurde dem mittleren Fensterwert 
zugeordnet In der gegllitteten Prlisentation stellt sicb ein mittlerer Einfallswinkel von 15° und 
ein mittlerer Azimut von unter 5° heraus. Durcb den nahezu vertikalen Einfall der P-Wellen-
Signale ist eigenwerttbeoretiscb keine eindeutige Bestimmung des korrekten Azimuts 
moglich. Im Entfernungsbereicb zwiscben 43 und 44 km nimmt der Polarisationskoeffizient 
ab und die Winkelparameter lassen sich nicbt mebr mit den iibrigen Einsatzen korrelieren. 
Diese Stelle zeicbnet sicb in den seismiscben Aufnahmen dadurcb aus, daB auf alien drei 
Komponenten das seismische Signal sehr scbwacb ist und ein SignaVRauscb-Verb!iltnis von 
nahe Eins vorherrscbt. Es wird deutlicb, welche groBe Wirkung das Signal/Rauscb-Verh!iltnis 
auf die Resultate der Polarisationsparameter hat 
Diese Wirkung wird besonders in Abbildung (3.9) veranscbaulicbt. Hier liegen die 
Registrierungen in einem Entfernungsbereicb zwiscben 84 und 102 km vor. In den 
seismischen Aufnahmen lassen sicb nur auf der Vertikalkomponente streckenweise P-Wellen-
einslitze erkennen. Trotzdem ermittelte die bier entwickelte automatische Ersteinsatz-Erl::en-
nung im mittleren Teil der Sektion, in dem keine Einsat:ze l::orrelierbar sind, durcb 
Interpolation Ersteinsatz-Intervalle, die jedocb teilweise durcb feblende Signalpbasen sehr 
klein aus-fallen. Die Berechnung der Winkelparameter zeigt ein sehr gestreutes Bild. Nur bei 
boheren Polarisationskoeffizienten lassen sicb kurzweilig Parameterwerte korrelieren. Eine 
Reorientierung der seismischen Daten gemliB dieser Winkelparameter kann nicbt korrekt 
durchgeftihrt werden. 
Das Verfahren der gesteuenen Orientierung, wie es bier prlisentiert worden ist, ist 
grundslitzlicb in der Lage das Wellenfeld nach der Orientierung der einfallenden P-Welle 
auszuricbten. Die Giite einer korrekten Durcbfiibrung dieser Metbode ist, wie bei anderen 
Verfahren aucb, von der Giite der Polarisation bzw. vom SignaVRauscb-Verb!iltnis abblingig. 
Bei der Anwendung auf refraktionsseismiscbe Daten muB beacbtet werden, daB ankommende 
Signale einer refraktierten P-Welle sehr steil einfallen konnen und eine Azimutbestimmung 
erschweren. In groBen Beobachtungsentfernungen tritt das Problem des SignaVRausch-
Verh!iltnisses schon bei der Ersteinsatz-Detektion auf. Abscbnitt (3.3) erwlihnte bereits das 
Shingling, d.h. den Verlust von Signalphasen. Dieses Phlinomen l::ann trotz Interpolation des 
Erkennungsalgorithmus zu falschen bzw. sehr kurzen Ersteinsatz-Intervallen fiihren, sodaB 
die berechneten Winkelparameter dieser Intervalle nicbt die wahre Orientierung der 
einfallenden P-Welle anzeigen. Die Resultate der durchgeftihnen Untersucbung :zeigen, daB 
die Technik zur Orientierung der Aufnebmerkomponenten von refraktionsseismischen Daten 
nicht geeignet ist, jeden individuellen SchuB entsprecbend zu behandeln. Andererseits kann 
unter Beriicksicbtigung der Polarisationsgiite bereichsweise ein Trend der Winkelparameter 
beobachtet werden, nach dem die seismiscben Registrierungen durcb Interpolation orientiert 
werden l::onnen. 
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Abbildung 3.7: Projektionen der Teilchenbewegung im Ersteinsatz-Intervall (gestrichelte 
Linien) auf die drei Hauptebenen. (unten): Originaldaten, (mitte): horizontal rotiene Oaten, 
(oben): horizontal und vertikal rotiene Oaten. Die 3-K-Spuren neben den Hodogrammen 
sind jeweils entsprechend rotiert. 
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Abbildung 3.8: Mittels Ersteinsatz-Intervall-Detektion auf der Vertikalkomponente werden 
die Operatorfenster bestimmt zur Berechnung der Polarisationsparameter nach der Eigen-
wertmethode. Refraktionsseismisches Datenbeispiel zwischen 32 und 51 km Entfemung. 
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Abbildung 3.9: Minels Ersteinsatz-Intervall-Detektion auf der Vertikalkomponente werden 
die Operatorfenster bestimmt zur Berechnung der Polarisationsparameter nach der Eigen-
wertmethode. Refraktionsseismisches Datenbeispiel zwischen 84 und 102 km Entfemung. 
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4 Der zweidimensionale datenadaptive Polarisationsfilter 
Bislang gab es schon einige Hinweise in dieser Arbeit, die die MlSglichkeit der 
Polarisationsfilterung mittels Polarisationsparameter andeuteten. Die Me6werte dieser 
Attribute konnen aus den Daten-Kovarianzmatritzen erhalten werden und direkt fUr die 
Analyse oder flir die Herstellung einer Gewichtungsfunktion zur Datenfilterung verwendet 
werden. 
4.1 Konventionelle Polarisationsfilter 
In jiingeren Jahren sind eine Vielzahl von Algorithmen dieser Art in der Seismologie 
entstanden (Shimshoni & Smith, 1964; Flinn, 1965; Mercado, 1968; Montalbetti & 
Kanasewich, 1970, Benhama et al., 1988). 
Ein friiher Algorithmus von Mercado (1968) wurde entworfen, um die lineare 
Bewegungsform durch eine Cosinus-Gewichtungsfunktion zu selektieren. Die Daten-
Komponenten wurden zuerst durch einen engen Bandpa.B-Filter geschickt und dann 
entsprechend ihrer momentanen Phasendifferenzen zwischen den einzelnen Komponenten 
gewichtet: 
wobei ilv.(t) die Vertikalkomponente der Eingabedaten, W(t) der Cosinus von ti~(t) und 
fl~(t) die momentane Phasendifferenz zwischen Vertikal- und Horizontalkomponenten ist 
Diese Gewichtungsfunktion selektiert die eher linear polarisierten Ereignisse, da grlS6ere 
Phasenverschiebungen sich auf hohere Elliptizitaten beziehen. 
Shimshoni & Smith (1964) verwendeten das Kreuzprodukt (Zero-lag crosscorrelation) der 
registrierten Vertikal- und Horizontalkomponenten ilber einige Zeitfenster als 
Gewichtungsfunktion: 
• 
W(j) = }:x1 (i + j)x2 (i + j), i·-· 
mit x1 und x2 als Vertikal- und Horizontalkomponenten. Da Komponenten au6er Phase zur 
Eliminierung neigen, Hillt diese Gewichtung bevorzugt linear polarisierte Energie durch. 
Flinn (1965) benutzte eine statistische AnniDterung, die auf der Kovarianzmatrix der 
Eingabedaten basierte. Die Eigenwerte und Eigenvektoren dieser Matrix spezifizierten einen 
Ellipsoid, der eine Kleinste-Quadrate-NIDterung der Teilchenbewegung ilber das Kovarianz-
Zeitfenster ist. Die Elliptizitlit und Orientierung dieses Ellipsoids der Obertlltchenbewegung 
kann in vielfllltiger Weise benutzt werden, urn gewilnschte Wellentypen zu selektieren. Flinn 
wiDtlte bevorzugt lineare Ereignisse aus und wichtete die Oaten dann entsprechend ihrer 
Abweichung von einem gewiinschten Einfallswinkel. 
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Benhama et al.(1988) beschrieben ihre Methode als rKumliche Richtungsfiltenmg. Hierbei 
wurde die Polarisationsrichtung mit einer gewahlten Filterrichtung verglichen. War die 
Winkeldifferenz kleiner als ein gewisser Schwellwertwinkel, so blieb das Datensample 
unveranden, andernfalls wurde es eliminien. Um diese rauhe Gewichtungsoperation zu 
d1impfen und eine bessere Modulation der Schwingungen zu erzielen, fUhrten sie als zweiten 
Polarisationsparameter die PolarisationsgUte -r( t) ein. So definierten sie eine 
Gewichtungsfunktion: 
f(t) = -r'(r)cos' 8(t) 
mit den Exponenten p und q zur besseren Abstimmung der Beeinflussung der einzelnen 
Polarisationsparameter. 
Montalbetti & Kanasewich (1970) bildeten aus der Rektilinearitlt und dem 
Richtungskosinus der Polarisationshauptrichtung eines gleitenden Zeitfensters eine 
Gewichtungsfunktion fti.r die Oaten. 
Darauf basierend wird in Abschnitt (4.3) eine Weiterentwicklung vorgestellt, die in der 
Lage ist, seismische 3-Komponenten-Sektionen aus groBen Beobachtungsentfemungen zu 
verarbeiten. Mit der EinfUhrung eines zweidimensionalen Operatorfensters werden 
Polarisationsparameter ermittelt, die einem speziellen Filteroperator dazu dienen, sich in 
geeigneter Weise den Oaten automatisch anzupassen. 
V or der Anwendung dieses verbesserten Filterverfahrens wurde untersucht, inwieweit ein 
Preprozessing der seismischen 3-Komponenten-Daten zullssig ist 
4.2 Preprozessing seisrniscber 3-Komponenten-Daten im Weitwinkelbereicb vor der 
Polarisationsanalyse 
Die zur Verfiigung stehenden 3-K-Daten wurden im Rahmen des Projektes BABEL (Baltic 
and Bothnian Echoes from the Lithosphere) im Herbst 1989 gewonnen (zum Projekt BABEL 
siehe BABEL-Working-Group, 1990, 1991a, 1991b, 1992, 1993). Das auf der lnsel Oland in 
der baltischen See unter vielen anderen positionierte 3-K-Lippmann-Seismometer registrierte 
Signale des reflektionsseismischen See-Proflls A, die mittels einer PCM-Me8apparatur digital 
aufgezeichnet worden sind (BABEL Working-Group, 1993; FIUb & Dic.lanann, 1991). Als 
QueUe wurde ein 120 Liter Luftkanonen-(Airgun-) Array von Bord des operierenden 
Prospektionsschiffes RV Mintrop der Prakla-Seismos AG ( heute: Geco-Prakla) eingesetzt 
Die SchUsse wurden auf diesem Proftl in einem 75 Meter-Abstand abgetan. V on der Station 
Oland-SUd warder nltchste Offset 31.5lan entfemt (s. Abb. (4.1)). Das besondere Merlanal 
der BABEL-Daten ist die hohe Qualit!t, die durch die gute Ankopplung im Bereich des 
baltischen Schildes erreicht worden ist. 
Da die Lokation auf Oland-Stid nicht inline liegt, d.h. Station und Schu8profilliegen nicht 
auf einer Linie, sind die registrierten SchUsse nicht gleichabst!ndig. Dies wurde durch ein 
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Abbildung 4.1: Lageplan des seismischen Proflls A und der Station Oland-SUd. 
Die fette Linie zeigt die Lage der 160 km langen 3-K-Sektion. Abldirzungen 
geben geologische Strukturen und Provinzen an: SN: Sveko-Norwegische Provinz, 
SF: Sveko-Fennidische Provinz, CDF: Kaledonische Deformations Front, SNF: 
Sveko-Norwegische Front, BH: Basement Hoch, STZ: Sorgenfrei-Tomquist Zone, 
1TZ: Teisseyre-Tomquist-Zone. Gestr. Linien sind Profile anderer Projekte. 
100m-"binning", einer horizontalen Stapelung alter SchUsse innerhalb eines 100 Meter-
Intervalls, erreicht Dadurch kann einerseits das Signal/Noise-Verh!ltnis verbessert werden 
und andererseits die Anzahl der Schiisse reduziert werden, was sich positiv auf die Rechenzeit 
auswirk:t. Ein dritter Vorteil ist, durch Gleichabstlindigkeit in der Lage zu sein, die Oaten in 
den 't-p- oder /-k-Bereich transformieren zu k<Snnen bzw. Mehrspurfuterverfahren anwenden 
zu k<Snnen (s. Fliih & Dickmann, 1992). Dies findet insbesondere bei dem zu beschreibenden 
Verfahren eine RoUe, wie spliter festgestellt werden kann. 
Da aber bei Polarisationsanalysen der Erhalt der wahren Amplitudenverh!ltnisse eine 
wichtige Forderung ist, soU anhand eines Datenbeispiels gezeigt werden, daB die Wirkung 
des binnings keine Verflilschung der Polarisationsparameter hervorruft. Die Abbildung (4.2) 
zeigt einen 3-K-Datensatz von 10 Schiissen, die innerhalb von 200 m liegen, d.h. 2 Bins 
reprasentieren. Diese Schiisse liegen siidlich der Station und sind fiir die vorliegende 
Datensektion der Extremfall eines Bins, denn mit zunehmender Entfemung wird die 
Schu&nzahl eines Bins kleiner (vergl. Abb. (4.1)). Sowohl die Einzelschilsse, als auch die 
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Bins wurden mit einem eindimensionalen Operatorfenster von 150 ms analyaiert. Zuvor 
wurde eine Noise-Korrek:tur mit einem Noise-Zeitfenster von 0 bis 1.2 s fUr alle SchUsse 
angebracht Zur Berechnung der Rek:tilinearitlit wurde eine adaptive Butterworth-Funktion 
zweiter Ordnung verwendet (s. Abschnitte (4.3.4)- (4.3.6) zur Spezifizierung und Erlliuterung 
der Parameter). Die Zeit- und Entfemungsa.chsen besitzen in alien Parameterdarstellungen der 
Abbildung (4.3) denselben MaBstab. Beim Vergleich zwischen den Parametem der 
EinzelschUsse und denen der 100 m-Bins flUlt zunlchst ein wesentlicb glatteres und 
kohlirenteres Verbalten bei den Bin-Darstellungen auf. Dies resultien daraus, daB nur zwei 3-
K-Aufnahmen an der Darstellung beteiligt sind und daber eine einfachere Interpolation 
moglich ist. Bei den Rek:tilinearitiiten findet man in beiden Prasentationen die wichtigen 
Signalphasen wieder. Es offenbart sich eine bessere Rauschunterdriick:ung sowohl bei der 
Seismik, als auch bei den Rek:tilinearitliten der 100 m-Bins. Die Winkelparameter weisen 
ebenfalls im Vergleich identische Wertebereiche bei den wichtigen Signalphasen auf. In der 
Bin-Darstellung fallen die Wertebereiche noch wesentlich prlziser aus. So lassen sich 
beispielsweise die Scherwellen-Einsltze oberhalb von S.S Sek:unden erbeblich besser 
identifizieren und k:orrelieren. 
Die Forderung nach einer zweiten Vorverarbeitung, die als notwendig erachtet werden 
soU, fiel bei der Betrachtung und Analyse von Einzelschu5-Hodogrammen auf. Hierbei wurde 
festgestellt, daB der Hodograph, z.B. in Form einer Ellipse, zeitweise aus dem Hauptachsen-
kreuz verschoben ist Eine nliltere Untersuchung eines Spurausschnittes in einem Amplituden-
spek:trum zeigt, da6 neben den Hauptsignalfrequenzen zwischen 6 und 9 Hz eine weitere 
signifik:ante Frequenz bei etwa 1 Hz vorliegt (s. Abb. (4.4)). Diese Frequenz bewirkt eine 
Verschiebung der Spur aus ihrer Nullage. Das Phlnomen dieses "Bias" triu allerdings nur 
zeitweilig und vollig willk:iirlich auf. Es W3t sich somit nicht mit der Eigenfrequenz des 
verwendeten Seismometer erk:lliren, das mit 2 Hz eine derartige Schwingung verursachen 
konnte. Die Ursache ist wahrscheinlich in einer anderen instrumentellen Komponente zu 
suchen und bis dato nicht gekllirt Zur Eliminierung dieses Bias wurde ein Frequenzhochpa5-
Filter von 4 Hz angewendet, dessen Amplitudenspektrum eine cosinusf'Ormige Flanke 
aufweist. Die Phasencharakteristik des Filters ist nullphasig. Abbildung (4.4) zeigt beim 
Vergleich von Amplitudenspektren eines seismischen Datenausscbnittes vac und nach der 
Filterung oberhalb von 4Hz keinen Unterschied in der relativen Amplitude. Der Vergleich 
der absoluten Amplituden, d.h. der Skalierungsfaktoren der Amplitudenspektren, stellt eine 
etwa 4 %ige Amplitudenabnahme bei einer Signalfrequenz bis 6.5 Hz und ein identisches 
AmplitudenverbWblis oberhalb von 6.5 Hz heraus. Damit wird k:ein fllr die Polarisation-
sanalyse wichtiges AmplitudenverhWtnis in der Weise verlndert, daB Resultate in den 
Parametem verzerrt erscbeinen konnten. Alle bisher gezeigten und nocb folgenden realen 
refraktionsseismischen Datenbeispiele ha ben die beiden beschriebenen V orverarbeitungs-
phasen durchlaufen (binning, Hochpa.Bfllter). 
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Abbi/dung 4.2: Darstellung eines 100 m-binning von zehn 3-K-Aufzeich-
nungen. Hier wird der Extremfall eines Bins f\ir die vorliegende Sektion 
(s.Abb. (4.1)) gezeigt, wo 5 Schtisse in ein Bin fallen. Es liegen wahre 
Amplituden vor. Zwischen den Einzelschilssen und den Stapelungen besteht 
kein gleiches Amplitudenverh:Utnis. 
-
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-
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Abbildung 4 3 : Darstellung der Polarisationsparameter RL, A., i fllr die zehn 3-K-Auf-
zeichnungen und deren 100 m-Bins der Abb. (4.2) in einer Konturfllichen-Priisentation. 
Bei den Einzelschtissen und den 100 m-Bins ist der Zeit- und EntfernungsmaBstab 
identisch. Bei der Berechnung der Polarisationsparameter wurde ein 150 ms Operator-
Zeitfenster und ein Noisekorrektur-Zeitfenster von 0 - 1.2 s fllr alle Schilsse gewahlt 
Die Rektilinearitiits-Funktion ist eine adaptive Butterwonh-Funktion der Ordnung 2. 
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Abbildung 4.4: Ein nullphasiger CosinusflankenfJ.lter, der oberhalb von 
4 Hz durchHi.B~ beseitigt den Bias von 1 Hz auf der Originalspur, ohne 
den wahren Am lituden- und Phasencharakter zu sWren. 
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4.3 Bescbreibung und Analyse des zweidimensionalen datenadaptiven 
Polarisationsfilter-Verfahren 
Im folgenden werden die Cbarakteristilcen des bier weiterentwickelten Algorithmus 
beschrieben und anband von refraktionsseismischen und synthetischen Datenbeispielen auf 
ihre Tauglicbkeit bin geprUft. Dabei werden die Berecbnungen, die sicb nicbt von der 
berkl>mmlicben Methode unterscbeiden, nur kurz angesprocben. Die Programmstruktur, die 
in Abbildung (4.5) illustriert wird, erlaubt aufgrund ihres Modulaufbaus die MOglichkeit, 
einzelne Module in der Verarbeitungssequenz auszuwlhlen bzw. auszulassen, sodaS scbnell 
und einfacb die Flihigkeit der Module Uberpriift bzw. verglichen werden kann. Die gesamt.e 
Ein- und Ausgabe erfolgt im international Ublichen SEGY -Datenformat Somit wird die 
Moglichkeit gegeben, Ausgabedaten mittels jeder standartisierten Industrie-Software zu 
prasentieren. 
Noise-Korreklur 
Abbildung 4.5a:l.Teil Flu.Bdiagramm des 20-Polarisationsfilters. Eine 
Beschreibung der Module folgt unter Angabe der jeweiligen r6mischen Ziffem. 
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Abbildung 4.5b: 2.Teil FluBdiagramm des 20-Polarisationsfllters. Eine 
Beschreibung der Module folgt unter Angabe der jeweiligen rtsmischen Ziffern. 
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4.3.1 Input (I) 
Es k<>nnen beliebig viele 3-K-Datensltze einer Sektion eingegeben werden. Dabei kann ein 
bestimmter SchuBbereich und auch ein bestimmter Zeitausschnitt zur Analyse selektiert 
werden. Wichtig ist die richtige Kennung der Komponentenreihenfolge. Zur GrOBen-
bestimmung des gleitenden neu eingefiihrten 2D-Operatorfensters werden die Anzahl der 
Schtisse in x-Richtung und die Unge des Fensters in der Zeit angegeben. Vorzugsweise sollte 
die Anzahl der SchUsse im Fenster ungerade sein, um einen zentralen 3-K-Datensatz 
vorliegen zu haben. 
Die Wahl der FensterUinge in der Zeit ist generell abhlngig von der dominanten 
Signalfrequenz. Bei der Untersuchung des Einzelschusses 8 der Abbildung (4.12) flillt beim 
laufzeit (s) Laufzelt (s) Fensterllnge 
0.0 1.0 2.0 0.0 1.0 2.0 In Perloden d11 
I I I I' I I ' I pim~·1" 1'1 I Erateinsatzea p max•14 
' ~~ ~ 4.0 
I I I I I 
P:16~ pimax•16~ 3.0 
pimax•18 .(!:\. plmax•18~ 
2.0 
< ="'=-:I c 
~~~ P1max•20 11 ~ 1.5 = 
pimax•25 11 pimax•28 11 
...,.A...~ ~J. 1.0 m 
plmax-51 11 plmax-37 I I 
L; ~ b A 0.5 ·~ .. • ; • I 0.0 1.0 2.0 0.0 1.0 2.0 
Laufzeit (s) Laufzeit (s) 
Abbildung 4.6: Verlauf des PolarisationsgradesP in der Umgebung des 
P-Wellen-Ersteinsatzes aus Abb. (4.12) flir verschiedene Zeitllngen des 
Operatorfensters. (links): EinzelschuB 8. (rechts): 5-SchuB Fenster mit 
SchuB 8 als ZentralschuB. Gestrichelte Linien kennzeichnen das Ersteinsatz· 
Intervall. 
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Vergleich der Polarisationsgrade P (ErUiuterung siehe Modul Ill) zunKchst auf, daB sich das 
Signa.l/Rausch-VerhiDtnis der P nicht wesentlich Kndert. GrundsKtzlich verbessert es sich mit 
wachsender FensterHinge durch die gUlttende Wirkung, besonders wenn mehrere 
Signalperioden prKsent sind. In der weiteren Betrachtung ist ersichtlich, daB sich mit 
zunehmender FensterHinge in der Zeit die P-Wene im Signalbereich nach vome verschieben. 
Somit bleiben die Signalankunftszeiten und die Polarisationszeiten nicht mehr 
deckungsgleich und verzerren die Situation. Ein zweiter Unterschied flillt erst beim Vergleich 
der pimu-Wene auf, die die maximalenP-Werte im Ersteinsatz-lntervall reprisentieren. Hier 
tritt eine stetige Abnahme der absoluten P-Wene mit zunehmender FensterUinge auf. Das 
bedeutet, trotz annKhemd gleicher SignaVRausch-Verh:Utnisse, einen Kontrastverlust der P-
Werte zwischen Signal- und Noisebereich (s. Abb. (4.6)). Wie sich dieser Umstand auf den 
Filteroperator der Formparameter auswirkt, wird in Modul VI beschrieben. 
Die Untersuchung eines 5-SchuB-Fensters mit Schu8 8 der Abbildung (4.12) als Zentral-
schu8 ergibt bei der VerKnderung der ZeitlKngen Khnliche Resultate wie im 10-Fenster (s. 
Abb. (4.6, rechts)). Die zusKtzliche glKttende Wirkung der Zweidimensionalitlt und somit 
eine Abnahme der P1mu·Werte wirkt sich nur bei kleinen ZeitlKngen bis einer Signalperiode 
aus. Bei groBeren Zeitllingen sind Differenzen kaum oder gar nicht vorhanden (s. Abb. (4.7)). 
Sehr aufflillig ist bier die Verbesserung des Signa.l/Rausch-Verhliltnisses (s.Modul m+ IV). 
ResUmierend liegt sowohl im eindimensionalen, als auch im zweidimensionalen 
Operatorfenster die richtige Wahl der ZeitlKnge zwischen einer und eineinhalb Perioden der 
dominanten Signalfrequenz, um einerseits Kongruenz von Signalankunftszeiten und 
Polarisationszeiten zu wahren und andererseits eine gewisse KontrastschKrfe zwiscben 
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Signal- und Noisebereich zu erhalten. Dies wird besonders durch die Noiseunterdriickung des 
20-Fensters erziell 
4.3.2 LMO-Korrektur (ll) 
Die Korrektur des linearen Moveout (LMO) ist eine wichtige Vorraussetzung zur 
erfolgreichen Bestimmung der Polarisationsparameter im zu analysierenden 
zweidimensionalen Operatorfenster. Zwei Methoden werden hier eingesetzt: 
Die erste Methode ist eine sehr einfache Technik. Unter Angabe einer Uber die Sektion 
konstanten LMO-Geschwindigkeit werden die Spuren des Operatorfensters entsprechend 
komponentenweise ausgerichtel Diese Anwendung ist erfolgreich bei der Untersuchung von 
Ereignissen, deren Geschwindigkeiten unwesentlich von der LMO-Geschwindigkeit 
abweichen. Anderenfalls gibt es zu starke Verzerrungen bei der Berechnung der 
Kovarianzmatrix. 
Die zweite Methode basiert auf einen Suchalgorithmus, der die geeignetste LMO-
Geschwindigkeit des Operatorfensters finden soU, d.h. aus einem bestimmten 
Geschwindigkeitsbereich soli die LMO-Geschwindigkeit adaptiv mit dem Koh!lrenzkriterium 
der Semblance ermittelt werden. Dies erfolgt nach dem Prinzip des Slant Stacking: 
Theorie des Slant Stacldng 
Die Zerlegung eines Wellenfeldes, wie z.B. die Schu8sammlung eines gemeinsamen 
Empfllngers ( Common Receiver Gather: CRG) in ebene Wellen kann erreicht werden durch 
die Anwendung eines linearen Moveout (LMO) und die Aufsummierung der Amplituden 
Uber die Entfernungsachse. Diesen Vorgang nennt man Slant Stacking. Das Resultat dieser 
Amplitudenstapelung- ein Slant Stack- reprllsentiert eine ebene Welle, die sich unter einen 
bestimmten Winkel 8 zur Vertikalen ausbreitet. Diese ebene Welle ist charakterisiert durch 
den Strahlparameter p, dem Inversen der horizontalen Phasengeschwindigkeit (Yilmaz, 
1987): 
Ill sin 8 p=-=-
Ax V 
Mit dieser horizontalen Phasengeschwindigkeit vfsin 8 mUssen sich die Schu8punkte St. S2, 
s3, ... entlang der horizontalen Oberf'Uiche bewegen, damit aus der sphJirischen Wellenfront 
einer Punktquelle durch konstruktive Interferenz eine ebene Wellenfront erhalten wird (s. 
Abb. (4.8)). 
Die zu einem Strahlparameter p geht>renden Wellenfronten kommen mit einer 
Zeitverrogerung Ill= pAx am Empflinger R an. Ein Slant Stack UWt sich in zwei Schritten 
konstruieren: 
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Snellius Gesetz: 
sin 81 sin 9:! 
-
•P 
Abbildung 4.8: Konstruktion ebener Wellenfronten des Strahlparameters p. 
I. Durchfiihrung der LMO-Korrektur, d.h. Koordinaten-Transfonnation gemllB -r= t- px, 
wobei t der Achsenabschnitt und p die Steigung ist. 
2. Nach dem ersten Schritt liegen die Ereignisse der Eingabedaten entlang der Steigung p auf 
einer horizontalen Geraden und ktinnen nun entlang der Entfemungsachse aufsummien 
werden 
F(-r,p)= I,s(Hpx,x) . 
• 
F( f,p) stellt eine ebene Welle dar, die durch p charakterisien wird. 
Wiederholt man den gesamten Vorgang ftir verschiedene Wene von p, so erhlilt man eine t-p 
Sektion, die verschiedene Nei n skom onenten der Ori ·naldaten enthlilt. 
Abweichend von der Konstruktion des Slant Stack wird hier ein Local Slant Stack 
durchgeflihn. Innerhalb des Operatorfensters mit der lokalen Zentralspur und deren 
Nachbarspuren werden iiber eine entsprechende Bandbreite von Strahlparametem die 
Amplituden aufaddien. Dies geschieht Uber den gesamten Analyse-Zeitbereich. (s. Abb. 
(4.9)). 
Abbildung (4.10) zeigt ein synthetisches Datenbeispiel mit 13 Spuren und einer Sekunde 
Laufzeit. Ein gleitendes Fenster wird iiber den Datensatz mit den Phasengeschwindigkeiten 
von 4 km/s und 2,5 km/s geschoben. Innerha1b jedes Fensters wird !iber den 
Strahlparameterbereich von 0,15 bis 0,5 und einem Inkrement von 0,05- entspricht einem 
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I Prinzip des Local Slant Stack I 
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Abbildung 4.9: 
, I 
gleilendes Fenster--.. 
Beim Local Slant Stack bleibt die Zentralspur auf 
ihrer Position, wlihrend die benachbarten Spuren 
des Datenfensters gemlill einem Strahlparameter 
ausgerichtet werden. 
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horizontalen Phasengeschwindigkeitsbereich von 2,0 km/s bis 6,67 km/s - ein Local Slant 
Stack konstruiert bzw. die resultierende Semblance als Kohlirenzkriterium ennittelL 
Die Semblance des Strahlparameters p, iiber N Spuren mit der Zentralspur bei x1 wird 
folgendermaBen berechnet: 
wobei N = ungerade, N/2 = Int(N/2) ist 
Abbildung (4.1 0) illustriert das Ergebnis flir das erste Datenfenster. Deutlich erkennbar ist, 
daB die korrekten LMO-Strahlparameter Pu10(l';) und PU1o (V1 ) sich in ihrer Semblancespur 
durch einen Maximalwert wl!hrend der Ereigniszeiten der Zentralspur auszeichnen. In diesem 
Datenbeispiel haben die beiden Maxima den Wert Eins, d.h. 100%ige Kohlirenz, da 
rauschfreie und somit identische Signale verwendet wurden. 
Fiir eine automatische Erkennung der entsprechenden LMO-Geschwindigkeit flir jedes 
Ereignis, muB nun eine Semblance-Statistik durchgefiihrt werden. Dabei wird zu jedem 
Zeitsample das Maximum aller Semblancespuren des gewl!hlten Strahlparameterbereiches 
gesucht und in eine Spur der maximalen Semblance gefiigt. Mit den zu den Semblance-
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Abbildung 4.10: 
(oben): Synthetisches Datenbeispiel mit zwei unterschiedlichen Phasen-
geschwindig.keiten. Ein Fenster von S Spuren wird Uber die Sektion ge-
schoben. (unten): Darstellung des Local Slant Stack und der Semblance 
fUr das 1. Datenfenster Uber einen Strahlparameterbereich von 0,15 bis O,S. 
Wlihrend der beiden Signalzeiten der zentralen Spur nimmt die Semblance 
bei den korrekten LMO-Geschwindig.keiten (hier: p=0,2S u. p=0,4) den 
Wert Eins an, d.h. maximale Koh~nz wird angezeigt. 
-~ 
Maxima gehorenden Strahlparameterwerten kann lquivalent eine Strahlparameterspur der 
maximalen Semblance gebildet werden. Abbildung ( 4.11) veranschaulicht dieses V erfahren, 
mit dem nun zu jedem Zeitsample eine LMO-Geschwindig.keit vorliegt. 
Werden reale Oaten verwendet, so drilcken sich Signalereignisse nicht in so glatten 
Semblancewerten und entsprechenden Strahlparameterwerten aus, wie in Abbildung (4.11) 
demonstriert. Aus diesem Grunde werden diese Werte Uber die ZeitUinge des 
Operatorfensters, das etwa der GreBe eines Signalereignisses entsprechen soU, gegUlttet; d. h. 
-
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Abbildung 4.11: 
Die Maximalwerte der Semblance-Spuren aus 
Abb. (4.10) bilden eine Spur der maximalen 
Semblance. Der zu jedem max. Semblancewert 
gehorende Strahlparameter zeigt die korrekte 
LMO-Geschwindigkeit flir jedes Zeitsample an. 
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innerhalb des Operatorfensters wird 
ein Mittelwert gebildet, der dem 
mittleren Sample des Operatorfensters 
zugeordnet wird. 
Die Bestimmung der LMO-
Geschwindigkeiten wird auf einer 
Komponente durchgefUhrt Die Wahl 
der geeigneten Komponente ist davon 
abhllngig, auf welcher Komponente 
die zu untersuchenden Ereignisse die 
stl:lrksten Amplituden aufweisen. 
Die LMO-Korrektur selber, d.h. das 
Ausrichten der Daten entsprechend der 
LMO-Gescbwindigkeit, wird natUrlich 
auf den gesamten 3-K-Datenslltzen des 
Operatorfensters durchgefUbrt. 
4.3.3 Berechnung der Kovarianz-Matrix (Ill) 
Mit der LMO-Korrektur wurden jeweils Signale berticksichtigt, die zwar verscbieden und 
unabh:tngig sind, sicb jedoch in dieselbe Ricbtung ausbreiten. So wie es Fowler et al. (1967) 
und Samson (1973) flir die Spektralmatrix gezeigt haben, wird die Kovarianz-Matrix des 
resultierenden Signals aus der Summe der Kovarianz-Matritzen der individuellen Signale 
gebildet. Im Unterschied zu den beiden frilheren Autoren wird bier das gesamte Wellenfel~ 
nKmlich in Fonn des 3-K-Datensatzes, iiber mehrere Schiisse beobachtet. Fowler et al. (1967) 
und Samson (1973) betrachteten entweder mehrere Schiisse einer Komponente oder einen 
Mehrkomponentensatz. Auf Grund dessen wird bier die Kovarianzmatrix erweitert und mit 
N1 Zeitsamples mal N. 3-K-Datenslttzen im folgenden resultierende Kovarianzmatrix 
genannt: 
I,var(x) I,cov(x,y) I,cov(x,z) 
N, N, N, 
K = 
-
I,cov(x,y) I,Var(y) I,cov(y,z) , 
N, N, N, 
I,cov(x,z) I,cov(y,z) I,var(z) 
N, N, N, 
mit Var(x)=-1 I,x2 -(..!.. I,xJ2 und Cov(x,y)=_!_ I,xy-~ I,xi,y. N N N N 1 N, 1 N1 I N, I N, N, 
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Es ist zu beach ten, daB die Kovarianzmatrix K .... nicht dasselbc Ergebnis rcprllsenticn wie 
etwa die einfache Kovarianzmatrix der gestapcltcn Schilsse. Dies wi!re sicherlich eine 
einfacherc Methode, fiihrt jedoch zu schlechtcrcn oder sogar falschen Resultatcn. 
Wiirde man die Noise-Korrektur aus Modul IV nicht anwenden, so bcrechnetc Modul V 
die Eigenwerte und Eigenvektoren der Kovarianzrnatrix, aus denen Polarisationsparameter 
bestimmt werden. Die einfachste Form den Grad der Polarisation zu beschreiben, ist das 
Verhliltnis vom grtlBten Eigenwert zur Summe der beiden anderen. Diese GrtlBe wird 
bezeichnet rnit P = A..,../(A-2 + A.3). 
Abbildung (4.12) zeigt ein reales refraktionsseisrnisches 3-K-Datenbeispiel von 15 Spuren 
und 3 Sekunden reduzierter (V..,.= 8 km Is) Laufzeit im offsetnahen Bereich von etwa 30 
km. Von diesem Datenbeispiel sollen nun die P-Werte verglichen werden, die mit 
verschiedenen Methoden der Berechnung der Kovarianz-Matrix gewonnen wurden. Zum 
einen wurde die herktlmmliche Methode verwendet, bci der jeder 3-K-Datensatz fur sich rnit 
einem Zeitfenster von 150 ms bchandelt wurde. Zum anderen wurde ein 2D-Fenster von flinf 
LMO-korrigierten 3-K-Datensatzen mal 150ms verwendet, filr das einerseits die oben 
beschriebcne resultierende Kovarianzmatrix und andererseits die einfache Kovarianzmatrix 
der gestapclten 3-K-Datensiitze bcrechnet worden ist 
Die Spuren der P-Werte flir die inneren 11 SchUsse des Datenbeispiels nach der 
herktlmmlichen Methode zeigt die linke Seite der Abbildung (4.13). Ein Anstieg der P-Werte 
bei etwa 1,5 Sekunden deutet bci den meisten Spuren den Ersteinsatz der P-Welle an. Einige 
Spuren zeigen iihnlich hohe oder sogar htlhere Werte im Noisebereich vor dem Ersteinsatz an. 
Vertikal Nord Ost 
0.0 1.0 2.0 0.0 1.0 2.0 0.0 1.0 2.0 
Zeit- x/8 (a) Zait- x/8 (s) Zek- x/8 (1) 
Abbildung 4.12: Refraktionsseisrnischer 3-K-Datensatz rnit wahren Amplituden. 
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Abbildung 4.13: Verlauf des PolarisationsgradesP in der Umgebung des P-Wellen-
Ersteinsatzes aus Abb. (4.12). Berechnung der Kov-Matrix (links): fllr jeden einzelnen SchuB 
(mitte): flir die Stapelung eines 5-SchuB-Fensters. (rechts): Berechnung der resultierenden Kov 
Matrix eines 5-SchuB-Fensters. In alien Flillen ist das Operatorfenster in der Zeit 150 ms 1ang. 
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Der Noise ist hier relativ hoch linear polarisiert. Die Resultate unter Anwendung der 
fensterweise gestapelten SchUsse zeigen im mittleren Teil der Abbildung (4.13) 
Verbesserungen in der UnterdrUckung der P-Wem im Noisebereich. Auf einigen Spuren wird 
das Ergebnis aber auch schlechter, wo im Noisebereich hohe P-Werte auftauchen. Mit der 
Verwendung der resultierenden Kovarianzmatrix, dargestellt im rechten Tell der Abbildung 
(4.13), wird eine starke Eliminierung der Polarisation im Noisebereich erzielt. In der 
Umgebung des Ersteinsatzes wird ein sehr kontinuierlicher und koh~nter Kurvenverlauf auf 
alien Spuren angezeigt. Die Polarisationswerte sind vergleichsweise unter den Spuren relativ 
gleich hoch. Alle P-Spuren sind spumormiert. Ein Vergleich der Pm0 -Werte zeigt kaum 
Schwankungen an entgegen der Berechnung nach der herkt>mmlichen Methode, wo der 
Polarisationsgrad beim P-Wellen-Einsatz trotz gutem Signal/Noise-Verhlltnis bis zu 400% 
voneinander abweicht (vergl. Abb. (4.13,linke Spalte, SchuS 5 und 10)). 
4.3.4 Noise-Korrektur (IV) 
Im allgemeinen setzt sich das seismische Wellenfeld aus polarisierten und unpolarisierten 
Feldem zusammen. Eine Einschrlinkung in der Bestimmung der Polarisationsparameter 
bezieht sich also auf die Wirkung des Rauschens auf die Kovarianz-Matrix. Tats!ichlich ist es 
so, da.6 unkorreliertes Rauschen auf den registrierten Komponenten im allgemeinen elliptisch 
polarisiert erscheint. Wenn dieses Rauscben zu einem linearen Ereignis addiert wird, kann es 
eine scheinbare Elliptizitlit vermitteln. Sind kohlirente Stt>rsignale auf den registrierten 
Komponenten vorhanden, so erscheinen sie eher linear polarisiert. Beide FWJe manifestieren 
sich in der Kovarianz-Matrix als eine Beeinflu8ung in der Behandlung des eigentlichen 
Nutzsignals. 
Zwei Methoden kt>nnen angewendet werden, wn eine Kompensierung dieser BeeinfluSung 
anzustrengen. Um die statistischen Eigenschaften der Stt>renergie abzuschltzen, wird 
zun:tchst bei beiden Methoden ein reprlsentatives Noise-Zeitfenster ausgewlhlt. Da die 
richtige Wahl des Noise-Zeitfensters nicht unerheblich ist, .kann sowohl ein konstantes, als 
auch ein offsetvariantes Fenster bestimmt werden. Bei der zweiten Variante geschieht dies 
Uber tabellengesteuerte x,t-StUtzstellen, die der Laufzeitkurve angepa8t sein kt>nnen (s. Abb. 
Entfernu Abbildung 4.14: (links): Konst. 
nnmi.,.,.,I'TTT'ylfnnn Noisefenster Uber eine ganze 
refraktionsseismische Sektion. 
(mitte u. rechts): StUtzstellen-
gesteuerte Noisefenster-Be-
stimmung. Im rechten Fall der 
Laufzeitkurve total angepa8t. 
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(4.14)). Welchen Vorteil diese individueUe Festlegung des Noise-Zeitfensters besitzt. wird in 
nachfolgenden Datenbeispielen gezeigt werden. FUr das jeweilige Noise-Zeitfenster wird 
dann die Kovarianz-Matrix berechnet 
Die erste Methode nach Perelberg & Hombostel (1990) bezeichnet die Beeinflu8ung der 
StOrenergie als einen Bias auf der Hauptdiagonalen der Signal-Kovarianzmatrix. Die Energie 
der Rauschportion einer Spur ist durch die Hauptdiagonalelemente der Noise-Kovarianzmarix 
gegeben. Eine Subtraktion der entsprechenden Hauptdiagonalelemente von Signal- und 
Noise-Kovarianzmatrix soU eine Kompensierung des Rauschens erzielen. 
Methode 1 
Die zweite Methode von Samson (1983) soU die StOrenergie veningem, indem die Inverse 
der Noise-Kovarianzmatrix mit der Signal-Kovarianzmatrix multipliziert wird. 
Methode 2 
Es folgen jetzt eine Reihe von Datenbeispielen, mit denen die unterschiedlichen 
Wirkungsweisen der Methoden der Noisekorrektur und die Wahl des Noise-Zeitfensters 
veranschaulicht werden soUen. Dies geschieht wieder anhand von V ergleichen des direkt aus 
korrigierter und unkorrigierter Kovarianzmatrix ermittelten Polarisationsgrades P. 
Abbildung (4.1S) beinhaltet 11 synthetische 3-K-Datensfitze, die refraktierte P-Wellen-
Einsfitze mit einer scheinbaren Geschwindigkeit von 61an/s simulieren. Die P-WeUe hat eine 
dominante Wellenlfinge von 120 ms mit identischen Amplituden auf alien Spuren einer 
Komponente. Die Spuren wurden mit einem deterministischen und zuflUligen Rauschen 
Uberlagert. Das deterministische Rauschen besteht aus zwei monofrequenten 
Sinusschwingungen der Frequenzen 10Hz und 30Hz und bis zu 100% unterschiedlicher 
Amplituden zwischen der Vertikal- und H1-Komponente. Die Schwankungsbreite des 
zuflilligen Rauschen betrfigt etwa IS% der Signalamplitude auf der H2-Komponente. 
Insgesamt wird auf der H2-Komponente ein Signal/Noise-V erhfiltnis von nahezu Eins erreicht 
und auf alien Komponenten erscheint das Rauschen sehr kohfirent mit unendlicher 
Scheingeschwindigkeit Abbildung (4.16) steUt zuruichst den Verlauf des Polarisationsgrades 
fiir den eindimensionalen Fall dar. Das Operatorfenster ist dementsprechend nur in der 
Zeitdimension 120 ms gro8 und zeigt eine Analyse fiir alle IS Spuren. Im nicht-
noisekorrigierten Fall (s. Abb. (4.16, links)) sieht man erwartungsgem!B hoch polarisierte 
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Abbildung 4.15: Synthetischer 3-K-Datensatz mit zufl!lligem und deterministischen Rauschen 
Simulierte P-Welle hat eine scheinbare Geschwindigk:eit von 6 km/s. 
Stllrenergie, die zum Teil gleiche Polarisationsgrade aufweist wie die P-We lie. Bei beiden 
Methoden der Noise-Korrektur wurde ein Noise-Zeitfenster von 0.1 bis 0.3 Sekunden 
gewahlt. Das Resultat der Methode 1 (s. Abb. (4.16, mine)) zeigt eine deutliche Reduzierung 
der Silirenergie, wahrend im Bereich der Ankunftszeiten der P-Welle kaum Beeinflussungen 
erkennbar sind. Die Noise-Korrektur nach Methode 1 kann bier sehr erfolgreich angewendet 
werden. Methode 2 (s. Abb. (4.16, rechts)) erweist sich hingegen als sehr erfolgloses 
Verfahren. Es lal3t sich sogar eine deutliche Verschlechterung der Polarisationsgrade im 
Bereich der Ankunftszeiten der P-Welle feststellen. Dieses Verhalten mull darauf 
zuriickzuflihren sein, da13 Methode 2 nicht wie Methode 1 nur die Energie der einzelnen 
Komponenten beriicksichtigt, sondern auch die Nicht-Diagonalelemente der Noise-
Kovarianzmatrix. Auf diese Weise wird die Koharenz zwischen den Komponenten mit in 
Betracht gewgen. Da das Datenbeispiel aus Abbildung (4.15) ein sehr kohllrentes 
Noiseverhalten aufweist, kann Methode 2 entsprechend keine Noise-Korrektur erzielen. Da 
die Rauschkohllrenz nicht nur zwischen den Komponenten, sondem auch zwischen den 
Schlissen vorhanden ist, und dies noch mit etwa gleich hohem Rauschpegel, kann auch unter 
zusl!tzlicher Anwendung der resultierenden Kovarianzmatrix keine wesentliche Verbesserung 
zu erwarten sein. Der Vorteil der resultierenden Kovarianzmatrix liegt gerade in der 
Berticksichtigung der Koharenz Uber mehrere 3-K-Datensl!tze. Der Vergleich der Abbildung 
( 4.16) wurde entsprechend in Abbildung ( 4.17) auf ein zweidimensionales Operatorfenster 
von 120 ms mal flinf 3-K-Datenslttze erweitert und illustriert das Verhalten der beiden 
Methoden unter Anwendung der resultierenden Kovarianzmatrix. 
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Abbildung 4.16: Noise-Korrektur flir die Oaten aus Abb. (4.15). 
Eindimensionales Operatorfenster von 120 ms. (links): nicht-korrigien, 
(mitte): Noise-Korrektur nach Methode 1. (rechts): Noise-Korrektur nach Methode 2. 
Noise-Zeitfenster von 0.1 - 0.3 s. 
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Abbildung 4.17: Noise-Korrektur fUr die Oaten aus Ab b. (4.15). 
Zweidimensionales Operatorfenster von 120 ms mal fiinf 3-K-Si!tze. (links): nicht-korrigiert 
(mitte): Noise-Korrektur nach Methode 1. (rechts): Noise-Korrektur nach Methode 2. 
Noise-Zeitfenster von 0.1 - 0.3 s. 
Das beschriebene synthetische Datenbeispiel zeigt zwar ein untypisches und eher 
unrealistisches Noiseverhalten, trligt jedoch zur Charakterisierung der Arbeitsweise der 
verschiedenen Noisekorrektur-Methoden bei. 
Im nachsten Datenbeispie1 handelt es sich urn rea1e refraktionsseismische 3-K-Daten 
registriert in einer Entfernung von etwa 100 km. Bei der Betrachtung der 
Horizontalkomponenten ist die Korrelation irgendeines seismischen Ereignisses nicht 
mtlglich; d.h. Rausch- und Signalpegel sind gleich gro6. Lediglich auf der 
Vertikalkomponente Ui6t sich bei etwa 4.3 Sekunden Laufzeit eine refraktierte P-Welle mit 
einer dominanten Signalfrequenz von ea. 7Hz korrelieren (s. Abb. (4.18)). Dieser Datensatz 
..-. .. 
--~----------------------------------------------------------------------------· 
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wird in den Abbildungen (4.19) bis (4.24) nach der gleichen Methodik wie beim 
synthetischen Beispiel verglichen. Oabei wurden fllr die Zeitll!nge des Operatorfensters 150 
ms gewlihlt 
Bei der Berechnung der Polarisationsgrade mittels eindimensionaler Kovarianzmatrix 
deutet sich iiberhaupt keine Korrelation an. Es herrscht eine willkiirliche Verteilung von 
hohen und niedrigen Polarisationsgraden (Abb. (4.19)). Mit der Verwendung der 
resultierenden Kovarianzmatrix aus 5 Schiissen sind die Resultate gegl!!ttet und geringfUgige 
Korrelationen deuten sich an (Abb. (4.20)). Nun wurde zus!!tzlich eine Noise-Korrektur nach 
Methode 2 mit einem Noise-Zeitfenster von 1.0 bis 1.15 Sekunden angewendet (Abb. (4.21)). 
Jetzt sind nicht nur deutliche Korrelationen sichtbar, sondem es treten auch diese 
Korrelationen im Bereich der Ankunftszeiten der P-W elle besonders hervor. Verwendet man 
das Noise-Zeitfenster von 2.0 bis 2.15 Sekunden, so findet eine noch st!!rkere Eliminierung 
im Noisebereich statt (Abb. (4.22)). Es zeigt sich demnach, wic die Wahl des Noise-
Zeitfensters das Ergebnis beeinflussen kann. Oa es jedoch unnMSglich ist, iiber einc Sektion 
mit weiten Entfernungsbereichen irnmer das richtige N oise-Zeitfenster zu treffen, wird bier 
erstrnals vorgeschlagen, ein groBes Noise-Zeitfenster zu wlihlen. Auf diese Wcise wird einc 
sinnvolle Noisestatistik erzielt, die iiber einen groBen Bereich repr!!sentativ ist Abbildung 
(4.23) zeigt das Ergebnis mit der Wahl des Noise-Zeitfensters von 1.0 bis 4.0 Sekunden. Das 
Verhliltnis der Polarisationgrade vom Noisebereich zum Signalbercich ist im Vcrglcich zu 
Abbildung (4.22) sehr lihnlich. Lediglich die absoluten GrtiBen habcn sich gel!nden. An 
dieser Stelle muB noch einmal in Erinnerung gcrufen werden, daB bci der Verwendung der 
Noise-Korrektur in diesem Beispiel die Methode 2 bislang angewendet wurde. Die Methodc 
also, die irn synthetischen Oatenbeispiel keine Erfolge erzielen konnte. Es zeigt sich in diesen 
realen Oaten mit unkorrelienem und nicht-koh!!rentem Noiseverhalten cin komplement!!res 
Verhalten der beiden Noisekorrektur-Methoden. Jetzt ist cs die Methodc 1, die zu vtillig 
indiskutablen Ergebnissen filhn (Abb. (4.24)). 
Resiirnierend liillt sich feststellen, daB bci der Behandlung rcaler Oaten die Mcthodc 2 zur 
Noisc-Korrektur vorzuziehen ist und mit der gemeinsamcn Anwcndung der resultierenden 
Kovarianzmatrix hervorragendc Resultate auch in groBen Bcobachungsentfemungen mit 
starken Rauschverh!!ltnissen erzielt werden ktinnen. Mit der bier vorgeschlagenden 
Verwendung eines langen Noise-Zeitfensters wird das Problem minimien, cin kleines 
reprlisentatives Noise-Zeitfenster zu finden, das sich fllr jede 3-Komponenten-Aufzeichnung 
l!ndem kann. 
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Abbildung 4.18: Refraktionsseismischer 3-K-Datensatz in 100 km 
Entfernung mit wahren Amplituden. 
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Abbildung 4.19: Polarisationsgrade der Oaten aus Abb. (4.18) berechnet mit 
einem eindimensionalen Operatorfenster von 150 ms. 
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Abbildung 420: Polarisationsgrade der Oaten aus Abb.(4.18) berechnet mit 
einem zweidimensionalen Operatorfenster von 150 ms mal fllnf 3-K-Slitze. 
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Abbildung 4.21: Polarisationsgrade der Oaten a us Ab b. (4.18) berechnet mit 
einem zweidimensionalen Operatorfenster von 150 ms mal flinf J,K,Slitze 
und Noise,Korrektur nach Methode 2. Noise-Zeitfenster 1.0- 1.15 s. 
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Abbi/dung 4 22: Polarisationsgrade der Oaten aus Ab b. ( 4.18) berechnet mit 
einem zweidimensionalen Operatorfenster von 150 ms mal ftinf 3-K-Slitze 
und Noise-Korrektur nach Methode 2. Noise-Zeitfenster 2.0- 2.15 s. 
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Abbildung 4.23: Polarisationsgrade der Oaten aus Abb. (4.18) berechnet mit 
einem zweidimensionalen Operatorfenster von 150 ms mal flinf 3-K-Sl!tze 
und Noise-Korrektur nach Methode 2. Noise-Zeitfenster 1.0- 4.0 s. 
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Abbildung 424: Polarisationsgrade der Oaten aus Abb.(4.18) berechnet mit 
einem zweidimensionalen Operatorfenster von 150 ms mal ftinf 3°K0 Slitze 
und NoiseoKorrektur nach Methode l. NoiseoZeitfenster 2.0 ° 2.15 s. 
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4.3.5 Berechnung der Eigenwerte und Eigenvektoren (V) 
Nachdem die (3,3)-Kovarianzmatrix Kberechnet worden ist, gilt es, deren Eigenwerte und 
Eigenvektoren zu bestimmen. Jeder Yektor v e V 3 , v ~ 0, fUr den Kv = .tv mit einer 
geeigneten Zahl A gilt, heiBt Eigenvektor der Kovarianzmatrix K, und .t heiBt der zu diesem 
Eigenvektor gehorende Eigenwert von K. 
Eine Anwendung der Eigenwerttheorie ist die Transformation der Kovarianzmatrix auf 
Diagonalgestalt. Dabei besteht das Problem darin, zu K eine Matrix C so zu finden, daB die 
Matrix K' = C 1KC von Diagonalgestalt ist. Die gesuchte Matrix C besteht spaltenweise aus 
den Koordinaten der Eigenvektoren, die Hauptachsen genannt werden. Das Problem ist stets 
losbar, denn K ist symmetrisch, sodaB die Eigenwerte slimtlich reel sind. 
Die drei Eigenvektoren geben also die Hauptachsen des zu beschreibenden Ellipsoids an. 
4.3.6 Bestimmung der Polarisationsparameter (VI) 
Wie schon in Kapitel (3.2) beschrieben lassen sich mit Hilfe der Eigenwerte und 
Eigenvektoren Form- und Winkelparameter bestimmen, die die Teilchenbewegung im Raum 
charakterisieren sollen. 
4.3.6.1 Die Rektilinearitlit 
Der Formparameter der Rektilinearitlit wurde bislang von verschiedenen Autoren 
behandelt und angewendet. Samson (1973) beschrieb ihn als einen globalen 
Polarisationsparameter, der ausschlieB!ich eine Funktion der drei Eigenwerte ist (vergl. 
Kapitel (3.2)). Ebenso als Funktion der Eigenwerte definierten Cliet & Dubesset (1987b) die 
Rektilinearitlit: 
Montalbetti und Kanasewich (1970) benutzten neben den drei Eigenwerten der 
Kovarianzmatrix zwei zusl!tzliche Operatoren und stellten fUr die Rektilinearitl!t eine 
Funktion der folgenden Form auf: 
(4.1) 
mit q und j als empirisch zu bestimmende Parameter zur Kontrastschl!rfe und A-1 <!: A-2 <!: .t,. 
Eine vierte Form der Rektilinearitlits-Beschreibung ist die von Esmersoy (1984). Da die 
Rektilinearitl!t als Filteroperator dienen soli, sodaB eine Gewichtung des Datenausgangs 
entsprechend dem Betrag der linearen Polarisation durchgefUhrt werden kann, fUhrte 
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Esmersoy eine "Gain-Funktion" ein. Als Funktionsvariable wlihlte er die einfache Form des 
Polarisationsgrades P. Wie schon oben beschrieben ist P = ).1/().2 +A3). 
Die Gain-Funktion selbst ist ein Butterworth-Ftlter der Ordnung N.: 
(4.2) 
mit einem Cut-off-Wert Po als Schwellwenparameter. Mit Po und N existieren ebenso zwei 
Parameter, die das Resultat der Rektilinearitlit und somit den Filteroperator beeinflussen 
konnen. Diese Moglichkeit der Beeinflussung bzw. diese Art des Filterdesigns wird sich als 
sehr vorteilhaft herausstellen, wenn ilber groBe Entfernungsbereiche wie im 
Weitwinkelbereich beobachtet wird. 
Alien Rektilinearitliten gemeinsam ist, daB sie Werte zwischen Null und Eins annehmen. 
Es wird also mittels verschiedener Funktionen der Grad der Polarisation normiert. Nun sollen 
die Charakteristiken der verschiedenen Rektilinearitliten gegenilbergestellt werden. Dazu wird 
wieder die refraktionsseismische 3-K-Sektion aus Abb. (4.12) benutzt. Die Abbildungen 
(4.25) und (4.26) zeigen die Rektilinearitliten der verschiedenen Autoren flir ein gleitendes 
2D-Operatorfenster von 150ms mal flinf 3-K-Datenslitze (vergl. Abb. (4.13, rechts)). 
Die ausschlieBJich aus Funktionen der Eigenwerte gebildeten Rektilinearitliten nach 
Samson (1973) und Cliet & Dubesset (1987b) zeigen trotz der hohen Polarisationsgrade P im 
Bereich des Ersteinsatzes und der sehr geringen P im Noisebereich wesentlich schlechter 
getrennte Bereiche zwischen Rauschen und Signal. Beide Berechnungsarten zeigen einen sehr 
l!hnlichen Kurvenverlauf, wobei die Berechnung nach Cliet & Dubesset (1987b) eine etwas 
bessere Noiseunterdrilckung erzielt. Werden jedoch die absoluten RLmax-Werte verglichen, 
so zeigt sich, daB sie bei der Berechnung nach Cliet & Dubesset (1987b) bei etwa 0,6 liegen, 
wlihrend nach Sarnsons (1973) Berechnung RLrnax-Werte urn 0,9 vorliegen. Im Resultat einer 
Filterung bedeutet dies eine viel zu hohe U nterdrilckung der Signale nach Cliet & Dubesset 
(1987b); d.h. Samsons (1973) Berechnung erscheint in diesem Fall sinnvoller, wenn auch ein 
groBer Noiseanteil erhalten bleibt.(s. Abb. (4.25)). 
Abbildung (4.26) illustriert die Rektilinearitliten bei Hinzunahme weiterer 
Operatorparameter neben den Eigenwerten. Unter Vernachllissigung des Exponenten j zeigt 
die Rektilinearitlit nach Montalbetti und Kanasewich ( 1970) bei geeigneter Wahl des 
Exponenten q einen schlirferen Kontrast zwischen Noise und Signal (s.Abb. (4.26, links)). 
Diese Kontrastflihigkeit ll!Bt sich allerdings in noch geeigneterer Weise mit der Verwendung 
der Butterworth-Funktion nach Esmersoy (1984) erzielen (s. Abb. (4.26, rechts)). Durch die 
Wahl eines entsprechenden Cut-off-Wertes kllnnen die Rektilinearitliten im Noisebereich 
nahezu eliminiert werden. Ein weiterer wesentlicher Unterschied flillt beim Vergleich der 
RL.nu-Werte auf. Die Rektilinearitliten werden irn Signalbereich nur unter Verwendung der 
Butterworth-Funktion nahe Eins (s. Abb. (4.26, rechts)). Im Fall nach Montalbetti und Kana-
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Abbildung 4.25: Verlauf der RektilinearitliRL in der Umgebung des 
P-Wellen-Ersteinsatzes aus Abb. (4.12). (links): nach Samson (1973). 
(rechts): nach Cliet & Dubesset (1987b). Berechnung der resultierenden 
Kov-Matrix eines Operatorfensters von 5-Schu.B mall 50 ms. 
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Abbildung 4.26: Verlauf der Rek:tilinearitlit RL in der Umgebung des P-Wellen 
Ersteinsatzes aus Abb. (4.12). (links): nach Montalbetti & Kanasewich (1970) 
mit q={J.5. (rechts): nach Esmersoy (1984) mit N=2 und P0=1. Berechnung der 
resultierenden Kov-Matrix eines Operatorfensters von 5-SchuB mall 50 ms. 
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Abbildung 4.27: Funktionsverlauf der Rektilinearitam in Abhlngigkeit des Polarisations-
grades P flir Cut -Off-Werte P 0 von 1 bis 101 mit lnkrement 10. Die Operatorfunktion zur 
Brechnung vonRL ist die Butterworth-Funktion l.Ordnung (links) und 4. Ordnung (rechts) 
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Abbildung 4.28: Butterworth-Funktionsverlauf 
der Rektilinearita1RL flir N=2 und P 0=1. Mit 
Kenntnis der P-Wertebereiche fUr Noise und 
Signal (vergl. Abb. (4.13, rechts)) lassen sich 
geeignete Operatorparameter auswlhlen. 
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sewich (1970) sind diese erheblich geringer, was wiederum die Gewichtung der seismischen 
Signalsample negativ beeinflussen wilrde. 
Urn sich die Wirkungsweise der Butterworth-Funktion zur Berechnung der Rekti!inearitiit 
besser vorzustellen, veranschaulicht Abbildung (4.27) den Funktionsverlauf filr Cut-off-
Werte zwischen 1 und 101 mit einem lnkrement von 10 und flir die erste und vierte Ordnung. 
Es HiBt sich feststellen, daB zur optimalen Trennung von Noise- und Signalhereich die 
Bestimmung der idealen Operatorparameter Pound N von der Kenntnis des P-Levels heider 
Bereiche abhangt. Kennt man den P-Level des Noisebereiches, so laBt sich ein Po danach 
wahlen, welche Rektilinearitats-GroBe dem Noise zugeordnet werden soli. Kennt man 
zusatzlich das P-Level des Signalbereiches, dann kann die Ordnung N bestirnmt werden. N 
wirkt sich auf den Gradienten des Kurvenverlaufs aus und muB nach der Kontrastschllrfe der 
beiden P-Level-Bereiche ausgewahlt werden. 
Betrachtet man die P-Werte des vorherigen Datenbeispiels (s. Ahh. (4.13, rechts)), so 
lassen sich P-Werte-Bereiche fiir den Noise von 0 his 4 und fiir das Signal von 13 his 25 
festlegen. Es wurden daher in Abbildung (4.26) die Operatorparameter Po =7 und N=2 
gewahlt, urn eine Rektilinearitat im N oisebereich his etwa 0,3 und im Signalbereich iiber 0,9 
zu erhalten (s. Abb (4.28)). Grundsatzlich muB also der Cut-off-Wert Po zwischen Noi£e-
und Signal-P-Level liegen, was natiirlich durch das Verh!iltnis Po!P der Gleichung (4.2) 
bestimmt wird. 
Es wird bier gezeigt, daB sich dieses Verhliltnis auch bei der Rektilinearitats-Bestirnmung 
nach Montalbetti und Kanasewich (1970) einflihren laBt. Die urspriingliche Gleichung (4-.1) 
behandelt bereits die Rektilinearitat in Abhlingigkeit von P. Vernachllissigt man den 
Exponentenj, so wird aus Gleichung (4.1) RL = 1- (lIP)'. Nun kann auch bier ein Cut-off-
Wen Po eingefiihrt werden und man erh!ilt flir die Rektilinearitat: 
RL= 1-(P0 I P)' (4.3) 
Der Funktionsverlauf fiir Cut-off-Werte zwischen 1 und 91 mit einem Inkrement von 10 
und fiir einen Exponenten q von 0,5 und 5 veranschaulicht Abbildung ( 4.29). Es werden hi er 
nur positive RL-Werte gezeigt, denn flir Po > P werden die Funktionswerte negativ. Die 
Kurven fiir Po=1 zeigen den Verlauf gemliB der herkommlichen Gleichung (4.1). Dabei wird 
offensichtlich, daB die Wahl des Parameters q davon ahhlingt, wie hoch der Polarisationsgrad 
P ist. Bei sehr hohen P-Werten ist q < 1 sinnvoll, urn nur den hohen P-Werten auch hohe 
Rektilinearitliten zu geben. Fallen die P-Werte eher gering aus, d. h. ist der Kontrast zwischen 
Noise- und Signal-P-Werten klein, so sollte ein q > 1 gewahlt werden. Mit der Einflihrung 
eines Cut-off-Wertes Po auch flir diesen Rektilinearitats-Operator (Gl. (4.3)) zeigt sich, daB 
dieser Cut-off-Parameter ein "echtes" Ahschneiden bewirkt; d.h. unterhalb eines Po wird die 
Rektilinearitlit gleich Null. Das hat zur Folge, daB seismische Wellen mit bestimmten 
Bereichen von Polarisationsgraden vollstlindig eliminiert werden wiirden. Dieses Verhalten 
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mag sicherlich in konsistenten seismischen Sektionen, wie beispielsweise bei synthetischen 
Daten, eine sinnvolle Anwendung finden. In realen Daten mit sehr unterschiedlichen und oft 
wechselnden Amplituden- und Noiseverhl!lmissen ist das Verhalten der Butterworth-Funktion 
mit Iangsamer Abschwachung gegen Null unterhalb des Cut-off-Wertes eine bessere 
Alternative, urn keine groben Zerstiickelungen der Sektion zu erhalten. 
~.5 q.s.o 
1.0 
P.-1 
0.8 
.... 
a: 0.6 
I 
;j 0.4 
~ 
0.2 
O.O'-f--L-:<'-J.--(-~<---,r'-.....tt:.-:r"'"-~ 
05 ro ~ ro M 100 ro ~ ro M 100 
Polarisationsgrad P Polarisaticnagrad P 
Abbildung 429: Funktionsverlauf der RektilinearitliRL in Abhangigkeit des Polarisa-
tionsgradesP fiir Cut-off-WerteP0 von 1 bis 91 mit Inkrement 10. Die Operatorfunktion 
zur Brechnung vonRL ist die nach Montalbetti & Kanasewich (1970), jedoch in modi-
fizierter Version mitq=0.5 (links) und q=5.0 (rechts). 
Wie gezeigt, bietet das Filterdesign nach der Butterworth-Funktion eine sehr flexible und 
vorteilhafte Art, die Rektilinearitaten seismischer Signale gegenilber denen von Noise 
entsprechend zu normieren. Es wurde auch bereits angedeutet, daB diese MBglichkeit 
besonders sinnvoll ist, wenn man seismische Signale iiber groBe Entfemungen beobachtet. 
Aufgrund unterschiedlicher Noiseverhliltnisse und entfemungsabhlingiger Abschwlichung der 
Signale trifft man sehr variable Polarisationsgrade an, die keine direkte 
Entfemungsabhlingigkeit zeigen. Es wurde auch verdeutlich t, wie die W ahl der Operator-
Zeitllinge den Orad der Polarisation beeinflussen kann (vergl. Abb. (4.7)). Gerade !iber groBe 
Beobachtungsentfemungen kBnnen sich Signalperioden l!ndem und zur effektiven 
Beriicksichtigung milBten diese fllr jeden SchuB bekannt sein (s. Abb. (4.31)). Dies setzt 
wieder eine Ersteinsatz-Detektion voraus, die die entsprechenden Signalperioden ermittelL 
Dieser Aufwand wird jedoch dem Resultat nicht sehr gerecht und so erscheint es sinnvoller, 
eine konstante mittlere Operator-Zeitll!nge zu wl!hlen. Die Abbildungen (4.30) und (4.31) 
demonstrieren beim Vergleich der pimax-Werte (maximaler P-Wert im Ersteinsatz-lntervall), 
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daB sich mit der Entfemung die Polarisationsgrade :lndem. Dies scheint maBgeblich durch das 
seismische Signal/Noise-VerhiDtnis beeinflu6t zu sein, denn selbst in gro6en Entfemungen 
von Uber 100 km liegen Polarisationsgrade vor, die mit denen entfemungsnaher Schiisse 
vergleichbar sind 
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Abbildung 430: Verlauf des PolarisationsgradesP in der Umgebung des 
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Abbildung 4.31: Verlauf des PolarisationsgradesP in der Umgebung des 
P-Wellen-Ersteinsatzes von Einzelschilssen in unterschiedlichen Entfemungen. 
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Anstelle einer adaptiven Operator-ZeitUinge wird bier eine Butterworth..()peratorfunktion 
eingeflihn, die sich den variablen Polarisationsgraden anpa6t. Das bedeutet, da6 ein 
Filteroperator geforden ist, der entsprechend der jeweiligen Situation adaptiv agiert. Oben 
wurde bereits erwlihnt und in Abbildung (4.28) auch veranschaulicht, wie sich die 
Operatorparameter des Cut-off-Wertes Pound der Ordnung N datenadaptiv auswlihlen lassen. 
Eine ideale Bestimmung dieser Parameter ist danach von der Kenntnis des P-Levels des 
Noise- und Signalbereiches abh:lngig. Dies setzt natiirlich wieder flir den Signalbereich 
voraus, die entsprechenden Signalperioden zu kennen, was unberUcksichtigt bleiben muS. 
Einfacher tst es mit dem Noisebereich. Hier wird ein reprllsentatives Noise-Zeitfenster 
ausgewahlt, daB sowohl konstant, als auch offsetvariant sein kann. Wurde bei der Noise-
Korrektur in Modul IV bereits ein Noise-Zeitfenster angegeben, so wird dieses bier 
tibemommen. Nachdem die P-Werte des Uber das Noise-Zeitfenster gleitenden 
Operatorfensters berechnet worden sind und ein gemittelter P-Wen bestimmt wurde, kann 
jetzt ein Po danach gewahlt werden, wie hoch die Rektilinearitllt im Noisebereich vorliegen 
soll. Da auf die genaue Kenntnis des P-Levels des Signalbereiches verzichtet werden muS, 
werden nur einige SchUsse als Stichproben herangezogen, um danach die Ordnung N als 
Konstante flir alle Schiisse festzulegen. 
Anhand der Datenbeispiele in Abbildung (4.30) soll die Datenadaption der Butterwonh-
Funktion demonstriert werden. Um ein endgUltiges Resultat zu prlisentieren, wird die 
Prozessing-Sequenz (Modul 1-VI) eingehalten. Dazu werden die ermittelten Rektilinearitllten 
nach vorheriger LMO- und Noise-Korrektur (Methode 2) eines 20-0peratorfensters von fUnf 
3-K-Datens!itzen mal150 ms in Abbildung (4.32) gezeigt. Der SchuB bei Entfemung 31.5 km 
wurde weggelassen, da er der offsetnachste ist und somit nicht im zweidimensionalen Fall als 
ZentralschuB dienen kann. Als Noise-Zeitfenster wurde ein offsetvariantes mit zwei x,t-
Stiitzstellen benutzt Diese lagen bei (30 km, 0.0-1.3 s) und (123 km, 1.0-5.0 s). Abbildung 
(4.32) greift wieder nur die Umgebung der P-Wellen-Eins!itze heraus zum besseren Vergleich 
mit Abbildung (4.30). Da bier mit Anwendung aller Korrekturen und dem 
zweidimensionalem Operator verfahren wurde, bilden die gemittelten P-Werte im Noise-
Zeitfenster keine groBen Differenzen wegen der erfolgreichen Reduzierung im Noisebereich. 
Entsprechend verhtilt sich der adaptive Cut-off-Wen Po. der bier so bestimmt worden ist, daB 
die Rektilinearitllt des mittleren P-Levels im Noisebereich 0.1 betragen soli (s. Tabelle (4.1)). 
Dieses Verhalten resultiert im groBen MaBe aus der zusatzlichen Mittelung der 
Polarisationsgrade im zweidimensionalen Operatorfenster. Je grOBer also das Operatorfenster 
in Entfemungsrichtung wird, desto kleiner werden die Unterschiede der Polarisationsgrade 
zwischen den SchUssen. Trotzalledem ist eine Datenadaption auch bei gro8en 
Operatorfenstem gerade im Weitwinkelbereich sinnvoll. Denn auch eine stetige, wenn auch 
kleine Anderung Uber Beobachtungsentfemungen, die heutzutage nicht selten 300 bis 400 km 
erreichen konnen, ergibt Bereiche, die untereinander groBere Differenzen aufweisen konnen. 
Nicht zuletzt braucht von vomeherein vom Anwender kein Cut-off-Wen gewlihlt zu werden. 
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Abbildung 4.32: Verlauf der RektilinearitaRL in der Umgebung des P-Wellen-Ersteinsatzes 
in unterschiedlichen Entfemungen. OperatorHinge jeweils fiinf 3-K-S:ltze mal 150ms. Schraf 
fiertes Feld zeigt die Ersteinsatz-Periode und den entsprcchendeliLiiiUIXwert in diesem In-
tervall. Die pun.ktierte Unie vor dem Ersteinsatz reprllsentiert die Llnge des Noise-Zeitfenste 
Zentralschu.P des mittlerer P-Wert P av Cut-off-Wert Po 
5-Schu.P-Fensters bei km Noise-Zeitfenster (s) aus Noise-Zeitfenster fUr RL(P av)=O.l 
121.6 0.98-4.94 1.0 3.1 
103.0 0.79 -4.21 1.0 3.2 
84.7 0.59-3.48 0.9 2.8 
78.0 0.52-3.21 0.9 2.8 
68.7 0.42-2.84 0.9 2.8 
49.3 0.21-2.07 0.8 2.6 
Tabelle (4.1): Wertetabelle fUr die ennittelten Parameter der ZentralschUsse aus Abb. (4.32). 
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Bei der Betrachtung der RLimax· Werte flillt auf, da.8 sie im Signalbereich fast Uberall 
erwartungsgem1ill hoch sind. In zwei Flillen ist die Rektilinearitlt im Signalbereich eher zu 
gering. DaB auch solche kleinen Rektilinearitliten weiterhin auftauchen kt>nnen, ist abhJingig 
vom jeweiligen seismischen Signal/Noise-V erhlilUlis. Liegt es auf alien drei Aufnehmer-
Komponenten in der Nahe von Eins oder sogar darunter, so UWt sich auch kein merkbarer 
Kontrast der Polarisationsgade feststellen. 
4.3.6.2 Der EbenheitskoefjWent 
Der Formparameter des Ebenheitskoeffizienten beschreibt im Unterschied zur 
Rektilinearitlit den Grad ebener Polarisation. Dieser schlie8t den Grad linearer Polarisation 
mit ein, denn jede lineare Polarisation ist in der Re gel auch eben. 
Bei der rektilinearen Wellenanalyse wird angenommen, daB die Teilchenbewegung im 
Idealfall entlang einer geraden Linie verUiuft, wie in Abbildung (4.33) durch ein synthetisches 
rauschfreies 3-K-Datenbeispiel simuliert wird. 
Die planare Wellenanalyse beriicksichtigt z.B.Tunnelwellen oder zirkular polarisierte 
Scherwellen, deren Teilchenbewegungen eben oder planar sein k:Bnnen. Solche planaren 
Ereignisse werden in anisotropen Medien erwartet, wo die Polarisierung einer einfallenden 
Scherwelle aufgeteilt wird in mindestens zwei Komponenten mit verschiedenen 
Geschwindigkeiten. Die Hodogramme der Abbildung (4.34) illustrieren jetzt eine planare 
Teilchenbewegung aufgrund der unterschiedlichen Ankunftszeiten bzw. Geschwindigkeiten 
der simulierten Scherwellen-Komponenten. Die rektilineare Wellenanalyse bricht hier 
erwartungsgem:ul bei Ankunft der zweiten Scherwellen-Komponente zusammen (s. Abb. 
(4.35, oben). 
Mit der Verwendung des Ebenheitskoeffizienten kann jedoch diese Situation 
berticksichtigt werden. Er wurde bislang von Oiet & Dubesset (1987b) ausschlieBlich als eine 
Funktion der drei Eigenwerte definiert. Formt man die in Kapitel (3.2) angegebenen 
Gleichungen nach Cliet & Dubesset (1987b) fiir den Ebenheitskoeffizienten FL (FLatness) 
und flir die Rektilinearitlit RL etwas anders um. so erhiDt man: 
Aus diesem besser Uberschaubaren Zusammenhang zwischen FL und RL wird hier fUr den 
Ebenheitskoeffizienten eine "Gain-Funktion" eingefiihrt. Als Funktionsvariable dient eine 
einfache Form des Ebenheitsgrades E (der Grad der ebenen Polarisation soli zur 
Vereinfachung als Ebenheitsgrad verstanden werden), der folgendermaBen beschrieben wird: 
E = A.J A., . 
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Man sieht deutlich den Zusammenhang zwischen FL und RL nach Cliet & Dubesset 
(1987b) und zwischen E und P, mit P = A1/(A2 + A3) zur Erinnerung. 
Demzufolge li.Bt sich als Gain-Funktion wieder der Butterworth-Filter der Ordnung N 
verwenden (vergl. Gl. (4.2)): 
0.0 0.5 1.G 1.5 2.0 
I I DO RL 
I I FL 
0.0 0.5 1.0 1.5 2.0 
L.aufzeit (s) 
Abbildung 4 35: 
Die Rektilinearitiit (oben) des syn-
thetischen Datenbeispiels der Abb. 
(4.33) u. (4.34) bricht mit Anlrunft 
der zweiten S-Welle zusammen, 
wahrend der Ebenheitskoeffizient 
(unten) stabil bleibt. 
Wie dem Flu6diagramm in 
Abbildung ( 4.5) zu entnehmen ist, 
folgt die Berechnung des 
Ebenheitskoeffizienten mittels 
Butterworth-Funktion dem gleichen 
Prozessingschema, wie es fUr die 
Rektilinearit!t ausflihrlich beschrieben 
worden ist. Es wird somit auf eine 
ausfUhrliche Analyse verzichtet und 
statt dessen ein Resultat in Abbildung 
(4.36) gezeigt. Es wurden dieselben 
Oaten und Noise-Zeitfenster wie in 
Abbildung (4.32) verwendet. Die 
adaptive Bestimmung der Eo-Werte 
hat sinnvollerweise andere Zahlen 
hervorgebracht Grunds~tzlich sind die Abbildungen (4.32) und (4.36) sehr lihnlich, denn wie 
bereits erw~nt, beinhaltet der Ebenheitskoeffizient auch die Rektilinearit!t Der Noise kann 
bis auf wenige Perioden ebenso gut reduziert werden wie im Fallc der Rektilinearitltt. 
Aufflillig ist, da6 bei einigen SchUssen die dem Ersteinsatz folgenden Signalperioden h6here 
Ebenheitskoeffizienten aufweisen. Hier sind offensichtlich vorrangig planare 
Teilchenbewegungen im Spiel, die vermutlich durch in Oberfllchenn!ihe konvertierte 
Scherwellen hervorgerufen werden k6nnen. 
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Abbildung 4.36: Verlauf des Ebenheitskoeffiziented"L in der Umgebung des P-Wellen-
Ersteinsatzes in unterschiedlichen Entfernungen. Operatorltinge jeweils fUnf 3-K-Sitzc mal 
150ms. Schraffiertes Feld zeigt die Ersteinsatzperiode und den entsprechenden 
FLimax-Wert in diesem Intervall. Die punktierte Linie vor dem Ersteinsatz reprlisentiert die 
Unge des Noise-Zeitfensters. 
ZentralschujJ des mittlerer E-Wert Eav Cut-off-Wert Eo 
5-SchujJ-Fensters bei km Noise-Zeitfenster (s) aus Noise-Zeitfenster filr FL(Eav)=O.l 
121.6 0.98-4.94 2.7 8.S 
103.0 0.79-4.21 2.8 8.8 
84.7 O.S9- 3.48 2.S 8.0 
78.0 O.S2- 3.21 2.6 8.2 
68.7 0.42-2.84 2.2 6.9 
49.3 0.21-2.07 2.0 6.S 
Tabelle (4.2): Wertetabelle fiir die ermittelten Parameter der ZentralschUsse aus Abb. (4.361 
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4.3.6.3 Der Richtungskoef]izient 
Der Richtungskoeffizient kann als weiterer Parameter zur Gewichtungsfunktion der Oaten 
beitragen. Er wird nach Montalbetti und Kanasewich (1970) aus den Komponenten des 
dominanten Eigenvektors V 1 = [ v: 'vr' v:] gewonnen und kann zusfitzlich mittels eines 
Exponenten k gewichtet werden. FUr die einzelnen Komponenten ist er folgendenna.Ben 
defmiert: 
X: D. =(v;t 
Y: v, = (vr)" 
Z: D, = (v;t 
4.3.7 Gliittung der Polarisationsparameter (VD) 
Bevor die seismischen Oaten mit den Polarisationsparametern gewichtet werden konnen, 
ist die Moglichkeit gegeben, die GroBen dieser Attribute zu gUitten. Diese GUittung der 
ermittelten Parameter des zweidimensionalen Operatorfensters erfolgt in Richtung der Zeit. 
Nach vollendeter Berechnung der Polarisationparameter wird der Mittelwert Uber das halbe 
Operator-Zeitfenster gebildet. Diese Methode folgt der von Montalbetti und Kanasewich 
(1970). 
Die Gllittung Uber die Zeit bietet fur das eindimensionale Operatorfenster den Vorteil, 
Anomalien, wie z.B. Spitzenwerte im Noisebereich, zu unterdrUcken. Im Fall des 
zweidimensionalen Operatorfensters wurde bereits eine Gllittung erzielt Uber die Erweiterung 
des Operatorfensters in Richtung der Entfernung. In der Regel ist eine zuslitzliche GUittung in 
Richtung der Zeit nicht erforderlich. Dies hlingt jedoch sicherlich immer im Einzelfall von der 
Qualitat der seismischen Oaten ab und sollte daher individuell entschieden werden. 
Im Fall der vorliegenden refraktionsseismischen Datens!tze, die im folgenden noch 
gezeigt werden, wurde bei V erwendung eines zweidimensionalen Operatorfensters auf eine 
GHittung der Polarisationsparameter verzichtet 
4.3.8 Output (VDI) und Diskussion 
Das Resultat des zweidimensionalen Polarisationsfilters ist im wesentlichen vom Design 
des Operatorfensters abhlingig. Abschnitt ( 4.3.1) zeigte, wie eine geeignete Wahl des 
Operator-Zeitfensters zu treffen ist. Ungek11lrt ist die Wahl der richtigen EntfernungsUinge. 
Dieser Parameter Ubt neben der Hauptintention der Polarisationsverbesserung in zweierlei 
Hinsicht weiteren Einflu6 auf das Ausgaberesultat aus. 
Die erste Wirkungsweise findet ihre Anwendung im Suchalgorithmus der LMO-Korrektur 
(s. Abschnitt 4.3.2)). Mit dem Koharenzk:riterium der Semblance soli eine geeignete LMO-
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Geschwindigkeit flir jedes Operatorfenster ermittelt werden. Die Stllrke der Kohltrenz ist von 
der Anzahl der SchUsse im Operatorfenster abhlngig. Wenige SchUsse Jct)nnen eine ht)here 
Koh:trenz besitzen gegenUber einer gr(S8eren Anzahl von SchUssen. In den Abbildungen 
(4.38) und (4.39) werden die Spuren der maximalen Semblance und der entsprechenden 
LMO-Geschwindigkeiten, die Uber ein 5-SchuB (400 m)- und ein 11-SchuB (1000 m)-
Operatorfenster ennittelt worden sind, gegenUbergestellt Als seismische 3-K-Eingabe flir 
diese und fUr noch folgende Abbildungen diente der schon in Abb. (3.8) gezeigte 
Entfernungsausschnitt, den Abbildung (4.37) noch einmal Uber 5 Sekunden LaufzeitUlnge 
prllsentiert 
Untersuchungsgrundlage zur Bestimmung der maximalen Semblance und LMO-
Geschwindigkeit bildeten die Spuren der Vertik:alkomponente, Uber die die Parameter in 
einem 150 ms langen Operatorfenster gemittelt wurden. Die Abbildungen (4.38) und (4.39) 
verdeutlichen, daB der Algorithmus korrekt arbeitet Rausch- und Signalbereich lassen sich 
klar voneinander trennen. Wie schon angedeutet wurde, zeichnet sich beim 5-Schu.S-Fenster 
die maximale Semblance streckenweise durch annlhemd 100%ige Kohlrcnz aus (schwarze 
Bereiche in Abb. (4.38)). Die Berechnung der max. Semblance Uber 11 SchUssc zeigt keine 
vergleichbar hohen Werte. Sie besitzt jedoch den Vorteil eines sch:trferen Kontrastes 
zwischen Rausch- und Signalbereich (s. Abb. (4.39)). Dieser Vorteil zeichnet sich auch bei 
den LMO-Geschwindigkeiten ab, die konsequenterweise Uber einen llngeren 
Entfemungsbereich besser bestimmbar sind und in der Prllsentation gegllttet auftreten. Die 
jeweils unteren Sektionen der Abbildungen (4.38) und (4.39) zeigen nur die LMO-
Geschwindigkeiten, die bei einer maximalen Semblance Uber 0.5 (Uber SO%ige Kohlrenz) 
ermittelt wurden. Diese Prlisentation Ui.Bt in angenehmer Weise eine Konzentration der LMO-
Geschwindigkeiten auf den Nutzsignalbereich zu. 
Sowohl das 5-Schu.B-, als auch das 11-Schu.B-Operatorfenster ermitteln lhnliche LMO-
Geschwindigkeiten. Im Bereich des P-Wellen-Ersteinsatzes liegen diese zwischen 5.8 und 9 
km/s, wKhrend bei den nachfolgenden Reverberationen Werte zwischen 9 und 9.8 km/s 
vorherrschen. Hierbei handelt es sich immer entsprechend der gewlhlten Fensterllnge um 
lokale Geschwindigkeiten. Sic passen sich lokalen Undulation der Einsltze an, die im Bereich 
des Ersteinsatzes wesentlich prlgnanter sind als bei den nachfolgenden Multiplen, wo sich 
scheinbar diese Undulationen durch ein mehrmaliges Hin- und Herlaufen der Signale 
vermischen. 
Der zweite Effekt, der durch das Operator-Design bestimmt wird, ist die bereits erwlhnte 
GUittung der Polarisationsparamter. Je groBer die Operator-Entfemungsllnge ist, desto glatter 
werden die Polarisationsparameter-Werte. Mit der Butterworth-Funktion 2.0rdnung und einer 
zeitvarianten Noise-Korrektur wurden in Abbildung (4.40) die Rektilinearitlten einerseits fllr 
ein eindimensionales Operatorfenster von 1 SO ms Unge und andererseits fllr die schon vorher 
gewlhlten zweidimensionalen Operatorfenster berechnet Unter Anwendung eines adaptiven 
Cut-off-Wertes fUr die Butterworth-Funktion wird ein scharfer Kontrast zwischen Signal- und 
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Noisebereich erzielt Im eindimensionalen Fall gelingt es nicht fiir jede 3-K-Aufzeichnung, 
Rektilinearitliten zwischen 0.9 und 1.0 im Signalbereich herzustellen. Mit anwachsendem 
Operator-Entfemungsfenster verschmieren die Rektilinearitlten; d.h. niedrige RL-Werte im 
Signalbereich werden mit einem zweidimensionalen Operatorfenster erh6ht Im Noisebereich 
hingegen verschwinden zunehmend hohe Rektilinearitlten. 
Diese Wirkungsweise wird auch beim Richtungskoeffizienten erzielt und in den 
Abbildungen (4.41) bis (4.43) veranschaulicht. Es wurden die Originalspuren der Abb. (4.37) 
mit dem Richtungskoeffizienten D(k=0.5) des jeweiligen Operatorfensters gewichtet. Die 
Funktionalitat des Richtungsfilters wird bei jedem Operatorfenster sichtbar. Die P-
Wellenanteile werden auf den Horizontalk:omponenten fast eliminiert. Mit wachsendem 
Operator-Entfemungsfenster werden jedoch auf den seismischen Komponenten die Signale 
koharenter, wahrend Rauschsignale weiter reduziert werden k6nnen. 
Mit Hinzunahme der Rektilinear.iUit zur Gewichll'ngsfunktion wird eine vollstllndige 
Polarisationsfilterung erreicht Das Verhalten der Rektilinearitat, das in Abb.(4.40) fUr die 
jeweiligen Operator-Entfemungsfenster beschrieben worden ist, bildet sich im Ergebnis der 
polarisationsgefilterten seismischen Komponenten ab. Unter Anwendung des 11-SchuB-
Operatorfensters wird das beste Resultat erzielt (s.Abb. (4.44- 4.46)). 
Beginnend mit Abbildung (4.37) wurden bislang die 3-K-Sektionen nur fUr die Pg-Phase, 
der am Basement refraktierten P-Welle, mit einer Reduktionsgeschwindigkeit von 8 km/s 
gezeigt. Abbildung (4.47) zeigt jetzt mit 4.62 km/s reduzierter Laufzeit und mit um t/..f3 
reduzierter Zeitskala fllr denselben Entfemungsausschnitt die Sg-Phase in Originalaufnahme. 
GenereU liegt Uber die gesamte Sektion eine nicht so hohe Koharenz wie beim P-Wellen-
Ausschnitt vor. Erwartungsgem!B treten auf den Horizontalk:omponenten die S-Wellen-
Signale stlrker hervor als auf der V ertikalkomponente. Zusatzlich werden auf alien drei 
Komponenten hinunterlaufende Einsatze beobachtet, die die Sg-Phase kreuzen. Hierbei 
handelt es sich um konvertierte Reflektionsphasen aus tieferen Schichten. 
Abbildung (4.48) zeigt diesen Datensatz nach Anwendung eines 11-SchuB 
Polarisationsfilters mit k=0.5 fUr den Richtungskoeffizienten und adaptiv ermittelter 
Rektilinearitlt der Butterworth-Funktion 2.0rdnung. Insgesamt zeigt sich eine sehr starke 
Reduzierung aller Signale. Auf der Vertikal.komponente sind die Wellenanteile der Sg-Phase 
eliminiert. Hier lassen sich nur noch streckenweise hinunterlaufende Phasen erkennen, die 
anscheinend P-Wellen-Charakter aufweisen. Auf den Horizontalk:omponenten wurden 
teilweise auch die S g-Phasen stark reduziert Dies ist maBgeblich darauf zurUckzufdhren, da.8 
die Sg-Phasen auf beiden Horizontalk:omponenten nicht in Phase sind, so da6 die 
Rektilinearitlit bier zusammenbricht und eine schwlichere Gewichtung projiziert Auf Grund 
dessen wurde in Abbildung (4.49) statt der Rektilinearitltt der Ebenheitskoeffizient als 
zuslttzlicher Gewichtungsfaktor zum Richtungskoeffizienten gewahlt. Diese Wahl erweist 
sich fUr die S-Phasen wesentlich effektiver, wenn auch in einigen Bereichen der Rauschpegel 
angehoben wi.rd. 
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Das 11-SchuS-Operatorfenster von 1 50 ms Llnge, das si eh in den gezeigten 
Sektionsausschnitten als geeignet herausstellte, wurde jetzt auf die komplette Registrierung 
des Proflls A (s.Abb. (4.1)) angewendet 
Die Abbildungen (4.50) und (4.51) zeigen zun!chst die Originalaufnahmen mit einer 
Reduktionsgeschwindigkeit von 8 km/s und 4.62 km/s. Letztere wurde wieder mit einem 
Zeitskalierungsfaktor von 1/ ..f3 gegenUber der mit 8 km/s reduzierten Darstellung versehen, 
urn die Laufzeitliste der P- und S-Wellen c:iirekt vergleichen zu Jcijnnen. 
Nach einer Polarisationsfilterung mit einem 11-SchuS-Operatorfenster von 150 ms Llnge 
zeigen die Abbildungen (4.52) und (4.53) eine sehr starke RauschunterdrUckung. Die 
Anwendung der neu eingefUhrten adaptiven Filterfunktion fUr die Rektilinearitlt (angewendet 
in Abb. (4.52)) und fUr den Ebenheitskoeffizienten (angewendet in Abb. (4.53)) zeigt unter 
Zuhilfenahme einer Zeitfenster-gesteuerten Noisekorrektur sehr gute Resultate Uber die 
gesamte Sektion. Durch das V erschmieren der Polarisationsparameter bei Verwendung des 
zweidimensionalen Operatorfensters treten auch bei niedrigen SignaUNoise-V erhKltnissen 
und resultierenden ungUnstigen Polarisationsparametern wenige DatenlUcken auf und eine 
gute Korrelierbarkeit der seismischen Signale bleibt erhalten und kann teilweise erhijht 
werden. Deutlich feststellbar ist die gute Trennung des Wellenfeldes auf den einzelnen 
Komponenten. Abbildung (4.52) zeigt auf der Vertikalkomponente nur noch P-Wellenanteile. 
Die auf dieser Komponente in Abb. (4.50) noch erkennbare Sg-Phase wurde fast eliminiert. 
Entsprechendes gilt fUr die Horizontalkomponenten, wo die Pg-Phase auf der 
Transversalkomponente eliminiert wird, wWlrend auf der Radialkomponente in einigen 
Bereichen noch Nachschwingungen erhalten bleiben. 
Gute Resultate zeigen sich auch in der Abbildung (4.53) mit Anwendung des adaptiven 
Ebenheitskoeffizienten. In dieser auf die S-Wellen konzentrierenden Darstellung wird 
ebenfalls eine Trennung der Wellenanteile erzielt und eine Identifizierung des vektoriellen 
Wellenfeldcharakters erreicht 
Es wurde demonstriert, daB das bier vorgestellte Verfahren mit Anwendung der 
Semblance-gesteuerten LMO-Korrektur neigungsunempfindlich ist und gro8e 
Beobachtungsentfernungen mit unterschiedlichen Geschwindigkeiten verarbeiten kann. 
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Abbildung 437: Refraktionsseismisches 3-K-Datenbeispiel in Originalaufnahme mit 
wahren Amplituden. 
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Abbildung 438: Darstellung der maximalen Semblance und LMO-Geschwindigkeit in 
einem 5-SchuB-Fenster der Vertikalkomponente aus Abb. (4.37) gemittelt Uber 150 ms. 
98 4 Der zweidimensionale dalenadaptivc Polariatioufil&et 
5 
4 
-~ 
~3 
I 
:t= 
a> 
N 
2 
1 
5 
4 
~3 
I 
i 
N 
2 
1 
5 
4 
I 
i 
N2 
1 
Fenster: 11 SchOsse x 150 ms 
48 44 
Fenster: 11 SchOsse x 150 ms 
48 44 
Fenster: 11 SchOsse x 150 ms 
48 44 
maxlmale Semblance 
40 36 32 
LMO-Geschwlndlgkelt 
40 36 32 
max. Semblance gewtchtete 
LMQ-Geschwlndlgkelt 
40 
Entfemung (km) 
36 32 
5 
4 
3 
2 
1 
1 
Abbildung 4.39: Darstellung der maximalen Semblance und LMO-Geschwindigkeit in 
einem 11-SchuB-Fenster der Vertikalkomponente aus Abb. (4.37) gemittelt Uber 150 ms. 
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Abbildung 4.41 : Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dem 
Richtungskoeffizient D (k=0.5).Verwendetes Operatorfenster. eindimensionall50 ms. 
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Abbildung 4.42: Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dem 
Richtungskoeffizient D (k=O.S).Verwendetes Operatorfenster: fdnf 3-K-Slltze x 150 ms. 
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Abbi/dung 4.43: Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dear 
Richtungskoeffizient D (k=0.5).Verwendetes Operatorfenster: elf 3-K-S:ttze x 150 ms. 
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Abbildung 4.44: Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dem 
Richtungskoeffizient D (k=0.5) und der Rektilinearitlit RL aus Abb. (4.40, oben). 
Verwendetes Operatorfenster: eind.imensional150 ms. 
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Abbildung 4.45: Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dem 
Rlchtungskoeffizient D (1:0.5) und der Rektilinearitllt RL aus Abb. (4.40, mitte). 
Verwendetes Operatorfenster: ft.lnf 3-K-Satze x 150 ms. 
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Abbildung 4.46: Refraktionsseismisches Datenbeispiel aus Abb. (4.37), gewichtet mit dem 
RichtungskoeffizientD (k=O.S) und der Rektilinearitiit RL aus Abb. (4.40, unten). 
Verwendetes Operatorfenster. elf 3-K-Satze x 150 ms. 
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km/s und Zeitskalareduzierung um lr/3 gegeniiber Abb. (4.37). 
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Abbildung 4.48: Refraktionsseismisches Datenbeispiel aus Abb. (4.47), gewichtet 
mit dem Richtungskoeffizient D (.b=O.S) und der Rektilinearitlit RL . 
Verwendetes Operatorfenster: elf 3-K-Satze x 150 ms. 
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Abbildung 4.49: Refraktionsseismisches Datenbeispiel aus Abb. (4.47), gewichtet 
mit dem Richtungskoeffizient D (k=0.5) und dem Ebenheitskoeffizient FL . 
Verwendetes Operatorfenster: elf 3-K-Satze x 150 ms. 
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Abbildung 4.50: Refraktionsseismische 3-K-Sektion des Proflls A (s.Abb. (4.1)) in 
Originalaufnahme mit wahren Amplituden. 
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Abbildung 4.51: Refraktionsseismische 3-K-Sektion des Proms A (s.Abb. (4.1)) in 
Originalaufnahme mit wahren Amplituden, reduziert mit 4.62 km/s. 
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Abbildung 453: Refraktionsseismische 3-K-Sektion aus.Abb. (4.51), gewichtet mit 
Richrungskoeffizient D (k= 1) und Ebenheitskoeffizient FL. 
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Mit den im Projekt BABEL gewonnenen 3-Komponenten-Weitwinkelaufzeichnungen 
stehen erstmals 3-K-Oaten aus groBen Beobachtungsentfemungen zur Verftigung, die einen 
beispielhaften Modellcharakter aufweisen bei der Aufnahme von P- und S-Wellen. Wie in 
Kapitel 2 herausgestellt wurde, bestlltigen diese Oaten die Effektivitllt von gewtshnlichen P-
Quellen, Scherwellen-Akquisition besonders im Weitwinkelbereich zu betreiben. Unter 
Ausnutzung der Wellenkonversion, die auch im marinen Bereich, wie im BABEL-
Experiment, Scherwellen-Akquisition zuUi.Bt, ist nur der Einsatz eines 3-Komponenten-
Aufnehmersystems erforderlich. Ein weiterer V orteil in der Behandlung des seismischen 
Vektorwellenfeldes im Weitwinkelbereich konnte mit dem entwickelten Verfahren der 
Gesteuerten Orientierung herausgestellt werden. Wenn auch mit dieser Methode gezeigt 
wurde, daB eine Orientierung der Aufnehmerkomponenten von refraktionseismischen Oaten 
!iuBerst schwierig ist, so konnte doch bereichsweise nachgewiesen werden, da8 durch den 
sehr steilen Einfall der P-Wellen an der Erdoberfl!iche der Effekt der freien Oberflkhe 
vemachl!issigt werden kann, Oas bedeutet, daB eine Korrektur des Einfallswinkels bei der 
Registrierung an der Erdoberfl~he nicht angebracht werden muS. 
Mit der Frage nach Methoden der Verarbeitung von 3-Komponenten-Oaten im 
Weitwinkelbereich begann der Schwerpunkt dieser Arbeit. Es wurden aus der Uteratur eine 
Vielzahl von Techniken vorgestellt, die das Ziel der Wellenfeldseparation verfolgen. Eine 
daraufhin vorgenommene Klassifizierung dieser Methoden stellte heraus, daB sich die 
Verarbeitung von seismischen Mehrkomponenten einer neuen Richtung zuwendet, die nicht 
analog zur Verarbeitung von P-Wellen ist, besonders wenn der Polarisationszustand als 
Filterkriterium eingeftihrt wird. Deutlich wurde auch, daB es bei dem Ziel der TreMung von 
Nutz- zu SWrsignal keine zu favorisierende Technik gibt und immer individuell bezUglich der 
Oaten entschieden werden muS, welche Technik geeignet erscheint. Grundsltzlich lassen sich 
alle diese Separationstechniken auf den vorliegenden 3-K-Oatensatz anwenden, sofem eine 
Gleichabstllndigkeit der Spuren vorliegt. Mit der Erftillung dieser Bedingung wird der Einsatz 
von Mehrspurfliter-Verfahren moglich. Um den Polarisationszustand als Filterkriterium zu 
wahren, wurde gezeigt, daB die prozessive Realisierung von gleichabstllndigen Spuren mittels 
Binning den Amplitudencharakter erhlllt. 
Oamit war die Voraussetzung geschaffen, um ein Mehrspurftlter-Verfahren zu entwickeln, 
das aufgrund seiner Zweidimensionalit!it in der Lage ist, 3-K-Oaten aus gro8en 
Beobachtungsentfemungen mit unterschiedlichen Signal/Noise-V erhllltnissen bezUglich ihres 
Polarisationszustandes zu verarbeiten. Basierend auf den Einspur-Algorithmus nach 
Montalbetti und Kanasewich (1970) wurde ein zweidimensionaler Operator eingefiihrt, der 
im Vergleich mit dem eindimensionalen am Beispiel realer Oaten klare Oberlegenheit 
demonstriert. Oiese Uberlegenheit zeichnet sich nicht nur durch die VorzUge des 
Mehrspuralgorithmus aus, sondem wird auch durch eine Oatenadaption der Filterfunktion 
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erzielt. Diese wird individuell so angewendet, daB der Fonnparameter der Rektilinearitl!t oder 
des Ebenheitskoeffizienten im Signalbereich sehr hoch und im Noisebereich sehr niedrig 
normiert wird. Zuslitzlich gelingt es, mit einer Noise-Korrektunnethode durch eine neu 
vorgeschlagene gesteuerte Noise-Zeitfenster-Bestimmung Rauschsignale weiter zu 
unterdriicken. 
Mit der neu konzipierten Semblance-gesteuerten LMO-Korrektur ist der zweidimensionale 
Polarisationsfilter unempfindlich gegentiber Neigungen und kann Uber groBe 
Entfemungsbereiche mit unterschiedlichen Geschwindigkeiten angewendet werden. 
In der Gesamtbewertung dieses weiterentwickelten Filterverfahrens sollten auch bei 
diesem Filter keine Wunder erwartet werden. Durch den Mehrspuralgorithmus wird keine 
Energie auf benachbarte S puren iibertragen. Dies hat den Vorteil, daB der 
Amplitudencharakter erhalten bleibt. Es tritt lediglich ein Verschmieren der 
Polarisationsparameter auf benachbarte Spuren auf. Damit wird eine lihnliche Gewichtung 
benachbarter Spuren erreicht und eine hohere Kohlirenz erzielt. 
Mit dieser Wirkungsweise der gleichzeitigen Verarbeitung mehrerer 3-Komponenten-
Datenslitze kann erstmalig auch eine groBere Effektivitl!t in der Richtungsfilterung und somit 
in der Wellenfeldseparation erzielt werden. 
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