Abstract-To keep the services and applications of intelligent transportation system stable and active, vehicular ad hoc networks (VANETs) are considered as an essential building block to maintain and manage its features. A wide deployment of VANETs is possible only after addressing numerous research challenges. One of the most complicated issues consists of designing a routing strategy, taking into consideration several serious constraints, and especially in a network such as VANET. The severity of these issues would be increased significantly when a VANET is deployed over an urban area, where we distinguish the high mobility of nodes and existing obstructions (e.g., buildings, bridges, tunnels, etc.). In this paper, an efficient routing solution based on a flooding technique is conceived to make the data delivery more reliable and to guarantee robust paths. Vehicles can cooperate in ad hoc fashion with existing unmanned aerial vehicles (UAVs). This kind of collaboration provides reliable routing paths and ensures alternative solutions in the case of path failures. Furthermore, a prediction technique is used to expect the expiration time of each discovered path. To limit the overhead over the network, all control packets are characterized by their static size making the originality of this work. Based on the simulation outputs, we discuss the performances of the proposed approach as compared with other dedicated previous schemes in terms of several metrics. The obtained results demonstrate that the hybrid communication between vehicles and UAVs based on the proposed flooding technique is perfectly suited to improve the data delivery process.
I. INTRODUCTION
V EHICULAR Ad hoc Networks (VANETs) have paved the path to numerous road-safety applications where Internet access is considered as their indisputable support [1] . Internet access is generally supplied by fixed Road Side Units (RSUs) along the roads acting as gateways and it used by vehicles to share critical information about the road (e.g., crashes) with security services [2] . However, the existing obstructions and the high mobility of vehicles can disturb the communication links between vehicles and RSUs resulting in many disconnections.
Recently in modern cities, Unmanned Aerial Vehicles (UAVs) or what is referred to as drones have seen their numbers significantly increase. UAVs can be considered as the suitable candidates to improve the connectedness of VANETs [3] . Moreover, UAVs can avoid existing obstacles and participate reliably in the data delivery by cooperating with existing VANETs. Based on this concept, only a limited number of routing protocols have been proposed in the literature suffering from several drawbacks. In [4] , UAVs in the sky form an aerial subnetwork to assist existing VANETs on the ground. Due to their flexible mobility, the UAVs act as intermediate relays when a disconnection in VANETs occurs. This protocol requires a fully connected network and it cannot tolerate a few seconds of network fragmentation. This is not reasonable since, as widely known, VANETs are characterized by their high mobility.
To overcome the aforementioned issues, the protocol proposed in [5] tries to gradually build routing paths, road segment by road segment at each intersection by combining three parameters: (i) the connectivity, (ii) the traffic density, and (iii) the distance between the communicating nodes. However, this protocol has many drawbacks such as the neglect of the real distribution of vehicles in the routing paths, UAVs are involved as relays only in the case of disconnections, and the obstacles are overlooked causing the signals' disruption.
The work presented in [6] has addressed some drawbacks of [5] . Indeed, UAVs are exploited to calculate the real distribution and the connectivity degree of vehicles more accurately based on the intercepted Hello packets exchanged by vehicles while overcoming the present obstacles. Nevertheless, the UAVs are only used when no routing path among vehicles is found on the ground. Thus, the UAVs are not fully exploited.
A novel technique is adopted in [7] . A discovery process is initiated by flooding a route request (RREQ) on-demand between a pair of communicating nodes. Once the routing decision is made by the destination, a route reply (RREP) packet including all the discovered paths is sent back through the primarily selected path. The source, in turn, sends the data packet including in its header the same information as in the RREP packet in order to be used later during the maintenance process. As a drawback, the exchanged control packets, as well as the data packet, have a TABLE I  DRAWBACKS AND DIFFERENT PROPOSED SOLUTIONS OF UAV-ASSISTED VANET PROTOCOLS dynamic size, which increases significantly the overhead when there is an important number of discovered paths.
To recapitulate, different solutions of the aforementioned drawbacks are proposed and are summarized in Table I .
The main objective of this research is to take into account the different solutions proposed in Table I at once and introduce a new routing concept. The contributions of this paper are as follows:
r An extension of our earlier work [7] is proposed to find the most appropriate routing path while overcoming the aforementioned issues. Indeed, the current work considers: (i) the route discovery based on fixed size control packets that are used intelligently to limit the overhead while avoiding obstructions by transmitting them through UAVs in the sky, (ii) the routing decision to select the adequate path for the data delivery, (iii) the data delivery to transmit the data packet through the selected path, and (iv) the maintenance strategy to recover path failures.
r Several experiments have studied the effects of having UAVs as members belonging to discovered routing paths. The rest of this paper is organized as follows. In Section II, we review a set of related works that are relevant to our work. After that, we describe the main functionalities of the proposed work in Section III. In Section IV, we detail the simulation results and their analysis. Finally, we conclude the paper in Section V.
II. RELATED WORK
Routing protocols based on the flooding process are preferable for VANETs [1] . The scheme proposed in [8] exploits the flooding to extract the velocity vectors of vehicles in order to classify them into different groups. Then, the destination selects the most stable path for the data delivery. As a drawback, the extra overhead caused by the dynamic size of control packets and the neglect of the distributions of vehicles.
Recently, UAVs have been often exploited to relay messages for ground terminals. In [9] , vehicle-assist resilient information and network system are designed both to overcome the failure of communication infrastructures in the disaster area. This system is composed of three major components: (i) smartphone apps providing a multitude of services, (ii) mobile stations or UAVs to assist the communication between smartphone and servers, and (iii) servers collecting, analyzing, and making decisions based on the provided user data. The authors in [10] study the automatic ground map building and efficient path planning in unmanned aerial/ground vehicles (UAV/UGV) cooperative systems. UAVs provide an aerial vision which is then processed, corrected, and the different obstacles are automatically recognized. A communication over multiple UAVs is considered in [11] . This technique allocates the center coordinates of UAVs and the radius of their trajectory in order to improve the delay performance of UAV swarm networks. In [12] , UAVs are used as relays to enhance the communication performance of VANETs and to resist against jamming due to the high mobility, altitude, and Line of Sight (LoS).
The deployment of UAV-to-Ground architecture sometimes requires the knowledge of routing techniques adopted within UAVs. When a network of UAVs suffers from disconnections, the scheme proposed in [13] uses a data delivery technique based essentially on the Greedy Geographic Forwarding (GGF). It employs location information of UAVs to select the adequate intermediate UAV. In [14] , the intermediate UAVs can estimate the current position of the source UAV, and thus providing the transition distance of the packet. This can be used as a metric during the routing decision. Its main drawback is that the important number of extra packets used in the data delivery can cause the problem of congestion.
In this work, a new improved flooding process is introduced to establish routing paths with the minimum of overhead. For this purpose, a couple of techniques are included in order to minimize the re-initialization of the discovery phase when a disconnection in VANET occurs. These techniques are used during the discovery phase such as the prediction technique to define the expiration time of each discovered path and also during the maintenance phase when there is a path failure.
III. UAV-ASSISTED SUPPORTING SERVICES CONNECTIVITY IN URBAN VANETS
In this section, we propose a new reactive-based routing protocol using cooperating UAVs to ensure a durable connectivity even when the network on the ground (VANET) is sparsely connected. As shown in Fig. 1 , the key idea behind the protocol is to exploit the route discovery to have accurate details about the connectivity degree of the routing paths between the communicating nodes. The established paths do not only consist of vehicles, but also they can be made of UAVs or both. A routing decision has to be made by the destination based on many criteria such as the traffic density, the expiration time of the path, and the real distribution of nodes constituting the path. Once a path is selected, data packets are delivered through the selected path using the greedy forwarding technique. When the selected path disconnects due to the dynamic nature of such networks, an efficient maintenance strategy tries to find alternative solutions which can be provided in the majority of cases by UAVs flying over the area. Before describing each element of our protocol, we first describe the system model of this work.
A. System Model
In this work, the network (i.e., each road segment and the airspace) is supposed to be divided into identified fixed zones (c.f., Fig. 5 ). The size of each ground zone depends on the communication range of vehicles (≈300 m). As for the aerial zones, we study two different cases: (i) small aerial zones and (ii) large aerial zones according to the communication range of UAVs, which is ≈300 m or ≈1000 m, respectively. In the first case, the reason behind the choice of the same coverage as with vehicles is to avoid both the degradation of the spectral efficiency and much larger interference during the communications. Secondly, as demonstrated and adopted in [1] , [15] , a large coverage provides a high LoS probability in order to support more vehicles. We note that we consider UAVs in the form of small QuadCopters, which can fly at low and constant altitudes (i.e., do not exceed ≈300 m during the flight) [16] . This restriction is imposed in order to avoid restricted flight zones reserved for other aircraft [17] . Each mobile node (Vehicle/UAV) in the network is equipped with a global positioning system (GPS) and a digital map to obtain its current geographical position and that of each fixed zone, respectively. In addition, all nodes maintain and update their own routing tables. Also, it is supposed that there is no energy restriction since each node is equipped with rechargeable batteries, which can be continuously recharged by the nodes' resources such as solar energy, gasoline, and electrical energy [3] . Vehicles and UAVs are equitably distributed and exchanging data packets over the network using integrated wireless interfaces using IEEE 802.11p at the MAC layer, which is the most suitable for vehicular communications [18] . In our case, five possible kinds of wireless communications, which can be carried out successfully if the communicating nodes are within LoS communication range of each other (c.f., Fig. 2 ). Vehicleto-Vehicle (V2V) is not possible when there is an obstacle between the communicating vehicles. Vehicle-to-UAV (V2U) and UAV-to-UAV (U2U) are always possible if the communicating nodes are within the transmission range of each other. Vehicleto-Road-Side-Unit (V2R) and UAV-to-Road-Side-Unit (U2R) are established between RSUs and existing vehicles only when certain applications need to be run such as Internet access.
The authors in [19] , [20] have demonstrated that static ground base stations (BSs) provide performance enhancement in terms of delay over the mobility of UAVs, and especially when strict delay is considered. However, UAVs are cheaper compared with ground BSs and they are easily deployable in a three dimensional (3D) to act as relays enhancing the ground network connectivity. Moreover, the performance gain will be higher if the mobility of UAVs will be dynamic and adjustable and the data is delay tolerant. Table II presents a brief comparison between UAVs and terrestrial BSs.
In our work, random movements are adopted for all UAVs. Even if it is not quite suitable for FANETs [16] , the reason behind adopting such kind of mobility model is to study the critical impact of random movements on the proposed routing protocol. Moreover, UAVs are fully exploited both in the discovered routing paths and as alternatives when the network is highly fragmented on the ground. This helps to decrease considerably the packet losses and delivery delay since the problem of obstacles no longer arises in the sky.
B. Packet Format
The RREQ packet format is depicted in Fig. 3(a) . The F looding ID defines the route discovery to which the RREQ packet belongs. The Delay represents the time needed for a data delivery. When the Lif e time is expired, the packet is dropped. The Source and Destination identifiers and positions. The M ovement inf ormation is modified at each hop as the RREQ packet crossing the network, where intermediate nodes add the required information about their movements (i.e., velocity, speed, and position). Each receiving node exploits the M ovement inf ormation field with its own one to calculate the lifetime of the link. This value is then used to modify the P E field if, and only if, the value of the already included P E in the RREQ packet is higher than the calculated lifetime of the new wireless link. At the end of the flooding, P E represents the minimum lifetime on a specified wireless link between two successive nodes belonging to this discovered path. The DisZone represents the weakest connected zone (i.e., the zone with the weakest wireless link in the discovered path). The SN corresponds to a unique path, which exists between the source and target destination. The number of transited zones Zone count, the total number of nodes in the path N (Z), and the real distribution of nodes in the path σ, are calculated progressively during the route discovery.
Once the destination has made the routing decision, it generates an RREP packet as depicted in Fig. 3(b) . Copying the F looding ID, the P E, the SN and DisZone of the selected path, and the Source and Destination identifiers same as the received RREQ packet onto this new packet. At the reception of the RREP packet, the source node adds a new routing entry of the selected path. This will help to start the data transmission and maybe to send other data packets in the future if the selected path is not expired. The source generates a data packet with a header which does not exceed 12 bytes containing the same fields as in the RREP packet (c.f., Fig. 3(c) ). The Source and Destination are used for the greedy forwarding technique. SN denotes the selected path, which has to be transited during the data delivery. P E and DisZone fields are checked before each data transmission by the source and intermediate nodes in order to determine whether this selected path is still valid to make other data transmissions or to find other alternative solutions in the case of a disconnection.
C. Calculation of the Path Expiration Time PE
P E is the minimum remaining time of two nodes to stay connected in a given path. Two different scenarios are distinguished (c.f., Fig. 4 ): (i) two nodes with the same altitudes (e.g., two vehicles) and (ii) nodes with different altitudes (e.g., vehicles and UAVs). In the first example of Fig. 4(a) , let a and b be two nodes with nonzero speeds V a and V b , R the Line-of-Sight (LoS) transmission range of the two nodes, (X a , Y a ) and (X b , Y b ) their corresponding coordinates, and θ a and θ b their velocity angles. The lifetime of the link between the nodes a and b is calculated by using the same method in [21] :
where,
In the second scenario (c.f., Fig. 4(b) ), we adopt the same method used in [22] 
D. Our Approach Functioning
To illustrate our protocol functioning, let us consider the network shown in Fig. 5 .
1) Route discovery:
The requesting vehicle v 1 located in the zone A broadcasts an RREQ packet across the network to find all possible routing paths (i.e., zones' succession) towards the fixed destination gateway 5 located in the zone Z. The flooding process is assigned with a unique ID and a sequence number (SN ) in the broadcasted RREQs, which helps to reduce the broadcast storm effect. For instance, if a received RREQ has the same SN and Flooding ID with a previously received one, or it comes from a zone where there is already a routing entry towards it (i.e., an RREQ cannot transit a reverse path of an already discovered path), it is automatically dropped. Otherwise, all necessary information included in the RREQ is cached in the current node's routing table. It should be stressed that the full paths are not stored, neither in the control packets (RREQs and RREPs) nor in the exchanged data packets due to their static size. All these criteria make the originality of our flooding process compared with traditional flooding techniques used by other protocols. . SN along with other information are updated in the RREQ which will be then re-broadcasted. It is worth noting that, the same routing table is maintained by vehicles at each zone. Moreover, at each intersection or a UAV relay, a new routing entry is added to the routing tables of the current forwarders (i.e., a new SN with the same F looding ID representing the novel path). The paths are built gradually, and at the same time, several parameters are progressively calculated using [23] for each path, such as the traffic density N (Z), the number of nodes N (Z i ) in each zone Z i , the real distribution of nodes σ, the path expiration time P E, the number of transited zones Zone count, the average number of nodes μ, and the delivery delay Delay.
2) Routing decision: After the reception of the RREQs, a set of updates has to be done in the routing table of gateway 5 (c.f., Fig. 7) .
A score based on the already calculated parameters is calculated for each path as follows:
Where,
From the equation (1), we can notice the following remarks:
r The calculated Score has a proportional relationship with N (Z) and P E which play a key role to determine the connectivity degree of a path.
r The floor of P E D elay represents whether the corresponding path still remains connected or not during a data transmission. When P E D elay = 0, it means that there is a high probability of a disconnection during the data delivery. However, if P E D elay > 0, it means that we have a certain guarantee that this path remains connected during the data transmission. Despite the high mobility of nodes, paths with high scores are suitable. This is because they can ensure a reliable data delivery since they have a high value of the path expiration time and an important number of relays ensuring more data packets to send. gateway 5 selects the best path with the highest score, and updates the next zone in the routing table (i.e., the routing entry highlighted in red in Fig. 7 ). The selected SN (i.e., selected path), P E, DisZone, and the identifiers of the source and destination are included in the RREP, and sent back to the source through the selected path, which can be used later during the maintenance. At each zone transited by the RREP packet, a modification has to be done in the routing tables of vehicles located in these zones to indicate the selected next zone.
3) Data delivery: To have a deep understanding of the data delivery phase, the data packets are delivered through the succession of zones forming the selected routing path based on the greedy forwarding technique when it is possible. This helps to minimize the number of hops since the data packet is delivered to the closest node to the destination, and consequently, minimizing the delay of delivering. Moreover, this decomposition into zones is crucial for the knowledge of the exact location of link breakages when they occur. In addition, it can also help to find alternative solutions to avoid sparsely connected zones towards the target destination.
As shown in Fig. 5 , at the reception of the RREP packet, the source vehicle starts the data delivery. For instance, when a vehicle located in the zone C receives the data packet, it checks its header and compares all information with those included in its updated routing table. Based on the Destination, F looding ID and SN fields, the forwarder vehicle can find out automatically the next zone to the target destination. The same maneuver is executed by all forwarders located in the selected zones' succession until gateway 5 . When the destination node receives the data packet, it checks the Destination field in its header to confirm the reception of the data packet. In the case where the received data packet is not intended for this destination node, the current node checks its routing table to find the right next zone where the data packet will be forwarded to it.
4) Path failure:
To illustrate the maintenance strategy, we give a concrete example depicted in Fig. 9 by zooming in Fig. 5 . If, for example, the selected path is disconnected at the zone I, the closest node to the destination has to be found to continue the data transmission. The current forwarder located in the zone H has to check the connectivity of the next zones other than I. After checking its routing table and table of neighbors, the current vehicle finds the zone O as an alternative zone which is known for its closer geographical location to the destination and it can have an available path to the destination. At the same time, the vehicle has to generate a route error (RERR) packet which is sent back to the source in order to re-initiate the route discovery if there are future transmissions.
Most of the time, the alternative connected zones can be found in the sky through UAVs. Moreover, any path failure can be predicted prior to its occurrence where the maintenance strategy takes place. The mechanism used during the maintenance strategy can reduce significantly the overhead caused by the flooding of control packets.
IV. EVALUATION
To evaluate the performances of our protocol we use the simulation tool NS-2. The mobility of vehicles is generated by SUMO. These movements are based on the map shown in Fig. 10 . For the UAVs, a Random Walk mobility is adopted for 10 UAVs in which their altitude does not exceed 300 meters during the flight. All simulations are carried out under the parameters presented in Table III. A set of evaluation metrics is calculated during the simulation such as the packet delivery ratio (PDR), the end-to-end delay (EED), the overhead (OH), and the average number of hops (HOP). Our approach is evaluated under two different com- munication ranges (R2 ≈300 m and R1 ≈1000 m) and compared with RBVT-R [24] , OLSR [25] , and with our previous UAV-assisted protocols CRUV [5] and UVAR [6] . We note that RBVT-R and OLSR do not consider the existing UAVs during the simulation. Fifty pairs of mobile nodes are selected randomly to establish a communication between each other. Moreover, the Hello interval is set to 0.1 (s). The list of neighboring nodes and the routing table included in all nodes are purged after 10 (s) of no activity.
A. Results Analysis
In Fig. 8(a) and box plots in Fig. 8(e) , we clearly distinguish that our approach achieves a high PDR in both communication ranges compared with other protocols (more than 80%). This can be justified by the used mechanism based on P E in both the data delivery and the maintenance strategy. Moreover, when R2 ≈ 1000 m, the network becomes more connected and more data packets are successfully sent without any losses. We also notice the higher delivery ratios of RBVT-R and OLSR comparing with those of UVAR and CRUV. Firstly, because RBVT-R is a reactive-based routing protocol working without using a penalizing technique such as the carry-and-forward which is employed by UVAR and CRUV. Secondly, because in OLSR, all routes are computed beforehand and data packets can be quickly forwarded or dropped at intermediate nodes. Fig. 8(b) and the box plots in Fig. 8 (f) clearly show that our approach achieves the lowest delay for all vehicle densities in both ranges. This is explained by the low durations taken during the route discovery and the calculated P E, which allow to avoid the re-initialization of the route discovery at each path failure. However, the other protocols do not perform as well as our approach. Thus, it can be explained by the permanent reinitialization of the route discovery or inadequate mechanisms used during the data delivery.
Figs. 8(c) and 8(g) show that the control overhead of the reactive protocols (Our approach in both ranges and RBVT-R) and the proactive protocol OLSR is important compared with CRUV or UVAR. This is mainly due to the generated control packets during the route discovery and the periodical exchange of link states between the nodes, respectively. However, as a reactive protocol, our approach has the lowest overhead where small overhead is generated thanks to the used maintenance mechanism and the static size of the control packets.
Figs. 8(d) and 8(h) show that initially (low densities 80-180), our approach (R1 ≈300 m) has an important number of hops compared with UVAR and CRUV, which is essentially due to the permanent re-initialization of the route discovery due to disconnections. However, in the case when R2 ≈1000 m, the number of hops is decreased due to the use of the greedy forwarding technique, and particularly, through UAVs that provide a large coverage.
V. CONCLUSION
In this paper, a novel UAV-assisted reactive routing protocol has been introduced. This protocol exploits in conjunction with the flooding process, a predictive technique to estimate accurately the expiration time of the discovered routing paths. Despite their small coverage and low altitudes, UAVs have demonstrated their effectiveness to be the crucial support as relays during the routing and as multiplication points of several alternative solutions during the maintenance strategy in the case of path failures. Performance results clearly justify our claims in terms of delivery ratio and delay of transmission for the use of a combined UAV-VANET network. Given such performances, another part of this work which we are currently investigating is the control of the UAV mobility to detect path failures and place UAVs as a bridge between two disconnected parts of the network. Moreover, another study, which can be further taken into consideration as future perspectives is the incorporation of a security component, including misbehavior detection systems, digital signatures, and other cryptography schemes in order to deal with some kinds of attacks.
