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Abstract
In this article, we present an original uniﬁed framework for analyzing, describing, and encoding 3D facial surfaces. This
framework allows the derivation of topologically ordered structures from triangular mesh surfaces, addressing thus
the lack of ordered structure in such a modality. After describing the foundations of the framework and highlighting
its advantages with respect to close representations, we show its adaptability to a variety of facial mesh surface
processing tasks which includes mesh regularity assessment, facial surface cropping, facial surface compression, and
facial surface alignment. In addition, it can be used for the extraction of a rich variety of local and global face
descriptors. We validate this framework by testing it with raw 3D facial mesh surfaces.
Keywords: 3D facial mesh surface, Ordered triangular mesh patterns, 3D facial shape analysis, 3D facial shape
description, 3D face matching
Introduction
3D face image modality has been receiving increasing
attention in applications related to people identiﬁcation.
Compared to its 2D counterpart, it encodes shape infor-
mation, which is intrinsically insensitive to illumination,
pose, and scale variation. On the other hand, it poses
some challenges regarding how to best represent the facial
shape to ensure eﬀective use of it in face identiﬁcation.
Facial shape representation can be categorized into three
classes, namely: local features representation, global fea-
ture representation and hybrid representations.
The ﬁrst class employs features derived from local face
surface shape attributes. Early works investigated surface
curvature measures that are subsequently used to extract
higher level facial features. Gordon [1] used minimum
and maximum principal curvature to segment the face
surface into convex, concave and saddle regions. Then
local facial features are derived out of them and used
for template matching. Lee and Milios [2] matched facial
range images using a graph structure derived from the
Extend Gaussian Image (EGI) representation proposed by
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Horn [3]. EGI is a kind of histogram that summarizes
the surface normal orientation statistics crossways the
facial surface. Tanaka et al. [4] used the curvature infor-
mation to extract facial convex regions, then matching
is performed by comparing their EGIs. The EGI similar-
ity is measured by Fisher’s spherical correlation. Moreno
et al. [5] derived attributes from curvature-based seg-
mented regions and employed them for face matching.
Other approaches employed more complex descriptors,
such as point signatures [6,7], in an attempt to model the
complex free-form shape of the face. The idea is to form a
representation of the neighbourhood of a surface point. In
this approach, these point signatures are used for surface
comparisons by matching the signatures of data points
representing the model’s surface to the signatures of data
points of a “sensed” surface.
In general, a key limitation of local-oriented approach
is the diﬃculty of extracting reliable information from
noisy or not accurate 3D data. The diﬀerential geometry
techniques often used in this approach are intrinsically
vulnerable to scaling and data deﬁciencies.
In global representation, facial features are derived from
the whole 3D face data. One of the original systems is
based on locating the faces plane of bilateral symmetry
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and to apply this for aligning faces [8]. The facial pro-
ﬁles along this plane are then extracted and compared.
Beumier and Acheroy [9] and Wu et al. [10] used verti-
cal and horizontal proﬁles of faces. Pears and Heseltine
[11] used contours of intersections between nose tip-
centered concentric spheres and the facial surface. Facial
proﬁles have also been used in combination with tex-
ture information [12]. Xu et al. [13] derived invariant
curve and surface moments from 3D face data. In these
methods, matching is performed by evaluating the sim-
ilarity between these entities with diﬀerent variants of
the nearest neighbor (NN) algorithm. EGI has also also
used as a global representation in [14] where the matching
problem is approached vis an evolutionary optimization
technique.
The popular spin image has also been used in 3D facial
shape analysis. Conde et al. [15] showed that spin image
can be employed in the detection of facial landmarks.
Bae et al. [16] conﬁrmed this method particularly for the
nose tip detection. Wu et al. [17] proposed a representa-
tion similar to the spine image (dubbed local shape map)
and applied it in face recognition with a depth image
modality.
Another category of approaches [18-21] extended the
eigenfaces paradigm developed in 2D-image based recog-
nition to the 3D context. This paradigm stipulates that
a face image can be deﬁned as linear combination of a
ﬁnite number of a particular facial images. This group of
images, called eigenfaces, is extracted via principal com-
ponent analysis (PCA) from a large face image database.
This type of approach operates on the depth map image
(an image whereby the intensity represents the depth,
usually the z coordinate). A NN classiﬁer is usually
used for the matching. Still in the same paradigm, other
researchers relied on the principle that a synergistic com-
bination of data frommultiple sources provides more reli-
able and accurate information [22], and therefore adopted
a two-modal approach by including 2D face images in the
recognition. Representative solutions of this framework,
called also multi-modal face recognition, are in [23-28].
However, these methods have inherited some of the short-
comings of 2D face identiﬁcation, particularly with regard
to the face pose, self-occlusion and scaling. Another cate-
gory of methods operates on the whole 3D facial surface.
In this paradigm, the query 3D facial surface is superim-
posed with stored instances using alignment techniques.
The matching is performed by evaluating the degree of
overlapping of the aligned surfaces. Representative works
of this paradigm can be found in [29-31].
Global representations invariant to facial expressions
has been investigated by [32-34]. In this framework,
geodesic distances between sampled points on the facial
surface are computed. Using these distances, the points
are then ﬂattened into a low-dimensional Euclidean space,
providing a bending invariant (or isometric invariant)
signature surface that is robust to certain facial expres-
sions. Berretti et al. [35] employed geodesic stripes
(i.e. a group of points at the same distance from the
nose tip) and proposed a kind of graph to encode
the spatial relations between stripes at diﬀerent facial
expressions.
Hybrid representation uses diﬀerent representations
from a single modality rather than using data from dif-
ferent modalities. This trend was fueled by two princi-
ples, namely: (1) an enriched variety of features when
combined with classiﬁers having diﬀerent statistical prop-
erties produce more accurate and more robust results.
(2) Psychological ﬁndings show that humans equally
rely on both local and global visual information [36].
Vandeborre et al. [37] fused local and global invariant
descriptors of 3D face data in the form of 1D histograms
of local surface curvatures, the distance between mesh
triangles, and volumes of the tetrahedrons formed by
the mesh triangles of the 3D face Data. Pan et al. [38]
augmented the Eigenface paradigm with face proﬁle. In
[39], a uniformly triangulated mesh is adopted as a face
template and Gaussian–Hermite moments are used to
quantify shape variation around the salient facial regions
(eyes, nose and mouth). PCA and NN were employed
for dimensionality reduction and classiﬁcation, respec-
tively. Gokberk et al. [40] used a variety of represen-
tations that include surface normals, face proﬁles and
depth map. The matching decision is made upon the
fusion of PCA, linear discriminate analysis (LDA) and
NN classiﬁer. Mian et al. [41] and Al-Osaimi et al. [42]
employed a 2D histogram that encompasses rank-0 tensor
ﬁelds extracted at local points and from the whole depth
map data.
Contributions and structure
In this article, we propose a topological framework for
encoding a 3D facial mesh surface. Despite the rich
and wide variety of 3D face representations developed
in the literature, to the best of our knowledge,this is
the ﬁrst purely topological-based 3D face shape repre-
sentation. This representation is concise (encompasses
dimensionality reduction, as a means of improving the
eﬃciency, or allowing data compression) and computa-
tionally eﬃcient. Therefore, we list a set of ﬁve main
characteristics of our proposed representation that will
distinguish it from other close face shape representa-
tions. These characteristics are: (a) Intrinsically ordered:
our representation exhibits a systematic arrangement of
the triangular facets. This property allows extracting
ordered structured patterns from a 3D triangular mesh
surface. (b) Simplicity and compactness: our represen-
tation can be encompassed into a single data structure.
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(c) Generalization: our representation can be seen as a
generalization of other popular 3D facial surface represen-
tations and it is possible that we can derive for example,
approximate geodesic structures from it. (d) Geodesic
processing eﬃciency: our representation does not require
any form of mesh pre-processing when it comes to the
computation of geodesic entities, whereas in other meth-
ods a mesh regularization for removing triangles with
obtuse angles is required. (e) Computational eﬃciency:
our framework is computationally more eﬃcient. The
computation complexity of the proposed representation
is linear.
In addition, we show how this representation can
be neatly adapted to address several 3D facial surface
applications including, but not restricted to, mesh reg-
ularity assessment, facial surface cropping, face shape
description, facial surface compression, and face surface
alignment.
The article is a substantial extension and a continuation
of the work published in [43] in which the focus was rather
on facial landmark detection. The new contributions of
this article are: (1) Extension of the ordered structured
patterns to new types of structures that include a vari-
ety of ordered arcs of rings. (2) A new approach for the
derivation of regular ordered discrete facial contours. (3)
An original approach for facial surface compression with
the related reconstruction algorithm. (4) Twomethods for
face alignment based on structured patterns and a related
metric for measuring face similarity.
The rest of the article is organized as follows: Section
“The ordered ring facets (ORF) framework” describes
the 3D mesh surface representation and the related algo-
rithms. It also describes the representation’s features and
compares it with other close representations. Section
“Applications” elaborates diﬀerent applications of the pro-
posed framework. Section “Conclusions” concludes the
article and presents directions of future work.
The ORF framework
A 3D facial surface representation is derived by construct-
ing novel structured and ordered patterns in a 3D face
triangular mesh surface. While the array-based represen-
tation of a triangular mesh is simple (array of vertices
and an array of the triangular facets), it lacks an ordered
structure property that would allow a systematic brows-
ing of facets in the mesh. Indeed, the storing of the facets
in the facet’s array is usually arbitrary and does not fol-
low any particular arrangement. Therefore, processing
and analyzing triangular mesh surfaces are more complex
compared with other intrinsically ordered shape modal-
ities such as range images or voxel grid. We propose a
framework for constructing mesh patterns based on the
topological properties of a triangular mesh surface. These
patterns include concentric rings of triangular facets,
which we dubbed ORF. The term ordered reﬂects the fact
that the facets in each ring can be ordered circle-wise or
spiral-wise across the rings.
The proposed framework has been inspired from the
observation of the arrangement of triangular facets lying
on a convex contour of edges, as shown in Figure 1a. We
can notice that the facets can be categorized into two
groups:
(1) Facets having an edge on that contour that seem
pointing outside the area delimited by the contour
(e.g. f out1 and f out2 in Figure 1a.
(2) Facets having a vertex on the contour that point
inside the contour’s area (e.g. fg1 and fg2 in Figure 1a.
The facets in the second group have an eﬀect of ﬁlling
gaps between facets of the ﬁrst group. These two groups of
facets dubbed Fout and Fgap facets form together a kind
of ring structure. With these ring facets we can construct
a new group of Fout facets that are one-to-one adjacent
with the Fgap facets of that ring. These new Fout facets
will form the basis of the subsequent ring (Figure 1b).
By iterating this process, we obtain a group of concen-
tric rings. The construction process is described in the
algorithm below.
Algorithm ConcentricRings
Rings ← ConcentricRings(Fin root, Fout root)
Rings ← [ ]; Fgap ← Fin root ; Fout ← Fout root
For i = 1:NumberOfRings
(Ring, NewFout, NewFgap) ← GetRing(Fout,
Fgap)





The algorithm ConcentricRings has a computational
complexity of O(n) where n is the number of facets in
the rings. The function GetRing extracts the sequences of
Fgap facets across the pairs of consecutive Fout facets,
constructs the new ring and derives the Fout facets
for the subsequent ring. The most attractive aspect of
the algorithm ConcentricRings is that it allows a circu-
lar ordering of the facets in each ring. To this end, the
root facets Fin root and Fout root should be arranged
clockwise or anti-clockwise. This arrangement will be
propagated across the rings via the function GetRing.
Moreover, this circular arrangement implicitly produces
a spiral-wise ordering of the facets across the concentric
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rings. Figure 1c,d depicts the ring construction steps. The
algorithm of GetRing is as follows:
Procedure GetRing
(Ring,NewFout,NewFgap) ← GetRing(Fout,Fgap)
NewFout ← [ ]; NewFgap ← [ ]
For each pair (fouti, fout(i+1)%n), i = 1. . . n
Append fouti to Ring
(Fgapi,NewFouti) ← Bridge
(fouti; ﬁni, fout(i+1)%n)
Append Fgapi to Ring
Append Fgapi to NewFgap
Append NewFouti to NewFout
End for
End GetRing
The function Bridge extracts a circle-wise ordered
sequence of Fgap adjacent facets and bridges the gap
between a pair of consecutive Fout facets. Its algorithm is
as follows:
Procedure Bridge
(Fg, Fo) ← Bridge(f1; i1; f2)
(The input and output parameters Fg, Fo, f1, i1 and
f2 are meant to receive Fgapi, NewFouti, fouti, ﬁni,
and fout(i+1)%n respectively.)
if (f1, f2) are adjacent then
Fg ← [ ]; Fo ← [ ]
else
v ← vertex shared by (f1, f2)
gf ← facet adjacent to f1, diﬀerent from i1,
and containing v
of ← facet adjacent to gf and not containing v
prev ← f1
While (gf = f2)
append gf to Fg; append of to Fo
new gf ← facet adjacent to gf, diﬀerent
from prev and containing v
new of ← facet adjacent to new gf
and not containing v
prev ← gf;
gf ← new gf;




Figure 2a depicts diﬀerent examples of root contours
and their corresponding concentric rings (Figure 2b)
constructed on a virtually uniform mesh. Initially, the
rings follow the root contour shape, then they take a
hexagon-like shape as they expand away from the root.
Figure 2c shows the same examples of rings with a col-
ormapping reﬂecting the spiral-wise arrangement of the
facets.
Studying the concentric rings, in terms of the progres-
sion of the number of facets across the rings, reveals
interesting properties. For a regular mesh, composed of
similar triangles, the increment of the facets,from one ring
to the next, follows an arithmetic progression. Examples
are shown in Figure 2d. Moreover, we realized that cer-
tain permutations of the root Fin facets produce particular
sequences of arc facets (see the ﬁrst three examples in
Figure 3)a. In addition, it is possible to generate symmet-
ric groups of arc facets by relaxing the conditions on the
root contour, for instance by allowing a non-convex con-
tour, as shown in the last example in Figure 3a. Interest-
ingly, the arc facets maintain the ordering and arithmetic
progression properties of the ORF rings (see Figure 3b).
Complexity analysis
The algorithm ConcentricRings contains one loop hav-
ing NumberOfRings iterations. In each iteration, the pro-
cedure GetRing is called. This procedure contains two
nested loops. The number of iterations in the ﬁrst loop
(For each pair (fouti, fout(i+1)%n)) is equal to the num-
ber of Fout facets in a ring, whereas in the second loop
(While(gf = f 2)), located within the procedure Bridge, it
is equal to the number of Fgap facets between each pair of
consecutive Fout facets. As a ring is composed of Fout and
Fgap facets, the number of instructions in GetRing is thus
a linear function of the number of facets in the ith ring.
Let call ni this number, the number of instructions at each
iteration of ConcentricRings can be expressed by ani + b,
where a and b are constants. Based on that, the number
of instructions in ConcentricRings can then be expressed
by
∑NumberOf Rings
i=1 ani + b. As
∑NumberOf Rings
i=1 ni = n,
where n is the number of facets in the whole set of concen-
tric rings, we can express the total number of instructions
in ConcentricRings by cn + d, where c and d are con-
stants. This makes the computation complexity of the
ConcentricRings in the order of O(n).
Ordered patterns extraction
The investigation of the indexes of the circular-ordered
facets across the rings in a regular mesh reveals the pos-
sibility of extracting particular geometric patterns and
rectangular grids around a given root facet.
Let us consider the example of the three concentric rings
in an ideal triangular mesh. The facets are ordered clock-
wise in each facet ring (Figure 4a). Let us consider also
the eight orientation emanating from the root facet, and


















































Figure 1 ORF ring construction: (a) Fout facets (dark) on the contour E7 : (v1, v2, . . . v7). The Fgap facets (clear) bridge the gap between pairs of
consecutive Fout facets. (b) Extraction of the new Fout facets. Notice that the new Fout facets are one-to-one adjacent to the Fgap facets. (c) The
Fin and Fout facets. (d) Extraction of the Fgap facets. (e) The facet ring, obtained by grouping the Fout and Fgap facets, is displayed with color
mapping reﬂecting the circular arrangement of the facets. (f) The NewFout facets.
labeled and ordered in clockwise fashion. By observing the
sequence of facets along the orientation 12, we noticed
that, the facet index follows the arithmetic progression
an+1 = an + 3, a1 = 3. The sequence of dark facets
along the orientation 1 follows the progression an+1 =
an + 4, a1 = 5. A similar type of progression is observed
for the rest of the orientations across both the dark and the
white facets except orientation 9, which shows a constant
sequence an = 1, as depicted in Table 1.
These interesting properties allow us to derive a variety
of geometric patterns around the root facet. For instance,
by grouping the facets according to the directions 9-3/7-1,
a cross-like pattern is obtained. Similarly for the group-
ings in the directions 1-7/11-5 and 9-3/11-5. Figure 4b
depicts instances of these patterns extracted from a real
surface.
By considering the eight orientations again, by segment-
ing the facets in the rings into four quadrants (shown in
diﬀerent colors in a larger ideal mesh Figure 4c), within
the pairs of orientations (9-12), (12,3), (3,6) and (6,9),
respectively, and by examining the sequence of the facets
indexes (row-wise or column-wise) across each quadrant,
we realize that it is again ruled by an arithmetic pro-
gression. For instance, the facet indexes at each row of
the top right quadrant follow the arithmetic progression
a(i) = a(i − 1) + 6. This property allows an automatic
extraction of the quadrants. Moreover, we can show that
a proper grouping of these obtained quadrants produces
an indexed and ordered grid of facets centered on the root
of the spiral facet. Figure 4d depicts an example of a small
6 × 6 grid of facets extracted at the cheek area of a facial
surface.






Figure 2 ORF construction variants: (a) Examples of root contours. (b) Their corresponding ORF rings. The ﬁrst contour is composed of the
edges of the root facet. The second contour encloses six adjacent facets sharing a common vertex. The three other examples show stripe-contours
including a string of 4, 8 and 12 adjacent facets. (c) The same ORF rings displayed with a color-mapping reﬂecting the spiral-wise arrangement. (d)
Examples of ORF rings and their related arithmetic progressions.
Extraction of approximated iso-geodesic patterns
Some conﬁgurations of the root Fin facets produce rings
exhibiting central symmetry. This can be noticed in the
ﬁrst two examples in Figure 2. The rings take hexago-
nal forms, which approximate to some extent iso-geodesic
rings with respect to the root facet. In the second exam-
ple, the geodesic distances between the ring facets and
the root vary in the range [ nd cos(π/6), nd], where n is
ring number and d is the average triangle edge length.
Therefore, we can say that ORF rings form a kind of
approximated iso-geodesic facets with respect to a root
facet. Moreover, we can derive from them approximated
geodesic paths. This is performed in a two-stage process
(see Figure 5a). In the ﬁrst stage, the rings are expanded
from a source facet until the destination facet is reached
(i.e. found in the last ring). In the second stage, the rings
are browsed backwards, starting from the destination
facet, and reiterated looking for the nearest connected
facet in the previous ring until the source facet is reached.
As the algorithm ConcentricRings implicitly computes the
connectivity between facets in adjacent rings, the second
stage has a complexity ofO(n). Figure 5b depicts instances
of geodesic paths joining facets on a given ring to the
root facet.
Comparison with close representations
The most close representations to ORF representation are
the nose-tip centered concentric spheres [11], the iso-
geodesic curves [32,34], and the iso-geodesic stripes [35].
There are four main features that distinguish the ORF
from these representations:
(1) Simplicity and compactness: the representation can
be stored in a mono-dimensional data structure.
(2) Processing eﬃciency: our representation also does
not require any form pre-processing, whereas in
other methods, local path modeling [11], and mesh
regularization [32,34,35] are required.
(3) Computational complexity: our representation is
computationally more eﬃcient, as it infers a
complexity of O(n) compared to O(n log(n)) in




Figure 3 Arc facets construction:(a) Examples of arc facets patterns. In the ﬁrst and the second examples, the Fin indexes have been swapped.
In the third example, the Fin root facets have been fused on a single one. The last example shows root Fout facets lying on a non-convex contour. As
for the ORF rings, facets in each arc are ordered either at the level of individual arcs or across the whole sequence of arcs as illustrated in the third
row. (b) The number of facets across the arcs follows an arithmetic progression.
[34,35], which do also require a mesh regularization
procedure of complexity O(n).
(4) Finally, ORF representation allows us to derive
intrinsically ordered iso-geodesic patterns. The
representations of [34,35] lack the ordering property,
whereas the contours proposed in [11] are neither
iso-geodesic nor ordered. Table 2 summarizes this
comparison.
Applications
This section exhibits the generality of the ORF frame-
work by adapting it to several 3D face applications.
Section “Assessing the regularity of the mesh tessella-
tion” describes a novel method for assessing triangular
mesh regularity based on the ORF rings. Section “Frontal
face extraction” demonstrates a technique for extracting
the frontal face from the raw 3D face scan by prop-
agating rings from the nose tip. Section “Face shape
description” elaborates the extraction of two types of
global highly structured and ordered descriptors of the
facial surface. Section “Facial surface compression” shows
how to use these descriptors to derive a compressed
representation of the facial surface. It also describes
an eﬃcient algorithm for reconstructing the original
surface. Finally, Section “Face alignment” proposes two
direct facial surface alignment methods inspired by the
ordered structure of the ORF rings. The test samples
being used in these applications are from the BU-3DFE
database [44].
Assessing the regularity of the mesh tessellation
We propose a novel criterion for evaluating the quality of
a triangular mesh surface. We note ﬁrst that the deﬁni-
tion of “mesh quality” is context driven and tightly linked
to the subsequent use of the mesh. Our criterion assesses
the regularity (or the uniformity) of the mesh tessella-
tion. That is the extent to which the mesh is composed
of similar and equal-sized triangles. We have showed
earlier that in a uniform mesh the number of triangles
across ORF evolves according to an arithmetic progres-
sion. For instance, for rings generated from a single facet,
such as the ﬁrst case in Figure 2d, we have the following
progression:
nrt(n + 1) = nrt(n) + 12 (1)





Figure 4 Ordered pattern extraction (a) Three concentric facet rings in an ideal mesh. (b) Three concentric rings in mesh surface from which
we derived cross patterns in the directions 9-3/7-1, 1-7/11-5, and 9-3/11-5. (c) Four quadrant grids facets constructed around a root facet in a ideal
mesh. (d) An example of a grid composed of four quadrants extracted from a triangular mesh surface.
where nrt(n) and nrt(n+1) are the number of triangles in
the rings n and n + 1, respectively. Therefore the number
of facets across an n-ring ORF rings, in a uniform mesh,
is [ 12, 24, 36, . . . , 12n]. This sequence will not be satis-
ﬁed at surface locations where the uniformity of the mesh
tessellation is corrupted. We propose therefore the fol-
lowing local criterion for evaluating the mesh tessellation
uniformity:
n = ‖ηn − ηˆn‖‖ηˆn‖ (2)
where ηn and ηˆn are the sequences representing the num-
ber of triangles across n-ring ORF in an arbitrary mesh
and an ideal mesh, respectively.
Table 3 depicts examples of ﬁve concentric rings
extracted from a real mesh surface and showing the
tessellation with diﬀerent degrees of homogeneity. The
ﬁrst sample shows almost equal-sized equilateral trian-
gles, contrary to the last one, which contains disparate
triangles. The corresponding sequence (row 2) and  val-
ues (row 3) show a clear disparity. These observations
suggest a great potential of the criterion  for evaluating
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Table 1 Sequences associated to the seven orientations
emanating from the root facet in the ideal mesh of Figure 4
Orientation Sequence
12 an+1 = an + 3, a1 = 3
1 an+1=an+4, a1=5 (dark facets), a1=4 (white facets)
3 an+1 = an + 6, a1 = 5, a1 = 6 (white facets)
5 an+1 = an + 8, a1 = 9, a1 = 8 (white facets)
6 an+1 = an + 9, a1 = 9
7 an+1 = an + 10, a1 = 9, a1 = 10 (white facets)
9 an=1 (dark facet), an+1=an+12, a1=12 (white facets)
the regularity of a triangular mesh. Figure 6 shows exam-
ples of the 3 computed on some examples of facial mesh
surface. We can see clearly that the criterion 3 faith-
fully reﬂects the degree of mesh uniformity. For instance,
the irregularly tessellated areas at the nostrils are neatly
spotted in the 3 image.
The criterion  is invariant to uniform scaling because
it is derived form a purely topological structure. Figure 7
shows that3 remains the same across the diﬀerent scaled
instances of a triangular mesh patch.
In a last experiment we conducted a qualitative compar-
ison of the criterion3 with two standard mesh regularity
criteria, namely, the radii ratio regularity criterion and the





a2 + b2 + c2 (3)
ρ = R2r (4)
where A (respectively, a, b, c) is (respectively, are) the area
(respectively the edges’ lengths) of the triangular facet,
and R (respectively r) is the radius of its circumscribed
(respectively inscribed) circle. The experiment was car-
ried out with on a spherical mesh surface exhibiting a
kind of region-wise uniform tessellation. As shown in
Figure 8a, the triangles are nearly equilateral and equal-
ized, however, the tessellation shows diﬀerent patterns
across the surface. We computed the normalized crite-
ria 3, α, and ρ for each triangle of the sphere, and we
colormapped them on the sphere’s surface (Figure 8b: 1st
row). We can see that 3 successfully captured the tessel-
lation disparity across the surface contrary to the criteria
α, and ρ for which this disparity is virtually invisible. This
diﬀerence in performance between 3 and the aforemen-
tioned ones can be explained by their histograms and
variances (Figure 8b: 2nd and 3rd rows). We can see that
(a)
(b)
Figure 5 Geodesic path computation: (a) Example of a geodesic path computation. The facet spiral is expanded from a source facet on the
nose tip to the destination facet, then the geodesic path is extracted by tracing back the source facet. (b) Examples of geodesic paths between the
nose tip and facets on a periphery ring.
Table 2 Comparison with other close representations
Representation Mesh preprocessing Geodesic path Intrinsically ordered Algorithmic complexity
[11] Yes No No O(n2)
[34] Yes Yes No O(n log(n))
[35] No Yes No O(n log(n))
ORF No Yes Yes O(n)
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Table 3 Examples of concentric rings, their related sequences and their3 error
Sample
Progression [12,24,36] [13,26,38] [15,30,47] [16,38,49] [18,43,58]
3 0 0.07 0.28 0.43 0.66
that 3 covers the whole range, whereas α, and ρ are
tightly conﬁned around speciﬁc values.
Frontal face extraction
The popular technique for extracting the frontal face
area, that uses a cropping sphere centered at the nose
tip [41,45], is sensitive to face scale variance. An alterna-
tive approach uses 3D point clustering based on texture
information as proposed in [46]. This method requires
the texture map to be available, and is unstable for head
orientations greater than ±45◦.
Here, we propose a method for extracting the frontal
face area from the raw 3D facial data. This method
requires the detection of the nose tip (using for example
the method in [43]). In our approach, we exploit the ORF
rings to develop an intrinsically scale-invariant method
for frontal face extraction. The procedure is as follows:
For each facet t within a 5-ring size nose tip neigh-
borhood, we generate a set of facets R(t) using the
GetFacetSpiral algorithm initialized at t and with the stop
condition of the algorithm ConcentricRings set to “Rings
reaches a border of the surface”. Then wemerge all the sets
R(t) into a single set F using the following formula:
F = unionmultit∈NR(t) (5)
where unionmulti is the exclusive union. This procedure ensures a
maximum coverage of the central face area. An illustration
of the frontal face extraction process is shown in Figure 9.
Figure 6 Examples of a triangular mesh facial surface and their associated3 criterion. Light color indicates a zero-3 error corresponding
to uniform mesh zones. Irregularly tessellated zones having large 3 are marked with dark colors.
Figure 73 computed for diﬀerent scaled instances of a triangular mesh patch.




Figure 8 Comparison betweenmesh regularity criteria: (a) Computation of the mesh regularity criteria3, α, and ρ for a sphere mesh
model. Table (b) depicts the colormapping of these criteria on the sphere surface, their distributions and their variances.
We applied our method on a group of 90 raw facial
scans; all the cropped scans encompasses both eyes, part
of the forehead and the cheeks, thus ensuring integrality
of the face area. Figure 10, highlights the scale invariance
property of our method as compared with the cropping
sphere technique. Two face samples are cropped using the
same cropping sphere (2nd column). We can see that that
the second instance is over-cropped because the sphere
radius does not ﬁt the face. Hence, unless we have good
estimation of the face’s size, the cropping sphere method
might result in an over/under cropping.With our method,
the two instances are correctly cropped, thus reﬂecting its
robustness with respect to scale changes.
Face shape description
From theORF rings, we can derive discrete 3D curves rep-
resented by a sequence of points, where each point is the
center of a triangle facet. When the facets are arranged
spiral-wise, a single spiral curve that spans the whole
surface can be extracted. In addition, the resolution of
these curves is controlled by sub-sampling the sequence
of rings. Figure 11 depicts examples of these contours and
spiral curves extracted from a facial surface with diﬀerent
resolutions. These curves show, however, some irregulari-
ties inherited from the raw triangular mesh. This problem
is addressed as follows:
Let p1, . . . , pnk a sequence of ordered points repre-
senting the facets’ centers within a given ring. A basic
spatial smoothing is applied followed by a cord-length
parametrization, which is approximated by the following
mapping:
ξ−1 : pj →
∑j
i=1 ‖pi − pi−1‖∑nk
i=1 ‖pi − pi−1‖
= tj (6)
ξ−1 maps the control points pj onto the unit interval [ 0, 1].
tj is the arc-length from the point p1 to pj, assuming that
ξ−1(p1) = 0. Next, we parameterize the curves, using the
inverse map, with a natural cubic spline interpolation. We
obtain a 3D cubic spline curve:
(t) =[ x(t), y(t), z(t)] (7)
Afterwards, we derive from this continuous curve func-
tion a set of uniformly and ordered sampled points via a
regular sub-sampling of the parameter t. Figure 12 illus-
trates this process with one ring facet.
The obtained ordered discrete curves whether encoded
in the form of concentric contours or in a spiral curve
encapsulate the face shape variation in both local and
global scales. Moreover, since they are attached to the
mesh face surface, they can be augmented with the normal
to the surface at each point. The spiral curve has also the
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Figure 9 Extraction of the frontal face area: From each facet in
the nose tip neighborhood, we propagate rings until a border is
reached. The obtained sets are merged to get the frontal face area.
advantage of encoding the face surface into a single mono-
dimensional structure. To the best of our knowledge, this
is the ﬁrst model that encodes a facial surface in such a
compact structure. The concentric contours inherit from
the ORF rings their iso-geodesic property. Their associ-
ated cubic spline functions below, form a family of spatial
periodic functions suitable for harmonic or multi-scale
analysis.
k(t) =[ xk(t), yk(t), zk(t)] , k = 1 . . .M,
Mis the number of rings (8)
They can also be used for face shape compression and
matching, as will be described in Sections “Facial surface
compression” and “Face alignment”, respectively.
Facial surface compression
From the set of the aforementioned cubic spline func-
tions k(t) =[ xk(t), yk(t), zk(t)], k = 1 . . .M, we derive






, j = 0, 1, . . . , 12k (9)
We emphasize again that points in each discrete curve
	k are ordered in a circular fashion. With this sampling
scheme, the number of points across the contours 	k fol-
lows the same arithmetic progression as the number of
facets across the ORF rings, in a regular mesh surface. In
addition to uniform coverage, the sequence 	k ensures a
compact encoding of the facial surface with a compression
Figure 10 Comparison between the cropping sphere technique (left) and our method (right).We can see that the ﬁrst method can lead to an
over-cropping.
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Figure 11 Discrete Contours Extraction: (a) Examples of multi-resolution contours. (b) spiral curves extracted from a facial surface.
ratio above 2 (if we consider the mesh originally stored in
the standard format facets-vertices arrays).
Yet the most appealing feature in the 	 contours rep-
resentation is the fact that it allows an eﬃcient recon-
struction of the mesh surface using an algorithm of linear
complexity (see the algorithm Contour2mesh below), as
compared to the facial surface construction from geodesic
curves in [34], which uses the Delaunay triangulation
algorithm of quadratic complexity. The eﬃciency of the
proposed algorithm is due to the ordered structure of
the discrete contours 	k . This property is lacking in the
geodesic contours in [34]. A reconstruction example is
depicted in Figure 13, which shows, from left to right,
the original surface, its related 	 contours, the corre-
sponding triangular mesh generated using the algorithm
Contour2mesh, the rendered facial surface obtained with
that triangulation, and the alignment of the original and
reconstructed surfaces. We can clearly see that the two
surfaces ﬁt almost perfectly.
Algorithm Contours2mesh
The inputs to this algorithm are concentric contours,
	1 = 〈P(1,1),P(1,2), . . . ,P(1,N1)〉,
	2 = 〈P(2,1),P(2,2), . . . ,P(2,N2)〉 and
	m = 〈P(m,1),P(m,2), . . . ,P(m,Nm)〉, where m is the
number of contours and N1, N2, Nm are the numbers
of 3D points in the contours 	1,	2 and 	m,
respectively. Nring is the number of the triangles in a
ring constructed of the contours k and k + 1
respectively.
T is a triangle deﬁned by three points. d1 and d2 are
the Euclidean distances between P(k,i),P(k+1,j+1) and
P(k+1,j),P(k,i+1), respectively.




for l = 1 → (Nk + Nk+1 − 1) do
d1 = ‖P(k,i),P(k+1,j+1)‖
d2 = ‖P(k+1,j),P(k,i+1)‖
if d1 < d2 then
T ←
{P(k,i),P(k+1,j+1),P(k+1,j)}
i = i + 1
Nring = Nring + 1
else
T ← {P(k+1,j),P(k,i),P(k,i+1)}
j = j + 1






A standard approach of face matching is aligning their
corresponding surfaces and measuring their overlapping.
This procedure requires computing the geometric trans-
formation, composed of a rotation R and translation T
that brings the two facial surfaces F and F ′ into the
same reference. This method raises the fundamental cor-
respondence problem, that is ﬁnding points pi, i = 1 . . .N
in F that anatomically correspond to other points qi
in F ′. If a suﬃcient number of valid correspondences
are available, then the geometric transformation can be
Werghi et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:144 Page 14 of 20
http://asp.eurasipjournals.com/content/2012/1/144
Figure 12 Extraction of ordered discrete contour. (a) A ring facet sample, notice the clockwise ordering of the facets. (b) The facets’ centers. (c)
Cubic spline contour. (d) The ordered discrete contour.





‖pi − Rqi − T‖2 (10)
This function can be minimized via a two-stage direct
solution, where the translation is ﬁrstly computed, then
the rotation is determined using the quaternion represen-
tation. In a face surface registration context, this method
usually involves points that can be reliably detected. For
example, points at distinctive facial landmarks, like nose
tip and eye corners. A representative work using this
scheme can be found in [45]. However, considering the
small number of these feature points, the data noise and
deﬁciencies can severely aﬀect the accuracy of the esti-
mated transformation.
To overcome this limitation, other methods involve the
largest possible number of data points, using variants of
the standard iterative-closet point algorithm (ICP) [47].
Basically, this algorithm starts by establishing correspon-
dences between pairs of points across the two surfaces
based on proximity criteria, then it computes the rigid
transformation that maps one point set into the other.
This transformation is then applied to all the points in
the ﬁrst set to establish better correspondences. These last
two steps are then repeated until convergence is reached.
This iterative process determines the transformation by
successive reﬁnements, while enhancing the plausibility of
the correspondences. The ICP provides an accurate align-
ment with O(n2) complexity in its standard variant. In
addition, it requires very good initialization (i.e. roughly
aligned surfaces), otherwise it might get trapped in a local
minima. This raises again the issue of determining ﬁrstly
a reasonable number of valid correspondences. Examples
of ICP-based methods appeared in [31,48-50].
We propose a new alignment scheme, based on the ORF
rings concept, which embodies the positive aspects of
the two aforementioned schemes: a closed-form solution
and a large number of valid correspondences. Within this
scheme, we propose two methods, which we call face grid
alignment (FGA) and OCDC alignment (OCDCA). These
methods will be described in the next two sections. We
point out that these two methods compute the rotation
(a) (b) (c) (d) (e)
Figure 13 Two examples of facial surface reconstruction: (a) An original surface. (b) Its representation as a sequence of 	 contours. (c)
Triangular mesh constructed from the 	 contours using the algorithm Contour2mesh. (d) The reconstructed surface. (e) Alignment of the original
and the reconstructed surface.
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component of the rigid transformation. The translation is
determined by detecting ﬁrst the nose tip in each of the
two facial surfaces using techniques such as [43,51].
FGAmethod
In this method, we exploit the grid pattern described in
Section “Ordered patterns extraction”. By constructing a
facet grid around the nose tip in each of the two facial sur-
faces, we can derive, based on its ordered structure,m×n
valid pairs of corresponding facets, where (m, n) repre-
sent the size of the grid. Using these correspondences,
we compute the rotation via a direct solution. We used
the closed-form solution based on the quaternion repre-
sentation proposed by Faugeras and Herbert [52]. This
representation has the advantage of providing a compact
form of the rotation comprising only two parameters: the
axis around which the face is rotated and the angle value
of the rotation around that axis.
However, the FGA methods have an issue emanating
from that fact that from a root facet three diﬀerent grids
can be constructed, depending on the order of the adja-
cent facets of the root facet (see Figure 14). This makes
the number of potential corresponding grid pairs equal
to nine. To address this ambiguity, we compute the nine
potential rotations, and then we select the one having the
least residual error. Figure 15 (left) shows pairs of faces
in neutral and moderate angry expressions, with the three
constructed grids on each instance. To the right, the corre-
sponding nine alignment trials, including the valid one(in
the right top corner), are shown.
OCDCAmethod
Thismethod addresses the corresponding problem by tak-
ing advantage of the ordered structure of the OCDC 	k
Figure 14 Changing the order of the facets adjacent to the root
facet (left) produces diﬀerent grid facets (right).
and their invariance to the rigid transformations. Let us
consider two contours 	k , and 	´k derived from the facial
surfaces F and F ′ respectively. We can state that their
associated points p1, . . . , p12k and p´1, . . . , p´12k , respec-
tively, form a set of corresponding points up to a shifting
factor τk . This shifting aspect originated from the diﬀer-
ence in the ordering of the facets adjacent to the root
facet, which we have mentioned earlier and described in
Figure 14.
The locations of the ﬁrst points of the contours 	k
depend on this ordering. Figure 16a depicts two faces and
their related contours, showing the diﬀerent locations of
the two ﬁrst points. To set the valid correspondences, we
need to apply a circular shifting of order τk on either 	k






‖pi+τ ,modulo(12k) − Rp´i − T‖ (11)
The estimation is performed by looping over each value
of τ , computing the rotation that minimizes (11) by using
the closed-form solution based on the quaternion rep-
resentation [52]. Afterwards, we select the one corre-
sponding to the minimal residual value. This procedure
also determines the rotation Rk that aligns 	´k to 	k .
An outcome example of this procedure is illustrated in
Figure 16b,c showing the two largest contours and their
alignment. Figure 16e depicts the two faces after registra-
tion using the transformation estimated with these two
contours.
Because of their small size and the mesh irregularity at
the nostrils, contours around the nose tip are not reliable
and therefore are not involved in the rotation compu-
tation. Given N matched pairs 	k , 	´k , we compute N
rotations, and calculate their mean as the optimal rota-
tion. This mean is simply obtained by computing the
means of their related axis and angles of rotation. Another
alternative would be to create a large set of point cor-
respondences, by concatenating all the correspondences
associated with the selected pairs of OCDC contours
	k , 	´k , then estimating the optimal rotation from this
large set via a closed-form solution.
Measuring face similarity
We qualitatively evaluate the potential of the OCDCA
method for face matching. To this end, the symmetric
Hausdorﬀ distance [53] is adopted as a similarity criterion.
This distance provides amore accurate estimate of the dis-
tance between two surfaces than the residual error of the
least squares minimization. However, using the Hausdorﬀ
distance, in its standard form, between two facial surfaces
F and F ′ (i.e. between the two facial surfaces as sin-
gle blocs) is computationally demanding. For this reason,
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Figure 15 Examples of grid facets extracted from facial surfaces in a neutral (top) andmoderates expressions (bottom). Right: The set of
nine alignments drawn from the potential nine correspondences. The valid one is on the top right corner.
we took advantage of the ORF structure to reach a more
eﬃcient similarity criterion. This criterion is the sum of
the Hausdorﬀ distances between pairs of corresponding










‖vj − v´j‖ (12)
where r1, . . . , rn and r´1, . . . , r´m, n ≤ m, are the sequence
of ring facets associated with the facial surface F and F ′,
respectively. Figure 17 depicts a color map matrix repre-
senting pairwise distances between 12 face instances after
being scaled to the interval [ 0 1]. The matrix reﬂects
clearly the discriminative potential of this distance.
In the next experiment, we used the method of Gordon
[1] to assess the comparison performance of this crite-
rion (12). In this paradigm, the diﬀerence between two
face instances of the same person should be smaller than
the diﬀerence between two face instances of two diﬀerent
persons. Let us assume m is the number of diﬀerent sub-
jects and n is the 3D facial image instances of each subject.





Figure 16 OCDC contour-based alignment: (a)OCDC contours of two faces. Notice that the ﬁrst point in each contour (marked by *) are at
diﬀerent locations. (b) and (c) alignment of the largest OCDC contours. (d) The OCDC contours of the second face instance after undergoing the
rotation shift. (e) Faces aligned with rotation estimated with two largest contours depicted in (b).
For a given subject, this set can be partitioned into two
groups:
A = α1,α2, . . . ,αn
B = β1,β2, . . . ,βn(m−1)
where the set A contains all the instances of that subject,
and the set B contains all instances of the other objects.
Ideally, the recognition hypothesis states that for all i, j, k
i = j , i, j < n, and k < (m − 1)n, we have
D(αi,αj) < D(αi,βk) (13)
The recognition performance can be evaluated by com-
puting the percentage of the number of times (13) holds
with respect to the total number of comparisons. Using
Figure 17Matrix of a pairwise distances between 12 face samples.
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Table 4 Rate of incorrect comparisons





Set 1 30 3 5220 59 1.13
Set 2 30 3 5220 578 11.07
basic counting principles, the total number of compar-
isons is given bymn×(n−1)×(m−1)n. This can be better
understood through the following algorithm computing
all the comparisons:
For each subject (m subjects)
For each target x of that subject (n targets)
For each instance of that subject
diﬀerent from x (n-1 instances)







From this algorithm, we can easily deduce that the total
number of comparisons ismn(n−1)(m−1)n. However, to
reduce computation, we consider only the ﬁrst instance of
each subject as a target. The total number of comparisons
becomes thenm(n − 1)(m − 1)n.
We would like to note that our face-matching method is
not qualiﬁed to deal with facial expression for the obvious
reason that the OCDC contours are not invariant to facial
shape deformation. Therefore, in the experimentation we
consider only instances in neutral and very moderate
expressions. Also, we are employing a basic classiﬁcation,
as the objective of the experimentation is to validate the
separability criterion (12), rather then assess a full 3D face
recognition method, in the case of which, a more robust
classiﬁcation scheme shall be used.
For the testing we used the BU-3DFE database [44]. This
database contains about 2,500 scans of 100 subjects. Each
subject is captured in seven diﬀerent facial expressions
(neutral, anger, disgust, fear, happy, sad, and surprise) with
four levels of intensity (except for the neutral). Each scan
comes in two versions, raw and cropped. These scans pro-
vide a 3D triangular mesh face model having 25,000 facets
on average. We considered two sets, the ﬁrst consists of
30 subjects in a 3-shot corresponding to neutral, level-1
Figure 18 Examples of rings computed on a non-uniform triangular mesh surfaces.
Werghi et al. EURASIP Journal on Advances in Signal Processing 2012, 2012:144 Page 19 of 20
http://asp.eurasipjournals.com/content/2012/1/144
sad, and level-1 happy. These last two samples are the
most close to the neutral expression in this database. The
second includes the same 30 subjects in neutral expres-
sion and their counterparts in level-2 sad and level-2
happy. The purpose of experimenting this set it to assess
the extent to which our criterion can accommodate to
facial expression changes. Table 4 depicts the compari-
son results obtained with this set. The ﬁrst set’s result is
quite reasonable considering the fact that it is not actu-
ally composed of instances in the same neutral expression.
The performance degrades signiﬁcantly for the second set,
thus conﬁrming the sensitivity of the criterion (12) with
respect to facial expressions.
Conclusions
In this article, we presented a uniﬁed framework for ana-
lyzing, describing, and encoding 3D triangular mesh facial
surfaces. We proposed a novel representation that is sim-
ple, compact, generic and computationally less expensive
than other popular representations. In addition, this rep-
resentation is characterized by the innovative aspect of
intrinsically embedding a structured and ordered arrange-
ment of the triangular facets of the mesh surface. We
also showcased its wide spectrum of applications, which
include mesh regularity assessment, facial surface crop-
ping, face shape description, facial surface compression,
and face surface alignment. This framework can be
applied to a more general surfaces containing a central
feature to act as the origin of the rings.
The spiral facet has two limitations: (1) It cannot operate
eﬀectively on mesh surfaces having holes. For holes ema-
nating from a surface digitization process, a hole-ﬁlling
pre-processing step is needed. (2) While our representa-
tion can be computed on a mesh having diﬀerent-sized
triangles, the irregularity of the produced concentric rings
does not allow drawing a valid interpretation of the sur-
face for such a kind of mesh. Figure 18 depicts some facial
mesh surfaces illustrating this aspect. These examples are
optimized mesh surfaces where the triangles’ properties
exhibit a large variability.While the spiral facet framework
can handle these surfaces, little meaningful information
can be derived from the extracted rings.
For future work, we plan to investigate further the
facet arc patterns (Figure 3) and their potential for some
facial surface analysis tasks such as segmentation and
the design of local facial descriptors. The compact and
ordered structure of the spiral facet is also enticing for
deriving from it a kind of a signature or a “faceprint” that
would uniquely deﬁne a facial surface instance. Finally, we
plan to investigate further the surface compression aspect.
Here, The spiral-wise arrangement of the facets and their
topological constraints are appealing ingredients for the
design of a one-dimensional compressed model of the
facial surface.
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