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Abstract
For every regular convex cone K ⊂ R3 there exists a unique complete hyperbolic affine 2-sphere
with mean curvature −1 which is asymptotic to the boundary of the cone. Two cones are associated
with each other if the Blaschke metrics of the corresponding affine spheres are related by an orientation-
preserving isometry. We call a cone self-associated if it is linearly isomorphic to all its associated cones.
We give a complete classification of the self-associated cones and compute isothermal parametrizations
of the corresponding affine spheres. The solutions can be expressed in terms of degenerate Painleve´ III
transcendents. The boundaries of generic self-associated cones can be represented as conic hulls of vector-
valued solutions of a certain third-order linear ordinary differential equation with periodic coefficients.
The technique developed in this paper can also be applied to the three-dimensional semi-homogeneous
cones, with similar results.
1 Introduction
In this work we introduce, study, and classify the self-associated cones in R3, which means those cones that
are linearly isomorphic to all its associated cones. The notion of associated cones has been introduced in the
paper [26] of Lin and E. Wang and is by virtue of the Calabi theorem derived from the notion of associated
affine spheres. The results in this paper in spirit partly resemble the work [14] of Dumas and Wolf, which
were the first to establish concrete non-trivial relations between affine spheres and convex cones. The self-
associated cones also have much in common with the semi-homogeneous cones, which have been introduced
in [19] and whose corresponding affine spheres have been explicitly computed in [26].
In this introductory section we shall first informally present the history of the notion of associated affine
spheres and convex cones and give an overview of the relevant literature. Next we give a summary of the
results in this paper and sketch the strategy of the proofs in Section 1.2.
1.1 Motivation
A regular convex cone K ⊂ Rn is a closed convex cone with non-empty interior and containing no line. The
Calabi conjecture on affine spheres [7], proven by the efforts of several authors, states that for every regular
convex cone K ⊂ Rn there exists a unique complete hyperbolic affine sphere with mean curvature −1 which
is asymptotic to the boundary of the cone [8, 34], and conversely, every complete hyperbolic affine sphere is
asymptotic to the boundary of a regular convex cone [10, 22, 23]. These affine spheres are equipped with a
complete Riemannian metric, the affine metric h, and a totally symmetric trace-less (0, 3)-tensor, the cubic
form C. These objects are invariant under the action of the group SL(n,R) of unimodular transformations.
Moreover, the affine sphere and the corresponding regular convex cone K can be reconstructed from the affine
metric and the cubic form up to a unimodular transformation of the ambient space Rn. For more information
on affine spheres see, e.g., [31], for a survey on the Calabi conjecture see [24, Chapter 2].
Locally convex 2-dimensional affine spheres have definite affine metrics and are therefore Riemann sur-
faces. Their affine metrics are conformally flat and can be described by a conformal factor u in isothermal
coordinates. Their cubic form C can be represented as the real part of a holomorphic cubic differential U
(or more precisely U(z) dz3, where U(z) is a holomorphic function) on the Riemann surface which satisfies a
certain compatibility condition involving the conformal factor of the affine metric h [36]. In [36] C. Wang also
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deduced the moving frame equations whose integration allows to reconstruct the affine sphere from a given
compatible pair (h, U). Hyperbolic affine 2-spheres which are asymptotic to the boundary of cones K ⊂ R3
are simply connected non-compact Riemann surfaces. This relation connects holomorphic cubic differentials
on non-compact simply connected domains in the complex plane to 3-dimensional regular convex cones. A
few results exist which make this relation more concrete in different cases.
Unimodular linear automorphisms of a cone K ⊂ R3 give rise to isometries of the complete affine sphere
which is asymptotic to the boundary of K. These isometries also take the holomorphic cubic differential U of
the affine sphere to itself. The cubic differential is therefore well-defined on the quotient of the affine sphere
with respect to any discrete isometry group generated by automorphisms of K. In [36] it has been shown
that all compact Riemann surfaces with a non-zero holomorphic cubic differential arise in this way. More
concretely, let a compact Riemann surface Mg of genus g ≥ 1 with a non-zero holomorphic cubic differential Ug
be given. Then there exists a unique conformal metric hg on Mg such that (hg, Ug) satisfies the compatibility
condition. This pair defines a metric h and a holomorphic cubic differential U on the universal cover M
of Mg which turn M into a complete hyperbolic affine sphere admitting a discrete isometry group action
with compact quotient. The affine sphere is asymptotic to the boundary of a cone K ⊂ R3 which admits
a co-compact action of a discrete group of unimodular automorphisms on the set of interior rays of K. In
[29, 21] simpler and more transparent proofs of these assertions have been given.
Similar results have subsequently been proven by several authors for different setups. In [30] the quotient
is a hyperbolic Riemann surface of finite type, and the cubic differential has poles of order at most 3 at the
punctures. In [1] the quotient is non-compact, but has finite volume in the Hilbert metric of the universal
cover, and the holomorphic cubic form has poles of order at most 2 at infinity.
Benoist and Hulin [2] have shown that for a cubic holomorphic differential U on the unit disc D which
is bounded with respect to the canonical hyperbolic metric on D there exists a unique conformal metric
h on D which is compatible with U . The curvature of the metric h is bounded from above by a negative
constant, and the pair (h, U) gives rise to an affine sphere which is asymptotic to the boundary of a cone
K ⊂ R3 such that the simplicial cone R3+ is not contained in the closure of the SL(3,R)-orbit of K. On the
other hand, an affine sphere which is asymptotic to the boundary of such a cone is conformally equivalent to
D, has an affine metric with curvature bounded from above by a negative constant, and the corresponding
cubic holomorphic differential is bounded with respect to the uniformizing hyperbolic metric. This yields a
bijective relation between equivalence classes of bounded cubic holomorphic differentials on D with respect
to conformal automorphisms of D on the one hand, and SL(3,R)-orbits of cones in R3 which are bounded
away from the orbit of the simplicial cone on the other hand.
Dumas and Wolf [14] have shown that for a non-zero polynomial cubic differential U on the complex
plane C there exists a unique conformal metric h on C which is compatible with U . The pair (h, U) gives
rise to an affine sphere which is asymptotic to the boundary of a polyhedral cone in R3, with the degree of
the polynomial being equal to the number of extreme rays of the cone less 3. On the other hand, an affine
sphere which is asymptotic to the boundary of a polyhedral cone is conformally equivalent to C and the
corresponding cubic differential is polynomial. This yields a bijective relation between equivalence classes
of polynomial cubic differentials on C with respect to conformal automorphisms of C on the one hand, and
SL(3,R)-orbits of polyhedral cones on the other hand.
In [35] Simon and Wang studied the compatibility relations between the affine metric h and the cubic
holomorphic differential U of an affine 2-sphere with given mean curvature. A necessary and sufficient
condition on h has been given to admit a cubic holomorphic differential which is compatible with h. Any two
h-compatible cubic differentials differ by a multiplicative unimodular complex constant eiϕ, and multiplying
an h-compatible cubic differential by eiϕ yields another h-compatible cubic differential. Therefore, if an affine
2-sphere with mean curvature H, affine metric h, and cubic holomorphic differential U is given, then the
affine spheres constructed from the pairs (h, eiϕU), where ϕ runs through [0, 2pi), exhaust all affine 2-spheres
with affine metric h and mean curvature H. Such a set of affine 2-spheres has been called an associated
family. The circle group S1 acts naturally on an associated family by multiplication of the holomorphic cubic
differential U by unimodular complex constants.
Clearly all affine spheres in the associated family of a complete hyperbolic affine 2-sphere with mean
curvature −1 are also complete hyperbolic with the same mean curvature. By virtue of the Calabi theorem
the notion of associated family can then naturally be extended to regular convex cones in R3. Two such
cones are called associated if the complete affine spheres with mean curvature −1 which are asymptotic to
the boundary of these cones are associated, in the sense that there exists a common isothermal parametrization
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of both affine spheres such that their holomorphic cubic differentials differ by a multiplicative unimodular
complex constant. This defines an equivalence relation on the set of regular convex cones in R3. Since the
affine metric and the cubic form of the affine sphere corresponding to the cone are invariant under unimodular
transformations of R3, the equivalence relation factors through to SL(3,R)-orbits of cones. An equivalence
class of SL(3,R)-orbits of regular convex cones may then also be called an associated family. The circle
group S1 naturally acts on an associated family of SL(3,R)-orbits by multiplication of the cubic holomorphic
differential U of the corresponding affine sphere by unimodular complex constants. We shall also as in [26]
loosely speak of an associated family of cones by meaning all cones in an associated family of SL(3,R)-orbits.
Explicit results on associated families of cones K ⊂ R3 are scarce. In [26] the associated families have been
computed for the semi-homogeneous cones, i.e., for those cones which have a non-trivial continuous group of
linear automorphisms. In [28, Corollary 4.0.4] Loftin observed that multiplying the cubic differential of an
affine 2-sphere by −1 leads to the projectively dual affine 2-sphere. This is a general property of centro-affine
immersions: the action of the conormal map interchanges the affine connection ∇ with the dual connection ∇¯
and hence multiplies the cubic form Cijk = hkl(∇¯lij−∇lij) by −1. However, if an affine 2-sphere is asymptotic
to the boundary of a convex cone K ⊂ R3, then the projectively dual affine 2-sphere is asymptotic to the
boundary of the dual cone K∗ = {y ∈ R3 |xT y ≥ 0 ∀ x ∈ K}. Hence K∗ is always associated to K, and its
SL(3,R)-orbit can be obtained from the SL(3,R)-orbit of K by the action of the group element eipi ∈ S1. In
particular, it follows that if K is self-dual, then all cones associated to K must also be self-dual.
1.2 Outline
In this work we make a step towards a better understanding of associated families of 3-dimensional cones.
We call a cone K self-associated if all its associated cones are linearly isomorphic to K. We shall provide a
full classification of these cones and explicitly describe their boundary as well as the affine spheres which are
asymptotic to their boundary. We now summarize the results, outline the contents of the paper, and sketch
the strategy of the proofs.
In Section 2 we provide necessary definitions and review the theory of complete hyperbolic affine 2-spheres.
In Section 2.1 we introduce affine spheres as immersions f of a manifold M as a hypersurface in Rn with
certain properties and define the affine metric h and the cubic form C on M . These two objects uniquely
determine the immersion up to unimodular automorphisms of the ambient real space.
In Section 2.2 we consider the connection of complete hyperbolic affine spheres with regular convex cones
K ⊂ Rn, which is described by the Calabi Theorem 2.1.
In Section 2.3 we consider duality of affine spheres and recall that passing from a cone K to the dual cone
K∗ amounts to the substitution (h,C) 7→ (h,−C) on the side of affine spheres.
In Section 2.4 we specify to 3-dimensional cones and correspondingly affine 2-spheres. These surfaces
have additional complex-analytic properties because they can be identified with a Riemann surface. By the
uniformization theorem one can identify the manifold M with a non-compact simply connected domain in
the complex plane and in this way introduce complex isothermal coordinates z on M . In these coordinates
the affine metric h may be equivalently described by a real conformal factor u(z) and the cubic form C by a
holomorphic function U(z) on M , the precise relations being h = eu|dz|2, C = 2ReU(z)dz3. We describe the
compatibility condition (1) of the pair (u, U), called Wang’s equation, the transformation rules (3) of (u, U)
under conformal isomorphisms of the domain M , as well as the moving frame equations (4) which allow to
reconstruct the affine sphere from (u, U). Here the moving frame is a unimodular matrix F which contains
the position vector f on the affine sphere and mutually h-orthogonal tangent vectors to the affine sphere as
its columns.
In Section 2.5 we finally introduce the notions of associated cones and associated affine spheres and
formalize the notion of self-associated cones in Definition 2.4. These notions are based on the invariance
of Wang’s equation with respect to the transformation (u, U) 7→ (u, eiϕU), where ϕ is a constant angle.
Affine spheres and corresponding SL(3,R)-orbits of convex cones which are obtained from each other by this
transformation form an associated family, equipped with an action of the circle group S1.
In Section 3 we express the condition that a cone K ⊂ R3 is self-associated equivalently by the ana-
lytic conditions (6),(7) on the corresponding solution (u, U) of Wang’s equation. These conditions state
the existence of a Killing vector field ψ on M whose flow multiplies the cubic holomorphic differential by
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unimodular complex constants and thus represents the action of S1 on the corresponding associated family
of affine 2-spheres. This will be accomplished in two steps.
The condition on a cone to be self-associated is a priori weaker than the condition on the corresponding
affine sphere to be isomorphic to all its associated affine spheres. In Section 3.1 we show that these condi-
tions are actually equivalent, i.e., a self-associated cone is isomorphic to its associated cones by unimodular
automorphisms and not merely by linear automorphisms (Lemma 3.3), and hence all associated cones lie in
a single SL(3,R)-orbit. To this end we first show that if two cones are isomorphic by a linear map with
negative determinant, then the corresponding affine spheres are isomorphic by a map involving complex con-
jugation (Lemma 3.1), which is not a conformal isomorphism. However, if an affine sphere is related by such
an anti-conformal isomorphism to its image under the action of the element eiϕ ∈ S1, then it is related to
its image under the action of e2iϕ by a composition of two such isomorphisms, which now is a conformal
isomorphism. But every element in S1 can be represented as a square, which finally yields the desired result.
The first result implies that the condition on a cone K of being self-associated is equivalent to a condition
involving the metric of the corresponding affine sphere only. This condition states that whenever the affine
sphere is isometric to another affine sphere, the cones corresponding to the other affine sphere must be linearly
isomorphic to K (Corollary 3.2).
In Section 3.2 we show the existence of the Killing vector field ψ on the affine sphere of a self-associated
cone (Lemma 3.4). We exploit that the conformal automorphisms of the domain M form a finite-dimensional
Lie group. This group contains a subgroup G which preserves the pair (u, U) up to multiplication of U by
a unimodular complex constant, and G contains a subgroup G0 which leaves (u, U) invariant. A topological
argument shows that the quotient g/g0 of the corresponding Lie algebras is non-trivial. A suitably normalized
representative of this quotient then defines the sought Killing vector field ψ. On the other hand, the existence
of such a Killing vector field on the affine sphere corresponding to a cone K implies that all associated affine
spheres are conformally isomorphic, and hence all cones associated to K are linearly isomorphic to K by a
unimodular automorphism of R3. Thus the cone K is self-associated (Lemma 3.5).
In Section 4 we classify the pairs (ψ,U), where ψ is a vector field on M generating a 1-parametric group
of conformal automorphisms of M which multiply U by unimodular complex constants, up to conformal
isomorphisms. By the uniformization theorem we may assume that M = C or M = D, where D ⊂ C is the
unit disc. These cases will be considered in Sections 4.1 and 4.2, respectively. The Lie algebra of AutM is
then explicitly known. For a given Lie algebra element ψ the condition on U amounts to a first-order linear
ODE which can be integrated explicitly. It might have a global non-zero solution or not. Each of the obtained
pairs (ψ,U) is then by a conformal isomorphism of the domain brought to a form which is more convenient
for further processing.
In Section 4.3 we order the obtained pairs (ψ,U) by another criterion, namely whether the vector field ψ
has a zero in the domain M or not. In the first case the zero can be placed at the origin, the domain is a disc
with radius R ∈ (0,+∞], the conformal automorphisms are the rotations of the disc, and U(z) = zk, k ∈ N.
In the second case the domain is a vertical strip (a, b) + iR, where −∞ ≤ a < b ≤ +∞, the automorphisms
are vertical translations, and U(z) = ez. We shall refer to these cases as the rotational and the translational
case, respectively.
The trivial solution U ≡ 0 which exists for every ψ is treated in Section 4.4 and corresponds to the Lorentz
cone L3.
In Section 5 we find for every pair (ψ,U) a unique solution u of Wang’s equation such that the corre-
sponding metric h is complete on M and ψ is a Killing vector field for h (Corollaries 5.4 and 5.7). The last
property allows to reduce Wang’s equation to a non-linear second-order ODE, which is shown to be equivalent
to a degenerate Painleve´ III equation.
The Painleve´ III equation plays a role also in the description of constant or harmonic inverse mean
curvature surfaces with radial symmetry [5],[4], Amsler surfaces [6], and in Smyth surfaces and indefinite
affine spheres with intersecting straight lines [3].
The existence and uniqueness of the solution u can in most cases be deduced from similar results in [2]
and [14]. In the remaining cases it reduces to existence and uniqueness results for the Painleve´ equation with
certain boundary conditions. These can be derived from a study of the equation itself, which is accomplished
in Section A in the Appendix.
In [20] Kitaev investigated the asymptotics of the degenerate Painleve´ III equation appearing in our
study and deduced connection formulas between the asymptotics at different limits. These formulas allow to
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explicitly compute the constants in the asymptotics of those of our solutions which are defined on the whole
complex plane C (Remarks 5.5 and 5.8).
In Section 6 we study the automorphisms of self-associated cones. There are two sources of such auto-
morphisms.
One is complex conjugation, by virtue of the fact that the domain M and the scalar function u are
symmetric about the real axis and the holomorphic function U is real. This symmetry induces a reflection
Σ in R3 with respect to which the affine sphere defined by the pair (u, U) is invariant (Lemma 6.11). The
invariance naturally extends to the self-associated cone itself.
The other is a discrete subgroup of the 1-parametric isometry group generated by the Killing vector field
ψ. A generic element of this group multiplies the holomorphic function U by a unimodular complex constant,
and the subgroup consists of those elements which leave U invariant. In the rotational case this subgroup is
cyclic of order k + 3, in the translational case it is isomorphic to Z. The subgroup is generated by a single
element, which corresponds to a unimodular linear automorphism T of the self-associated cone.
These symmetries generate a subgroup of automorphisms which is isomorphic to a finite dihedral group in
the rotational case (Lemma 6.13) and to the infinite dihedral group in the translational case (Lemma 6.15).
By the structure relations of the dihedral group the generator T of the rotations or translations, respectively,
is similar to its own inverse.
The condition that T is similar to T−1 and at the same time is an automorphism of a regular convex
cone is quite restrictive. In Section 6.1 we classify all such maps and divide them in three types according
to their spectrum (Theorem 6.5). We distinguish an elliptic type with complex conjugate eigenvalues on the
unit circle, a parabolic type with 1 being the unique eigenvalue, and a hyperbolic type with an expanding
and a contracting eigenvalue (Definition 6.6). These notions can be extended to the self-associated cones
possessing the corresponding automorphisms. Here the rotational case leads to cones of elliptic type and the
translational case to cones of parabolic and hyperbolic type.
In Section 7 we investigate the frame equations and compute the boundaries of the self-associated cones.
We show that every solution of the frame equation defines an invariant quadratic form B. Together
with the automorphisms Σ, T generating the dihedral symmetry group of the cone this form B composes a
compatible triple (Definition B.2 in Section B of the Appendix) defined by a specific relation (Lemmas 7.1
and 7.4).
Since the frame equations cannot be integrated in closed form, we have to resort to an analysis of the
asymptotics of the moving frame F (z) as the argument z tends to the boundary of the domain. Here z tends
to the boundary of M along radial lines in the rotational case and along horizontal lines in the translational
case. Since the affine sphere is asymptotic to the boundary of the corresponding cone, the moving frame will
diverge. In order to capture its asymptotics we shall employ the technique of osculating frames which has
been introduced in [14].
We compare the moving frame F with another diverging unimodular matrix V such that the ratio G =
FV −1 remains finite and has a well-defined limit as the argument tends to the boundary. In [14] the matrix
V was the moving frame of another affine sphere, but in our case it does not have a geometric interpretation
in general. The matrix V is chosen such that one column of the ratio G and a suitably scaled multiple of the
position vector f tend to the same non-zero point in the considered limit. This point must be a boundary
point of the cone.
As the radial line or the horizontal line along which the limit is taken changes, the limit point in most
cases traces a curve in R3. Thus the boundary of K contains the conic hull of this curve. The moving frame
equations on F translate to similar partial differential equations on G and reduce to a linear third-order
ODE with periodic coefficients on the limit point as a function of the line of convergence. In these cases the
corresponding boundary piece of K can be described as the conic hull of a vector-valued solution of the ODE.
In Section C in the Appendix we show that the solution space of the ODE also carries a compatible triple.
This triple is shown to be dual in a certain sense to the triple (B,Σ, T ).
In the remaining cases the limit point does not continuously depend on the line along which the limit is
taken, but rather yields a discrete sequence of points in R3. Some triples of points turn out to be linearly
dependent. Such triples can lie on the boundary of a convex cone only if they are contained in a planar face
of the cone. Exactly this situation has been encountered by Dumas and Wolf in [14]. As in this reference, it
turns out that the planar faces fit together to form a polyhedral boundary piece.
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In the rotational case we perform these computations in Section 7.1, in the translational case in Section
7.2.
In the rotational case the cone boundary constructed in this way closes smoothly in on itself and no
further considerations are needed. In this way we obtain the self-associated cones of elliptic type, which are
described in Theorem 7.3. In the translational case we obtain two boundary pieces, one if the argument tends
to the left end-point along the horizontal line, and one if the argument tends to the right end-point. In the
parabolic case, which corresponds to the left end-point a being at −∞, one of these pieces is degenerated
to a single ray. In Section 7.3 we use the symmetries of the cone computed in Section 6 to show that the
two pieces fit together to form a dense subset of the boundary of the cone. In the parabolic case we may
reconstruct the cone from the non-degenerated boundary piece, these cones are described in Theorem 7.10. In
the hyperbolic case the two boundary pieces have to be glued together. In order to find the correct gluing one
has use that the compatible triple (B,Σ, T ) is the same for both boundary pieces. The cones of hyperbolic
type are described in Theorem 7.11.
In Section 8 we pose some open questions and suggest directions for further research.
In Section B we study the notion of a compatible triple and find its canonical forms under the action of
the unimodular group. We also describe a duality relation between such triples (Lemma B.4).
In all cases the analytic boundary pieces of the self-associated cones can be represented as the conic hull
of a vector-valued solution of the same linear third-order ODE with periodic coefficients. In Section C in the
Appendix we study the solutions of this ODE in more detail and investigate the compatible triple it generates
on its solution space.
In Section D we revisit the semi-homogeneous 3-dimensional cones. These cones have been classified in
[19] and their affine spheres have been shown to be representable by elliptic functions. These results we
refined and simplified in [26], where isothermal parametrizations of the affine spheres have been computed in
terms of either the Weierstrass ℘-function or the sinus hyperbolicus.
The methods developed in the present paper are also applicable to the case of semi-homogeneous cones.
This case is even simpler than that of the self-associated cones, because in condition (6) on the holomorphic
function U the term responsible for the multiplication of U by unimodular complex constants is missing.
The proofs in [19] can therefore be greatly shortened. In addition we establish that the boundary of the
semi-homogeneous cones can also be piece-wise represented as the conic hull of vector-valued solutions of a
linear third-order ODE. In contrast to the self-associated cones, in the semi-homogeneous case this ODE has
constant coefficients.
2 Affine spheres and associated families
In this section we introduce affine spheres, their affine metrics and cubic forms, the connection with convex
cones, and recall the compatibility conditions and moving frame equations for 2-dimensional affine spheres.
Finally we define the notion of associated affine spheres and convex cones and of self-associated cones.
2.1 Affine spheres
The material of this section is from [31, Section II].
Equiaffine hypersurface geometry studies smooth immersions f : M → Rn, whereM is an n−1 dimensional
manifold equipped with a transversal vector field ξ : M → Rn, and Rn is equipped with a volume form ω
which is parallel with respect to the canonical flat affine connection D. Decomposing the connection D into a
component tangent to the immersion f and a transversal component proportional to ξ, we may define on M
an affine connection ∇ by pullback of the tangential component and a symmetric second-order tensor h by
pullback of the transversal component. The connection ∇ is called the induced connection, while h is called
affine fundamental form. If the immersion f is locally strongly convex, which we shall henceforth assume,
then the form h is definite. By possibly changing the sign of the transversal field ξ it may then be chosen to
be positive definite, in which case M is endowed with the structure of a Riemannian manifold and h is called
the affine metric.
The parallel volume form ω on Rn and the transversal vector field ξ define an induced volume form θ on M
by θ(X1, . . . , Xn−1) = ω(f∗(X1), . . . , f∗(Xn−1), ξ) for arbitrary vector fields X1, . . . , Xn−1 on M . For a given
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locally strongly convex immersion f : M → Rn, there exists a unique transversal vector field ξ on M such that
∇θ = 0 and θ coincides with the volume form ωh defined by the affine metric h on M . This transversal vector
field is called the affine normal, and f equipped with this field is called a Blaschke immersion. For a Blaschke
immersion the third-order tensor C = ∇h is always totally symmetric and trace-less with respect to the affine
metric h. This tensor is called the cubic form of the immersion. Let ∇ˆ be the Levi-Civita connection of h.
From knowledge of the affine metric h and the cubic form C we may reconstruct the difference tensor ∇−∇ˆ
of type (1, 2) on M , which is related to the cubic form by the formula C(X,Y, Z) = −2h((∇−∇ˆ)XY,Z), and
hence also the induced connection.
We are interested in a special class of Blaschke immersions, namely when the lines in Rn defined by the
affine normals at all points f(x), x ∈ M , intersect at a common point, the center. In this case the Blaschke
immersion is called a proper affine sphere. We shall always assume that the center of the affine sphere
coincides with the origin of Rn, which can be achieved by a simple translation of the immersion. If the affine
sphere is curved away from the center, then it is called hyperbolic, which we shall henceforth assume. For an
affine sphere with center in the origin, the affine normal at x ∈M is by definition proportional to the position
vector f(x) of the immersion. It turns out that the proportionality factor is constant on M . For hyperbolic
affine spheres with positive definite metric we have ξ = −Hf(x), where the real number H is negative and is
called the mean curvature.
By construction, the affine metric h, the induced connection ∇, and the tensor C are invariant under
composition of the immersion f with a unimodular affine automorphism of Rn. In particular, the image of
a hyperbolic affine sphere with center in the origin under a unimodular linear automorphism of Rn is again
a hyperbolic affine sphere with center in the origin, with the same mean curvature. On the other hand, the
affine sphere f can be reconstructed from the data (h,∇) or equivalently (h,C) on M up to a unimodular
affine transformation of Rn.
2.2 Calabi theorem
In this section we describe the Calabi theorem, which links complete hyperbolic affine spheres to regular
convex cones, i.e., closed convex cones with non-empty interior and containing no line. Here complete means
that the affine metric of the affine sphere is complete. The theorem, originally formulated as the Calabi
conjecture on affine spheres in [7, p. 22], has been proven by the efforts of several authors [9, 10, 22, 23]. A
synthesis of the proof is given in [24, Section 2].
Theorem 2.1. Let the hypersurface immersion f : M → Rn define a complete hyperbolic affine sphere with
center in the origin. Then f is an embedding, the surface f [M ] is analytic and complete with respect to any
(and hence every) Euclidean structure in Rn, and there exists a regular convex cone K ⊂ Rn such that f [M ]
is asymptotic to its boundary ∂K and every interior ray of K intersects f [M ] transversally in exactly one
point.
On the other hand, let K ⊂ Rn be a regular convex cone. Then for every H < 0 there exists a unique
complete hyperbolic affine sphere with mean curvature H which is asymptotic to ∂K. The spheres for different
values of H are homothetic images of each other, their center is the origin, and their union equals the interior
Ko of the cone.
Thus the regular convex cones K ⊂ Rn are in bijective correspondence with the complete hyperbolic affine
spheres f : M → Rn with mean curvature H = −1. However, from the data (h,C) on M the cone K can be
reconstructed only up to unimodular linear transformations of Rn. In other words, the affine metric h and
the cubic form C of the affine sphere uniquely determine the SL(n,R)-orbit of the cone K ⊂ Rn to whose
boundary the affine sphere is asymptotic.
In the sequel we shall need the following result due to Calabi [7, Theorem 5.1].
Lemma 2.2. The affine metric of a complete hyperbolic affine hypersphere has non-positive Ricci curvature.
2.3 Conormal map and duality
In this section we describe a duality between affine spheres, which translates to a duality between regular
convex cones.
Let f : M → Rn be a hypersurface immersion with transversal vector field ξ. Let further Rn be the dual
space to Rn. Then we may define another immersion ν : M → Rn, the conormal map, by the conditions
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〈ν, ξ〉 ≡ 1, 〈ν, f∗X〉 = 0 for all tangent vector fields X on M [31, p. 57]. If f is a proper affine hypersphere
with center in the origin and mean curvature H, then the conormal map is also a proper affine hypersphere
with center in the origin and with mean curvature H−1 [16, Prop. 1, p. 391].
If f is a proper affine hypersphere with center in the origin, then the position vector f is a constant
multiple of the affine normal ξ. The relations 〈ν, ξ〉 ≡ 1, 〈ν, f∗X〉 = 0 then imply 〈ν∗X, f〉 = 0 for all tangent
vector fields X on M , and applying the conormal map to the immersion ν yields the original immersion f .
The conormal map hence defines a duality on the class of proper affine hyperspheres with center in the origin.
If the mean curvature of the proper affine sphere f : M → Rn equals −1, then f is not only a Blaschke im-
mersion, but also a centro-affine immersion (i.e., an immersion whose position vector f and whose transversal
vector field ξ are related by ξ = ±f). The connection ∇¯ induced on M by the conormal map, called the
dual connection, then obeys the relation 12 (∇+ ∇¯) = ∇ˆ [31, Section I.4], and the affine metric induced by ν
on M coincides with the affine metric h induced by the original immersion f [31, Proposition 5.4], see also
[28, Corollary 3.5.2]. However, since ∇ˆh = 0, we obtain ∇¯h = −∇h, and the cubic form ∇¯h of the dual
immersion ν equals −C = −∇h, where C denotes the cubic form of the original immersion f .
If the immersion f : M → Rn defines a complete hyperbolic proper affine sphere with center in the origin
which is asymptotic to the boundary of a regular convex cone K ⊂ Rn, then the hyperbolic proper affine
sphere defined by the conormal map is also complete, because it is isometric to the original affine sphere, and
is asymptotic to the boundary of the dual cone K∗ = {y ∈ Rn | 〈y, x〉 ≥ 0 ∀ x ∈ K} [28, p. 20].
Therefore if the pair (h,C) determines an SL(n,R)-orbit of some cone K ⊂ Rn, then the pair (h,−C)
determines the SL(n,R)-orbit of the dual cone K∗ ⊂ Rn.
2.4 Two-dimensional affine spheres
In this section we consider the affine metric h and the cubic form C for 2-dimensional complete hyperbolic
affine spheres and express these quantities equivalently by the solution (u, U) of a certain PDE, where u is a
real analytic function and U a holomorphic function on some simply connected domain M ⊂ C. The material
in this section is from [35].
A two-dimensional Riemannian manifold is a Riemann surface. Complete hyperbolic affine spheres are
non-compact and simply connected Riemann surfaces, and hence by virtue of the uniformization theorem
conformally equivalent to a simply connected domain M ⊂ C. We may hence parameterize the affine sphere
by a global complex coordinate z = x+ iy ∈M such that the affine metric is given by h = eu(z)|dz|2, where
u is a real-valued analytic function on M . The real coordinates x, y are called isothermal. The isothermal
coordinate system is not unique, but defined up to conformal isomorphisms of the domain M . For ease of
notation we shall refer also to the complex coordinate z as isothermal coordinate.
In isothermal coordinates the condition that the cubic form C is trace-less with respect to the affine metric
h translates to the linear conditions Cxxx+Cxyy = Cxxy +Cyyy = 0 on the entries of C. The cubic form then
has only two linearly independent real-valued entries Cxxx, Cyyy, which can be combined into one complex-
valued function U = 12 (Cxxx + iCyyy). In the complex coordinate z the cubic form can then be written as
C = 2Re(Udz3). Under conformal isomorphisms of the domain M the function U hence transforms as a
cubic differential.
In order for the pair (h,C), or equivalently (u, U), to define an affine sphere with mean curvature H = −1
further conditions must be satisfied. These conditions have first been described in [36]. Namely, the complex
function U must be a holomorphic function of the complex coordinate z, and the conformal factor of the
affine metric must satisfy Wang’s equation
eu =
1
2
∆u+ 2|U |2e−2u. (1)
Here ∆u = uxx+uyy = 4uzz¯ is the Laplacian of u, the indices denote partial derivatives, and
∂
∂z =
1
2 (
∂
∂x−i ∂∂y ),
∂
∂z¯ =
1
2 (
∂
∂x + i
∂
∂y ). By virtue of Wang’s equation the curvature of the affine metric can be expressed by the
modulus of U . We have [35, eq. (2.12)] R + 1 = 2|U |2e−3u, where R is the Riemann curvature scalar. From
Lemma 2.2 we obtain that
2|U |2e3u ≤ 1. (2)
Definition 2.3. Let f : M → R3 be a complete hyperbolic affine sphere with mean curvature H = −1,
asymptotic to the boundary of the regular convex cone K ⊂ R3, where M ⊂ C is parameterized by an
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isothermal complex coordinate z. Let h = eu|dz|2 be the affine metric and C = 2Re(Udz3) the cubic form
of f . We shall speak of the solution (u, U) of Wang’s equation (1) as corresponding to the affine sphere f or
the convex cone K.
Assume the notations of the definition, let M˜ ⊂ C be the pre-image of the domain M under the biholo-
morphic map b : w 7→ z, and consider the immersion f ◦ b : M˜ → R3. Then the immersions f ◦ b and f define
the same affine sphere, considered as a surface in R3, but the parametrization is different. Let (u˜, U˜) be the
solution of (1) corresponding to f ◦ b. The biholomorphism b must preserve both the affine metric and the
cubic holomorphic differential, implying b∗(eu˜|dw|2) = eu|dz|2, b∗(U˜dw3) = Udz3. We therefore obtain
U˜(w) = U(z)
(
dz
dw
)3
, u˜(w) = u(z) + 2 log
∣∣∣∣ dzdw
∣∣∣∣ . (3)
This formula describes how the solution (u, U) transforms under biholomorphic isomorphisms of the domain.
Given a holomorphic cubic differential Udz3 and a complete Riemannian metric h = eu|dz|2 satisfying
(1) on a simply connected domain M ⊂ C, we may reconstruct the corresponding two-dimensional complete
hyperbolic affine sphere f : M → R3 with mean curvature H = −1 and with center in the origin up
to the action of the unimodular group SL(3,R). This may be accomplished by integrating the moving
frame equations. Define the 3 × 3 real matrix F = (e−u/2fx, e−u/2fy, f). The first two columns of F
form an orthonormal basis of the tangent space to the immersion, while the third column is the position
vector of the immersion. Since by virtue of H = −1 the position vector equals the affine normal, we have
detF = ω(e−u/2fx, e−u/2fy, ξ) = θ(e−u/2∂x, e−u/2∂y) = 1 everywhere on M .
From the structure equations [35]
fzz = uzfz − Ue−ufz¯, fzz¯ = 1
2
euf, fz¯z¯ = −U¯e−ufz + uz¯fz¯
we obtain the frame equations
Fx = F
 −e−uReU uy2 + e−uImU eu/2−uy2 + e−uImU e−uReU 0
eu/2 0 0
 ,
Fy = F
 e−uImU −ux2 + e−uReU 0ux
2 + e
−uReU −e−uImU eu/2
0 eu/2 0
 .
(4)
Wang’s equation together with the condition that U is holomorphic are the integrability conditions of this
system. Choosing an arbitrary point z0 = x0 + iy0 ∈M and an arbitrary initial value F (z0) = F0 ∈ SL(3,R),
we can by integrating (4) recover the immersion f : M → R3 from the third column of the matrix F (z),
z ∈M .
Given a solution (u, U) of Wang’s equation on some simply connected domain M ⊂ C such that the metric
h = eu|dz|2 is complete, we may thus reconstruct the corresponding affine sphere and the corresponding cone
K uniquely up to the action of the unimodular group SL(3,R). On the other hand a regular convex cone
K ⊂ R3 determines the corresponding solution (u, U) of (1) uniquely up to conformal isomorphisms of the
domain M , under which the solution transforms as in (3).
2.5 Associated cones
In this section we present the concept of associated families of affine spheres and the corresponding SL(3,R)-
orbits of cones.
It has been observed in [35] that if a pair (u, U) is a solution of (1), then (u, eiϕU) is also a solution for
every constant angle ϕ ∈ [0, 2pi). In fact, (1) allows to compute U from u up to a constant unimodular factor,
and the affine spheres obtained for the different values of this constant factor exhaust all affine spheres with
mean curvature H = −1 and affine metric h = eu|dz|2. For every given value of the factor, we may reconstruct
the corresponding affine sphere with center in the origin uniquely up to the action of the unimodular group
SL(3,R).
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Note that the operation of multiplying a cubic holomorphic differential Udz3 on a domain M ⊂ C by a
unimodular constant is equivariant with respect to conformal isomorphisms of domains M ⊂ C. The orbits of
hyperbolic affine 2-spheres with respect to the action of SL(3,R) are hence arranged in 1-parametric families
on which the circle group S1 ' {c ∈ C | |c| = 1} acts by multiplication of the cubic holomorphic differential U
by the unimodular group element. Affine spheres belonging to orbits in the same family are called associated
[35].
Multiplication of the holomorphic function U by the factor eipi = −1 leads to multiplication of the cubic
form C by −1. Therefore in view of the results of Section 2.3 dual pairs of affine spheres are always associated
and can be obtained from each other by the action of the group element eipi ∈ S1.
Recall that if the metric h = eu|dz|2 defined by a solution (u, U) of Wang’s equation (1) is complete,
then the solution corresponds to a regular convex cone K ⊂ R3 which is determined up to the action of
the unimodular group SL(3,R). The solution (u, U) hence determines a unique SL(3,R)-orbit of regular
convex cones in R3. The action of the circle group S1 given by c : (u, U) 7→ (u, cU) on such solutions hence
induces an action of S1 on the set of SL(3,R)-orbits of regular convex cones, and these SL(3,R)-orbits are
also arranged in 1-parametric families. Regular convex cones belonging to orbits in the same family are also
called associated. This notion has been first introduced in [26].
Since a dual pair of complete hyperbolic affine spheres is asymptotic to the boundaries of a dual pair of
convex cones, any regular convex cone K ⊂ R3 is associated to its dual K∗, and the corresponding SL(3,R)-
orbits are related by the action of the group element eipi ∈ S1. In other words, if the solution (u, U) of (1)
corresponds to a cone K ⊂ R3, then the solution (u,−U) corresponds to the dual cone K∗ in the sense of
Definition 2.3. Note that originally the dual cone K∗ is a subset of the dual vector space R3, and in order to
view K∗ as a cone in R3 we must identify R3 with its dual by means of some Euclidean scalar product. The
image of K∗ under this identification will then depend on the scalar product. However, the SL(3,R)-orbit of
K∗ is independent on the concrete identification of R3 with its dual.
The action of the group S1 on a single associated family of SL(3,R)-orbits of cones does not need to be
faithful. It may well be that two solutions (u, U), (u, cU) of Wang’s equation (1) for c 6= 1 lead to isomorphic
affine spheres or, equivalently, to the same SL(3,R)-orbit of regular convex cones. In this contribution we
study cones K ⊂ R3 whose SL(3,R)-orbit is a fixed point of the action of S1. We shall, however, adopt the
following a priori more general definition, which we later show to be equivalent to the previous condition.
Definition 2.4. Let K ⊂ R3 be a regular convex cone and let (u, U) be a solution of (1) corresponding to
K. For ϕ ∈ [0, 2pi), let Kϕ ⊂ R3 be a cone corresponding to the solution (u, eiϕU) of (1). We call the cone
K self-associated if for every ϕ ∈ [0, 2pi) the cone Kϕ is linearly isomorphic to K.
The notion is well-defined, because for every ϕ ∈ [0, 2pi) the cone Kϕ is determined uniquely up to a
unimodular linear automorphism of R3, and whether K and Kϕ are linearly isomorphic does not depend
on the concrete choice of Kϕ. Since the dual cone K
∗ is always associated to the original cone K, any
self-associated cone K ⊂ R3 must be self-dual, in the wider sense1 that it is linearly isomorphic to its dual
K∗. The property of being self-associated is hence stronger than self-duality. The subject of the paper is the
description and classification of the self-associated cones.
3 Killing vectors and self-associated cones
In this section we characterize affine spheres which are asymptotic to the boundary of self-associated cones
by the existence of a Killing vector field such that the 1-parametric group of isometries generated by the
field non-trivially multiplies the holomorphic cubic differential by unimodular complex constants. This will
be accomplished in two steps. First we show that if all associated cones Kϕ of a cone K ⊂ R3 lie in the same
GL(3,R)-orbit as K, then they must also lie in the same SL(3,R)-orbit. In a second step we then show the
existence of the Killing vector field.
1The notion of self-dual cone may also be defined by the existence of a Euclidean structure on the ambient real space which
identifies K with its dual K∗.
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3.1 Isomorphisms with negative determinant
Suppose two cones K,K ′ are linearly isomorphic, but not in the same SL(3,R)-orbit. Since cones are invariant
under homotheties, we may assume that the linear map taking K to K ′ has determinant −1. We therefore
first consider how the complete hyperbolic affine sphere asymptotic to the boundary of a regular convex cone
K transforms under the action of a linear map with determinant −1.
Lemma 3.1. Let K ⊂ R3 be a regular convex cone and let A ∈ GL(3,R) be a linear map with determinant −1.
Let f : M → Ko be the complete hyperbolic affine sphere with mean curvature H = −1 which is asymptotic
to ∂K, where M ⊂ C is parameterized by an isothermal complex coordinate z. Let M¯ = {z | z¯ ∈ M} be the
complex conjugate domain. Let (u, U) be the solution of (1) corresponding to K.
Then the immersion fA : M¯ → R3, fA : z 7→ Af(z¯) defines a complete hyperbolic affine sphere with
mean curvature H = −1 which is asymptotic to the boundary of the cone A[K]. The solution (u˜, U˜) of (1)
corresponding to the cone A[K] is given by u˜(z) = u(z¯) and U˜(z) = U(z¯), z ∈ M¯ .
Proof. The domain M¯ is simply connected, U˜ is holomorphic, and the pair (u˜, U˜) satisfies Wang’s equation (1).
Moreover, the domain M¯ is a complete Riemannian manifold if equipped with the metric h˜ = eu˜|dz|2, because
complex conjugation is an isometry between M and M¯ . It is not hard to see that the frame equations (4) are
invariant under the substitution (x, y, u, U, f) 7→ (x,−y, u, U¯ ,−f). Therefore the solution (u˜, U˜) corresponds
to the complete hyperbolic affine sphere f˜ : M¯ → R3, f˜ : z 7→ −f(z¯) with mean curvature H = −1. This
affine sphere is asymptotic to the boundary of the cone −K.
The map −A ∈ SL(3,R) is a unimodular isomorphism between the cone −K and the cone A[K], which
yields the second claim of the lemma. The first claim of the lemma follows from the relation fA = (−A)◦f˜ .
The symmetry of the frame equations used in the proof allows us to formulate the following alternative
definition of self-associated cones.
Corollary 3.2. Let K ⊂ R3 be a regular convex cone and let f : M → R3 be the corresponding complete
hyperbolic affine sphere with mean curvature H = −1. Then the following conditions are equivalent:
(i) The cone K is self-associated.
(ii) Whenever a complete hyperbolic affine sphere f˜ : M˜ → R3 with mean curvature H = −1 is isometric
to f , the cones K˜ ⊂ R3 corresponding to f˜ are linearly isomorphic to K.
Proof. Suppose (i) holds, and let an affine sphere f˜ : M˜ → R3 with corresponding cone K˜ be as in (ii). We
may assume that M and M˜ are parameterized by isothermal complex coordinates. If the isometry between
f and f˜ is orientation-preserving, i.e., conformal, then we may apply the corresponding biholomorphism to
M˜ to make it equal to the domain M . Then the conformal factors u, u˜ of the affine spheres f, f˜ coincide, and
by [35, Proposition 2.10] these affine spheres are associated. By virtue of (i) the cones K, K˜ are then linearly
isomorphic. Now suppose that the isometry between f and f˜ is orientation-reversing. Define an affine sphere
f¯ : M¯ → R3 by f¯(z) = −f(z¯). This affine sphere is complete, hyperbolic with mean curvature H = −1,
and asymptotic to the boundary of the cone −K. However, now the affine spheres f¯ , f˜ are related by an
orientation-preserving isometry, and hence −K and K˜ are linearly isomorphic by the preceding. Thus also
K, K˜ are linearly isomorphic, which completes the proof of the implication (i) ⇒ (ii).
The reverse implication follows from the fact that associated affine spheres are isometric.
We now proceed with the formulation of the main result of this section.
Lemma 3.3. A regular convex cone K ⊂ R3 is self-associated if and only if all cones which are associated
to K are in the SL(3,R)-orbit of K.
Proof. The ”if” direction is a tautology. Let us prove the ”only if” direction.
Let K ⊂ R3 be self-associated. By Definition 2.4 every cone K ′ which is associated to K is linearly
isomorphic to K. In particular, there exists a matrix A ∈ ±SL(3,R) such that K ′ = A[K]. Hence K ′ is
in the SL(3,R)-orbit of K or in the SL(3,R)-orbit of −K. If K,−K are in the same SL(3,R)-orbit, then
the claim of the lemma follows. Let us therefore suppose that the SL(3,R)-orbits of the cones K,−K are
distinct, or equivalently, the automorphism group of K consists only of matrices with positive determinant.
Let (u, U) be a solution of Wang’s equation corresponding to K, defined on some domain M ⊂ C. For
every ϕ ∈ [0, 2pi), let Kϕ be an associated cone corresponding to the solution (u, eiϕU) of (1). Define the
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disjoint complementary subsets S+, S− ⊂ S1 such that eiϕ ∈ S+ if and only if Kϕ is in the SL(3,R)-orbit of
K, and eiϕ ∈ S− if and only if Kϕ is in the SL(3,R)-orbit of −K. The sets S+, S− do not depend on the
choice of the cone Kϕ, because the SL(3,R)-orbit of Kϕ is uniquely determined by the solution (u, eiϕU).
The identity element 1 ∈ S1 is in S+, because for ϕ = 0 we may choose K0 = K. For every eiϕ ∈ S+,
the solutions (u, U) and (u˜, U˜) = (u, eiϕU) of (1) correspond to cones K,Kϕ in the same SL(3,R)-orbit and
hence must be related by a biholomorphic automorphism b : w 7→ z of M as in (3). Let now eiϕ1 , eiϕ2 ∈ S+,
and let b1, b2 be biholomorphic automorphisms of M relating the solution (u, U) to the solutions (u, e
iϕ1U),
(u, eiϕ2U), respectively. Then the biholomorphic automorphism b−12 ◦ b1 of M relates (u, U) to the solution
(u, ei(ϕ1−ϕ2)U) of (1). But then the cones K,Kϕ1−ϕ2 corresponding to these solutions must be in the same
SL(3,R)-orbit, and ei(ϕ1−ϕ2) ∈ S+. It follows that S+ is a subgroup of S1.
In the rest of the proof, we denote by (u˜, U˜) the solution of (1) on M¯ given by u˜(z) = u(z¯), U˜(z) = U(z¯).
Let now eiϕ ∈ S−. Then there exists A ∈ −SL(3,R) such that Kϕ = A[K]. Hence by Lemma 3.1 the
solution (u˜, U˜) on M¯ and the solution (u, eiϕU) on M correspond to the same cone Kϕ. Therefore there
exists a biholomorphism b : M¯ →M , b : w 7→ z, such that
U˜(w) = eiϕU(z)
(
dz
dw
)3
, u˜(w) = u(z) + 2 log
∣∣∣∣ dzdw
∣∣∣∣ . (5)
On the other hand, if such a biholomorphism exists, then the two solutions are equivalent and correspond
to cones in the same SL(3,R)-orbit. But (u, eiϕU) corresponds to the cone Kϕ, while (u˜, U˜) corresponds to
the cone −K. Thus eiϕ ∈ S−.
Now suppose that ϕ1, ϕ2 ∈ S−. Let b1, b2 : M¯ →M , b1 : w 7→ z1, b2 : w 7→ z2 be biholomorphisms which
relate the solution (u˜, U˜) of (1) on M¯ to the solutions (u, eiϕ1U), (u, eiϕ2U) on M , respectively, as above.
From (5) we obtain
eiϕ1U(z1)
(
dz1
dw
)3
= eiϕ2U(z2)
(
dz2
dw
)3
, u(z1) + 2 log
∣∣∣∣dz1dw
∣∣∣∣ = u(z2) + 2 log ∣∣∣∣dz2dw
∣∣∣∣ ,
and consequently
U(z1) = e
i(ϕ2−ϕ1)U(z2)
(
dz2
dz1
)3
, u(z1) = u(z2) + 2 log
∣∣∣∣dz2dz1
∣∣∣∣ .
Therefore the biholomorphic automorphism b2 ◦ b−11 : z1 7→ z2 of M relates the solutions (u, U) and
(u, ei(ϕ2−ϕ1)U) on M , and these solutions correspond to cones in the same SL(3,R)-orbit. This implies
that ei(ϕ2−ϕ1) ∈ S+. Note that for every ϕ ∈ [0, 2pi), eiϕ ∈ S− implies e−iϕ ∈ S−, because S+ = S1 \ S− is a
subgroup and contains every one of its elements together with its inverse. Thus we have that S− · S− ⊂ S+.
It follows that squares of elements in S1 are in S+. But every element of S
1 can be represented as a
square of another element. Therefore S− = ∅. This completes the proof.
3.2 Existence of the Killing vector field
We now proceed to the second step, showing that affine spheres which are asymptotic to self-associated
cones admit the existence of a Killing vector field with the properties claimed at the beginning of Section
3. Note that in the complex isothermal coordinate z on the surface M a vector field on M is represented
by a complex-valued function ψ. With a little abuse of notation, we shall identify the vector field ψ∂z with
the function ψ. A Killing vector field by definition generates a group of orientation-preserving isometries
of M , which are in particular conformal automorphisms. Therefore Killing vector fields are represented by
holomorphic functions ψ.
Lemma 3.4. Let K ⊂ R3 be a self-associated regular convex cone, let f : M → Ko be the complete hyperbolic
affine sphere with mean curvature H = −1 which is asymptotic to ∂K, where M ⊂ C is parameterized by an
isothermal coordinate z, and let (u, U) be a solution of Wang’s equation (1) corresponding to K. Then there
exists a holomorphic function ψ on M satisfying the relations
iU(z) + U ′(z)ψ(z) + 3U(z)ψ′(z) = 0, (6)
Re(u′(z)ψ(z) + ψ′(z)) = 0, (7)
where the prime denotes the derivative with respect to the complex coordinate z.
12
Proof. Assume the conditions of the lemma.
If U ≡ 0, then the choice ψ(z) ≡ 0 proves the assertion of the lemma. Let us henceforth assume that
U 6≡ 0.
Let AutM be the group of biholomorphic automorphisms of M . This group is a finite-dimensional Lie
group, it has 4 real dimensions if M is conformally equivalent to C and 3 real dimensions if M is conformally
equivalent to the unit disc D. Let G ⊂ AutM be the subgroup of automorphisms b : w 7→ z which transform
the solution (u˜, U˜) = (u, eiϕU) for some eiϕ ∈ S1 according to (3) into the solution (u, U). Let G0 ⊂ G be
the subgroup of automorphisms which leave the solution (u, U) invariant.
Clearly both subgroups G,G0 are closed in AutM and are hence Lie subgroups. Moreover, G0 is closed
in the subspace topology of G, and hence G0 is also a Lie subgroup of G. Now for every e
iϕ ∈ S1, an
automorphism b preserves (u, U) if and only if it preserves (u, eiϕU). Hence G0 ⊂ G is a normal subgroup.
Since we have eiϕU 6≡ U whenever eiϕ 6= 1, we may define a map α : G → S1 as follows. If the
automorphism b ∈ G transforms (u, eiϕU) into (u, U) for some eiϕ ∈ S1, then this eiϕ is unique and we set
α(b) = eiϕ. It is not hard to see that α is a group homomorphism with kernel G0. Moreover, if a sequence
bk : w 7→ zk of automorphisms bk ∈ AutM tends to the identity map, then for every fixed w ∈ M we have
bk(w)→ w and b′k(w)→ 1, and therefore α is continuous by (3). Thus α is a Lie group homomorphism.
By Lemma 3.3 the solutions (u, U) and (u, eiϕU) of (1) define the same affine sphere, up to the action of
SL(3,R), for every eiϕ ∈ S1. Therefore (u, U) and (u, eiϕU) are related by a biholomorphic automorphism
of M for every eiϕ ∈ S1. It follows that the homomorphism α is surjective and defines a group isomorphism
between S1 and the quotient G/G0.
Let g, g0 be the Lie algebras of the Lie groups G,G0, respectively. Then the Lie group homomorphism
α defines a Lie algebra homomorphism a : g → R of g into the Lie algebra R of S1, such that g0 ⊂ ker a.
For the sake of contradiction, let us assume that ker a = g. Then the connection component of the identity
in G is mapped to 1 ∈ S1 and is hence a subset of G0. It follows that G0 is open in G, and the quotient
topology of G/G0 is discrete. However, G/G0 is an uncountable set, because S
1 is uncountable. Hence G is
not second-countable, contradicting the property that it is a finite-dimensional Lie group. Thus ker a must
be a strict Lie subalgebra of g, and a is also surjective.
Let b ∈ g be such that a(b) = −1. Let {gt}t∈R ⊂ G, gt : w 7→ zt, be the one-parametric subgroup
generated by the Lie algebra element b. Then α(gt) = e
−it, and from (3) we get
e−itU(w) = U(zt)
(
dzt
dw
)3
, u(w) = u(zt) + 2 log
∣∣∣∣dztdw
∣∣∣∣ (8)
for every t ∈ R.
Let ψ(w) = dzt(w)dt
∣∣∣
t=0
be the velocity field of the flow generated by b, represented as a complex-valued
function on M . Since gt are isometries, the vector field ψ is a Killing vector field and hence a holomorphic
function. By virtue of the relations
z0(w) ≡ w, dzt
dw
∣∣∣∣
t=0
≡ 1,
[
d
dt
dzt
dw
]
t=0
= ψ′(w)
differentiation of (8) with respect to t at t = 0 yields
−iU(w) = U ′(w)ψ(w) + 3U(w)ψ′(w), 0 = 2Re (u′(w)ψ(w)) + 2Reψ′(w).
The claim of the lemma readily follows.
The existence of a Killing vector field ψ satisfying (6),(7) is not only necessary, but also sufficient for the
cone K to be self-associated. We have the following result.
Lemma 3.5. Let K ⊂ R3 be a regular convex cone, let f : M → Ko be the complete hyperbolic affine sphere
with mean curvature H = −1 which is asymptotic to ∂K, where M ⊂ C is parameterized by an isothermal
coordinate z, and let (u, U) be a solution of Wang’s equation (1) corresponding to K. Suppose there exists a
holomorphic function ψ on M satisfying the relations (6),(7). Then the cone K is self-associated.
Proof. The proof is by reversing the last steps of the proof of Lemma 3.4. Indeed, let {gt}t∈R, gt : w 7→ zt,
be the one-parametric family of isometries of M generated by the vector field ψ. Integrating (6),(7) along
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the trajectories of the flow we obtain (8). This relation shows that gt takes the solution (u, e
−itU) of (1) to
the solution (u, U) for every t ∈ R. Hence all these solutions correspond to the same SL(3,R)-orbit of cones,
and K is self-associated.
In this section we expressed the property of a regular convex cone K ⊂ R3 to be self-associated as a set of
two analytic conditions on the corresponding solution of Wang’s equation (1). Here condition (6) restricts the
holomorphic function U defining the cubic form, and condition (7) restricts the conformal factor u defining
the affine metric in isothermal coordinates. In the next section we shall classify the holomorphic functions U
which satisfy condition (6), and in Section 5 we find the corresponding functions u satisfying (7).
4 Classification of cubic holomorphic differentials
In the previous section we derived a necessary and sufficient condition on a complete solution (u, U) of Wang’s
equation (1) to correspond to a self-associated cone, namely equations (6),(7). Our strategy to classify the self-
associated cones will consist in finding all complete solutions of Wang’s equation satisfying these conditions
and then constructing the corresponding cones by integrating the moving frame equations.
In this section we consider condition (6) only. We classify all pairs (ψ,U) of holomorphic functions
on M satisfying this condition, where ψ is representing a vector field generating a 1-parametric group of
biholomorphic automorphisms of M . This last requirement is actually the most restrictive, it means that ψ
can be identified with an element of the Lie algebra of AutM .
The Lie group AutM acts on its Lie algebra by the adjoint representation. If two elements of the Lie
algebra are in the same orbit with respect to this action, then the corresponding vector fields ψ can be
obtained from each other by biholomorphic automorphisms of M . Therefore we need to consider only one
representative Lie algebra element per orbit.
For each such Lie algebra element ψ we consider its stabilizer, the subgroup of AutM which leaves ψ
invariant. We can then use this subgroup to transform the solution U corresponding to ψ into an appropriate
canonical form.
By the uniformization theorem we may assume that the non-compact simply connected domain M is
equal to either C or the unit disc D ⊂ C. We consider these two cases separately in Sections 4.1, 4.2 below.
At first we shall single out the following special case, however.
Case 0: U ≡ 0. Due to the homogeneity of (6) with respect to U this is a solution for all Lie algebra
elements ψ.
In Sections 4.1 and 4.2 below we always assume that U 6≡ 0. By (6) this implies also ψ 6≡ 0. The
classification proceeds in several steps. First we find a suitable representative ψ of each non-zero orbit of the
Lie algebra with respect to the adjoint action of AutM . For each of these ψ we compute the 1-dimensional
subspace of solutions U of (6) and the stabilizer of ψ. We pursue the analysis of the element ψ only if the
corresponding solutions U are holomorphic on M . Finally we check whether different holomorphic solutions
U are related by automorphisms in the stabilizer of ψ and compute a representative for each orbit of this
action.
The obtained functions U(z) on D are not all well suited for solving Wang’s equation, however. Therefore
we shall in a second step transform D into more suitable domains in the complex plane in order to simplify
the expression for U .
4.1 Case M = C
The conformal automorphisms of C are the complex linear-affine transformations z 7→ az+ b, a, b ∈ C, a 6= 0.
They form a 4-dimensional real Lie group with Lie algebra consisting of the vector fields ψ(z) = cz + d,
c, d ∈ C.
The action of the element z 7→ az+b on the Lie algebra element ψ(z) = cz+d is given by the transformation
(c, d) 7→ (c, ad−bc). Clearly elements ψ whose c coefficient is different belong to different orbits of the action.
We consider two cases.
Case 1.1: If c = 0, then the action reduces to (0, d) 7→ (0, ad). Since a ∈ C \ {0}, this subset of the Lie
algebra consists of two orbits, namely the zero orbit given by {ψ ≡ 0} and its complement corresponding to
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pairs (0, d) with d 6= 0. In this orbit we choose the representative element ψ(z) ≡ −i. Its stabilizer is given
by all automorphisms of the form z 7→ z + b, b ∈ C.
For the choice ψ ≡ −i equation (6) becomes iU(z)−iU ′(z) = 0 and has the non-zero solutions U(z) = γez,
γ 6= 0. By applying the automorphism z 7→ z + log γ the solution U(z) = γez is transformed to the solution
U(z) = ez. Here any of the values of log γ is suitable. We hence finally get the solution (ψ,U) = (−i, ez).
Case 1.2: If c 6= 0, then the automorphism z 7→ z+c−1d transforms ψ = cz+d into the element ψ(z) = cz.
Hence to every c 6= 0 there corresponds a single orbit of the adjoint action of AutC. The stabilizer of the
representative element ψ(z) = cz is given by all automorphisms of the form z 7→ az, a 6= 0.
Equation (6) becomes czU ′(z) + (3c + i)U(z) = 0 and has the solutions U(z) = γ · z−(3c+i)/c. A non-
zero function U of this form can only be holomorphic in C if k = − 3c+ic is a natural number. In this case
c = − ik+3 , U(z) = γzk. Application of the automorphism z 7→ γ1/(k+3)z transforms this solution into the
solution U(z) = zk. Here any of the values of γ1/(k+3) is suitable. We hence finally get the family of solutions
(ψ,U) = (− izk+3 , zk), parameterized by the discrete parameter k ∈ N.
4.2 Case M = D
The biholomorphic automorphisms of D are given by z 7→ eiφ z−α1−α¯z , |α| < 1. They form a 3-dimensional real
Lie group. Its Lie algebra is spanned by the elements ψ1(z) = iz, ψ2(z) =
1
2 (z
2 − 1), ψ3(z) = − i2 (z2 + 1).
The action of the automorphism z 7→ eiφ z−α1−α¯z on the Lie algebra element c1ψ1 + c2ψ2 + c3ψ3 is given by
the transformation c1c2
c3
 7→

1+|α|2
1−|α|2
2Imα
1−|α|2 − 2Reα1−|α|2
2Im(αeiφ)
1−|α|2
Re((1−α2)eiφ)
1−|α|2 − Im((1+α
2)eiφ)
1−|α|2
− 2Re(αeiφ)1−|α|2 Im((1−α
2)eiφ)
1−|α|2
Re((1+α2)eiφ)
1−|α|2

c1c2
c3
 .
It is not difficult to check that this action is precisely the action of the group SO+(2, 1) on the space R3
consisting of the coefficient vectors c = (c1, c2, c3)
T . The action preserves the indefinite metric on R3 given
by the quadratic form Q = diag(1,−1,−1). The squared length cTQc of a vector as defined by this metric is
an invariant of the action. The loci of negative values of cTQc are one-sheeted hyperboloids, each of which
is an orbit of the group action. The loci of positive values are two-sheeted hyperboloids, each sheet of which
is a separate orbit. Finally, the locus of vectors with zero length is the conical surface given by the equation
c21 = c
2
2 + c
2
3. Its non-zero elements form two orbits of the group action, one consisting of vectors with c1 > 0
and the other of vectors with c1 < 0. We shall consider these orbits case by case.
Case 2.1: Two-sheeted hyperboloid. A representative of an orbit of this type is given by (c1, c2, c3) =
(c, 0, 0), c ∈ R \ {0}, or equivalently by the holomorphic function ψ(z) = icz on D. The stabilizer of this
representative is given by all automorphisms of D of the form z 7→ eiφz, and hence equals the subgroup of
AutD which is generated by the Lie algebra element ψ itself.
Equation (6) becomes czU ′(z)+(3c+1)U(z) = 0, leading to the solutions U(z) = γz−(3c+1)/c, γ ∈ C\{0}.
As in Case 1.2 above, the solution U is holomorphic in D if and only if k = − 3c+1c is a natural number.
Then c = − 1k+3 and U(z) = γzk. Recall that the action of the subgroup generated by ψ multiplies the
solution U by unimodular complex constants. We may hence achieve the condition γ > 0 by applying a
suitable automorphism from this subgroup. We hence get the family of solutions (ψ,U) = (− izk+3 , γzk) on D,
parameterized by the discrete parameter k ∈ N and the continuous parameter γ > 0.
Finally we shall transform the unit disc D into a disc BR of radius R = γ1/(k+3) by the transformation
z 7→ Rz. This biholomorphic isomorphism transforms the solution (ψ,U) = (− izk+3 , γzk) on D into the
solution (ψ,U) = (− izk+3 , zk) on BR. The solution family is then parameterized by the discrete variable
k ∈ N and the continuous radius R > 0 of the domain.
Case 2.2: One-sheeted hyperboloid. A representative of an orbit of this type is given by (c1, c2, c3) =
(0, 0, c), c > 0, or equivalently ψ(z) = − ic2 (z2 + 1). The stabilizer of this representative is given by all
automorphisms of the form z 7→ z−ia1+iaz , a ∈ (−1, 1), which again is precisely the subgroup generated by ψ.
Equation (6) becomes c2 (z
2 + 1)U ′(z) + (3cz − 1)U(z) = 0, leading to the non-zero solutions U(z) =
γ(z2 + 1)−3 exp
(
2
c arctan z
)
, γ 6= 0. By applying an appropriate element of the stabilizer of ψ we may as
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in the previous case achieve γ > 0. We hence get the family of solutions (ψ,U) = (− ic2 (z2 + 1), γ(z2 +
1)−3 exp
(
2
c arctan z
)
), parameterized by two positive real parameters c, γ.
Finally we transform D into a vertical strip by the biholomorphic isomorphism z 7→ 2c arctan z + log γ +
3 log c2 . The left and right boundary of the strip are given by the lines Re z = ∓ pi2c+log γ+3 log c2 , respectively.
The solution (ψ,U) = (− ic2 (z2 + 1), γ(z2 + 1)−3 exp
(
2
c arctan z
)
) of (6) is transformed into (ψ,U) = (−i, ez).
Thus the solution is given by the same functions for all elements in the family, and different solutions differ
by their domain M = {z ∈ C | a < Re z < b} which is parameterized by two real numbers a < b.
Case 2.3: Conical surface. Representatives of the two non-zero orbits in this surface are given by
(c1, c2, c3) = (σ, σ, 0), σ = ±1. The corresponding Lie algebra elements are given by the holomorphic func-
tions ψ(z) = σ(iz+ 12 (z
2−1)). Their stabilizer is given by all automorphisms of the form z 7→ eiφ z+ i2 (1−e−iφ)
1− i2 (1−eiφ)z
and is again equal to the subgroup generated by ψ.
Equation (6) becomes iU(z) + σ(iz + 12 (z
2 − 1))U ′(z) + 3σ(i + z)U(z) = 0, leading to the non-zero
solutions U(z) = γ(z+ i)−6e2iσ/(z+i), γ ∈ C\{0}. As in the previous cases we may achieve γ > 0 by applying
a suitable element from the stabilizer of ψ. We obtain the solution families (ψ,U) = (σ(iz+ 12 (z
2− 1)), γ(z+
i)−6e2iσ/(z+i)) parameterized by the discrete parameter σ = ±1 and the continuous parameter γ > 0.
Finally we transform D into a half-plane by the biholomorphic isomorphism z 7→ 2iσz+i + log γ8 − iσpi2 . For
σ = 1 we obtain a right-half plane, for σ = −1 a left half-plane, and the boundary is given in both cases
by the vertical line {z |Re z = σ + log γ8 }. The solution (ψ,U) = (σ(iz + 12 (z2 − 1)), γ(z + i)−6e2iσ/(z+i))
of (6) is transformed into (ψ,U) = (−i, ez). Thus different solutions only differ by their domain M = {z ∈
C |σRe z > σa} which is parameterized by the real number a and the discrete parameter σ = ±1.
4.3 Summary
In the previous two sections we achieved a classification of the holomorphic solutions (ψ,U) of (6) on simply
connected domains in C, where ψ is a vector field generating a 1-dimensional group of biholomorphic auto-
morphisms of M , up to biholomorphic isomorphisms of the domain. The obtained cases can be categorized
as follows.
Case 0: U ≡ 0. This solution exists for every Lie algebra element ψ of AutM .
Case R: Rotational automorphisms. Here we shall group Cases 1.2 and 2.1 from above. The solution of
(6) is given by (ψ,U) = (− izk+3 , zk), where k ∈ N is a discrete parameter, and the domain BR = {z | |z| < R}
is a disc of radius R ∈ (0,+∞].
Case T: Translational automorphisms. Here we shall group the remaining Cases 1.1, 2.2, and 2.3. The
solution of (6) is given by (ψ,U) = (−i, ez) and the domain M(a,b) = {z | a < Re z < b} is a vertical strip of
finite or infinite width, parameterized by two real numbers −∞ ≤ a < b ≤ +∞ or equivalently by the set of
non-empty open intervals (a, b) ⊂ R.
Thus in the rotational case we obtain a countably infinite number of 1-parametric families of solutions,
while in the translational case we obtain a 2-parametric family of solutions.
4.4 Case 0
In this section we shall find the self-associated cones corresponding to the special Case 0. The condition
U ≡ 0 implies that the cubic form C of the affine immersion vanishes identically. The Theorem of Pick and
Berwald [31, Theorem 4.5, p. 53] states that this happens if and only if the affine sphere is a quadric. A
quadric can be asymptotic to the boundary of a regular convex cone in R3 only if this cone is ellipsoidal, i.e.,
linearly isomorphic to the Lorentz cone
L3 =
{
x = (x0, x1, x2)
T |x0 ≥
√
x21 + x
2
2
}
. (9)
The affine sphere is then one sheet of a two-sheeted hyperboloid and is isometric to a hyperbolic space form.
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5 Solving Wang’s equation
In the previous section we have classified all solutions (ψ,U) of equation (6), which led to the non-zero
canonical forms zk and ez for the holomorphic function U on families of domains M ⊂ C. In this section
we consider the corresponding conformal factor u of the affine metric h. The real-valued function u has to
satisfy both condition (7) and Wang’s equation (1) and it has to yield a complete metric h = eu|dz|2 on M .
We shall need the following result due to Benoist and Hulin [2, Proposition 6.8].
Lemma 5.1. Let M ⊂ C be a simply connected domain which is conformally isomorphic to the unit disc D,
and let h0 = e
u0 |dz|2 be the uniformizing hyperbolic metric on M . Let U be a holomorphic function on M
such that the cubic holomorphic differential U(z)dz3 is bounded with respect to h0. Then Wang’s equation
has a unique solution (u, U) such that the metric eu|dz|2 is complete on M and |u− u0| is bounded.
For the domain C we have the following result due to Dumas and Wolf [14, Theorem 5.3].
Lemma 5.2. Let M = C and let U : M → C be a polynomial. Then Wang’s equation has a unique solution
(u, U) such that the metric eu|dz|2 is complete on M and has non-positive curvature.
We shall consider the Cases R and T from Section 4.3 separately.
Case R: In this case the domain M is the open disc BR with radius R ∈ (0,∞]. We have ψ(z) = − izk+3 and
equation (7) becomes Im(zu′(z)) = 0. Rewriting this condition in the real coordinates x = Re z, y = Imz
we obtain ∂u∂xy =
∂u
∂yx, i.e., the gradient of u is proportional to the position vector (x, y) in the complex plane.
This is equivalent to the condition that u is a function of the radius r = |z| only, u(z) = υ(|z|) for some
function υ : [0, R) → R. Since the origin z = 0 belongs to the domain, we must have dυdr = 0 at r = 0, and
υ(r) can be extended to an even function on (−R,R). Clearly the metric h = eu|dz|2 is complete on BR if
and only if the metric eυdr2 is complete on (−R,R).
By virtue of |U | = rk Wang’s equation (1) becomes
eu =
1
2r
∂
∂r
(
r
∂u
∂r
)
+
1
2r2
∂2u
∂φ2
+ 2r2ke−2u (10)
in polar coordinates (r, φ) on BR. By virtue of u(z) = υ(r) this is equivalent to the second order ODE
d2υ
dr2
= 2eυ − 1
r
dυ
dr
− 4r2ke−2υ (11)
on the even function υ on (−R,R). This ODE is in turn equivalent to the well-known Painleve´ III equation.
Indeed, let us make the substitution eυ = vr(k−1)/2, s = r(k+3)/2 on the interval r ∈ (0, R), with s ∈
(0, R(k+3)/2) the new independent variable and v the new dependent variable. Then (11) becomes
svv′′ = s(v′)2 − vv′ + 8
(k + 3)2
v3 − 16
(k + 3)2
s, (12)
where the prime denotes differentiation with respect to s. This is the Painleve´ III equation with parameters
(α, β, γ, δ) = ( 8(k+3)2 , 0, 0,− 16(k+3)2 ), corresponding to the degenerate case D7 in the classification of [33].
It is well-known that (12) has no solution expressible in terms of algebraic and classical transcendental
functions except v(s) = (2s)1/3 [32]. This special solution yields the solution υ = 13 log 2 +
2k
3 log r of (11),
but this solution is defined at r = 0 only for k = 0 and yields a complete metric eυdr2 on (−R,R) only for
R = +∞.
Lemma 5.3. For every k ∈ N and for every R ∈ (0,+∞] there exists a unique even solution υ(r) of (11)
on (−R,R) such that the metric eυdr2 is complete.
Proof. Let us first consider the case R = ∞. By Lemma 5.2 there exists a unique solution u : C → R
of Wang’s equation (10) such that the metric h = eu|dz|2 is complete and non-positively curved. Let now
ϕ ∈ [0, 2pi) and define the function u˜(z) = u(eiϕz). Then u˜ is a solution of (10) and the metric h˜ = eu˜|dz|2
is complete on C and non-positively curved. Therefore u˜ coincides with u and u is a function of the radius
r = |z| only. Hence u can be expressed as u(z) = υ(|z|) for some even solution υ of (11) on R such that the
metric eυdr2 is complete. This proves the existence of υ(r).
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Now consider an arbitrary even solution υ˜ of (11) on R such that the metric eυdr2 is complete. Define
u˜(z) = υ˜(|z|), then the metric h˜ = eu˜|dz|2 is complete on C and u˜ is a solution of (10). However, then
the solution (u˜, U) corresponds to a complete hyperbolic affine sphere. By Lemma 2.2 the metric h˜ is non-
positively curved, and hence u˜ coincides with u by the uniqueness property in Lemma 5.2. It follows that
υ˜ = υ, which proves uniqueness of the solution υ(r).
We shall now consider the case R <∞. Let h0 = eu0 |dz|2 = 4R2(R2−r2)2 |dz|2 be the uniformizing hyperbolic
metric on BR. The cubic holomorphic form z
kdz3 is bounded in this metric. By Lemma 5.1 there exists a
unique solution u : BR → R of (10) such that |u − u0| is bounded. Since u0 depends on the radius r only,
u0(z) = υ0(|z|) with υ0(r) = 2 log 2RR2−r2 , and (10) is invariant under rotations z 7→ eiϕz of BR, the function
u˜(z) = u(eiϕz) is also a solution and |u˜ − u0| is bounded for every ϕ ∈ [0, 2pi). By uniqueness of u the
solution u˜ coincides with u and hence u is a function of the radius r only. Therefore u can be expressed as
u(z) = υ(|z|) for some even solution υ of (11) on (−R,R). Since the hyperbolic metric h0 is complete on
BR, the metric h = e
u|dz|2 is also complete. It follows that eυ(r)dr2 is complete on (−R,R). This proves
existence.
Let now υ˜(r) be an arbitrary even solution of (11) on (−R,R) such that the metric eυ˜dr2 is complete. Set
u˜(z) = υ˜(|z|), then u˜ is a solution of (10) such that the metric h˜ = eu˜|dz|2 is complete on BR. We must have
limr→R υ˜(r) = +∞, and hence also lims→R(k+3)/2 v˜(s) = +∞ for the corresponding solution of (12). But v˜(s)
possesses the Painleve´ property, i.e., any singularity other than s = 0 or s =∞ in the complex plane must be
a pole. Hence the exponent eυ˜(r) can be extended to a meromorphic function in the neighbourhood of r = R
and has a pole at r = R. Inserting the Laurent expansion of eυ˜(r) around r = R into (11), it is not hard to
verify that it must be of the form
eυ˜ =
1
(r −R)2 −
1
R(r −R) +O(1) (13)
in a neighbourhood of r = R. It follows that
eυ˜−υ0 =
(
1
(r −R)2 −
1
R(r −R)
)
(R2 − r2)2
4R2
+O(r −R)2 = 1 +O(r −R),
and hence υ˜− υ0 = O(r−R). Therefore limr→R(υ˜(r)− υ0(r)) = 0, and |υ˜− υ0| is bounded on (−R,R). But
then |u˜ − u0| is bounded on BR, and u˜ coincides with u by the uniqueness property in Lemma 5.1. Hence
also υ˜ coincides with υ. This completes the proof.
This result immediately yields the following consequence.
Corollary 5.4. Let k ∈ N, R ∈ (0,+∞], and set ψ = − izk+3 , U = zk on the disc BR of radius R. Then there
exists a unique solution u : BR → R of Wang’s equation (1) which satisfies condition (7) and such that the
metric h = eu|dz|2 is complete on BR. This solution is radially symmetric, i.e., there exists an even function
υ : (−R,R)→ R such that u(z) = υ(|z|) for all z ∈ BR. This function υ solves (11) and can be described in
terms of Painleve´ III transcendents of type D7.
Remark 5.5. An even solution of (11) is uniquely determined by the initial condition υ(0). The solution
described in Lemma 5.3 for a given R corresponds to a unique value of υ(0). Kitaev [20] provided connection
formulae between the asymptotics at the singular points r = 0 and r = +∞ for an equation equivalent to (11).
These allow to explicitly compute this initial condition υ(0) for the solution extending to R = +∞ as well
as the asymptotics of υ(r) for large r. The computations are straightforward by converting the coordinates
used in [20] to our coordinates (r, υ). Combining with Corollary A.15 the asymptotics for large r can even
be sharpened. We obtain
υ(0) =
2k + 4
k + 3
log 2− 6
k + 3
log(k + 3) + log
Γ(1− 1k+3 )Γ(1− 2k+3 )
Γ(1 + 1k+3 )Γ(1 +
2
k+3 )
,
υ(r) =
2k
3
log r +
1
3
log 2 +
√
3
pi
(
1 + 2 cos
2pi
k + 3
)
K0( 2
2/333/2
k+3 r
1+k/3) +O(exp(− 25/333/2k+3 r1+k/3) · r−(1+k/3)),
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where K0(x) ∼
√
pi
2x
−1/2e−x is a modified Bessel function of the second kind (known also as MacDonald
function) [17, eq. 8.451.6].
Case T: In this case the domain is given by the vertical strip M = (a, b) + iR, where −∞ ≤ a < b ≤ +∞.
We have ψ ≡ −i and equation (7) becomes Imu′(z) = 0. In the real coordinates x, y this can be rewritten as
∂u
∂y = 0, and u is a function of x = Re z only, u(z) = υ(x) for some function υ : (a, b)→ R. Then the metric
h = eu|dz|2 is complete on M if and only if the metric eυdx2 is complete on the interval (a, b).
By virtue of |U | = ex Wang’s equation (1) becomes
eu =
1
2
∂2u
∂x2
+
1
2
∂2u
∂y2
+ 2e2xe−2u (14)
on M . Using u(z) = υ(x) this reduces to the second order ODE
d2υ
dx2
= 2eυ − 4e2xe−2υ (15)
on (a, b). This ODE is also equivalent to the the degenerate case D7 of the Painleve´ III equation. Indeed,
let us make the substitution eυ = vs, s = ex/2 on the interval x ∈ (a, b), with s ∈ (ea/2, eb/2) the new
independent variable and v the new dependent variable. Then (15) becomes
svv′′ = s(v′)2 − vv′ + 8v3 − 16s, (16)
where the prime denotes differentiation with respect to s. This is the Painleve´ III equation with parameters
(α, β, γ, δ) = (8, 0, 0,−16). It can be obtained from (12) by setting k = −2.
Lemma 5.6. For every −∞ ≤ a < b ≤ +∞ there exists a unique solution of (15) on the interval (a, b) such
that the metric eυdx2 is complete.
Proof. First we consider the case when the interval (a, b) is finite. Let h0 = e
u0 |dz|2 = (
pi
b−a )
2
cos2( pib−a (x− a+b2 ))
|dz|2
be the uniformizing hyperbolic metric on M . The cubic holomorphic form ezdz3 is bounded in this metric.
Hence by Lemma 5.1 there exists a unique solution u : M → R of (14) such that |u−u0| is bounded. Since u0
depends on the coordinate x only, u0(z) = υ0(Re z) with υ0(x) = −2 log cos(
pi
b−a (x− a+b2 ))
pi
b−a
, and (14) is invariant
under translations z 7→ z + iγ of M in the vertical direction, the function u˜(z) = u(z + iγ) is also a solution
and |u˜− u0| is bounded for every γ ∈ R. By uniqueness of u the solution u˜ coincides with u for every γ ∈ R
and hence u is a function of the real part x only, u(z) = υ(x) for some solution υ : (a, b)→ R of (15). Since
the hyperbolic metric h0 is complete on M , the metric h = e
u|dz|2 is also complete, implying that eυdx2 is
complete on (a, b). This proves existence of υ(x).
By the affine transformation
υ = f + t+ log
2
9
, x =
3
2
t+ log
2
27
(17)
equation (15) is equivalent to ODE (34) in the Appendix, with the solution υ(x) of (15) being represented
by a solution f(t) of (34) such that the metric et+fdt2 is complete on the image of (a, b). By Corollary A.26
the solution f with this property is unique. It follows that the solution υ is also unique. This completes the
proof for this case.
We now consider the case when a = −∞ and b is finite. Let h0 = eu0 |dz|2 = (b − x)−2|dz|2 be the
uniformizing hyperbolic metric on M . The cubic holomorphic form ezdz3 is bounded in this metric. Hence
by Lemma 5.1 there exists a unique solution u : M → R of (14) such that |u − u0| is bounded. Similar to
the previous case it is shown that u is a function of x only, u(z) = υ(x) for some solution υ : (−∞, b)→ R of
(15). Moreover, the metric h = eu|dz|2 and hence also eυdx2 are complete on M and (−∞, b), respectively.
Uniqueness is shown similarly to the previous case by virtue of Corollary A.26.
Consider the case when a is finite and b = +∞. Now the holomorphic cubic form ezdz3 is no more
bounded in the uniformizing hyperbolic metric on M , and we cannot apply Lemma 5.1 to prove existence of
a solution.
19
Instead we consider a sequence of nested intervals Ik = (ak, bk), k = 1, 2, . . . , such that a1 > a2 > . . . ,
b1 < b2 < . . . , limk→∞ ak = a, and limk→∞ bk = +∞. Let υk(x) be the unique solution of (15) such that
the metric eυkdx2 is complete on Ik, and let fk(t) be the corresponding solution of (34) under the affine
transformation (17). The function fk is then defined on the image (a
′
k, b
′
k) of the interval Ik under the
transformation (17) and the metric et+fkdt2 is complete on this interval by the completeness of the metric
eυkdx2 on Ik.
By Lemma A.4 the functions fk are strictly positive, and by Lemma A.27 the sequence of functions fk is
strictly decreasing. By Lemma A.28 all fk are strictly lower bounded by the function ga′ defined by (45) on
the interval (a′,+∞), where a′ = 23 (a− log 227 ) is the image of a under (17). Hence the sequence fk converges
point-wise to some function f : (a′,+∞) → R. By Lemma A.3 the function f is a solution of (34) on any
finite interval whose closure is contained in (a′,+∞), and hence on the interval (a′,+∞) itself.
Moreover, we have f ≥ ga′ on (a′,+∞). However, the metric et+ga′dt2 is complete on (a′,+∞) by
definition, and hence so is the metric et+fdt2. By Corollary A.26 the function f is the unique solution of
(34) such that the metric et+fdt2 is complete on (a′,+∞).
Transforming f(t) back using (17), we obtain a solution υ(x) of (15) on (a,+∞) such that the metric
eυdx2 is complete on (a,+∞) and υ is the unique solution with this property.
Finally we consider the case a = −∞, b = +∞. The proof is similar to the proof in the previous case of
the interval (a,+∞). The differences are that a, a′ are replaced by −∞, the lower bound ga′ of the functions
fk and f by the function g−∞ defined in (46), and the interval of definition of υ and f is R. The lower bound
g−∞ is valid by Lemma A.29.
We obtain the following consequence.
Corollary 5.7. Let −∞ ≤ a < b ≤ +∞, and set ψ = −i, U = ez on the vertical strip M(a,b) = (a, b) + iR.
Then there exists a unique solution u : M(a,b) → R of Wang’s equation (1) which satisfies condition (7) and
such that the metric h = eu|dz|2 is complete on M(a,b). This solution is invariant with respect to translations
in the imaginary direction, i.e., there exists a function υ : (a, b) → R such that u(z) = υ(Re z) for all
z ∈ M(a,b). This function υ solves (15) and can be described in terms of Painleve´ III transcendents of type
D7.
Remark 5.8. Lemma 5.6 describes a unique solution υ(x) of (15) on every interval (a, b) ⊂ R. Similar to
Remark 5.5 above we may use the connection formulae in [20] to obtain the asymptotics of this solution on
R. By Corollaries A.15 and A.24 the asymptotics for x→ ±∞ can even be sharpened. We obtain
υ(x) = −2 log(log 2− 3γ − x) +O(e2x|x|5), x→ −∞,
υ(x) =
2
3
x+
1
3
log 2 +
33/2
pi
K0(2
2/3 · 33/2 · ex/3) +O(exp(−25/3 · 33/2 · ex/3) · e−x/3), x→ +∞,
where γ is the Euler-Mascheroni constant and K0 a modified Bessel function of the second kind.
In this section we have shown that for every choice of the domain M in both Case R and Case T described
in Section 4.3 Wang’s equation (1) has a unique solution u which satisfies (7) and such that the metric
h = eu|dz|2 is complete on M . We are now ready to obtain the corresponding self-associated cones in the
next sections.
6 Automorphisms of self-associated cones
Each solution (u, U) of Wang’s equation (1) with complete metric eu|dz|2 on a domain M ⊂ C defines a
complete hyperbolic affine sphere f : M → R3 which is asymptotic to a regular convex cone K ⊂ R3. Here
the immersion f and the cone K are uniquely determined up to the action of SL(3,R) on R3. The cone K is
self-associated if and only if the solution (u, U) satisfies conditions (6),(7) for some holomorphic function ψ on
M . In the previous sections we have classified all such quadruples (u, U, ψ,M) up to conformal isomorphism.
In the next two sections we describe the corresponding cones.
This will be accomplished in two steps. In this section we get a rough idea about the structure of the
cones by studying their symmetries, and in the next section we describe the boundary of the cones by finding
the asymptotics of the moving frame.
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6.1 Automorphisms of convex cones which are similar to its inverse
In Section 6.2 below we show that every self-associated cone possesses a non-trivial unimodular linear auto-
morphism which is similar to its own inverse. In this section we consider which matrices T ∈ SL(3,R) which
are similar to its inverse can be automorphisms of general regular convex cones, and which restrictions on
these cones the presence of such an automorphism entails.
Recall that a convex cone is regular if it is closed, has non-empty interior, and does not contain a line,
and that T is a linear automorphism of K if T [K] = K. One of the eigenvalues of T must equal 1, i.e., the
spectrum of T equals {1, λ, λ−1} for some non-zero λ. Note that if λ 6∈ R, then λ−1 = λ¯, because T is real,
and λ lies on the unit circle.
Lemma 6.1. Let K ⊂ R3 be a regular convex cone, and let T ∈ SL(3,R) have spectrum {1, λ, λ−1} with real
λ < −1. Then T cannot be an automorphism of K.
Proof. Suppose for the sake of contradiction that T is an automorphism of K. By assumption all eigenvalues
of T are real and distinct, and hence R3 possesses a basis {v1, vλ, vλ−1} consisting of eigenvectors of T . Since
K has non-empty interior, there exists x = c1v1 + cλvλ + cλ−1vλ−1 ∈ K such that the coefficient cλ at vλ is
non-zero. Since λ is the eigenvalue of T with the largest absolute value, the iterates xk = (−λ−1T )kx ∈ K
will have the two non-zero accumulation points ±c1v1 in R3. Since K is closed, both these points are in K,
leading to a contradiction with the regularity of K. This proves our claim.
Lemma 6.2. Let K ⊂ R3 be a regular convex cone, and let T ∈ SL(3,R) have the eigenvalue 1 with algebraic
multiplicity 3 and geometric multiplicity 2. Then T cannot be an automorphism of K.
Proof. Suppose for the sake of contradiction that T is an automorphism of K. Without loss of generality
we may assume that T =
1 1 00 1 0
0 0 1
 is in Jordan normal form. Since K has non-empty interior, we find
x = (x1, x2, x3)
T ∈ K such that x2 6= 0. Then the iterates T kx ∈ K, k ∈ Z, lie equally spaced on an affine
line in R3. By convexity of K the whole line must lie in K, contradicting regularity of K. This proves the
lemma.
Corollary 6.3. Let K ⊂ R3 be a regular convex cone, and let T ∈ SL(3,R) be not diagonalizable with
spectrum {1,−1,−1}. Then T cannot be an automorphism of K.
Proof. If T is an automorphism of K, then T 2 must also be an automorphism of K. But this is not possible
by Lemma 6.2.
Lemma 6.4. Let K ⊂ R3 be a regular convex cone, not linearly isomorphic to the Lorentz cone L3, and let
the automorphism T ∈ SL(3,R) of K be diagonalizable with spectrum on the unit circle. Then there exists a
positive integer q such that T q = I.
Proof. Without loss of generality we may assume that T =
cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1
 for some ϕ ∈ [−pi, pi]. Since
K has non-empty interior, there exists x = (x1, x2, x3)
T ∈ ∂K with x21 + x22 > 0.
Suppose for the sake of contradiction that ϕ2pi is irrational. Then the set of iterates T
kx ∈ ∂K, k ∈ Z, is
dense on the affine circle C = {y = (y1, y2, x3)T | y21 + y22 = x21 + x22} in R3. By closedness of K and hence
of ∂K the whole circle C must belong to the boundary ∂K. If x3 = 0, then by invariance with respect to
homotheties the whole plane x3 = 0 is in ∂K, contradicting regularity. If x3 6= 0, then the cone is given by
K = {y = (y1, y2, y3)T |
√
y21+y
2
2√
x21+x
2
2
≤ y3x3 } and is isomorphic to the Lorentz cone.
Thus ϕ2pi =
p
q for some integers p, q, q > 0. It follows that T
q = I, which completes the proof.
Let us summarize these results in the following theorem.
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Theorem 6.5. Let K ⊂ R3 be a regular convex cone, not linearly isomorphic to the Lorentz cone L3, and
let the automorphism T ∈ SL(3,R) of K be similar to its inverse. Then one of the three following mutually
exclusive conditions holds:
(i) There exists a positive integer q such that T q = I.
(ii) The automorphism T has the eigenvalue 1 with algebraic multiplicity 3 and geometric multiplicity 1.
(iii) The spectrum of T is given by {1, λ, λ−1} with real λ > 1.
Proof. It is easily seen that the three conditions are mutually exclusive. All other possibilities have been
discarded by the previous results of this section.
Definition 6.6. Let T ∈ SL(3,R) be an automorphism of a regular convex cone K such that T, T−1 are
similar. We shall call T of elliptic, parabolic, or hyperbolic type if it satisfies condition (i), (ii), or (iii) in
Theorem 6.5, respectively.
Note that the type of a non-trivial automorphism T can be distinguished by the trace of T . The type is
elliptic if tr T < 3, parabolic if tr T = 3, and hyperbolic if tr T > 3.
We shall now consider the conditions on a regular convex cone K ⊂ R3 entailed by the presence of an
automorphism of one of the above types.
Part of these conditions will be expressed in terms of convergence of sequences of rays. Here a ray R ⊂ R3
is a subset of the form {αv |α ≥ 0}, where v ∈ R3 is a non-zero vector. We say that a sequence {Rk} of rays
converges to a ray R if the intersections of Rk with the unit sphere in R3 converge to the intersection of R
with the unit sphere. Clearly this definition of convergence does not depend of the choice of the Euclidean
structure of R3 defining the unit sphere.
Lemma 6.7. Let K ⊂ R3 be a regular convex cone, and let the automorphism T ∈ SL(3,R) of K be non-
trivial and of elliptic type. Then there exists exactly one ray R1 ⊂ K which is generated by an eigenvector of
T with eigenvalue 1. This ray intersects the interior of K.
Proof. Let q > 0 be the smallest positive integer such that T q = I. Then the spectrum of T is given by
{1, λ, λ−1} with λ = e2pii/q.
Let x be an arbitrary point in the interior of K, and consider the point xˆ = 1q
∑q−1
k=0 T
kx. This point
is a convex combination of points in the interior of K and hence itself in the interior of K. In particular,
xˆ 6= 0 by the regularity of K. On the other hand, it is readily seen that T xˆ = xˆ, and xˆ is an eigenvector with
eigenvalue 1.
Set R1 = {αxˆ |α ≥ 0}. Since K is regular, it cannot contain both rays ±R1. This completes the proof.
Lemma 6.8. Let K ⊂ R3 be a regular convex cone, and let the automorphism T ∈ SL(3,R) of K be of
parabolic type. Then there exists exactly one boundary ray R∞ of K which is generated by an eigenvector of
T . For every other ray R ⊂ K, the iterates T k[R] converge to R∞ both as k → +∞ and as k → −∞.
Proof. Without loss of generality we may assume that T is in Jordan normal form. Then we have
T k =
1 k k(k−1)20 1 k
0 0 1
 .
It is easily seen that for every ray R ⊂ R3 the iterates T kR converge either to the ray generated by the
eigenvector (1, 0, 0)T or to its opposite, as k → ±∞.
If R ⊂ K, then all iterates T kR are in K, and so are the limits of this sequence as k → ±∞ by closedness
of K. By the regularity of K two opposite rays cannot both lie in K, and all limits must coincide and equal
some ray R∞, which is generated by an eigenvector of T . This limit ray must also lie on the boundary of K,
because if R ∈ ∂K, then T kR is a boundary ray for all k, and so is the limit of this sequence.
Lemma 6.9. Let K ⊂ R3 be a regular convex cone, and let the automorphism T ∈ SL(3,R) of K be of
hyperbolic type. Suppose that K contains an eigenvector v1 of T with eigenvalue 1. Then v1 lies on the
boundary of K and ∂K is non-smooth at v1.
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Proof. Without loss of generality we may assume that T = diag(1, λ, λ−1) for some real λ > 1, and that
v1 = (1, 0, 0)
T ∈ K.
Suppose K contains a vector x = (x1, x2, x3)
T with x2 6= 0. Then (λ−1T )kx tends to the vector
(0, x2, 0)
T ∈ K as k → +∞. Since K is regular, it cannot contain both the ray generated by (0, 1, 0)T
and the ray generated by (0,−1, 0)T . Therefore for all x = (x1, x2, x3)T ∈ K we have simultaneously either
x2 ≥ 0 or x2 ≤ 0. Suppose without loss of generality that x2 ≥ 0 for all x ∈ K.
Considering the limit limk→−∞(λT )kx in a similar way, we may assume that x3 ≥ 0 for all x ∈ K. The
claim of the lemma now easily follows.
Lemma 6.10. Let K ⊂ R3 be a regular convex cone, and let the automorphism T ∈ SL(3,R) of K be of
hyperbolic type, with spectrum {1, λ, λ−1}, λ > 1. Suppose that K does not contain an eigenvector of T with
eigenvalue 1. Then there exists exactly one boundary ray R+∞ of K which is generated by an eigenvector
of T with eigenvalue λ, and exactly one boundary ray R−∞ which is generated by an eigenvector of T with
eigenvalue λ−1. For every other ray R ⊂ K, the iterates T k[R] converge to R±∞ as k → ±∞, respectively.
Proof. Without loss of generality we may assume that T = diag(1, λ, λ−1).
Suppose for the sake of contradiction that K contains a vector of the form x = (x1, 0, x3)
T with x1 6= 0.
Then we have limk→∞ T kx = (x1, 0, 0)T ∈ K, which is an eigenvector of T with eigenvalue 1. This is a
contradiction with the assumptions of the lemma.
In a similar way, K cannot contain vectors of the form x = (x1, x2, 0)
T with x1 6= 0.
Let now R ⊂ K be an arbitrary ray, not generated by an eigenvector of T . By the preceding, there exists
a point x = (x1, x2, x3)
T ∈ R with x2x3 6= 0. It follows that T k[R] tends to a ray R+∞ generated by an
eigenvector with eigenvalue λ as k → +∞, and to a ray R−∞ generated by an eigenvector with eigenvalue
λ−1 as k → −∞. By regularity of K the rays R±∞ cannot depend on the initial ray R ⊂ K.
Since the initial ray R can be chosen to be a boundary ray, the limit rays R±∞ also have to lie on the
boundary of K.
6.2 Symmetries of self-associated cones
In this section we consider the automorphism groups of the affine spheres and self-associated cones which
correspond to the solutions of Wang’s equation found in Corollaries 5.4 and 5.7.
First we consider the symmetry corresponding to complex conjugation.
Lemma 6.11. Let M = M¯ ⊂ C be a domain which is invariant with respect to complex conjugation, and let
(u, U) be a solution of Wang’s equation (1) on M satisfying u(z) = u(z¯), U(z) = U(z¯) for all z ∈ M . Let
F : M → SL(3,R) be a solution of the frame equation (4), and let f : M → R3 be the affine sphere defined
by the third column of F .
Then there exists an involution A ∈ SL(3,R) such that F (z¯) = ΣF (z)D for all z ∈M , where Σ = −A and
D = diag(1,−1, 1). In particular, we have f(z¯) = Σf(z) for all z ∈ M , and the map Σ is a bijection of the
surface f [M ] to itself. The matrix Σ is similar to D, i.e., there exists S ∈ SL(3,R) such that Σ = SDS−1.
For every z ∈M ∩ R the choice S = F (z) is valid.
Proof. As was mentioned earlier in the proof of Lemma 3.1, the frame equations (4) are invariant with
respect to the substitution (x, y, u, U, f) 7→ (x,−y, u, U¯ ,−f). The conditions of the lemma insure that this
substitution maps the domain M as well as the solution (u, U) to itself. Therefore the maps z 7→ f(z),
z 7→ −f(z¯) from M to R3 both define affine spheres corresponding to the solution (u, U) of (1). But two
such affine spheres must be related by the action of an element A ∈ SL(3,R), i.e., −f(z¯) = Af(z) for all
z = x + iy ∈ M . Differentiating with respect to x and to y we obtain fx(z¯) = Σf(z), fy(z¯) = −Σfy(z),
respectively. It follows that F (z¯) = ΣF (z)D for all z = x + iy ∈ M , which proves the first claim of the
lemma.
Now the invariance of the domain M with respect to complex conjugation implies that the set M ∩ R
is non-empty. Let z ∈ M ∩ R be arbitrary. By the preceding we have F (z) = ΣF (z)D, which implies
Σ = F (z)DF−1(z). This proves the second claim.
Corollary 6.12. Assume the conditions of Lemma 6.11 and suppose that the metric h = eu|dz|2 is complete
on M . Let K ⊂ R3 be a regular convex cone corresponding to the solution (u, U). Let −∞ ≤ a < b ≤ +∞ be
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the end-points of the interval M ∩ R, and let β± : (a, b)→ R be positive scalar functions such that the limits
v− = limx→a β−(x)f(x), v+ = limx→b β+(x)f(x) exist and are non-zero.
Then the 2-dimensional eigenspace V1 of Σ with eigenvalue 1 has a non-empty intersection with the interior
of K. There exist exactly two boundary rays R± of K which lie in V1. These boundary rays are generated by
the vectors v± ∈ ∂K.
Proof. The relation f(z¯) = Σf(z) for all z ∈ M implies that for all x ∈ (a, b) we have f(x) ∈ V1. Since f
maps M to the interior of K, this interior has a non-empty intersection with the plane V1. It follows that the
intersection K1 = K ∩ V1 is linearly isomorphic to R2+ and hence contains exactly two boundary rays R±.
Now β±(x)f(x) ∈ K1 for all x ∈ (a, b), and hence the limits v± also lie in K1. On the other hand, v± ∈ ∂K,
because the affine sphere f is asymptotic to ∂K. Thus each of the vectors v± must generate one of the rays
R±. Finally, the affine sphere f intersects every ray in R3 at most once. Therefore f maps the interval (a, b)
continuously to a curve which intersects each ray in the relative interior of K1 exactly once. Hence the limits
v± cannot both lie on the same boundary ray.
The solutions (u, U) of (1) found in Section 5 satisfy the conditions of Lemma 6.11. However, they exhibit
also other symmetries generated by biholomorphisms of the domain M . Namely, if we integrate the flow of the
Killing vector field ψ over an interval of length 2pi, then the argument of the holomorphic U makes a complete
revolution in clock-wise direction along the trajectories and returns to its initial value. The corresponding
map generates an automorphism of the affine sphere and hence also a unimodular automorphism T of the
corresponding self-associated cone.
First we consider the solutions corresponding to Case R of 4.3.
Lemma 6.13. Let k ≥ 0 be an integer and let R ∈ (0,+∞]. Let M = BR be the disc with radius R, and
let (u, U) be the solution of Wang’s equation (1) on M described in Corollary 5.4. Let F : M → SL(3,R)
be a corresponding solution of the frame equations (4) with initial condition F (0) = S ∈ SL(3,R) and let
f : M → R3 be the complete hyperbolic affine sphere defined by the last column of F . Let K ⊂ R3 be the
regular convex cone to whose boundary f is asymptotic. Denote by ς, ι : M → M complex conjugation and
multiplication by e−2pii/(k+3), respectively.
Then the unimodular matrices T = SΦS−1, A = −Σ = −SDS−1 define automorphisms T,Σ of K,
respectively, such that the relations f ◦ ι = T ◦ f , f ◦ ς = Σ ◦ f hold. Moreover, for every z ∈M we have
F (e−2pii/(k+3)z) = TF (z)Φ−1, F (z¯) = ΣF (z)D,
where Φ =
 cos 2pik+3 sin 2pik+3 0− sin 2pik+3 cos 2pik+3 0
0 0 1
 and D = diag(1,−1, 1). The automorphism T is similar to its own
inverse and of elliptic type. The subgroup of automorphisms generated by T and Σ is isomorphic to the
dihedral group Dk+3.
Proof. Recall that U(z) = zk, u(z) = υ(|z|). By virtue of (3) the map ι preserves the solution (u, U). It
follows that f ◦ ι is also an affine sphere corresponding to (u, U). Therefore there exists an automorphism
T ∈ SL(3,R) of K such that f(e−2pii/(k+3)z) = Tf(z) for all z ∈M . By differentiation with respect to x and
y and resolution with respect to the partial derivatives of f at e−2pii/(k+3)z we obtain
fx(e
−2pii/(k+3)z) = T (cos 2pik+3fx(z) + sin 2pik+3fy(z)), fy(e
2pii/(k+3)z) = T (− sin 2pik+3fx(z) + cos 2pik+3fy(z)).
We therefore obtain F (e−2pii/(k+3)z) = TF (z)Φ−1 for all z ∈ M . In particular, at z = 0 we obtain S =
TSΦ−1, which implies T = SΦS−1. Note that Φ and hence also T are similar to their own inverse. The
spectrum of Φ equals {1, e±2pii/(k+3)}, which implies that T is of elliptic type.
The solution (u, U) satisfies also the conditions of Lemma 6.11. By virtue of this lemma the matrix
Σ = SDS−1 satisfies F (z¯) = ΣF (z)D for all z ∈ M , in particular f ◦ ς = Σ ◦ f . Moreover, Σ is a linear
automorphism of K, because it maps the affine sphere f to itself and f is asymptotic to the boundary ∂K.
The matrices Φ, D obey the relations Φ−1 = DΦD, D2 = Φk+3 = I. It follows that T−1 = ΣTΣ,
Σ2 = T k+3 = I, and n = k + 3 is the smallest positive integer such that Tn = I. The subgroup of AutK
generated by the automorphisms T and Σ is hence isomorphic to the dihedral group Dk+3. This completes
the proof.
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Definition 6.14. We shall call a self-associated cone of elliptic type if it corresponds to a solution (u, U) of
Wang’s equation as described in Corollary 5.4.
We now pass to Case T of Section 4.3.
Lemma 6.15. Let −∞ ≤ a < b ≤ +∞, let M = (a, b) + iR be a vertical strip in the complex plane, and let
(u, U) be the solution of Wang’s equation (1) on M described in Corollary 5.7. Let x0 ∈ (a, b) be arbitrary and
let F : M → SL(3,R) be a solution of the frame equations (4) with initial condition F (x0) = S ∈ SL(3,R).
Let f : M → R3 be the complete hyperbolic affine sphere defined by the last column of F . Let K ⊂ R3 be the
regular convex cone to whose boundary f is asymptotic. Denote by ς, ι : M → M complex conjugation and
subtraction of 2pii, respectively.
Then there exists a unimodular automorphism T of K satisfying f ◦ ι = T ◦ f and an automorphism
Σ = SDS−1 satisfying f ◦ ς = Σ ◦ f . Moreover, for every z ∈M we have
F (z − 2pii) = TF (z), F (z¯) = ΣF (z)D,
where D = diag(1,−1, 1). The automorphism T is similar to its own inverse and of either parabolic or
hyperbolic type. The subgroup of automorphisms generated by T and Σ is isomorphic to the infinite dihedral
group D∞.
Proof. Recall that U(z) = ez, u(z) = υ(x), z = x+ iy.
The biholomorphism ι preserves the solution (u, U). Therefore f ◦ ι defines a complete hyperbolic affine
sphere which must be related to f by an automorphism T ∈ SL(3,R) of K, i.e., f(z − 2pii) = Tf(z)
for all z ∈ M . Differentiating this relation with respect to x and to y we obtain fx(z − 2pii) = Tfx(z),
fy(z − 2pii) = Tfy(z) for all z ∈M , respectively. This implies F (z − 2pii) = TF (z) for all z ∈M .
The solution (u, U) satisfies the conditions of Lemma 6.11. By virtue of this lemma the map Σ = SDS−1
satisfies f ◦ ς = Σ◦f and F (z¯) = ΣF (z)D for all z ∈M . Moreover, Σ is a linear automorphism of K, because
the affine spheres f and Σ ◦ f are both asymptotic to the boundary of K.
We have ι(z¯) = ι−1(z). By applying F to this relation we get TΣF (z)D = ΣT−1F (z)D for all z ∈M , or
equivalently T−1 = Σ−1TΣ = ΣTΣ. It follows that T−1 is similar to T . Moreover, no positive power of T
equals the identity, because no positive power of ι is the identity map. The subgroup of AutK generated by
the automorphisms T and Σ is then isomorphic to the infinite dihedral group D∞. The automorphism T is
hence either of parabolic or of hyperbolic type.
Definition 6.16. Let K be a self-associated cone corresponding to a solution (u, U) of Wang’s equation as
described in Corollary 5.7. We call K of parabolic type if the automorphism T described in Lemma 6.15 is of
parabolic type, and of hyperbolic type if T is of hyperbolic type.
We shall now exploit the relation between the automorphisms T and Σ of the cone K to distinguish
self-associated cones of parabolic and hyperbolic type.
Lemma 6.17. Assume the conditions of Lemma 6.15. Let v be an eigenvector of the automorphism T with
eigenvalue 1. Then v is also an eigenvector of the automorphism Σ with eigenvalue 1. Let w be an eigenvector
of T with eigenvalue λ 6= 1. Then Σw is an eigenvector of T with eigenvalue λ−1.
Proof. By virtue of Lemma 6.15 the automorphism T is either of parabolic or of hyperbolic type, the matrix
Σ is similar to D = diag(1,−1, 1), and the relation T−1 = ΣTΣ holds.
Assume that T is of parabolic type. Then there exists a matrix W ∈ SL(3,R) such that TW =
W
1 1 00 1 1
0 0 1
. It is checked in a straightforward manner that any matrix Σ which satisfies above con-
ditions must be of the form Σ = W
1 β −β(1−β)20 −1 1− β
0 0 1
W−1 for some β ∈ R.
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Assume now that T is of hyperbolic type. Then there exists a matrix W ∈ SL(3,R) and a real number
λ > 1 such that T = W
1 0 00 λ 0
0 0 λ−1
W−1. Similarly any matrix Σ satisfying above conditions must be of
the form Σ = W
1 0 00 0 −β
0 −β−1 0
W−1 for some non-zero β ∈ R.
An eigenvector of T with eigenvalue 1 must then be proportional to the first column of W in both cases,
while an eigenvector of T with an eigenvalue different from 1, if it exists, must be proportional to either the
second or the third column of W . The claim of the lemma now readily follows.
Corollary 6.18. Assume the conditions of Lemma 6.15, and let β± : (a, b)→ R be positive scalar functions
such that the limits v− = limx→a β−(x)f(x), v+ = limx→b β−(x)f(x) exist and are non-zero.
If the automorphism T is of parabolic type, then exactly one of the vectors v± is an eigenvector of T with
eigenvalue 1.
If T is of hyperbolic type and the cone K contains an eigenvector of T with eigenvalue 1, then this
eigenvector is proportional to exactly one of the vectors v±, and the boundary of K is non-smooth at this
point.
Proof. Denote by V1 the eigenspace of the automorphism Σ to the eigenvalue 1.
Let T be of parabolic type. By Lemma 6.8 there exists exactly one boundary ray R∞ of K which is
generated by an eigenvector of T with eigenvalue 1. By Lemma 6.17 this ray lies in V1. By Corollary 6.12
the ray R∞ coincides with exactly one of the rays R± generated by the vectors v±. This proves our claim in
the parabolic case.
Let T be of hyperbolic type and let v1 ∈ K be an eigenvector of T with eigenvalue 1. By Lemma 6.9 we
then have v1 ∈ ∂K and the boundary is non-smooth at v1. By Lemma 6.17 we have also v1 ∈ V1. The claim
now follows from Corollary 6.12.
In this section we have constructed a subgroup of linear automorphisms for every self-associated cone which
is not linearly isomorphic to the Lorentz cone. This subgroup is isomorphic to either a finite or an infinite
dihedral group. Depending on the spectrum of the unimodular elements of this subgroup we distinguished
three types of self-associated cones, namely the elliptic, parabolic, and hyperbolic type. The cones of each
type are structured in a distinct manner by the eigenvectors of the automorphisms. This information will
help us to finally compute the cones in the next section.
7 Computing the self-associated cones
In this section we shall describe the boundary of self-associated cones by the conic hull of a vector-valued
solution of a linear third-order ordinary differential equation with periodic coefficients. This will be accom-
plished by finding the asymptotics of the solution F (z) of the moving frame equations (4) as z approaches
the boundary of the domain M . We compare the moving frame F to an explicit unimodular matrix function
V (z) such that the ratio G = FV −1 remains finite as z approaches the boundary. The limit function G0 then
determines a corresponding piece of the boundary of the cone. The frame equations (4) yield a linear ODE on
the matrix-valued function G0, which can be transformed into a third-order linear ODE on a vector-valued
variable f0. The solution curve f0 of this ODE then lies on the boundary of the cone and defines a piece of
the boundary by its conic hull.
In the preceding section we have shown that self-associated cones possess a subgroup of automorphisms
which is isomorphic to a dihedral group and is generated by two automorphisms T,Σ, the first of which
is unimodular and the second a reflection. In this section we show that these maps can be complemented
by an invariant quadratic form B defined by the moving frame F , such that the pair (B,Σ) generates the
automorphism T as described in Section B in the Appendix. The same pair (B,Σ) is generated by the solution
curve f0 as described in Section C in the Appendix. The uniqueness of the pair (B,Σ) allows to correctly
assemble the boundary pieces defined by different solution curves to obtain the whole boundary of the cone
without explicit integration of the frame equations.
We treat Cases R and T from Section 4.3 separately.
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7.1 Self-associated cones of elliptic type
In this section we find the self-associated cones corresponding to Case R in Section 4.3. Such cones corre-
spond to solutions (u, U) of Wang’s equation (1) described in Corollary 5.4. The set of these solutions is
parameterized by an integer k ≥ 0 and a continuous parameter R ∈ (0,+∞]. To every pair (k,R) there
corresponds an SL(3,R)-orbit of self-associated cones of elliptic type. This orbit can be parameterized by
the initial condition F (0) = S ∈ SL(3,R) of the moving frame. Note, however, that SL(3,R) does not act
effectively on this orbit, because the self-associated cones have a non-trivial unimodular automorphism group.
Assume the notations of Lemma 6.13. From the condition U = zk it follows that in polar coordinates r, φ
we have ReU = rk cos kφ, ImU = rk sin kφ. Moreover, by Corollary 5.4 we have u(z) = υ(|z|) for some even
solution υ of (11) on (−R,R). The frame equations (4) then become
Fr = F
−e−υrk cos(k + 1)φ e−υrk sin(k + 1)φ eυ/2 cosφe−υrk sin(k + 1)φ e−υrk cos(k + 1)φ eυ/2 sinφ
eυ/2 cosφ eυ/2 sinφ 0
 ,
Fφ = F
 e−υrk+1 sin(k + 1)φ − r2υr + e−υrk+1 cos(k + 1)φ −eυ/2r sinφr
2υr + e
−υrk+1 cos(k + 1)φ −e−υrk+1 sin(k + 1)φ eυ/2r cosφ
−eυ/2r sinφ eυ/2r cosφ 0
 .
Lemma 7.1. Assume above notations. Then the matrix
Θ = F (r, φ− pi
k + 3
)
− cos pik+3 sin pik+3 0sin pik+3 cos pik+3 0
0 0 1
FT (r,−φ)
is independent of (r, φ), symmetric, and non-degenerate of signature (+ + −). Moreover, with B = Θ−1 we
have the relation ΣTBΣ = BT , i.e., the triple (B,Σ, T ) is compatible in the sense of Definition B.2.
Proof. Denote the constant matrix factor in the definition of Θ by Υ. It can be checked by straightforward
calculation that
Fr(r, φ− pi
k + 3
)ΥFT (r,−φ) + F (r, φ− pi
k + 3
)ΥFTr (r,−φ) = 0,
Fφ(r, φ− pi
k + 3
)ΥFT (r,−φ)− F (r, φ− pi
k + 3
)ΥFTφ (r,−φ) = 0
for all r, φ. Therefore the partial derivatives of Θ on M vanish and Θ is a constant matrix.
Inserting φ = pi2(k+3) reveals that Θ is symmetric and non-degenerate of the same signature as Υ, which
is (+ +−).
From Lemma 6.13 we have that T = F (r,−φ − pik+3 )ΦF−1(r,−φ + pik+3 ), ΣT = F−T (r, φ)DFT (r,−φ),
Σ = F (r, φ− pik+3 )DF−1(r,−φ+ pik+3 ). Combining with
B = F−T (r,−φ)Υ−1F−1(r, φ− pi
k + 3
) = F−T (r, φ)Υ−1F−1(r,−φ− pi
k + 3
)
we see that the relation ΣTBΣ = BT reduces to the easily verifiable identity DΥ−1D = Υ−1Φ. This
completes the proof.
We shall need the following result due to Dumas and Wolf.
Lemma 7.2. [14, Theorem 6.3] Let (u, U) be a solution of Wang’s equation on C with complete metric eu|dz|2
such that U is a polynomial of degree k. Then the affine spheres corresponding to (u, U) are asymptotic to
the boundary of polyhedral cones over polygons with k + 3 vertices.
This result allows to treat the case R = +∞, or M = C. By Lemma 7.2 the cone K is a cone over a convex
polygon with k + 3 vertices. By Lemma 6.13 it possesses an automorphism subgroup which is isomorphic to
the dihedral group Dk+3. The generators T,Σ of the subgroup are such that T is of elliptic type and of order
k+3. The extreme rays of K cannot contain eigenvectors of T with eigenvalue 1, because such an eigenvector
lies either outside or in the interior of K by Lemma 6.7. Therefore the cyclic subgroup generated by T acts
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transitively on the set of extreme rays of K. Thus K must be linearly isomorphic to a cone over a regular
convex (k + 3)-gon. The SL(3,R)-orbit of the cone over the regular convex (k + 3)-gon hence coincides with
the orbit of cones corresponding to the parameter value (k,+∞).
We shall now study the moving frame F in the case of finite radius R of the domain M = BR. Let us
make the change of variables ρ = R − r, G = FV −1, where V =
 0 0 −ρ− sinφ cosφ 0
ρ−1 cosφ ρ−1 sinφ ρ−1
. Note that
detV = 1 and hence G ∈ SL(3,R). Moreover, by Lemma 6.13 we have F (ρ, φ − 2pik+3 ) = TF (ρ, φ)Φ−1 and
hence
G(ρ, φ− 2pik+3 ) = TG(ρ, φ)V (ρ, φ)Φ−1V −1(ρ, φ− 2pik+3 ) = TG(ρ, φ). (18)
Likewise, the relation F (z¯) = ΣF (z)D yields
G(ρ,−φ) = ΣG(ρ, φ)V (ρ, φ)DV −1(ρ,−φ) = ΣG(ρ, φ)D. (19)
The above system of differential equations on F becomes
Gρ = G
 eυ/2−ρ−1 0 ρ2eυ/2−ρ−1rke−υ sin(k+3)φ −rke−υ cos(k+3)φ −ρrke−υ sin(k+3)φ
ρ−2rke−υ cos(k+3)φ −ρ−1rke−υ sin(k+3)φ rke−υ cos(k+3)φ−eυ/2+ρ−1
 ,
Gφ = G
 0 −ρreυ/2 0r
ρ (r
ke−υ cos(k+3)φ−eυ/2− υρ2 +r−1) −rk+1e−υ sin(k+3)φ rρ(rke−υ cos(k+3)φ−
υρ
2 +r
−1)
ρ−2rk+1e−υ sin(k+3)φ rρ (r
ke−υ cos(k+3)φ+eυ/2+ υρ2 −r−1) rk+1e−υ sin(k+3)φ
 .
Now recall that due to the Painleve´ property of (12) the exponent eυ is meromorphic at r = R with
Laurent expansion (13), i.e.,
eυ = ρ−2 +R−1ρ−1 + α+O(ρ), (20)
where α ∈ R is a constant depending on k and R. We then obtain that the functions
eυ/2 = ρ−1 +
1
2R
+
(
α
2
− 1
8R2
)
ρ+O(ρ2), e−υ = ρ2 −R−1ρ3 +O(ρ4),
υρ = −2ρ−1 +R−1 + (2α−R−2)ρ+O(ρ2)
are also meromorphic at ρ = 0. We also have rk = Rk(1 − kRρ + O(ρ2)). Straightforward calculation then
leads to
Gρ = G
 12R +O(ρ) 0 ρ+O(ρ2)−Rkρ sin(k + 3)φ+O(ρ2) −Rkρ2 cos(k + 3)φ+O(ρ3) −Rkρ3 sin(k + 3)φ+O(ρ4)
Rk cos(k + 3)φ+O(ρ) −Rkρ sin(k + 3)φ+O(ρ2) − 12R +O(ρ)
 ,
Gφ = G
 0 −R+O(ρ) 0− 12αR2−138R +O(ρ) −Rk+1ρ2 sin(k + 3)φ+O(ρ3) R+O(ρ)
Rk+1 sin(k + 3)φ+O(ρ) 12αR
2−13
8R +O(ρ) R
k+1ρ2 sin(k + 3)φ+O(ρ3)
 .
The coefficient matrices in this system are analytic at ρ = 0, and G(ρ, φ) extends analytically to a 2pi-periodic
unimodular analytic matrix function G0(φ) = G(0, φ). The initial value F (0) = S of the moving frame is
in bijective correspondence with the initial value G0(0) ∈ SL(3,R), because multiplication of F (0) by some
unimodular matrix W from the left leads to multiplication of the whole moving frame F (z) by W from the
left and hence to multiplication of G(z) and G0(φ) by the same matrix W from the left.
Setting ρ = 0 in the expression for Gφ above, we see that the limit function obeys the linear ODE
dG0
dφ
= G0
 0 −R 0− 12αR2−138R 0 R
Rk+1 sin(k + 3)φ 12αR
2−13
8R 0
 (21)
with 2pik+3 -periodic coefficients. Moreover, from (18) we have G0(φ − 2pik+3 ) = TG0(φ) and from (19) we get
G0(−φ) = ΣG0(φ)D. It follows that the monodromy Ω of the periodic ODE (21) on the solution G0 equals
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T−T and hence has eigenvalues 1, e±2pii/(k+3) (see Section C in the Appendix for further information about
linear periodic ODEs). Using F = GV and passing to the limit ρ→ 0 in the expression for Θ in Lemma 7.1
we obtain that
Θ = G0(φ− pi
k + 3
)
 0 0 −10 1 0
−1 0 0
GT0 (−φ). (22)
Denote the third column of G0 by f0. Since G0 is unimodular, the vector f0(φ) never vanishes. It obeys
the relations f0(φ− 2pik+3 ) = Tf0(φ) and f0(−φ) = Σf0(φ). In particular, f0 is 2pi-periodic and defines a closed
curve in R3. Equation (21) can equivalently be written as the linear third-order ODE
d3f0
dφ3
− 12αR
2 − 13
4
df0
dφ
+Rk+3 · sin(k + 3)φ · f0 = 0 (23)
with 2pik+3 -periodic coefficients. The derivatives have to satisfy det(
d2f0
dφ2 ,
df0
dφ , f0) = −R3, and G0 can be
recovered from f0 by
G0 =
(
−R−2 d
2f0
dφ2
+
12αR2 − 13
8R2
f0, R
−1 df0
dφ
, f0
)
. (24)
The affine sphere f is given by the third column of the matrix F = GV . We obtain
f(ρ, φ) = G(ρ, φ) ·
−ρ0
ρ−1
 , lim
ρ→0
ρ · f(ρ, φ) = G0(φ) ·
00
1
 = f0(φ).
Since f is asymptotic to ∂K, the second relation implies that the closed curve f0(φ) lies on the boundary of
K. Moreover, as φ runs through the interval [0, 2pi], the point z ∈ C corresponding to (ρ = 0, φ) makes a
complete turn along the boundary of the domain M = BR. Thus f0 winds around the cone without passing
through the origin. The conic hull of this curve hence makes up the whole boundary ∂K.
The curve f0 is analytic, because by (21) its derivative with respect to φ equals R times the second column
of G0 and is hence non-zero for all φ. Moreover,
df0
dφ and f0 are linearly independent. Therefore the function
f0 : R → R3 generates a 2pi-periodic local homeomorphism and hence a covering from R to the manifold of
boundary rays of K. In particular, the boundary ∂K is analytic at every non-zero point.
We obtain the following result.
Theorem 7.3. The SL(3,R)-orbits of self-associated cones of elliptic type are parameterized by a discrete
parameter k ∈ N and a continuous parameter R ∈ (0,+∞]. A cone corresponding to parameters (k,R)
possesses a subgroup of unimodular automorphisms which is isomorphic to the dihedral group Dk+3.
For every k ∈ N the self-associated cones corresponding to the parameters (k,+∞) are linearly isomorphic
to a cone over a regular convex (k + 3)-gon.
Let k ≥ 0 be an integer and R > 0 a real number. Then there exists a unique α ∈ R such that there exists
an even solution υ(r) of ODE (11) on (−R,R) with asymptotics eυ = (R−r)−2 +R−1(R−r)−1 +α+O(R−r)
as r → R.
The self-associated cones which correspond to the parameters (k,R) can be constructed as follows. Choose
W ∈ SL(3,R) arbitrarily and solve ODE (23) with initial values (d2f0dφ2 , df0dφ , f0)|φ=0 = W . Then the solution
f0 : R → R3 traces a closed analytic curve in R3. The boundary of the self-associated cone is analytic at
every non-zero point and can be obtained as the conic hull of this curve. The SL(3,R)-orbit of self-associated
cones corresponding to (k,R) can be parameterized by the initial condition W .
Proof. The presence of the symmetry group was established in Lemma 6.13.
The case R = +∞ has been considered at the beginning of this section.
Let R be finite. By Lemma 5.3 there exists a unique even solution υ(r) of ODE (11) such that the
metric eυdr2 is complete on (−R,R). This solution must diverge to +∞ at r = ±R and hence has the
required asymptotics for some α ∈ R. On the other hand, every even solution υ˜(r) of (11) with the required
asymptotics produces a complete metric eυ˜dr2 on (−R,R) and hence coincides with the solution υ, yielding
the same value of α.
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Figure 1: Compact affine sections of self-associated cones of elliptic type for k = 0, 1 and R = 1, 2, 4 with
uniform grid in polar coordinates of the domain M = BR. The step size in the radial direction equals 1, in
the angular direction pi3 .
The other assertions follow from the results of this section. Note that the curve f0 in the main body of
the section has been scaled by −R to obtain the unimodular initial value given in the theorem. This scaling
does not change the SL(3,R)-orbit of the cone generated by f0, because every cone K in this orbit possesses
a linear automorphism Σ with negative determinant and is hence isomorphic to −K by an unimodular
isomorphism.
In Fig. 1 we present compact affine sections of some self-associated cones of elliptic type. Since each interior
ray intersects the affine sphere inscribed in the cone in exactly one point, we may project the isothermal
coordinate z ∈ BR onto the interior of the affine section. A uniformly spaced polar coordinate grid on BR
projects on the sections as shown in the figure.
The substitution y = (k + 3)φ, eb = R
k+3
(k+3)3 , c =
12αR2−13
8(k+3)2 transforms ODE (23) into the equivalent
third-order linear ODE
d3f0
dy3
− 2cdf0
dy
+ eb · sin y · f0 = 0 (25)
with 2pi-periodic coefficients. In the next section we shall establish that ODE (25) defines also the smooth
boundary pieces of the self-associated cones of parabolic and hyperbolic type. We shall investigate this ODE
in more detail in Section C in the Appendix.
Set v = k+3R f0. Then the vector-valued function v(y) is also a solution of ODE (25), or equivalently ODE
(49) with parameter values c, β = eb. We now show that the automorphisms T,Σ and the quadratic form B
can be generated from the solution curve v in the same way as in Lemma C.5 in the Appendix. From (24)
we obtain G0 = (−k+3R (d
2v
dy2 − cv), dvdy , Rk+3v) and hence from (22)
Θ = (v′′(y − pi)− cv(y − pi), v′(y − pi), v(y − pi))
0 0 10 1 0
1 0 0
 (v′′(−y)− cv(−y), v′(−y), v(−y))T , (26)
where the prime denotes derivation with respect to y. This expression matches the definition of Θ in Section
C. Note, however, that by he unimodularity of G0 we have det(v
′′, v′, v) = −1. We also have v(y−2pi) = Tv(y)
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and v(−y) = Σv(y) from similar relations on f0, matching the symmetries of v in Lemma C.5. In order to
compute T,Σ, B we therefore do not need to consider the moving frame F , but can instead use the curve v
(or equivalently f0) defining the boundary of the cone.
7.2 Case T: asymptotics of the moving frame
In this section we investigate the boundary of the self-associated cones corresponding to Case T in Section
4.3. Such cones correspond to solutions (u, U) of (1) described in Corollary 5.7. The set of these solutions
is parameterized by two continuous parameters −∞ ≤ a < b ≤ +∞, and the domain M of the solutions
is given by the vertical strip (a, b) + iR. To every pair (a, b) there corresponds an SL(3,R)-orbit of self-
associated cones of parabolic or hyperbolic type. This orbit can be parameterized by the initial condition
F (x0) = S ∈ SL(3,R) of the moving frame for some x0 ∈ (a, b). However, SL(3,R) does not act effectively
on the orbit, because the self-associated cones have a non-trivial unimodular automorphism group.
Assume the notations of Lemma 6.15. With z = x + iy we have from the condition U = ez that
ReU = ex cos y, ImU = ex sin y. Moreover, by Corollary 5.7 we have u(z) = υ(x), where the function υ is a
solution of (15). The frame equations become
Fx = F
−e−υex cos y e−υex sin y eυ/2e−υex sin y e−υex cos y 0
eυ/2 0 0
 ,
Fy = F
 e−υex sin y −υx2 + e−υex cos y 0υx
2 + e
−υex cos y −e−υex sin y eυ/2
0 eυ/2 0
 .
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Lemma 7.4. Assume above notations. Then the matrix
Θ = F (z − ipi) · diag(−1, 1, 1) · FT (z¯)
is independent of z, symmetric, and non-degenerate of signature (+ +−). Moreover, with B = Θ−1 we have
the relation ΣTBΣ = BT , i.e., the triple (B,Σ, T ) is compatible in the sense of Definition B.2.
Proof. It can be checked by straightforward calculation that
Fx(z − ipi) · diag(−1, 1, 1) · FT (z¯) + F (z − ipi) · diag(−1, 1, 1) · FTx (z¯) = 0,
Fy(z − ipi) · diag(−1, 1, 1) · FT (z¯)− F (z − ipi) · diag(−1, 1, 1) · FTy (z¯) = 0
for all z ∈M . Therefore the partial derivatives of Θ on M vanish and Θ is a constant matrix.
Inserting z = x0 +
ipi
2 for any x0 ∈ (a, b) reveals that Θ is symmetric and non-degenerate of the same
signature as diag(−1, 1, 1), which is (+ +−).
From Lemma 6.15 we have that T = F (z¯−ipi)F−1(z¯+ipi), ΣT = F−T (z)DFT (z¯), Σ = F (z−ipi)DF−1(z¯+
ipi). Combining with
B = F−T (z¯) · diag(−1, 1, 1) · F−1(z − ipi) = F−T (z) · diag(−1, 1, 1) · F−1(z¯ − ipi)
we see that the relation ΣTBΣ = BT reduces to the identity D · diag(−1, 1, 1) · D = diag(−1, 1, 1). This
completes the proof.
In Section 7.1 we studied the asymptotic behaviour of the solution F of frame equation (4) as the argument
z tends to the boundary of the domain along radial paths. In this section the paths along which the argument
z tends to the boundary of M will be horizontal lines with constant imaginary part y. We shall need to
distinguish whether the real part x of the argument z ∈ M tends to the left end or the right end of the
interval (a, b) and whether the corresponding end-point is finite or infinite. This gives rise to four different
sub-cases, which we shall treat one by one.
Finite left end: First we consider the behaviour of the moving frame F as x → a, a finite. Let us
make the change of variables ρ = x − a, G = FV −1, where V =
 0 0 ρ0 1 0
−ρ−1 0 ρ−1
. As in Section 7.1 the
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matrix V is unimodular and hence G ∈ SL(3,R). By Lemma 6.15 we have G(ρ, y − 2pi) = TG(ρ, y) and
G(ρ,−y) = ΣG(ρ, y)V DV −1 = ΣG(ρ, y)D.
The frame equations become
Gρ = GV
−e−υ+ρea cos y e−υ+ρea sin y eυ/2e−υ+ρea sin y e−υ+ρea cos y 0
eυ/2 0 0
V −1 −GVρV −1,
Gy = GV
 e−υ+ρea sin y −υρ2 + e−υ+ρea cos y 0υρ
2 + e
−υ+ρea cos y −e−υ+ρea sin y eυ/2
0 eυ/2 0
V −1.
Since the metric eυdx2 is complete on (a, b), we must have that limx→a υ(x) = +∞. Similar to the
considerations in Section 7.1 it follows that the exponent eυ has a pole at x = a, or equivalently at ρ = 0.
By virtue of Lemma A.16 and the coordinate transformation (17) we obtain the Laurent expansion
eυ = ρ−2 +
2c
3
+O(ρ),
where c ∈ R can be obtained from the constant in (40) by the transformation c = c˜−13 and depends on a and
b. As a consequence we have the expansions
eυ/2 = ρ−1 +
c
3
ρ+O(ρ2), e−υ+ρ = ρ2 + ρ3 +
(
1
2
− 2c
3
)
ρ4 +O(ρ5),
υρ = −2ρ−1 + 4c
3
ρ+O(ρ2).
Inserting these expansions into the frame equations, we obtain
Gρ = G
 c3ρ+O(ρ2) 0 −ρ+O(ρ3)eaρ sin y +O(ρ2) eaρ2 cos y +O(ρ3) −eaρ3 sin y +O(ρ4)
ea cos y +O(ρ) −eaρ sin y +O(ρ2) − c3ρ+O(ρ2)
 ,
Gy = G
 0 1 +O(ρ2) 0c+O(ρ) −eaρ2 sin y +O(ρ3) 1 +O(ρ2)
−ea sin y +O(ρ) c+O(ρ) eaρ2 sin y +O(ρ3)
 .
Again the function G(ρ, y) extends analytically to some unimodular analytic matrix function G0(y) =
G(0, y) at ρ = 0. This function obeys the linear ODE
dG0
dy
= G0
 0 1 0c 0 1
−ea sin y c 0
 (28)
with 2pi-periodic coefficients. Moreover, we have G0(y − 2pi) = TG0(y) and G0(−y) = ΣG0(y)D by the
corresponding properties of G. It follows that the monodromy Ω of the periodic ODE (28) on the solution G0
equals T−T . Using F = GV and passing to the limit ρ→ 0 in the expression for Θ in Lemma 7.4 we obtain
Θ = G0(y − pi)
0 0 10 1 0
1 0 0
GT0 (−y).
Denote the third column of G0 by f0. The vector f0(y) never vanishes and obeys the relations f0(y−2pi) =
Tf0(y) and f0(−y) = Σf0(y). Equation (28) can equivalently be written as the linear third-order ODE
d3f0
dy3
− 2cdf0
dy
+ ea · sin y · f0 = 0 (29)
with 2pi-periodic coefficients. The derivatives have to satisfy det(d
2f0
dy2 ,
df0
dy , f0) = 1, and G0 can be recovered
from f0 by G0 = (
d2f0
dy2 − cf0, df0dy , f0).
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The affine sphere f is given by the third column of the matrix F = GV . Hence we obtain
f(ρ, y) = G(ρ, y) ·
−ρ0
ρ−1
 , lim
ρ→0
ρ · f(ρ, y) = G0(y) ·
00
1
 = f0(y).
Since f is asymptotic to ∂K, the curve f0(y) must lie on the boundary of K. Moreover, as y runs through
R, the point z ∈ C corresponding to (ρ = 0, y) runs along the boundary line a+ iR of the domain M . Thus
the conic hull of f0 makes up a piece of ∂K.
The curve f0 is analytic, because by virtue of (28) the derivative
df0
dy equals the second column of G0
and is hence non-zero for all y ∈ R. Moreover, df0dy and f0 are linearly independent. Therefore f0 : R → R3
generates a local homeomorphism from R to the manifold of boundary rays of K. In particular, the boundary
piece of K defined by the conic hull of the curve f0 is analytic at every non-zero point.
Finally we shall show that the obtained boundary piece is not self-intersecting, i.e., f0 generates not only
a local homeomorphism, but an embedding of R into the manifold of boundary rays of K. Recall that the
manifold of boundary rays of a regular convex cone in R3 is homeomorphic to the circle S1. Let V1 be the
2-dimensional eigenspace of the automorphism Σ to the eigenvalue 1. By Corollary 6.12 the ray R− generated
by f0(0) is one of the exactly two boundary rays R± of K which lie in V1. The complement R3 \ V1 consists
of two disjoint open half-spaces V±. We assume without loss of generality that f0 crosses from V− to V+ at
y = 0. Then f0[R+] ∩ V− = ∅, because f maps every point of M which lies in the upper half-plane to V+.
Therefore for every y > 0 the limit f0(y) must lie in the closure of V+, which equals the complement of V−.
Likewise we obtain f0[R−] ∩ V+ = ∅. Hence the curve f0 will never reach the other boundary ray R+ at
finite y, otherwise it would intersect both half-spaces V± in the neighbourhood of this point. It follows that
f0(2pi) = T
−1f0(0) is not proportional to f0(0), and f0(0) is not an eigenvector of the automorphism T .
Let us summarize these results.
Lemma 7.5. Let −∞ < a < b ≤ +∞ and let K be a self-associated cone corresponding to the solution
(u, U) described in Corollary 5.7 with parameters (a, b). Let T and Σ be the automorphisms of K described
in Lemma 6.15.
Then there exists a unique real constant c such that the solution υ(x) of (15) corresponding to u as
described in Corollary 5.7 has asymptotics eυ(x) = (x − a)−2 + 2c3 + O(x − a) as x → a. There exists a
solution f0 : R → R3 of (29) satisfying det(d
2f0
dy2 ,
df0
dy , f0) = 1 such that the conic hull of f0 makes up a
non-self-intersecting piece of the boundary ∂K which is analytic at every non-zero point. The solution f0
satisfies the conditions f0(y − 2pi) = Tf0(y) and f0(−y) = Σf0(y) for all y. There is a unique boundary ray
in the conic hull of f0 which is left fixed by the automorphism Σ, and this ray is generated by the eigenvector
f0(0) of Σ with eigenvalue 1. This ray does not contain eigenvectors of T . The invariant symmetric matrix
Θ defined in Lemma 7.4 is given by (26) with v = f0.
As in Section 7.1 we hence get that the solution curve f0(y) is related to T,Σ, B as in Section C.
Finite right end: We now study the moving frame in the limit x → b, b finite. The line of reasoning is
similar to the previous case and we give only a sketch. We make the substitution ρ = b− x, G = FV −1 with
V =
 0 0 −ρ0 1 0
ρ−1 0 ρ−1
, yielding a unimodular matrix function G(ρ, y) obeying the relations G(ρ, y − 2pi) =
TG(ρ, y), G(ρ,−y) = ΣG(ρ, y)D.
The frame equations become
Gρ = −GV
−e−υ−ρeb cos y e−υ−ρeb sin y eυ/2e−υ−ρeb sin y e−υ−ρeb cos y 0
eυ/2 0 0
V −1 −GVρV −1,
Gy = GV
 e−υ−ρeb sin y υρ2 + e−υ−ρeb cos y 0−υρ2 + e−υ−ρeb cos y −e−υ−ρeb sin y eυ/2
0 eυ/2 0
V −1.
Inserting the Laurent expansions
eυ = ρ−2 +
2c
3
+O(ρ), eυ/2 = ρ−1 +
c
3
ρ+O(ρ2),
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e−υ−ρ = ρ2 − ρ3 +
(
1
2
− 2c
3
)
ρ4 +O(ρ5), υρ = −2ρ−1 + 4c
3
ρ+O(ρ2),
we obtain
Gρ = G
 c3ρ+O(ρ2) 0 ρ+O(ρ3)−ebρ sin y +O(ρ2) −ebρ2 cos y +O(ρ3) −ebρ3 sin y +O(ρ4)
eb cos y +O(ρ) −ebρ sin y +O(ρ2) − c3ρ+O(ρ2)
 ,
Gy = G
 0 −1 +O(ρ2) 0−c+O(ρ) −ebρ2 sin y +O(ρ3) 1 +O(ρ2)
eb sin y +O(ρ) c+O(ρ) ebρ2 sin y +O(ρ3)
 .
The function G(ρ, y) extends analytically to a unimodular analytic matrix function G0(y) = G(0, y) at ρ = 0.
This function satisfies the linear ODE
dG0
dy
= G0
 0 −1 0−c 0 1
eb sin y c 0
 (30)
and obeys the relations G0(y− 2pi) = TG0(y), G0(−y) = ΣG0(y)D. The monodromy Ω of the periodic ODE
on G0 hence equals T
−T . From the expression for Θ in Lemma 7.4 we obtain
Θ = G0(y − pi)
 0 0 −10 1 0
−1 0 0
GT0 (−y).
The third column f0 of G0 never vanishes and obeys the relations f0(y − 2pi) = Tf0(y) and f0(−y) =
Σf0(y). Equation (30) can equivalently be written as the linear third-order ODE (25) with 2pi-periodic
coefficients. The derivatives have to satisfy det(d
2f0
dy2 ,
df0
dy , f0) = −1, and G0 can be recovered from f0 by
G0 = (−d
2f0
dy2 + cf0,
df0
dy , f0).
The affine sphere defined by F obeys the relation limρ→0 ρ · f(ρ, y) = f0(y). Hence the curve f0(y) lies
on ∂K and does not pass through the origin. The derivative df0dy is given by the second column of G0 and
is linearly independent of f0. Hence the curve f0 generates a local homeomorphism from R to the manifold
of boundary rays of K. In particular, the boundary piece of K defined by the conic hull of the curve f0,
corresponding to the vertical boundary line b+ iR of the domain M , is analytic in the neighbourhood of every
non-zero point. Similar to the previous case it is shown that this boundary piece is not self-intersecting, i.e.,
f0 generates an embedding of R into the manifold of boundary rays of K, and that the curve f0 contains only
one point which is fixed under the action of the automorphism Σ, namely f0(0). In a similar way we prove
that f0(2pi) = T
−1f0(0) is not proportional to f0(0), and f0(0) is not an eigenvector of the automorphism T .
Let us summarize these results.
Lemma 7.6. Let −∞ ≤ a < b < +∞ and let K be a self-associated cone corresponding to the solution
(u, U) described in Corollary 5.7 with parameters (a, b). Let T and Σ be the automorphisms of K described
in Lemma 6.15.
Then there exists a unique real constant c such that the solution υ(x) of (15) corresponding to u as
described in Corollary 5.7 has asymptotics eυ(x) = (b − x)−2 + 2c3 + O(b − x) as x → b. There exists a
solution f0 : R → R3 of (25) satisfying det(d
2f0
dy2 ,
df0
dy , f0) = −1 such that the conic hull of f0 makes up a
non-self-intersecting piece of the boundary ∂K which is analytic at every non-zero point. The solution f0
satisfies the conditions f0(y − 2pi) = Tf0(y) and f0(−y) = Σf0(y) for all y. There is a unique boundary ray
in the conic hull of f0 which is left fixed by the automorphism Σ, and this ray is generated by the eigenvector
f0(0) of Σ with eigenvalue 1. This ray does not contain eigenvectors of T . The invariant symmetric matrix
Θ defined in Lemma 7.4 is given by (26) with v = f0.
Again the solution curve f0(y) is related to T,Σ, B as in Section C.
Infinite left end: We now study the asymptotics of the moving frame as x→ −∞. From Corollary A.24
and the coordinate transformation (17) we obtain the expansions
eυ =
1
(c− x)2 +O(e
2x|x|3), e−υ+x = (c− x)2ex +O(e3x|x|7),
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eυ/2 =
1
c− x +O(e
2xx4), υx =
2
c− x +O(e
2x|x|5),
where the constant c ∈ R is obtained from the constant in Corollary A.24 by the affine transformation
c← 32c+ log 227 .
Introduce the variables ρ = 1c−x , G = FV
−1 with V =
 ρ+ρ
−1
2 0
ρ−ρ−1
2
0 1 0
ρ−ρ−1
2 0
ρ+ρ−1
2
. Again V is unimodular
and hence G ∈ SL(3,R). Similar to the previous cases Lemma 6.15 yields G(ρ, y − 2pi) = TG(ρ, y) and
G(ρ,−y) = ΣG(ρ, y)D.
We have dxdρ = ρ
−2, ex = O(e−ρ
−1
) as ρ → 0, and by virtue of the above expansions the frame equations
become
Gρ = G
ρ−2V
−e−υ+x cos y e−υ+x sin y eυ/2e−υ+x sin y e−υ+x cos y 0
eυ/2 0 0
− Vρ
V −1
= G
O(ρ−6e−ρ
−1
) O(ρ−5e−ρ
−1
) O(ρ−6e−ρ
−1
)
O(ρ−5e−ρ
−1
) O(ρ−4e−ρ
−1
) O(ρ−5e−ρ
−1
)
O(ρ−6e−ρ
−1
) O(ρ−5e−ρ
−1
) O(ρ−6e−ρ
−1
)
 ,
Gy = GV
 e−υ+x sin y −υx2 + e−υ+x cos y 0υx
2 + e
−υ+x cos y −e−υ+x sin y eυ/2
0 eυ/2 0
V −1
= G
 O(ρ−4e−ρ
−1
) −1 +O(ρ−3e−ρ−1) O(ρ−4e−ρ−1)
1 +O(ρ−3e−ρ
−1
) O(ρ−2e−ρ
−1
) 1 +O(ρ−3e−ρ
−1
)
O(ρ−4e−ρ
−1
) 1 +O(ρ−3e−ρ
−1
) O(ρ−4e−ρ
−1
)
 .
Here the constants in the O terms are uniformly bounded over y ∈ R. For k ≥ 2 we have ∫ ρ
0
O(s−ke−s
−1
) ds =
O(ρ−(k−2)e−ρ
−1
). Hence the estimate of Gρ implies that G0(y) = limρ→0G(ρ, y) exists for all y and G(ρ, y) =
G0(y) + O(ρ
−4e−ρ
−1
) for small ρ. The estimate on Gy then implies that G0(y) is uniformly bounded over
any compact interval.
We also have G0(y−2pi) = TG0(y) and G0(−y) = ΣG0(y)D by taking the limit ρ→ 0 in the corresponding
relations for G. From the expression for Θ in Lemma 7.4 we obtain
Θ = G0(y − pi) · diag(−1, 1, 1) ·GT0 (−y) = G0(0)
−1 + pi22 pi −pi22pi 1 −pi
−pi22 −pi 1 + pi
2
2
GT0 (0).
Set J =
0 −1 01 0 1
0 1 0
. Note that J is nilpotent and has rank 2. Hence its Jordan form consists of a
single degenerate block with eigenvalue zero. From the estimate of Gy we have
Gy = (G0 +O(ρ
−4e−ρ
−1
))(J +O(ρ−4e−ρ
−1
)) = G0J +O(ρ
−4e−ρ
−1
)
uniformly over y varying on any compact interval. Hence the functions G(ρ, ·), Gy(ρ, ·) converge to G0, G0J ,
respectively, uniformly on compact intervals as ρ → 0. Therefore G(ρ, ·) must converge in the C1 norm on
any compact interval to some C1 function. This function equals G0, and its derivative equals G0J . Thus G0
obeys the linear ODE dG0dy = G0J and can be explicitly given by
G0(y) = G0(0) · eyJ = G0(0) ·
1− y
2
2 −y −y
2
2
y 1 y
y2
2 y
y2
2 + 1
 . (31)
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In particular, we get T = G0(−2pi)G−10 (0) = G0(0)e−2piJG−10 (0), which is similar to e−2piJ . The latter matrix
is similar to a single Jordan block with eigenvalue 1. Hence T is of parabolic type.
We have
lim
ρ→0
ρ · f(ρ, y) = lim
ρ→0
ρ ·G(ρ, y) ·
ρ−ρ
−1
2
0
ρ+ρ−1
2
 = G0(y) ·
− 120
1
2
 = G0(0) ·
− 120
1
2
 .
Hence this limit exists, is non-zero, and independent of y. Similar to the previous cases it must lie on the
boundary ∂K. Moreover, it is checked by straightforward calculation that the expression on the right-hand
side is an eigenvector of the automorphism T of the cone K.
The boundary piece obtained in this case hence consists of a single ray which is generated by an eigenvector
of both automorphisms T and Σ with eigenvalue 1.
Let us summarize these results.
Lemma 7.7. Let −∞ = a < b ≤ +∞ and let K be a self-associated cone corresponding to the solution
(u, U) described in Corollary 5.7 with parameters (a, b). Let T and Σ be the automorphisms of K described
in Lemma 6.15.
Then there exists a unique real constant c such that the solution υ(x) of (15) corresponding to u as
described in Corollary 5.7 has asymptotics eυ(x) = (c − x)−2 + O(e2x|x|3) as x → −∞. The automorphism
T and the cone K are of parabolic type. There exists a unique boundary ray in ∂K which is generated by a
joint eigenvector of the automorphisms T and Σ with eigenvalue 1.
Infinite right end: We now consider the last sub-case x→ +∞. The exposition of this sub-case will follow
the lines of [14, Section 6]. We shall compare the moving frame F of the affine sphere of interest with the
moving frame V of another affine sphere, the so-called osculating surface. The role of the osculating surface
will be as in [14] played the Titeica surface which is asymptotic to the boundary of the positive orthant R3+.
The moving frame V of this surface will be shown to differ from F by a bounded multiplicative factor G with
certain limit properties as x → +∞ along horizontal lines y = const. This will allow us to show that the
corresponding part of the boundary of K is polyhedral.
We shall need the following technical lemma.
Lemma 7.8. For all t > 0 and all v ∈ [0, pi6 t] we have | exp(t2(−1 + cos vt ))(1 + cos vt )− 2e−v
2/2| ≤ 25t2 .
Proof. Clearly the inequality holds for v = 0.
Assume v > 0 and set s = vt ∈ (0, pi6 ]. In the variables s, v the inequality can equivalently be written as∣∣∣∣∣∣exp(v
2−1+ s
2
2 +cos s
s2 )(1 + cos s)− 2
s2
∣∣∣∣∣∣ ≤ 25 e
v2/2
v2
. (32)
Set a(s) =
−1+ s22 +cos s
s4 ∈ (0.0412, 124 ], b(s) = 1−cos ss2 ∈ (0.488, 12 ], c(s) = e
v2s2a(s)−1
s2 ∈ [v2a(s), e
v2pi2a(s)/36−1
pi2/36 ],
d(s) = 2− s2b(s) ∈ (1.862, 2]. The expression on the left hand-side of (32) can be transformed as∣∣∣∣∣ev
2s2a(s)(2− s2b(s))− 2
s2
∣∣∣∣∣ = |c(s)d(s)− b(s)| ≤ max(c(s)d(s), b(s)) ≤ max
(
72(ev
2pi2/(24·36) − 1)
pi2
,
1
2
)
.
It is not hard to check that the right-most expression does not exceed the right-hand side of (32) for all
v > 0.
In order to describe the moving frame V we define the matrices
J =
√
2
3
cos y−pi3 − sin y−pi3
√
2
2
− cos y3 sin y3
√
2
2
cos y+pi3 − sin y+pi3
√
2
2
 , ∆ = diag
cos y−pi3− cos y3
cos y+pi3
 , E = exp(22/3 · 3 · ex/3 ·∆).
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Set V = EJ . It is easily checked that the trace of ∆ vanishes and J is orthogonal with unit determinant.
Therefore V is unimodular, and G = FV −1 ∈ SL(3,R). It can be checked in a straightforward manner that
V is actually itself a solution of the frame equations (27), namely for the function υ˜(x) = 23x+
1
3 log 2. This
function in turn defines a solution u˜(z) = υ˜(Re z) of Wang’s equation. The corresponding affine sphere is
asymptotic to the boundary of the positive orthant R3+.
The frame equations for V can be written as Vx = V AV , Vy = V BV with
AV =
−2−1/3ex/3 cos y 2−1/3ex/3 sin y 21/6ex/32−1/3ex/3 sin y 2−1/3ex/3 cos y 0
21/6ex/3 0 0
 ,
BV =
 2−1/3ex/3 sin y − 13 + 2−1/3ex/3 cos y 01
3 + 2
−1/3ex/3 cos y −2−1/3ex/3 sin y 21/6ex/3
0 21/6ex/3 0
 .
The frame equations (27) for F have a similar form Fx = FAF , Fy = FBF with appropriate matrices AF , BF .
It is then easily checked that the derivatives of G = FV −1 can be written as
Gx = GV (AF −AV )V −1, Gy = GV (BF −BV )V −1.
It will be convenient to describe the asymptotics of the coefficient matrices in terms of the difference δ = υ−υ˜.
We have
AF −AV =
−(e−δ − 1)2−1/3ex/3 cos y (e−δ − 1)2−1/3ex/3 sin y (eδ/2 − 1)21/6ex/3(e−δ − 1)2−1/3ex/3 sin y (e−δ − 1)2−1/3ex/3 cos y 0
(eδ/2 − 1)21/6ex/3 0 0
 ,
BF −BV =
 (e−δ − 1)2−1/3ex/3 sin y − δx2 + (e−δ − 1)2−1/3ex/3 cos y 0δx
2 + (e
−δ − 1)2−1/3ex/3 cos y −(e−δ − 1)2−1/3ex/3 sin y (eδ/2 − 1)21/6ex/3
0 (eδ/2 − 1)21/6ex/3 0
 .
By (17) and Corollary A.15 there exists c > 0 such that
δ = cK0(2
2/333/2ex/3) +O(e−2
5/333/2ex/3e−x/3) = O(e−2
2/333/2ex/3e−x/6),
δx = −22/3
√
3cex/3K1(2
2/333/2ex/3) +O(e−2
5/333/2ex/3).
Taking into account K0(τ) =
√
pi
2 e
−ττ−1/2(1 +O(τ−1)) and K1(τ)K0(τ) = 1 +O(τ
−1) it follows that
δ =
√
pi
2
2−1/33−3/4ce−2
2/333/2ex/3e−x/6 +O(δe−x/3), δx = −22/3
√
3ex/3δ +O(δ).
This gives
J(AF −AV )J−1 = c˜e−22/333/2ex/3ex/6
 0 − cos y+pi3 cos y3− cos y+pi3 0 − cos y−pi3
cos y3 − cos y−pi3 0
+O(δ),
J(BF −BV )J−1 = c˜e−22/333/2ex/3ex/6
 0 1 + sin y+pi3 −1− sin y3−1 + sin y+pi3 0 1 + sin y−pi3
1− sin y3 −1 + sin y−pi3 0
+O(δ),
where c˜ =
√
pi
2 2
−2/33−3/4c > 0.
Now for an arbitrary matrix C = (cij)i,j=1,2,3 we have
ECE−1 =
 c11 exp(22/333/2ex/3 sin y+pi3 )c12 exp(22/333/2ex/3 sin y3 )c13exp(−22/333/2ex/3 sin y+pi3 )c21 c22 exp(22/333/2ex/3 sin y−pi3 )c23
exp(−22/333/2ex/3 sin y3 )c31 exp(−22/333/2ex/3 sin y−pi3 )c32 c33
 .
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The exponential factors at the individual elements are at most of order O(exp(22/333/2ex/3)) = O(δ−1e−x/6).
Applied to the matrices J(AF −AV )J−1, J(BF −BV )J−1 computed above this yields
c˜ex/6
 0 − exp((−1+sin y+pi3 )ζ) cos y+pi3 exp((−1+sin y3 )ζ) cos y3− exp((−1−sin y+pi3 )ζ) cos y+pi3 0 − exp((−1+sin y−pi3 )ζ) cos y−pi3
exp((−1−sin y3 )ζ) cos y3 − exp((−1−sin y−pi3 )ζ) cos y−pi3 0
+O(e−x/6)
for V (AF −AV )V −1 and
c˜ex/6
 0 exp((−1+sin y+pi3 )ζ)(1+sin y+pi3 ) exp((−1+sin y3 )ζ)(−1−sin y3 )exp((−1−sin y+pi3 )ζ)(−1+sin y+pi3 ) 0 exp((−1+sin y−pi3 )ζ)(1+sin y−pi3 )
exp((−1−sin y3 )ζ)(1−sin y3 ) exp((−1−sin y−pi3 )ζ)(−1+sin y−pi3 ) 0
+O(e−x/6)
for V (BF − BV )V −1, where we denoted ζ = 22/333/2ex/3. The error terms O(e−x/6) can for large enough x
be majorated by const · e−x/6 independently of y.
Now fix y ∈ R and consider the individual elements of the matrix G−1Gx = V (AF − AV )V −1. Such an
element is of the form γ1e
x/6 exp(γ2e
x/3) +O(e−x/6), where the constants γ1, γ2 depend on y. A closer look
reveals that if the constant γ1 is non-zero, then the constant γ2 is negative. It follows that G
−1Gx = O(e−x/6).
Hence the limit G∞(y) = limx→+∞G(x, y) exists for every y and G(x, y) = G∞(y) + O(e−x/6) for large x.
Let us stress that the validity of this asymptotics is not uniform in y, in the sense that ex/6 supy∈R ||G(x, y)−
G∞(y)|| grows unbounded as x→ +∞.
Now we shall study how G(x, y) changes along vertical lines x = const. Consider the matrix G−1Gy =
V (BF −BV )V −1. Its off-diagonal elements are of the form
±c˜ex/6 exp(22/333/2ex/3(−1 + Φ(y)))(1 + Φ(y)) +O(e−x/6),
where Φ(y) = ± sin y+µpi3 with µ ∈ {−1, 0,+1}, while its diagonal elements are of order O(e−x/6) and the
error terms converge uniformly in y. If y varies in a compact interval which does not contain points of the
form (k+ 12 )pi, k ∈ Z, then −1 + Φ(y) is bounded from above by a negative constant and G−1Gy = O(e−x/6).
The integral of Gy over such an interval then tends to zero as x→ +∞, and the limit function G∞ is constant
on the interval. Thus G∞ is piece-wise constant, with possible jumps at the points (k + 12 )pi.
Let us compute how G∞(y) changes if y crosses a point of discontinuity. We shall consider the interval
y ∈ [0, pi2 ] without loss of generality. The other discontinuity points are treated similarly. The only element
of the matrix G−1Gy which is not of order O(e−x/6) on [0, pi2 ] is the element (1, 2). We shall make a change
of variables by introducing τ = 21/333/4ex/6, v = τ3 (y − pi2 ). For each fixed τ the variable v varies over the
interval [−pi6 τ, 0]. We then get
(G−1Gv)12 = 2−1/331/4c˜ exp(τ2(−1 + cos(τ−1v)))(1 + cos(τ−1v)) +O(τ−2).
By Lemma 7.8 the first term of this expression converges to l(v) = 22/331/4c˜e−v
2/2 =
√
pi
6 ce
−v2/2 with an
error majorated by const · τ−2 uniformly over v as τ → +∞. Thus we have
dG
dv
= G
√pi
6
c
0 e−v2/2 00 0 0
0 0 0
+O(τ−2)
 ,
where the error term is majorated uniformly over v by const · τ−2 for τ large enough.
Consider the bounded matrix-valued function Γ(v) =
1 pi2√3c · erf v√2 00 1 0
0 0 1
, where erf t = 2√
pi
∫ t
0
e−s
2
ds
denotes the error function. Note that the inverse Γ−1 is also bounded and that
Γ∞ = lim
v→−∞Γ(v) =
1 pic2√3 00 1 0
0 0 1
 .
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The ratio Σ = GΓ−1 obeys the relation dΣdv Σ
−1 = Γ(G−1 dGdv − Γ−1 dΓdv )Γ−1 = O(τ−2). Integrating dΣdv for
fixed τ from v = 0 to vmin = −pi6 τ , it follows that Σ(vmin) = Σ(0)(I + O(τ−1)) and hence G(vmin) =
G(0)Γ(vmin)(I +O(τ
−1)).
Converting back to the variables x, y, we obtain that
G−1∞ (0)G∞(
pi
2
) = lim
x→+∞G
−1(x, 0)G(x,
pi
2
) = lim
τ→+∞Γ(−
pi
6
τ)(I +O(τ−1)) = Γ∞.
In a similar way we obtain
G−1∞ (
pi
2
)G∞(pi) =
1 pic2√3 00 1 0
0 0 1
 , G−1∞ (−pi2 )G∞(0) = G−1∞ (−pi)G∞(−pi2 ) =
1 0 00 1 0
0 − pic
2
√
3
1
 .
This finally yields the following values for the matrix G−1∞ (0)G∞(y) on the interval [−pi, pi], summarized in
Table 1. Similar transition maps have been found in [14, eq. (23)].
Table 1: Values of G−1∞ (0)G∞(y) in dependence on y.
y ∈ [−pi,−pi2 ) y = −pi2 y ∈ (−pi2 , pi2 ) y = pi2 y ∈ (pi2 , pi]1 0 00 1 0
0 pic√
3
1
 1 0 00 1 0
0 pic
2
√
3
1
 1 0 00 1 0
0 0 1
 1 pic2√3 00 1 0
0 0 1
 1 pic√3 00 1 0
0 0 1

We are now ready to compute the asymptotic behaviour of the moving frame along the lines y = const as
x→ +∞. Recall that F (x, y) = G(x, y)E(x, y)J(y). While the factors G and J remain bounded, the diagonal
matrix E contains three exponential functions with in general different exponents. The maximal exponent
determines the rate at which F diverges. For given y, let us define the maximum µ(y) = maxk ∆kk(y) and
the corresponding index set j(y) = {k ∈ {1, 2, 3} |∆kk(y) = µ(y)}. It is not hard to check that j(y) = {3}
for y ∈ [−pi, 0), j(y) = {1, 3} for y = 0, and j(y) = {1} for y ∈ (0, pi].
The expression exp(−22/3 · 3 · ex/3 · µ(y))E(x, y) then has a finite limit E∞(y) as x → +∞, namely the
diagonal matrix which has 1’s at the diagonal elements with index in j(y) and zeros elsewhere. It follows
that the limit
F∞(y) = lim
x→+∞ exp(−2
2/3 · 3 · ex/3 · µ(y))F (x, y) = G∞(y)E∞(y)J(y)
is finite. From Table 1 we obtain the following values for the matrix G−1∞ (0)F∞(y) on the interval [−pi, pi],
summarized in Table 2.
Table 2: Values of G−1∞ (0)F∞(y) in dependence on y.
y ∈ [−pi, 0) y = 0 y ∈ (0, pi]√
2
3
 0 0 00 0 0
cos y+pi3 − sin y+pi3
√
2
2
 √ 2
3
cos y−pi3 − sin y−pi3
√
2
2
0 0 0
cos y+pi3 − sin y+pi3
√
2
2
 √ 23
cos y−pi3 − sin y−pi3
√
2
2
0 0 0
0 0 0

In particular, the scaled limits f∞(y) = limx→+∞
√
3 · exp(−22/3 · 3 · ex/3 ·µ(y))f(x, y) exist and are given
by
f∞(y) =
 G∞(0) · (0, 0, 1)
T , y ∈ [−pi, 0),
G∞(0) · (1, 0, 1)T , y = 0,
G∞(0) · (1, 0, 0)T , y ∈ (0, pi].
We hence obtain three limit points, which are pair-wise distinct and non-zero due to the unimodularity of G∞.
Note that the point 12f∞(0) is a non-trivial convex combination of the points f∞(±pi). Since all three points
belong to the boundary of the convex cone K, the boundary must contain the whole line segment between
the points f∞(±pi). The corresponding piece of the boundary ∂K is the image under the map G∞(0) of the
face of the orthant R3+ spanned by the first and third unit basis vector.
All points on the segment between f∞(±pi) which are different from the end-points and the mid-point
cannot be achieved by scaled limits of the affine sphere f along horizontal lines y = const, but are representable
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as such limits along curved paths (namely the images of the lines v = const in the coordinates v, τ used above).
The same phenomenon has been observed in [14, Section 6, first Table on p. 1771].
Let us now compute the automorphism T of K linking the frames F (z) and F (z − 2pii). We have
T = F (x,−pi)F−1(x, pi) = G(x,−pi)V (x,−pi)V −1(x, pi)G−1(x, pi)
for all x ∈ (a,+∞). It can be verified in a straightforward manner that V (x,−pi)V −1(x, pi) =
0 1 00 0 1
1 0 0
.
This was to be expected, because V is the moving frame of the affine sphere asymptotic to the boundary of
the orthant R3+, and the computed matrix ratio is the automorphism of R3+ corresponding to a rotation of
the orthant by an angle of − 2pi3 . It follows that
T = lim
x→+∞F (x,−pi)F
−1(x, pi) = G∞(−pi)
0 1 00 0 1
1 0 0
G−1∞ (pi) = G∞(0)
0 1 00 0 1
1 − pic√
3
pic√
3
G−1∞ (0).
In a similar manner we obtain
Σ = lim
x→+∞F (x,−pi)DF
−1(x, pi) = G∞(−pi)
0 0 10 1 0
1 0 0
G−1∞ (pi) = G∞(0)
0 0 10 1 0
1 0 0
G−1∞ (0).
As is easily checked, the eigenvalues of T are given by 1, λ, λ−1 with λ =
pic√
3
−1
2 +
√
( pic√
3
−1)2
4 − 1. Hence T
is of parabolic type if and only if c = 3
√
3
pi and of hyperbolic type if and only if c >
3
√
3
pi . This confirms the
connection formula in [20] (cf. the second formula in Remark 5.8), because as we have seen previously the
choice a = −∞ of the left end-point implies that T is of parabolic type.
The automorphism T maps the boundary point f∞(pi) to the boundary point f∞(−pi). By the 2pi-
periodicity of the maximum µ(y) of diag ∆ and hence of the scaling factor in the definition of f∞(y) we
have f∞(y − 2pi) = Tf∞(y) for every y ∈ R. By iterating T we hence obtain the doubly infinite sequence of
boundary points vk = f∞((2k + 1)pi), explicitly given by
vk = W
 pic√3 − pic√3 11 0 0
0 1 0
k10
0
 , k ∈ Z, (33)
where W = G∞(0) ∈ SL(3,R). Note that f∞(0) = G∞(0) · (1, 0, 1)T = v−1 + v0 is not an eigenvector of
T . The line segments between consecutive points in the sequence vk are images under integer powers of T
of the line segment between f∞(±pi) and hence also belong to ∂K. Moreover, every three consecutive points
of the sequence are linearly independent. This can be directly inferred from (33) for the values k = −1, 0, 1
and follows for the other triples by regularity of T . Thus we obtain a polyhedral piece of the boundary of K
with the extreme rays generated by the points vk, k ∈ Z.
Let us show that this boundary piece is not self-intersecting, i.e., no two vectors vk are proportional for
distinct values of k. Indeed, this would imply that K is polyhedral with a finite number n of extreme rays,
and the automorphism T permutes these extreme rays cyclically. It follows that the power Tn maps every
extreme ray of K to itself, i.e., multiplies the vectors in the rays by a positive constant. Since T commutes
with Tn, this constant must be the same for all n rays. Therefore Tn is a positive multiple of the identity.
By unimodularity of T the power Tn actually equals the identity and T must by Theorem 6.5 be of elliptic
type, a contradiction with Lemma 6.15.
Finally we shall compute the invariant form Θ from Lemma 7.4. The computation is straightforward and
we shall only sketch it. We have Θ = G(x, y−pi)E(x, y−pi)J(y−pi)·diag(−1, 1, 1)·JT (−y)E(x,−y)GT (x,−y).
We have
J(y − pi) · diag(−1, 1, 1) · JT (−y) =
1 0 00 0 1
0 1 0
 , E(x, y − pi)
1 0 00 0 1
0 1 0
E(x,−y) =
1 0 00 0 1
0 1 0
 ,
40
and hence Θ = G∞(y − pi)
1 0 00 0 1
0 1 0
GT∞(−y). Table 1 then yields Θ = G∞(0)
1 0 00 0 1
0 1 pic√
3
GT∞(0).
Let us summarize these results.
Lemma 7.9. Let −∞ ≤ a < b = +∞ and let K be a self-associated cone corresponding to the solution
(u, U) described in Corollary 5.7 with parameters (a, b). Let T and Σ be the automorphisms of K described
in Lemma 6.15.
Then there exists a unique real constant c ≥ 3
√
3
pi such that the solution υ(x) of (15) corresponding to u as
described in Corollary 5.7 has asymptotics υ(x) = 23x+
1
3 log 2 + cK0(2
2/333/2ex/3) +O(e−2
5/333/2ex/3e−x/3)
as x→ +∞, where K0 is a modified Bessel function of the second kind. The automorphism T and the cone K
are of parabolic type if c = 3
√
3
pi and of hyperbolic type if c >
3
√
3
pi . There exists a matrix W ∈ SL(3,R) such
that the boundary ∂K contains a non-self-intersecting polyhedral piece with an infinite number of extreme
rays generated by the vectors vk given by (33). There is a unique boundary ray in the polyhedral boundary
piece which is left fixed by the automorphism Σ, and this ray is generated by the eigenvector v−1 + v0 of Σ
with eigenvalue 1. This ray does not contain eigenvectors of T . The invariant symmetric matrix Θ defined
in Lemma 7.4 is given by W
1 0 00 0 1
0 1 pic√
3
WT .
In this section we have constructed pieces of the boundary of self-associated cones corresponding to the
solutions (u, U) of Wang’s equation described in Corollary 5.7. In the next section we construct the cones
themselves.
7.3 Self-associated cones of parabolic and hyperbolic type
Assume the notations of Lemma 6.15. In the last section we have computed pieces of the boundary of the
cone K which are obtained as scaled limits of the affine sphere f as x → a or x → b along horizontal lines
y = const. In this section we assemble these pieces to obtain the whole boundary ∂K.
Let V1 be the 2-dimensional eigenspace of the automorphism Σ of K to the eigenvalue 1. Again we
distinguish whether the end-points of the interval (a, b) are finite or infinite and treat all these cases separately.
We use the results of the corresponding Lemmas 7.5, 7.6, 7.7, and 7.9 when considering these cases.
Finite a, finite b: The boundary pieces corresponding to the right and left boundary lines of the vertical
strip M are the conic hulls of vector-valued solutions f+0 , f
−
0 : R→ R3 of the linear ODEs (25),(29), respec-
tively. The intersection of the boundary ∂K with the subspace V1 is given by the two rays generated by the
vectors f±0 (0), respectively. Neither of these vectors is an eigenvector of T . By the first assertion of Corollary
6.18 the automorphism T of K cannot be of parabolic type and must by Lemma 6.15 be of hyperbolic type.
Let {1, λ, λ−1}, λ > 1, be the spectrum of T .
By the second assertion of Corollary 6.18 the cone K cannot contain an eigenvector of T with eigenvalue
1. By Lemma 6.10 the boundary rays generated by f±0 (y) tend to some boundary ray R+∞ as y → +∞ and
to some boundary ray R−∞ as y → −∞. Here R+∞ is generated by an eigenvector of T with eigenvalue λ−1,
and R−∞ by an eigenvector with eigenvalue λ. Hence the two smooth boundary pieces corresponding to the
left and the right boundary line of the vertical strip, respectively, fit together at the rays R±∞ and form the
whole boundary ∂K in a union with these rays.
Finite a, infinite b: The boundary piece corresponding to the left boundary line of the half-plane M is the
conic hull of a vector-valued solution f0 : R→ R3 of the linear ODE (29). The boundary piece corresponding
to the end-point b = +∞ is polyhedral with a doubly infinite sequence of extreme rays Rk, k ∈ Z, generated
by points vk of the form (33). The intersection of the boundary ∂K with the subspace V1 is given by the two
rays generated by the vectors f0(0) and v−1 + v0, respectively. Neither of these vectors is an eigenvector of
T . By the first assertion of Corollary 6.18 the automorphism T of K cannot be of parabolic type and must
by Lemma 6.15 be of hyperbolic type. Let {1, λ, λ−1}, λ > 1, be the spectrum of T .
By the second assertion of Corollary 6.18 the cone K cannot contain an eigenvector of T with eigenvalue
1. By Lemma 6.10 the boundary rays generated by f0(y) and the extreme rays Rk tend to some boundary
ray R+∞ as y → +∞ or k → +∞, respectively, and to some boundary ray R−∞ as y → −∞ or k → −∞,
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respectively. Here R+∞ is generated by an eigenvector of T with eigenvalue λ−1, and R−∞ by an eigenvector
with eigenvalue λ. Hence the smooth and the polyhedral boundary piece fit together at the rays R±∞ and
form the whole boundary ∂K in a union with these rays.
Infinite a, finite b: The boundary piece corresponding to the right boundary line of the half-plane M
is the conic hull of a solution f0 : R → R3 of the linear ODE (25). The boundary piece corresponding to
the end-point a = −∞ is a ray R∞ generated by an eigenvector of the automorphism T with eigenvalue 1,
and T is of parabolic type. By Lemma 6.8 the rays generated by the points f0(y) tend to R∞ as y → ±∞.
Hence the smooth boundary piece meets itself at the ray R∞ and its union with this ray forms the complete
boundary ∂K.
Infinite a, infinite b: The boundary piece corresponding to the end-point b = +∞ is polyhedral with a
doubly infinite sequence of extreme rays Rk, k ∈ Z, generated by points vk of the form (33). The boundary
piece corresponding to the end-point a = −∞ is a ray R∞ generated by an eigenvector of the automorphism
T with eigenvalue 1, and T is of parabolic type. By Lemma 6.8 the rays Rk tend to R∞ as k → ±∞. Hence
the polyhedral boundary piece meets itself at the ray R∞ and its union with this ray forms the complete
boundary ∂K. The cone K has hence a doubly infinite sequence of extreme rays on which the automorphism
T acts by a shift. The ray R∞ is also extreme and is the unique accumulation point of this sequence.
Note that the rays Rk can be obtained from the ray R0 by application of powers of the automorphism
T . On the other hand, by a unimodular coordinate change in R3 the automorphism T , which has Jordan
normal form with a single Jordan cell with eigenvalue 1, can always be brought to the form
1 −1 120 1 −1
0 0 1
.
If the initial ray R0 is not contained in a proper invariant subspace of T , which must be the case since K
has non-empty interior, then the cones K(R0) obtained by the closed convex hull of the rays Rk = T
−k[R0],
k ∈ Z, for different initial rays R0 are all mutually linearly isomorphic. Hence any cone constructed in this
way is isomorphic to a self-associated cone corresponding to the parameter values (a, b) = (−∞,+∞). In
particular, we may generate the ray R0 by the vector v0 = (0, 0, 1)
T . Then the ray Rk is generated by
vk = (
k2
2 , k, 1)
T .
We are now ready to classify the cones of parabolic and hyperbolic type. We start with the parabolic
type.
Theorem 7.10. The SL(3,R)-orbits of self-associated cones of parabolic type are parameterized by a con-
tinuous parameter b ∈ (−∞,+∞]. Every such cone possesses a subgroup of linear automorphisms which is
isomorphic to the infinite dihedral group D∞. This group is generated by a unimodular automorphism T of
parabolic type and a reflection Σ.
Any cone corresponding to the parameter value b = +∞ is linearly isomorphic to the cone given by the
closed convex hull of the infinite set of vectors vk = (
k2
2 , k, 1)
T , k ∈ Z.
Let b ∈ R be a real number. Then there exist unique real numbers c∞ < log 2− 3γ and c such that there
exists a solution υ(x) of ODE (15) on (−∞, b) with asymptotics υ = −2 log(c∞−x)+O(e2x|x|5) as x→ −∞
and eυ = (b− x)−2 + 2c3 +O(b− x) as x→ b. Here γ denotes the Euler-Mascheroni constant.
The self-associated cones which correspond to the parameter b can be constructed as follows. Choose
W ∈ SL(3,R) arbitrarily and solve the vector-valued ODE (25) with initial values (d2f0dy2 , df0dy , f0)|y=0 = W .
Then the solution f0 : R → R3 traces an analytic curve in R3. The conic hull of this curve is analytic at
every non-zero point and not self-intersecting, but meets itself at some ray R∞. The generator of this ray is
an eigenvector of both T and Σ with eigenvalue 1. The boundary of the self-associated cone can be obtained as
the union of the conic hull of f0 with the ray R∞. The SL(3,R)-orbit of self-associated cones corresponding
to the parameter b can be parameterized by the initial condition W .
Proof. It follows from the above that K is of parabolic type if and only if the left end-point a lies at −∞.
Hence the SL(3,R)-orbits cones of parabolic type are parameterized by the right end-point b only. The
presence of the infinite dihedral symmetry group was established in Lemma 6.15.
The case b = +∞ has been considered above in an exhaustive way.
Let b ∈ R. By Lemma 5.6 there exists a unique solution υ(x) of ODE (15) on (−∞, b) such that the
metric eυdx2 is complete. By Lemmas 7.6, 7.7 it has the required asymptotics for some constants c∞, c. On
the other hand, any solution υ˜ of (15) with these asymptotics must generate a complete metric eυ˜ dx2. By
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Figure 2: Compact affine sections of self-associated cones of parabolic type for b = −2,−1, 0, 1 with uniform
grid in cartesian coordinates on the domain M = (−∞, b) + iR. The step size in the horizontal direction
equals 1, in the vertical direction pi3 .
Lemma 5.6 it then coincides with υ and yields the same numbers c∞, c. The inequality on c∞ comes from
the fact that the solution on (−∞, b) is strictly lower bounded by the solution on R, whose asymptotics are
given in Remark 5.8.
Since the cone K possesses a linear automorphism with negative determinant, the cone −K lies in the
SL(3,R)-orbit of K. We may thus replace the solution f0 in Lemma 7.6 by the solution −f0, which yields
an initial value (d
2f0
dy2 ,
df0
dy , f0)|y=0 ∈ SL(3,R). The remaining assertions of the theorem follow from the
considerations made above.
In Fig. 2 we represent compact affine sections of self-associated cones of parabolic type for the parameter
values b = −2,−1, 0, 1. As in Fig. 1, we project a uniformly spaced grid on the section.
We now pass to the hyperbolic self-associated cones. Their boundary consists of two pieces which are
glued together at two rays. For each of the pieces we have a unimodular initial condition to choose. Only one
of these conditions can be chosen freely, corresponding to the choice of the representative in the SL(3,R)-orbit
of the cone. In order to choose the second initial condition correctly we will make use of the automorphisms
T,Σ and the form B which are common for both boundary pieces.
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Theorem 7.11. The SL(3,R)-orbits of self-associated cones of hyperbolic type are parameterized by two
continuous parameters −∞ < a < b ≤ +∞. Every such cone possesses a subgroup of linear automorphisms
which is isomorphic to the infinite dihedral group D∞. This group is generated by a unimodular automorphism
T of hyperbolic type and a reflection Σ.
Case b = +∞: There exist unique real numbers c0 and c∞ > 3
√
3
pi such that there exists a solution
υ(x) of ODE (15) on (a,+∞) with asymptotics eυ = (x − a)−2 + 2c03 + O(x − a) as x → a and υ =
2
3x+
1
3 log 2 + c∞K0(2
2/333/2ex/3) +O(e−2
5/333/2ex/3e−x/3) as x→ +∞.
The self-associated cones which correspond to the parameters (a,+∞) can be constructed as follows.
Choose S ∈ SL(3,R) arbitrarily and find the vector-valued solution f0 : R → R3 of ODE (29) with c = c0
and with initial value
(
d2f0
dy2 ,
df0
dy , f0
)
|y=0 = −S. Find the automorphisms T,Σ by inserting different values of
y into the equations f0(y − 2pi) = Tf0(y) and f0(−y) = Σf0(y), and compute the symmetric matrix Θ from
(26) with v = f0. Find the limit rays R±∞ = limy→±∞R(y), where R(y) is the ray generated by the point
f0(y). The rays R±∞ are generated by eigenvectors of T with eigenvalues not equal to 1.
Construct vectors v0k ∈ R3, k ∈ Z, given by (33) with c = c∞ and W = I, respectively. Connect the
points v0k by a piece-wise linear curve f
0
∞. Find the unique matrix W ∈ SL(3,R) satisfying the relations
T = W
0 1 00 0 1
1 −pic∞√
3
pic∞√
3
W−1, Σ = W
0 0 10 1 0
1 0 0
W−1, Θ = W
1 0 00 0 1
0 1 pic∞√
3
WT , and such that the
rays Rk generated by the points vk = Wv
0
k tend to the rays R±∞ as k → ±∞, respectively.
Then the conic hulls of the curves f0 and f∞ = Wf0∞ are not self-intersecting and meet at the two rays
R±∞. The boundary of the self-associated cone can be obtained as the union of these conic hulls and these
rays. The conic hull of f0 is analytic at every non-zero point, the conic hull of f∞ is polyhedral with an
infinite number of extreme rays. The SL(3,R)-orbit of self-associated cones corresponding to (a,+∞) can be
parameterized by the initial condition S.
Case b ∈ R: There exist unique numbers c± ∈ R such that there exists a solution υ(x) of ODE (15) on
(a, b) with asymptotics eυ = (x − a)−2 + 2c−3 + O(x − a) as x → a and eυ = (b − x)−2 + 2c+3 + O(b − x) as
x→ b.
The self-associated cones which correspond to the parameters (a, b) can be constructed as follows. Choose
S ∈ SL(3,R) arbitrarily and find the vector-valued solution f+ : R→ R3 of the linear ODE (25) with initial
value
(
d2f+
dy2 ,
df+
dy , f+
)
|y=0 = −S and parameter value c = c+. Find the automorphisms T,Σ by inserting
different values of y into the equations f+(y − 2pi) = Tf+(y) and f+(−y) = Σf+(y), and compute the
symmetric matrix Θ from (26) with v = f+. Find the limit rays R±∞ = limy→±∞R+(y), where R+(y) is
the ray generated by the point f+(y). The rays R±∞ are generated by eigenvectors of T with eigenvalues not
equal to 1.
Find the vector-valued solution f0− : R → R3 of ODE (29) with initial value
(
d2f0−
dy2 ,
df0−
dy , f
0
−
)
|y=0 = I
and parameter value c = c−. Find the maps T0,Σ0 by inserting different values of y into the equations
f0−(y−2pi) = T0f0−(y) and f0−(−y) = Σ0f0−(y), and compute the symmetric matrix Θ0 from (26) with v = f0−.
Find the unique matrix W ∈ SL(3,R) satisfying the relations T = WT0W−1, Σ = WΣ0W−1, Θ = WΘ0WT ,
and such that the rays R−(y) generated by the points of the curve f−(y) = Wf0−(y) tend to R±∞ as y → ±∞,
respectively.
Then the conic hulls of the curves f± are not self-intersecting and meet at the two rays R±∞. The boundary
of the self-associated cone can be obtained as the union of these conic hulls and these rays. The conic hulls
of f± are analytic at every non-zero point. The SL(3,R)-orbit of self-associated cones corresponding to (a, b)
can be parameterized by the initial condition S.
Proof. It follows from the above that K is of hyperbolic type if and only if the left end-point a is finite. Hence
the SL(3,R)-orbits of cones of hyperbolic type are parameterized by −∞ < a < b ≤ +∞. The presence of
the infinite dihedral symmetry group was established in Lemma 6.15.
The boundary of K consists of two pieces which are determined up to the action of the group SL(3,R).
The initial values for the smooth piece corresponding to the left end-point a may be chosen freely and are
represented by the arbitrary matrix S ∈ SL(3,R). The initial values for the piece corresponding to the right
end-point b must be chosen such that the triple (B,Σ, T ) is the same for both pieces. However, by Lemma
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C.6 this condition leaves room for two different unimodular initial values W . The corresponding solutions
are related by the rotation of the invariant subspace of T which is complementary to the eigenspace to the
eigenvalue 1 by an angle of pi. This invariant subspace is spanned by the two rays R±∞. The condition that
the boundary pieces have to meet at the rays R±∞ hence eliminates one of the choices, giving rise to a unique
initial value W .
The other assertions of the theorem follow from the results at the beginning of this section.
In Fig. 3 we represent compact affine sections of self-associated cones of hyperbolic type for different
parameter values a, b. As in the previous cases we project a uniformly spaced grid on the affine section.
8 Open problems
In this section we pose some open problems related to self-associated cones. First we consider several gen-
eralizations of this class of cones. Then we pass to questions which are related to these cones themselves.
Finally we formulate a hypothesis related to the conformal type of complete hyperbolic affine 2-spheres.
A regular convex cone K ⊂ R3 is self-associated if whenever there is another regular convex cone K˜ ⊂ R3
such that the complete hyperbolic affine spheres with mean curvature H = −1 which are asymptotic to the
boundaries ∂K, ∂K˜ are isometric, the cones K, K˜ are linearly isomorphic. This definition of self-associated
cones presented in Corollary 3.2 can be generalized to higher dimensions. We may pose the following problem.
Problem 1: For n > 3, which regular convex cones K ⊂ Rn satisfy the following condition: whenever
there exists another regular convex cone K˜ ⊂ Rn such that the complete hyperbolic affine spheres with mean
curvature H = −1 which are asymptotic to the boundaries ∂K, ∂K˜ are isometric, the cones K, K˜ are linearly
isomorphic?
We have established that a self-associated cone is either isomorphic to the Lorentz cone L3, or it is of
elliptic, parabolic, or hyperbolic type. The self-associated cones of these three types have been described in
Theorems 7.3, 7.10, and 7.11, respectively. The corresponding affine spheres have isothermal parametrizations
described in Corollaries 5.4 and 5.7. These affine spheres possess a continuous group of isometries which
multiply the holomorphic cubic differential representing the cubic form by unimodular complex constants.
In three dimensions the self-associated and the semi-homogeneous cones actually exhaust those cones
whose corresponding affine spheres possess continuous groups of isometries. Indeed, let f : M → R3 be a
complete hyperbolic affine sphere with a 1-parametric isometry group and (u, U) the corresponding solution
of Wang’s equation. Since the isometries leave the metric and hence u invariant, they must multiply the
function U by unimodular complex constants by virtue of [35, Proposition 2.10]. Since the isometry subgroup
is continuous, its generating Killing vector field ψ can be normalized to satisfy either condition (6) or condition
(52). But this leads to the two aforementioned classes of cones. Note that the Lorentz cone L3 and the positive
orthant R3+ are shared by both classes.
In higher dimensions, any cone possessing a non-trivial continuous group of linear automorphisms will
correspond to an affine sphere admitting a Killing vector field which preserves the cubic form. On the
other hand, if a Killing vector field on an affine sphere preserves the cubic form, then it must be generated
by a continuous subgroup of linear automorphisms of the ambient real space. Such cones can be seen as
natural generalizations of semi-homogeneous cones. In contrast to this, on affine spheres corresponding to
self-associated cones other than those isomorphic to L3 there exist Killing vector fields which do not preserve
the cubic form. We may then ask whether analogs of self-associated cones exist in this sense.
Problem 2: For n > 3, do there exist complete hyperbolic affine spheres f : M → Rn with continuous
groups of isometries which do not preserve the cubic form?
In three-dimensional space any associated family of SL(3,R)-orbits of regular convex cones admits a na-
tural action of the circle group S1, multiplying the holomorphic function U representing the cubic differential
by unimodular complex constants. For a self-associated cone its associated family consists of a single orbit.
The orbit thus remains fixed under the action of any element of S1. On the other hand, for a cone which
is merely linearly isomorphic to its dual cone by a unimodular isomorphism we have that the action of the
element eipi ∈ S1 leaves the orbits in the associated family fixed. This is a weaker condition than being
self-associated. We may then consider the following intermediate notions.
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Figure 3: Compact affine sections of self-associated cones of hyperbolic type with uniform grid in cartesian
coordinates on the domain M = (a, b) + iR. The step size in the horizontal direction equals 14 , in the vertical
direction pi4 . The intervals (a, b) are (−3, 2), (−1, 0), (1, 2) in the first row, (−4,−2), (−2, 0), (0, 2) in the
second row, (−6, 2), (−4, 0), (−2, 2) in the third row, and (−12,−4), (−6, 2), (−14, 2) in the last row.
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Problem 3: Let k ≥ 3 be an integer. Find regular convex cones K ⊂ R3 (other than the self-associated
cones) such that the action of the element e2pii/k ∈ S1 on its associated family of SL(3,R)-orbits of cones
leaves the orbits fixed.
We now pass to problems related to self-associated cones which remain unsolved. The non-polyhedral
analytic boundary pieces of the self-associated cones can be obtained as conic hulls of vector-valued solutions
of the third-order linear ODE (48). Up to our knowledge it is unknown whether solutions of (48) for generic
values of the parameters c, β can be expressed in terms of known special functions.
Problem 4: Find explicit solutions of the linear ODE (48) for non-zero values of β.
The locus of parameter values (c, β) which is relevant for the description of the boundary of self-associated
cones is relatively narrow. The smooth boundary pieces of cones of elliptic type are described by solutions
having type 4−, those of cones of parabolic type by solutions of type 3, and those of cones of hyperbolic type
by solutions of type 1 in the classification given in Table 4.
Affine spheres can be viewed as minimal Lagrangian manifolds in a certain para-Ka¨hler space form [18].
The affine spheres corresponding to self-associated cones can hence be represented as minimal Lagrangian
surfaces with a continuous symmetry group. Similar surfaces in the space CP2 have been considered in
[12],[13] with loop group methods [11]. Surfaces with rotational and with translational symmetries have been
distinguished and their loop group decompositions have been computed. Loop group methods are applicable
to the case of definite affine 2-spheres as well [25],[27].
Problem 5: Find the loop group decompositions of the affine spheres corresponding to the self-associated
cones.
Finally we shall formulate a hypothesis on which property of a regular convex cone K ⊂ R3 is responsible
for the conformal type of its corresponding affine sphere to be C. The affine spheres corresponding to
polyhedral cones have been shown to be conformal to C by Dumas and Wolf [14]. In this paper we have in
addition constructed the self-associated cone of parabolic type corresponding to the parameter value b = +∞
which has this property.
Hypothesis: Let K ⊂ R3 be a regular convex cone. Then the following are equivalent:
(i) The complete hyperbolic affine spheres which are asymptotic to the boundary of K have conformal
type C.
(ii) The union of the 2-dimensional faces of K is dense in the boundary of K.
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A Solutions of the equation f ′′ = et(ef − e−2f)
In this section we investigate the solutions of the ODE
d2f
dt2
= et(ef − e−2f ) (34)
on finite or infinite intervals (a, b) ⊂ R. We are interested in solutions such that the metric h = ef+tdt2 is
complete on (a, b).
An equivalent equation has been studied in [20] by Kitaev. He computed the asymptotics of solutions
which extend on semi-infinite intervals to the left or to the right and provided connection formulae between
them. In this section we also compute the asymptotics of these solutions, but obtain somewhat sharper
estimates.
In Section A.1 we show that the solutions of the equation diverge from each other similar to geodesics
in hyperbolic space, and that solutions producing a complete metric h must be positive. The main result
of Section A.1 is the existence and uniqueness of a solution through a given point such that its domain of
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definition extends to +∞. In Sections A.2, A.3, A.4 we study the asymptotics of the solutions at singular
points. In Section A.5 we show that there can be no more than one solution with complete metric on a given
interval. In Section A.6 we derive explicit lower bounds on solutions with a complete metric.
A.1 General estimates
The solutions of ODE (34) can be represented as curves in the 3-dimensional phase space of variables (t, f, f ′).
For every point (t0, f0, f1) ∈ R3 there exists a unique solution f(t) of (34) which passes through this point,
i.e., such that f(t0) = f0, f
′(t0) = f1. This solution has a maximal interval (a, b) ⊂ R of definition, i.e., a, b
are infinite or the solution f(t) tends to ±∞ when t is approaching the endpoints.
Lemma A.1. Let t0 ∈ R and let f0 ≤ g0, f1 ≤ g1 be arbitrary numbers. Let f(t), g(t) be the solutions
through (t, f, f ′) = (t0, f0, f1) and (t, g, g′) = (t0, g0, g1), respectively, and let b ∈ (t0,+∞] be the supremum
of t ∈ R such that both f(t) and g(t) are defined.
Then we have f(t) + (g0 − f0) + (g1 − f1)(t − t0) ≤ g(t), f ′(t) + (g1 − f1) ≤ g′(t) for all t ∈ [t0, b). If
(f0, f1) 6= (g0, g1), then limt→b g′(t)− f ′(t) is either +∞ or a finite positive number.
Proof. If (f0, f1) = (g0, g1), then the solutions f, g coincide, which proves the claim in this case.
Suppose that (f0, f1) 6= (g0, g1). Then g(t) > f(t) for t > t0 close enough to t0. Set δ(t) = g(t) − f(t) −
(g0−f0)−(g1−f1)(t−t0). Then we have δ(t0) = 0, δ′(t0) = 0, and δ′′ = g′′−f ′′ = et(eg−ef−e−2g+e−2f ) > 0
for all t such that g(t) > f(t). It follows that δ(t) > 0, δ′(t) > 0 for all t > t0 close enough to t0.
Suppose there exists a point t1 > t0 such that δ
′(t1) ≤ 0. We may assume without loss of generality that
t1 is the minimal such point. Then we have δ(t) > 0, and hence also δ
′′(t) > 0 for all t ∈ (t0, t1]. But then
δ′(t1) =
∫ t1
t0
δ′′(t) dt > 0, a contradiction.
Hence δ′(t) > 0 and therefore also δ(t) > 0 and δ′′(t) > 0 for all t ∈ (t0, b). This proves the first part
of the claim. Now δ′(t) = g′(t) − f ′(t) − (g1 − f1) is strictly monotonely increasing for t > t0. By virtue of
g′(t0) ≥ f ′(t0) we obtain limt→b g′(t)− f ′(t) > 0.
In a similar fashion the following lemma is proven.
Lemma A.2. Let t0 ∈ R and let f0 ≤ g0, f1 ≥ g1 be arbitrary numbers. Let f(t), g(t) be the solutions
through (t, f, f ′) = (t0, f0, f1) and (t, g, g′) = (t0, g0, g1), respectively, and let a ∈ [−∞, t0) be the infimum of
t ∈ R such that both f(t) and g(t) are defined.
Then we have f(t) + (g0 − f0) + (f1 − g1)(t0 − t) ≤ g(t) and f ′(t)− (f1 − g1) ≥ g′(t) for all t ∈ (a, t0]. If
(f0, f1) 6= (g0, g1), then limt→a g′(t)− f ′(t) is either −∞ or a finite negative number.
Note that every two solutions of (34) which are defined at some common point t0 ∈ R are comparable in
the sense of at least one of the Lemmas A.1, A.2. As a consequence, we get the following convergence result.
Lemma A.3. Let fk be a sequence of solutions of (34) which are defined on an interval (a, b) and converge
point-wise to some function f : (a, b)→ R. Then f is also a solution of (34).
Proof. Let t0 ∈ (a, b) be arbitrary and let  > 0 be such that t0 ±  ∈ (a, b). Set f0k = fk(t0), f1k = f ′k(t0),
f+k = fk(t0 + ), f
−
k = fk(t0 − ).
Choose indices k1, k2 such that f
0
k1
≤ f0k2 . If f1k1 ≤ f1k2 , then by Lemma A.1 we have f+k1 + (f0k2 − f0k1) +
(f1k2 − f1k1) ≤ f+k2 . If f1k1 ≥ f1k2 , then by Lemma A.2 we have f−k1 + (f0k2 − f0k1) + (f1k1 − f1k2) ≤ f−k2 . In
either case we hence obtain |f0k2 − f0k1 |+ |f1k2 − f1k1 | ≤ max(|f+k2 − f+k1 |, |f−k2 − f−k1 |). This remains valid even
if f0k1 ≥ f0k2 , by exchanging the indices k1, k2.
Now the point-wise convergence of fk implies that the sequences f
+
k and f
−
k , and hence also the sequence
max(f+k , f
−
k ) are Cauchy sequences. It then follows that limk1,k2→∞ |f0k2 − f0k1 | + |f1k2 − f1k1 | = 0, and in
particular limk1,k2→∞ |f1k2 − f1k1 | = 0. Hence also f1k is a Cauchy sequence, and limk→∞ f ′k(t0) exists.
The initial values (fk(t0), f
′
k(t0)) at t = t0 hence converge to some point (f˜0, f˜1). Let f˜(t) be the solution
of (34) with these initial values. By continuity of the solution of an ODE with respect to the initial values
we then get for every t ∈ (a, b) that f(t) = limk→∞ fk(t) = f˜(t). Therefore f coincides with f˜ , and f is a
solution of (34) as claimed.
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Lemma A.4. Let f(t) be a solution of (34) on an interval (a, b) ⊂ R such that the metric h = ef+tdt2 is
complete. Then f(t) > 0 for all t ∈ (a, b).
Proof. Let f(t) be a solution of (34) on (a, b).
Suppose there exists t0 ∈ (a, b) such that f(t0) ≤ 0, f ′(t0) ≥ 0. Setting g(t) ≡ 0 in Lemma A.2, we obtain
f(t) ≤ f(t0)− f ′(t0)(t0 − t) ≤ 0 for all t ∈ (a, t0]. It follows that∫ t0
a
e(f+t)/2 dt ≤
∫ t0
a
et/2 dt ≤ 2et0/2 < +∞,
and the metric h is not complete on (a, b).
Suppose now that there exists t0 ∈ (a, b) such that f(t0) ≤ 0, f ′(t0) < 0. We shall show that for increasing
t the solution f is so quickly decreasing that the metric h cannot be complete. Indeed, setting g(t) ≡ 0 in
Lemma A.1, we obtain f(t) ≤ f(t0) + f ′(t0)(t− t0) < 0 for all t ∈ (t0, b). It follows that f ′′(t) < 0 and hence
f ′(t) < f ′(t0) for all t ∈ (t0, b). It follows that if b is finite, then ef+t is bounded on [t0, b) and hence h is
not complete on (a, b). Assume that b = +∞. Then there exists t1 ≥ t0 such that f(t) ≤ −1 for all t ≥ t1.
Therefore f ′′(t) ≤ et1(e−1 − e2) < 0 for all t ≥ t1. It follows that there exists t2 ≥ t1 such that f ′(t) < −2
and hence ddt (f + t) < −1 for all t ≥ t2. Therefore there exists β ∈ R such that f + t < −t+ β for all t ≥ t2.
This gives ∫ ∞
t2
e(f+t)/2 dt < eβ/2
∫ ∞
t2
e−t/2 dt ≤ 2e(β−t2)/2 < +∞,
and the metric h is not complete on (a,+∞).
The assertion of the lemma readily follows.
Since we are interested in solutions of (34) such that the metric h is complete, we shall henceforth consider
only positive solutions.
Lemma A.5. Let (t0, f0) ∈ R × R++ be arbitrary. For every ε > 0 there exists a number f1 ∈ R such that
the solution f(t) through (t, f, f ′) = (t0, f0, f1) obeys f(t1) = 0, f ′(t1) < 0 at some t0 < t1 < t0 + ε.
Proof. Choose an arbitrary g1 ∈ R and consider the solution g(x) through (t, g, g′) = (t0, f0, g1). Let t0 <
t2 < t0 + ε be a point where g is defined. If g(t) ≤ 0 for some t ∈ (t0, t2], then there exists t1 ∈ (t0, t2] such
that g(t1) = 0 and g
′(t1) ≤ 0. However, g′(t1) 6= 0, otherwise g would be identical with the zero solution,
and we may choose f1 = g1.
In the sequel we suppose that g(t) > 0 for all t ∈ [t0, t2]. Set f1 = g1 − g(t2)t2−t0 . Then by Lemma A.1 we
have f(t) + (g1− f1)(t− t0) ≤ g(t) for all t ∈ [t0, t2] for which f(t) is defined. If f(t) is still defined at t = t2,
we obtain f(t2) ≤ g(t2)− (g1 − f1)(t2 − t0) = 0, and the solution f crosses zero at some point t1 ∈ (t0, t2]. If
f(t) is not defined at t = t2, then f(t) diverges to infinity at some point b ∈ (t0, t2]. Since f(t) is bounded
from above by g(t)− (g1 − f1)(t− t0) < +∞ for all t ∈ [t0, b), the function f cannot diverge to +∞ at t = b.
Thus f diverges to −∞ and there exists a point t1 ∈ (t0, b) at which f crosses zero.
Lemma A.6. Let t0 ∈ R and let (f0, f1) ∈ R2+ such that (f0, f1) 6= (0, 0). Let f(t) be the solution of (34)
through the point (t, f, f ′) = (t0, f0, f1). Then f(t) diverges to +∞ at a finite time b > t0.
Proof. Under the assumptions of the lemma there exists t1 > t0 such that f(t1) > 0, f
′(t1) > 0. Hence
assume without loss of generality that f0, f1 are both positive.
Comparing f to g ≡ 0 in Lemma A.1, we see that f(t) ≥ f0 + f1(t− t0), f ′(t) ≥ f1 for all t ≥ t0 for which
f(t) is defined. Hence f(t) is positive and strictly increasing for t ≥ t0. Set c = et0(1− e−3f0) > 0. Then we
have et(ew − e−2w) ≥ c · ew for all w ≥ f0, t ≥ t0.
Consider the solution g(t) = log
[
2
c (b
∗ − t)−2] of the equation g′′(t) = c · eg(t), where we have chosen
b∗ > max{
√
2
c e
−f0/2, 2f1 }+ t0 such that g(t0) < f0, g′(t0) < f1. For all t ≥ t0 such that g(t) < f(t) we then
have f ′′(t) = et(ef(t) − e−2f(t)) ≥ c · ef(t) > c · eg(t) = g′′(t). But f(t0) > g(t0), f ′(t0) > g′(t0), and hence
f(t) > g(t) for all t ≥ t0 for which f(t) is defined. In particular, f(t) must tend to +∞ for some b ∈ (t0, b∗],
since g(t) diverges at t = b∗.
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Theorem A.7. Let t0 ∈ R and f0 > 0 be arbitrary. Then there exists exactly one value f1 < 0 such that
the solution f(t) of (34) through the point (t, f, f ′) = (t0, f0, f1) is defined for all t ≥ t0 and positive on
its domain of definition. This solution is strictly decreasing and tends to zero together with its derivative as
t→ +∞.
Proof. For every f1 ≥ 0 the solution f(t) through (t0, f0, f1) remains positive for t ≥ t0 by Lemma A.1 and
diverges to +∞ at some t = b < +∞ by Lemma A.6. On the other hand, by Lemma A.5 there exists f1 < 0
such that the solution through (t0, f0, f1) becomes negative at some t1 > t0. Let f
+
1 ≤ 0 be the infimum of
all f1 such that the solution through (t0, f0, f1) remains positive for all t > t0 such that f(t) is defined, and
let f−1 be the supremum of all f1 such that f(t) becomes negative at some t > t0. By Lemma A.1 we have
f−1 ≤ f+1 .
Consider the solution f+(t) through (t0, f0, f
+
1 ). This solution must be nonnegative for t ≥ t0. Indeed, at
every point t ≥ t0 in the domain of definition of f+ the value f+(t) is the point-wise limit of positive numbers,
because for ε > 0 small enough the solution through (t0, f0, f
+
1 + ε) is defined and positive at t. Moreover,
we cannot have f+(t) = 0 for any t > t0, because in this case we would have f
′
+(t) = 0 by non-negativity of
f+ and hence f+ would coincide with the zero solution, a contradiction. Hence f+(t) > 0 for all t ≥ t0 in its
domain of definition.
Suppose that f+(t) diverges to +∞ at t = b ∈ (t0,+∞). Then by continuity of the derivative f ′+ there
exists t∗ ∈ [t0, b) such that f ′+(t∗) = 0. Since f+(t∗) > 0, we also have f ′′+(t∗) > 0 by (34). But then by the
implicit function theorem every solution f˜(t) with initial conditions (t0, f0, f˜1) close enough to (t0, f0, f
+
1 )
must pass through some point (t˜∗, f˜∗, 0) such that (t˜∗, f˜∗) are close to (t∗, f+(t∗)) and depend analytically
on f˜1. In particular, there exists f˜1 < f
+
1 such that the corresponding solution f˜(t) passes through (t˜
∗, f˜∗, 0)
with t˜∗ > t0, f˜∗ > 0, and is positive on [t0, t˜∗]. But then f˜(t) is also positive for t > t˜∗ by Lemma A.1. Hence
f˜(t) > 0 for all t ≥ t0 in its domain of definition, contradicting the definition of f+1 . We must conclude that
f+(t) cannot diverge to +∞ in finite time, and hence must be defined and positive for all t ∈ [t0,+∞).
When comparing f+(t) with the zero solution for t ≤ t0, we conclude by Lemma A.2 that f+(t) ≥
f0 + f
+
1 (t0 − t) > 0 for all t ≤ t0 in its domain of definition. Hence f+(t) is positive over its entire domain of
definition. By Lemma A.6 we must then have f ′+(t) < 0 everywhere, and f+(t) is strictly decreasing and the
limit limt→+∞ f+(t) exists. It also follows that limt→+∞ f ′+(t) = 0.
Suppose for the sake of contradiction that the limit limt→+∞ f+(t) is positive. Then by (34) we have
limt→+∞ f ′′+(t) = +∞, and f+ cannot be decreasing for large t. Thus limt→+∞ f+(t) = 0.
Let now f1 < f
+
1 and denote by f(t) the solution through (t0, f0, f1). By Lemma A.1 the difference
f+(t) − f(t) tends to +∞ if t increases, and therefore f(t) becomes negative at some finite time t∗ > t0.
Hence f−1 = f
+
1 , and f+ is the unique positive solution of (34) through (t, f) = (t0, f0) which is defined for
all t ≥ t0. This completes the proof.
A.2 Asymptotics of solutions on intervals infinite to the right
We shall now compute how solutions of (34) behave for t → +∞. First we make a substitution of the
independent variable. Set τ =
√
12et/2. Then equation (34) can be equivalently written as
d2f
dτ2
+ τ−1
df
dτ
=
ef − e−2f
3
. (35)
We consider solutions of (35) which are defined on an interval (α,+∞) which is infinite to the right. Lineariz-
ing equation (35) around the solution f ≡ 0 we obtain the Bessel equation d2fdτ2 +τ−1 dfdτ = f , with a particular
solution defined on (0,+∞) being the modified Bessel function of the second kind K0. This solution has the
asymptotic expansion [17, eq. 8.451.6]
K0(τ) =
√
pi
2
e−ττ−1/2
∞∑
k=0
Γ(k + 12 )
k!Γ(−k + 12 )
(2τ)−k
for large τ . Our goal will be to show that the solutions of (35) have the same asymptotics.
In the sequel we shall denote derivatives with respect to τ with dots. From Theorem A.7 we immediately
obtain the following result.
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Corollary A.8. Let τ0 > 0 and f0 > 0 be arbitrary. Then there exists exactly one value f1 < 0 such that
the solution f(τ) of (35) through the point (τ, f, f˙) = (τ0, f0, f1) is positive and defined for all τ ≥ τ0. This
solution is strictly decreasing and limτ→+∞ f(τ) = 0.
We now estimate the solution f(τ) by K0 from below.
Lemma A.9. Let τ0 > 0 and f0 ∈ (0, 32 ] be arbitrary, and let f(τ) be the unique positive solution of (35)
through (τ, f) = (τ0, f0) which is defined for all τ ≥ τ0. Then the function β(τ) = f(τ)K0(τ) is strictly increasing
for all τ ≥ τ0.
Proof. By Corollary A.8 the function f is strictly decreasing and hence f(τ) ≤ 32 for all τ ≥ τ0. Since
ex−e−2x
3 < x for all x ∈ (0, x∗) with x∗ ≈ 1.54, we have that e
f(τ)−e−2f(τ)
3 < f(τ) for all τ ≥ τ0.
Let now τ1 ≥ τ0 be arbitrary and set c = β(τ1). Then f(τ1)−cK0(τ1) = 0 and limτ→+∞(f(τ)−cK0(τ)) =
0. Suppose for the sake of contradiction that f(τ) ≤ cK0(τ) for some τ > τ1. Then there exists τ∗ > τ1
such that the difference f(τ) − cK0(τ) achieves a non-positive local minimum at τ = τ∗. We then get
f˙(τ∗)− cK˙0(τ∗) = 0,
f¨(τ∗)− cK¨0(τ∗) = −(τ∗)−1f˙(τ∗) + e
f(τ∗) − e−2f(τ∗)
3
− c(−(τ∗)−1K˙0(τ∗) +K0(τ∗))
=
ef(τ
∗) − e−2f(τ∗)
3
− cK0(τ∗) < f(τ∗)− cK0(τ∗) ≤ 0,
a contradiction with the second order minimality condition f¨(τ∗)− cK¨0(τ∗) ≥ 0. Thus we have β(τ) > β(τ1)
for all τ > τ1 ≥ τ0. This proves our claim.
In other words, the multiples of K0 are lower solutions of equation (35) in the region where f ≤ 32 . In a
similar manner we can compute upper solutions.
Lemma A.10. Let τ0 > 0, f0 > 0, and ε ∈ (0, 1) be arbitrary. Let f(τ) be the unique positive solution of
(35) through (τ, f) = (τ0, f0) which is defined for all τ ≥ τ0. Then there exists τ1 ≥ τ0 such that the function
η(τ) = f(τ)
K0(
√
1−ετ) is strictly decreasing for all τ ≥ τ1.
Proof. By Corollary A.8 the solution f is strictly decreasing and tends to zero as τ → +∞. We have
ef−e−2f
3 = f + O(f
2) and ddf (
ef−e−2f
3 ) = 1 + O(f) for small f . Hence there exists τ1 ≥ τ0 such that
ef(τ)−e−2f(τ)
3 > (1− ε)f(τ) for all τ ≥ τ1.
The linear equation g¨+ τ−1g˙ = (1−ε)g has the explicit solution g(τ) = K0(
√
1− ετ), which can be easily
verified by making the substitution τ˜ =
√
1− ετ of the independent variable. This solution is defined on R+
and tends to zero as τ → +∞.
Let now τ2 ≥ τ1 be arbitrary, and set c = η(τ2). Using a similar argument as in the proof of Lemma A.9
while replacing the difference f(τ)− cK0(τ) by the difference cg(τ)− f(τ), we arrive at the conclusion that
cg(τ) > f(τ) for all τ > τ2. This implies η(τ2) > η(τ) for all τ > τ2 ≥ τ1 and proves our claim.
Corollary A.11. Let τ0 > 0, f0 > 0 be arbitrary, and let f(τ) be the unique positive solution of (35) through
(τ, f) = (τ0, f0) which is defined for all τ ≥ τ0. Then for every ε > 0 we have f(τ) = o(e−(1−ε)τ ) for large
τ .
Proof. By Lemma A.10 we have f(τ) = O(K0(
√
1− ετ)) = O(e−
√
1−εττ−1/2). Since this holds for arbitrarily
small ε, the claim of the corollary readily follows.
We now study the function β(τ) = f(τ)K0(τ) . Substituting f = βK0 into (35) and using K¨0 = −τ−1K˙0 +K0,
we obtain the differential equation
β¨ +
(
τ−1 +
2K˙0
K0
)
β˙ +
−eβK0 + e−2βK0 + 3βK0
3βK0
β = 0. (36)
51
Note that K˙0 = −K1, where K1 is also a modified Bessel function of the second kind [17, 8.486.18] with
asymptotic expansion [17, eq. 8.451.6]
K1(τ) =
√
pi
2
e−ττ−1/2
∞∑
k=0
Γ(k + 32 )
k!Γ(−k + 32 )
(2τ)−k
for large τ . The coefficient at β˙ in (36) is hence a bounded analytic function for τ ≥ τ0 with asymptotic
expansion −2 + 14τ2 − 14τ3 + 2564τ4 + . . . . The coefficient at β is an analytic function of f = βK0 with Taylor
series f2 − f
2
2 +
5f3
24 + . . . around f = 0. Let us summarize these results.
Lemma A.12. Let f(τ) be a positive solution of (35) which is defined on the interval (α,+∞) for some
α ≥ 0. Then there exist τ0 > α and positive analytic functions c1(τ), c0(τ), defined for all τ > τ0, such that
c1 → 2 and c0 → 0 as τ → +∞, c0 is strictly decreasing, and the function β(τ) = f(τ)K0(τ) is strictly increasing
for τ > τ0 and obeys the differential equation β¨ − c1β˙ + c0β = 0.
Proof. By Corollary A.8 the function f(τ) is strictly decreasing and tends to zero for τ → +∞. Set c1(τ) =
2K1
K0
−τ−1 = 2+O(τ−2), c0(τ) = −e
f+e−2f+3f
3f =
f
2 +O(f
2). Then c0 and c1 are analytic and positive for large
enough τ and have the prescribed limits as τ → +∞. Moreover, c0 is strictly decreasing for large enough τ
because f is strictly decreasing and c0 is strictly monotone in f for small enough f . For large enough τ we
have f ≤ 32 and hence β(τ) is strictly increasing by Lemma A.9. The claim now follows from (36).
We now show that a positive increasing solution of the linear differential equation in the lemma grows
either exponentially fast or very slowly.
Lemma A.13. Let τ0 > 0 and let c0, c1 be positive analytic functions on (τ0,+∞) such that c1 → 2 and
c0 → 0 as τ → +∞, and c0 is strictly decreasing. Let x(τ) be a positive strictly increasing solution of the
differential equation x¨ − c1x˙ + c0x = 0 on (τ0,+∞) satisfying x = o(e3τ/2) for large τ . Then there exists
τ1 ≥ τ0 such that d log x(τ)dτ ≤ c0(τ) for all τ ≥ τ1.
Proof. We choose τ1 large enough such that c1(τ) >
7
4 , c0(τ) <
1
8 for all τ ≥ τ1. This implies in particular
that the quadratic function qτ (λ) = −λ2 + c1(τ)λ− c0(τ) achieves its maximum at λ∗ = c1(τ)2 > 78 for τ ≥ τ1.
Moreover, for all τ ≥ τ1 and λ ∈ [c0(τ), c0(τ1)] we have qτ ( 32 ) = − 94 + 32c1(τ)− c0(τ) > 14 > λ2 and
qτ (λ) ≥ −λ2 + c1(τ)λ− λ ≥ λ(c1(τ)− 1− c0(τ1)) > λ
2
.
It follows that for such τ, λ we have that
qτ (s) >
λ
2
∀ s ∈ [λ, 3
2
]. (37)
We now introduce the variable ϑ = d(log x)dτ . Note that since x is both positive and increasing, we have
ϑ = x˙x ≥ 0. Substituting into the linear differential equation on x we obtain the non-linear equation
ϑ˙(τ) = qτ (ϑ(τ)).
Suppose for the sake of contradiction that for some τ2 ≥ τ1 we have ϑ(τ2) ≥ c0(τ2). Then by virtue of
(37) we get ϑ˙(τ) > c0(τ2)2 for all τ ≥ τ2 such that ϑ(τ) ≤ 32 . It follows that ϑ(τ) > 32 for all τ ≥ τ2 + 3c0(τ2) ,
and hence x grows at least as fast as a positive multiple of e3τ/2 for large τ . This is in contradiction with our
assumption x(τ) = o(e3τ/2). The claim of the lemma now readily follows.
We are now ready to prove the main result of this section.
Theorem A.14. Let f(τ) be a positive solution of (35) which is defined on the interval (α,+∞) for some
α ≥ 0. Then there exists a constant c > 0 such that f(τ) = cK0(τ) + O(e−2ττ−1) and f˙(τ) = −cK1(τ) +
O(e−2ττ−1) for large τ .
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Proof. Consider the function β(τ) = f(τ)K0(τ) . By Corollary A.11 we have β = o(e
−(1−ε)τK−10 (τ)) = o(e
ετ
√
τ)
for all ε > 0 for large τ . By Lemma A.12 the function x = β satisfies the conditions of Lemma A.13. Hence
there exists τ0 > α such that for all τ ≥ τ0 we have d log β(τ)dτ ≤ c0(τ), where c0(τ) = f(τ)2 + O(f2), and β(τ)
is strictly increasing by Lemma A.9.
However, by Corollary A.11 the function f and hence also c0 are integrable on the interval (t0,+∞).
Hence β(τ) is bounded for τ ≥ τ0, and there exists c = limτ→+∞ β(τ) > 0. By Lemma A.9 we then have
β(τ) < c and hence f(τ) < cK0(τ) for all τ ≥ τ0. It follows that c0(τ) = O(K0(τ)) = O(e−ττ−1/2) for large
τ .
For every τ ≥ τ0 we have log c − log β(τ) ≤
∫ +∞
τ
c0(s) ds = O(e
−ττ−1/2). It follows that c − β(τ) ≤
c
(
1− e−
∫+∞
τ
c0(s) ds
)
= O(e−ττ−1/2). Therefore cK0(τ)− f(τ) = K0(τ) ·O(e−ττ−1/2) = O(e−2ττ−1). This
proves the estimate on f(τ).
Now we have f˙(τ) = β˙(τ)K0(τ) + β(τ)K˙0(τ) =
d log β
dτ β(τ)K0(τ) + (c − β(τ))K1(τ) − cK1(τ). However,
d log β
dτ and c − β(τ) are both of order O(e−ττ−1/2) as shown above. The estimate on f˙(τ) now readily
follows.
Corollary A.15. Let f(t) be a positive solution of (34) which is defined on the interval (a,+∞) for some
a ∈ [−∞,+∞). Then there exists a constant c > 0 such that f(t) = cK0(
√
12et/2) + O(e−4
√
3et/2e−t/2) and
f ′(t) = −√3cet/2K1(
√
12et/2) +O(e−4
√
3et/2) for large t.
Proof. The proof is by substituting back τ =
√
12et/2 in the estimates of the preceding theorem.
A.3 Behaviour of solutions around poles
Equation (34) is equivalent to the degenerate Painleve´ III equation of type D7. Indeed, with the substitution
τ = 427e
3t/2, q = − 29ef+t equation (34) becomes
q¨ =
q˙2
q
− q˙
t
− 2q
2
t2
− 1
q
, (38)
which is the standard form for PIII′(D7) [32, p. 148, eq. (5)]. Here the dot denotes differentiation with
respect to the new independent variable τ . This equation has fixed singularities at τ = 0 and τ = +∞, all
other singularities are poles. Therefore every solution q(τ) is a meromorphic function on the universal cover
of the punctured complex plane C \ {0}. It follows that for every solution f(t) of (34) the exponent ef(t) is
a meromorphic function on the entire complex plane C.
In this section we are interested in the behaviour of solutions of (34) in the neighbourhood of points t0
such that limt→t0 f(t) = +∞, or equivalently, of solutions q(τ) of (38) around poles τ0 ∈ R++.
The singularities of (38) on the universal cover of C \ {0} have been resolved in [32]. In the local variable
d = τ−τ0τ0 around a pole τ0 the solution q has the Laurent expansion
q(τ) = −d−2 − d−1 + c− 6c
2 + c
10
d2 − 6c
2 + c
10
d3 +O(d4), (39)
where c is a free parameter [32, p. 166, eq. (54.3)]. For any given value of this parameter there exists exactly
one solution of (38) which has the above expansion around τ = τ0. Indeed, one may resolve the singularity
by introducing the variables
ϕ =
τ q˙ − q − τ
4q2
=
d
2
+ cd3 − 5c+ τ0
4
d4 +O(d5), Γ = −1 + 4qϕ
2 + 2ϕ
ϕ2
= 12c+ (8c− 4τ0)d+O(d2).
In these variables the singularity is blowed up and mapped to the line ϕ = 0. Equation (38) becomes [32,
p. 195, eq. (120)]2
τϕ˙ = ϕ2Γ + ϕ+
1
2
, τ Γ˙ = −ϕΓ2 − Γ− 4τ,
2The variables ϕ,Γ, τ used here are denoted f,G, t in [32]. Equation (120) contains an error in the second formula for G′. The
change of variables in formulas (11),(13) on p. 151 is also not correct, it should read y = x−1q and t→ µt, q → λq, respectively.
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which is regular on the universal cover of C \ {0} and hence resolves the singularity.
Inserting the Laurent expansion of ef(t) around the pole t = t0 into (34) we obtain the Laurent series
ef(t) = e−t0
(
2(t− t0)−2 − 2(t− t0)−1 + c˜+ (2
3
− c˜)(t− t0) + 18c˜
2 − 6c˜− 7
60
(t− t0)2 +O((t− t0)3)
)
. (40)
It can be checked in a straightforward manner that the parameter c˜ is related to the parameter c in (39) by
c˜ = 5−36c8 . Thus for every value of c˜ there exists exactly one solution f(t) of (34) such that e
f(t) has a pole
at t = t0 with Laurent expansion of the above form.
Clearly the solution f(t) is real if and only if c, or equivalently c˜, are real. Indeed, if c is real, then both
the solution and its complex conjugate are solutions of (34) on the real line with the same parameter c, and
reality of the solution follows from its uniqueness. Let us summarize these results in the following lemma.
Lemma A.16. Let t0, c˜ ∈ R be arbitrary. Then there exists exactly one solution of (34) with Laurent
expansion (40). On the other hand, for every solution f(t) of (34) which tends to +∞ at t = t0 there exists
exactly one constant c˜ ∈ R such that ef(t) has Laurent expansion (40).
From (40) it is easy to calculate the Laurent expansion
f ′(t) =
def
dt
ef
= −2(t− t0)−1 − 1 + (c˜− 1)(t− t0) + (c˜− 1)
2
10
(t− t0)3 +O((t− t0)5). (41)
Let now c˜1, c˜2 be arbitrary constants, and let fi(t), i = 1, 2, be the solutions of (34) with Laurent expansions
(40) corresponding to c˜ = c˜i. Then we may easily calculate the expansion
f1(t)− f2(t) = log e
f1
ef2
=
c˜1 − c˜2
2
(t− t0)2 + (c˜1 − c˜2)(c˜1 + c˜2 − 2)
40
(t− t0)4 +O((t− t0)6). (42)
From (41) we get
f ′1(t)− f ′2(t) = (c˜1 − c˜2)(t− t0) +
(c˜1 − c˜2)(c˜1 + c˜2 − 2)
10
(t− t0)3 +O((t− t0)5). (43)
Now we are ready to prove analoga of Lemmas A.1 and A.2 for solutions sharing a common pole.
Corollary A.17. 1. Let c˜1 > c˜2, a ∈ R be arbitrary. Let f1, f2 be solutions of (34) defined on intervals (a, b1),
(a, b2), respectively, such that limt→a fi(t) = +∞ and efi has the Laurent expansion (40) with t0 = a, c˜ = c˜i,
i = 1, 2. Then there exist positive constants α, β, ε such that a + ε < bi for i = 1, 2, and f1(t) − f2(t) > α,
f ′1(t)− f ′2(t) > β for all t > a+ ε such that both f1, f2 are defined.
2. Let c˜1 > c˜2, b ∈ R be arbitrary. Let f1, f2 be solutions of (34) defined on intervals (a1, b), (a2, b),
respectively, such that limt→b fi(t) = +∞ and efi has the Laurent expansion (40) with t0 = b, c˜ = c˜i,
i = 1, 2. Then there exist positive constants α, β, ε such that b − ε > ai for i = 1, 2, and f1(t) − f2(t) > α,
f ′1(t)− f ′2(t) < −β for all t < b− ε such that both f1, f2 are defined.
Proof. We shall prove the first part of the corollary. By (42),(43) there exists ε > 0 such that f1, f2 are
defined at t = t1 = a+ ε and f1(t1)− f2(t1) > α = c˜1−c˜24 ε2, f ′1(t1)− f ′2(t1) > β = c˜1−c˜22 ε. By Lemma A.1 we
then obtain f1(t) − f2(t) > α + β(t − t1), f ′1(t) − f ′2(t) > β for all t ∈ [t1,min(b1, b2)). This proves the first
part of the lemma.
The second part is proven in a similar manner using Lemma A.2.
A.4 Asymptotics of solutions on intervals infinite to the left
In this section we consider the behaviour of solutions of (34) as t→ −∞. Since we are interested in positive
solutions f(t) such that the metric h = ef+t dt2 is complete, we only consider solutions satisfying the condition∫ t0
−∞ e
(f+t)/2 dt = +∞.
Lemma A.18. Let f(t) be a positive solution of (34). If f ′(t0) < −1 for some t0 in the domain of definition
of f , then there exists a > −∞ such that limt→a f(t) = +∞.
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Proof. Assume that f ′(t0) < −1, and set  = −(1 + f ′(t0)) > 0. Since f(t) is positive, we have f ′′(t) > 0 by
(34) and hence f ′(t) is strictly increasing and f(t) + t is strictly decreasing for t < t0. Hence we find t1 ≤ t0
such that f(t) ≥ log 23 , −(1 + f ′(t)) ≥ , and f(t) + t ≥ 2 log  for all t ≤ t1.
Set a∗ = t1 − 2−1 and consider the function g(t) = −t − 2 log(t − a∗) + log 4. This function is defined
for all t > a∗ and obeys the differential equation g′′ = 12e
teg. Moreover, as long as f(t) ≥ log 23 and
g(t) ≤ f(t) we have g′′ ≤ 12etef ≤ et(ef − e−2f ) = f ′′. At t = t1 we obtain g(t1) = −t1 + 2 log  ≤ f(t1),
g′(t1) = −1 −  ≥ f ′(t1). It follows that g(t) ≤ f(t) for all t ≤ t1, and f(t) must tend to +∞ at some
a ∈ [a∗, t1).
Lemma A.19. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some
b ≤ +∞, and let t0 < b. If
∫ t0
−∞ e
(f+t)/2 dt = +∞, then limt→−∞ f ′(t) = −1.
Proof. Since f(t) is positive, we have f ′′(t) > 0 by (34), and f ′(t) is strictly increasing. Moreover, by Lemma
A.18 we have f ′(t) ≥ −1, and f ′(t) is bounded from below. Hence limt→−∞ f ′(t) ≥ −1 exists.
Assume for the sake of contradiction that limt→−∞ f ′(t) = α > −1. Then f ′(t) + 1 → α + 1 > 0, and
ef(t)+t = o(e−(α+1)t/2) as t → −∞. It follows that the integral ∫ t0−∞ e(f+t)/2 dt converges. The claim of the
lemma now easily follows.
Lemma A.20. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some
b ≤ +∞, and suppose that limt→−∞ f ′(t) = −1. Then there exists t0 < b such that f ′′(t) ≤ 12 for all t ≤ t0.
Proof. Consider the function y(t) defined by the relation et(ey−e−2y) = 12 . It is checked in a straightforward
manner that y′′(t) = 9e
−3y(1−e−3y)
(1+2e−3y)3 . Hence for e
−3y ≤ −4+3
√
2
2 , or equivalently t ≤ − log 2 + 13 log −4+3
√
2
2 −
log(1− −4+3
√
2
2 ) =
1
3 log
1+
√
2
108 = t
∗ ≈ −1.267 we have y′′(t) ≤ 12 .
Note that f ′′(t) > 12 if and only if f(t) > y(t). Since f
′(t) tends to a constant as t→ −∞, we must have
lim inft→−∞ f ′′(t) ≤ 0, and hence lim inft→−∞(f(t)−y(t)) ≤ 0. In particular, there must exist a t0 ≤ t∗ such
that f ′′(t0) ≤ 12 , and hence f(t0) ≤ y(t0). We now claim that f ′′(t) ≤ 12 for all t ≤ t0.
Indeed, suppose for the sake of contradiction that there exists t < t0 such that f(t) > y(t). Since
lim inft→−∞(f(t) − y(t)) ≤ 0, there must exist t1 < t0 such that f(t1) > y(t1) and t1 is a local maximum
of the difference f(t) − y(t). However, we have y′′(t1) ≤ 12 < f ′′(t1), in contradiction with the second order
maximality condition f ′′(t1)− y′′(t1) ≤ 0. This completes the proof.
Lemma A.21. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some b ≤
+∞, and suppose that limt→−∞ f ′(t) = −1. Then there exists t0 < b such that f ′(t) ≥ −1 +
√
2et(ef − e−2f )
for all t ≤ t0.
Proof. By Lemma A.20 there exists t0 < b such that f
′′(t) ≤ 12 for all t ≤ t0. Let t1 ≤ t0 be arbitrary.
Set f1 = f(t1), c = 1 − e−3f1 , and β = t1 +
√
2
c e
−(t1+f1)/2. Consider the function g(t) = log 2c − t −
2 log(β − t) on the interval (−∞, β). The function g is strictly convex and obeys the differential equation
g′′ = c · et · eg. We have g(t1) = log 2c − t1 + log( c2et1+f1) = f1. Moreover, g′(t) = −1 + 2β−t , in particular,
1 + g′(t1) = 2√ 2
c e
−(t1+f1)/2
=
√
2cet1+f1 =
√
2f ′′(t1) ≤ 1. Hence g′(t1) ≤ 0 and g(t) is strictly decreasing for
t ≤ t1. In particular, g(t) ≥ f1 for all t ≤ t1.
Now for all y ≥ f1 we have c ≤ 1− e−3y and hence c · ey ≤ ey − e−2y. It follows that g′′(t) ≤ et(eg − e−2g)
for all t ≤ t1. Hence g′′(t) ≤ f ′′(t) whenever f(t) ≥ g(t) for all t ≤ t1.
Suppose for the sake of contradiction that f ′(t1) < −1 +
√
2et1(ef1 − e−2f1) = g′(t1). Then f(t) ≥ g(t)
and f ′′(t) ≥ g′′(t) for all t ≤ t1, and the difference f ′(t) − g′(t) is increasing for t ≤ t1. It follows that
f ′(t)− g′(t) ≤ f ′(t1)− g′(t1) < 0 for t ≤ t1, and by virtue of limt→−∞ g′(t) = −1 we get a contradiction with
the condition limt→−∞ f ′(t) = −1. Thus f ′(t1) ≥ −1 +
√
2et1(ef1 − e−2f1), which completes the proof.
Lemma A.22. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some
b ≤ +∞, and suppose that limt→−∞ f ′(t) = −1. Then f ′(t) ≤ −1 +
√
2etef for all t ∈ (−∞, b).
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Proof. Let t0 ∈ (−∞, b) be arbitrary, set f0 = f(t0), β = t0 +
√
2e−(t0+f0), and consider the function
g(t) = log 2 − t − 2 log(β − t) on (−∞, β). The function g obeys the differential equation g′′ = et · eg. We
have g(t0) = log 2− t0 − log(2e−(t0+f0)) = f0, g′(t) = −1 + 2β−t , and g′(t0) = −1 +
√
2et0+f0 .
Now for every t such that g(t) ≥ f(t) we have g′′(t) ≥ et+f > et(ef − e−2f ) = f ′′(t).
Suppose for the sake of contradiction that f ′(t0) > g′(t0). Then f(t) ≤ g(t) and f ′′(t) ≤ g′′(t) for all
t ≤ t0, and the difference g′(t)− f ′(t) is increasing for t ≤ t0. It follows that g′(t)− f ′(t) ≤ g′(t0)− f ′(t0) < 0
for t ≤ t0, and by virtue of limt→−∞ g′(t) = −1 we get a contradiction with the condition limt→−∞ f ′(t) = −1.
Thus f ′(t0) ≤ −1 +
√
2et0+f0 , which completes the proof.
These results finally allow to obtain the asymptotics of the solutions as t→ −∞.
Theorem A.23. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some
b ≤ +∞, and suppose that limt→−∞ f ′(t) = −1. Then there exists a constant c ∈ R such that f(t) =
log 2− t− 2 log(c− t) +O(e3t|t|5) and f ′(t) = −1 + 2c−t +O(e3t|t|5) as t→ −∞.
Proof. Let us introduce a function β(t) on (−∞, b) by making the substitution f(t) = log 2−t−2 log(β(t)−t).
Then the inequalities
− 1 +
√
2et(ef − e−2f ) ≤ f ′(t) ≤ −1 +
√
2etef , (44)
which are valid for large enough negative t by Lemmas A.21 and A.22, can equivalently be written as
1−
√
1− e−3f ≥ β′(t) ≥ 0.
For y > 0 we have 1−√1− e−3y < e−3y, and hence 0 ≤ β′(t) < e−3f for large enough negative t.
By virtue of the condition limt→−∞ f ′(t) = −1 there exists t0 < b such that 0 ≤ β′(t) < e−3f ≤ e2t for all
t ≤ t0. It follows that β′(t) is integrable on (−∞, t0] and there exists a constant c = limt→−∞ β(t). Then we
get c ≤ β(t) ≤ c+ ∫ t−∞ e2s ds = c+O(e2t) for t ≤ t0.
It follows that f(t) = log 2 − t − 2 log(c − t + O(e2t)) = log 2 − t − 2 log(c − t) + O(e2t|t|−1). But then
e−3f = O(e3tt6). Repeating the reasoning in the preceding paragraph with this sharper estimate on β′(t), we
obtain β(t) = c+O(e3t|t|6) and hence f(t) = log 2− t− 2 log(c− t) +O(e3t|t|5).
From (44) we get
f ′(t) = −1 +
√
2et+f (1 +O(e−3f )) = −1 + 2
c− t (1 +O(e
3t|t|5))(1 +O(e3tt6)) = −1 + 2
c− t +O(e
3t|t|5).
This completes the proof.
Corollary A.24. Let f(t) be a positive solution of (34) which is defined on the interval (−∞, b) for some
b ≤ +∞, and let t0 < b. Then
∫ t0
−∞ e
(t+f(t))/2 dt = +∞ if and only if there exists c ∈ R such that f(t) =
log 2− t− 2 log(c− t) +O(e3t|t|5) and f ′(t) = −1 + 2c−t +O(e3t|t|5) as t→ −∞.
Proof. First suppose that the integral in the formulation of the corollary diverges. Then by Lemma A.19 we
have limt→−∞ f ′(t) = −1. It follows by Theorem A.23 that f(t) has the claimed asymptotics as t→ −∞.
Let on the other hand a constant c exist as in the corollary. Then e(t+f(t))/2 =
√
2
c−t + O(e
3t|t|4) and the
integral over (−∞, t0) of this quantity diverges.
A.5 Uniqueness theorems
In this section we show that on a real interval (a, b), there exists no more than one solution of (34) such that
the metric ef+tdt2 is complete.
Lemma A.25. Let −∞ ≤ a < t0 < b ≤ +∞ be arbitrary and let f1, f2 be positive solutions of (34) which
are defined on the interval (a, b). Then the following holds:
(i) If
∫ b
t0
e(fi(t)+t)/2 dt = +∞ for i = 1, 2, then f1 − f2 and f ′1 − f ′2 have opposite sign on (a, b).
(ii) If
∫ t0
a
e(fi(t)+t)/2 dt = +∞ for i = 1, 2, then f1 − f2 and f ′1 − f ′2 have equal sign on (a, b).
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Proof. Suppose fi fulfill the conditions in (i). If b is finite, then limt→b fi(t) = +∞ for i = 1, 2 by divergence
of the integral, and by Lemma A.16 and equation (43) we have limt→b f ′1(t)− f ′2(t) = 0. If b = +∞, then by
Theorem A.7 we get limt→+∞ f ′i(t) = 0 for i = 1, 2 and we arrive at the same conclusion.
Now let t1 ∈ (a, b) be arbitrary, and assume that f1(t1) ≥ f2(t1), f ′1(t1) ≥ f ′2(t1). Suppose that
(f1(t1), f
′
1(t1)) 6= (f2(t1), f ′2(t1)), then by Lemma A.1 we get limt→b f ′1(t)− f ′2(t) > 0, a contradiction.
Exchanging f1 and f2, we obtain that if f1(t1) ≤ f2(t1), f ′1(t1) ≤ f ′2(t1), then in a similar manner
(f1(t1), f
′
1(t1)) 6= (f2(t1), f ′2(t1)) is impossible. Thus f1(t1) − f2(t1) and f ′1(t1) − f ′2(t1) have opposite sign,
and the claim readily follows.
Suppose now that fi fulfill the conditions in (ii). If a is finite, then limt→a f ′1(t) − f ′2(t) = 0 as in the
previous case. If a = −∞, then by Lemma A.19 we get limt→−∞ f ′i(t) = −1 for i = 1, 2 and we arrive at the
same conclusion.
The remaining part of the proof is similar to the previous case, with Lemma A.1 replaced by Lemma
A.2.
Corollary A.26. Let −∞ ≤ a < t0 < b ≤ +∞ be arbitrary and let f1, f2 be solutions of (34) which are
defined on the interval (a, b), such that the metrics et+fi dt2, i = 1, 2, are complete. Then f1 ≡ f2 on (a, b).
Proof. By Lemma A.4 the solutions f1, f2 are positive.
Let t ∈ (a, b) be arbitrary. Then by completeness of the metrics et+fi dt2 the integrals ∫ t
a
e(s+fi(s))/2 ds,∫ b
t
e(s+fi(s))/2 ds diverge for i = 1, 2. By Lemma A.25 the differences f1(t) − f2(t), f ′1(t) − f ′2(t) have both
opposite and equal sign. It follows that f1(t) = f2(t) and f
′
1(t) = f
′
2(t), and the solutions f1, f2 coincide.
A.6 Lower bounds
In this section we give explicit lower bounds on solutions of (34) which are defined on intervals (a, b) and
yield complete metrics et+f dt2 there.
Lemma A.27. Let −∞ ≤ a1 < a2 < b2 < b1 ≤ +∞ be arbitrary, let f be a positive solution of (34) defined
on (a2, b2) such that the metric e
t+f2 dt2 is complete, and let g be a piece-wise smooth convex function defined
on (a1, b1) such that g
′′(t) ≥ et(eg − e−2g) on the smooth pieces. Then g < f on (a2, b2).
Proof. The completeness condition implies that limt→a2 f(t) = limt→b2 f(t) = +∞. Hence the difference
f − g is positive near the end-points of the interval (a2, b2).
Suppose for the sake of contradiction that there exists t ∈ (a2, b2) such that f(t)− g(t) < 0. Then f − g
has a negative global minimum at some t∗ ∈ (a2, b2).
If g is not C1 at t∗, then g′ must have a positive jump by convexity of g and f ′ − g′ has a negative jump
of the same magnitude. This contradicts the minimality property of t∗. Hence g′ is continuous at t∗. The
first order optimality condition then yields f ′(t∗) = g′(t∗).
In a neighbourhood of t∗ we have f(t) < g(t) and hence g′′(t) ≥ et(eg−e−2g) > et(ef−e−2f ) = f ′′(t) at all
points t where g is smooth. Hence for t > t∗ close enough to t∗ we have f ′(t)−g′(t) = ∫ t
t∗ f
′′(t)−g′′(t) dt < 0,
and f − g is strictly decreasing for such t. This leads to a contradiction with the minimality property of t∗,
completing the proof.
We now introduce the piece-wise smooth functions which will serve as the lower bounds on the solutions
of (34). For a ∈ R arbitrary, define the function
ga(t) = max(log 2− t− 2 log(t− a), 0) (45)
for t ∈ (a,+∞). We have limt→a ga(t) = +∞ and limt→+∞(log 2− t− 2 log(t− a)) = −1. Hence there exists
a unique point t∗ > a such that log 2− t∗ − 2 log(t∗ − a) = 0, and we obtain
ga(t) =
{
log 2− t− 2 log(t− a), t ∈ (a, t∗],
0, t ∈ [t∗,+∞).
The function ga is smooth except at the point t = t
∗, where its first derivative experiences a positive jump.
The function ga is convex as a maximum of two convex functions, and for t < t
∗ it obeys the differential
equation g′′ = et · eg. Thus we have g′′a(t) ≥ et(ega − e−2ga) everywhere on (a,+∞) except at t = t∗.
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We also introduce the function
g−∞(t) =
{
log 2− t− 2 log(2− log 2− t), t ∈ (−∞,− log 2],
0, t ∈ [− log 2,+∞). (46)
It is easily checked that g−∞ is C1, with g′′−∞ being nonnegative and discontinuous at t = − log 2. For
t < − log 2 it obeys the differential equation g′′ = et · eg, and therefore g′′−∞(t) ≥ et(eg−∞ − e−2g−∞)
everywhere on R except at t = − log 2.
Lemma A.28. Let a < b be arbitrary finite numbers, and let f be a solution of (34) on (a, b) such that
the metric et+f dt2 is complete. Then f(t) > ga˜(t) and f(t) ≥ ga(t) for all a˜ < a and t ∈ (a, b), where the
function ga is given by (45).
Proof. Let a˜ < a be arbitrary. Then the function ga˜ satisfies the conditions of Lemma A.27, and by this
lemma we obtain ga˜(t) < f(t) for all t ∈ (a, b). This proves the first claim. Now ga(t) = lima˜→a ga˜(t) for all
t ∈ (a,+∞), and the second claim readily follows.
Lemma A.29. Let a < b be arbitrary finite numbers, and let f be a solution of (34) on (a, b) such that the
metric et+f dt2 is complete. Then f(t) > g−∞(t) for all t ∈ (a, b), where g−∞ is given by (46).
Proof. The lemma immediately follows from Lemma A.27.
B Quadratic form and reflection in R3
Consider real 3-dimensional space R3, equipped with a volume form ω. In this section we consider pairs
(Θ,Π), where Θ is a non-degenerate quadratic form on R3 with signature (+ + −), and Π is a reflection in
R3, i.e., a diagonalizable automorphism with a double eigenvalue 1 and a single eigenvalue −1. We assume
that the form Θ has determinant −1, i.e., if considered as a linear map from R3 to its dual space R3, it
preserves the absolute value of the volume. In Section 6 we establish that every self-associated cone K ⊂ R3
determines such a pair. In this section we study the structure generated on R3 by such a pair.
Consider the non-degenerate symmetric bilinear form (x, y) 7→ Θ(Πx,Πy) on R3. For every fixed y this
is a linear form in x, and hence by non-degeneracy of Θ there exists a unique vector z ∈ R3 such that
Θ(Πx,Πy) = Θ(x, z) for all x ∈ R3. Clearly z depends linearly on y. Therefore there exists a linear
endomorphism Ω of R3 such that
Θ(Πx,Πy) = Θ(x,Ωy) (47)
for all x, y ∈ R3.
Lemma B.1. Assume above notations. The map Ω is unimodular and similar to its own inverse. The maps
Ω,Π generate a dihedral group of automorphisms of R3.
Proof. Introduce some coordinate system in R3 and represent the quadratic form Θ and the endomorphisms
Π,Ω as matrices. Then relation (47) defining Ω can be written as ΠTΘΠ = ΘΩ, which yields Ω = Θ−1ΠTΘΠ
and det Ω = det Π2 = 1. By virtue of Π = Π−1 we consequently obtain Ω−1 = ΠΘ−1ΠTΘ = ΠΩΠ−1. Hence
Ω is similar to Ω−1 and Ω,Π satisfy the defining relations Π2 = 1, Ω−1 = ΠΩΠ of a dihedral group.
The dihedral group generated by Ω,Π is finite if there exists a positive integer n such that Ωn = I, and
infinite otherwise.
Definition B.2. Let Θ be a non-degenerate quadratic form with signature (++−) on R3, let Π be a reflection
and Ω an unimodular automorphism of R3. We shall call the triple (Θ,Π,Ω) compatible if it satisfies relation
(47).
We shall now find the canonical forms of compatible triples (Θ,Π,Ω) with respect to the action of the
unimodular group SL(3,R). First we distinguish the different configurations of the pair (Θ,Π) qualitatively.
Denote by V1 the eigenspace of Π to the eigenvalue 1, and let v−1 be an eigenvector to the eigenvalue −1.
Let further v1 ∈ R3 be a non-zero vector which is Θ-orthogonal to all vectors in V1. Since Θ is non-degenerate,
the vector v1 is determined up to a non-zero multiplicative scalar factor. Let H ⊂ R3 be the linear subspace
spanned by the vectors v±1. There are 13 qualitatively different configurations of the elements V1, v±1, listed
in Table 3 below.
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Table 3: Different configurations of (Θ,Π).
1 dimH = 2, the restriction of Θ to V1 is indefinite, the restriction of Θ to H is positive definite
2+ dimH = 1, the restriction of Θ to V1 is positive definite, Θ is negative on v±1
2− dimH = 1, the restriction of Θ to V1 is indefinite, Θ is positive on v±1
3 dimH = 2, the restriction of Θ to V1 is indefinite, Θ is degenerate on H and positive on v±1
4+ dimH = 2, the restriction of Θ to V1 is positive definite, Θ is negative on v±1
4− dimH = 2, the restrictions of Θ to V1 and H are indefinite, Θ is positive on v±1
5 dimH = 2, the restriction of Θ to V1 is degenerate, Θ is zero on v±1
6++ dimH = 2, the restriction of Θ to V1 is degenerate, Θ is zero on v1 and positive on v−1
6+− dimH = 2, the restriction of Θ to V1 is degenerate, Θ is zero on v1 and negative on v−1
6−+ dimH = 2, the restriction of Θ to V1 is positive definite, Θ is zero on v−1 and negative on v1
6−− dimH = 2, the restriction of Θ to V1 is indefinite, Θ is zero on v−1 and positive on v1
7+ dimH = 2, the restriction of Θ to V1 is indefinite, Θ is negative on v−1 and positive on v1
7− dimH = 2, the restriction of Θ to V1 is positive definite, Θ is negative on v1 and positive on v−1
The triple (Θ,Π,Ω) transforms under unimodular automorphisms S ∈ SL(3,R) of R3 as Θ 7→ STΘS,
Ω 7→ S−1ΩS, Π 7→ S−1ΠS. The canonical forms of the above configurations with respect to the action of
SL(3,R) are listed in Table 4.
Table 4: Canonical forms of triples (Θ,Π,Ω). The parameters σj take values ±1.
configuration Ω Π Θ
1
1 0 00 λ 0
0 0 λ−1
, λ > 1
1 0 00 0 1
0 1 0
 −1 0 00 λ−1/2 0
0 0 λ1/2

2± I diag(1, 1,−1) diag(1, σ1,−σ1)
3
1 1 00 1 1
0 0 1
 1 0 00 −1 1
0 0 1
 0 0 10 1 −1
1 −1 1

4±
1 0 00 cosϕ sinϕ
0 − sinϕ cosϕ
, ϕ ∈ (0, pi)
1 0 00 1 0
0 0 −1
 1 0 00 σ1 cos ϕ2 −σ1 sin ϕ2
0 −σ1 sin ϕ2 −σ1 cos ϕ2

5
1 0 00 −1 0
0 0 −1
 1 0 00 1 0
0 0 −1
 1 0 00 0 −1
0 −1 0

6±±
1 0 00 −1 1
0 0 −1
 1 0 00 σ1 0
0 0 −σ1
 1 0 00 0 σ2
0 σ2
σ2
2

7±
1 0 00 λ 0
0 0 λ−1
, λ < −1
1 0 00 0 1
0 1 0
 1 0 00 σ1|λ|−1/2 0
0 0 −σ1|λ|1/2

The configurations are ordered with respect to the similarity type of Ω. Here the indices at the configu-
ration numbers denote the signs of the discrete parameters σj , which can take values ±1. The configurations
which involve a continuous parameter are those in generic position.
We now describe the automorphisms S ∈ SL(3,R) which leave the triple invariant. If (Θ,Π,Ω) is in
canonical form 3, then there is no non-trivial such automorphism. If (Θ,Π,Ω) is in one of the canonical forms
1, 4±, 5, 6±±, 7±, then the only non-trivial automorphism is S = diag(1,−1,−1). If (Θ,Π,Ω) is in canonical
forms 2±, then there exists a continuous group of automorphisms S which leave the triple invariant. This
yields the following result describing the automorphisms of (Θ,Π,Ω) in arbitrary position.
Corollary B.3. Assume above notations. If (Θ,Π,Ω) is in configuration 3, then there exists no non-trivial
automorphism S ∈ SL(3,R) which leaves the triple invariant. If (Θ,Π,Ω) is in one of the configurations
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Figure 4: The graph shows which configurations of triples (Θ,Π,Ω) can be obtained from which ones when
passing to a limit.
1, 4±, 5, 6±±, 7±, then the only non-trivial such automorphism S is the one which leaves the eigenvector of Ω
to the eigenvalue 1 invariant and rotates the complementary invariant subspace of Ω by an angle pi.
We shall now consider the behaviour of the triple (Θ,Π,Ω) under duality. Every linear endomorphism A
of a vector space induces an adjoint endomorphism AT of the dual vector space, and every non-degenerate
quadratic form Q on a vector space induces an inverse form P = Q−1 on the dual vector space.
Lemma B.4. Assume above notations. Consider the quadratic form B = Θ−1 and the linear map Σ = Π−T
on the dual space R3. Then the map T : R3 → R3 satisfying B(Σx,Σy) = B(x, Ty) for all x, y ∈ R3 is
given by T = Ω−T . If (Θ,Π,Ω) is in one of the configurations 1, 2±, 3, 4±, 5, then (B,Σ, T ) is in the same
configuration. If (Θ,Π,Ω) is in one of the configurations 6±±, 7±, then (B,Σ, T ) is in the configuration
6∓∓, 7∓, respectively.
Proof. Clearly B is non-degenerate of signature (+ + −), and Σ is a reflection in R3. Hence (B,Σ, T ) is a
compatible triple.
We have T = B−1ΣTBΣ = (Θ−1ΠTΘΠ)−T , which proves the first claim.
The second claim is easily checked by looking at the canonical forms in Table 4.
Finally we shall consider the topology of the partition of the space of triples (Θ,Π,Ω) into subsets of triples
with similar configuration. If all triples in a sequence {(Θk,Πk,Ωk)} have the same configuration, then the
accumulation points of the sequence cannot be in an arbitrary configuration. By virtue of the configuration
descriptions in Table 3 it is not hard to establish that when passing to a limit the configuration of a triple
does not change at all or can change as indicated in Fig. 4.
C Solutions of v′′′ − 2cv′ + β sin t · v = 0
In this section we provide a short introduction into linear differential equations with periodic coefficients and
study the linear differential equation
v′′′ − 2cv′ + β sin t · v = 0. (48)
This equation is important in the theory of self-associated cones because the boundary of a generic self-
associated cone can be described as the conic hull of vector-valued solutions of (48).
Consider the linear differential equation dXdt = A(t)X(t), where X(t) is the unknown matrix-valued func-
tion of size n × n, and A(t) is a known periodic matrix-valued function of the same size with period τ . If
the solution X(t) is non-singular, then its columns form a basis of the solution space of the vector-valued
equation
x˙(t) = A(t)x(t), (49)
and X(t) is its fundamental matrix solution. If X(t) is a solution, then also X˜(t) = X(t + τ) is a solution
by the periodicity of A(t). Therefore there exists a constant non-singular matrix Ω such that X˜(t) = X(t)Ω,
and consequently X(t + kτ) = X(t)Ωk for all t ∈ R and k ∈ Z. The matrix Ω is called the monodromy of
the linear periodic ODE. It can be seen as an invertible linear map from the solution space of ODE (49) to
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itself, mapping a solution x(t) to the solution x˜(t) = x(t+ τ). Its eigenvalues are called Floquet multipliers.
A more detailed account on ODEs with periodic coefficients can be found in [15, Section 3.4].
We shall be concerned with the linear ODE defined by the matrix function A(t) =
0 c −β sin t1 0 c
0 1 0
,
where c, β ∈ R are constant parameters. This ODE has a periodic coefficient matrix with period τ = 2pi. If
we identify the vector x in (49) with (v′′ − cv, v′, v)T , where v(t) is a scalar function, then (49) is equivalent
to the third-order linear ODE (48). In the sequel, whenever we refer to (49), we shall assume that the matrix
A(t) has the aforementioned value.
Denote by L the 3-dimensional solution space of equation (49). We shall now investigate the symmetries
of the coefficient matrix A(t) and deduce the structure of L. Define the constant matrices
D =
1 0 00 −1 0
0 0 1
 , Q =
0 0 10 1 0
1 0 0
 .
Here Q will be considered as a quadratic form on and D as a linear involution of R3. The coefficient matrix
A(t) obeys the relations
DA(−t) +A(t)D = 0, QA(t− τ
2
)−AT (−t)Q = 0, tr A(t) = 0 (50)
for all t ∈ R.
The first relation in (50) implies that if x(t) ∈ L, then also Dx(−t) ∈ L. This defines a linear involution
Π : x(t) 7→ Dx(−t) of L. If we parameterize L by the initial values x(0), then the coordinate representation
of this endomorphism is given by the matrix D. In particular, Π possesses a two-dimensional eigenspace to
the eigenvalue 1 and a 1-dimensional eigenspace to the eigenvalue −1. In the representation of L as solution
space of the scalar ODE (48) the former corresponds to the even solutions, the latter to the odd solutions,
and Π acts as the substitution t 7→ −t of the independent variable.
Corollary C.1. The subspace of odd solutions v(t) of equation (48) has dimension 1, the subspace of even
solutions dimension 2.
The second relation in (50) implies that if x(t), y(t) ∈ L, then the quantity xT (−t)Qy(t− τ2 ) is constant.
We may then define an invariant bilinear form on L by Θ : (x(t), y(t)) 7→ xT (−t)Qy(t − τ2 ). Replacing t by−t+ τ2 and taking into account the symmetry of Q reveals that the form Θ is symmetric, and can hence be
considered as a quadratic form on L. If we parameterize L by the initial values x(− τ4 ), then the coordinate
representation of this form is given by the matrix Q. In particular, Θ is non-degenerate and has signature
(+ +−).
The last condition in (50) implies that the determinant det(x(t), y(t), w(t)) is constant for any triple
x, y, w ∈ L. Hence there exists an invariant volume form ω : (x, y, w) 7→ det(x(t), y(t), w(t)) on L.
By virtue of DTQD = Q we have the relation
Θ(Πx,Πy) = xT (t)DTQDy(−t+ τ
2
) = xT (−t)Qy(t+ τ
2
) = xT (−t)Q[Ωy](t− τ
2
) = Θ(x,Ωy)
for every x, y ∈ L. Therefore the monodromy Ω is related to the pair (Θ,Π) as in (47). Thus (Θ,Π,Ω) is a
compatible triple in the sense of Definition B.2. Lemma B.1 then immediately yields the following result.
Corollary C.2. The monodromy Ω of the periodic ODE (49) is unimodular and similar to its own inverse.
The maps Ω,Π generate a dihedral group of automorphisms of the solution space L.
Now we shall for a moment fix the coordinate system in the solution space L by considering the funda-
mental matrix solution X(t) with initial value X(0) = I. If a sequence (ck, βk) of parameter values converges
to a limit (c∗, β∗), then by continuity of the solutions of an ODE with respect to parameters the corre-
sponding triples (Θk,Πk,Ωk) converge to the triple (Θ
∗,Π∗,Ω∗) which corresponds to (c∗, β∗). If the triples
(Θk,Πk,Ωk) all are in a certain configuration, then its limit (Θ
∗,Π∗,Ω∗) cannot be in an arbitrary config-
uration. The admissible configuration changes when passing to a limit have been investigated in Section B
and are represented in Fig. 4.
For β = 0 equation (49) can be solved exactly. The configurations of the corresponding triples (Θ,Π,Ω)
are given in Table 5 below.
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Table 5: Canonical forms of triples (Θ,Π,Ω) for different values of c when β = 0.
value of c configuration
c > 0 1
c = 0 3
− (4k+1)28 < c < − 4k
2
8 , k ∈ N 4−
c = − (2k+1)28 , k ∈ N 5
− (4k+2)28 < c < − (4k+1)
2
8 , k ∈ N 4+
c = − (2k+1)22 , k ∈ N 2+
− (4k+3)28 < c < − (4k+2)
2
8 , k ∈ N 4+
− (4k+4)28 < c < − (4k+3)
2
8 , k ∈ N 4−
c = −2k2, k ∈ N+ 2−
Certain configurations are confined to the line β = 0 in parameter space. We have the following result.
Lemma C.3. If equation (48) has a non-trivial odd τ -periodic solution, then β = 0.
Proof. If the solution is odd and periodic, then we may write it as a trigonometric series v(t) =
∑
k≥1 ck sin kt.
Since the function is analytic, the Fourier series converges absolutely with exponentially decaying coefficients
and is differentiable term by term. By virtue of sin t · sin kt = 12 (cos(k − 1)t− cos(k + 1)t) we get from (48)
−
∑
k≥1
k3ck cos kt− 2c
∑
k≥1
kck cos kt+
β
2
∑
k≥0
ck+1 cos kt− β
2
∑
k≥2
ck−1 cos kt = 0.
Comparing coefficients for k = 0 we obtain β2 c1 = 0. Hence if β 6= 0, then c1 = 0. Proceeding in a similar
way for k = 1, 2, . . . , we get that all coefficients ck vanish, and the solution v(t) must be identically zero. The
assertion now readily follows.
Corollary C.4. Let β 6= 0. The triple (Θ,Π,Ω) for the corresponding equation (49) cannot be in config-
urations 2±. There exists exactly one linearly independent τ -periodic solution x(t) in the solution space L
of (49). The corresponding τ -periodic solution v(t) of (48) is even, i.e., x(t) is an eigenvector of Π with
eigenvalue 1.
Proof. If (Θ,Π,Ω) is in configuration 2±, then there exists a solution x(t) ∈ L which is an eigenvector of
the monodromy Ω with eigenvalue 1 and an eigenvector of Π with eigenvalue −1. This means that the
corresponding scalar solution v(t) of (48) is τ -periodic and odd. By Lemma C.3 we then have β = 0. This
proves the first assertion.
From Table 4 it follows that in any configuration other than 2± the eigenspace to the eigenvalue 1 of the
monodromy Ω is 1-dimensional. Hence the subspace of τ -periodic solutions is 1-dimensional. Moreover, the
eigenvector of Ω with eigenvalue 1 is also an eigenvector of Π with eigenvalue 1. Hence the corresponding
solution v(t) is even. This proves the remaining assertions.
Note that if v(t) is a solution of (48) for some parameters (c, β), then v˜(t) = v(t+ τ2 ) is a solution of (48)
for the parameter values (c,−β). The map Ψ : v(t) 7→ v(t+ τ2 ) then defines a linear transformation from the
solution space of the former to the solution space of the latter ODE.
It is easily checked that (Π ◦ Ψ)(x) = (Ψ ◦ Π ◦ Ω)(x), Θ(Ψx,Ψy) = Θ(Πx,Πy) for all x, y ∈ L. Hence
the transformation Ψ induces the change (Θ,Π,Ω) 7→ (ΠTΘΠ,ΠΩ,Ω). Application of Ψ therefore leaves
configurations 1, 2±, 3, 4±, 5 invariant and exchanges 6+− ↔ 6−+, 6++ ↔ 6−−, and 7+ ↔ 7−. That this
permutation of the configurations is the same as that induced by duality in Lemma B.4 is actually not a
coincidence, but follows from the fact that system (49) with parameter values (c,−β) is equivalent to the
adjoint of system (49) with parameter values (c, β).
Let us now fix an arbitrary matrix S ∈ SL(3,R) and consider the fundamental matrix solution X(t) of
(49) with initial value X(0) = S. The columns of X define a basis of the solution space L. In this basis the
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form Θ and the automorphisms Π,Ω of L possess matrix representations, which we shall denote by the same
letters. These representations are given explicitly by
Θ = XT (−t)QX(t− τ
2
), Π = X−1(t)DX(−t), Ω = X−1(t)X(t+ τ). (51)
Let us now consider the vector-valued solution v(t) = XT (t)e3 of ODE (48), where e3 = (0, 0, 1)
T . In other
words, v(t) is the transposed third row of the fundamental matrix solution X(t). The solution v(t) traces a
curve in R3.
Lemma C.5. Assume above notations. Put B = Θ−1, Σ = Π−T , T = Ω−T . Then (B,Σ, T ) is a compatible
triple and the curve v(t) obeys the relations
v(t− τ) = Tv(t), v(−t) = Σv(t).
Proof. The first assertion follows from Lemma B.4.
Further we have
v(t− τ) = XT (t− τ)e3 = (X(t)Ω−1)T e3 = Ω−1XT (t)e3 = Bv(t),
v(−t) = XT (−t)e3 = (DX(t)Π)T e3 = ΠTXT (t)De3 = Π−TXT (t)e3 = Σv(t),
which proves the second claim.
Hence the symmetries Π,Ω of system (49) induce symmetries Σ, T of the vector-valued solutions of equa-
tion (48). Similar to the monodromy Ω the automorphism T of the curve v(t) is generated by the interplay
of the reflection Σ with a quadratic form B. The configuration of the triple (B,Σ, T ) is determined by that
of (Θ,Π,Ω) as in Lemma B.4.
Now suppose that we are given the matrix representations of the automorphisms Σ, T and the form
B, or equivalently Θ,Π,Ω, and want to reconstruct the curve v(t), or equivalently the fundamental matrix
solution X(t). This solution is determined by the initial condition X(0) ∈ SL(3,R). If there exist non-trivial
automorphisms U ∈ SL(3,R) which do not change the matrix representations of Θ,Π,Ω, then the initial
condition X(0)U will produce the same Θ,Π,Ω as X(0), and reconstruction of the solution X(t) is possible
only up to the action of these automorphisms. By Corollary B.3 we can hence reconstruct v(t) uniquely if
and only if the triple (Θ,Π,Ω) is in configuration 3. If it is in one of the configurations 1, 4±, 5, 6±±, 7±,
then there are exactly two solution curves v(t) which produce the given values of Θ,Π,Ω. If (Θ,Π,Ω) is in
configurations 2±, then there is a continuum of such curves. We obtain the following result.
Lemma C.6. Let β 6= 0 and c be real constants and let v(t) = XT (t)e3 be a vector-valued solution of ODE
(48) corresponding to the initial condition X(0) = S ∈ SL(3,R), where X(t) is a fundamental matrix solution
of ODE (49). Let Θ,Π,Ω be as in (51), and let B = Θ−1, Σ = Π−T , T = Ω−T as in Lemma C.5. In case
T has more than one linearly independent eigenvector, let U be the unimodular automorphism of R3 which
leaves the eigenvector of T with eigenvalue 1 fixed and rotates the complementary invariant subspace by an
angle of pi. Let v˜(t) = X˜T (t) be another vector-valued solution of ODE (48), corresponding to the initial
condition X˜(0) = S˜ ∈ SL(3,R), which yields the same values for B,Σ, T .
If (B,Σ, T ) is in configuration 3, then v˜(t) = v(t). In any other case either v˜(t) = v(t), or v˜(t) = Uv(t).
Proof. By Lemma C.5 the triple (B,Σ, T ) is compatible. By Corollary C.4 the triple (Θ,Π,Ω) cannot be in
configurations 2±. Then by Lemma B.4 the triple (B,Σ, T ) cannot be in configurations 2±. Hence (B,Σ, T )
can be brought to one of the canonical forms in Table 4, except 2±. It follows that T has a unique eigenvector
to the eigenvalue 1 (up to scalar multiples), and in case (B,Σ, T ) is not in configuration 3 there exists a
2-dimensional complementary invariant subspace of T . Hence U is well-defined whenever (B,Σ, T ) is not in
configuration 3.
If (B,Σ, T ) is in configuration 3, then (Θ,Π,Ω) is too by Lemma B.4, and by Corollary B.3 this triple
determines the initial condition S = X(0) uniquely. Thus v˜(t) = v(t).
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Let now (B,Σ, T ) be not in configuration 3. Set U˜ = (S−1S˜)T ∈ SL(3,R). We then have X˜(t) = X(t)U˜T
and v˜(t) = U˜v(t). However, by virtue of (51) we have
U˜ΘU˜T = U˜XT (−t)QX(t− τ
2
)U˜T = X˜T (−t)QX˜(t− τ
2
) = Θ
and similarly U˜−TΠU˜T = Π, because X˜(t) and X(t) produce the same triple (Θ,Π,Ω) by the assumption
of the lemma. Hence by Corollary B.3 the map U˜T is either the identity, or leaves the eigenvector of Ω
with eigenvalue 1 fixed and rotates the complementary invariant subspace of Ω by pi. Hence either U˜ = I or
U˜ = U , which completes the proof.
D Semi-homogeneous cones
In this section we shall revisit the semi-homogeneous regular convex cones in R3, i.e., cones which have a
non-trivial continuous subgroup Γ of unimodular automorphisms. These cones have been classified and the
complete hyperbolic affine spheres which are asymptotic to the boundary of these cones have been explicitly
computed in [19]. The isothermal parametrizations of the affine spheres have been computed and found to be
expressible in terms of Weierstrass ℘-functions in [26], which considerably simplified the expressions in [19].
Here we shall apply the methods developed in this paper to the case of semi-homogeneous cones. This
allows to simplify some computations in [19] and [26]. While in [19] the cones have been the starting point
for computing the affine spheres, we start here with a classification of the affine spheres and compute the
cones afterwards by analyzing the asymptotics of the moving frames. We shall only sketch the exposition.
Since unimodular automorphisms of the cone K preserve the inscribed affine sphere, any Lie algebra
element of the unimodular subgroup Γ must generate a Killing vector field on the Riemann surface M ⊂ C
corresponding to the affine sphere. This Killing vector field preserves both the metric and the cubic differential.
The difference with the case of self-associated cones is that in the latter case the evolution along the Killing
vector field rotates the cubic differential by multiplying it by unimodular complex constants, while in the
former case the cubic differential is preserved. Accordingly, the Killing vector field can again be represented
by a non-zero holomorphic function ψ satisfying (7), but equation (6) must be replaced by the equation
U ′ψ + 3Uψ′ = 0 (52)
in which the term responsible for the rotation of U is missing.
Again equation (52) has the special solution U ≡ 0 for every ψ. This case corresponds to cones which are
linearly isomorphic to the Lorentz cone L3.
In the sequel we assume that U is not identically zero on M . From (52) it follows that (Uψ3)′ =
(U ′ψ+ 3Uψ′)ψ2 = 0, and hence Uψ3 = const. By our assumption the constant must be non-zero and neither
U nor ψ can have zeros on M .
Now note that the product Uψ3 remains invariant under conformal isomorphisms of the domain M ,
because U is a cubic differential and ψ represents a vector field. We may therefore assume without loss of
generality that the domain M equals either the unit disc D or the complex plane C. We make again a case
by case study.
Case M = C: As we have seen in Section 4.1, the conformal automorphisms of C are generated by linear
vector fields ψ = cz + d. But ψ 6= 0 everywhere, hence c = 0, d 6= 0, and U = eiϕd−3 = const. By Lemma
7.2 the affine spheres corresponding to U ≡ const are asymptotic to the boundary of cones over a triangle,
and K is isomorphic to the orthant R3+.
Case M = D: As we have seen in Section 4.2, the conformal automorphisms of D are generated by a real 3-
dimensional Lie algebra of vector fields, whose canonical forms under the adjoint action of the automorphism
group are given by ψ1 = ic1z with c1 ∈ R \ {0}, ψ2 = − ic22 (z2 + 1) with c2 > 0, and ψ3 = σ(iz + 12 (z2 − 1))
with σ ∈ {−1, 1}. We shall consider these case by case.
Case 2.1: ψ = ic1z. This vector field has a zero at z = 0 ∈ D, a contradiction with the condition ψ 6= 0.
Case 2.2: ψ = − ic22 (z2 + 1). This leads to the solution U = γ(z2 + 1)−3, where γ = reiϕ is an arbitrary
non-zero complex constant. As in Section 4.2, we change the domain to the vertical strip {w ∈ C | |Rew| <
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4 r
1/3} of width l = pi2 r1/3 by the coordinate transformation w = r1/3 arctan z. This conformal isomorphism
transforms the pair (ψ,U) to (− ic22 r1/3, eiϕ). The Killing vector field then generates vertical shifts of the
strip, and the holomorphic function U becomes a unimodular constant. Condition (7) is then equivalent to
Imu′ = 0, implying that u does not depend on the imaginary part y of w = x+ iy. Hence u(w) = υ(x) for
some function υ on (− l2 , l2 ). Wang’s equation becomes
υ′′ = 2eυ − 4e−2υ, (53)
and the solution must be such that the metric eυdx2 is complete on the interval (− l2 , l2 ). In [26] it has been
established that the solution is of the form υ(x) = log(℘(x + β) + µ), where ℘ is the Weierstrass function
satisfying the differential equation (℘′)2 = 4℘3 − g2℘− g3, and β, µ are appropriate constants. Inserting the
solution into (53), we obtain the values g2 = 12µ
2, g3 = 8µ
3−4 for the invariants of the Weierstrass function.
The completeness condition entails that consecutive poles of eυ must be located at ± l2 . This yields β = l2 , and
µ > 2−2/3 has to be chosen such that the roots t1 > t2 > t3 of the cubic polynomial ϑ(t) = t3−3µ2t−2µ3 +1
satisfy the relation
√
t1−t3·l
2 =
∫ pi/2
0
dφ√
1− t2−t3t1−t3 sin
2 φ
.
Hence this case yields a 2-parametric family of semi-homogeneous cones. One parameter is the width l of
the interval of definition of υ, this is an arbitrary positive number. The other parameter is the argument ϕ of
the unimodular complex constant U , and it parameterizes an associated family of semi-homogeneous cones
for every given value of l. By a rotation of the domain by pi we change U to −U while leaving the metric
invariant. Therefore the dual pairs of cones corresponding to the parameter values (l, ϕ) and (l, ϕ + pi) are
isomorphic by a unimodular isomorphism. Invariance of the metric with respect to complex conjugation of
the domain implies that the cones corresponding to the parameter values (l, ϕ) and (l,−ϕ) are isomorphic
by an isomorphism with determinant −1. If ϕ = kpi for integer k, then U is a real function, and the solution
(u, U) satisfies the conditions of Lemma 6.11. Hence the cone corresponding to integer values of ϕpi possesses
an automorphism with determinant −1. The same holds for the cone corresponding to half-integer values of
ϕ
pi , as the corresponding solutions satisfy the conditions of Lemma 6.11 after a rotation of the vertical strip
by pi2 into a horizontal strip.
The boundary of the cones can be computed as in Section 7.2 by considering the asymptotics of the moving
frame F . Set ρ = x+ l2 , then we have the expansion e
υ = ρ−2+µ+O(ρ2) at ρ = 0. Set V =
 0 0 ρ0 1 0
−ρ−1 0 ρ−1

and G = FV −1. Then we obtain the equations
Gx = G
 O(ρ) 0 O(ρ)O(ρ) O(ρ2) O(ρ3)
cosϕ+O(ρ) O(ρ) O(ρ)
 , Gy = G
 0 1 +O(ρ2) 03µ
2 +O(ρ) O(ρ
2) 1 +O(ρ2)
− sinϕ+O(ρ2) 3µ2 +O(ρ) O(ρ2)
 .
Hence G0(y) = limρ→0G(ρ, y) exists for all y and its last column v(y) obeys the differential equation v′′′ −
3µv′+sinϕv = 0. However, we have limρ→0 ρ·f(ρ, y) = v(y) for the limit of the affine sphere f as the argument
approaches the left boundary of the strip, and the curve traced by the solution v(y) lies on the boundary of
the cone. In contrast to the case of the self-associated cones the differential equation on v obtained here has
constant coefficients. If 1 > 2 > 3 are the roots of the characteristic equation 
3 − 3µ + sinϕ = 0, then
the curve v is linearly isomorphic to the curve {v˜ = (e1y, e2y, e3y)T | y ∈ R}, which satisfies the relation
v˜2 = v˜
1/p
1 v˜
1/q
3 with p =
1−3
2−3 and q =
1−3
1−2 . For the right boundary we obtain similar results. The boundary
of the cone is hence composed of two analytic pieces, each of which is linearly isomorphic to a piece of the
boundary of the power cone with the same parameter p. The value p = 2 is achieved for sinϕ = 0, i.e., for
integer values of ϕpi , or equivalently for real U . For half-integer values of
ϕ
pi , i.e., for purely imaginary U , we
obtain a cone which is linearly isomorphic to the power cone Kp = {x ∈ R3 | |x2| ≤ x1/p1 x1/q3 , x1 ≥ 0, x3 ≥ 0}.
From the results in [26] it follows that the parameters p ∈ [2,+∞), c ∈ (− 2p2p−1 , 0] in [19] and [26] are
related to the parameters µ, ϕ in this paper by
µ = (p2 − p+ 1) ·
(
27c2(p− 1)4
4p2
+ (p− 2)2(2p− 1)2(p+ 1)2
)−1/3
, | tanϕ| = 2p(p− 2)(2p− 1)(p+ 1)
33/2c(p− 1)2 .
Here the parameter value (p, c) = (2, 0) corresponds to the Lorentz cone and is excluded from consideration.
65
Case 2.3: ψ = σ2 (z + i)
2. This leads to the solution U = γ(z + i)−6, where γ = ireiϕ is an arbitrary non-
zero complex constant. Now we change the domain to the right half-plane by the coordinate transformation
w = − r1/32 z−iz+i . This conformal isomorphism transforms the pair (ψ,U) to (− iσ2 r1/3, eiϕ). As in the previous
case the Killing vector field then generates vertical shifts of the half-plane, and the holomorphic function U
becomes a unimodular constant. Condition (7) again implies that u does not depend on y, and u(w) = υ(x)
for some function υ on (0,+∞). Wang’s equation again takes the form (53), and the solution must be such
that the metric eυdx2 is complete on the interval (0,+∞). This solution has been found in [26] and is
explicitly given by υ(x) = 2−2/3(2 + 3
sinh2 2−1/331/2x ).
We obtain a 1-parametric family of mutually associated cones, parameterized by the angle ϕ. In this
case there does not exist any biholomorphism of the right half-plane that takes U to −U while preserving
the metric. Hence the corresponding cones are not isomorphic to their dual by a unimodular isomorphism.
However, similar to the previous case the cones corresponding to the parameter values (l, ϕ) and (l,−ϕ) are
isomorphic by an automorphism of R3 with determinant −1. The cones corresponding to integer values of ϕpi
possess an automorphism with determinant −1, and the cones corresponding to half-integer values of ϕpi are
isomorphic to their dual by an isomorphism with determinant −1.
The analysis of the left boundary of the half-plane is similar to the previous case, with the parameter µ
taking the value 2−2/3. For | sinϕ| < 1 the characteristic equation 3−3 ·2−2/3+sinϕ = 0 has three distinct
roots and the corresponding boundary piece is linearly isomorphic to a piece of the boundary of the power
cone. For sinϕ = 1 we get the roots 1 = 2 = 2
−1/3, 3 = −22/3. Hence the curve v is linearly isomorphic
to {e1y(1, y, e(3−1)y)T | y ∈ R}, and its conic hull is linearly isomorphic to the conic hull of the epigraph of
the exponential function. For sinϕ = −1 we obtain a similar result. The analysis of the right boundary is
similar to that in [14]. Approaching infinity along radial directions yields a polyhedral boundary piece with
one or two segments, depending on the sign of ImU .
Indeed, in [26] the cones in this family have been identified as follows. If ReU > 0, then K is linearly
isomorphic to K+p = {x ∈ R3 | 0 ≤ x2 ≤ x1/p1 x1/q3 , x1 ≥ 0, x2 ≥ 0}, where p ∈ [2,+∞) is such that
U =
(√
3±(2p−1)i
2
√
p2−p+1
)3
and 1q +
1
p = 1. If U = ± i2 , then K is linearly isomorphic to the cone over the epigraph
of the exponential function. If ReU < 0, then K is linearly isomorphic to the closure K−p of the conic set
{x ∈ R3 | −∞ < x2 ≤ x1/p1 x1/q3 , x1 ≥ 0, x2 ≥ 0}, where p, q are given by a similar formula.
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