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Distributed Bayesian Matrix Decomposition for
Big Data Mining and Clustering
Chihao Zhang, Yang Yang, Wei Zhou and Shihua Zhang*
Abstract—Matrix decomposition is one of the fundamental tools to discover knowledge from big data generated by modern
applications. However, it is still inefficient or infeasible to process very big data using such a method in a single machine. Moreover, big
data are often distributedly collected and stored on different machines. Thus, such data generally bear strong heterogeneous noise. It
is essential and useful to develop distributed matrix decomposition for big data analytics. Such a method should scale up well, model
the heterogeneous noise, and address the communication issue in a distributed system. To this end, we propose a distributed
Bayesian matrix decomposition model (DBMD) for big data mining and clustering. Specifically, we adopt three strategies to implement
the distributed computing including 1) the accelerated gradient descent, 2) the alternating direction method of multipliers (ADMM), and
3) the statistical inference. We investigate the theoretical convergence behaviors of these algorithms. To address the heterogeneity of
the noise, we propose an optimal plug-in weighted average that reduces the variance of the estimation. Synthetic experiments validate
our theoretical results, and real-world experiments show that our algorithms scale up well to big data and achieves superior or
competing performance compared to other distributed methods.
Index Terms—Distributed algorithm, Bayesian matrix decomposition, clustering, big data, data mining
F
1 INTRODUCTION
B IG data emerge from various disciplines of sciences with thedevelopment of technologies. For example, different types of
satellite platforms have generated vast amounts of remote sensing
data, and high-throughput sequencing technologies provide large-
scale transcriptomic data. Such data are usually organized in the
matrix form and are generally redundant and noisy. Therefore,
matrix decomposition becomes one of the fundamental tools to
explore the data. The history of matrix decomposition dates back
to more than one century ago when Pearson invented principal
component analysis (PCA) [1]. Since then, matrix decomposition
has been extensively studied due to its effectiveness and is still an
active topic today. The conceptual idea of matrix decomposition is
that the primitive big and noisy data matrix can be approximated
by the product of two or more compact low-rank matrices. Math-
ematically, given the observed data matrix X ∈ Rm×n, matrix
decomposition methods consider
min
W ,H
D(X||WH), (1)
where W ∈ Rm×r, H ∈ Rr×n, and D is a divergence function.
Typically, r  min(m,n), and thus W and H are the compact
basis and coefficient matrices, respectively.
Matrix decomposition methods are flexible by imposing differ-
ent restrictions or regularizers on W , H , and choosing different
divergence functions. From the view of minimization of the
reconstruction error [2], PCA is merely the matrix decomposition
method with the Frobenius norm as the divergence function
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‖X −WH‖2F . It is known that PCA is sensitive to gross errors.
Shen et al. [3] developed a robust PCA by replacing the Frobenius
norm with L1-norm. Min et al. [4] imposed group-sparse penalties
on SVD to account for prior group effects. The famous clustering
algorithm k-means can also be understood as a matrix decompo-
sition method. If we choose the Frobenius norm as the divergence
function and restrict H such that its each column indicates the
cluster membership by a single one, then Eq. (1) is exactly the
k-means method. Moreover, it is common that the primitive data
are naturally nonnegative, such as images and text corpus. Hence,
the nonnegative matrix factorization (NMF) has been explored
[5], [6]. NMF restricts both W and H to be nonnegative. The
negativeness enhances the interpretability of the model and leads
to part-based feature extraction and sparseness [6]. Therefore,
NMF gets popular and has many variants developed, including
sparse NMF [7], [8] and graph regularized NMF [9], [10], [11].
However, the standard matrix decomposition methods are
prone to overfitting the observed matrix that is noisy and has
missing values. The imposed regularizers can reduce the risk of
overfitting, but their parameters require carefully tuning. Bayesian
matrix decomposition addresses this problem by incorporating
priors into the model parameters. Tipping and Bishop [12] first
proposed the probabilistic PCA (PPCA) and showed that PPCA is
a latent variable model with independent and identical distribution
(IID) Gaussian noise. The probabilistic treatment permits various
extensions of PCA [13], [14], [15], [16]. Analogous to Bayesian
PCA, the Bayesian treatments for k-means [17], NMF [18], [19]
have also been explored. In collaborative filtering, Salakhutdi-
nov and Mnih [20] proposed the Bayesian probabilistic matrix
factorization (BPMF). One of the appealing characteristics of
the Bayesian approach is that it gives the flexibility to design
different matrix decomposition methods by choosing appropriate
distributions for priors and noise. Saddiki et al. [21] proposed
a mixed-membership model named GLAD that employs priors
of Laplace and Dirichlet distribution on W and columns of
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H , respectively. Multi-view data collected from different sources
are now ubiquitous, and bear distinctly heterogeneous noise
[22]. Such data from different sources are complementary, and
thus computational methods for integrative analysis are urgently
needed. Some matrix decomposition methods for multi-view data
integration have been explored [23], [24], [25], [26]. Typically,
those algorithms assume that the data matrices share a common
basis matrix (or coefficient matrix), enabling the methods to
perform an integrative analysis. To reveal the common and specific
patterns simultaneously, Zhang and Zhang [27] proposed common
specific matrix factorization (CSMF) by decomposing the data
matrices into common and specific parts. However, few of the
existing methods consider the heterogeneity of the noise, and thus
the data view of high noise may affect the analysis of that of low
noise. To address this problem, Zhang and Zhang [28] employed
the Bayesian approach and extended GLAD to Bayesian joint
matrix decomposition (BJMD). Their experiments showed that
considering the heterogeneous noise leads to superior performance
in clustering. But theoretical analysis is still lacking.
The matrix decomposition methods mentioned above have
little relevance to the underlying computational architecture. They
assumed that the program is running on a single machine, and
an arbitrary number of data points are accessible instantaneously.
However, the huge size of data often makes it impossible to handle
all of them on a single machine. Many applications collect data
distributedly from different sources (e.g., labs, hospitals). The
communication between them is expensive due to the limited
bandwidth, and direct data sharing also raise privacy concern.
Moreover, data collected from different sources often bear strong
heterogeneous noise. Therefore, developing efficient matrix de-
composition methods in a distributed system is essential. The
commonly used computation architecture is that the overall data
X ∈ Rm×n is distributed onto C node machines that are
connected to a central processor. The desired methods should
scale up well to distributed big data, communicate efficiently,
and adequately tackle the heterogeneity of the noise. Researchers
have developed many distributed matrix decomposition methods
including distributed k-means [29], [30], distributed BPMF [31],
[32], [33], distributed NMF [34], [35], [36], and so on. Developing
efficient distributed algorithms for matrix decomposition methods
should account for the partition strategy of the distributed data
and then adopt an appropriate optimization strategy. For example,
when the number of instances n is vast, and the number of
features is small or moderate, i.e., the transposition of the data
matrix X is tall-and-skinny, it is usually convenient to split
X over columns. We should then consider which optimization
strategy is suitable for current partitioned data. However, few
studies explored different optimization strategies and elaborated
their difference. Even more serious is that few methods tackle the
heterogeneity of noise among the distributed data.
To this end, we propose a distributed Bayesian matrix de-
composition model (DBMD) that extends the BJMD for big data
clustering and mining. We limit our scope to the data matrix
whose transposition is tall-and-skinny, distribute it by columns
onto node machines, and then focus on the optimization strategies
for solving DBMD. Specifically, we adopt three strategies to
implement the distributed computing, including 1) the accelerated
descent gradient (AGD), 2) the alternating direction method of
multipliers (ADMM), and 3) the communication-efficient accurate
statistical estimation (CEASE), and then investigate their conver-
gence behavior in the distributed setting. To tackle the heteroge-
neous noise, we propose an optimal plug-in weighted average that
minimizes the variance of the estimation. Extensive experiments
verify our theoretical results, and the real-world experiments show
the scalability and the effectiveness of our methods.
The contributions of this paper are as follows: 1) We propose
a scalable distributed Bayesian matrix decomposition model for
one big data matrix whose transposition is tall-and-skinny; 2) We
adopt three optimization strategies and elaborate their differences
in both empirical and theoretical perspectives; 3) We propose a
flexible weighted average to tackle the heterogeneous noise and
provide the theoretical result that is lacked in [28].
2 PRELIMINARIES AND NOTATIONS
Throughout this paper, we use three standard mathematical nota-
tions including lightface lowercase (x), boldface lowercase (x),
boldface uppercase (X) characters to represent scalars, vectors
and matrices, respectively. xi·, x·j , xij represent the i-th row, the
j-th column, and the entry of the i-th row and the j-th of the
matrix X , respectively. Given a sequence of matrices {Xc}Cc=1,
we use the following notations: (xi·)c, (x·j)c, (xij)c to denote
the corresponding row, column and entry in the c-th matrix Xc.
X¯c =
∑C
c=1Xc/C is the average of the matrix sequence{Xc}Cc=1. c ∈ [C] indicates that c ∈ {1, 2, . . . , C}.
Suppose a matrix variate function f : Rm×n → R is convex
and differentiable, and let ∇f denote the gradient of f . We say
that f is strongly convex with parameter µf > 0, if for all X ,
Y ∈ Rm×n
f(X) ≥ f(Y ) + 〈Y ,X − Y 〉+ µf
2
‖X − Y ‖2F . (2)
When ∇f is Lipschitz continuous with parameter Lf , we then
have
‖∇f(X)−∇f(Y )‖F ≤ Lf ‖f(X)− f(X)‖F . (3)
We denote the ratio of Lf to µf as κf = Lf/µf if it exists.
3 RELATED WORK
3.1 Bayesian Matrix Decomposition
Due to the flexibility and the effectiveness of Bayesian matrix
decomposition, there have been a number of studies since PPCA
was developed in 1999 [12]. At the same year, Bishop proposed
the Bayesian PCA [13], which can automatically determine the
number of retained principal components. To account for the
complex type of noise in the real-world, PCA with exponential
family noise [14], [16] and its Bayesian variants have also been
proposed [15].
Similar to the Bayesian PCA, Bayesian k-means has also
been proposed and it can automatically determine the number
of clusters [17]. Salakhutdinov and Mnih proposed the Bayesian
probabilistic matrix factorization (BPMF) for predicting user pref-
erence for movies [20], which places the Gaussian priors over
both the basis and coefficient matrices. Moreover, Saddiki et al.
proposed GLAD that utilized three typical distributions as priors
[21] in a more flexible manner.
Very recently, Zhang and Zhang proposed BJMD to tackle
the heterogeneous noise of multi-view data [28]. Let’s denote
the multi-view data as Xc, c ∈ [C], where Xc ∈ Rm×nc
indicates the data collected is from the c-th source. BJMD assumes
that the observed data matrices Xc share the same basis matrix
W and different coefficient matrices Hc and use the Gaussian
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distributions of different variances to model the heterogeneity of
the noise. Similar to GLAD, BJMD puts the Laplace prior onto
the basis matrix W to pursue sparsity and the Dirichlet prior
onto the columns ofHc to enhance the interpretability. Moreover,
two efficient algorithms via variational inference and maximum a
posterior respectively have been developed for solving it. They are
much faster than GLAD, and thus are applicable to relatively large
data. But BJMD is still a single machine methodology.
3.2 Distributed Matrix Decomposition
It is known that a proper initialization for the k-means algorithm
is crucial for obtaining a good final solution. But the typical
single machine initialization algorithms such as k-means++ [37]
are sequential, which limits its applicability to big data. Generally,
scaling the k-means algorithm to distributed data is relatively
easy due to its iterative nature. Distributed k-means algorithms
often split data by samples. The distributed versions of k-means
often focus on reducing the number of passes needed to obtain
a good initialization by sampling, e.g., DKEM [29] and scalable
k-means++ [30].
Recently, Yu et al. proposed a distributed BPMF by splitting
the data by samples and employed a stochastic alternating di-
rection method of multipliers (ADMM) to solve it [31]. But it
is common in the filtering collaborative that the user-item data
X ∈ Rm×n are very spare and of large m and n. Splitting X
by rows is only efficient for the tall-and-skinny matrix due to the
communication load. To reduce the communication load, some
studies split the data matrix X over both columns and rows, and
then store the blocks of X distributedly on node machines [32],
[33]. Then they employed distributed Monte Carlo Markov Chain
methods (MCMC) for inference. There also exist distributed NMF
variants that split X into blocks [34], [36]. Moreover, Benson et
al. proposed an approximated and scalable NMF algorithm for
tall-and-skinny matrices. Inspired by Donoho and Stodden [38],
they assume that the matrix X is nearly separable, i.e.
X = X(:,K)H +E, (4)
where K is an index set with size r, X(:,K) is the submatrix
of X restricted to the columns indexed by K, and E is a noise
matrix. This algorithm only requires one round iteration [35].
4 DBMD
4.1 Model Construction
Suppose that the data matrixX ∈ Rm×n, where m is the number
of features, n is the number of samples and n  m. Since n is
very large, X cannot be handled by a single machine. Therefore,
X is split by columns and distributedly stored on C machines:
{Xc}Cc=1, where Xc ∈ Rm×nc and
∑C
c=1 nc = n. Inspired by
a recent study [28], we assume that {Xc}Cc=1 share the same basis
matrix W and are generated as follows
Xc = WHc +Ec, (5)
where W ∈ Rm×r , Hc ∈ Rr×nc and Ec is the IID Gaussian
noise, (eij)c ∼ N(0, σ2c ). We further put a zero-mean Laplace
prior on W to enforce its sparsity
wik ∼ p(wik|0, λ0), (6)
where the density function
p(y|µ, λ) = 1
2λ
exp
(
−|y − µ|
λ
)
. (7)
We put a Dirichlet prior Dir(α0) on each column (h·j)c of Hc
(h·j)c ∼ p((h·j)c|α0), (8)
where α0 > 0 is a r-dimensional vector and the density function
of Dir(α0) is
p(y|α0) = Γ(
∑r
i=1 αi)∏r
i=1 Γ(α0i)
r∏
i=1
yαi−1i . (9)
The support of the Dirichlet is y1, . . . , yr , where yi ∈ (0, 1) and∑r
i=1 yi = 1, which is a unit simplex. Note that the Dirichlet
prior restricts the Hc to be non-negative and the columns sum
of Hc all equal one. Therefore, (h·j)c can be interpreted as a
vector indicates the membership of clusters. The Gaussian noise
c models the noise level in the corresponding Xc
c ∼ p(c|0, σ2c ), (10)
where
p(y|µ, σ2c ) =
1√
2piσc
exp
(
− (y − µ)
2
2σ2c
)
. (11)
We are interested in the posterior of W and Hc. By the
Bayes’ theorem, it is proportional to the complete likelihood,
which can be written as
p(W ,H1, . . . ,HC , σ
2
1 , . . . , σ
2
C ,X1, . . . ,XC ;λ0,α0)
=p(W ;λ)
C∏
c=1
p(Xc|W ,Hc, σ2c )p(Hc;α0).
(12)
Maximum a posterior can then be formulated as minimizing the
negative log likelihood
min
W ,Hc
C∑
c=1
1
2σ2c
||Xc −WHc||2F +
1
λ0
||W ||1
−
C∑
c=1
∑
k,j
(α0k − 1) ln(hkj)c +
C∑
c=1
mnc lnσc
s. t.
r∑
k=1
(hkj)c = 1, (hkj)c > 0,
(13)
where the first term is essentially the weighted sum of the
goodness of the approximations across the C node machines. Intu-
itively, the weight 1/2σ2c gives higher importance to the clean data
(σ2c is small) and lower importance to the noisy data. The second
term is the L1-norm regularizer, which enforces the sparsity of the
basis matrix W . The third term is due to the Dirichlet prior and
regularizes the coefficient matrices {Hc}Cc=1. Specifically, the
third term is minimized when (hkj)c = α0k/
∑r
k=1 α0k, which
is the expectation of the Dirichlet prior. Therefore, the third term
enforces (h·j)c to the prior and reduces the risk of overfitting.
For the ease of presentation, we denote α = α0 − 1, λ =
1/λ0 and set σc = 1 (we will discuss the situation where σc is
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inferred later ). Let’s rewrite the optimization problem in Eq. (13)
as follows
min
W ,Hc
C∑
c=1
1
2
||Xc −WHc||2F + λ||W ||1
−
C∑
c=1
∑
k,j
αk ln(hkj)c
s. t.
r∑
k=1
(hkj)c = 1, (hkj)c > 0.
(14)
Note that Eq. (14) is bi-convex to W and Hc. A common
approach is to update W and Hc alternatively.
4.2 Accelerated Gradient Decent Optimization
Recall that {Xc}Cc=1 is distributedly stored on C node machines.
We store the corresponding Hc on the c-th node machines and
store W on the central processor. Then we can easily adopt
the maximum a posterior algorithm in [28] to solve Eq. (14) by
updating W and {Hc}Cc=1 alternatively. Specifically, we update
W with other parameters fixed
min
W
1
2
||Xc −WHc||2F + λ||W ||1. (15)
Let’s denote f(W ) =
∑C
c=1 fc(W ), fc(W ) =
1
2 ‖Xc −WHc‖2F and g(W ) = λ ‖W ‖1. The objective
function Eq. (15) consists of the non-smooth L1-norm regularizer
g(W ) and the quadratic loss terms. Therefore, it can be
efficiently solved by the fast iterative shrinkage-thresholding
algorithm (FISTA) [39]. FISTA is an accelerated gradient decent
(AGD) algorithm and enjoys a quadratic convergence rate.
Specifically, we construct two sequences {Y k} and {W k}, and
alternatively update them
W k = arg min
W
g(W ) +
L
2
∥∥∥∥W − (Y k − 1L∇f˜c(Y k)
)∥∥∥∥2
F
(16)
and
Y k+1 = W k +
νk − 1
νk+1
(W k −W k−1), (17)
where Lf =
∥∥∥∑Cc=1HcHTc ∥∥∥
2
> 0 is the Lipschitz constant
of
∑
c∇fc(W ). W k contains the approximate solution by
minimizing the proximal function. Eq. (16) has the closed-form
solution
W k = Sλ/L
(
Y k − 1
L
∑
c
∇f c(Y k)
)
.
where
Sλ/L(X) = sign(X) ◦max(|X| − λ/L, 0),
is the soft thresholding operator, and ◦ is the Hadamard product.
Y k+1 stores the search point constructed by linearly combining
the latest two approximate solutions, i.e., W k−1 and W k. The
combination coefficient νt+1 was carefully designed in [39] as
follows
νk+1 =
1 +
√
4ν2k + 1
2
. (18)
At each iteration, we broadcast the current Y k to all node ma-
chines and compute the gradients. Then we collect the computed
Algorithm 1 Updating W with AGD
Input: Initial W 0, Y 0 = W 0, k = 0, ν0 = 1
1: repeat
2: Each node machine computes ∇fc(Y k) and sends to the
central processor
3: The central processor computes
W k = Sλ/L
(
Y k − 1
L
∑
c
∇f c(Y k)
)
.
4: The central processor computes νk+1 =
1+
√
4ν2k+1
2
5: The central processor computes
Y k+1 = W kc +
νk − 1
νk+1
(W kc −W k−1c )
and broadcasts to the node machines
6: k ← k + 1
7: until Convergence.
gradients to the central processor and update W k. We iteratively
update W k and Y k until it converges.
Updating {Hc}Cc=1 is straightforward. We broadcastW from
the central processor to the node machines, and then we can adopt
the same algorithm in [28] to solve the following problem
min
Hc
1
2
||Xc −WHc||2F −
C∑
c=1
∑
k,j
αk ln(hkj)c
s. t.
r∑
k=1
(hkj)c = 1, (hkj)c > 0,
(19)
with respect to Hc in parallel.
Note that solving Eq. (19) requires no data communication.
Therefore, it has no difference from the single machine algorithm.
However, one concern arises when we update W in a distributed
system, broadcasting W to the node machines and collecting the
gradients from the node machines can be very time-consuming.
The speed of inter-node communication can be much slower than
that of intra-node computation in the distributed system [40].
Therefore, the data communication is often the bottleneck of the
distributed algorithm and updating W requires carefully consid-
eration. The algorithm of updating W with AGD is summarized
in Fig. 1A and Algorithm 1. In the following, we discuss how to
design two efficient algorithms from optimization and statistical
perspectives, respectively.
4.3 Efficient Distributed Optimization
We adopt the ADMM to implement the algorithm of updatingW .
Note that W in Eq. (15) is a global variable. We formulate the
following optimization problem
min
W ,W c
C∑
c=1
1
2
||Xc −W cHc||2F + λ||W ||1
s. t.W c = W ,
(20)
where W is the consensus variable. One can easily verify that
Eq. (20) is equivalent to Eq. (15). Let’s write down its augmented
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Fig. 1. Illustration of updatingW . AGD optimizesW on the central processor. ADMM and CEASE updateW c on the node machines and aggregate
them on the central processor. The steps at each round of iteration are numbered sequentially.
Lagrangian
Lρ(W ,W c,U c) =
C∑
c=1
1
2
‖Xc −W cHc‖2F + λ ‖W ‖1
+
C∑
c=1
〈U c,W −W c〉+ 1
2
ρ
C∑
c=1
‖W −W c‖2F ,
(21)
where ρ > 0 is the penalty parameter, andU c is the corresponding
dual variables. W is the global variable stored on the central
processor, and W c, U c, Hc are locally stored on the node
machines. The ADMM at the (k + 1)-th iteration consists of the
following steps
W k+1c = arg min
W c
Lρ(W
k,W c,U
k
c ), (22)
W k+1 = arg min
W
Lρ(W ,W
k+1
c ,U
k
c ), (23)
Uk+1c =U
k
c + ρ(W
k+1 −W k+1c ). (24)
Both Eq. (22) and Eq. (23) have the closed-form solutions
W k+1c =
(
XcH
T
c +U
k
c
ρ
+W k
)(
Ir +
HcH
T
c
ρ
)−1
,
(25)
W k+1 =Sλ/Cρ(W¯ k+1c − U¯kc/ρ), (26)
where Sλ/Cρ is the soft thresholding operator with parameter
λ/Cρ. Now, W c is optimized locally on the node machines
in parallel and requires no data communication. U c is also
locally optimized in parallel. The only step that involving data
communication is updating the global variable W . It is simply
W¯
k+1
c − U¯kc/ρ and taking soft thresholding operation. We
compute W kc − Ukc on each node machine in parallel and then
aggregate the results on the central node. We then apply the
thresholding operator to obtain the new W and broadcast it to
all node machines. Note that at each iteration, we only need to
collect and broadcast a matrix of size m × r. Therefore, the data
Algorithm 2 Updating W with ADMM
Input: initial W 0, W 0c , U
0
c , ρ, k = 0
1: repeat
2: Computes W kc by Eq. (25) on each node machine
3: Computes W c −Ukc/ρ in each node machine and sends
to the central processor
4: The central processor obtains W k+1 by aggregating
W k+1 = Sλ/Cρ(W¯ k+1c − U¯kc/ρ)
5: k ← k + 1
6: until Convergence
communication load has been significantly reduced. The algorithm
of updating W with ADMM is summarized in Fig. 1B and
Algorithm 2.
4.4 Efficient Distributed Statistical Inference
We can also solve Eq. (15) from a statistical perspective. Recent
advances on distributed statistical inference [41], [42] provide
us with powerful tools. Here we use the CEASE to develop an
efficient distributed statistical procedure due to its effectiveness.
Let W at the k-th iteration be W k. Following the scheme of
CEASE, each node machine computes
W kc = arg min
W
f˜c(W ), (27)
where
f˜c(W ) = fc(W )− 〈∇fc(W k)−∇f(W k),W 〉
+
γ
2
∥∥∥W −W k∥∥∥2
F
+ g(W ),
(28)
where γ ≥ 0 is the parameter of the proximal point algorithm.
It is notably that the fc(W ) − 〈∇fc(W k) − ∇f(W k),W 〉 is
referred as the gradient-enhanced loss (GEL) function, in which
the loss of the local data Xc is enhanced by the global gradient
∇f(W k). Conceptually, the global gradient adaptively enhances
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Algorithm 3 Updating W with CEASE
Input: initial W 0, W 0c , γ, k = 0
1: repeat
2: Computes ∇fk(W k) on each node machine and sends to
the central processor
3: The central processor computes ∇f(W k) =
1/C
∑C
c=1∇fk(W k) and broadcasts to node machines.
4: ComputesW kc on each node machine by FISTA and sends
to the central processor
5: The central processor aggregates W k+1 = W¯
k
c
6: k ← k + 1
7: until Convergence
the similarity of the fc and thus accelerates the convergence. This
idea of using GEL has also been explored in [41], [43]. When
λ = 0, there exists a closed-form solution. While λ > 0, Eq.
(27) consists of the non-smooth L1-norm regularizer g(W ) and
the remaining smooth terms that are merely sums of the quadratic
loss term and the linear terms. It can also be efficiently solved by
FISTA. The optimizing of W kc requires no data communication.
The central processor collects W kc and aggregates by taking av-
erage W k+1 = 1C
∑C
c=1W
k
c . The whole algorithm of updating
W with CEASE is summarized in Fig. 1C and Algorithm 3. The
data communication load of CEASE is twice of the ADMM due
to additionally broadcasting and sending ∇f(W k).
4.5 Tackle the Heterogeneous Noise
ADMM and CEASE do not account for the heterogeneity of
the noise. Fortunately, they can be easily extended by plugging
in the weighted average to achieve that. Given W c and Hc,
the variance of the noise of each Xc is computed by σ2c =
‖Xc −W cHc‖2F /mnc, which can be derived by the maximum
likelihood as showed in [28]. Then Hc can be separately updated
on each node machine, and thus different noise levels will not
influence the results. However, aggregating W c corresponding
to different levels of noise by taking average is problematic. Let’s
consider the ADMM algorithm. Intuitively,W c inferred fromXc
of lower noise is more believable. Inspired by [28], we adopt the
weighted average to aggregate W c
W˜ c =
C∑
c=1
1/σ2c∑C
c=1 1/σ
2
c
W c. (29)
Note that the weight of W c with small variance σ2c is higher.
CEASE can also be easily modified by plugging in the weighted
average. Note that CEASE takes the average of both the gradients
∇fk(W k) (Algorithm 3, line 3) andW c (Algorithm 3, line 5) on
the central processor. Thus, we can also use the weighted average
versions to aggregate the gradients and W c, respectively.
4.6 Computational Remarks on Updating W
4.6.1 The Optimality of the Weighted Average
Assumption 1. Xc follows the matrix normal distribution with
isotropic covariances,Xc ∼MN (X∗c , σcI, σcI).
Assumption 2. {Hc}Cc=1 are of the same size and each column of
Hc follows the same distribution and the expectation E(HcH
T
c )
exists.
Note that the Assumption 1 is equivalent to the generation
process Eq. (5). The estimated W˜ and W¯ are also random
matrices. We use the sum of the entry-wise variances to measure
the variances, e.g., var(W˜ ) =
∑
i,k var(w˜ik). For convenience,
we assume that {Hc}Cc=1 are of the same size.
Theorem 1. Let Assumptions 1 and 2 hold and let λ = 0 and
k →∞. The variance ratio
var(W˜ )
var(W¯ )
=
∑
c C/(1/σ
2
c )∑
c σ
2
c/C
≤ 1 (30)
The equality reaches if and only if all σ2c are equal. Moreover, the
W˜ is the optimal weighted average that minimizes the variance.
Proof. We first consider the ADMM algorithm. Both f and g are
closed, proper and convex. A previous study [44, Section 3.2.1]
has shown that the dual variable U c converges to U
∗
c with k →
∞. So we treat U∗c as a constant matrix. Note that
XcH
T
c /ρ ∼MN (X∗cHTc /ρ, σcI/ρ, σcHTcHc/ρ). (31)
Based on the Eq. (22) and the property of the matrix normal
distribution, we have
var(W c) = σ
2
c tr(I ⊗ΛcHTcHcΛc), (32)
where Λc = (I +HcH
T
c )
−1. The variance ratio
var(W˜ )
var(W¯ )
=
∑
c
1/σ4c
(
∑
c 1/σ
2
c)
2 var(W c)∑
c
1
C2 var(W c)
=
∑
c
1/σ2c
(
∑
c 1/σ
2
c)
2 tr(ΛcH
T
cH
T
c Λc)∑
c
σ2c
C2 tr(ΛcH
T
cH
T
c )
=
∑
c C/(1/σ
2
c )∑
c σ
2
c/C
≤ 1
(33)
Based on the inequality of arithmetic and geometric means, the
ration is not greater than 1.
Then we prove the optimality. Consider minimizing the vari-
ance of the weighted average vcW c.
min
∑
c
v2cσ
2
ca, (34)
with v ≥ 0,∑c vc = 1. Denote a = tr(ΛcHTcHTc ). Eq. (34) is
a constrained quadratic programming. The KKT condition
vcσ
2
ca− µ = 0, c ∈ [C] (35)
where µ > 0 is the dual variable of the Lagrangian. Then
vi =
1/σ2c∑
c 1/σ
2
c
and µ = a∑
c 1/σ
2
c
is the solution of the system
of equations.
Note that the numerator is the harmonic average of σ2c and the
denominator is the arithmetic average of σ2c . Theorem 1 shows
that the weighted average W˜ can reduce the variance of W¯ , and
the weights are optimal. The result holds for both ADMM and
CEASE algorithms. When {Hc}Cc=1 are of different size, there
exists similar result that can be proved with the same procedure.
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4.6.2 Convergence Rate
In this section, we discuss the convergence rate of updatingW . In
particular, we concern about the effect of the number of instances
increasing on the convergence rate.
Lemma 1. f(W ) is strongly convex with parameter µf =
σmin(
∑C
c=1HcH
T
c ), and ∇f(W ) is Lipschitz continuous with
parameter Lf = σmax(
∑C
c=1HcH
T
c ), where σmin(A) and
σmax(A) indicate the smallest and the largest eigenvalue of matrix
A, respectively. The ration κf = Lf/µf exists.
Proof. f(W ) is twice differentiable and we have
∇f(W ) =
C∑
c=1
(WHc−Xc)HTc ,∇2f(W ) =
C∑
c=1
(HcH
T
c )⊗I
(36)
Note that
∇2f(W )  σmin
(
C∑
c=1
HcH
T
c
)
I (37)
It implies that f(W ) is strongly convex with parameter µf =
σmin(
∑C
c=1HcH
T
c ). For ∀W ,Y ∈ Rm×r , we have
‖∇f(W )−∇f(Y )‖F =
∥∥∥∥∥(W − Y )
C∑
c=1
HcH
T
c
∥∥∥∥∥
F
≤ Lf ‖W − Y ‖F ,
(38)
where Lf = σmax(
∑C
c=1HcH
T
c ). ∇f(W ) is Lipschitz contin-
uous with parameter Lf .
Lemma 2. There exists δ > 0, such that∥∥∇2f(W )−∇2fc(W )∥∥F ≤ δ holds for all c ∈ [C]
andW ∈ Rm×r .
Lemma 1 and 2 characterize the smoothing part of the objec-
tive function. Suppose that the Assumption 2 holds. It is easy to
verify that Lf and µf grow linearly with the increasing of the
number of instances (nc) in each node machine.
Proof. Note
∥∥∇2f(W )−∇2fc(W )∥∥2 =
∥∥∥∥∥∥
∑
l 6=c
H lH
T
l ⊗ I
∥∥∥∥∥∥
2
= δc.
(39)
Thus, there exists and δ = max{δc}Cc=1.
The FISTA algorithm is known to have a quadratic conver-
gence rate [39, Theorem 4.4]. But the contraction factor was not
given in this work. Tao et al [45, Thereom 5.5] provided the
contraction factor τ1 of the local convergence. The contraction
factor of FISTA, τ1 depends on the structural parameter κf . The
contraction factor of the CEASE algorithm was given in [42,
Theorem 3.1].
Theorem 2. Consider {W k} generated by Algorithm 3. Suppose
that δ2/(µf + γ)2 < µf/(µf + 2γ). We have∥∥∥W k+1 −W ∗∥∥∥
F
≤
∥∥∥W k −W ∗∥∥∥
F
τ3, (40)
where W ∗ is the KKT point, τ3 =
δ
√
µ2f+2γµf+γ
(µf+γ)2
< 1 is the
contraction factor.
Theorem 2 implies that the CEASE algorithm converges faster
with nc increasing. It is intuitive that the estimation of W in the
TABLE 1
Complexity and Communication Load of UpdatingW
Complexity Communication load
AGD O(q1C(mnr +mr2)) 2q1mr
ADMM O(q2C(mnr +mr2 + r3)) 2q2mr
CEASE O(tq3C(mnr +mr2)) 4q3mr
node machine, i.e., W kc , is more accurate when nc is sufficiently
large. Therefore, it takes fewer rounds of aggregation before the
algorithm converges. But it is not the case for the AGD algorithm,
the structural parameter κf remains stable with nc increasing (Fig.
3, right). So we do not expect Algorithm 1 converges faster with
nc increasing.
4.6.3 Computational Complexity and Communication Load
We focus on the computational complexity and communication
load of updating W until convergence of the three algorithms.
Suppose that the AGD, ADMM and CEASE algorithms stop in
q1, q2 and q3 iterations, respectively. Computing the gradients on
C machines is O(C(mnr + mr2)), and then the complexity of
AGD is O(C(mnr + mr2)). AGD needs to collect the gradient
and then broadcast the updated W , so the communication load is
2q1mr. One iteration of ADMM involves matrix multiplication,
soft thresholding and computation of the inverse of matrices of
size r× r, and thus has the complexity O(C(mnr+mr2 + r3)).
The total complexity is O(q2C(mnr+mr2 +r3)). ADMM only
collects and broadcasts a matrix of m× r. So, the communication
load of ADMM is 2q2mr. CEASE computes the W c by FISTA.
Suppose FISTA stops in t iterations, and then the complexity
of CEASE is O(tq3C(mnr + mr2)). CEASE broadcasts and
collects both the gradients and W c, so the communication load
is 4q3mr. Table 1 summarizes the complexity and the commu-
nication load of updating W for all the tree algorithms. Both
ADMM and CEASE introduce the auxiliary variable W c on the
node machines to reduce the communication load, and they have
to pay the extra computational cost.
5 EXPERIMENTAL RESULTS
We first evaluated the three algorithms on synthetic data to
verify the theoretical analysis of updating W . Then we applied
the proposed methods to real-world datasets for clustering and
compared them with the distributed k-means and Scalable-NMF.
The synthetic experiments were performed on a desktop computer
with a 2GHz Intel Xeon E5-2683 v3 CPU, a GTX 1080 GPU card,
16GB memory, and the real-world experiments were performed
on a small spark cluster with six machines (one central processor
and the rest are node machines). Each machine is equipped with
a Intel i7 CPU and 16GB memory. We allow each physical
machine runs two virtual machines at most. Therefore, there
are at most 10 node machines. The source code is available at
https://github.com/zhanglabtools/dbmd.
5.1 Synthetic Experiments
We generate the basis matrix W ∈ Rm×r inspired by [46]
wik =

a, 1 + (k − 1)(l − coh) ≤ i ≤ l + (k − 1)(l − coh)
k ∈ [r]
0, otherwise
(41)
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Fig. 2. The variance ratio var(W˜ )/ var(W¯ ) on a series of synthetic datasets {Xc}5c=1, where the noise level σc = 1, c ∈ [4], and σ5 increases
from 1 to 10.
Fig. 3. The lognc versus the largest eigenvalue σmax and the condition number κ of
∑C
c=1HcH
T
c , respectively. Hc are drawn from the Bernoulli
and Dirichlet distributions respectively. nc ranges from 100 to 6000, and σmax and κ are the average of 100 times for a given nc.
where a is a constant, l denotes the number of non-zero entries in
each column of W , and coh denotes the length of coherence
between basis wi−1,· and wi·. We generated the coefficient
matrices {Hc}Cc=1 in two different ways: 1) draw entries of
Hc from the Bernoulli distribution (hkj)c ∼ B(1, p). We set
the last entries of all zero columns of Hc to 1, and then we
normalize Hc such that the sum of column equals one; 2) draw
columns of Hc from the Dirichlet distribution with a parameter
α. Then the observed data matrices {Xc}Cc=1 are generated by
Xc = WHc +Ec, where (eij)c ∼ N(0, σ2c ). We suppose that
Hc is known in this subsection.
To verify the effectiveness of the weighted averages, we
generated a series of datasets {Xc}5c=1 with a = 1.5, l = 20,
nc = 100, r = 10 and coh = 2. {Hc}5c=1 were drawn from
the Bernoulli distribution with p = 0.1. We set the noise level
σc = 1, c ∈ [4] and σ5 ranges from 1 to 10. Consequently,
Xc ∈ R182×100. We applied the ADMM with ρ = 50 and
CEASE to the {Xc}5c=1 with knownHc. The theoretical variance
ratio is given in Theorem 1. We also computed the empirical vari-
ance ratio by repeating the experiments for 100 times. The result
confirms the correctness of our theoretical analysis in Theorem 1.
The empirical variance ratio fits the theoretical line well for both
the ADMM and CEASE algorithms (Fig. 2). With σc increasing,
the estimated variance of W by the weighted average is smaller
than that of the simple average (variance ratio approaches 0).
Therefore, the plug-in weighted average can significantly reduce
the variance of the estimated W when the heterogeneous noise
exists.
We then investigated the convergence behaviors of the pro-
posed methods with small, moderate, and large nc on node
machines. To facilitate the comparison, we generated the first
synthetic data A {Xc}5c=1 with a = 1.5, l = 20, r = 20
, coh = 2 σc = 1 and nc = 100, 500, 5000, respectively.
Hc were drawn from the Bernoulli distribution with p = 1/20.
Synthetic data A contains 3 datasets with different nc. We gen-
erated another synthetic data B with the same parameters, but
Hc were drawn from the Dirichlet distribution with α = 1.
Given nc, σmax(
∑C
c=1HcH
T
c ) of Hc drawn from the Bernoulli
distribution is greater than that of Hc drawn from the Dirichlet
distribution; σmax(
∑C
c=1HcH
T
c ) grows linearly with nc increas-
ing (Fig. 3, left). But the condition number κ(
∑C
c=1HcH
T
c )
doesn’t change a lot with nc increasing (Fig. 3, right).
We plot the curves of the number of iterations versus the
objective function values (Fig. 4). The convergence behaviors
confirm our analysis: 1) ADMM and CEASE converge faster
when nc gets larger, because σmax(
∑C
c=1HcH
T
c ) gets larger
ZHANG C, YANG Y., ZHOU W., ZHANG S.: DISTRIBUTED BAYESIAN MATRIX DECOMPOSITION FOR BIG DATA MINING AND CLUSTERING 9
Fig. 4. Log loss versus the number of iterations of the AGD, ADMM and CEASE algorithms respectively for updating W . Top: results on synthetic
data A; bottom: results on synthetic data B
when nc increases. 2) ADMM converges faster when Hc are
drawn from the Bernoulli distribution (Fig. 4, top row), because
σmax(
∑C
c=1HcH
T
c ) is larger than that drawn from the Dirichlet
distribution. It is the same for CEASE. 3) The convergence of
AGD takes around the same number of steps for small, moderate,
and large size of nc. Unlike ADMM and CEASE, the convergence
speed of AGD doesn’t change with nc increasing. There are also
some other interesting observations: 1) The gradient-enhanced
loss of CEASE accelerates its convergence. CEASE converges
faster when nc is small and moderate. 2) ADMM is very slow
when nc is small. But when nc is sufficiently large, ADMM
may take fewer steps than AGD. 3) Because we can compute
the Lipschitz constant L of ∇f(W ) directly, and 1/L is the
largest step size. Therefore, AGD is quite fast on this problem,
and it converges within 30 steps. The experimental results show
that CEASE reduces the number iterations regardless of nc. But
ADMM reduces the number iterations when nc is sufficiently
large.
5.2 Real-World Experiments
We further applied the proposed algorithms to real-world large-
scale datasets for clustering.
Datasets. We downloaded three datasets, including Cover-
Type, KDD99 and MINIST from the UCI Machine Learning
Repository (https://archive.ics.uci.edu/ml/datasets.php). Cover-
Type is the forest cover type data. KDD-99 is the network con-
nection data. Different types of network connections were given
in the data. KDD-99 contains 23 classes. We removed the types
the number of occurrences is below 100, and eleven classes are
remaining. MNIST is the handwritten digits data. Each image is
of size 28× 28 and thus can be represented by a 784-dimensional
vector. We used a subset of MNIST. Table 2 summarizes the
statistics of the used datasets.
TABLE 2
Summary of the Three Datasets
Dataset # Instances # Features # Classes
CoverType ~540,000 54 7
KDD-99 ~4,900,000 41 11
MNIST ~400,000 784 10
Experiment settings. For all experiments, we set ρ = 300,
γ = 0.001, α = 1. We set the L1-norm regularizer param-
eter λ = 2000, 4000, 500 for CoverType, KDD-99, MNIST,
respectively. We always set r equals the number of classes for
convenience. To facilitate the comparison of time costs of ADMM
and CEASE, we stop the procedure of updating of W at the
(k+1)-th iteration, if ||W k+1−W k|| ≤ ∥∥W 0∥∥
F
×10−2. AGD
will stop immediately, because the step size 1/Lf is typically very
small. Therefore, we ensured that the AGD algorithm iterates at
least 30 rounds. The column of Hc indicates the membership of
the corresponding instance. We assigned an instance (x·j)c to the
class corresponding to the largest entry of the (h·j)c. We then
evaluated the performance of the clustering by accuracy. The true
classes and the predicted ones were matched by the Hungarian
algorithm [47].
We first evaluated the scalability of our algorithms and applied
them to the CoverType dataset with the number of node machines
ranging from 1 to 10. The proposed algorithms scale up well with
the number of node machines increasing (Fig. 5, left). We can find
that the efficiency decay of ADMM and CEASE is smaller than
that of AGD (Fig. 5, right). Because AGD needs more rounds of
communications for updating W .
To compare the performance of clustering, we applied our
algorithms to the three datasets and compared them with two
distributed clustering algorithms based on matrix decomposi-
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Fig. 5. Scalability of the proposed methods on CoverType dataset. The speedup ratio of using n nodes is defined by the ratio of the running time of
single machine versus that of n node machines. The efficiency is the reciprocal of the speedup ratio.
tion, including the Spark implementations of scalable k-means++
[48] and Scalable-NMF [49] (Table 3). Generally speaking, our
methods achieve competitive or superior performances compared
to scalable k-means++ and scalable-NMF. Scalable-NMF has a
poor performance on the MNIST data, while the accuracy of
the proposed methods are acceptable. The separable assumption
of Scalable-NMF may be violated on real-world data. Scalable-
NMF is very faster because it only requires one round iteration.
Our methods involve alternatively updating W and Hc, which is
computationally expensive. But the time cost is still acceptable.
Compared with CEASE, AGD is still faster. Because the local
network latency is low, and AGD has a quadratic convergence
rate. CEASE reduces the communication load by paying more
computational cost on the node machines. Among the three
proposed algorithms, ADMM is the fastest one because it has
closed-form solutions at each step of updating W and the nc is
sufficiently large.
To verify the robustness of the proposed methods to the noise,
we created a series of noisy MNIST data. Specifically, we added
Gaussian noises of σ1 = 0.1, σ2 = 1.0 to 20% and 60% of the
instances of MNIST data. We then added Gaussian noises of the
standard deviation σ3 varying from 0 to 9.5 in step of 0.5 to the
remaining 20% instances. In consequence, we generated the semi-
synthetic MNIST datasets under 20 different noise settings. We
then applied the scalable k-means++ and the proposed methods to
them. Scalable-NMF is omitted for its poor performance. Scalable
k-means++ suffers from the increasing noise, and its performance
drops down sharply and is very unstable (Fig. 6). On the contrary,
all of the proposed methods show a mild performance decline
while the noisy level increases. It implies that the Bayesian priors
reduce the risk of overfitting to the highly noisy data. Moreover,
the performance of ADMM and CEASE are slightly better than
that of AGD when the noisy level is sufficiently large (σ3 > 6.5).
It reminds us that considering the heterogeneity of the noise also
contributes to the robustness of the model.
6 DISCUSSION AND CONCLUSION
We proposed a distributed Bayesian matrix decomposition model
for big data mining and clustering. Three distributed strategies
Fig. 6. The clustering performance on the noisy MNIST data. The noise
level of 20% instances increasing from 0 to 9.5. The accuracy is the
average of 10 runs.
(i.e., AGD, ADMM and CEASE) were adopted to solve it. The
convergence rates of AGD and CEASE depend on different
structural parameters (i.e., µf and κf ) and thus have different
behaviors. In short, CEASE converges faster with the number of
instances on each node machine increasing, but the convergence
rate of AGD doesn’t change much. Empirically, ADMM also
converges faster with the number of instances growing. To tackle
the heterogeneous noise in the data, we propose an optimal plug-
in weighted average scheme that significantly reduces the variance
of the estimation. The proposed algorithms scale up well. The
real-world experiments demonstrate that the proposed algorithms
achieve superior or competitive performance. Both the Bayesian
prior and the weighted average strategies reduce the influence of
the highly noisy data.
There are several questions worth investigating in future stud-
ies. First, the concept of the weighted average can be generalized
to other algorithms. Second, we assume that the transposition
of the data matrix is tall-and-skinny, which is limited. It is
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TABLE 3
Clustering Performances of Different Methods on the Three Datasets
CoverType KDD-99 MNIST
Accuracy Time (s) Accuracy Time (s) Accuracy Time (s)
Scalable-NMF 33.79 2.14 79.35 13.90 20.55 25.77
Scalable k-means++ 29.71(3.44) 12.55 72.62 (6.73) 42.54 47.96(1.75) 78.56
DBMD-AGD 42.20(0.32) 139.43 89.44(0.62) 1279.29 43.70(2.73) 456.50
DBMD-ADMM 42.58(0.36) 156.34 89.76(0.04) 1045.10 43.32(3.17) 375.87
DBMD-CEASE 42.32(0.32) 157.23 89.45(0.45) 1517.39 43.38(3.18) 799.92
The means and the standard deviations of 5 runs are shown here. The standard deviations
of the Scalable-NMF are not reported, because it is a deterministic algorithm. Time is in
seconds (s).
commonplace for modern applications that the data matrix is fat
and tall, i.e., the numbers of rows and columns are both vast.
Finally, we observed that ADMM converges faster when nc is
larger. The convergence rate of this algorithm needs to be further
investigated.
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