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Abst ract  
Any quadratic spline with coinciding interpolating points and breakpoints can be uniquely determined by one initial 
condition. We examine how to choose the initial value in positive interpolation by using a norm of the spline. Monotone 
interpolation is also considered. The results are illuminated by numerical examples and by an application. 
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1. Introduction 
A quadratic spline which uses its breakpoints as interpolating points offers a simple method for 
interpolation. The spline needs only one initial condition for uniqueness. This condition is usually 
derived from local information. The value of the spline between two interpolating points or the 
value of the first derivative at an interpolating point are common choices. A disadvantage of these 
natural methods is that any local error in the initial value is spread undimished over the whole 
interval in the construction of the spline. 
A way to avoid this behaviour is to determine the initial condition using some global considera- 
tion. Examples are to be found for instance in [1, 3, 7, 8]. 
In some phenomena the data are nonnegative and it is expected that also the interpolating 
function would be nonnegative. This is not always possible. For quadratic splines this problem of 
positive interpolation has been solved in [7]. In more stringent cases the data are also monotone 
and the interpolating function should reproduce this property. 
We will investigate here the determination of a quadratic spline in positive or monotone 
interpolation. It is always assumed that the breakpoints coincide with the interpolating points. We 
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shall use a norm of the spline for a global initial information. We first derive the expression of the 
quadratic spline in terms of the initial condition. Then we introduce the limitations the positive or 
monotone interpolation produces to the initial condition. By using the derived representation we 
then show how the quadratic spline can be uniquely determined by using the L 1- or LZ-norm as 
a basis for the initial condition. We shall also estimate the effect of an initial error on the spline. 
We will illustrate some aspects of the situation with numerical examples. Finally, we will present 
an application to forest mensuration. 
2. The quadratic spline 
Let [-a, b] be an interval containing a mesh (xi)7 such that a = Xl < X2 < ' "  < Xn ~- b and let 
(yi)] be real numbers. The point set D = (xi, Y~)"I is the data of the investigation. We use the 
notation A, Ax~ = X~+l - x~, for the difference operator and 6, 6i = Ay i /Ax i  for the first divided 
difference in the data D. 
Let s be a quadratic spline interpolating at D. On the interval [xi, xi+l] the spline has 
a representation 
Am~ 
s(x) = Yi + mi(x - xi) + -~x i (X  - xi) 2, xi <<, x <<, x i+ l ,  (2.1) 
where (mi)], the derivatives of s at breakpoints (x~)], have to be chosen so that 
mi+mi+1=26i ,  i= l , . . . ,n -1 .  (2.2) 
The condition (2.2) ensures that s e C ~. Because we have n unknown derivatives m~ and only n - 1 
equations, we need an additional condition, the initial condition, to determine the spline s uniquely. 
The initial condition can be given in several ways. As an example we cite a result from [5]. 
Proposition 2.1. Let  Xo ~ [a, b] \ (x i ) ]  and let Yo ~ ~. I f  xo E ]Xk, Xk+ 1[-, then by choosing 
mk -- 1 Yo -- Yk AXk -- (XO -- Xk)•k 
Xk + 1 - -  XO - -  Xk j 
and by determining the remaining derivatives mi, i=  1, ... ,n, i ¢ k, f rom (2.2) we get f rom (2.1) 
a unique quadratic spline s interpolating at D and fulfil l ing the condition S(Xo) = Yo. 
The use of an additional interpolating point is an easy way to determine the spline uniquely. The 
method has, however, also disadvantages a shown in [5]. Suppose that we use Proposition 2.1 to 
construct a spline s and instead of the initial value Yo we use one with an error e r By [-5] this error 
adds to the spline s at a point x ~ [x~, x~+ 1] an error es(x), 
eAx) = ( - 1) i -k AXk(X -- xi)(xi+1 -- x) 
Axi(xo - Xk)(Xk+ 1 -- Xo) ey. 
(2.3) 
The result implies that a local error ey made at one point affects the spline on the whole interval 
[a, b] so that the error of s is essentially the same on every subinterval [xi, xi+ 1]. This is in many 
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cases unsatisfactory. The phenomenon does not depend on this particular construction but is 
a typical phenomenon of the quadratic spline (cf. 1-2]). 
Error analysis suggests that it could be more favorable to determine the initial value of the 
quadratic spline by some global property of the spline. Such procedures are to be found for instance 
in 1-8] where a quadratic spline with minimal curvature is constructed. For the application we have 
in mind we will present another global method for the determination of the initial value. 
3. Dependence on the initial value 
Let us look more closely at the influence of the initial value on the spline. The initial information 
is used to determine a derivative from the set (mi)'~. The error formula (2.3) shows that the effect of 
the initial value error does not essentially depend on the point XR where the derivative lies. 
Therefore we can without loss of generality suppose that the initial value is given in terms of the 
derivative ml at the point a and examine the dependence of the spline on ml. 
By (2.2) we can express every derivative m~ as a function of ml and the data D. We introduce 
auxiliary numbers (ai)"l, 
{ a~ = O, (3.1) 
ai+ 1 = 26i - ai, i = 1 , . . . ,n  -- 1. 
Then the representation of derivatives takes the form 
mi = ai + ( -- 1) i- lml,  i = 1,... ,  n. (3.2) 
By substituting (3.2) to (2.1) we get on every subinterval [x~, xi + 1] the representation f the spline 
s in terms of the initial value ml, 
S(X) = pi(x)  n t- mlq i (x ) ,  xi <~ x ~ x i+ l ,  (3.3) 
where 
1 
pi(x)  = y, + ai(x - xi)  + ~ (61 - a i ) (x  -- xi)  z 
(3.4) 
qi(x) = (--1) i-1 ~ (x -- x i ) (x i+ l -- x ) .  
The polynomial q~ does not depend on the values (yi)'~ but only on the mesh (x~)'~. The representa- 
tion (3.3) can be used in the derivation of the error expression (2.3). 
4. Positive interpolation 
We are interested in situations where a phenomenon is modelled by a function known to have 
only nonnegative values. Then the data values (Yi)~ are nonnegative and the interpolating spline 
should have only nonnegative values, too. Schmidt and Hess have in [7] shown when this problem 
of positive interpolation can be solved. 
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Proposition 4.1. Let there be given data D = (x~, y~)] with Yl >f 0, i = 1, . . . ,  n. The quadratic spline 
s interpolating at D is nonnegative on [xi, xi+ a] if and only if 
2 
Axe(y,+ 
The existence of positive interpolation on the whole interval can be presented in terms of the 
initial value as shown in [7]. Define quantities wi, 
and 
wi=( - -1) i - l (v i - -a i ) ,  i=  l , . . . ,n - -1 ,  (4.1) 
ml = max w2i- 1, m, = min W2i. (4.2) 
i i 
Proposition 4.2. Let there be given data D = (xi, Yi)] with Yi >~ O, i = 1,..., n. There exists a non- 
negative quadratic spline s interpolating at D if and only if 
ml <~ mu. (4.3) 
Such a spline can be constructed via (2.1) and (2.2) by starting with any initial value mle  [mr, m,]. 
It is clear that positive interpolation is not always possible. We are interested in a certain kind of 
data which always permits positive interpolation. 
Proposition 4.3. Let there be given data D = (x~, yi)ni with Yl >>- O, i = 1,..., n. Suppose that sequences 
(yi)] and (Axi)]- 1 are monotone into opposite directions, i.e., either (y/)] is decreasing and (Axi)]- 1 is 
increasing or vice versa. Then there is a positive interpolant by a quadratic spline. 
Proof. By direct calculation we see that for any data D with y~ >/0, i = 1,... ,  n 
WEi ~ max(w2i_l, WEi+l), 1 < 2i < n -- 1. (4.4) 
If (yi)] is increasing and (Axi)]- 1 is decreasing, then sign(w/+ 2 - -  Wi) = ( - -  1 )  i" This with (4.4) implies 
mz = Wl <~ w2 = m,, (4.5) 
which gives the statement. If (y~)] is decreasing and (Ax~)] -1 is increasing, then 
sign(wi+2 - wi) = ( -1 )  i+ 1 and we have 
mt = W2tn/21-1 ~ W2[(n-1)/21 = m,, (4.6) 
where [a] = max{n ~ Z In ~< a}. This gives the other half of the statement. [] 
Corollary 4.4. Let the mesh (xi)"x be uniformly spaced on [a, b] and let (yi)], Yi >>- O, i = 1,..., n be 
a monotone sequence. Then there exists positive interpolation by a quadratic spline. 
If the mesh is not uniformly spaced then the monotonicity of nonnegative values (y~)] is not 
sufficient for the existence of positive interpolation. 
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Example 4.5. Consider a mesh (0,1,1.05,2,3) on the interval [0,3]. The sequence (Yl)"~ = 
(1,2,3,4, 5) has only nonnegative lements and is monotone. However, for this data 
m~/> - 4.83 > - 18.95 ~> m,. By (4.3) this makes positive interpolation impossible. 
5. Monotone interpolation 
In some cases the data values (Yi)] are measured from a monotonically varying phenomenon a d 
form a monotone sequence. We call this kind of data D = (xl, y~)] monotone. In case of monotone 
data it would be advantageous if the interpolating spline were also monotone. This demand could 
be met in the choice of the initial value ml. 
Proposition 5.1. Let the data D = (x~, Yi)~ be given and the sequence (a~)~ be constructed from D by 
(3.1). There exists a monotonically increasing quadratic spline interpolating at D if and only if 
rain a2i-1 d- min a2i >~ O. (5.1) 
i i 
Such a spline can be constructed for any initial value ml e [ -minia2i -1 ,  minia2i]. 
Furthermore, there exists a monotonically decreasing quadratic spline interpolating at D if and only 
if 
max a2i- 1 + max a2i <~ O. (5.2) 
i i 
Such a spline can be constructed for any initial value ml E [max/a2i, -- maxi a2i-1]- 
Proof. 
D if and only if 
0~<mi~<26i, =  1 , . . . ,n -1 .  
By (3.1) and (3.2) this is equivalent to 
- -a2i - l  <~ mx <~ a2i, i = l . . . .  , I21 ,  
--a2i+l <<" ml <<" a2i' i = l .... ' [~-~1 '  
which gives the first half of the proposition. The other half is proved similarly. 
By (2.1) and (2.2) there exists a monotonically increasing quadratic spline interpolating at 
(5.3) 
(5.4) 
[] 
By the proposition it can be decided whether a given data D can be interpolated by a monotone 
quadratic spline or not. In the affirmative case the proposition also gives exact limits for the choice 
of the initial value ml. 
If the values Yi are nonnegative, the monotonicity of the interpolating spline of course also 
implies the positivity of the spline. Example 4,5 shows that there exists monotone data which 
cannot be monotonically interpolated by a quadratic spline. 
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We present a simple case where the existence of monotone interpolation can be guaranteed. We 
say that the data D is convex (resp. concave) if the sequence (6i)'I- 1 is increasing (resp. decreasing). 
Proposition 5.2. Suppose that the data D is monotone and either convex or concave. Then there exists 
a monotone quadratic spline interpolating at D. 
Proof. Suppose that the data is convex. Then ai+ 2 - -  ai = 2(6i+ ~ - 6i) ~> 0 for every i. This implies 
that 
min a2i-a + min azi = a~ + az  = 26x 
i i 
(5.5) 
and 
max a2 i_  1 --t- max a2i  -~ an-  1 -Jr- an = 2(~n- 1 • 
i i 
(5.6) 
If the data is increasing, then 6~ ~> 0 and (5.1) is valid by (5.5). Otherwise the data is decreasing 
and 6,_ 1 ~ 0 which implies the validity of (5.2) by (5.6). In either case the statement is proved by 
Proposit ion 5.1. The case of concave data can be treated similarly. [] 
Secondly we consider data D which is at first convex and then concave. By this we mean that 
there exists an index k such that 6i-1 ~</)i when i ~< k and 6i/> 6i+ 1 when i >~ k. 
Proposition 5.3. I f  the data D is at first convex and then concave and/f(yi)] is decreasing, then there 
exists a monotone quadratic spline interpolating at D. 
Proof. For this data ai+2 ~ ai when i ~< k - 1 and ai+2 ~ ai when i/> k. This implies that 
max a21-1  -t- max a2i  = ak -k- ak + i = 2(~k ~ O, 
i i 
which proves the statement by Proposit ion 5.1. [] 
6. The L 1-norm as an initial value in positive interpolation 
We can now return to the question of determining the initial value with the use of some global 
argument. As we have previously stated, a possible method presented for instance in [1, 3, 7, 8] is to 
minimize the curvature of the spline. Here we consider another global property, the L 1_norm of the 
spline as the basis of the initial value. For simplicity we treat only positive interpolation. 
Suppose that on [a, b] there is a given data set D = (xi, Yi)] with Yi ~> 0, i = 1 .... , n so that 
ml <~ m,. By Proposit ion 4.2 positive interpolation is possible for this data. The L l -norm of 
a quadratic spline s with an initial value ml can in positive interpolation be presented in the form 
II s I[1 = (pi(x) + mlqi(x)) dx,  
i= i  
A. Lahtinen /Journal of Computational nd Applied Mathematics 69 (1996) 13-25 19 
where p~ and q~ are as in (3.4). A direct computat ion shows that the L~-norm of s is as a function of 
the inital value m x a second-order polynomial. 
Proposition 6.1. Let on an interval [a, b] be given data D = (xi, Yi)] with Yi >1 0, i = 1, . . . ,  n so that 
mt ~< m,. The L l-norm of a quadratic spline s interpolating at D with an initial value mx ~ [ml, mu] is 
given by 
IlSlll = b + cml, (6.1) 
where 
b= ~ Yi+l +-~Yi+-~aiAxi  Axl, 
i=1 
(6.2) 
l n -1  
c = g,=,Z (--1)'-~(Ax,) 2. 
As a corollary there is an interesting phenomenon. For certain data D every positive interpolant 
has the same L 1-norm. 
Corollary 6.2. Suppose that on the Proposition 6.1 situation the mesh (xi)] is chosen so that 
n-1 
E ( - -1) i - l (Ax i )2  = O. 
i=1 
Then the L l-norm of a positive interpolant s is independent of the initial value ml. 
(6.3) 
Notice that this phenomenon does not depend on the values (Yi)] but only on the mesh (xi)]. The 
condition (6.3) is fulfilled for instance when the mesh is uniformly spaced and has an odd number of 
points. 
With Proposit ion 6.1 at our disposal we have no difficulties in using the L l -norm in the 
determination of the initial value. Suppose that mt <<. mu and that (6.3) is not valid. Denote 
Sz = b + min(cml, cmu), S~ = b + max(cmt, cm~). (6.4) 
Then St <<. S, and for every number S ~ [St, S~] there is a unique positive interpolant s having 
L l -norm S. This quadratic spline s is constructed by using the initial value 
S-b  
ml - - -  , (6.5) 
C 
where b and c are from (6.2). The choice S = Sz gives the positive interpolant with minimal L l -norm 
and the choice S = S, the positive interpolant with maximal L~-norm. 
In cases where the condition (6.3) is valid every quadratic spline which is a positive interpolant at 
D has the same Ll-norm. In this situation the norm cannot be used to determine the initial value. 
If the data are also monotone and monotone interpolation is desired, the interval Imp, m~] must 
be replaced by one given by Proposit ion 5.1, but the procedure is otherwise similar. 
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Suppose that (6.3) is not valid and we use our knowledge of the L l -norm to construct a quadratic 
spline s and that the value of L l -norm has an error el. By (3.3) and (6.5) this error produces for the 
spline s at a point x e [xi, xi+ 1] an  error es(x), 
es(X) = ( --  1) i -  1 6 (X -- Xi)(Xi+ 1 -- X) 
AX. X'n - 1 el. (6.6) , a.~j= 1 ( -- 1) J- I (Ax j )  2 
The expression is similar to (2.3) except that the source of error, el, does not depend on local 
behaviour. 
7. The L2-norm as an initial value 
One of the most widely used norms is the L2-norm. We will now investigate its use in the 
determination of the initial value of a quadratic spline. 
Let on an interval [a, b] be given data D = (xi, Yi)] and let s be a quadratic spline interpolating 
at D with an initial value ml. The LE-norm of s can be written as 
I, SH 2 (n~l  fX'i+ 1 // "x~ 1/2 
-~ (pi(x) + mlqi(x))  2 dx j  , 
\ i=1  i 
where Pi and qi are as in (3.4). A direct computation shows that the L2-norm of s as a function of the 
initial value ml is a third order polynomial. 
Proposit ion 7.1. Let on an interval [a, b] be given data D = (xi, Yi)]. The L2-norm of a quadratic 
spline s interpolating at D with an initial value ml is given by 
IIs[I2 = (d + era1 + fm2) 1/2 , (7.1) 
where 
n-1 (( 1 ~.~ ~ 2) (3 2 ) ) 
d = Y, a { + ai6i + c~ (Axi)3 q- aiYi + -5 yi6i (Axi)  2 + y2Axi , 
i=1 
e= ~ ( -1 )  I-1 a i+~6i  Ax i+-sy i  (Axi) 2, (7.2) 
i=1 
~0 n-1 f=  E (Axi) 3- 
i=1 
Becausefis always positive I] s I] 2 z is as a function of ml a parabola opening upwards. This gives 
the following result. 
Proposit ion 7.2. Let on an interval [a, b] be given data D = (xi, Yi)] and the quantities d, e , f  as in 
(7.2). The LE-norm of a quadratic spline s interpolating at D has a minimum Smi,, 
( IIsLI2 >/Smin = d - 4 f ]  " 
The minimum norm is achieved with the initial value ml = - e /2 f  
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Obviously, there is no upper bound for the L2-norm. Unlike the Ll-case the LZ-norm of the 
spline always depends on the initial value rex. 
Proposit ion 7.2 gives a method for determining a quadratic spline uniquely by demanding that it 
has to have a min imum L2-norm. We can also ask for the existence of a quadratic spline with 
a given L2-norm. 
Proposition 7.3. Let on an interval [a, b] be given data D = (xi, Yi)"x and a real number S > Srnin. 
Then there exist two quadratic splines interpolating at D that have the L2-norm S. 
Proof. By Proposit ion 7.1 the possible initial values ml giving a quadratic spline interpolating at 
D and having L2-norm S are solutions of the equation 
fm~ + eml + d - S 2 = 0. (7.3) 
Because of the limitation of S this has exactly two solutions. [] 
The result means that we can construct a quadratic spline with a given value as L2-norm in cases 
where the value is at least the min imum value of the norm. The case of the min imum value is treated 
in Proposit ion 7.2. If the value is strictly greater than the min imum value, we can solve Eq. (7.3) 
with the given value as S and somehow choose one of the two solutions. The chosen value 
ml produces as an initial value a spline with the given value as a L2-norm. 
The situation is slightly different if we need positive interpolation. Then the initial value ml must 
be chosen from the interval [m~, m,]. As in the case of the L l -norm we now have both the maximal 
and minimal L2-norm. We can choose any number between these two extreme values and 
construct a positive interpolant having the given value as L2-norm. The procedure is similar in 
monotone interpolation. 
Notice that the min imum point ml = - e/2fneed not be in the interval [mt, m,]. This means 
that positive interpolation does not always produce the min imum L2-norm. In fact, if the quadratic 
spline consists of one parabola (n = 2), then positive interpolation produces min imum L2-norm 
only in the trivial case yl = Y2 ---- 0. 
Suppose that we use L2-norm to construct a spline s and instead of the right norm S we use 
a LZ-norm which has an error e 2. This error produces in the spline s at a point x e [xi, xi+ 1] an 
error es(x). By Proposit ion 7.1 and (3.3) the error has an upper bound that can be given in terms of 
S and the min imum norm Smin, 
l lS  (x - -  X i ) (X i+ 1 - -  X )  
les(x)l ~< Iv21 (7.4) 
x/y, Ts ~(Axj)3(S2 - S2mi,) Axi 
supposing that e2 /> (Stain - S ) /2 ,  S > Stain. The expression is similar to (2.3) except hat the source 
of error, e2, does not depend on local behaviour. 
8. Numerical experiments 
We determined a computer algorithm for numerical experiments. Using this algorithm we 
constructed interpolating splines for different data and different initial criteria in order to obtain an 
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Fig. 1. The interpolating quadratic spline of Example 8.1 with minimum Ll-norm (connected line) and the one with 
maximum Ll-norm (broken line). Interpolating points are denoted by i. 
impression of the usefulness of this method. The use of the norm as an initial value appears to be 
useful in certain situations. There are, however, some aspects that one must be aware of. 
The use of an extreme value of a norm as an initial value is attractive because it does not demand 
on any initial information. In practice these extreme splines tend to oscillate, sometimes even quite 
strongly. This limits the use of the extremum norm to cases where such an oscillation is desirable. 
Example 8.1. Consider the following measurements 
i 1 2 3 4 5 6 7 8 
xi 0.6 1.4 3.1 6.2 9.4 12.2 15.1 18.2 
yi 4.0 2.7 2.5 2.6 2.1 1.8 1.4 1.9 
For this data the interval of positivity is [mt, mu] = [--4.5315, -0.5158]. In the positive 
interpolation the L l -norm varies in the interval [35.4109, 39.5337]. The graphs of the interpolating 
quadratic splines with minimum and maximum Ll-norms are shown in Fig. 1. Both splines 
oscillate considerably and in opposite directions. 
The interpolation with the given L l -norm is quite straightforward except hat one has to avoid 
meshes where the spline does not depend on the Ll-norm. The use of a given L2-norm is less trivial 
because there exist two different values of ml which give the same norm. These different values 
usually produce quite different looking splines. Fairly often the demand on positivity rules one of 
the alternatives out. This happens even more often when monotonicity is demanded. 
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Fig. 2. The interpolating quadratic splines of Example 8.2 having L2-norm 9.15. Connected line: the spline with 
m~ -- - 2.6962. Broken line: the spline with ml = - 3.6711. Interpolating points are denoted by m. 
Example 8.2. Consider the data in Example 8.1. In the positive interpolation the L2-norm lies in 
the interval [9.0874, 10.8060]. The maximum L2-norm can be reached with either ml -- - 0.5158 
or mx= - 5.8514. Only the first one gives positive interpolation. The L2-norm 9.15 is given either 
by ml = - 2.6962 or by ml = - -  3.6711. Both initial values produce positive interpolation but give 
quite different splines as Fig. 2 shows. 
9. An application 
To illustrate the use of the norm as the basis of the initial value we present here an application to 
forest mensuration. 
The mathematical model of a tree stem is a central concept in all forest mensuration. It can 
usually be assumed that the stem is a solid of revolution. Then it can be represented by a function of 
one variable which generates the stem by rotation. Such a function is called a taper curve. For 
a more detailed presentation of the subject see [4]. 
The taper curve is usually determined on the basis of some measurements which are typically the 
height of the tree and its diameters at certain heights. The diameters are always positive, of course, 
and form in many cases a monotone sequence. The construction of the taper curve is then 
a problem of positive or monotone interpolation. When splines are used as taper curves as in [5], 
the initial values are usually taken from local considerations. 
The volume of the stem is the most common single piece of information about the stem. It can be 
calculated from the taper curve as the volume of a solid of revolution. On the other hand, there is 
a long tradition of determining the volume by methods which do not use a taper curve (cf. [4]). 
Thus there are situations where the volume is known with a certain accuracy and the taper curve is 
wanted, for instance for lumber assortment purposes. In these cases we can use the preceding 
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Fig. 3. The monotone taper curve of an average spruce (Example 9.1) giving the volume 173 dm 3. Interpolating points 
are denoted by l .  
theory to determine the taper curve. Because the stem is a solid of revolution its volume V is related 
to the LZ-norm of the taper curve s by the formula 
V= llsll . 
In usual measurements the conditions of Proposition 4.3 are fulfilled which means that there exist 
positive interpolants. Moreover, by [5] the diameters of a regular tree fulfil also the conditions of 
Proposition 5.3. This implies the existence of interpolating monotone quadratic splines. In practice, 
the interpolating quadratic splines tend to be monotone ven if the data deviates to some extent 
from the conditions of Proposition 5.3. This encourages the use of a quadratic spline as a taper 
curve. 
Example 9.1. We consider an average spruce. With eight measured iameters we have the 
following data where the unit of length is dm. 
i 1 2 3 4 5 6 7 8 
xi 1.38 6.90 13.80 27.60 55.20 82.80 110.40 138.00 
Yi 1.26 0.96 0.89 0.83 0.70 0.52 0.30 0.02 
The conditions of Propositions 4.3 and 5.3 are fulfilled. An interpolating quadratic spline is 
positive when -0.1121 ~< mx ~< - 0.0344 and monotone when -0.0971 ~< ml ~< - -  0.0884. By [4-1 
the volume of this stem is about 173 dm 3 corresponding to the L2-norm 7.42. This norm gives 
initial values mx = -- 0.0936 or m~ = - 0.0756. The latter value is excluded as it does not give 
a monotone spline. The remaining value is taken as an initial value. The corresponding taper curve 
is quite natural as Fig. 3 shows. 
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