The reported study was undertaken in a small agricultural watershed, namely, Kapgari in Eastern India having a drainage area of 973 ha. The watershed was subdivided into three sub-watersheds on the basis of drainage network and land topography. An attempt was made to relate the continuously monitored runoff data from the sub-watersheds and the whole-watershed with the rainfall and temperature data using the artificial neural network (ANN) technique. The reported study also evaluated the bias in the prediction of daily runoff with shorter length of training data set using different resampling techniques with the ANN modeling. A 10-fold cross-validation (CV) technique was used to find the optimum number of hidden neurons in the hidden layer and to avoid neural network over-fitting during the training process for shorter length of data. The results illustrated that the ANN models developed with shorter length of training data set avoid neural network over-fitting during the training process, using a 10-fold CV method. Moreover, the biasness was investigated using the bootstrap resampling technique based ANN (BANN) for short length of training data set. In comparison with the 10-fold CV technique, the BANN is more efficient in solving the problems of the over-fitting and under-fitting during training of models for shorter length of data set.
INTRODUCTION
Accurate simulation of the important hydrological processes such as runoff is essential for planning, design of structures, and management of water resources. Many physical factors such as infiltration, initial soil moisture, evaporation, land use/land cover, watershed geomorphology, and duration of the rainfall make hydrological processes extremely complex, non-linear, dynamic, and fragmented. The rainfall-runoff process is not only complex but also extremely difficult to simulate due to spatial-temporal variability and interrelationships of the underlying climatic and physiographic variables (Zhang & Govindaraju ) . Investigations in the past revealed that hydrological modeling is the best technique for satisfactory estimation of the runoff. Based on the degree of complexity, the hydrological models are categorized into empirical black-box models, lumped conceptual models, and distributed physically based models (Dooge ) . The lumped conceptual models are sometimes adopted due to limited data requirement, but these models have the limitation of lengthy calibration and parameterization requirement using rigorous optimization techniques (Duan et al. ) . The physically based models consider the controlling physical processes; therefore these models are considered to be a better choice in a rigorous theoretical sense, even though their data requirements are higher. Due to limited availability of data, such models do not perform satisfactorily under field conditions. Generally, in intensively monitored watersheds, all the required data are not available. Thus, there is a need to look for alternative methods for estimation of the runoff using readily available data and information. gical processes. The ANN is one of the intelligence techniques which is flexible and robust and requires less variety of data. Ability of the ANN has been demonstrated while applying to complex systems that may be poorly described or understood using mathematical equations (Tokar & Johnson ) . Despite the black-box nature of the ANN, it has the flexibility in inclusion of parameters and in capturing the non-linearity of rainfall-runoff processes, making it more attractive for modeling the hydrological processes (Hsu et al. ) .
A preliminary study on modeling the rainfall-runoff process using ANN was initiated by Halff et al. () , who used a three-layered feed forward ANN for the prediction of hydrographs. Since then, many studies in the area of rainfall-runoff modeling using ANN have been carried out. The applicability of ANN was also investigated for modeling rainfall-runoff due to typhoon (Chen et al. ) , who reported that a feed forward back-propagation based ANN model performs better than the conventional regression analysis method.
There are some other statistical techniques presented in the literature which have similar or better performance than ANN for rainfall-runoff modeling. There are approaches such as MARS (multiple adaptive regression splines) algorithm (Friedman ) and machine learning method M5 model tree (MTs) as given by Quinlan () , which use piece-wise linear approximations that are much easier to interpret and provide accuracy comparable to that of ANN. Solomatine & Dulal () used MARS and MTs approaches in rainfall-runoff modeling and found that both techniques have almost similar performance. They concluded that even though the MT was slightly more accurate Data pre-processing is an important statistical approach in ANN modeling, which leads to a reduction in the prediction error. The data pre-processing method is very helpful for good generalization ability in the case of inadequate data set. Different resampling techniques may be used for the data pre-processing to explore the hidden properties in the data sets that help in efficient input-output mapping during model training. Generally, hydrological modeling using ANN has adopted simple train-and-test (hold-out) validation procedure to find the best ANN structure. Sometimes, due to high dimensionality, noise, and inadequate data set, ANN structure decided by the hold-out method can be affected by poor generalization ability and provides biased testing. A cross-validation (CV) procedure has been used for estimating the generalization performance for smaller length of data. Stone () and Geisser () squared error E(t) at any time t, is calculated over the entire data set using Equation (1).
Determination of appropriate ANN architecture is one of the most important tasks in the model-building process.
From various past studies it was revealed that a multilayer feed forward network outperforms all the other networks.
Although multilayer feed forward networks are one of the most fundamental models, they are also the most popular type of ANN structure suited for practical applications. In the present study, a multilayered feed forward network having one hidden layer and a sigmoid activation function in the neurons was trained with LM back propagation algorithm. A 10-fold CV method was adopted for selection of the optimal number of hidden neurons to avoid the neural network over-fitting during the training process. Finally, the trained architecture (having the optimized values of the connection weights) was tested using the unseen data sets to evaluate the model performance.
Neural network training algorithm
A wide range of algorithms has been developed for training the ANN network to achieve the optimum model perform- Newton-like weights update as Equation (2):
where w indicates the weight of the neural network, and μ is a non-negative scalar that controls the learning process.
When the parameter μ is large, the above expression approximates gradient descent with a small step size;
while for a small μ the algorithm approximates the Newton method. The LM can overcome between its two extremes, the gradient descent and Newton's algorithm.
The LM method is a standard method for minimization of the mean square error criterion, due to its rapid convergence properties and robustness (Demuth & Beale ).
Ten-fold CV technique
In the data mining and machine learning, where the length of data for the model development is inadequate, a 10-fold CV is the most common procedure recommended to check the generalization ability of the model (Weiss & Kulikowski ) .
This is performed to avoid neural network over-fitting during the training process. To perform the 10-fold CV procedure, data for the model development are first partitioned into 10 equally (or nearly equal) sized segments or folds. is calculated as the mean of each model (Equation (3)):
METHODOLOGY Selection of input variables
Determination of significant input variables is one of the most important steps in the ANN hydrologic model development process (Bowden et al. a, b) . The reported study used a correlation coefficient (significant at 0.01 levels, two-tailed) of the hydro-climatic data to select the effective inputs. The correlation coefficients between variables are presented in Table 1 , which shows that there is a very Italic numbers represent negative correlations. Pt ¼ current day rainfall; PtÀ1 ¼ 1-day lag rainfall; PtÀ2 ¼ 2-day lag rainfall; Qt ¼ current day runoff; Tt, max ¼ current day maximum temperature; T t, min ¼ current day minimum temperature; T tÀ1, max ¼ 1-day lag maximum temperature; T tÀ1, min ¼ 1-day lag minimum temperature.
good correlation of the present day runoff with present day rainfall and significant correlation with the 1-day lag rainfall.
The correlation coefficient between the present day runoff and the present day maximum and minimum temperatures was also significant. It is also observed that the correlation among daily runoff, 2-day lag rainfall, and 1-day lag maximum and minimum temperature was quite low. Therefore, these combinations were not considered for this study. The description of different ANN models developed for simulating daily runoff is presented in Table 2 . A schematic diagram of architecture of developed neural networks with a single hidden layer is shown in Figure 2 .
Data preparation
ANN has the ability to handle nonlinear, noisy, and nonstationary data. However, with suitable data preparation is not evenly distributed, the trained network performs poorly for the region where density of the training data set is less. Therefore, to perform a 10-fold CV procedure, data for the model development are stratified prior to being split into 10 folds. Stratification is a data rearrangement process to ensure that each fold is a good representative of the whole. The sigmoid activation function used for training the network has lower and upper limits of 0 and 1, respectively.
Therefore, in order to suit the consistency of the model, the data used in input and output layers were normalized in the range of 0 to 1 and then returned to original values after the simulation. Equation (4) was adopted to normalize the data set:
where X i is the original values of different selected inputs, 
Ten-fold CV based ANN models development
The goal of the reported study was to develop the ANN models for predicting the daily runoff using climatic variables with smaller length of data set. Therefore, in this study, different combinations of the rainfall and temperature were considered as input for the ANN models' development.
To develop ANN models using shorter length of the training data set, such as weather data for 2 years ( 
Bootstrap based ANN models development
The bootstrap resampling method was used to generate different realizations of the data sets to create a set of bootstrap samples using intensive resampling with replacement.
These data sets provided a better understanding of the average and variability of the original unknown distribution or process. The bootstrap BANN is less sensitive to the input variable selection and the number of hidden nodes than the simple neural network (Jeong & Kim ) . Therefore, the optimized number of inputs and neurons in the hidden layer were used to develop the BANN. Finally, results obtained from the BANN models were compared with the simple ANN models.
Performance evaluation of models
The performance of the trained network was evaluated using the criteria proposed by previous researchers ( Table 4 .
RESULTS AND DISCUSSION

Development of the ANN models for Kapgari watershed
The ANN model structure was determined using a 10-fold CV procedure for unbiased testing. The hidden neurons in a single hidden layer were varied from 1 to 5. For each hidden neuron, 10 iterations of the training and validation were performed and performance of each learning algorithm on each fold was tracked using the RMSE and MAE performance evaluation functions. Averaging was used to obtain an aggregate measure of all 10 iterations. The average performance of all hidden neurons is presented in Table 5 . It is observed from Table 5 that as we went on adding hidden neurons the RMSE and MAE decreased for both training as well as CV but after a certain number of hidden neurons the RMSE and MAE decreased for the training and increased for the CV. Hence, in this study, the ANN structure was was considered the best when only daily rainfall data are available. Similarly, addition of the daily maximum and minimum temperature data along with the rainfall data also improved the performance of prediction and the 
Coefficient of determination
Coefficient of simulation efficiency
Root mean square error
Mean absolute error
O i and P i are the observed and predicted values; Ois the mean of observed values; V is the measured value of variable and V 0 is the model predicted value. Model KGM3 (4-3-1) gave the least RMSE and MAE of 0.573 and 0.334 mm, respectively, for prediction of the daily runoff during CV. Hence, for this study, the Model KGM3 (4-3-1) was considered the best for prediction of daily runoff and was used for the further analysis.
The selected ANN structure KGM3 (4-3-1) was trained using the whole data set Table 7 . It is observed from Table 7 that the ANN structure with input combination M3 has better generalization ability than the combination of M1 and M2 for all the subwatersheds. Therefore, the ANN structures KGSW1M3
(4-3-1), KGSW2M3 (4-4-1), and KGSW3M3 (4-3-1) were selected for prediction of the daily runoff from Kapgari sub-watersheds 1, 2, and 3, respectively.
The selected ANN models were trained using the whole data sets of the years 2004 and 2005. The weights for all these trained models were saved and these networks were evaluated using the testing data set of the year 2003.
The scatter plot of the observed and predicted daily runoff during the training and testing periods for sub-watersheds 1, 2, and 3 are shown along with 1:1 line in Figure 4 .
The daily runoff values were slightly overpredicted for the medium flow and underpredicted for the peak and low flow conditions. The training period scatter plot shows the data points to be very well distributed around the 1:1 line.
However, during the testing periods, mostly under-prediction was observed, even though the models were capable of predicting the low and high runoff values with considerable accuracy. Statistical analysis was performed to compare the predicted daily runoff for both training and testing periods and is presented in Table 8 . and its sub-watersheds. It is observed from these plots that lesser RMSE values for the BANN models as compared to the ANN models also indicates that the use of ANN with bootstrapped resampling provides more accurate prediction of daily runoff. These results illustrate that the bootstrap resampling technique based artificial neural network (BANN) is more capable of solving the problems of overfitting and underfitting than 10-fold CV technique based ANN models during the training of the models with shorter length of data set. The BANN models were better than the 10-fold CV technique based ANN models because these models were developed with 50 resamples, out of which some models were trained with the higher peaks, some were trained with the lower peaks, and some were trained with both higher and lower peaks. The average prediction from all these 50 models increased the prediction efficiency. On the other hand, 10-fold CV technique based ANN models were trained using only one data set and simulation was made according to peaks presented in that data set. 
SUMMARY AND CONCLUSIONS
The major goal of the present study was to develop unbiased ANN models using readily available inputs and shorter length of training data sets for the prediction of daily runoff from a small agricultural watershed and its sub-watersheds in Eastern India. Only 3 years ' (2003-2005) rainy season hydro-metrological data were available for the analysis. Two years' data were used for development of the ANN models and 1 year's data were used to test the developed models. In the reported study, ANN models were developed using the readily available climatic variables such as rainfall and temperature. To deal with the limitation of the ANN modeling with shorter length of training data set, a 10-fold CV method was used to avoid the neural network overfitting. It was done to minimize the bias while testing with shorter length of data set using simple train-andtest (hold-out) technique. Several ANN models were developed for the watershed and its sub-watersheds. Out of the developed models, four ANN models KGM3 (4-3-1), KGSW1M3 (4-3-1), KGSW2M3 (4-4-1), and KGSW3M3
(4-3-1) considering both rainfall and temperature as input, were selected to predict the daily runoff for KGW and its sub-watersheds 1, 2, and 3, respectively. Biasness in the daily runoff prediction associated with the shorter length of training data set was also investigated using the bootstrap resampling technique BANN. Optimized numbers of inputs were used to develop 50 bootstrapped resamples and each resample was used to develop an ANN model to perform bootstrap aggregation of multi-model ensembles which produced averaged outputs. The approaches used in this study are of an objective nature and can be easily applied to other small agricultural watersheds under data scarcity conditions. The results of this study also have practical importance and wider applicability. The following specific conclusions were drawn from the study:
1. It was found that climatic variables such as daily rainfall and temperature, which are readily available, can be used for accurate prediction of the daily runoff from small agricultural watersheds using ANN modeling.
2. The ANN models constructed from climatic variables only will have the potential of filling missing data in a daily runoff time series and for predicting the influence of climatic change on runoff in data sparse regions.
3. It was revealed that the 10-fold CV technique can help in selecting the ANN structure, which provides unbiased estimation in the case of shorter length of training data set.
4. The bootstrapped resampling technique based ANN models can provide a more stable solution as compared to the 10-fold CV technique based ANN models and improve the prediction accuracy for the shorter length of training data set.
5. The peaks in the time series of the daily runoff data can be estimated more accurately using the bootstrap resampling technique based ANN models than that of 10-fold CV technique based ANN models for the shorter length of training data set.
