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Zusammenfassung
Entwicklung und Validierung eines Verfahrens zur Streukorrektur
von kV Cone Beam Computer Tomographie
Die bisherige Verifikationskette in der Strahlentherapie wird in modernen Einrichtungen
seit ein paar Jahren erweitert mit einem kV- (kilo voltage) Kegelstrahl-CT. Mit diesem
bildgebenden System kann die Lage der Organe an dem jeweiligen Behandlungstag di-
rekt vor der Bestrahlung oder mittels Fluoroskopie während der Bestrahlung dargestellt
bzw. verfolgt werden. Problematisch bei diesem volumetrischen Kegelstrahlsystem
ist der enorme Streuanteil der registrierten Strahlung. Die Streuung führt zu Cup-
und Streak-Artefakten, zu quantitativen Ungenauigkeiten in den CT-Zahlen (ungenaue
CT-Zahlen können zu einer fehlerhaften Dosisberechnung führen) und einer deutlich
schlechteren Bildqualität (Kontrast). Im Rahmen dieser Arbeit wurden Monte Carlo
Berechnungen mit GEANT4 durchgeführt. Diese Simulationen untersuchen systema-
tisch ein klinisches Kegelstrahlsystem und tragen zur Systemoptimierung bei. Weiter-
hin wurde ein schnelles iteratives Streukorrekturverfahren erfolgreich implementiert, mit
einer einfachen und schnellen Strahlaufhärtungskorrektur ergänzt und durch Phantom-
studien validiert. Das Verfahren basiert auf einer Superposition von mittels Monte
Carlo Methoden vorausberechneten pencil beam Streukernen. Das hierzu benötigte
Antwortsignal des Flächendetektors auf einfallende Streustrahlung wurde mit monochro-
matischer Röntgenstrahlung am Hamburger Synchrotronlabor gemessen. Erkenntnisse
dieser Messungen können zu einer Systemoptimierung genutzt werden. Das hochkon-
vergente Streukorrekturverfahren reduziert Cup-Artefakte von 20 % auf 3 % und stellt
dem Anwender nach nur 1.3 Sekunden ein kontrastreiches Bild ohne Dosiserhöhung zur
Verfügung.
Abstract
Development and evaluation of a method for scatter correction
in kV Cone Beam Computer Tomography
For image guided radiation therapy, modern linear accelerators include a kilo voltage X-
ray tube and a flat panel imager to acquire cone beam CT data. One potential problem
of this volumetric imaging system is the enormous amount of scatter which causes unde-
sirable streak- and cup-artifacts and results in a quantitative inaccuracy of reconstructed
CT numbers, so that an accurate dose calculation might be impossible. Image contrast is
also significantly reduced. In the present thesis Monte Carlo calculations with GEANT4
were performed. These simulations investigate systematically the scatter contribution
of a clinical cone beam system. Furthermore, a fast iterative scatter correction algo-
rithm was successfully implemented, supplemented with a first order approach of a fast
beam hardening correction and validated with phantom studies. This scatter correction
method is based on a superposition of pre-calculated Monte Carlo generated pencil beam
scatter kernels. The response of the flat panel detector was measured with monochro-
matic X-rays at the synchrotron facility in Hamburg. Findings of these measurements
are beneficial for system optimization. The highly convergent scatter correction model
reduces cup-artifacts from 20 % to 3 % and provides contrast enhanced images within
1.3 seconds without further increase of dose.
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Fifty percent of all cancer patients, excluding patients with not curable cancer diseases,
undergo radiation therapy [1] since this is a successful treatment modality for cancer.
The radiation causes DNA damage in the cells. Depending on the dose, the cells are
killed. By increasing the dose to the tumor, the Tumor Control Probability (TCP) will
increase. In external photon beam radiotherapy, the tumor inside the patient body is
irradiated from multiple directions. However, the dose to the tumor is limited by the
fact that also healthy cells are irradiated. An increase in dose to the healthy tissue is
connected with an increase of severe side effects (NTCP - Normal Tissue Complication
Probability). For prostate patients, for instance, this could lead to urethritis causing
cauterization during urination and/or serious painful inflammation of the rectum. In
the case of head and neck patients stomatitis and additional inflammations of several
types of mucosa, like esophagitis and trachitis, are often reported. So the objective in
treatment planning is to escalate dose in the tumor while minimizing possible side effects
in the sourrounding healthy tissue. In addition, the tumor might be located close to so-
called organs at risk (OAR), like the spinal cord, brain stem or optical nerve, which are
more radiation sensitive and thus limit the escalation of dose in the tumor.
A treatment plan is based on a planning CT acquired with a fan beam CT often
a few days before irradiation. The treatment itself is in most cases fractionated to
minimize side effects. That means that the whole treatment course lasts about 6 weeks.
Five days a week the patients have to be precisely positioned on the treatment table
before irradiation. In former days, this was achieved with the aid of external markers,
external fixation systems, tattoos or based on anatomical markers (bony structures).
This procedure does not directly take into account internal organ movements.
The possibility of organ movements was accounted for in the treatment plan by in-
creasing the safety margins, thus increasing the volume to be irradiated. In radiation
therapy, organ movements are divided into two categories: the intra-fraction motion and
the inter-fraction motion. Intra-fraction motion refers to organ movements during irra-
diation. Classical examples are respiratory induced motions of lung and liver tumors.
Inter-fraction motions refer to anatomical changes between the treatment fractions. Sig-
nificant changes in the internal anatomy from day to day are caused by the filling of
the bladder or the rectum (here also flatulence). A successful therapy will also lead to
tumor shrinkage which has to be taken into account for a correct treatment and dose
calculation. Frequently patients will lose weight during the whole therapy. This also
influences dose distribution.
These problems led to a new treatment concept, the so-called “image-guided radio-
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therapy (IGRT)”. The objective of IGRT is to monitor all treatment-relevant issues with
the patient in the treatment position directly prior to or even during the treatment.
To this end, studies of breathing motion were performed with so-called abdominal or
abdominothoracic belts or aeroplethysmography. In addition, ultrasound seems to be
an adequate modality for certain treatment sites. A further promising development is
based on electromagnetic detection [2]. Implanted electromagnetic transponders can
be tracked during irradiation and a real-time measurement of the tumor position is
available. The most prominent imaging technique is mega voltage (MV) or kilo volt-
age (kV)-imaging. As kV-imaging provides the desired soft-tissue contrast needed for
correct positioning, modern linear accelerators include a kilo voltage X-ray tube and an
FPI (flat panel imager) [3, 4, 5, 6] to acquire cone beam CT-data (CBCT).
One potential problem of this volumetric imaging system is the enormous amount
of scatter which causes undesirable streak- and cup-artifacts and results in a quantita-
tive inaccuracy of reconstructed CT numbers [7]. The result is that an accurate dose
calculation might be impossible. These phenomena were also found in former studies
concerning fan beam CT [8, 9, 10]. In one study Joseph [9] concluded that scatter
effects predominate over beam spectrum hardening effects for large body parts, and that
the artifact propensity is a direct function of the scatter-to-primary energy fluence ratio
(SPR). Johns [8] stated that for CT scanners without in-slice anti-scatter collimation
(4th-generation), SPR is on the order of 5 % for body scans. In CBCT an increasing
SPR reduces the contrast significantly [7]. For large objects and cone angles (e.g., a
pelvis imaged with a cone angle of 6°) Siewerdsen [7] observed a SPR in excess of 100
%. The contrast-to-noise ratio (CNR) was found to degrade by nearly a factor of 2 for
SPR ranging from about 2 to 120 % for CBCT images of a breast-equivalent insert in
water.
There are two main efforts to compensate for scattered photons a) physical removal
before detection and b) numerical compensation applied to the image after acquisition.
Techniques that reduce the detected number of scattered X-rays include anti-scatter
grids, air gaps, as well as scanning beam/slit devices [11, 12, 13, 14].
To correct for scatter numerous Monte Carlo calculations and measurements were
performed to investigate the scatter dependence on object thicknesses, field size, object-
to-detector distance, primary energy and the cone angle [15, 16, 17, 18, 13, 19, 20].
In addition, the scattered photons were investigated in terms of single and multiple
scattered components [16, 21] and in terms of their origin process like Compton scattered
photons and Rayleigh scattered photons [18, 22].
Moreover, Chan and Doi [17] investigated the angular, spectral, and spatial distri-
butions of the scattered radiation by changing phantom thicknesses and varying the
monoenergetic incident X-rays from 15 to 100 keV. A helpful Monte Carlo simulator for
fan and cone beam CT with a user-friendly interface was developed by Ay and Zaidi
[19] that enables the user to evaluate the effect of physical, geometrical and other design
parameters. One of the recent publication in terms of Monte Carlo simulation [20] sub-
tracts the MC predicted scatter distribution from the projections prior to reconstruction.
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With increasing numbers of CBCT-systems in clinical routine, the number of publica-
tions concerning scatter correction techniques increases as well [23, 24, 25, 26, 27, 28].
Besides analytical solutions [29] there are solutions based on Monte Carlo calculations
[20, 30], direct measurements [31, 32], and also empirical approaches [33]. Correction
techniques based on beam stop arrays [31, 32] and followed moving blocker-based tech-
niques [34, 35] lead to a better understanding of the scatter problem and to direct
methods of scatter estimation and correction [34, 35, 36].
The CBCT procedure has the problem that the electron density distribution is initially
unknown. So the determination of the correct scatter distribution is therefore an implicit
problem which calls for an iterative solution. The present thesis focuses on a fast iterative
scatter correction algorithm for kV CBCT. This method is based on an approach that
was originally developed for MV CBCT [37, 38]. The scatter correction method is
based on a superposition of pre-calculated Monte Carlo generated pencil beam scatter
kernels and is therefore very fast. For the diagnostic energy range and system set-
up, new important problems do occur. First, the energy and angular dependence of
the commonly used flat panel detector is unknown. According to the literature (an
overview is given in chapter 4), there is no adequate model at hand which fully describes
the processes in the detector used in this work. Furthermore, it is nearly impossible
to get all informations needed for a full and comprehensive Monte Carlo study. The
compositions and features of the detector are strictly kept secret by the vendor. Thus,
as one part of the present thesis, the response of the flat panel detector was measured
with monochromatic X-rays at Hamburger Synchrotronstrahlungslabor HASYLAB at
Deutsches Elektronen-Synchrotron DESY in Hamburg (Germany) and implemented into
the scatter kernel calculation. Findings of these measurements are beneficial for system
optimization. As the thickness of the patients, the distance of the tube to the detector
and the treatment table are fixed values, the changeable parameters of the kV CBCT
system are the incoming energy spectrum and the detector. The goal is to acquire
CBCT-data with high soft-tissue contrast under less noise conditions and justifiable dose
(mAs-product). The measurements at HASYLAB revealed that the radiation response
of the detector increases linearly with increasing energy above 55 keV. The response
value for photons below the K-edge of the phosphor is about half of the response value
at 55 keV. So the recommendation of the present work is to chose a harder incoming
spectrum, e.g. to increase the kVp of the tube.
This thesis furthermore investigates the basic physics of low energy photon scattering.
To this end, Monte Carlo calculations with GEANT4 were performed. The simulations
describe the real experimental set-up chosen for clinical translations. Because of the
unhandy computing time of GEANT4, only some basic investigations concerning the
energy distribution of primary and scattered photons, dependence on field size, detector
distance, phantom size, input energy spectra and influence of inhomogeneities and the
treatment table could be performed. The impact of single scattered photons is high-
lighted at the end of the GEANT4 chapter. One noteworthy result is that 1 cm of
water-equivalent table thickness leads to a reduction of primary photons of 10 % for the
3
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case of head and neck patients. The simulations further on reveal that the tremendous
amount of scatter for head and neck patients, induced by the table, can be notably
reduced by collimating to an appropriate field size. The calculations point out that the
energy spectrum should be chosen with great care in terms of dose to the patient. For
a pelvis case a soft energy spectrum lead undoubtedly to a harmful dose increase. This
statement is based on the calculations of the energy distribution of primary photons
after different thick phantoms, see subsection 3.3.3. The beam hardening effect for the
spectra under investigation is most pronounced within the first 5 cm. The surface dose
will increase tremendously by applying a too soft energy spectrum and the number of
primary photons reaching the detector will be very low. These simulation results are in
totally agreement with the experiences during data acquisition. The results of the Monte
Carlo simulations strongly recommend a harder spectrum at least for pelvis cases.
The best way to evaluate a scatter correction technique is to compare scatter corrected
CBCT images to images acquired with a fan beam CT geometry (FBCT) on the same
system. In the present thesis several phantoms were CT scanned in fan and cone beam
geometry to validate the developed scatter kernels. The types of the phantoms chosen
represent clinical relevant cases including an Alderson head and pelvis phantom and a
self-made thorax phantom. In addition, a contrast-and-resolution and a water phantom
were CT scanned. Furthermore, measurements at a different CBCT system (different
energy spectrum, different phantom-to-detector distance) were performed. It turned out
that the scatter correction algorithm is highly convergent against the correct result. For
thicknesses up to 15 cm only 3 iterations were needed. For thicker phantoms 7 iterations
were necessary. The application of the iterative scatter correction algorithm leads to
nearly the same image quality as the FBCT for the head phantom, the water phantom
and the contrast-and-resolution phantom. And this result is available within 1.3 seconds,
which is magnitudes faster than a full MC calculation. The developed beam hardening
correction further improves contrast without any compromise in computational time.
The present thesis is organized as follows:
• Chapter 2 summarizes the theoretical background related to this work and focuses
on the challenges to be solved in the present thesis.
• Chapter 3 consists of the GEANT4 simulations and the consequential considera-
tions on system optimization and scatter correction.
• Chapter 4 describes the measurements at HASYLAB and discusses explicitly the
findings with related literature. The implementation of the data into the iterative
scatter correction model bridges to the next chapter.
• Chapter 5 includes a detailed description of the developed iterative scatter correc-
tion method and the model of a fast beam hardening correction. The results are
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based on phantom studies and compared to fan beam CTs (low scatter condition)
acquired at the same system. The investigations further highlight the time effec-
tiveness and contrast enhancement achieved with the current implementation of
the model. Issues related to dose calculations are discussed.
• Finally, chapter 6 relates to the preceding chapters and the work done in this thesis





2.1 Generation of X-rays
As in this work measurements were performed both with X-rays from an X-ray tube
and with X-rays from a synchrotron facility, this section focuses on the production of
X-rays in a tube and with a synchrotron facility and finishes with some crucial points
concerning beam characteristics and monochromatisation.
2.1.1 Production of X-rays in a X-ray tube
X-ray photons are produced when a substance is bombarded by high-speed electrons.
The maximum possible X-ray photon energy is equal to the maximum kinetic energy
of the incident electron. When a high-speed electron interacts with the target material,
different types of collisions take place. The majority of the interactions involve small
energy transfers leading to ionization of the target atoms and to heat. 99 % of the
input energy is converted to heat. Cooling the anode has been, up to now, a technical
challenge. The more interesting interactions are when the high-speed electron travels
partially around the nucleus due to attraction between the positive nucleus and the
negative electron. The sudden deceleration of the electron gives rise to the so-called
bremsstrahlung radiation. The energy of the resulting radiation depends on the
amount of incident kinetic energy that is given off during the interaction. At low electron
energies, this process is very unlikely but at high energies becomes even more probable
than the ionisational process.
A different type of interaction lead to the emission of characteristic radiation, see
section 2.2.4 and fig. 2.1. The most pronounced lines in tungsten are Kα1 (transition
K−LIII , E(Kα1) = 59.32 keV , probability: 50 %), Kα2 (transition K−LII , E(Kα2) =
57.98 keV , probability: 29 %), Kβ1 (transition K −MIII , E(Kβ1) = 67.24 keV , prob-
ability: 11 %), Kβ2 (transition K − NIINIII , E(Kβ2) = 69.04 keV , probability: 4 %),
Kβ3 (transition K−MII , E(Kβ3) = 66.95 keV , probability: 6 %) [39]. The last type of
interaction occurs when an electron collides directly with a nucleus and its entire energy
appears as bremsstrahlung. The X-ray energy produced by this interaction represents
the upper energy limit in the X-ray spectrum. The probability of such collisions is low,
as shown by the near-zero magnitude in the 121 kVp spectrum, see fig. 2.1.
In the stopping process the electrons are deviated widely from their initial direction.








Emax = 121 keV






















Figure 2.1: X-ray energy spectrum of a X-ray tube operating at 121 kVp used in this work.
The characteristic radiation of the tungsten anode is clearly seen. The beam is filtered by
3.5 mm aluminum and 0.2 mm copper. The energy spectrum is calculated analytically by
the tube vendor and offered via internet [40].
the target. This results in an angular distribution of the X-rays. For example, for
a tube with a target angle of 16◦ and a collimation with 12◦ at each side, the angular
distribution of the intensity varies by some 30 % over the useful beam, being lowest
on the anode side (heel effect). The beam near the heel, although of reduced intensity,
is more penetrating because of self-filtration in the target [41]. Since the dose to the
patients should be as low as reasonably achievable, and the low energy component of
the spectrum would only contribute to the dose to the patient, as it does not penetrate
through the patient, the unwanted low energy photons are removed from the spectrum
by the use of appropriate filters.
The wavelength of diagnostic X-rays varies roughly from 0.1 nm to 0.01 nm, corre-
sponging to an energy range of 12.4 keV to 124 keV. Although X-rays with much shorter
wavelengths are highly penetrating, they provide little low-contrast information and,
therefore, are of little interest to diagnostic imaging. For diagnostic purposes, high reso-
lution images of the patients are desired, so the X-ray must come from a “point source”,
which requires a small focal spot size. In reality, however, photons are emitted from a
larger area on the target. This is referred to as the off-focal radiation or extra-focal
radiation. Off-focal radiation is caused mainly by two effects: mainly by secondary elec-
trons and to a lower extent by field emission electrons. Because of extra-focal radiation
the X-ray source can be modeled as a high-intensity center spot surrounded by a low-
intensity halo. Off-focal radiation leads to an increased intensity at the outer edge of
the object. So in the reconstructed image a bright outer halo can be seen [42]. Off-focal
radiation can be partially controlled by collimating the system adequately.
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2.1 Generation of X-rays
2.1.2 Production of X-rays with a synchrotron facility
To maintain a constant turning radiusR the magnetic fieldB of a synchrotron facility has
to be enhanced in synchrony with the energy E following the relationship for relativistic





with the elementary charge e. Because of the coercive fields of the iron magnet and
the magnetic field of the earth, an injection accelerator such as a linac or a microtron,
is commonly used. Based on the fundamental rules of classical electrodynamics, each
accelerated charge radiates energy in form of electromagnetic waves. This is also valid for
charged particles in a synchrotron (v ≈ c). For deflection perpendicular to the particle










with 0 = 8.85419 ·10−12As/V m the dielectricity constant for vacuum and the rest mass
m0c
2. As mec2 = 0.511MeV for electrons and mpc2 = 938.19MeV for protons the









= 1.13 · 1013. (2.3)
Thus, synchrotron radiation of electrons is more practicably achievable than of pro-
tons. In contrary to the rest frame angular distribution (Hertz dipole) the laboratory
frame angular distribution of the photons (Lorentz transformation) is strongly forward
peaked with the half aperture angle of Θ = 1/γ, with γ = E/m0c2. So the beam is
very intense. The electron generates on each recirculation, e.g. at each experimental
station, an electromagnetic pulse of length ∆T , where T indicates time. This time is
periodic with the rotational frequency, so the spectra consist of harmonics of the rota-
tional frequency. Essential for the broadness of the spectra is the pulse length, which















The critical synchrotron frequency divides the spectra into two areas of equal radia-
tion power. Nowadays storage rings are used to produce synchrotron radiation. So the
energy is constant and therefore the beam is more stable. This enables the electron
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beam to be strongly focused. In a storage ring often insertion devices such as wigglers
or undulators, situated in the straight sections of the storage ring, are used to produce
synchrotron radiation. In these devices an alternating magnetic field forces the electrons
to follow oscillating paths rather than moving in a straight line. In a wiggler the am-
plitude of the oscillations is rather large, and the radiation from different wiggles adds
incoherently, whereas in undulators the small-amplitude oscillations from the passage of
a single electron produce a coherent superposition of the radiation from each oscillation.
So the intensity is preferably high.
2.1.3 Beam characteristics and monochromatisation
Several aspects of an X-ray source determine the quality of the X-ray beam it produces.
These aspects can be combined into a single quantity, called the brilliance, which allows
one to compare the quality of X-ray beam from different sources. First of all, there is
the number of photons emitted per second. Next, there is the collimation of the beam.
This describes how much the beam diverges, or spreads out, as it propagates. Usually
the collimation of the beam is given in milli-radian, both for the horizontal and for
the vertical direction. Third, also of importance is the focal spot size or source area
- if it is small, one may be able to focus the X-ray beam to a correspondingly small
image size. The source area is usually given in mm2. Finally, there is the issue of the
spectral distribution. Some X-ray sources produce very smooth spectra while others have
peaks at certain photon energies. So, when making comparisons, the range of photon
energies contributing to the measured intensity should be considered. The convention is
therefore to define the photon energy range as a fixed relative energy bandwidth, which
has been chosen to be 0.1 %. There are several reasons why the relative rather than
the absolute bandwidth is chosen. One reason is that monochromator crystals are often
perfect crystals and the relative bandwidth for a perfect crystal in a symmetric reflection
geometry is independent of the photon energy, and depends only on the Miller indices
of the reflection. Altogether, the brilliance is defined as [44]
Brilliance =
photons/seconds
(mrad)2 (mm2 source area) (0.1% bandwidth)
. (2.6)
The intensity in photons per second after the monochromator crystal is the product
of the brilliance, angular divergences set by the horizontal and vertical apertures, the
source area, and the relative bandwidth of the monochromator crystal relative to 0.1 %.
The brilliance is a function of energy. The maximum brilliance from third generation
undulators is about 10 orders in magnitude higher than that from a rotating anode at
the Kα line.
The most common type of monochromator is a crystal from which specific wavelengths
of the incident beam are Bragg reflected. The band is centered around a wavelength λ
given by Bragg´s Law
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mλ = 2d sin Θ, (2.7)
where d is the lattice spacing, Θ is the angle between the incident beam and the lattice
planes, and m is a positive integer. Perfect crystals should be used to ensure a sharp
response. Perfect crystals are free from defects or dislocations and should maintain
this perfection when subjected to the large heat loads imposed by the incident white
beam. In practice, only few materials like silicon, germanium or diamond fulfill these
requirements.
Two further characteristics of synchrotron radiation should be mentioned. First, the
on-axis radiation is linearly polarized in the horizontal plane and second, the radiation
is pulsed, the pulse duration being the electron bunch length divided by c.
2.2 X-ray interactions with matter
Since part of this work concentrates on Monte Carlo calculations of photon transport
in water in the diagnostic energy range, this section focuses on X-ray interactions with
matter. The three different processes of interaction (photoeffect, coherent and incoherent
scattering) were highlighted.
2.2.1 The attenuation of a X-ray beam
Having a well-collimated narrow beam of X-rays passing through a sample of thickness
t and assuming that no scattered photons reach the collimated detector, the ratio of the
intensity of X-rays emerging from the target along the incident direction to the incident
intensity is given by Beer´s Law:
I/I0 = exp(−µt) (2.8)
where µ is the linear attenuation coefficient of the target, which is related to the mean




= n aσ, (2.9)










where NA is Avogadro´s number. The X-ray cross-section per electron eσ is given by
[45]













eσ = Ng eσ. (2.13)
The electron density nZ is the number of electrons per unit volume. The quantity Ng
is the mass electron density, i.e. the number of electrons per unit mass. Some represen-
tative values for Ng for human tissue can be found in [41]. Except for hydrogen, Ng
is about 3 · 1023 (electrons per g), one-half Avogadro´s number, since the tissues have
about the same number of protons as neutrons, so Z/A is nearly 0.5. If the absorber
consists of a chemical compound or a homogeneous mixture, the mass attenuation co-
efficient can be calculated approximately from the weighted sum of the coefficients for













where (µ/ρ)i is the mass attenuation coefficient for the ith element and ωi is its pro-
portion by weight. This mixture rule ignores any effect of changes in the atomic wave
function as a result of the molecular, chemical and crystalline environment. Errors are
thought to be generally less than a few percent for photon energies above 10 keV [45].
Nevertheless calculations of compounds should be dealt with a critical eye.
If we still have the same thickness t as in equ. 2.8 but extend the pencil beam, some
scattered photons may reach the detector with the result that the transmitted number
of photons N will be larger than before. So the measured value is dependent on the
thickness of the attenuator t, on its area and shape S, on the distance between the
attenuator and the detector L, as well as on the photon energy E. It could be described
by an equation such as:
N = N0 exp(−µt)B(t, E, S, L) (2.15)
where the so-called build-up factor B takes into account the photons scattered by the
attenuator. For shielding purposes, B is usually obtained experimentally since B is a
rather complicated factor.
In this work the measured number of photons, NM , are simply divided into a primary,
NP , and a scattered, NS, part
NM = NP +NS. (2.16)
NS and NP can be calculated with the aid of Monte Carlo codes.
There are three effects which lead to the attenuation of a photon beam for energies up
to 1 MeV, which is below the threshold for pair production: coherent scattering, µcoh;
12
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Figure 2.2: Linear attenuation coefficients as a function of energy for water. Data taken
from [46]. The data points for incoherent scattering (without binding energy) are calculated
using the Klein Nishina formula, see equ. 2.24.
incoherent scattering, µinc; and the photoelectric effect, µph. So the total attenuation
coefficient µ in the diagnostic energy range is the sum of the possible interactions:
µ = µph + µcoh + µinc. (2.17)
The relative probability of each type of interaction is proportional to the cross section for
that process. The probability of an interaction is proportional to the sum of the cross
sections. These coefficients are tabulated as a function of the energy and the atom,
compound or mixture and can, for example, be found in [46]. The coefficients for water
used in this work are illustrated in fig.2.2.
In general, when a single photon interacts with matter, any of the three processes may
occur. In any one interaction only one process can take place, but in many interactions
all of them will occur. To determine the likelihood of a particular interaction, the Monte
Carlo simulation relies on the probability distribution for that interaction.
2.2.2 Coherent scattering
Elastic scattering from atoms is called Rayleigh, or coherent scattering, when it involves
strongly bound electrons and Thomson scattering when the atomic electrons can be
regarded as free in the low energy limit. (Coherence in this context implies a fixed phase
relation between the incident and scattered wave from a single atom. The scattered
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waves from an assembly of electrons would be incoherent unless there is a regular array
of atoms in which case coherent Bragg scattering can occur in specified directions.)
The cross-section for Thomson scattering is independent of energy and may be
derived from classical physics (classical scattering). The fraction of the incident energy
that is scattered by the accelerated electron into the solid angle dΩ = 2pi sin ΘdΘ is







1 + cos2 Θ
)
, (2.18)
where Θ is the angle between incoming wave and scattered wave (polar scattering angle),
r0 = 2.82 · 10−15m is called the classical electron radius. It correctly gives the amount
scattered for zero energy photons, hence the subscript zero. By integrating equ. 2.18




pir20 = 66.5 · 10−30m2. (2.19)
This total cross section, σ0, is called the Thomson classical scattering coefficient for a
free electron and has the same value for all photon energies. In this type of scattering,
the electron is given no energy and so no energy is absorbed. At very low energies the
scattering is correctly given by equ. 2.19, but as the photon energy is increased the
electron recoils and the amount of radiation scattered is less than that calculated from
equ. 2.19 [41].
Rayleigh scattering consists of an elastic collision between the incident photon and
bound orbital electrons in which the atom is neither excited nor ionized. As a result of the
collision, the target electrons oscillate in phase and at the same frequency. The various
orbital electrons thereby contribute scattered photons coherently, greatly increasing the
likelihood of interaction through constructive interference. The atomic differential cross







1 + cos2 Θ
) · F 2 (x, Z) . (2.20)
The square of the atomic form factor F represents the probability that the Z electrons
take up the recoil momentum without absorbing any energy from the photon (2hx is
the momentum transfer in the photon-electron collision, with h the Planck´s constant).
The momentum transfer parameter x is given by x = sin(Θ/2)/λ with λ as the photon
wavelength. Tabulated form factors can be found in [46]. Coherent scattering mainly
occurs at low energies for large Z values where the electron binding energies influence





Detailed Monte Carlo calculations for water can be found in [17]. Especially the
differential cross section of single coherent scattering for several energies as a function
of polar scattering angle Θ is shown in [17].
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Figure 2.3: Compton collision between a photon of energy E and momentum p with a free
electron. The recoil electron acquires momentum q and energy Eel, the scattered photon
has energy ES .
2.2.3 Incoherent scattering
Incoherent scattering, or Compton scattering arises when the atomic electrons can
be regarded as free. In fig. 2.2 the negligible difference in the diagnostic energy range
between incoherent scattering with and without binding energy for water is illustrated.
Compton scattering is the most important interaction mechanism in tissue-like material
in the therapeutic energy range.
The incoming photon sets the electron in motion with the energy Eel at an angle Φ
carrying away part of the energy while the rest of the energy is carried away by a photon
with energy ES at angle Θ. In the collision energy is conserved so
E = ES + Eel. (2.22)
Because momentum is also conserved, the recoil angle Φ of the electron is determined
uniquely if the angle of scattered photon, Θ, is known. The energy given to the recoil
electron may range from zero, when the electron is ejected perpendicularly, to a maxi-
mum value when the electron is knocked straight forward. The energy of the scattered
photon can be expressed as function of primary Energy and scattering angle Θ
ES =
E
1 + α(1− cos Θ) (2.23)
with α = E/m0c2.
When low energy photons interact in a Compton process, very little energy is trans-
ferred to the medium and most of the energy is merely scattered, see fig. 2.4. When
the energy of the photon is large, 10 to 100 MeV, most of the available energy is trans-
ferred to the recoil electron and very little is scattered. For large energies the angular
distribution of the Compton photons is forward peaked whereas low energy photons are
distributed like the wings of a butterfly, nearly rotationally symmetric about the inci-
dent direction. Because of momentum conservation the angular distribution of Compton
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Figure 2.4: Compton shift: Energy ES of the scattered photons at scatter angle Θ = 400
as a function of primary Energy E for low energy photons (blue data points).
The relative probability of collision was determined via quantum mechanics by Klein
and Nishina by describing the initial state and the final state of the system with suitable
wave functions. The differential cross section per unit solid angle for scattering from a
single free electron (i.e. not attached to an atom) is given by the product of the Thomson
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}
. (2.25)
When α is small, such as for low energy photons or when Θ = 0, then FK = 1 and
scatter is given by the classical value. Using the Klein-Nishina formula one can determine
the relative probability of each energy transfer and so determine the average fraction
of the incident energy given the electron. One can approximately describe the energy






for (0.5 ≤ n ≤ 1). (2.26)
As for most elements despite of Hydrogen N ≈ Z and therefore Z/A ≈ 1/2 the Compton
coefficient is almost independent of atomic number. The inner shell electrons shield the
field of the nucleus.
2.2.4 Photoelectric effect
In the photoelectric process, a photon of energy E collides with an atom and ejects one
of the bound electrons predominantly from the inner shells. Because of momentum and
16
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energy conservation the process can only take place at bound electrons. The incom-
ing photon is completely absorbed. The ejected electron is called a photoelectron and
emerges with energy E − Eb where Eb the binding energy of the respective shell. The
mean range of an electron with an energy of 100 keV is 0.14 mm in water [47]. The
angular distribution of the electrons depends on the incoming photon energy. The higher
the incoming photon energy, the more forward peaked is the electron distribution. The
atom is left in an excited state and emits isotropically characteristic radiation and Auger
electrons as it returns to the ground state. The atom bears a negligible amount of recoil
energy. As seen in fig. 2.2 there is a linear relation between µph/ρ with ρ = 1 g/cm3 for






The interaction probability increases with increasing electron density so that the de-
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A · E ≈
Zn
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for (E  511 keV ) (2.29)
whereas for low atomic number material n ≈ 3.6 and for high Z n = 3. By looking at the
photoelectric attenuation coefficient, such as for lead as function of energy [41], one can
clearly distinguish the so-called absorption edges. Just above the binding energy of a K-
electron the attenuation coefficient is 5 times higher than below. On the high energy side
of this edge, K, L, and M electrons may be involved in photoelectric absorption, while on
the low energy side, only the L and M are involved. Therefore, the more tightly bound
electrons are more important for photoelectric absorption and the maximum absorption
occurs when the incoming photon has just enough energy to eject the bound electron.
2.3 Detection of X-rays
After production and interaction, the photons behind the patients are detected with
an appropriate detector. So this section briefly describes the energy absorption and
especially the principles of the detector used in this work.
2.3.1 Energy transfer and energy absorption
If through the processes mentioned above, part or all of the photon energy is converted
into kinetic energy of electrons, a complicated process in the material follows. As the
emission of bremsstrahlung radiation is negligible in the diagnostic energy range the
17
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electrons will lose their energy via collisions. In tissue, processes like ionization, excita-
tion, breaking molecular bonds, heat, chemical and biological damages follow. It is part
of the ongoing research to study all of these effects in detail. For the physical point of
view one can calculate the average energy transferred (Etr) and the average energy ab-
sorbed (Eab), where Etr = Eab for diagnostic photon energies. A descriptive illustration
can be found in [41] where N photons reach a layer of thickness ∆t and the number of
interactions that occur in this layer is given by
n = µN∆t. (2.30)
With Etr, the average energy transferred per interaction, the energy transferred is







NE is the energy carried by the beam. The quantity in brackets is called the transfer
coefficient, µtr, thus:






As mentioned above, Etr = Eabs in the diagnostic energy range thus the energy absorp-
tion coefficient µab = µtr. These coefficients are tabulated depending on the energy and
the atom or compound and can be found in [46]. Since coherent scattering does not
contribute to the absorbed energy the total energy transfer coefficient is the sum of two
interaction processes:












= µinc · tinc + µph · tph, (2.33)
with the so-called transfer-factors ti. For example, related to the materials used in this
work, if a photon of 80 keV passes through Gd2O2S with a relative high Z of 64 of Gd,
the photoeffect dominates. For simplicity, taking only the bound energy of the K-shell







the transfer factor is 0.37, that is 37 %. This can also be calculated for the Compton
effect. Here the bound energy of the outer shell electrons can be neglected so that
tinc =






With the mean energy of the scattered photon over all scatter angles of about E ′ ≈
70 keV [47] it results in an energy transfer of 12.5 %.
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Figure 2.5: Illustration of the indirect X-ray detector (flat panel) used in this work. The
incoming X-rays are converted into optical photons by the phosphor (scintillator). The
isotropically spread out optical photons are detected by an array of photodiodes. A digital
image results. Illustration taken from [1].
2.3.2 Indirect detection process
The detector used throughout this work was a XRD 1640 ANX ES [48] from Perkin
Elmer Optoelectronics. This X-ray detector is classified as an indirect detector [49].
In contrary a direct detector records the electrical charge which results directly from
ionization of the atoms in the detector. Gas detectors such as xenon detectors used
in computed tomography and air ionization chambers are direct detectors. Solid-state
direct detectors for X-ray imaging are made of a solid material (a photoconductor, e.g.,
Selenium) placed between two electrodes (one electrode is pixelated).
An indirect detector system is a scintillator-based X-ray detector, see fig. 2.5 and 2.6.
X-rays interact with a phosphor (most pronounced photoeffect, the electron excites the
dotated phosphor), causing it to emit light in or near the visible range. The visible-light
photons then propagate by optical diffusion to a photodetector, a silicon photodiode.
The photodetector then records the pattern of visible light given off by the phosphor as
an image. The charge generated by each photosensitive element is proportional to the
light intensity emitted from the phophor in the region close to the pixel. This charge
is stored in the pixel until the active-matrix array is read out. A thin film transistor
(TFT) acts as a switch. So each pixel is configured from a switching element and a
sensing/storage element. The base of the detection element consists of a glass substrate.
The material used here should have the same thermal characteristics as the hydrogenated
amorphous silicon (a-Si:H) and the TFT. The beneficial effects of introducing hydrogen
into the crystal lattice structure are: a) to occupy many of the dangling bonds present in
raw a-Si and b) the ability to control the electrical properties of the material by doping.
Because digital photodetector electronics are opaque to X-rays, the photodetector must
be placed behind the scintillator. The disordered structure (amorph) of the photodiode is
responsible for the exceptional radiation damage tolerance that a-Si:H exhibits. It is also
the source of many of the problems, such as charge trapping and image lag, associated



















Figure 2.6: Illustration of the detection process for the indirect X-ray detector used
in this work. The incoming X-rays are converted into optical photons by the phosphor
(scintillator). The isotropically spread out optical photons are detected by an array of
photodiodes, converted into charge, summed up and switched with a thin film transistor
(TFT). The phosphor consists of Gd2O2S grains bound in organic binder.
on the glass substrate in between the photodiodes. So it is obvious that the geometrical
fill factor is not 100 %. The imaging system is completed with peripheral circuitry that
amplifies, digitizes, and synchronizes the readout of the image and a computer that
manipulates and distributes the final image to the appropriate soft- or hard-copy device.
Some phosphors require the presence of defects in the crystal lattice structure of the
phosphor for meaningful light emission to occur. To achieve defects, activators (also
called dopants) are added to the phosphor during manufacturing. Gd2O2S, used in the
XRD 1640 ANX ES, is typically doped with Tb2O2S, which is indicated by Gd2O2S : Tb.
Gd2O2S : Tb emits with a strong peak at 545 nm (green light), if praseodymium is used
as the activator (Gd2O2S : Pr), the phosphor will emit 506 nm light when exposed
to X-rays. The wavelengths mentioned are the principal wavelengths. Additional, less
prominent, peaks in the scintillation spectra occur at other wavelengths. The activator
determines not only the color of the luminescent emission, but also the efficiency of the
phosphor (how much light is emitted per absorbed X-ray photon) is strongly influenced
as well. For a given phosphor and activator, the concentration of the activator relative
to the host phosphor will also play an important role in the efficiency of the scintillator.
The activators are present in only trace quantities, and their presence has negligible
impact the absorption efficiency of the phosphor.
2.3.3 Quantitative detector parameters
The design goal of all X-ray detectors for medical imaging is to maximize the absorption
efficiency of the detector, given the constraints of other performance parameters (such as
spatial resolution) as well. The quantum detection efficiency (QDE) of a detector
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where t is the thickness of the detector and µ (E) is its linear attenuation coefficient, and
O (E) is the X-ray spectrum (photon fluence per energy interval). The QDE is simply
the fraction of incident X-ray photons which are attenuated by the detector.
In both direct and indirect X-ray detectors, the signal is related to the total energy
absorbed in the detector, not the number of the photons. That is, X-ray detectors are
not photon counters, but rather are energy integrators. The energy absorption













The denominator of equ. 2.37 is simply the amount of energy incident upon the X-ray
detector (per unit area). The fraction of photons attenuated in the detector is given by
the
(
1− e−µ(E)t) term, and the amount of energy absorbed in the detector per attenuated
X-ray photon is given by E (µab (E) /µ (E)).
Graphs of the QDE and EAE for Gd2O2S can be found in [49]. For the QDE, above
the K edge, an appreciable jump in X-ray detection is achieved. The EAE does not
enjoy the large jump in magnitude as the QDE does because the energy associated with
the characteristic X-ray photons is re-emitted by the detector and it is the integrated
energy that creates the signal in an X-ray detector system.
The fraction of energy absorbed by the detector (equ. 2.37) is highly dependent
upon the fluorescent yield of the phosphor (which affects (µab/µ)). For example, just
above the K edge of Gd2O2S (say at 51 keV), the ratio (µab/µ) is 0.31 [49]: This means
that even if 100 % of the incident 51 keV photons were attenuated by the detector, a
maximum of 31 % of the energy would be absorbed at the initial interaction site.
Each type of phosphor has an intrinsic efficiency in which X-ray energy is converted
to visible-light photons. Gd2O2S has an intrinsic conversion efficiency of about 15 %
[49]. Depending on the quality control of the manufacturer, the conversion efficiency of
a phosphor can fluctuate, for instance, depending on the precise ratio of activator that
was used for a specific batch of phosphor. The efficiency is also dependent on X-ray
energy (the mean X-ray-to-light conversion factor is 442 for a photon with 18 keV and
increases to more than 1000 for a photon with 52 keV [49]). Once a X-ray photon is
converted into a burst of visible-light photons, these photons then propagate by optical
diffusion. Optical diffusion occurs when multiple visible-light photons undergo multiple
scattering events. In general, a single visible-light photon will undergo many hundreds
of scattering events.
Thicker phosphor screens absorb more X-ray photons and have higher QDEs, but
the light emitted in a thicker screen has a longer propagation path length to reach the
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surface of the screen. Light that diffuses through thicker layers of screen will spread
out more, reducing spatial resolution. In addition to the larger blur pattern found with
thicker screens, visible-light photons are absorbed more with a greater diffusion path
length, and thus the number of photons will be reduced and the conversion efficiency
may be lower. As a negative consequence, the image noise will increase.
2.3.4 Blurring
A thick screen can be modeled as a number of layered thin screens. Each layer in
the screen will contribute its own conversion efficiency and its own modulation transfer
function (MTF, a spatial frequency description of resolution). Layers close to the pho-
todetector will have higher conversion efficiencies and sharper MTFs, layers away from
the photodetetor will have slightly lower conversion efficiencies (due to light attenuation)
and poorer MTFs.
To summarize, there are three intrinsic sources of blurring common in all X-ray
imaging detectors. The three intrinsic effects are geometrical, electron range, and K-
fluorescence re-absorption. Geometrical blurring arises when X-rays are obliquely inci-
dent and because they may be absorbed at different depths, give a different response at
the surface and thus depends on the angle of incidence and the absorption of the layer
and its thickness. Electron-range blurring results from the energetic electron freed by
radiation interaction that moves through the medium depositing energy. The range is
dependent on its energy and the density of the material and is ≈ 1 − 3µm at 10-30
keV; and ≈ 10 − 30µm at 50-100 keV in typical X-ray detection media. K-fluorescent
X-rays are often released after interaction of an X-ray with the K shell of an atom. The
mean absorption distance of X-rays of a given energy in the diagnostic energy range
in X-ray detection media is greater than the range of charged particles and is typically
≈ 50− 200µm.
2.4 Challenges of X-ray imaging
In this section a main focus is drawn on the influence of scatter and beam hardening in
computer tomography.
2.4.1 Influence of scatter in computer tomography
The effect of detected scatter in CT reconstructions is illustrated in fig. 2.7. Two
different projections (anterior-posterior and lateral) of a water phantom containing rods
of higher electron densities are shown. The primary intensity IP in view 1 is lower for
rays that traverse both high-density rods than in view 2, where only one rod has to be
passed. The scatter intensity IS remains about the same in view 2 as in view 1.
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Figure 2.7: Effect of detected scatter in CT reconstruction (streak artifact). Primary
(IP ) and scattered (IS) intensities for two view angles of a water phantom containing two
rods with higher electron density. See text for further explanations. Idea taken from [10].
Thus the scatter contributes a larger fraction to the measured intensity IM through the
rods in view 1 than in view 2. It may be expected, therefore, that nonisotropic artifacts
will be present in the reconstructions. In fact, since less attenuation per unit length is
measured through the rods in view 1 than in view 2 due to the scatter contribution, the
reconstructed attenuation image will show a dark (low-density) streak connecting the
rods [10, 7]. This reduced accuracy in reconstruction values might lead to insufficient
dose-calculation results.
This scatter effect can be described formally [8]. The reconstruction of the linear









with I0 the signal due to the unattenuated beam. This relationship is exact only for a
monoenergetic beam with no scatter. The effect of scatter is seen by writing I = IP + IS
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Since IS/IP > I0,S/I0,P , the last term in equ. 2.39 is negative. Along rays where the
attenuation is large, IP will decrease by a much larger factor than IS will. As a result, the
line integrals through these regions will be underestimated by a disproportionately larger
amount and dark streaks will result. The scatter distribution of a water phantom itself
results in intensity cupping. Similar to the beam hardening phenomenon mentioned
below the reconstructed attenuation values of a water phantom are less in the middle
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of the phantom forming a cup. In addition, Siewerdsen [7] showed that the scatter-to-
primary ratio (SPR), IS/IP , increases with increasing cone angle and also with increasing
phantom thicknesses. This results in an increased severity of the cup artifact and in
addition in an overall reduction in reconstructed µ−values.
The effect of X-ray scatter on contrast (C) can be described as follows [7].
Contrast is defined as the (small) deterministic difference in the image signal of two
contrasting neighboring regions (ensemble average of voxel values, should be taken at
same radii). In medicine often one of these neighbors is water. Following equations 2.38
and 2.39, the measured value µ̂1 of a cylinder of diameter d and attenuation coefficient
µ1 is:









Now, the cylinder contains a second insert of diameter d2 and attenuation coefficient
µ2, with d = d1 + d2 and d2 = ζd (thus d1 = (1 − ζ)d). The true difference in attenu-
ation coefficients shall be defined by δ = µ1 − µ2. The measured values of the correct
attenuation coefficients, µ1 and µ2, are µ̂1 and µ̂2, respectively. So
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. (2.41)
Some calculation steps later this results in the measured contrast Ĉ:
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Again some calculation steps later this gives:










The measured contrast, Ĉ, differs from the actual difference in linear attenuation coeffi-
cients, δ, by a term related to the scatter-to-primary ratio (SPR), and since the absolute
magnitude of this term increases with SPR the result is degradation in contrast. For
example, if µ2 < µ1 (i.e. the second object is “dark”), then δ is positive and the second
term is negative; therefore, contrast is reduced. Similarly, taking µ2 > µ1 (i.e., the sec-
ond object is “white”), then δ is negative and the second term is positive. Therefore the
absolute value of the contrast is reduced. This simple analytical description is valid only
for conditions where the two objects vary in linear attenuation coefficient by a small
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perturbation. The analytical form is nondivergent for ζ > 0, and the range in δ and ζ
for which the equation holds is set by the assumption that the presence of the second ob-
ject significantly influences neither the measurement of µ̂1 nor the SPR. Contrast alone
does not determine the visibility of structures in tomographic images. The visibility of
low-contrast objects is affected by the contrast in proportion to the voxel noise, i.e. by
the contrast-to-noise ratio (CNR).
The effect of X-ray scatter on voxel noise, where voxel noise, σvox, will be de-
termined from the average of the standard deviations of regions of interests (ROI´s,
taken at same radii from the center of reconstruction at different transversal slices) was
measured by [7] as a function of SPR at various levels of X-ray tube output. The voxel




For a fixed tube output, the exposure at the detector increases with cone angle and SPR
due to X-ray scatter, and the voxel noise is reduced accordingly. This is not to say that
X-ray scatter is beneficial to image quality; rather, it reflects the fact that the detector
does not distinguish between primary and scattered photons, and integrates incident
quanta irrespective of their history. Since for higher levels of SPR both the contrast and






is a tradeoff between the degradation in contrast and the reduction in noise. The net
effect is degradation in CNR [7].
2.4.2 Influence of beam hardening in computer tomography
A polychromatic X-ray beam becomes proportionately richer in high-energy photons
while passing through an object (more penetrating, or “harder”). The transmitted in-
tensity is the summation of the intensities over all energies, each of which experiences a
different attenuation because of the energy dependence of the attenuation coefficients.





µ(E,t) dt dE. (2.47)
Here O(E) represents the incident X-ray spectrum. The area unter O(E) equals unity.
(In this explanation the response signal of the detector is not taken into account.) In










Figure 2.8: Black box illustration of the Monte Carlo technique. Idea taken from [51].












Equation 2.48 indicates that the relationship between the measured projection p and the
path length t of the material is no longer linear. The measured projection is always less
than a projection without beam hardening and the difference increases monotonically
with increasing path length (concave function) [42]. This results in intensity cupping in
the reconstructed images. So the reconstructed attenuation values of a water phantom
are less in the middle of the phantom. In addition, a different artifact can be seen between
dense objects, see fig. 2.7. In view 1 the projection rays pass through two dense objects
while in view 2 only one dens object is passed. This results in a dark banding between
dense objects in the reconstructed images. For example, severe dark shading can be
readily observed between petrous pyramids in the head scan (Hounsfield-Balken [50]).
Another type of artifact is the degraded bone-brain interface. The image intensity of the
soft-tissue portion of the interface is elevated to produce a fuzzy boundary [42]. Beam
hardening induced shading artifacts are not limited to bony structures. They can also
be caused by a high-density contrast agent injected to the patient.
2.5 Monte Carlo simulation
This section discusses some basic aspects of applying the Monte Carlo method to photon
transport phenomena.
2.5.1 Principles of Monte Carlo simulation
The popularity of the Monte Carlo technique and the term Monte Carlo is generally
attributed to the work of J. von Neumann, S. Ulam, and E. Fermi during World War
II. The term „Monte Carlo“ was given by von Neumann to a secret Los Alamos project
concerning neutron diffusion. The Monte Carlo simulation technique can be understood
in terms of a black box diagram, see fig. 2.8.
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The procedure can be considered as a two-input, one-output device [51]. The inputs
are a large source of high-quality random numbers and some probability law under
examination. For example, if the underlying probability of photon interaction with
matter is known, the transmission of a Bremsstrahlung beam through tissue can be
calculated. The hallmark of Monte Carlo is the use of random sampling. A simulation
which is strictly analytical in nature is not a Monte Carlo simulation. For a continuous
random variable, X, the probability that X lies within the interval (x1, x2) is given by
an integral
Prob (x1 < X < x2) =
∫ x2
x1
p (x) dx. (2.49)
This relation defines a function p(x) which is called the probability density of X. Con-
ventionally, the letter P denotes a probability (also called a probability distribution
function or a probability mass function) and the letter p denotes a probability density.
It is required that ∫ ∞
−∞
p (x) dx = 1 (2.50)
where p(x) is integrated over all possible values of the continuous random variable X. A
typical example for p(x) is the Gauss probability. Similarly, any probability distribution
function P (x) must satisfy the requirement∑
x
P (x) = 1, (2.51)
where the sum is over all possible values of x. Once the probability law governing a ran-
dom variable is known (p(x) or P (x)), it is possible to calculate expectation values such
as the mean and variance. An example of inversion, or direct sampling, in Monte Carlo
simulation is the estimation of the mean path length τ . Photon diffusion is governed by
the exponential probability law: The probability that no interaction occurs for a photon
traveling a distance t is exp(−t), and the probability that an interaction subsequently
occurs within the infinitesimal interval between t and t+ dt is µ exp(−µt)dt. Therefore,




µ exp (−µt) dt = 1− exp (−µt) . (2.52)
A random distance t∗ can be obtained by generating a random number r∗ and solving the
equation r∗ = exp(−µt∗) for t∗. Note that F (t) is a cumulative probability distribution
and therefore is distributed between 0 and 1, as is r∗. Hence, sampling is accomplished
by the analytical inversion of equ. 2.52. Sampling can also be performed by numerical
inversion.
A different method of sampling is the rejection sampling. This method, called the















Figure 2.9: Sampling a PDF f(x) by the rejection technique. The random pairs (x∗, r∗)
are assumed to be uniformly distributed over the circumscribing rectangle. Only those
pairs bounded by f(x) are accepted. Idea taken from [51].
When exact computation of f(x) is straightforward, this method is often practical.
Given a bounded probability density function (PDF) f(x), defined on [a, b], where
M = Supx∈[a,b]f(x):
1. Generate two uniformly distributed random numbers r∗1, r∗2 ∈ [0, 1]
2. Calculate X∗ = a+ (b− a) r∗1
3. Accept X∗ if r∗2 ≤ f(X∗)/M . If not, go to 1.
The procedure is illustrated in fig. 2.9.
The efficiency of the method is the fraction of pairs (r∗1, r∗2) that are not rejected and
is numerically equal to the area under f(x), divided by the area of the circumscribing
rectangleM ·(b−a). If the values of f(x) vary widely, the technique may not be practical.
It is worth noting that the maximum value of f(x), M , or at least an upper bound must
be known.
2.5.2 Mean value and variance
The mean value 〈T 〉 of a real-valued function T (x) defined over a space ∑ is [51]:
〈T 〉 =
∫
P T (x) p (x) dx. (2.53)
Each value x is a possible multidimensional quantity characterizing the state of the
system. The function p is a probability density function (PDF) giving the probability
that the state of the system lies between x and x+dx. A Monte Carlo estimate T̂ of 〈T 〉
is obtained by randomly drawing N samples {x∗i }Ni=1 from the distribution p. Sampling
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from p means that the probability of choosing a sample x∗ from the interval (x, x+ ∆x)






T (xi) . (2.54)
Thus, the integral, equ. 2.53, is replaced by a finite sum. The statistical goodness or
reliability of the estimate T̂ depends on both sample size N and the variability of the
estimator T (x) which is described by the variance
σ2 =
∫
P [〈T 〉 − T (x)]2 p (x) dx. (2.55)
Under sufficiently general conditions [51], for large N ,
(









imately normally distributed with a mean of zero and a variance of one. Symbolically:
lim
N→∞
T̂ = 〈T 〉 , (2.56)
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where P (x) denotes the probability of event x. For example, the probability that T̂
lies within the interval
(
〈T 〉 − 2σ/√N, 〈T 〉+ 2σ/√N
)
is 0.95. Equ. 2.57 implies that
the precision of the estimate increases with the square root of the number of histories.
Thus, for each additional digit of significance, the number of histories must be increased a
hundredfold. The brute force tactic of increasing N to improve precision rapidly reaches
the point of diminishing returns.
2.5.3 Variance reduction and efficiency enhancing techniques





where ξ is the CPU time required to achieve the variance σ2. Since σ2 ∝ 1/N and ξ ∝ N ,
the quantity σ2ξ is ≈ constant. The efficiency expresses how fast a given algorithm is
at a desired level of statistical accuracy. There are two approaches to improve  [52]:
1. reduce σ2 for a given ξ
2. reduce ξ for a given N .
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Methods reducing σ2 while producing a mathematically unbiased result are called vari-
ance reduction techniques (VRTs) such as Bremsstrahlung splitting and Russian roulette.
For the first method, an electron is forced to produce many bremsstrahlungsphotons;
these secondary photons have appropriately adjusted weights to conserve particle weight.
Russian roulette typically plays with events of little interest; particles are terminated
with a given probability but surviving particle weights are increased with inverse prob-
ability to render the game unbiased. Methods which reduce ξ for a given N intro-
duce bias. They are termed efficiency enhancing techniques (EET´s). Range rejection,
electron/photon energy cutoffs and Condensed History Techniques (CHT) are the pro-
nounced examples [53]. The CHT method groups electron interactions into single „steps“
that account for aggregate effects of scattering along the path [52].
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3.1 Introduction
To gain some basic information concerning the amount of scattered and primary photons
of the kV CBCT systems routinely used in clinical applications, GEANT4 calculations
were performed. GEANT4 (GEometry ANd Tracking 4) is an object-oriented Monte
Carlo simulation toolkit in the C++ programming language that has been developed
by a worldwide collaboration of scientists [54]. GEANT4 simulates the passage of par-
ticles through matter. It includes a complete range of functionality including tracking,
geometry, physics models and hits. The physical processes offered cover a comprehen-
sive range, including electromagnetic, hadronic and optical processes over a wide energy
range starting, in some cases (Low-energy category), from 250 eV.
The electromagnetic package is organised as a set of class categories, e.g. the Standard
category handles basic processes for electron, positron, photon and hadron interactions
whereas the Low-energy category provides alternative models extended down to lower
energies [54]. The three electromagnetic (EM) models provided (Standard, Low-energy,
Penelope) employ different cross-section data sets and final state sampling algorithms.
Details are available in the GEANT4 Physics Reference Manual [55]. In [56] the accu-
racy of the photon and electron physics for radiotherapy applications was investigated
and found to agree within 2 % with the EGSNRC code, which is a code commonly
accepted as an accurate tool for radiotherapy dose simulations. Moreover in [57] it
is shown, that the simulation of the physical processes occurring in radiation therapy
satisfies accuracy requirements. Also in [56], a general description of the photon and
electron processes for the three EM models based on version 4.6.1 is presented. For
all calculations in this work the version 4.7.0 and the Low-energy process were used.
As the physics is unchanged between these two versions [58] the uncertainties of the
calculations done in the present work should be within 2 %.
One disadvantage of the GEANT4 code is the computing time. The machine time
mainly depends on the geometry used in the code and the creation of particles, not on
the tracking of the particles [58]. A typical experiment, calculated on a Dual Xeon
3.0 GHz computer, takes approximately 12 to 24 hours depending on the used seed
(60 nodes on the cluster were needed for one experiment, where each node calculates
500 million photon histories, 60 to 110 nodes were available at that time). So if one
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intends to calculate the scatter contribution of a patient in a kV CBCT it will take
approximately one day per projection. Routinely, we acquire 360 projections per patient.
In addition, the aim of calculating scatter kernels for the iterative scatter correction
algorithm described in chapter 5 had to be deferred since each scatter kernel takes
up to 50 days of calculation time and at least 4 to 5 different scatter kernels (different
radii) were needed. Hence, in this work, only some basic investigations concerning
the energy distribution of primary and scattered photons, dependence on field size,
detector distance, phantom size, input energy spectra and influence of inhomogeneities
and the table are investigated. The spectra and geometries under investigation were not
chosen arbitrarily in this work but were specified by collaboration partners for whom
some experiments were performed. So the Geant4 calculations were based on the real
experimental set-up chosen for clinical translation. In 2005 we started with a source-
to-detector distance (SDD) of 142 cm and with energy spectrum 1. In the next year,
the spectrum was changed to a softer spectrum 2. As the primary signal was too low
for voluminous patients, the energy spectrum changed again to a harder spectrum 3.
Because of a new multileaf collimator in the head of the linac, the SDD was reduced to
137 cm. Hence, the calculations presented in this work rely on these specifications.
3.2 Material and methods
3.2.1 Modeling the phase space and the detection grid
The model of the phase space of the 6 MV treatment beam of a linac, generated on
a plane perpendicular to the beam axis published by Tacke et al. [59] was used. In
this work, the plane is located at the distance l = 50 cm from the X-ray source, see fig.
3.1. Similar to the work of [59], the kinetic parameters of each primary photon were
defined in three steps. In the first step the initial position P1(x, y) at the position of the
extended source (l = 0 cm) was sampled.
Next, the initial photon energy E was sampled according the sampling scheme in equ.
5.5. The energy spectra used in this work are depicted in fig. 3.2. The different energy
spectra were calculated analytically by the vendors and offered via internet [40]. The
spectra were validated by a measurement with a Compton spectrometer in a different
work [60]. Off-axis energy spectra changes (heel effect, off-focal radiation) are assumed
to be negligible. The tubes do not contain any bow-tie filter.
Finally, the photon initial momentum direction was sampled from an angular distri-
bution. As mentioned in subsection 2.1.1 for a tube with a target angle of 16◦ and a
collimation with 12◦ at each side the intensity can vary with angle by 30 % over the
useful beam [41]. If the target angle is made smaller, the beam is even more constricted
on the anode side. One X-ray tube used for the experiments (several tubes were under
investigation) was an Optitop 150/40/80 HC-100 from Siemens. The focal spot size
was 0.6 mm and the anode angle was 12◦. Although intense efforts were made to get
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sufficient information about the tube, there was no response from either the collabora-
tion partners or the vendors. For this reason, the data published in [41] were digitized
and fitted with a parabola function. Thus, the angular deviation of the initial momen-
tum from the beam axis was sampled from a two-dimensional spatial parabola function
p(r), r =
√
x2 + y2, centered on the beam axis and located at the position of the source.
As the correct angular distribution is unknown, only the calculation in the subsections
3.3.1 and 3.3.2 were based on this implementation. For all other investigations, the
















Figure 3.1: Sketch of the geometry simulated with GEANT4. The Energy E and position
P1(x, y) are sampled at the extended source. The angular distribution is suggested at a
distance l = 50 cm from the source (phase space). All phantoms were placed isocentrically,
with the horizontal axis perpendicular to the beam axis, but in addition some cylinders are
placed parallel to the beam axis (further notice can be found in the text). The detection
grid is located the source-detector-distance (SDD) away from the extended source. The
y-direction is not shown. For further explanations see text.
The detection grid was implemented as an intersection plane at the real position of
the detector behind the phantom, see fig. 3.1. The grid accumulates the fluence and
energy fluence in front of the detector. At each step point, see subsection 3.2.3, the
position of the particle can be gained. To this end, all volumes (e.g., world, phantoms,
detector) were set sensitive. The detector itself was filled with air. If the intersection
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Figure 3.2: Primary spectra and mean energy of the spectra used in this work.
plane lies between a PreStepPoint and a PostStepPoint of the photon, this photon is
accepted and stored in the respective bin. Photons, which are backscattered from the
air filled detector or the world behind the grid are not accumulated. The bin size was
chosen to be 1.6 mm x 1.6 mm. The real detector has a dimension of 40.96 cm x 40.96
cm. So, 256 x 256 bins were designed. To investigate the energy distribution, in addition
120 energy bins in 1 keV steps were constructed, e.g. a photon with a keV energy of
30.50 ≤ E < 31.50 was registered in the 31 keV bin. At the beginning of the Monte
Carlo simulations the bin size was set to 0.4 mm x 0.4 mm. But this size led to a file
output of more than 2 GB. Thus the detector pixel size was increased to 1.6 mm x 1.6
mm. For some rotationally symmetric phantoms only 1/4 of the detector pixels were
read out.
3.2.2 Geometry, phantoms and table
As previously mentioned, the GEANT4 calculations were based on real experimental
set-ups chosen for clinical translation. The geometry of the simulations is depicted in
fig. 3.1. In radiation therapy, the isocenter is as (x, y) = (0, 0) and typically z = 100 cm
away from the source. So isocentrical placement implies that the center of the phantom
is placed at the isocenter (0,0,100 cm). All phantoms were placed isocentrically. The
figures 3.3, 3.4 and 3.5 shows the self-generated phantoms used for the simulations.
The chemical composition and density of the lung and cortical-bone inserts are taken
from ICRP 1975 [61]. For interpretation of the results presented in the next section,
the source has to be imagined above the phantoms and the detection grid was located
below the phantoms, see fig. 3.1. For most simulations the source-to-detector distance
(SDD) was 142 cm. In addition, simulations with an SDD of 137 cm are performed
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Figure 3.3: Sketch of a simple lung (left side) and cortical bone (right side) model used
for simulation. These models are based on a horizontally placed water cylinder (gray) with
R = 15 cm and a height H = 60 cm. The lung model contains two inserts of lung equivalent
material (dark gray) with a radius of r1 = 5 cm, each located 7.5 cm away from the center.





Figure 3.4: Sketch of the cortical bone models used for simulation. These models are
based on two horizontally placed water cylinders (gray) with left: R = 15 cm and a height
H = 60 cm and right: R = 8 cm and a height H = 20 cm. Each of them contains two
inserts of cortical bone (white) with a radius of r1 = 2.5 cm and a radius of r1 = 2 cm,
respectively. The positions of the inserts are 10 cm (for the pelvic phantom) and 5 cm (for
the smaller phantom) away from the respective center.
35







Figure 3.5: Sketch of the thorax model used for simulation. This model is based on a
horizontally placed water cylinder (gray) with R = 15 cm and a height H = 60 cm and
contains two lung lobes (dark gray) with an outer radius of r1 = 13 cm and an inner radius
of r2 = 5 cm. In addition the spine is modeled by an insert of cortical bone (white) with a
radius of r3 = 3 cm located 11 cm away from the center. The angles β1 and β2 amount to
20 and 40 degrees, respectively.
according to the clinical setup. Supplemental simulations were done with some water
cylinders without any inserts to investigate the influence of the inserts. Unless otherwise
stated, the isocentric field size was 28 cm x 28 cm for all simulations. The radii of the
cylinders were again chosen in respect to clinical relevant patient anatomies. So a head
patient has a radius of 8 to 9 cm, whereas pelvic anatomies hold a radius in the region
of about 15 cm. The anatomies of children are not considered in this study. A more
comprehensive fact finding study would require a larger computer cluster (i.e. more
nodes). To examine the cause of streak artifacts, as mentioned in section 2.4.1 and
section 2.4.2, the phantoms in fig. 3.4 were also simulated with the system rotated 90◦
(for the theoretical background see fig. 2.7). The table was placed as shown in fig. 3.1
only for the calculation in subsection 3.3.5 concerning the influence of the treatment
table. This position is called “table below” which means the table is located near the
detector. Experiments performed on the kV CBCT system indicate that the scatter
contribution can differ if the table is near the detector (“table below”) or if the system
is rotated 180◦ (“table above”). So both geometries were simulated and compared. All
other simulations were performed without the table in place. The thickness of the table
was measured from a test spectrum supplied by the vendor. From the half-value layer
it was possible to calculate the water equivalent thickness of the table with the cross
sections derived from the NIST database [46] to about 1 cm± 0.05 cm.
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3.2.3 Simulation of primary and scattered photons
GEANT4 provides the user with helpful information. For instance, the G4Step class
offers a list of step points which compose the step, static information of the particle
which generated the step, trackID and parent particle ID of the step and termination
condition of the step. The G4Track class represents the particle being tracked. It
includes information related to tracking, such as the current position of the particle,
static particle information and the pointer to the physical volume where the particle
currently exists. So at each step point the information about the position of the particle
and the energy, the physical process, as well as the step number can be gained.
A step point represents the creation of the particle, each interaction point as well
as each material border. At a material border, like from air to a water phantom, the
particle is transported. At an interaction point a physical process is reported. At
each step point the possible information available to the user includes LowEnCompton,
LowEnRayleigh, LowEnPhotoElec, Transportation. In this work this information, in
combination with the number of steps, was used to distinguish between primary photons,
single and double scattered photons. In a first run, all photons were registered. In a
second run all primary photons were accumulated. So the sum over all scattered photons
is the difference between run 1 and run 2. Multiple scattered photons are photons which
are scattered more than two times. So, from the number of all scattered photons, run
3, which detected all single scattered photons and run 4, which summed up all double
scattered photons, are subtracted. Different runs were necessary, since there is only
one detection grid implemented. All runs, of course, use the same seeds and the same
number of incoming photons.
For the calculations in subsection 3.3.7 the number of incoming photons was 6 · 1010,
whereas for all other simulations mentioned in this chapter 3 · 1010 photon histories are
tracked.
3.2.4 Verifications of the code
To test the correct input of the angular distribution and the energy spectra, all volumes
were assigned to vacuum. Thus, no scatter effect disturbed the history of the particle.
The photons scored in the detection grid were compared to the input distribution. No
relevant deviations were found for the angular distribution as well as for the energy spec-
tra. In addition, a plausibility test for the primary photon calculation was performed.
A pencil beam, located at the source at position (x, y) = (0, 0), passed an isocentrically
and upright placed water cylinder with 5 cm thickness. In the bin (0, 0) of the detec-
tion grid the number of scored photons has to exceed the number of primary photons
calculated as reported in subsection 3.2.3.
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3.3 Results and discussion
3.3.1 Influence of air
As mentioned in subsection 2.4.1 the reconstruction of the linear attenuation coefficient
µ in the patient assumes that there is no scatter (see equ. 2.38). Also, in this former
subsection the effect of scatter is taken into account (see equ. 2.39) by writing I = IP+IS
and I0 = I0,P + I0,S. Since in clinical routine the open field normalization neglects the
part of photons scattered by air I0 ≈ I0,P (when no antiscatter grid is applied), this
first result of the Monte Carlo calculations aims to investigate the influence of scattered
photons I0,S of the air. Therefore calculations were performed without any phantom
in place and with and without angular distribution (AD). All calculations were done
with energy spectrum 1 and a source-to-detector distance, SDD, of 142 cm. In bin (0,0)
the whole number of photons consists of 0.5 % scattered photons for the calculations
without angular distribution and 0.44 % scattered photons for the calculations with
angular distribution. So an additional effort to correct for scattered photons in the air
is not necessary.
3.3.2 Influence of angular distribution, phantom thickness and
energy
To investigate the influence of the angular distribution and phantom thickness on the
scatter fluence the scatter fluences of the upright standing RW3 cylinder (for the exper-
imental set-up see fig. 3.1) with different thicknesses, with and without angular distri-
bution, are shown in fig. 3.6. For all thicknesses it can be stated that the scatter contri-
bution below the phantom is maximal on-axis and smooths down toward the boundary
of the phantom. As mentioned before, the cylinder has a radius of R = 16.93 cm. This
corresponds to the quadratic RW3 plates of 30 cm x 30 cm used for system calibration
mentioned in chapter 5. The isocentric field size of 28 cm x 28 cm is limited by the
dimension of the detector (40.96 cm x 40.96 cm). So the whole cylinder is not completely
irradiated (the incoming half beam size for the 40.40 cm thick water cylinder, or in RW3
this means 40 cm, is 11.17 cm x 11.17 cm because of the source distance of 79.8 cm). If
we project the radius R of the cylinder on the detector bins, we find the value 119.7 mm.
So in bins (-119.7,-119.7) and lower the fluence consists of outscattered photons. This
effect is clearly visible for thicknesses higher than 20 cm and increases with increasing
thickness. So, scatter correction techniques based on estimation of scatter fluence by
interpolating the collimator shadow signal [36] should be surveyed with a critical eye,
especially for higher thicknesses.
For each thickness calculated here 3 · 1010 photons are used. Below a thickness of 5
cm 3.2 · 109 photons are detected in 1/4 of the detector. By multiplying with 4 it can be
stated that about 42 % of the incoming photons reach the detector, the rest is scattered
in arbitrary directions or absorbed in the phantom. For the 10 cm thickness about 20
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Figure 3.6: Scatter fluences (absolute values) below an upright standing RW3 cylinder of
different thicknesses with and without angular distribution calculated on system 1, see fig.
3.1. As the cylinder is rotationally invariant, only approximately 1/4 of the detector bins
(from -203.2 mm to 11.2 mm, size of the bin is 1.6 mm) is taken which reduces the amount
of data.
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%, for 20 cm about 5 %, for 30 cm about 1.4 % and for 40 cm about 0.4 % of the
photons reaches the detector (the values are taken from the calculations with angular
distribution). Especially for higher thicknesses the number of absorbed photons, primary
and scattered photons, increases which leads to an increased dose to the patients.
It is notable that the amount of scattered photons is highest for the 5 cm thickness
and decreases rapidly under the area of the phantom with increasing thickness. For
example in bin (0,0) there are 32549 scattered photons below 5 cm, 28263 below 10 cm,
10810 below 20 cm, 3143 below 30 cm and 898 scattered photons below 40 cm RW3. For
the primary photons we find here 175230, 61347, 8048, 1178 and 174 respectively (The
values are taken from the calculations with angular distribution). This result shows
that more scattered photons are absorbed with increasing thickness than reaching the
detector. The tremendous increase in SPR with increasing thicknesses tabulated in table
3.1 indicates that the number of primary photons decreases more than the number of
scattered photons.
Table 3.1: Scatter-to-primary ratio (SPR) of the simulated RW3-cylinder with and with-
out angular distribution (AD) for the three different energy spectra, values taken from bin
(0,0).
simulated spectrum 1 spectrum 2 spectrum 3
below 5 cm RW3
SPR, with AD 18.6 % not calc. not calc.
SPR, no AD 20.0 % 20.3 % 19.4 %
below 10 cm RW3
SPR, with AD 46.3 % not calc. 44.6 %
SPR, no AD 49.3 % 50.0 % 48.9 %
below 20 cm RW3
SPR, with AD 134.3 % not calc. 135.1 %
SPR, no AD 142.0 % 143.0 % 146.0 %
below 30 cm RW3
SPR, with AD 266.8 % not calc. not calc.
SPR, no AD 299.6 % 289.7 % 291.6 %
below 40 cm RW3
SPR, with AD 516.1 % not calc. 460.0 %
SPR, no AD 504.8 % 570.0 % 536.9 %
Similar calculations as in figure 3.6 were performed for the energy spectra 2 and 3
as well (graphs not shown). Table 3.1 lists the SPR for all spectra and thicknesses.
It can be stated from the energy spectra used that the harder the spectra the better
the SPR. However the results indicate only a slight improvement. Although scatter is
more pronounced for higher energies, it is clearly seen, that for spectrum 3 more primary
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Figure 3.7: Scatter fluence comparison between spectrum 1, 2 and 3 for different RW3
thicknesses. All data are calculated without angular distribution and with the same exper-
imental set-up than in fig. 3.6. Data are taken at detector position y = 0.
photons reaching the detector. Figure 3.12 underlines these statement.
The influence of the angular distribution of the incoming photons on the scatter and
primary distribution in front of the detector is in addition listed in table 3.2. The data
are taken from bin (0,0) calculated with energy spectrum 1, see figure 3.6. This table
lists the difference between with and without angular distribution for the respective kind
of simulated photons (all, primary, scatter). So the error in calculating the scatter fluence
without knowledge of the type of angular distribution can reach 4 %. The majority of the
incoming angular distribution is transmitted through the primary photons. Nevertheless,
the number of substracted scattered photons from the incoming signal is underestimated
by 4 %, so a small cup artifact will remain in the profile of a transversal slice of a patient
or phantom after reconstruction. This cup artifact will increase with increasing angular
distribution. As previously mentioned, this work concentrates only on the influence of an
assumed angular distribution. The correct angular distribution is unknown so far. Since
the location of the focus can be shifted (it was up to more than 2 cm in the detector plane
with the first experimental set-up, but later on reduced to 8 mm) in our experiments
because of gravity, we will never be able to calculate the real angular distribution per
projection. So, a possible fault by neglecting a moving focus will be less than 4 %. In
addition some experiments showed that the focus was not on-axis at all. Table 3.2
shows in addition the percentage of primary and scattered photons as a function of the
thickness. The amount of scattered photons relative to all detected photons increases
with increasing thickness but more and more asymptotically with thickness whereas the
percentage of primary photons decreases. From the enormous decrease in the amount
of all detected photons in the detector bin in the middle of the phantom with increasing
thickness it is clear that this fact leads to an increased dose to the patients.
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Table 3.2: Influence of the angular distribution (AD) of the incoming photons on scatter
and primary signal. Data taken from bin (0,0), calculated with spectrum 1, see also fig.
3.1 (the cylinder was placed upright here). Difference here means the difference between
with and without angular distribution for the respective kind of simulated photons (all,
primary, scatter).
simulated # photons difference primary scatter
below 5 cm RW3
all, with AD 207779
all, no AD 190008 8.6 %
primary, with AD 175230 84.3 %
primary, no AD 158401 9.6 % 83.4 %
scatter, with AD 32549 15.7 %
scatter, no AD 31607 2.9 % 16.6 %
below 10 cm RW3
all, with AD 89730
all, no AD 83640 6.8 %
primary, with AD 61347 68.4 %
primary, no AD 56004 8.7 % 67.0 %
scatter, with AD 28383 31.6 %
scatter, no AD 27636 2.6 % 33.0 %
below 20 cm RW3
all, with AD 18858
all, no AD 17767 5.8 %
primary, with AD 8048 42.7 %
primary, no AD 7341 8.8 % 41.3 %
scatter, with AD 10810 57.3 %
scatter, no AD 10426 3.6 % 58.7 %
below 30 cm RW3
all, with AD 4321
all, no AD 4232 2.0 %
primary, with AD 1178 27.3 %
primary, no AD 1059 10.1 % 25.0 %
scatter, with AD 3143 72.7 %
scatter, no AD 3173 -1.0 % 75.0 %
below 40 cm RW3
all, with AD 1072
all, no AD 1004 6.3 %
primary, with AD 174 16.2 %
primary, no AD 166 4.6 % 16.5 %
scatter, with AD 898 83.8 %
scatter, no AD 838 6.7 % 83.5 %
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Figure 3.8: Primary energy fluence as a function of energy and different RW3 thicknesses
calculated for spectrum 1 and 3 and normalized to the value at 110 keV of the original
spectrum. So these graphs show the effect of beam hardening.
In addition to the results presented in table 3.1, the scatter fluences of the different
energy spectra are compared in fig. 3.7. All data here are calculated without angular
distribution and with the same experimental set-up as in table 3.1. For all thicknesses
it can be stated that the scatter contribution below the phantom is maximal on-axis
and smooths down toward the boundary of the phantom. The scatter signal is most
pronounced for the hardest energy spectra (S3) and decreases with decreasing energy.
This also counts for the scatter signal of the 40 cm thick RW3 phantom (data not shown).
Again, as the SPR of spectrum 3 is slightly better than the SPR of the other spectra,
more primary photons of spectrum 3 reach the detector than of the other spectra.
3.3.3 Energy distribution of primary and scattered photons
In the following figures 3.8 and 3.9, the primary energy fluences as a function of
energy for the three different energy spectra and for different thicknesses are shown.
The experimental set-up is depicted in fig. 3.1 (the cylinders were placed upright). All
data are taken from bin (0,0). These figures demonstrate the effect of beam hardening.
Some of the data are normalized to the value at 110 keV of the original spectrum so
that the beam hardening effect compared to the original spectrum becomes clearer. The
right side of fig. 3.9 in contrary focuses on the absolute values without the original
spectrum. As spectrum 2 is the softest spectrum used in this work, this figure illustrates
the most significant example of the beam hardening phenomenon.
In addition table 3.3 lists the mean energy (E) and mean attenuation coefficient (µ)
for the different energy spectra calculated from the primary spectrum from bin (0, 0)
below different RW3 thicknesses. The calculations of the mean attenuation coefficient
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Figure 3.9: Primary energy fluence as a function of energy and different RW3 thicknesses
calculated for spectrum 2, left: normalized to the value at 110 keV, right: without any
normalization. So these graphs show the effect of beam hardening.
are based on cross sections derived from the NIST database [46]. For spectrum 1 and
3 only the clinical relevant thicknesses are calculated. For spectrum 1 also the mean
energy (EScatt [keV ]) of the scattered spectrum (see fig. 3.9) is listed (note here, that
the data are taken from the calculations without angular distribution).
Table 3.3 proves that the spectra harden gradually with increasing thicknesses but the
beam hardening effect is most pronounced within the first 5 cm for all the energy spectra
used in this work. Also for the scattered photons the spectrum hardens. This fact also
demonstrates that a lot of scattered photons are absorbed in voluminous patients.
Fig. 3.10 describes the difference between primary and scatter energy fluence as a
function of energy and different RW3 thicknesses calculated for spectrum 1. Here the
absolute values are shown. Most notable is the fact, that the absolute value of primary
photons decreases dramatically between 5 and 10 cm whereas the number and form of
scattered photons changes only gradually. The expected shift toward lower energies is
clearly visible for the scattered spectra. Below 20 cm the number of scattered photons
is higher than the number of primary photons. This fact is also presented in table 3.2.
Figure 3.11 shows the difference in energy spectra of the scattered photons in bin
(0,0) and bin (150,150). The experimental set-up was the same than in figure 3.6. Since
absolute values are shown it is clearly visible that on-axis (bin(0,0)) more scattered
photons can be found than off-axis.
3.3.4 Influence of detector distance
In fig. 3.12 the influence of the detector distance as well as the influence of the energy
spectrum is depicted for a water phantom with radius R = 15 cm and a height of
44
3.3 Results and discussion
Figure 3.10: Primary and scatter energy fluence as a function of energy and different
RW3 thicknesses calculated for spectrum 1.
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Figure 3.11: Scatter energy fluence as a function of energy, different RW3 thicknesses
and bin position calculated for spectrum 1.
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Table 3.3: Mean energy (E) and mean attenuation coefficient (µ) for the different energy
spectra used in this work calculated from the primary spectrum from bin (0, 0) below
different RW3 thicknesses, see fig. 3.8 and 3.9. So, this table lists the effect of beam
hardening. For spectrum 1 and 3 only the clinical relevant thicknesses are calculated.
For spectrum 1 also the mean energy (EScatt [keV ]) of the scattered spectrum (see fig.
3.10) is listed (note here, that the data are taken from the calculations without angular
distribution). For further explanations see text.
RW3 thickness spectrum 1 spectrum 2 spectrum 3
[cm] E [keV ] , µ [1/cm] , EScatt E [keV ] , µ [1/cm] E [keV ] , µ [1/cm]
0 60.91, 0.2211 56.77, 0.2394 64.45, 0.2109
1 not calc. 58.04, 0.2333 not calc.
2 not calc. 58.93, 0.2294 not calc.
5 64.31, 0.2116, 58.11 61.44, 0.2204 not calc.
10 67.10, 0.2055, 58.57 64.66, 0.2113 69.36, 0.2013
20 71.37, 0.1980, 59.32 69.55, 0.2013 73.55, 0.1951
30 75.50, 0.1928, 59.61 72.57, 0.1962 not calc.
40 77.92, 0.1894, 60.58 75.39, 0.1917 78.96, 0.1882
H = 60 cm. As expected, since spectrum 3 is harder, the scatter contribution of spectrum
3 is more pronounced. In addition, when the distance to the scatterer is decreased the
scatter contribution increases enormously. In bin (0,0) 4639 photons for spectrum 1 with
SDD 142 cm are found, 5155 photons for spectrum 3 with SDD 142 cm are counted and
6146 photons for spectrum 3 with SDD 137 are summed up. For pelvic patients, the
new linac set-up (137 cm) lead to an increase of scatter up to 20 % compared to the old
set-up (142 cm). As stated in the subsection before, the change to a harder spectrum
(from S1 to S3) lead to an increased primary signal. This fact can be seen in the figure.
When the source is closer to the detector, the primary signal increases in addition. For
the signal-to-primary ratio, SPR, the following values are found in bin (0,0): for S1 with
SDD 142: 433 %, for S3 with SDD 142: 409 % and for S3 with SDD 137: 455 %. Again,
as mentioned beforehand, the change from spectrum 1 to sprectrum 3 lead to a slightly
better signal-to-primary ratio. Whereas, as expected, a decrease in the distance from
the scatterer results in a further degradation of image quality.
3.3.5 Influence of table and field size
As in clinical routine the patients are positioned on a table and in some of our experi-
ments the amount of scatter induced through the table was extraordinary high, we were
interested in the influence of the table to the signal at the detector. In fig. 3.13 photons
through a horizontally placed water cylinder R = 15 cm, H = 60 cm were tracked first
without table, than with a table in place. Here simulations were performed at 0◦ (table
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Figure 3.12: Influence of energy spectra and detector distance on primary and scatter
fluence. The energy spectra number 1 and 3 are compared as well as the source to detector
distance (SDD) of the former set-up of 142 cm and the new SDD of the new linac set-up
of 137 cm. Data are taken at detector position y = 0.
below, see fig. 3.1) and at 180◦ (table above). The calculations show that an additional
1 cm of water (the thickness of the table) leads to a slight reduction in primary signal
compared to the water phantom alone. As expected, the primary signal does not change
when the table is located close to the source (table above) or close to the detector (table
below). For the scatter signal, however, the additional 1 cm leads to a reduced scatter
signal compared to the water phantom. So, because of the table, more scattered photons
are absorbed or outscattered than in the water phantom. It can be clearly seen that the
table close to the detector lead to a higher scatter signal than the table on the opposite
side. The SPR in bin (0,0) for the water phantom results in 433 %, with the table above
396 % and with table below 438 %. Since the primary signal is also reduced because of
the table, the SPR does not change if the table is close to the detector compared to the
water phantom. In the opposite position some scatter from the table does not reach the
detector as some scattered photons might be absorbed by the patient. So the scatter
signal is lower, which leads to a slight improvement of the SPR. But it should be stated
that some scattered photons might increase the dose to the patients. As mentioned in
the introduction, the computing power was not sufficient to perform a comprehensive
investigation. It would be interesting to calculate the influence of smaller table sizes on
the scatter and the dose to the patients as well. In radiation therapy, for the purpose of
position verification, often only 2D radiographs are taken, one in lateral direction and
one in anterior-posterior or vice versa direction. If the intention is, that the dose to the
patient should be as low as possible, than the projection should be aquired with the
table close to the detector, thus an anterior-posterior radiograph should be performed.
Figure 3.14 displays results for the same calculations than in fig. 3.13, but with
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Figure 3.13: Influence of a 1 cm water equivalent table and table position on primary and
scatter signal. The water phantom has a radius of R = 15 cm and a height of H = 60 cm,
the width of the table is 50 cm (x-direction) as in clinical routine, the length here chosen
is 60 cm (y-direction). Table below means, the table is located near the detector, see fig.
3.1, table above denotes the other way round. Data are taken at detector position y = 0.
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Figure 3.14: Influence of a 1 cm water equivalent table, table position and field size (FS)
on primary and scatter signal. The water phantom (WP) has a radius of R = 9 cm and a
height of H = 60 cm, the width of the table is 50 cm as in clinical routine, the length is
60 cm. Table below (TB) means, the table is located near the detector, see fig. 3.1, table
above (TA) denotes the other way round. The isocentric half field size is given in cm. Data
are taken at detector position y = 0.
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a smaller phantom size of R = 9 cm. Not only the influence of the table and table
position was investigated, but also the dependence on field size was simulated. As
expected, the change in field size does not influence the number of primary photons.
And, for the primary signal, it does not matter whether the table is located close to the
detector (TB) or on the opposite site near the X-ray tube (TA). Both locations lead to
an additional absorption of primary signal. This can be clearly seen by looking at the
primary signal without any table (pri, only WP). In bin (0,0) the primary signal without
any table amounts to 11428 photons whereas an additional cm of water (the thickness
of the table) leads to a reduction of primary photons to 10246. So the 1 cm thick table
reduces the primary signal by a considerable degree of about 10 %. In contrast to the
primary signal, the scatter signal is increased by the table when using a half field size
of 14 cm. Analouge to our experimental experiences we see a notable increase of scatter
when the table is near the detector (TB). At bin (0,0) the scatter signal with the table
above (TA) increases slightly of about 5 % compared to the scatter signal of the water
phantom. The scatter signal of the set-up with the table close to the detector increases
by a large amount of 40 % compared to the water phantom. Interestingly, the geometry
of the phantom can be recognized in the scatter signal of the set-up with the table above
more than in the set-up without any table. Taking the beam divergence into account,
the phantom ends at the detector bins (-127.8,0) and (127.8,0). Close to these bins,
where the scatter signal of the water phantom decreases, there is a notable increase of
the scatter signal due to the table above the phantom. This phenomena vanishes when
the detector is close to the table.
For a head patient, an assumed radius of R = 9 cm is reasonable. In this case the
field size should be adapted to the anatomy of the patient. Fig. 3.14 shows in addition
the influence of a well adapted field size on scatter contribution (a half field size of 10
cm is used, this left 1 cm at each side of the patient for geometrical uncertainties). The
tremendous amount of scatter when the detector is close to the table can be reduced by
60 % only by adapting an appropriate field size. For the opposite direction the scatter
can be cut down even more by approximately 67 %. In subsection 3.3.1 it was shown,
that the air does not influence the scatter distribution. Therefore, for a well collimated
beam, the table leads to a reduction in photons, not only in primary photons, but also
in scattered photons. As expected, the scatter signal is higher closer to the table than
on the opposite site. The results presented here demonstrate, that, especially for head
patients, the scatter contribution can be tremendously increased by the table, when
taking a too big field size. A field size as small as possible should be chosen to achieve
high quality images and to reduce dose to the patients.
3.3.6 Influence of inhomogeneities
In fig. 3.15, fig. 3.16 and table 3.4 the reason why streak artifacts appear is shown. The
theoretic explanation can be found in detail in the theory section, see subsection 2.4.1.
The graphs show all photons (all), primary (primary) and scattered photons (scatter)
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Figure 3.15: Investigation of streak artifacts. The graph shows the primary and scatter
fluence for 0◦ and 90◦ irradiation of a water phantom with radius R = 8 cm (left) and
R = 15 cm (right), filled with two cortical bone inserts of radius r = 2 cm (left) and
r = 2.5 cm (right) each. For the experimental set-up see fig. 3.1 and fig. 3.4. Data are
taken at detector position y = 0. The vertical black lines exhibit the border of the inserts,
taking the beam divergence into account.
for 0◦ and 90◦ irradiation of a water phantom with radius R = 8 cm and R = 15 cm,
filled with two cortical bone inserts of radius r = 2.0 cm and r = 2.5 cm, respectively.
For the experimental set-up see fig. 3.1 and fig. 3.4. The primary intensity IP for 90◦
is lower for rays that traverse both high-density rods than for 0◦, where only one rod (on
the sides) or no rod (in the middle) has to be passed. The scatter intensity IS on-axis
remains about the same for both projection. This leads to the so called streak artifacts
as explained in the theory chapter, see subsection 2.4.1. In table 3.4 the SPR are given
for both phantoms. For the small phantom, e.g., in bin (0,0) at 0◦ calculation (no insert
in the pathway of the photons) the SPR is 38.6 %. This changes dramatically when both
rods have to be passed. Here the SPR is 426 %. Since the scatter contribution does not
differ on-axis between 0◦ and 90◦ it is clear that the dramatic increase in SPR is due to
the enormous decrease of primary photons. In bin (70.4,0), where the middle of the rod
is located, the SPR is 22 % at 90◦ simulation (no rod is passed) and 74 % at 0◦ (one rod
is passed). These facts are also valid for the bigger phantom, here the middle of the rod
is located in bin (142.4,0) at 0◦ irradiation.
Contrary to the fig. 2.7in subsection 2.4.1, where the rods do not influence the
scatter contribution, fig. 3.16 points out how the inserts affect the scatter signal in
front of the detector. For the large phantom, the scatter contribution at 0◦ is almost
approximately a constant value. At 90◦, however, where both rods are traversed in the
middle of the phantom, an increase of scatter toward the border of the phantom can be
noticed. For a pelvic case, the hip bones might lead to a similar scatter distribution when
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Figure 3.16: Comparison of the scatter fluences of the figures 3.15. Here the influence
of cortical bone inserts in two different thick water phantoms for 0◦ and 90◦ on the scatter
distribution in absolute values are shown. Data are taken at detector position y = 0.
irradiated laterally. A scatter correction method based on a boundary solution (when the
boundary of the object is known and it is assumed that the object is composed of water
only) neglects these effects. In [34], the boundary solution was compared to a moving
blocker array based technique (the primary signal is blocked, thus the scatter signal of
inhomogeneous objects is measured). It was shown that in the former cupping/shading
distortion were still very severe. For the small phantom at 90◦ in fig. 3.16 this effect is
even more distinct. Also at 0◦, a slight influence of the rods can be noticed. It should
be stated, that for the small phantom, such geometries are not physically realistic.
No head patient has such big cortical bone inserts. But this example was chosen to
demonstrate how inhomogeneities can influence the scatter contribution. So, for a real
head patient, the influence of bone to the scatter distribution will be less pronounced,
but more complicated, since the bony anatomy is diverse. An additional fact can be
gained from fig. 3.16, namely that the scatter contribution of the small phantom is
about twice as high than of the large phantom.
In figures 3.17 and 3.18 the primary and scatter fluences of a water phantom with
R = 15 cm andH = 60 cm and with different inserts (see fig. 3.3 and 3.5) are compared.
As expected, the primary fluence increases with decreasing thickness, mainly when lung
inserts are passed, and decreases when high attenuating cortical bone is passed. For the
thorax model, the number of primary photons at detector position (124.8,0) is 54833,
whereas scatter amounts to 15607 photons. For the water phantom 3172 primary photons
and 5046 scattered photons can be found. So the primary fluence as well as the scattered
fluence is reduced in the water phantom because of the absorbing media. For the thorax
model the SPR is 28.5 %, the water phantom leads to a SPR of 159 %. In the middle of
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Figure 3.17: Comparison of different insert models concerning primary and scatter signal.
In a water phantom of radius R = 15 cm and a height H = 60 cm different inserts are
simulated: a) a cortical bone cylinder with r = 5 cm at position (0,0), b) two lung cylinders
with r = 5 cm at x-position -7.5 cm and 7.5 cm (see fig. 3.3) and c) a thorax model (see
fig. 3.5). Data are taken at detector position y = 0.
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Figure 3.18: Comparison of different insert models concerning primary and scatter signal.
The same phantoms than in fig. 3.17 are shown. Only the y-scale is changed to enhance
the scatter distribution.
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Table 3.4: Scatter-to-primary ratio (SPR) of the simulated water cylinders with radius
R = 15 cm and R = 8 cm and inserts of cortical bone with radius r = 2.5 and r = 2
cm, respectively. Values are taken from the middle of the inserts (the beam divergence is
taken into account, SDD = 142 cm). As mentioned above, scatter and primary photons
are simulated at 0◦ and at 90◦. The data are calculated with system 1, all without angular
distribution. For further explanations see text.
bin number (R = 8 cm, r = 2 cm) (R = 15 cm, r = 2.5 cm)
0 degree 90 degree 0 degree 90 degree
SPR, bin(0,0) 38.6 % 425.9 % 314.2 % 4102.4 %
SPR, bin(70.4,0) 73.9 % 22.0 % - -
SPR, bin(142.4,0) - - 328.9 % 87.4 %
the phantom, bin (0,0), the water phantom shows an SPR of 433 %. This huge amount
is topped by the SPR of 3964 % of the phantom with the huge cortical bone insert
(r = 5 cm). Here only 73 primary photons reach the detector (0.03 % of the incoming
number of photons). For this phantom, it can be noticed, that the huge insert leads to an
overall reduction in scatter fluence. This shows, that the angle of the scattered photons
is not limited to small angle scattering and also that multiple scattering is involved. For
small thicknesses, like the lung, the scatter fluence follows the form of the object. So,
here single scattering occurs, see subsection 3.3.7. Although the number of primary
photons in bin (0,0) of the thorax model (the radius of the cortical bone insert is r =
3 cm) is 172, which is about 0.04 % of the incoming number of photons, and therefore
higher than the number of primary photons of the former mentioned phantom (only one
large bone insert), the SPR here is 7818 %, since the scattered photons amount to 13447.
This tremendeous amount of scatter demonstrates the inconceivable contrast reduction
for lung patient cases. By reducing the size of the lung inserts (see phantom with two
lung rods and without bone rod) the primary signal as well as the scatter signal decreases
and the form of the lung inserts are no longer represented by the scatter signal. This
indicates that multiple scattering increases. For this phantom an SPR of 722 % at bin
(0,0) and 66 % at bin (124.8,0) can be found. So in the middle of the phantom the SPR
is worse than of the water phantom. And for thick patients with a reduced lung volume
it can be stated that the contrast in the lung will be worse compared to the contrast of
a large lung volume in CBCT (for the thorax model with the larger lungs the SPR was
28.5 % in this bin).
3.3.7 The impact of single scattered photons
In this section the results of the simulations of N-fold scatter are shown. In detail,
single, double and multiple scattering is presented. Here double scattering means that
only photons are taken into account which scattered two-times, so it is not the sum over
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Figure 3.19: Simulation of all photons, primary photons as well as single, double and
multiple scattered photons of a horizontally placed water cylinder with radius R = 9 cm
(left) and R = 15 cm (right), both with H = 60 cm. The number of incoming photons
are increased to 6 · 1010 photons to improve statistics. Data are taken at detector position
y = 0.
single- and two-fold scatter. Multiple scatter means the difference between all scattered
photons minus single and minus double scattered photons. So multiple scattered photons
are at least scattered three times or more. In all graphs shown in this subsection it is
apparent that the multiple scatter component as well as the double scatter component
represent a low frequency signal as compared to the single-scatter distribution. For all
phantoms multiple scatter does not show any structure. The main spatial component of
the scatter distribution is given by single scatter. These results are in good agreement
with a recently published work concerning Monte Carlo simulation of scatter intensities
in CT [21].
As can be seen in the figure 3.19 (left side) the number of primary photons in bin
(0,0) is 22856, whereas the number of all scatter photons is 21646. So the SPR for the
water phantom with a radius of R = 9 cm adds up to 94.7 %. For the water phantom
with the radius of R = 15 cm, see right side, the SPR is 430 %. Here the scattered
photons amount to 9288 and the primary photons come to 2160. So the primary signal
decreases more than one magnitude by increasing the phantom radius from 9 cm (head
and neck case) to 15 cm (pelvic case). As the scatter signal is only decreased by a factor
2.3, the SPR increases dramatically for higher thicknesses.
In fig. 3.20 the same results as in fig. 3.19 are shown. Only the y-scale is changed
to enhance the scatter distribution. Outside the geometry of the water phantom (taken
the beam divergence into account), for the smaller phantom at -127 and 127 mm, the
scatter signal decreases. In addition there are two small maxima seen at about 100
mm. The whole scatter signal looks like the back of a dromedary. This behaviour is
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Figure 3.20: Simulation of primary as well as single, double and multiple scattered
photons. The same phantoms than in fig. 3.19 are shown. Only the y-scale is changed to
enhance the scatter distribution.
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Figure 3.21: Simulation of primary as well as single, double and multiple scattered
photons of the thorax model explained in figure 3.5. The number of incoming photons
are increased to 6 · 1010 photons to improve statistics. Data are taken at detector position
y = 0.
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completely caused by single scattered photons. The double scattered photons as well
as the multiple scattered photons add a constant signal. A slight decrease outside
the geometry of the water phantom can be noticed for the double scattered photons
whereas a small increase can be observed here for the multiple scattered photons. The
number of scattered photons at bin (0,0) amounts to 10034 for single scattered, 4357
for double scattered and 7255 for multiple scattered photons. So half of the scattered
photons are single scattered photons. For the larger phantom the same behaviour can
be found. Here again, the single scattered photons bear the information of the geometry
of the phantom. Again, the double (1727 photons) and multiple scattered photons
add a constant signal. But in contrast to the smaller phantom the number of multiple
scattered photons (5218)is more than half the amount of all scattered photons (9288)
and the amount of single scattered photons (2343) is reduced to 20 % of the scattered
photons.
Fig. 3.21 shows again the simulation results of the thorax model, see fig. 3.18, but in
this figure the scatter signal is divided into single, double and multiple scatter. Again, it
is apparent that the multiple scatter component as well as the double scatter component
represent a low frequency signal as compared to the single-scatter distribution. These
kind of scatter does not show any structure. The main spatial component of the scatter
distribution is given by single scatter and, as mentioned before, these results are also in
good agreement with a recently published work concerning Monte Carlo simulation of
scatter intensities in CT [21]. The number of scattered photons at bin (0,0) amounts
to 13327 for single scattered, 5969 for double scattered and 7548 for multiple scattered
photons. So, approximately half of the scattered photons are single scattered photons.
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4.1 Introduction and literature overview
Scatter correction techniques based on Monte Carlo (MC) calculations are used to sub-
tract the estimated scatter from the measured transmittance. In doing so, the radiation
response and the angular dependence of the detector has to be known or to be simulated
as well.
In the work of [62] Geant4 simulations of the response of phosphor screens for X-
ray imaging were performed. An ideal detector was placed behind the phosphor screen
which records the impact of the optical photons coming out of the scintillator. The light
distribution for a pencil beam excitation represents the Point Spread Function of the
scintillator screen. This study also includes X-ray tracking and electron tracking and
dose deposition distribution. But it focused mainly on the spatial resolution properties of
fluorescent screens, e.g. for monoenergetic photons impinged orthogonally onto Gd2O2S
powder. No comprehensive study was performed concerning different energies of the
X-rays or different thicknesses of the scintillator. And in addition, the influence of the
form of the grains was not taken into account. These grains, see. fig. 2.6, can raise great
problems concerning Monte Carlo simulations [63]. In [62] the phosphor was considered
as a homogeneous medium. The author concluded that their optical model still has to
be refined (this model shows adequate agreement to the measured MTF of Gd2O2S) as
regards the optical photon transport, notably to account for surface interactions.
In the work of [64] the energy absorbed by the phosphor used in this work and the
quantum absorption efficiency was calculated via Monte Carlo methods. The light emis-
sion and diffusion process was neglected. Incoherent scattering, coherent scattering and
the photoelectric effect was implemented in the code. In the pronounced photoelectric
interaction, the energy transferred to the photoelectron, the Auger electrons, or the flu-
orescence X-rays other than those from the K shell was assumed to be absorbed at the
interaction site. A K-fluorescence X-ray, however, carries energy just below the K-edge,
so that it has a relatively high probability of escaping from the phosphor layer. For the
calculations it was assumed that the phosphor layer contained only pure phosphor ma-
terial. The binder and the trace of activator were neglected because of their low X-ray
absorption cross section. A detected photon undergoes single- or multiple-energy depo-
sition processes before being totally absorbed in or scattered out of the phosphor layer.
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Although there may be more than one energy deposition site for an incident photon, the
total energy deposited by one incident photon was regarded as one pulse to be counted
in the absorbed X-ray distribution. The effects of the separate energy deposition sites
of the same incident photon and their correlation on the noise content of the detector
were not considered in this study. The study of [64] demonstrates that for a normally
incident beam the percent absorbed energy on incident X-ray energy has the similar de-
pendence to that of an attenuation-versus-energy curve. As the incident angle increases
to 80 degree, however, the absorbed energy decreases gradually with increasing energy,
but drops sharply at the K-edge. This marked change in the energy dependence is prob-
ably caused by the fact that, for large incident angles, the photoelectric events are more
likely to take place near the phosphor surface, so that the emitted K X-rays can escape
more readily and the increase in the photoelectric cross section close above the K-edge
does not compensate for the loss. For the quantum absorption efficiency for 80 degree
incidence the author stated that the decrease of efficiency with increasing energy is less
rapid because of the increased path length of the photons in the phosphor. The results
therefore indicate, for a phosphor layer of finite thickness, that the detection efficiency
for scattered photons, which generally have a larger incident angle than do primary pho-
tons, is greater than the detection efficiency for the primary radiation if photons of the
same energy are considered. For this reason, the relatively high sensitivity to scattered
photons results in degradation of image contrast.
In the work of [65] a Monte Carlo simulation was performed to study the X-ray
scattering (Rayleigh and Compton) and the more prevalent X-ray fluorescence prop-
erties of X-ray detector materials like Gd2O2S. In addition the radial distribution of
the energy deposition was calculated. Again these calculations focused solely on the
Monte Carlo transport of X-ray photons, the light emission and diffusion process was
not yet considered. A 5 % weight fraction of the binder was taken into account. The
author found that at 55 keV, more (31.3 %) of the incident X-ray energy escaped from
a 90mg/cm2Gd2O2S detector than was absorbed (27.9 %). When X-ray fluorescence is
reabsorbed by the detector adjacent to the primary X-ray interaction, a loss of spatial
resolution and an increase in image noise may occur. The ratio (S/P) of reabsorbed
secondary (fluorescence and scatter) radiation to the primary radiation absorbed in the
detector (90mg/cm2Gd2O2S) was determined as 10 %. Most of the secondary energy
redistribution is due to X-ray fluorescence and very little is due to Rayleigh or Compton
scattering. About 5 % of the total absorbed energy was reabsorbed greater than 0.5
mm from the primary interaction for 120mg/cm2Gd2O2S, generated by weighting the
monoenergetic results by a 100 kVp tungsten anode X-ray spectrum.
In the work of [20] a MC predicted scatter distribution was subtracted from the
projections prior to reconstruction. The needed detector response was simulated with
a standard Monte Carlo code. The energy absorbed in the CsI layer of the detector
was scored since the response of the detector is proportional to the energy deposition
in the CsI layer (stated by the author). The Monte Carlo simulation was performed for
various monoenergetic pencil beams. The CsI layer was simply modeled as a mixture
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of cesium and iodine. The simulated information was used to create a look-up table.
The particle energy and direction then leads to a specific value in the look-up table, the
respective response value of that scattered photon. This study led to an improvement
of contrast and significant reduction in cupping and streaking artifacts. Dose related
issues are not investigated in this study. MC simulated and measured projection images
for an anthropomorphic head phantom agreed within 10 %.
According to the above mentioned papers, there is no adequate model at hand which
fully describes the processes in the detector used in this work. In addition, it is nearly
impossible to get all informations needed for a full and comprehensive Monte Carlo
study. These informations should contain the consistency of the phosphor grains, the
form of the surfaces of the phosphor, the concentration of the activator, information
about the photodiode and the TFT (form, thickness, doped or not), the geometrical
fill factor and some informations concerning the data lines and the glass substrate. As
mentioned in the theory chapter, each type of phosphor has an intrinsic efficiency in
which X-ray energy is converted to visible light photons. The conversion efficiency
of a phosphor can fluctuate depending on the precise ratio of activator and is also
dependent on X-ray energy [49]. Finally, an appropriate model or Monte Carlo code
has to be chosen to simulate the optical photon diffusion correctly. For the purpose of
this work, investigation of the radiation response and angular dependence needed for
scatter correction techniques based on Monte Carlo calculation I decided to measure
these quantities with monoenergetic X-rays at a synchrotron facility.
4.2 Material and methods
4.2.1 The Beamline X1 at HASYLAB
The 4.5 GeV storage ring DORIS III (originally: Double Ring Store) at DESY (Deutsches
Electron Synchrotron) operates exclusively as a synchrotron radiation source for HASY-
LAB (Hamburgs Synchrotron Laboratories), see fig. 4.1. DORIS III is a dedicated syn-
chrotron radiation source with 9 wiggler/undulator insertion devices and several dipole
beamlines. In total there are 36 beamline stations. The stored current is 140 mA of
positrons in 5 bunches with a typical lifetime of 10 to 18 hours. The circumference
amounts to about 290 m. This facility provides radiation in the extreme ultraviolet and
X-ray range [66].
The beamline X1 at HASYLAB offers a very stable photon beam over a large X-ray
energy range of 6 to about 100 keV and a high energy resolution. The energy resolution
is about 1 eV at 10 keV and rising to 20 eV at 100 keV [67, 68].
Non-focussed bending magnet synchrotron radiation only defined by an entrance slit
system enters the N-flushed monochromator tank through a Be window. The monochro-
mator consists of a silicon crystal pair attached to a single goniometer, see fig. 4.2. The
radiation hits the first crystal which can be slightly detuned with respect to the second
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Figure 4.1: Illustration of the synchrotron facility in Hamburg. Source [66].
Figure 4.2: Illustration of the possible experimental set-up at X1 and the monochromator.
The monochromator consists of a silicon crystal pair attached to a single goniometer.
Illustration taken from [67]. For further explanation see text.
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Figure 4.3: Photograph of the monochromator at X1. The left side shows the upper row
of 3 possible silicon crystals, the right side highlights the lower crystal row. The crystals
can be remotely exchanged within 1 minute.
one to eliminate higher orders of diffraction in the transmitted beam. Currently avail-
able crystal pairs are Si(111), Si(311) and Si(511). The left side of fig. 4.3 shows the
upper row of 3 possible silicon crystals, the right side highlights the lower crystal row.
The crystals can be remotely exchanged within 1 minute. For monochromatisation the
crystal is “rocked”. The Bragg condition, equ. 2.7, relates the diffraction angle with the
wavelength. This implies one angle for an energy of photon. In reality there is a small
range of angles. The rocking curve defines the angle range over which one gets diffrac-
tion. The rocking curve can be measured by measuring the intensity while changing
(rocking) the angle of the crystal. At beamline X1 a dmostab (digital monochromator
stabilization) is used to detune the monochromator from the maximum intensity. A
piezo actuator controls the parallelism of the two crystals.
A further slit system in front of the exit window of the monochromator tank reduces
stray light contributions. The leafs of the slit system consist of 2 mm tantalum. Hence,
the transmission through the leafs can be neglected. In the simple standard set-up,
the beam size is defined by the exit slit system. Ionization chambers are available to
measure the flux. In order to compensate for the varying height of the monochromatic
beam when changing the energy (the height can vary by some mm), the detection system
is mounted on a lift table.
4.2.2 Technical specifications of the XRD 1640 detector
As mentioned in subsection 2.3.2 the detector used throughout in this work was a
XRD 1640 ANX ES [48] from Perkin Elmer Optoelectronics. This flat panel detector
comprises a light sensitive sensor and a readout and driving electronics with digital
output. As a stand-alone camera it allows light detection within an active area of 409.6
mm x 409.6 mm. The recommended energy ranges from 40 keV up to 15 MeV. The
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Figure 4.4: Photograph of the XRD 1640 ANX ES detector with the 0.85 mm thick Al
cover-plate.
Figure 4.5: Photograph of the XRD 1640 ANX ES detector without the Al cover-plate. A
graphit layer is clearly visible which is responsible for the optical decoupling of the indirect
detector.
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Figure 4.6: Photograph of the experimental set-up for the 0◦ measurements. After the
monochromator (metal building on the right side) the monochromatic X-rays were pre-
collimated by a first slit system S1, then passed through an ionization chamber and were
collimated again by a second slit system S2 and finally reached the detector.
information is digitized in 16 bits (grey level: 65.536 digits). The pixel size is 400µm
and the number of pixels amounts to 1024 x 1024. The image integration time is variable,
between 66.45 ms and 5 s in steps of 1 ms (internal timer) or set between 66.45 ms and 2
s in eight fixed steps (free running mode). The feedback capacitance (gain) is selectable
(0.5 pF, 1 pF, 2 pF, 4 pF, 8 pF). The electronics is placed aside of the sensor. To
avoid damage of the electronics a lead frame of at least 3 mm is necessary. It should be
mentioned that the weight of the detector is about 20 kg.
The figures 4.4 and 4.5 show photographs of the detector. Below the aluminium cover-
plate and after a certain air gap a graphite layer is clearly visible which is responsible for
the optical decoupling of the indirect detector. This graphite layer is directly connected
to the scintillator. As mentioned in subsection 2.3.2 the scintillator consists of phosphor
grains bound in organic binder. Further information about the detection process is also
given in subsection 2.3.2.
4.2.3 Experimental set-up and data acquisition
In the figures 4.6, 4.7 and 4.8 photographs show the experimental set-up for the mea-
surements. The synchrotron spectra with a beam size of about 15 mm in the horizontal
direction and 6 mm in the vertical direction enters the monochromator which consists
of a silicon pair crystal (DCM, double crystal monochromator, Braggs law). The com-
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Figure 4.7: Photograph of the experimental set-up for the 60◦ measurements. To perform
measurements at different incident angles the ground plate of the holder consists of holes.
By relocating the black screw into a different hole of the ground plate, angles in 10◦ steps
could be measured.
Figure 4.8: Photograph of the experimental set-up for the 80◦ measurements without
cover-plate.
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bination Si511 and the reflex (333) of Si111 was used to suppress higher harmonics. By
changing the energy the beam moves slightly in the order of some mm. So the whole
table where the detector was mounted on moves automatically with the moving beam.
Because of the weight of about 20 kg of the detector, it was not possible to hit only one
pixel for all energies therefore a pixel area was measured.
In the photograph, see fig. 4.6 of the 0◦ measurement, the way the photons went
can be seen best. After the monochromator (metal building on the right side) the
monochromatic X-rays were pre-collimated by a first slit system S1 to 11 x 3 mm2,
then passed through an ionization chamber and were collimated again by a second slit
system S2 to 10 x 2 mm2 (inhibition of stray light contributions) and finally reached
the detector. The whole configuration of the experimental set-up (including tuning S2
to S1, filling the ionization chamber and so on) lasted approximately 12 hours.
The distance from S1 to the ionization chamber was about 8.5 cm, from the chamber
to S2 about 9.7 cm and from S2 to the detector about 39.7 cm. The 10-cm-long gas
ionization chamber was filled with krypton. The entrance window of the ionization
chamber was a 25µm thick kapton window with a height of 6 mm and a width of
20 mm. Gas ionization detectors are commonly used to measure beam flux. Inside
the detector, an electric field of about 100 V/cm is applied across two parallel plates.
Some of the X-rays in the beam interact with the chamber gas. The resulting energetic
electrons produce additional electron-ion pairs by inelastic collisions. The electrons and
ions are collected at the plates, and the current is measured with a low-noise current
amplifier. The efficiency of the detector can be calculated from the active length of
the chamber, the properties of the chamber gas, and the X-ray absorption cross section
at the appropriate photon energy. Once the efficiency is known, the photon flux can
be estimated from chamber current and the average energy required to produce an
electron-ion pair. This is 24 eV/electron for Kr [69]. At the beamline X1 a current-to-
voltage amplifier (Keithley 428) was used. The pressure in the chamber was measured
throughout all experiments to about 760 Torr. The temperature in the hutch was about
22◦C.
The detector itself was mounted on a x-stage. This was a motor driven stage that
enables the detector to be moved in horizontal direction in 0.1 mm steps from outside
the hutch. The detector holder was constructed in such a way that it allows the position
of the detector to be shifted in 2 cm steps (by replacing the holding-screws to a different
hole of the holder). So a vertical movement in 2 cm steps was possible. To perform
measurements at different incident angles the ground plate of the holder consists of
holes. By relocating the screw into a different hole of the ground plate, detector angles
in 10◦ steps relative to the beam direction could be realized, see fig. 4.7.
The detector was placed in the hutch at least 20 hours before the experiment started to
assure thermal equilibrium. The electronics had to be switched on at least 30 minutes
before the first data acquisition. Data were acquired with monochromatic X-rays in
the range of 30 keV up to 100 keV in 5 keV steps. Around the K-edge of the phosphor
screen (Gd2O2S : Tb, 50.24 keV) 0.1 keV steps were chosen. The detector was positioned
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Figure 4.9: Sketch of the detector and the incident monochromatic X-rays. Furthermore
the increased path length in the phosphor due to the incident angle is highlighted. Here
the bright gray layer should represent the pure phosphor (phosphor grains) and the dark
gray layer stands for the organic binder, which plays no important role in the absorption
process. The mass thickness of 133mg/cm2 was given by collaboration partners [70]. The
density of the single crystal Gd2O2S (ρ = 7.34 g/cm3) was taken from [65, 49]. A more
detailed description of the detector can be found in the theory section 2.6.
perpendicular and at angles of 30, 60 and 80 degrees to the beam direction. Mostly at 0◦
the influence of different thicknesses (0.5 mm, 0.85 mm, 1.35 mm) of the Al cover-plate
was also measured, see fig. 4.9. For the measurements without any cover-plate (pure
phosphor) the light in the hutch was switched off and in addition some data are acquired
with the light on. There was no difference seen between these two acquisition modes.
At least once per hour a dark image was acquired for offset correction. To correct for
the different sensitivity of the pixels a cobalt source at the DKFZ one day after the
measurements in Hamburg was used. To this end, the detector was placed isocentric
under the source (source-to-detector distance was 80 cm) and the leafs were opened to
an isocentric field size of 27 cm x 27 cm. Water phantom measurements prove that this
set-up guarantees a homogeneous cobalt fluence [71]. The investigation of the flood-field
image of the detector shows, that in an area of 22 x 22 pixels the mean deviation in
sensitivity varies of about 1 %, the maximum deviation was 2 %.
All measurements were performed in the “free running mode” of the detector, averaged
over 50 frames using the settings we routinely use for kV-CBCT (2 pF, 15 Hz). The
free running mode reads out every 66.45 ms. For data acquisition the Heimann Imaging
Software HIS from the vendor was used [48] with offset, gain and bad pixel correction
switched off. This was done later in the image processing step. At 55 keV more than
one data point was measured to ensure reproducibility of the data. To this end, the
first measurement was performed at 55 keV. Then the energy was changed toward lower
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measurement range
x-stage
Figure 4.10: Typical dark image of the detector. The gray scale ranges from 4900 to 5700
digits. The direction of the x-stage is shown. Ring artifacts in the middle of the image
come from the production process. The origin of the gray isles is unknown. The difference
in the dark signal due to the isles is approximately 5 %. The measurement range is depicted
with black crosses. This area was taken between the isle, since the possible influence was
not clear and also between the holders of the detector to avoid possible backscatter from
the back of the detector. The readout is divided into 16 x 128 channels (charge amplifier).
These segments are clearly visible in the dark image.
energies down to 30 keV. It was intended to hold the flux constant. Whenever the flux was
too low, the beam settings (dmostab, digital monochromator stabilization) were changed
to increase the flux. After going to lower energies, the 55 keV point was measured again
and the data acquisition continued by measuring higher energies, starting from 55 keV
in 5 keV steps up to 100 keV. Again, whenever the flux was too high, the beam settings
were changed. The last measurement was performed at 55 keV. So at least, 2 hours
lay in between the measurements at 55 keV. In addition, at some energies, data were
acquired with the highest detectable flux and the lowest detectable flux to look for a
possible doserate dependence.
For each data point a so-called dummy scan was performed within 60 s. With this
scan, the beam parameter were gained and recorded in an output file. This file contained
information such as the exact time, the energy of the beam, the number of counts in
the ionization chamber (the voltage from the Keithley was converted to counts and
read by the counter. The conversion rate was 1 V = 100000 counts), the gain of the
current-to-voltage amplifier, the position of the detector and the crystals, and further
more informations. As there was the number of counts in the ionization chamber given
at each second for 60 seconds, it was possible to look for the uncertainties. It can be
stated that the deviations of the counts in the chamber were far below the per mill
region throughout the measurements and thus can be neglected. After each pause (the
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beam was shut down approximately every 8 hours for a new injection phase) and at the
beginning of each measuring row an offset measurement of the ionization chamber was
performed.
The irradiated area of the flat panel detector was the same for all measurements, see
fig. 4.10. This area was chosen to be at least 15 pixels from the edges of a readout
segment, since these regions ought to be not stable all the time. And, in addition,
the area was chosen between some structures (isle) of the detector. Here the possible
influence and origin of these structures are not clear. Finally the measured area lay
between the aluminium holders of the back of the detector to avoid possible backscatter
from the back of the detector.
4.2.4 Flux calculation
The program “Hephaestus” was used for the flux calculations. It is a commonly used
program at synchrotron facilities and is available as part of the Ifeffit program [39]. The
input parameters are the chamber length, the energy of the incoming photon in eV, the
chamber gas, the pressure in the chamber, the amplifier gain of the current-to-voltage
amplifier (Keithley 428) and the voltage measured.
The results from the Hephaestus program are cross calculated in this work. For the
numbers of absorbed photons the mass energy absorption coefficients from the NIST
database are taken [46]. For example for 30 keV µab/ρ = 13.65 cm2/g. The percentage






with ρ = 0.003749 g/cm3 at 273.15 K and 760 Torr for krypton [72] and the chamber
length t = 10 cm.
For a photon with 30 keV the percentage of absorbed photons is 39.22 % (calculated
with Hephaestus, taken the Elam database) and 40.05 % calculated with the NIST
database. The program Hephaestus does not take into account the real temperature in
the hutch. The change in percentage of absorbed photons from 0◦C to 22◦C can be
calculated via the ideal gas law and ends up in the change of the density. This leads
to a percentage of absorbed photons of 37.7% at 30 keV. A possible instable pressure
throughout the measuring time can be calculated similar. The uncertainties in the data
due to different cross sections, temperature and pressure are negligible compared to the
uncertainties due to the doserate dependence of the detector.
To calculate the flux the number of absorbed photons in the chamber has to be related
to the current measured in the chamber. This is dependent on energy. The following





gain · energy , (4.2)
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Figure 4.11: Horizontal profile of the beam (x-direction) at 30 keV and normal incidence.
The images are 20 times magnified. So the x-axis denotes 30 pixels, thus 12 mm. The
y-axis shows a gray scale range of 0 to 25.000 digits.
with the electron charge e = 1.6 · 1019C and as energy the energy of the incoming
photons in eV. The voltage V was measured with the current-to-voltage amplifier and
the gain therefor was reported (gain = 10−9(V/A) was used). The Ifeffit program uses an
incorrect ionisation energy of 30 eV/e for Kr. The correct value is 24 eV/e [69]. As this is
a constant number throughout all calculations it does not change the relative radiation
response of the measured data and can hence be neglected. As the Ifeffit program
calculates the flux incident upon the ionization chamber, the number of photons per
second in front of the flat panel detector is then Nph,tr = flux(1−Nph,ab/100).
4.2.5 Image processing
The image information acquired from the flat panel detector system is unsuitable for
immediate image display. Image corrections are necessary to circumvent shortcomings
in the technology of flat panel arrays and their peripheral circuitry. Because of the
limited tolerances achievable in controlling the thickness and quality of the different
layers on large-area flat panel X-ray imagers, the sensitivity of the pixels to radiation
and their offset signals (from dark current integration and switching transients) vary
from pixel to pixel. This includes variations resulting from the thickness and quality
of the phosphor layers coupled to the arrays. Tolerance issues in the fabrication of the
peripheral amplification and controlling circuitry also add variations in pixel sensitivity
and offset. The most powerful method for removal of these distracting effects is called
“flat fielding” [49]. Variations in pixel and electronic offsets are corrected using “dark-
field” images acquired with no X-ray exposure. Pixel sensitivity and electronic gain
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Figure 4.12: Horizontal profile of the beam (x-direction) at 80 keV and normal incidence.
The images are 20 times magnified. So the x-axis denotes 30 pixels, thus 12 mm. The








Figure 4.13: Horizontal profile of the beam (x-direction) at 100 keV and normal incidence.
The images are 20 times magnified. So the x-axis denotes 30 pixels, thus 12 mm. The y-axis
shows a gray scale range of 0 to 42.000 digits.
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variations are corrected using “flood-field” images taken with a constant intensity of X-
ray exposure across the full area of the detector. The linear response of the flat panel
detectors over most of their operating range means that a two-point linear technique
provides an adequate correction if the system response is temporally invariant. Measured
drifts of pixel sensitivity are extremely small, even over extended periods of time [49],
so acquisition of flood field data is not needed as frequently as offset correction. Flat
fielding image correction itself can generate image noise if not done carefully. Many
frames should be averaged together to determine noise-free dark and flood-field values
for the individual pixel corrections. As a consequence of these theory published by
Rowlands [49] the images were offset corrected with a dark image, see fig. 4.10. And,
as mentioned before, a cobalt source at the DKFZ one day after the measurements in
Hamburg was used for the flood-field image. The investigation of the flood-field image
shows, that in an area of 22 x 22 pixels the mean deviation in sensitivity varies of about
1 %, the maximum deviation was 2 %. After offset and gain correction the integrated
signal was extracted and normalized to the respective flux. For the sum over all signal
a pixel area of 12 x 162 pixels was taken into account. The pixel values besides the
irradiated area were far below the per mill region. The values of bad pixels (65.535)
were discarded (no bad pixel was found within the irradiated area, only a few bad pixel
were time wise found around this area) . The figures 4.11, 4.12 and 4.13 show some
offset and gain corrected images (left side) and x-profiles (horizontal beam profiles, right
side) for different energies at normal incidence. As can be clearly seen, the x-profile
changes over the irradiated area. In addition, at energies higher than 80 keV, the end
of the second crystal was reached, this led to the steps in the profiles [68]. The beam
profile was an additional reason why the first slit system S1 was collimated to 11 x 3
mm2.
4.3 Results and discussion
First it should be mentioned that throughout the results shown in this subsection all
data were normalized to the data point of the pure phosphor measurement at normal
incidence at 100 keV (normalization point). In fig. 4.14 the relative radiation response
as a function of energy for the measurements without any cover-plate (pure phosphor)
at 0◦ incidence is shown. At some energies, data were acquired with a higher flux and a
lower flux to look for a possible doserate dependence. Around the K-edge of the phosphor
screen (Gd2O2S : Tb, 50.24 keV) 0.1 keV steps were chosen. The K-edge can be clearly
seen for the 0◦ measurement. In contrast to an attenuation-versus-energy curve for the
phosphor, the measurements at normal incidence show different behaviour. The signal
below the K-edge (from 30 keV to 50.2 keV) ranges from 0.3 to 0.37 while above 50.3
keV an almost linear increase as a function of energy from 0.45 at 50.3 keV to 1 at 100
keV (normalization point) can be noticed.
Throughout all the measurements a systematic doserate dependence of a few percent
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Figure 4.14: Relative radiation response as a function of energy for the measurements
without any cover-plate (pure phosphor) at 0◦ incidence. All data were normalized to
the data point of the pure phosphor measurement at 100 keV. At 55 keV more than one
data point was measured to ensure reproducibility of the data. At least 2 hours elapsed
between the measurements at 55 keV. In addition, at some energies, data were acquired
with a higher flux and a lower flux (yellow background) to look for a possible doserate
dependence. Around the K-edge of the phosphor screen (Gd2O2S : Tb, 50.24 keV) 0.1 keV
steps were chosen.
can be seen in the data. This effect is in total agreement with studies performed with
this detector in the mega voltage region [71]. For example, setting the flux value that
gives detected values in the middle of the dynamic range to 100 %, a reduction to a
flux value of 85 % results in a detector signal of 81 %. Or, on the opposite site, setting
the flux to 121 % results in a detected value of 130 or also seen 135 %. This fact is
completely independent of the measuring time or the energy.
Fig. 4.15 shows the influence of different thick Al cover-plates at normal incidence.
In clinical routine the 0.85 mm thick Al cover-plate is commonly used. In the low energy
region the influence of the different cover-plates is clearly seen. A thicker Al absorber
suppresses low energy photons more efficiently. No increase of efficiency can be gained
due to the cover-plates. And, as stated in the theory chapter, a thick cover-plate will
decrease the resolution. As Compton scattered photons are shifted to lower energies
and strike the detector at angles different from 0 degree, the beneficial effect of the
cover-plate is suppressing low energy scattered photons.
Fig. 4.16 highlights the relative radiation response as a function of energy and incident
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Figure 4.15: Relative radiation response as a function of energy for the pure phosphor
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Figure 4.16: Relative radiation response as a function of energy and incident angle for
the pure phosphor and the 0.85 mm thick Al cover-plate. For beam incidence angles of 30,
60 and 80 degrees the signal also linearly increases with energy but with a steeper slope
than at normal incidence. The measured data with the cover-plate lie systematically below
the data of the pure phosphor and the difference increases with increasing angle (increasing
path length in the Al plate).
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angle for the pure phosphor and the 0.85 mm thick Al cover-plate. The measured data
with the cover-plate lie systematically below the data of the pure phosphor and the
difference increases with increasing angle (increasing path length in the Al plate). At
80◦ only a few data points were acquired and only for the pure phosphor. This was due
to the timing slice of the measuring group. Furthermore, the likelihood of a scattered
photon striking the panel at 80◦ is low. So the most data were acquired at angles up to
60◦. In the Monte Carlo study [20], where the MC predicted scatter distribution was
subtracted from the projections prior to reconstruction, the response of the detector was
set proportional to the energy deposition in the layer, that means that the response was
set proportional to the absorbed energy. So the measured response values were directly
compared to the published data of [64]. Actually, to compare with the Monte Carlo
calculation of [64], the 80◦ measurements of the pure phosphor were performed. The
data calculated at different incident angles were not shown by the author. So in detail,
the two graphs in [64] of the energy absorbed per incident photon (%) as a function
of energy at 0◦ and 80◦ incidence were compared to the measurements. The phosphor
coating density in the publication was slightly different (140mg/cm2) than the phosphor
used in this study (133mg/cm2). In detail, the results at 60, 70, 80, 90 and 100 keV were
compared. The difference in absorbed energy of 0◦ and 80◦ derives from an increased
path length and thus from an increased detection efficiency at higher energies. So a
so-called weight factor, a factor that scales from the value at 0◦ incidence to the value
at 80◦ incidence was compared. The differences in these weight factors lie within 10 %,
whereas it has to be stated that the error in taking the data out of the published graph
and also the error in the measurement will add an additional uncertainty not below
10 %. Nevertheless it can be stated that the increased path length in the phosphor
leads to an additional weighting factor between normal incidence (primary photons) and
tilted incidence (scattered photons) which has to be taken into account when calculating
scatter contributions of transmittances.
In contrary to the published data of the absorbed energy at 0◦ and 80◦ [64], the form
of the measured graph looks different. As mentioned above, the signal below the K-edge
(from 30 keV to 50.2 keV) ranges from 0.3 to 0.37 while above 50.3 keV an almost linear
increase as a function of energy from 0.45 at 50.3 keV to 1 at 100 keV (normalization
point) can be noticed for the measurement at normal incidence. In the referred paper
the absorbed energy increases toward lower energies from about 34 % at the K-edge to
about 80 % at 30 keV. At energies above the K-edge the Monte Carlo calculation shows
a linear decrease in absorbed energy. These, on the first view, contradictionary results
can be explained by having a closer look at what has been measured and what has been
simulated. Having the absorbed energy is only half the story in determining the detector
response. For the calculations it was assumed that the phosphor layer contained only
pure phosphor material. The trace of activator were neglected. In addition, the light
emission and diffusion process was not taken into account. Physically, the detection and
absorption process at lower energies takes place more likely near the entrance surface of
the phosphor and at higher energies closer to the photodiode. The isotropically spread
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optical photons undergo multiple scattering events until they reach the photodiode. The
light emitted a distance away from the photodiode has a longer propagation path length
to reach the amorphous Silicon. Thus, it will spread out more. In addition to the
larger blur pattern found, optical photons are absorbed more with a greater diffusion
path length, and thus the number of photons will be reduced. This fact, not taken into
account in the Monte Carlo calculations, leads to a decrease in signal at lower energies.
An additional reason can be formulated to explain the difference in absorbed energy
in the phosphor to the signal measured with the whole detector, namely the intrinsic
efficiency of the phosphor. As stated by Rowlands [49], each type of phosphor has an
intrinsic efficiency in which X-ray energy is converted to visible light photons. Gd2O2S
has an intrinsic conversion efficiency of about 15 % [49]. Depending on the quality
control of the manufacturer, the conversion efficiency of a phosphor can fluctuate, for
instance, depending on the precise ratio of activator that was used for a specific batch
of phosphor. The efficiency also depends on X-ray energy (the mean X-ray-to-light
conversion factor is 442 for a photon with 18 keV and increases to more than 1000 for a
photon with 52 keV [49]). Keeping this intrinsic efficiency in mind and assuming that
the increase between 18 keV and 52 keV will continue toward higher energies, this will be
one reason why the measured radiation response increases at higher energies. Finally, the
increase at higher energies can be explained by taking the amorphous Silicon photodiode
into account. There might be an additional detection process in the photodiode itself.
This open question left room for further investigations which could not be performed
within the time frame of this theses. Nevertheless, from these measurements it can be
stated that by only taking into account the absorbed energy of the phosphor layer when
predicting scatter distribution in kV CBCT by Monte Carlo calculations, there will be an
overestimation of low energy scattered photons and an underestimation of high energy
scattered photons. An implementation of the whole physics might lead to better results
than published by [20], where a MC predicted scatter distribution was subtracted from
the projections prior to reconstruction by taking only the absorbed energy into account.
As a result the MC simulated and measured projection images for an anthropomorphic
head phantom agreed within 10 %.
Fig. 4.17 shows an enlarged section of fig. 4.16 around the K-edge and concentrates
on the pure phosphor data of 30◦ and 60◦ incidence. At 0◦ incidence the behavior around
the K-edge is similar to the data acquired at 30◦ but with a slightly steeper gradient
from 50.2 keV to 50.3 keV. This gradient decreases with increasing angle and vanishes
at 60◦ incidence. The study of [64] proposes that as the incident angle increases (from
0◦ to 80◦) the absorbed energy decreases gradually with increasing energy, but drops
sharply at the K-edge. This marked change in the energy dependence was explained
by the author according to the fact that, for large incident angles, the photoelectric
events are more likely to take place near the phosphor surface, so that the emitted K
X-rays can escape more readily and the increase in the photoelectric cross section close
above the K-edge does not compensate for the loss. The measurements performed in
this work do not support this hypothesis. From the fact that the K-edge is seen at
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Figure 4.17: Relative radiation response as a function of energy and angle of incidence
for the pure phosphor for 30 and 60 degree incidence. This graph shows in detail the
behaviour around the K-edge. It is clearly seen, that the mechanism changes between
these two angles. The K-edge vanishes for photon angles at 60 degree.
30◦ one can conclude that not all photons are absorbed. The vanished K-edge at 60◦
indicates that the phosphor layer is thick enough (2 x 0.18 mm) to absorb all photons
with energy around the K-edge. The increased response value at 80◦ for higher energies
in addition indicates that a phosphor layer with 0.36 mm thickness does not stop all
photons at higher energies. Here an additional measurement should be performed at
higher energies to see the curves bending down.
By dividing the relative radiation response through the respective energy the relative
efficiency of the detector can be determined, as can be seen in fig. 4.18. At normal
incidence the relative efficiency is close to 1 for all energies excluding the region around
the K-edge. This is the behavior of an ideal detector where all photons should be detected
equally. By normalizing to the energy the detection process is easier to understand: the
smaller the angle the earlier in energy the curve would bend down at higher energies.
To see this effect an additional measurement at higher energies should be performed.
4.4 Data fit for scatter correction
The figures 4.19 and 4.20 show the fit to the measured data for scattered photons
above the K-edge and below the K-edge. The data above the K-edge were fitted linearly
whereas the data below the K-edge were fitted with parabola functions. As only some
angles were measured, additional functions were added to better account for all scatter
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Figure 4.18: Relative efficiency as a function of energy and angle of incidence for the pure
phosphor and an Al cover-plate of 0.85 mm thickness. At normal incidence the relative
efficiency is close to 1 for all energies excluding the region around the K-edge. This is the
behavior of an ideal detector (all photons should be detected equally).
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Figure 4.19: Fitting linear functions to the data of the measurements at HASYLAB
(above the K-edge) for the scatter kernels.
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Figure 4.20: Fitting parabola functions to the data of the measurements at HASYLAB
(below the K-edge) for the scatter kernels.
angles. Scattered photons above the K-edge with an incoming angle below 20◦, between
20◦ and 40◦, between 40◦ and 50◦, between 50◦ and 65◦, between 65◦ and 75◦ and above
75◦ were response weighted with the measured response at 0◦ (fit function 4), with the
measured response at 30◦ (fit function 6), with fit function 7, with the measured response
at 60◦ (fit function 5), with fit function 9 and with the measured response at 80◦ (fit
function 3), respectively (see fig. 4.19). So the fit functions 7 and 9 are interpolated
functions due to the lack of measured angles.
As the response values do not change considerably below the K-edge only 3 functions
were fitted. Photons scattered up to 30◦, between 30◦ and 60◦ and above 60◦ were
response weighted with the measured response at 0◦ and 30◦ (fit function 0), with a fit
function 2 and with the measured response at 60◦ (fit function 1), respectively (see fig.
4.20). The fit function 2 is a interpolated function. The fit functions gradually go to
negative values at lower energies. For those photons the response value is set to 1, which
is more than 200 times lower than the value at 30 keV. This can be done since the Geant4
calculations performed in this work show, that the number of photons below 25 keV is
nearly zero. At 30 keV and higher the number of scattered photons are noteworthy and
here the fit to the data is satisfactory.
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beam hardening correction
5.1 Introduction
This chapter focuses on a fast iterative scatter correction algorithm and an additional
fast beam hardening correction. As previously mentioned, an ideal scatter correction
technique in kV CBCT should combine several important aspects. First, the technique
should lead to contrast enhanced images without increasing dose to the patient and
without increasing noise significantly. Second, the image processing has to be as fast
as possible. Finally, an ideal scatter correction technique should result in accurate
Hounsfield numbers.
As the electron density distribution of the object being scanned is initially unknown,
the determination of the correct scatter distribution is an implicit problem, which calls
for an iterative solution. Thus, this chapter focuses on a fast iterative scatter correction
algorithm which was developed more than ten years ago for MV CBCT [73, 37, 38].
The scatter correction method is based on a superposition of pre-calculated Monte Carlo
generated pencil beam scatter kernels and a system calibration. The codes for the
iterative scatter correction were written in a previous work for scatter correction in MV
CBCT [74, 75, 76, 77, 78] and had to be adapted and extended to the current problem.
To simulate the scatter kernels the Monte Carlo code written by Swindell and Evans
[37] was adapted and extended. For the diagnostic energy range and system set-up,
several changes had to be made. One major change concerns the response of the detector.
This radiation response and the angular dependence of the detector were measured with
monochromatic X-rays at HASYLAB. The implementation of the results were described
in the previous chapter. In addition the geometry and energy spectra sampling scheme
had to be changed.
The best way to evaluate a scatter correction technique is to compare scatter cor-
rected CBCT images to images acquired with a fan beam CT geometry on the same
system. Several phantoms, including anthropomorphic phantoms, were CT scanned in
fan and cone beam geometry to validate the scatter kernels. Additional measurements
at a different CBCT system (different energy spectrum, different phantom-to-detector
distance) were performed.
The iterative method transforms projections of unknown objects pixel-wise into “thick-
ness maps”. As the scatter contribution is iteratively estimated and subtracted from each
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system 1 system 2
X-ray source
detector
Figure 5.1: Experimental set-up of the two different CBCT systems. System 1 is a
PRIMUS linac with a source-to-detector distance (SDD) of 142 cm, system 2 represents
the new inline concept, called ARTISTE, with a SDD of 137 cm. For both systems, the
distance between X-ray source and isocentre adds up to 100 cm. Because of a new multileaf
collimator the SDD of system 2 had to be decreased. The right photograph shows the
detector and X-ray source in park position. Both will be driven out for CBCT.
projection the values in the corresponding thickness maps approach the true thickness
of the imaged objects. In the present work these thickness maps are used for two addi-
tional image quality improvements. First, the thickness map is squared which logically
increases the difference between different tissue types. These contrast enhanced im-
ages are then reconstructed. Second, since beam hardening is a thickness dependent
phenomenon the thickness maps are used for a simple method of beam hardening cor-
rection prior to reconstruction. Quantitative image quality investigations demonstrate
the contrast enhancement of this method. A brief discussion concerning dose calculation
relevant issues completes this chapter.
5.2 Material and methods
5.2.1 Data acquisition and system calibration
For the experimental evaluation of the scatter correction algorithm a prototype of an
inline CBCT imaging hardware at a PRIMUS and later on a prototype of an ARTISTE
linac was used [4, 5, 6]. As mentioned in the previous chapter, the detector was a
XRD 1640 ANX ES [48] from Perkin Elmer Optoelectronics. No anti-scatter grid was
used. The distance between X-ray source and isocentre adds up to 100 cm whereas the
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distance between isocentre and detector is limited to 42 cm (system 1, PRIMUS) and to
37 cm (system 2, ARTISTE). Different scattering media, consisting of a cylindrical water
phantom, spherical contrast-and-resolution phantom, Alderson head-phantom were CT
scanned with both the maximum and the smallest achievable cone angle at system 1,
see left side of fig. 5.1. A detailed sketch of the geometry is given in fig. 3.1 of
the GEANT4 chapter. A detailed description of the CBCT image acquisition- and pre-
processing-steps can be found in [6]. For all phantoms, 360 projections in 1◦ steps were
acquired. The images are pre-processed by: 1. taking into account the mAs product
of the X-ray tube for each projection, 2. subtracting a dark image, 3. correcting the
pixel sensitivity and electronic gain variations by using “flood-field” images acquired
without any phantom in place (this so-called “gain correction” was implemented into
the scatter correction algorithm and hence not performed for the data destined for
scatter and beam hardening correction) and 4. applying a median-3 filter. After scatter
and beam hardening correction the pre-processed images are then reconstructed (0.4
mm x 0.4 mm in transversal direction and 1.6 mm in cranio-caudal direction) with a
Feldkamp algorithm [79]. For all reconstructions a Shepp-Logan filter was used. This
filter dampens the high frequency contribution of the noise. The implementation of the
Feldkamp algorithm and a correction of non-ideal projection data was done in a different
work [80].
The applied dose for 360 projections amounted to about 2 cGy in the isocentre for the
CBCT scans at system 1. Dose measurements were performed in a previous work [81].
Due to the spatial uncertainty of system 1 in the cranio-caudal direction the fan angle
had to be extended to an isocentric slice thickness of 14 mm to get sufficient information
about the y-direction. The mean energy of the tungsten spectra of system 1 was 56.77
keV (This energy spectrum is called spectrum 2 in the GEANT4 chapter. Some initial
experiments were performed with spectrum 1 also on system 1.). With this soft spectra
the primary signal was insufficient for thick phantoms (e.g. pelvis phantoms) therefore a
harder energy spectrum with a mean energy of 64.45 keV (This energy spectrum is called
spectrum 3 in the GEANT4 chapter.) was selected for system 2. A pelvis phantom was
scanned without extended field of view and with an imaging dose of about 5 cGy. In
addition, a self-made thorax phantom with a dose of 2 cGy was scanned. Unfortunately
for system 2 it was not possible to collimate the jaws of the tube to a small fan angle
size.
The systems were calibrated by measuring an open field image and 6 homogeneous
RW3 slab phantoms (30 cm x 30 cm) with known water-equivalent thicknesses (5.05,
10.10, 15.15, 20.20, 25.25, 30.30 cm) with the maximal field size (isocentric field size of
27.4 cm x 27.4 cm). The water-equivalent thickness is the physical thickness of the slab
scaled by its electron density relative to water, which is 1.01 for the RW3 used in this
study. A special wooden holder was constructed so that only the slab phantoms were
irradiated, see upper left side of fig. 5.3. In order to obtain the primary signal IP (i, j),
the scattered radiation IS(i, j) has to be subtracted from the measured transmittance
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Figure 5.2: Photograph of the contrast-and-resolution phantom. This phantom is a
spherical RW3-phantom of 8 cm radius whose central slice contains different inserts and
holes. The holes between the 3-cm inserts in the outer ring have a diameter of 3 mm. The
holes of the 3 rows on the upper right of the disk have the following dimension: upper row:
1 mm, middle row: 1.5 mm, lower row: 2 mm; the distance between adjacent holes in each
row corresponds with their diameter. The electron density relative to water are 1) lung:
0.28, 2) muscle: 1.05, 3) cortical bone: 1.69, 4) spongy bone: 1.11, 5) air: 0, 6) fatty tissue:
0.9. The diameter of the inserts decrease with decreasing radii from 3 cm, to 1 cm, 5 mm
and 2 mm.
map IM(i, j)
IP (i, j) = IM(i, j)− IS(i, j), (5.1)
where i and j denotes pixel position. The scatter contribution is estimated by Monte
Carlo scatter kernels, see fig. 5.3. The resulting primary transmittances were fitted to
the linear-quadratic model below [73] pixel by pixel using the equation:
IP (i, j) = I0(i, j) · e−A(i,j)−B(i,j)·t(i,j)−C(i,j)·t2(i,j), (5.2)
where I0(i, j) is the fluence distribution of the incident X-ray and t(i, j) is the thickness
of the object being imaged.
The nonuniformity in the X-ray beam (off-axis spectral change like heel-effect and off-
focal radiation) has an impact upon the coefficients A(i, j), B(i, j) and C(i, j). Also
worn-out textures of an often used anode can influence these coefficients (data not
shown). The inverse attenuation correction mentioned in the following section (equ.
5.7) takes these effects into account.
5.2.2 Phantoms
For the experimental verification of the scatter model, different phantoms were CT
scanned. The types of phantoms chosen represent clinical relevant cases including an
Alderson head and pelvis phantom and a self-made thorax phantom. The thorax phan-
tom has more or less the dimension of a child, 25 cm in lateral direction, 17 cm in
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anterior-posterior direction and 21 cm in cranio-caudal direction. The vertebral bodies
are made up of cortical bone with an electron density relative to water of 1.69. The lungs
consist of obomodulan with a lung-equivalent density of 0.3 g/cm2. For the rest of the
phantom, including the chondro-cordoma like tumor and the spinal cord, RW3 is used.
For quantitative image analysis the cylindrical water-filled acrylic glass phantom with
a diameter of 18 cm and the contrast-and-resolution phantom was CT scanned. The
water phantom has a hole in the middle and at the edge for dosimetric purposes. These
holes are filled with acrylic glass bars. These bars contain some regions of water, pure
acrylic glass and air. The latter two are clearly visible in the transversal images, see fig.
5.11. The contrast-and-resolution phantom, see fig. 5.2, is a spherical RW3-phantom of
8 cm radius whose central slice contains different inserts and holes. The holes between
the 3-cm inserts in the outer ring have a diameter of 3 mm. The holes of the 3 rows on
the upper right of the disk have the following dimension: upper row: 1 mm, middle row:
1.5 mm, lower row: 2 mm; the distance between adjacent holes in each row corresponds
with their diameter. The electron density of the inserts relative to water are 1) lung:
0.28, 2) muscle: 1.05, 3) cortical bone: 1.69, 4) spongy bone: 1.11, 5) air: 0, 6) fatty
tissue: 0.9. The diameter of the inserts decrease with decreasing radii from 3 cm, to 1
cm, 5 mm and 2 mm.
5.2.3 Generation of pencil beam scatter kernels and
superposition
To simulate the scatter kernels the Monte Carlo code written by Swindell and Evans [37]
for earlier work on portal scatter in the therapeutic energy range of e.g. a 6-MV spectrum
of a linac was adapted and extended. For the diagnostic energy range and system set-
up, several changes had to be made. One major change concerned the response of
the detector. The energy and the angular dependence of the detector response were
measured with monochromatic X-rays at HASYLAB [82]. So in contrast to former
studies [83, 84, 85] the energy and angular dependence of the detector was taken into
account. The implementation of the results were described in the previous chapter. the
energy spectra sampling scheme and the geometry in the Monte Carlo code were also
modified.
For a given phantom, the portal scatter distribution IS(i, j) in the detector pixel (i, j)
is modeled as a superposition (see fig. 5.3) of pencil beam scatter kernels Kt(k,l)(r) [38]:
IS(i, j) = I
−1
0 (i, j) · A ·
∑
k,l
I0(k, l) ·Kt(k,l)(rij,kl). (5.3)
The sum runs over all pixels (k, l) of the detector, A is the pixel area with dimension of
length2. The dimension of Kt(k,l)(r) is length−2. In the model it is supposed that scatter-
ing is produced by a parallel beam whose intensity is given by the open field distribution
(I0) which has been measured beforehand. The open field distribution represents the
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superpositon, t = 15 cm
t
Rsemi infinite slab
pencil beam scatter kernel
Figure 5.3: Experimental set-up for system calibration (upper left side), sketch of the
pencil beam scatter kernel calculation (upper right side), pencil beam scatter kernel for
R = 16.93 cm which equals the dimension of a RW3 slab phantom (lower right side) and
superposition of pencil beam kernels for t = 15 cm (lower left side). For further explanation
see text.
signal with no phantom present, but with all beam shaping and attenuating devices in
place. The superposition model assumes that for any given primary pencil beam the
distribution of the scattered radiation depends only on the radiological thickness t(k, l)
of the phantom along the pencil beam [38]. In principle, a semi infinite water-equivalent
slab phantom (see fig. 5.3) of different thicknesses can be used to calculate the kernels.
However, further investigations turned out [86] that the pencil beam scatter kernels
used for scatter correction in MV CBCT depend also on the dimension of the phantom
along the direction perpendicular to pencil beams being scanned. This fact weakens the
generality of this superposition model in equ. 5.3 and throws it back to a more or less
heuristic approach.
Similar to the MV studies, a dependence of the kernels on the radius R of the phantom
was found to exist for the kV range energy used in this work. A difference of up to 10 %
mainly on-axis between a kernel calculated on a phantom of 8 cm radius and a kernel for
a phantom of 17 cm radius was seen. However, for the reconstructed linear attenuation
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coefficients, only a slight deviation of ∆µ = 0.01 1
cm
in the pelvis study was noticed.
Therefore, only the mean radius of the scanned object was considered and the portal
scatter distribution changes to
IS(i, j) = I
−1
0 (i, j) · A ·
∑
k,l
I0(k, l) ·KR,t(k,l)(rij,kl). (5.4)
The scatter kernels KR,t(k,l)(r) are generated using 228 incident photons impinging on
a cylindrical water phantom positioned upright and therefore symmetrically around the
isocentre. All pencil beam scatter kernels KR,t(k,l)(r) are normalized to the number of
photons of the pencil beam. The sum of the response weighted photons crossing 128
annular detector bins of constant width of 0.5 cm was scored and divided by the area
of each bin. The resulting scatter kernel is the two-dimensional scatter distribution per
unit detector area produced by a pencil beam, see fig. 5.3. The phantom and the
detector have circular symmetry for reasons related to computational efficiency.
Scatter from inhomogeneous material surrounding the pencil beam will not be radially
symmetric, also the kernel KR,t(k,l)(r) is symmetric. But the inhomogeneities in the
CT-scanned phantoms are taken approximatively into account by the water-equivalent
thickness map of the phantom (equ. 5.7). The scatter kernels must be provided for all
likely thicknesses. They were calculated in 1 cm steps up to 30 cm or 50 cm depending
on the geometry of the phantoms under investigation. A spline-interpolation was used
to obtain values at intermediate thicknesses.
The geometry for the scatter kernel calculations in the former MV CBCT [76, 77, 78,
86] was chosen in such a way that the bottom of the upright standing cylinder was always
at a constant distance to the detector, namely the bottom of the cylinder was placed at
the isocentre. In contrast to the former study, the kV kernels in this work were calculated
based on the real distance (isocentric placement) of the phantom to the detector. For
large thicknesses, however, such as along the lateral direction of a pelvis phantom, the
scatter signal estimated by the scatter kernels was too high. So the formalism used in the
MV study was applied to the pelvis case. That means the distance of the water cylinder
to the detector was changed for the pelvis phantom scatter correction such that the
bottom of the water cylinder always yielded a constant distance to the detector of 37 cm
for system 2. This reduced the calculated portal scatter distribution to a certain amount
and added the same heuristic factor in the kV model than in the previous MV studies.
Nevertheless, also an isocentric placed water cylinder will not fit the real geometry of the
scanned object including table (table above position is different to table below position
as calculated in the GEANT4 chapter) and fixation systems.
The different energy spectra f(E) used in this work were calculated analytically by
the vendors and offered via Internet [40]. The spectra were validated by measurement
with a Compton spectrometer in a different work [60]. For the scatter kernels, off-axis
energy spectral changes were assumed to be negligible. The X-ray tube did not include
any bow-tie filter. The energy E of the photons was sampled in 1 keV steps by the
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∈ [0, 1]. (5.5)
In the current Monte Carlo code, coherent scattering (which accounts for less than 8
% of interactions above 50 keV in water) was not yet taken into account. In the present
work only two types of photon interactions, photoelectric absorption and Compton scat-
tering (binding energy is not corrected), were implemented. Photoelectric absorption
was computed using cross sections derived from the NIST database [46] using a log-log
interpolation. The fit is better than 2 % over the range of 15 to 120 keV. For Comp-
ton scattering, linear-attenuation coefficients were computed using the Klein-Nishina
relationship [41]. The model is based on an exact treatment of single scattering. By
the inversion method of random sampling, one can derive the free path length ρ of the
photon [51]:
ρ = − 1
µT
· (ln(arg)) (5.6)
where arg is a random number uniformly distributed in the unit interval [0,1] and µT is
the total linear attenuation coefficient. The photon scattering angles were sampled using
the Kahn sampling method [87]. This method does not rely on any approximation and
is valid for any energy of the incident photon. But it does permit repeated rejections
and consequently it is relatively expensive in its use of random numbers and computing
time. The calculation of the pencil beam scatter kernel KR,t(k,l)(r) with thicknesses up
to 50 cm took approximately 30 hours on a Dual Xeon 3.0 GHz computer.
5.2.4 Iterative scatter correction
As previously mentioned, the CBCT procedure has the problem that the electron density
distribution is initially unknown. So the determination of the correct scatter distribution
is therefore an implicit problem, which calls for an iterative solution. Images of unknown





B2(i, j)− 4 · (C(i, j)) · (A(i, j)− ln( I0(i,j)
IM (i,j)−I(n)S (i,j)
))
2 · (C(i, j)) (5.7)
(n = 0, 1, 2, ... denotes the iterative steps explained later). The code for the it-
erative scatter correction is programmed in that way that the calibration coefficients
A(i, j), B(i, j) and C(i, j) not only account for beam hardening and for the nonunifor-
mity in the X-ray beam but also include the so-called “gain correction”. That means,
the calibration coefficients account for the detector sensitivity of each pixel (i, j).
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The solution is derived iteratively by the following steps: the algorithm begins with the
assumption that scatter is zero (I(0)S (i, j) = 0) and leads to t
(1)(i, j). The scatter radiation
present in the image I(1)S (i, j) is then estimated by convolution of the thickness map
t(1)(i, j) with the pre-calculated thickness-dependent and rotationally invariant pencil
beam scatter kernel [38] mentioned above (equ. 5.4). The resulting scatter I(1)S (i, j) is
then subtracted from the transmittance and a new conversion to the next-order thickness
map t(2)(i, j) follows. It turns out that this procedure is highly convergent, see fig. 5.4.
5.2.5 Additional image quality improvement approaches
In the iterative process the scatter is estimated and subtracted. Hence, the thickness
map progressively approaches the correct thickness of the projection of the object. So
the thickness map t(n+1)(i, j) mentioned above (equ. 5.7) was used for two additional
image quality improvements. First, the thickness map of each projection was squared
which logically increases the difference between different tissue types (This is only a
phenomenological method, comparable to applying a filter.). These contrast enhanced
images were then reconstructed. Second, since beam hardening is a thickness depen-
dent phenomena, the thickness map was used for a simple method of beam hardening
correction prior to reconstruction (see equ. 5.2):
− ln
(
IM(i, j)− IS(i, j)
I0,M(i, j)
)
− C(i, j) · t(n+1)(i, j)⇒ reconstruction. (5.8)
The calibration coefficients C(i, j) are all negative and the absolute values are on the
order of 0.0003 ·1/cm2 (system 2, harder spectrum 3) or 0.0004 ·1/cm2 (system 1, softer
spectrum 2). A constant value for all C(i, j) on the respective system was taken. The
calibration coefficients B(i, j) were found to be all positive and all are some percent
lower than the correct µ-value of water. So this beam hardening correction should lead
to an improvement of reconstructed µ-values. Investigations determined that the values
of the calibration coefficients A(i, j) (see equ. 5.2) did not influence the reconstructed
voxel values. The calibration coefficients A(i, j) are all negative and the absolute values
are all in the order of 0.02 (system 2, harder spectrum 3) or 0.0005 (system 1, softer
spectrum 2). It should be mentioned, that further investigations of this work proved that
the calibration coefficients A(i, j) can not be neglected in equ. 5.7. If the calibration
coefficients A(i, j) are fitted to the measured and scatter corrected data (one can force
the calibration curves through zero by neglecting A(i, j) from the beginning) then they
should be taken into account in equ. 5.7. If not, this will lead to an increase of noise in
the transversal slices of the reconstructed objects (data not shown).
5.2.6 Quantitative image quality investigation
Contrast-to-noise ratio (CNR), noise (σ) and contrast (C) were analyzed in the recon-
structed CBCT images of the cylindrical contrast phantom and cupping artifact (tCup)
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in the water phantom. For the CNR two regions of interest (ROI) at the same radius of
the contrast phantom were analyzed, one within a muscle-tissue-equivalent insert and
the other in immediately adjacent RW3. The measured (denoted by the subscript M)
mean values (µM,muscle, µM,RW3) and the standard deviations (σM,muscle, σM,RW3) in each
ROI were extracted. The voxel noise (σM) is calculated as σM = (σM,muscle +σM,RW3)/2
and the CNR calculated from CM/σM with CM =
∣∣(µM,muscle − µM,RW3)∣∣. The absolute
difference (contrast) between mean voxel values of all inserts µM,insert of the phantom
and RW3 was analyzed at the same distance from the center in an outer ring r1 = 5.5 cm
of the phantom and an inner ring r2 = 2.5 cm of the phantom, see fig. 5.12. The magni-
tude of cupping tCup = 100(µM,edge−µM,center)/µM,center was extracted in terms of voxel
values at the center µM,center and edge µM,edge of the water phantom. The expected
mean attenuation coefficient for water µwater was calculated using linear-attenuation
coefficients derived from the NIST database [46].
CT numbers (Hounsfield units, HU) are computed via
HU = 1000 · (µM,insert − µM,water)
µM,water
. (5.9)
The following calibration procedure was performed: the mean values of µM,water at the
same distance from the center as the inserts in the RW3 contrast phantom but in the
reconstructed images of the water phantom was extracted from the isocentric transversal
slice. The radii of the two phantoms vary only by 1 cm, so the scatter distribution and the
beam hardening effect do not vary so much between these two phantoms. The extracted
values are taken from the water phantom and the contrast phantom separately for each
modality. That means, this step was done for a) the cone beam geometry without scatter
correction (CBCT NON), b) the CT image acquired in fan beam geometry (FBCT), c)
the cone beam geometry with scatter correction (CBCT SC) and d) the cone beam
geometry with scatter and beam hardening correction (CBCT SC+BH), see fig. 5.14.
So 4 HU to electron density conversion lookup tables are generated to compare with
each other for the purpose of dose calculation.
5.3 Results and discussion
5.3.1 Convergence of the model
The first result demonstrates that the scatter correction algorithm is highly conver-
gent. As previously mentioned, the systems were calibrated by measuring an open field
image and 6 homogeneous RW3 slab phantoms (30 cm x 30 cm) with known water-
equivalent thicknesses (5.05, 10.10, 15.15, 20.20, 25.25, 30.30 cm) with the maximal field
size (isocentric field size of 27.4 cm x 27.4 cm). The water-equivalent thickness is the
physical thickness of the slab scaled by its electron density relative to water, which is
1.01 for the RW3 used in this study. In fig. 5.4 the thicknesses t of the scatter corrected
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Figure 5.4: Thicknesses of the scatter corrected transmittances of the RW3 slabs as a
function of the number of iterations for both systems. The dashed lines symbolize the
correct thicknesses. The error bars are negligible. For the experimental set-up see upper
left side of fig. 5.3 which shows the set-up for system calibration.
transmittances of the RW3 slabs for both systems as a function of number of iterations
are displayed. For thicknesses up to 15 cm only 3 iterations were needed to reach the
correct thickness within 1 mm. A mean value of 600 x 600 pixels was used for the eval-
uation and it turned out that the standard deviations are negligible. After 7 iterations
the thickness of the larger phantoms was reached with a maximum deviation of less
than 2 mm. This result is valid for both systems (different energy spectra and different
source-to-detector distances). So it can be concluded that for homogeneous phantoms,
like the RW3 slabs, the algorithm works perfectly.
5.3.2 Image quality improvements
The most important results for IGRT in terms of patient positioning are presented in
the figures 5.5, 5.6, 5.7 (2D images, lateral and anterior-posterior projections) and the
figures 5.8, 5.9 and 5.10 (3D images, transversal slices). It was the purpose of this
work to evaluate the algorithm for all treatment sites in the clinical routine. The letters
stand for a) CBCT without scatter correction, b) CT acquired in fan beam geometry c)
CBCT with scatter correction, d) CBCT with scatter and beam hardening correction
and e) t2-images. For each image the pre- and post-processing steps are the same; for
a, b, c and d the same grey scale-level is used. It can be clearly seen how the iterative
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Figure 5.5: Lateral and anterior-posterior projections of the Alderson pelvis phantom
under investigation. The letters stand for a) CBCT without scatter correction, c) CBCT
with scatter correction, d) CBCT with scatter and beam hardening correction and e) t2-
images. For each projection the pre- and post-processing steps are the same; for a, c and
d the same grey scale-level is used.
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Figure 5.6: Lateral and anterior-posterior projections of the Alderson head phantom
under investigation. The letters stand for a) CBCT without scatter correction, c) CBCT
with scatter correction, d) CBCT with scatter and beam hardening correction and e) t2-
images. For each projection the pre- and post-processing steps are the same; for a, c and
d the same grey scale-level is used.
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Figure 5.7: Lateral and anterior-posterior projections of the thorax phantom under inves-
tigation. The letters stand for a) CBCT without scatter correction, c) CBCT with scatter
correction, d) CBCT with scatter and beam hardening correction and e) t2-images. For
each projection the pre- and post-processing steps are the same; for a, c and d the same
grey scale-level is used.
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a) c)
d) e)
Figure 5.8: Transversal slices and profiles of the Alderson pelvis phantom acquired at
system 2 with the harder spectrum 3. The letters stand for a) CBCT without scatter
correction, c) CBCT with scatter correction, d) CBCT with scatter and beam hardening
correction and e) t2-images. For each image the pre- and post-processing steps are the
same; for a, c and d the same grey scale-level is used. The images were acquired without
extended field of view. So the reconstructed voxel values feature higher values at the edges.93





Figure 5.9: Different transversal slices of the Alderson head phantom acquired at system
1 with the softer spectrum 2. The letters stand for a) CBCT without scatter correction,
b) CT acquired in fan beam geometry, c) CBCT with scatter correction, d) CBCT with
scatter and beam hardening correction and e) t2-images. For each image the pre- and
post-processing steps are the same; for a, b, c and d the same grey scale-level is used.
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Figure 5.10: Transversal slices and profiles of the thorax phantom acquired at system 2
with the harder spectrum 3. The letters stand for a) CBCT without scatter correction, c)
CBCT with scatter correction, d) CBCT with scatter and beam hardening correction and
e) t2-images. For each image the pre- and post-processing steps are the same; for a, c and
d the same grey scale-level is used. The correct µ−value for cortical bone is given in the
profile graph below.
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scatter correction method followed by a simple beam hardening correction improves
image quality. A remarkable contrast enhancement and an almost entire reduction
in cupping can be seen in all clinically relevant phantoms. It can be noted, how t2-
images enables the clinicians to easily position the patients day by day on clearly visible
anatomical structures. The t2-images even exhibit fine bony structures totally hidden in
the projections without any correction (fig. 5.5 and fig. 5.6). The transversal images
of the reconstructed squared thickness maps show especially in the center a remarkable
contrast enhancement whereas at the edges the contours of the scanned phantom are lost.
The missing head-mask in the reconstructed t2-images of the Alderson head phantom
(fig. 5.9) is the best example for this phenomenon. Nevertheless, a notable image
quality improvement, especially in the center of the patient, will be beneficial for most
treatment sites, since the tumor is often located close to the center.
In the lateral projection of the pelvis phantom and in the projections of the thorax
phantom (fig. 5.5 and fig. 5.7) it can be seen where current problems exist. The
high density bones absorb most of the photons, thus we changed from a softer incoming
energy spectrum to the harder energy spectrum. Also an increase in dose was necessary
for the pelvis case. The bright area in the lower part of the lateral pelvis projection is
not only due to the hip bones but also shows deficiencies of the sensitivity correction
of the detector. Some segments of the detector are clearly visible in the lateral pelvis
projection.
5.3.3 Comparison with GEANT4 calculations
In the figures 5.10, 5.8 and 5.11 some profiles of the thorax phantom, the pelvis
phantom and the water phantom are presented. Note that the former two are acquired
at system 2. The profiles explicitly show how the cupping is considerably reduced by
the current scatter model. A quantitative analysis of the nonuniformity of the water
phantom is given in table 5.1. The reconstructed µM,center−value of the scatter corrected
CBCT of the water phantom lies about ∆µ = 0.01 1
cm
below the FBCT value whereas
the µM,center−value of the additional beam hardening correction is found to be about
∆µ = 0.007 1
cm
higher than the correct µ−value for water (µwater = 0.2394 1cm calculated
with the incident spectrum). In subsection 3.3.3 of the GEANT4 chapter the mean
attenuation coefficients of the energy spectra of the primary photons after different
RW3 thicknesses were calculated. After 10 cm of RW3, the mean attenuation coefficient
was µ = 0.2113 1
cm
and after 20 cm of RW3 µ = 0.2013 1
cm
. Taking the latter value
into account, since the water phantom has a diameter of 18 cm, then the value of the
FBCT differs from the GEANT4 calculation by about ∆µ = 0.01 1
cm
. Although the
FBCT images contain a small amount of scattered photons the reconstructed voxel
value is higher then the calculated voxel value. This difference might be explained by
the fact that reconstruction kernels influence the reconstructed voxel values [60]. For all
reconstructions a Shepp-Logan filter was used to dampen the high frequency contribution
of the noise.
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Figure 5.11: Transversal slices and profiles of the water phantom acquired at system 1
with the softer spectrum 2. The letters stand for a) CBCT without scatter correction,
b) CT acquired in fan beam geometry, c) CBCT with scatter correction, d) CBCT with
scatter and beam hardening correction. For each image the pre- and post-processing steps
are the same; for a, b, c and d the same grey scale-level is used. The correct µ−value for
water is given in the profile graph below.
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In the case of the thorax phantom (see fig. 5.10) it can be clearly seen how the streak
artifact close to the cortical bone in anterior-posterior direction vanishes as a result of
the scatter and beam hardening correction. This has a positive impact on automatic
segmentation of the lungs. The GEANT4 calculation of the thorax model in subsection
3.3.6 exhibited a high SPR (7818 %) in anterior-posterior direction behind the cortical
bone insert. This indicates a huge degradation in reconstructed voxel values (“dark
region”). The “dark region” can be clearly seen in the CBCT of the thorax phantom.
The profiles of the thorax phantom through regions of high (cortical bone) and low
(lung) densities also show the expected dark cortical bone of the CBCT without any
correction. These profiles also show the deficiencies of using scatter kernels calculated on
a homogeneous water cylinder. For comparison the correct µ−value of cortical bone is
given. The reconstructed values (CBCT with scatter and CBCT with scatter and beam
hardening correction) are far above the correct value. In addition, the reconstructed
values of the RW3 tumor region close to the vertebral bodies are also too high. Also the
values of the spinal cord, consisting of RW3, are reconstructed to much higher values
than the voxel values of the RW3 region at the edges of the thorax phantom.
An ideal scatter correction technique would result in the same reconstructed values
for RW3 at the center as well as at the edges of the phantom. The scatter correction
algorithm, however, subtracts too much scattered photons in the region close to the
vertebral bodies. The algorithm is based on the superposition of pencil beam scatter
kernels. The kernels in turn are thickness dependent. The water-equivalent thickness
of the lung tissue is small which leads to a higher scatter contribution from the kernels
in the lung to the region close to the vertebral bodies. In the GEANT4 calculation of
the thorax model the scatter contribution was increased of about a factor of 3 behind
the cortical bone of the thorax model compared to the calculation of the pure water
phantom. Large sized inhomogeneities influence the scatter distribution of the whole
object. The GEANT4 calculations showed in addition that a dense insert of cortical
bone in the water phantom led to an overall reduction in scattered photons compared
to the scatter distribution of a pure water phantom. Within the current pencil beam
approach the scatter distribution of highly inhomogeneous objects like the thorax is not
modeled appropriately. As mentioned in the previous paragraph, the used reconstruction
kernel influences the reconstructed voxel values, namely the reconstructed voxel values
are increased compared to the calculated voxel values. But this effect only explains a
certain deviation of ∆µ = 0.01 1
cm
up to about ∆µ = 0.03 1
cm
in water. It might be that
the reconstruction kernel influences the reconstructed voxel values for cortical bone to a
greater extend. But this hypothesis is unproven so far and the different values for RW3
at the center and the edge disclose clearly the deficiencies of the current model.
An additional comment can be given to the profiles of the thorax phantom. The
reconstructed values of the lung tissue show only very small differences with and without
scatter correction. The GEANT4 calculations resulted in an SPR of 29 % behind the
lungs of the thorax model. This means, that the reconstructed values in the lungs are
not too far away from the correct values. The solid profile line of the scatter corrected
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image is slightly below the dashed profile line of the uncorrected image. Hence, the
scatter correction model works reasonably well in this region.
For the pelvis case, see fig. 5.8, the phantom composition was not available. So an
interpretation based on correct values is not possible. But a discussion based on water
values can be done. The profile of the transversal slices without any correction shows
reconstructed values in the order of µM,center = 0.12 1cm . The scatter and beam hardening
corrected values are in the order of µM,center = 0.22 1cm . The correct value for water of




tal accordance with the formerly explained deviations from the FBCT to the GEANT4
calculations and again might be due to the reconstruction kernel. The GEANT4 calcu-




after 40 cm RW3. The pelvis phantom diameter lies approximately
in between these two thicknesses. So an value of µwater = 0.192 1cm would be a good
approximation. This value is reached with the scatter correction. It might be, that the
constituents of the pelvis phantom are close to fatty tissue or muscle with a relative
electron density to water of 1.05 and 0.9, respectively. These differences to water might
change the expected value to some extent. Nevertheless, it can be stated that the results
for the pelvis phantom indicate that dose calculation is possible for this treatment site.
In addition, the expected value for cortical bone of spectrum 3 is µcortical bone = 0.3544 1cm .
The scatter and beam hardening correction reaches a value of about µM,bone = 0.36 1cm for
the bony structure. Here it is difficult to state, since the bone composition is unknown,
whether the result is appropriate. But the fairly flat profiles of the scatter corrected
and beam hardening corrected images compared to the nonuniform profile of the image
without any correction support the assertion that dose calculation is possible for pelvic
treatment sites based on the current model of scatter and beam hardening correction.
The values at the edges of the profile should not be taken into account, since the data
of the pelvis phantom are acquired without an extended field of view.
5.3.4 Quantitative image quality analysis
The quantitative image quality parameters such as contrast, noise (σ) and contrast-to-
noise ratio (CNR) were analyzed in the reconstructed CBCT images of the contrast-and-
resolution phantom, see fig. 5.12. For the CNR two regions of interest (ROI) at the same
radius of the contrast phantom were investigated, one within a muscle-tissue-equivalent
insert and the other in immediately adjacent RW3. The subscript M denotes measured
values. The magnitude of cupping was extracted in terms of voxel values at the center
µM,center and edge µM,edge of the water phantom. The results are listed in table 5.1
and table 5.2. The nonuniformity is reduced from 20 % without scatter correction to
4 % with scatter correction. The additional beam hardening correction further reduces
cupping to an amount of 3 %. In comparison, the FBCT shows a nonuniformity of only
1.4 %. The voxel noise, as expected, increases with upgoing correction. Both scatter and
furthermore beamhardening correction lead to a reduction of photons and thus the voxel
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Figure 5.12: Transversal slices of the contrast-and-resolution phantom acquired at system
1 with the softer spectrum 2. The letters stand for a) CBCT without scatter correction,
b) CT acquired in fan beam geometry, c) CBCT with scatter correction, d) CBCT with
scatter and beam hardening correction and e) t2-images. For each image the pre- and
post-processing steps are the same; for a, b, c and d the same grey scale-level is used. The
different inserts are numbered in image a) and the different radii used for quantitative image
quality analysis are shown in image e). A photo of the contrast-and-resolution phantom is
given in fig. 5.2.
noise increases. The noise as well as the contrast-to-noise ratio of the scatter corrected
images is comparable to the values of the FBCT.
Although the noise is noteworthy increased for the images with the additional beam
hardening correction, the contrast-to-noise ratio is comparable to the values of the FBCT
images. Thus, the contrast is notably enhanced by the beam hardening correction. This
can be seen in table 5.2. For almost all inserts the contrast enhancement compared to
the FBCT is more than 10 % (It should be stated that the “gold standard” for compari-
sion would be the FBCT with an additional beam hardening correction.). Compared to
the CBCT without any corrections the contrast of the images with scatter correction is
remarkably improved, but some percent lower than the contrast of the FBCT images.
The additional beam hardening correction improves the contrast by a factor of about
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Table 5.1: Quantitative image quality investigation for the different modalities: CBCT
without scatter correction (CBCT NON), CBCT with scatter correction (CBCT SC),
fan beam geometry (FBCT), CBCT with scatter and beam hardening correction (CBCT
SC+BH). Voxel noise and CNR are taken from the contrast phantom, cupping (t(Cup))
derived from the water phantom analysis.
modality t(Cup) in [%] voxel noise σ in [1/cm] CNR
CBCT NON 19.7 0.0047 2.02
CBCT SC 3.9 0.0058 1.57
FBCT 1.4 0.0058 1.60
CBCT SC+BH 3.0 0.0071 1.57
Table 5.2: Contrast (CM =
∣∣(µM,insert − µM,RW3)∣∣ in [1/cm]) for the different modalities:
CBCT without scatter correction (CBCT NON), CBCT with scatter correction (CBCT
SC), fan beam geometry (FBCT), CBCT with scatter and beam hardening correction
(CBCT SC+BH). The radius r1 belongs to the outer ring of the inserts, the radius r2 is
the next inner insert-radius of the contrast phantom, see fig. 5.12.
inserts equivalent to CBCT NON CBCT SC FBCT CBCT SC+BH
1 lung (r1) 0.108 0.133 0.142 0.165
1 lung (r2) 0.091 0.128 0.134 0.159
2 muscle (r1) 0.009 0.009 0.009 0.011
2 muscle (r2) 0.011 0.010 0.010 0.012
3 cortical bone (r1) 0.187 0.269 0.302 0.332
4 spongy bone (r1) 0.036 0.048 0.058 0.060
4 spongy bone (r2) 0.033 0.050 0.052 0.062
5 air (r1) 0.147 0.183 0.196 0.227
6 fatty tissue (r1) 0.019 0.022 0.024 0.027
6 fatty tissue (r2) 0.016 0.022 0.023 0.027
1.5 compared to the CBCT without any correction for almost all inserts, for some even
more. The contrast of the muscle insert with a relative electron density of 1.05 com-
pared to water is improved only slightly. But, the muscle inserts with the number 2 can
nevertheless be seen more clearly in the reconstructed scatter and beam hardening cor-
rected images in fig. 5.12. Whereas the smaller sizes of this insert in the middle of the
contrast-and-resolution phantom are not visible in the images without any corrections
(The dark artifacts in the middle of the CBCT image without any corrections lead to a
slightly better contrast value for the muscle inserts compared to the FBCT image.).
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5.3.5 Reconstructed voxel values and HU numbers
























Figure 5.13: Reconstructed linear attenuation coefficients as a function of relative electron
density for the scatter correction (CBCT with SC) and beam hardening correction model
(CBCT with SC and BH) under investigation. In addition the values for the CBCT without
any correction, the values extracted of the FBCT and the correct value for water and
cortical bone are shown. The error bars imply 1σ deviation. The values of the different
inserts are taken from the contrast phantom at different radii, see fig. 5.12.
The most important results for IGRT in terms of dose calculation are given in fig.
5.13 and fig. 5.14. The numerical values of the latter figure are in addition given in
table 5.3. The error bars are due to 1σ. As the lung equivalent inserts are formed
out of a brittle polyurethane based material containing air holes, some variation in the
attenuation coefficient is expected without the presence of scatter.
Fig. 5.13 presents the reconstructed linear attenuation coefficients as a function of
relative electron density for the scatter correction (CBCT with SC) and beam hardening
correction model (CBCT with SC and BH) under investigation. In addition the values of
the CBCT images without any correction, the values extracted from the FBCT images
and the correct value of water and cortical bone are shown. As previously mentioned the
calculated value of water is in the order of ∆µ = 0.01 1
cm
lower than the reconstructed
value, which might be explained by the fact that reconstruction kernels (Shepp-Logan
filter) influence the reconstructed voxel values [60].
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Figure 5.14: Reconstructed CT-numbers (HU) as a function of relative electron density
for the scatter correction (CBCT with SC) and beam hardening correction model (CBCT
with SC and BH) under investigation. The results are compared to the CT-numbers of
the CBCT without any correction and the data acquired at the same system in fan beam
geometry (FBCT). The error bars show 1σ deviation. The values of the different inserts
are extracted from the contrast phantom at different radii, see fig. 5.12 and normalized
to the values of the water phantom corrected with the respective modality (CBCT, CBCT
with SC, CBCT with SC and BH, FBCT). The numerical values for this graph can be
found in table 5.3. For further explanation see text.
The reconstructed value of cortical bone after scatter and beam hardening correction
shows the same behaviour than the former value of water for the FBCT. The cortical
bone value is µM,cortical bone = 0.584 1cm , whereas the calculated value is µcortical bone =
0.574 1
cm
. So again, the reconstructed value is ∆µ = 0.01 1
cm
higher than the calculated
value. Consequently, the HU numbers will be quite accurate. This can be seen in fig.
5.14 and table 5.3. The CT numbers for cortical bone between FBCT and CBCT with
scatter and beam hardening correction differ only by 63 units. Whereas the difference
between the values for FBCT and CBCT without any correction amounts to 349 units.
For the lung the differences are 10 (smaller radius r2) and 30 units (bigger radius r1)
between FBCT and CBCT with scatter and beam hardening correction. In the case
of CBCT without corrections the difference is increased to 126 (r2) and 110 units (r1).
In view of these results, it can be stated that the scatter correction algorithm does not
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have in general the problem with high density or low density objects. The accuracy of
the scatter correction method is only questionable in highly inhomogeneous treatment
sites such as the lung.
Table 5.3: Reconstructed CT-numbers (HU) for the different tissue-equivalent inserts
for the scatter correction (CBCT with SC) and beam hardening correction model CBCT
with SC and BH) under investigation. The results are compared to the CT-numbers of
the CBCT without any correction and the data acquired at the same system in fan beam
geometry (FBCT). The errors indicate 1σ deviation. The values of the different inserts are
extracted from the contrast phantom at different radii, see fig. 5.12 and normalized to the
values of the water phantom corrected with the respective modality (CBCT, CBCT with
SC, CBCT with SC and BH, FBCT). The graph to this table can be found in fig. 5.14.
insert equivalent to CBCT NON CBCT SC FBCT CBCT SC+BH
1 lung (r1) -568± 107 -645± 145 -678± 158 -648± 177
1 lung (r2) -513± 69 -620± 115 -639± 140 -629± 117
2 muscle (r1) 88± 4 67± 3 41± 2 67± 4
2 muscle (r2) 103± 4 77± 4 57± 3 77± 4
3 cortical bone (r1) 1086± 57 1361± 58 1435± 55 1372± 64
4 spongy bone (r1) 238± 12 263± 14 274± 12 265± 16
4 spongy bone (r2) 237± 10 280± 15 260± 12 281± 15
5 air (r1) -787± 112 -894± 136 -935± 146 -899± 164
6 fatty tissue (r1) -69± 3 -89± 5 -115± 6 -89± 6
6 fatty tissue (r2) -59± 3 -85± 5 -102± 6 -86± 5
Table 5.3 shows that the differences in HU numbers between FBCT and CBCT with
scatter correction for all tissue types besides lung and cortical bone are all below 30 units.
This result will undoubtedly lead to reasonable outcomes concerning dose calculation
with photons. For the dose reconstruction study on kV CBCT done in [6] for a head
case only the calibration of the CBCT without any correction was used. As this study
shows very good results for intracranial cases there is no doubt that a lookup table of
HU with the developed scatter correction can still improve these results. In the case
of carbon ion therapy, a difference of about 10 HU will result in a range uncertainty of
about 1 mm [88]. Whereas for dose calculation for photons an uncertainty of 8 % in
electron density can lead to a dose uncertainty of only 1 % for a 6 MV photon beam and
the uncertainty in dose decreases with increasing energy [89]. From that point of view,
dose calculation based on the current scatter correction might not only be possible for
intracranial cases but also for other treatment sites like pelvis cases.
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6.1 Objective of the present thesis
The objective of the present thesis was to develop and evaluate a method for scatter cor-
rection in kV Cone Beam Computer Tomography. An ideal scatter correction technique
in kV CBCT should combine several important aspects. First, the technique should
lead to contrast enhanced images without increasing dose to the patient and without
increasing noise significantly. Second, as the patients are not allowed to change their po-
sition during evaluation of the CBCT, the image processing has to be as fast as possible.
The improvement in contrast should accelerate the automatic segmentation process so
that the current organ positions and forms are available within some seconds. Possible
inter-fraction movements can then be determined by the segmentation process which
will be fully under the responsibility of the physicians. The medical physicist can rec-
ommend a possible repositioning of the patient. In addition, from the present CBCT,
a complete re-planning of the dose distribution might be necessary. Therefore, an ideal
scatter correction technique should result in accurate Hounsfield numbers. With high-
grade computers the dose to the patient can be calculated within some minutes. In the
future, this step can be surely reduced to a few seconds. So pictures of todays treatment
can be provided within minutes prior to treatment.
6.2 Discussion in terms of system optimization
In chapter 3 Monte Carlo simulations were performed based on the real experimen-
tal set-up chosen for clinical translation. The GEANT4 calculations showed that the
whole air signal in front of the detector without any phantom in place consists of 0.5
% scattered photons. Thus an additional effort to correct for scattered photons in the
unattenuated beam is not necessary. The simulations of an assumed but reasonable
angular distribution of the incoming beam turned out that the error by neglecting this
distribution or the possible error by not taking into account a moving focus from pro-
jection to projection will be less than 4 % in number of scattered photons. So a small
amount of nonuniformity will remain in the reconstructed images when applying Monte
Carlo based scatter correction techniques to data acquired at instable systems. The first
experimental set-up of the kV CBCT showed mechanical instabilities and a moving focus
up to 2 cm. The instability of the system was later on reduced to 8 mm.
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The influence of the treatment table and the field size was investigated. One note-
worthy result is that 1 cm of water-equivalent table thickness leads to a reduction of
primary photons of 10 % for the case of head and neck patients. Additional dense
fixation systems will cause further problems and lead to a severe decrease of primary
photons which, in the end, will result in the increase of the mAs-product to acquire the
needed information for correct positioning. The simulations further on revealed that the
tremendous amount of scatter for head and neck patients, induced by the table, can be
notably reduced by collimating to an appropriate field size. The field size for CBCT
should be chosen with great care. A well collimated field size will not only minimize
the contribution of off-focal radiation but also remarkably lower the scatter contribution
from the table when scanning head and neck patients or children. The iterative scatter
correction algorithm under investigation subtracts the estimated scatter based on the
thickness of the object. For the anterior-posterior direction as well as vice versa, the
thickness of the object is the same. The real amount of scatter, however, depends on
the geometry, that means the position of the treatment table. For kV CBCT, a supple-
mental effort should be made to reduce the water-equivalent thickness of the table und
to improve the form of the table.
The Monte Carlo calculations also focused on different incoming energy spectra and
the resulting respective SPR. It can be stated that the harder spectrum 3 offers a slightly
better SPR because of the increase of primary photons. The simulations pointed out
that the energy spectrum should be chosen with great care in terms of dose to the
patient. The calculations of the energy distribution of primary photons after different
thick phantoms, see subsection 3.3.3, showed that the beam hardening effect for the
spectra under investigation is most pronounced within the first 5 cm. The surface dose
will increase tremendously by applying a too soft energy spectrum and the number of
primary photons reaching the detector will be very low. These simulation results are
in agreement with own experiments. As for the soft spectrum 2 the primary signal was
insufficiently low for thick phantoms a harder spectrum was further on used. Very often
in clinical routine only anterior-posterior in combination with lateral projections are
acquired in terms of patient positioning on bony structures instead of scanning a full
CBCT. For this purpose the results of the present thesis strongly recommend a harder
spectrum at least for pelvis cases, even harder than spectrum 3.
Each scatter correction technique based on numerical compensation applied to the
image after acquisition can only lead to a good estimate of scatter. The exact scatter
distribution of each object at each projection can only be reached within a certain
limit. If the number of primary photons reaching the detector is quite low, like for a
soft spectrum applied to thick objects, then an overestimation of scattered photons has
more severe consequences than by using a harder spectrum. This may result in bright
streak artifacts due to the low number or totally lack of primary photons in regions of
dense material.
The GEANT4 calculations focused on the number of photons in front of the detector.
For system optimization the measurements performed at HASYLAB should be taken
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into account. The relative radiation response at normal incidence of the detector with
the 0.85 mm Al cover-plate (this thickness is used in clinical routine) increases linearly
with increasing energy E (keV ) above 55 keV according to
R (E) = 0.01 · E (keV )− 0.1. (6.1)
So the response value R is 0.5 for a photon with 60 keV, 0.6 for a photon with 70 keV
and 0.9 for a photon with 100 keV with the cover-plate in place. For the pure phosphor
the values are some percent higher. Applying the response to the primary photons after
10 cm RW3 of the soft spectrum 2 and the harder spectrum 3 the signal for the harder
spectrum is about 44 % higher than the signal of the softer spectrum. After 20 cm
RW3 the detector signal is 50 % higher for the harder spectrum 3. Although contrast
gets better between tissues like muscle and fat for lower energies, the response of the
detector has to be taken into account when thinking about the best input spectrum.
The detector is not a photon counter.
The measurements at HASYLAB further demonstrated that no increase of efficiency
in the higher energy range can be gained due to the cover-plates. In addition, a thick
cover-plate will decrease the resolution. The positive effect of a thick cover-plate is to
suppress low energy scattered photons. Having in mind soft tissue visibility and hence
applying a soft energy spectrum then the thickness both of the phosphor layer and of the
cover-plate should be decreased. Then, perhaps, a different material than Al should be
used. One different point should be considered when thinking about the correct input
spectrum and thickness of the cover-plate or the phosphor layer. That is the re-emission
of X-ray fluorescence from the phosphor layer back towards the X-ray tube. Much of
this energy will be absorbed in the patient as radiation dose. In the Monte Carlo study
of [65] it was shown that the percentage of energy being backscattered increases as the
phosphor thickness increases. But the increase is slowly with thicknesses higher than
120mg/cm2. A thick cover-plate as well as an antiscatter grid would reduce the amount
of re-emitted X-ray fluorescence reaching the patient.
As mentioned in the result section of chapter 4 the form of the measured response
looks different than the published Monte Carlo simulation of the absorbed energy in
the phosphor [64]. In the referred paper the absorbed energy increases toward lower
energies from about 34 % at the K-edge to about 80 % at 30 keV. At energies above
the K-edge the Monte Carlo calculation shows a linear decrease in absorbed energy.
Thus, having only the absorbed energy in the pure phosphor in mind when thinking
of system optimization, this will likely lead to faulty results. The investigations show
that a Monte Carlo simulation of the absorbed energy in the phosphor will be sufficient
for energies above the K-edge in terms of angular dependence. The increase of energy
absorption due to the increased path length for scattered photons (angular dependence)
published by [64] is in acceptable agreement to the measurements performed at HA-
SYLAB. Nevertheless, from the measurements it can be stated that by only taking into
account the absorbed energy of the phosphor layer when predicting the scatter distri-
107
6 Overall discussion and conclusion
bution in kV CBCT by Monte Carlo calculations, there will be an overestimation of
low energy scattered photons and an underestimation of high energy scattered photons.
An implementation of the whole physics might lead to better results than published
by [20], where a MC predicted scatter distribution was subtracted from the projections
prior to reconstruction by taking only the absorbed energy into account. As a result the
MC simulated and measured projection images for an anthropomorphic head phantom
agreed within 10 %. However, the developed iterative scatter correction reaches nearly
the same quality as the FBCT of a head phantom acquired at the same system. And
this result is available within 1.3 seconds, which is magnitudes faster than the full MC
calculation mentioned beforehand.
6.3 Discussion in terms of scatter correction
Similar to the GEANT4 simulations the scatter kernel calculation in chapter 5 showed
that the amount of scattered photons is highest for thicknesses of about 5 to 7 cm and
decreases rapidly after about 10 cm for the energy spectra under investigation. Not
too small inhomogeneities influence the overall scatter distribution of the object. The
investigations turned out that half of the scattered photons of a head and neck case
are single scattered photons whereas for a pelvis case only 20 % of the overall scatter
distribution is due to single scattered photons. The double and multiple scatter signal
does not show any structure. It only adds a constant value throughout the object to the
scatter distribution. The main spatial component of the scatter distribution is given by
single scatter. The single scattered photons bear the information of the geometry and
inhomogeneities of the phantom.
These results are in agreement with a recently published work concerning Monte
Carlo simulation of scatter intensities in CT [21]. In a different work [22] a Monte
Carlo calculation of the scatter components of the anterior-posterior projection of a
human head was performed and the contributions from single scattered photons were
further be decomposed into single Rayleigh and single Compton scattered photons. It
was found that the shape of the single scatter background is mainly determined by
the single Rayleigh scatter while the single Compton scatter shows only little variation.
This behaviour can be explained by the differential scattering cross sections. While
the differential Rayleigh cross section exhibits a strong forward peak the differential
Compton cross section is almost isotropic. A full Monte Carlo calculation will take all
these aspects into account. The problem however is, that currently available codes are
too unhandy because of their computing time. For that reason superposition techniques
with pre-calculated or measured kernels are used not only for scatter correction but also
for dose calculation.
In the present thesis it was shown that the iterative scatter correction model and an
additional fast beam hardening correction remarkably improve image quality and HU
accuracy. With an appropriate parallel image-processing during acquisition contrast
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enhanced 3D images are available one second after the former reconstruction end. The
enhanced contrast will clearly fasten the automatic segmentation process. With high-
grade computers the dose to the patient can be calculated within some minutes. So
pictures of todays treatment can be provided within minutes prior to treatment. In how
far the current model has to be modified for scatter correction of cone beam images
acquired in extended field of view has not yet been investigated. The results of a lung
case showed, that the current scatter correction does not work appropriately in highly
inhomogeneous objects. So for lung cases only two aims are achieved. The scatter
correction is fast and improves contrast. For the purpose of dose calculation it might
be sufficient to replace the HU numbers of the CBCT image in the region around the
vertebral bodies with the HU numbers acquired with the fan beam CT for treatment
planning. Although moving blocker-based techniques show excellent results by direct
measurement of the scatter contribution and so they direct count for inhomogeneities
[34] they lead to an increased dose to the patient or to an increased noise level. In
addition, the present iterative approach avoids the disadvantages of a boundary solution
based on a uniform water correction [34].
With modern efficiency enhanced Monte Carlo codes a full Monte Carlo dose calcu-
lation is possible within 2 minutes [52]. Hence, in the near future, the computing time
will no longer be a problem. Then the scatter problem in cone beam CT can be solved
iteratively with one of the time improved codes. An additional beam hardening correc-
tion, like the fast method developed in the current thesis, will further improve image
quality. Meanwhile research is going on in Monte Carlo modeling of flat panel detectors.
The measured energy and angular dependence of the detector support notable results
into this field of current investigations.
To conclude, the iterative scatter correction technique developed in the present work
fulfills undoubtedly the first two aspects of an ideal scatter correction technique. The
developed beam hardening correction further improves contrast without any compromise
in computational time. The combined model reduces cup-artifacts from 20 % to 3
% and provides contrast enhanced images within 1.3 seconds on a standard PC. A
comprehensive study whether this combined model is suitable for dose calculation for
all identities has not yet been performed. A dose calculation study for intracranial cases
based on CBCT without any scatter correction but with a certain calibration process
has been performed in our institute in a previous work [6] and shows very good results.
The results of the present thesis so far indicate that dose calculation for pelvis cases
might also be possible.
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