Abstract. Unimprovable efficient conditions are established for the existence and uniqueness of a nonnegative solution of the problem a, b]; R) and c > 0.
Introduction
The following notation is used throughout. R is the set of all real numbers, R + = [0, +∞[. PF ab is the set of linear functionals h ∈ F ab transforming the set C([a, b]; R + ) into the set R + .
We will say that ∈ L ab is an a-Volterra operator if for arbitrary a 1 ∈ ]a, b] and v ∈ C([a, b]; R) satisfying v(t) = 0 for t ∈ [a, a 1 ], we have (v)(t) = 0 for almost all t ∈ [a, a 1 ]. Consider the boundary value problem u (t) = (u)(t) + q(t), (1.1)
where ∈ L ab , h ∈ F ab , q ∈ L([a, b]; R) and c ∈ R. By a solution of the problem (1.1), (1.2) we understand a function u ∈ C([a, b]; R) satisfying the equality (1.1) almost everywhere in [a, b] and the condition (1.2) .
Throughout the paper we will assume that the functional h(v) − v(a) is not identicaly zero and h ∈ PF ab .
From the general theory of linear boundary value problems the following theorem is well-known (see, e.g., [1, 2, 5, 6] ). In this paper, we will establish optimal, in a certain sense, sufficient conditions guaranteeing inclusion ∈ V + ab (h). First let us mention some properties of the set V + ab (h). Remark 1.3. It is not difficult to verify that P ab ∩ V + ab (h) = ∅ if and only if (1.5) h(1) < 1.
Indeed, let ∈ P ab ∩ V + ab (h). Then, according to Remark 1.1, the problem u (t) = (u)(t),
has a unique solution u and
By virtue of (1.7) and the condition ∈ P ab we have
Now (1.9) and the condition h ∈ PF ab imply that
whence, together with (1.6), we obtain
Therefore, the inequality (1.5) holds. Assume now that (1.5) is fulfilled. We will show that 0 ∈ V + ab (h). Let the function u ∈ C([a, b]; R) satisfy (1.8) and (1.4). Clearly, (1.9) holds, as well. Hence, on account of the condition h ∈ PF ab , the inequality (1.10) is satisfied. By virtue of (1.4) and (1.10) we have
which, together with (1.5), implies u(a) ≥ 0. Taking now into account (1.9) we get (1.7). Therefore, 0 ∈ V + ab (h). 
where
By our assumption clearly h(w 1 ) = 0 and h(w 2 ) = 0. Thus
Therefore, h = h λ for λ = h(1), which contradicts (1.12).
Suppose now that h = h λ for λ ∈]0, 1[
According to Remark 1.3 we have h(1) < 1. Therefore (1.12) holds as well. By virtue of above proved there exists a function w ∈ C([a, b]; R + ) satisfying (1.13) and h(w) = 1 − h(1).
By virtue of (1.13) clearly p(t) ≥ 0 for t ∈ [a, b]. Hence ∈ P ab . It is also evident that is an a − V olterra operator. Consequently, by 
Main results
In this section we will establish optimal sufficient conditions guaranteeing the inclusion ∈ V + ab (h). Theorems 2.1 and 2.3 below concerns the case when is monotone operator, i.e., when ∈ P ab , resp. − ∈ P ab . Theorems 2.2 and 2.4 cover also the case when is not monotone. 
Corollary 2.1. Let ∈ P ab be an a-Volterra operator and
Remark 2.1. Inequality (2.3) is optimal and it can not be replaced by the inequality
such that h(γ) = 1. Clearly, the function γ is a nontrivial solution of the problem
Corollary 2.2. Let h(1) < 1 and let there exist m, k ∈ N and a constant
where Corollary 2.3. Let ∈ P ab and let there exist¯ ∈ P ab such that
Let, moreover on the set
hold, where
(2.7)
On the other hand, as it had been shown above (see Remark 1.4) in general
. Therefore, without additional restrictions, the inclusion ∈ P ab ∩ V Theorem 2.3. Let − ∈ P ab be an a-Volltera operator and let (2.9) h(1) < 1.
Then ∈ V + ab (h) if and only if ∈ V + ab (0). Corollary 2.4. Let − ∈ P ab be an a-Volterra operator and let (2.9) hold. Let, moreover, there exist a function γ ∈ C([a, b]; R + ) satisfying Corollary 2.5. Let − ∈ P ab be an a-Volterra operator and let (2.9) hold. If, moreover, Corollary 2.6. Let − ∈ P ab be an a-Volterra operator and let (2.9) hold. Let, moreover,
where ∈ L ab is defined by Theorem 2.4. Let an operator ∈ L ab admit the representation = 0 − 1 , where 0 , 1 ∈ P ab and (2.14)
Proofs of main results
First of all we will prove the following Lemma.
Lemma 3.1. Let ∈ P ab , the inequality (1.5) be fulfilled and let there do not exist a nontrivial function v ∈ C([a, b]; R + ) satisfying
; R) satisfy (1.3) and (1.4). Evidently, (1.1) and (1.2) hold, as well, where
It is also evident that
Taking into account (1.1), (1.2), (3.2) and the assumption ∈ P ab , we easily get 
On account of (1.5) and (3.4) we have
On the other hand by virtue of (3.3), (3.5) and (3.7) we find that the function v satisfy (3.1). Taking now into account the assumption of lemma, (3.6) and (3.7) we get
Proof of Theorem 2.1. Let ∈ V + ab (h). Then, according to Remark 1.1, the problem
has a unique solution γ and
It follows from (3.9), by virtue of (3.10) and the condition h ∈ PF ab , that
Now, on account of (3.10), (3.11), and the assumption ∈ P ab , the equality (3.8) yields Put
Obviously,
It is also evident that On account of (2.2), (3.12), (3.13), and the condition h ∈ PF ab we have (3.14)
Taking into account (3.14), from the definition of number λ, it follows that there exists t 0 ∈]a, b] such that (3.15) w(t 0 ) = 0.
On the other hand, by virtue of (2.1), (3.1), (3.12), (3.13) and the condition ∈ P ab we get
which together with (3.14) contradicts (3.15).
Proof of Corollary 2.1. From the definition of the function γ it follows that
Since ∈ P ab is an a-Volterra operator it is clear that
Last inequality together with (3.17) yields that (2. 
satisfies the assumptions of Theorem 2.1.
Proof of Corollary 2.3. According to (2.5) there exists ε 0 > 0 such that Since ,¯ ∈ P ab and γ(t) > 0 for t ∈ [a, b], the equality (3.19) yields γ (t) ≥ 0 for t ∈ [a, b]. Thus in view of (3.18) we obtain
Consequently, by Theorem 2.1 we find
, where
According to Lemma 3.1 it is sufficient to show that the problem (3.1) has no nontrivial nonnegative solution. Let v ∈ C([a, b]; R + ) satisfy (3.1). Put
where θ is defined by (2.7). Obviously,
w(a) = h(w). 
On the other hand, in view of (2.6), (3.22), (3.23), (3.24), (3.26) and the assumption ,¯ ∈ P ab , we get
w (t) = (v)(t) ≤ (w)(t) = (1)w(t) + (θ(v))(t)− − (1)(t)θ(v)(t) ≤ (1)(t)w(t) +¯ (v)(t) ≤ ≤ (1)(t)w(t) +¯ (w)(t) = (w)(t) for t ∈ [a, b].
(3.27)
Now by (3.21), (3.25), (3.26) and (3.27) we get w ≡ 0. Consequently, by virtue of (3.26), v ≡ 0, as well .
By virtue of (3.10) and the condition h ∈ PF ab , it follows from (3.9) that (2.8) is fulfilled. Clearly (2.1) and (2. Assume on the contrary, that
On account of (1.3), (2.1), (2.8) and (3.29) it is evident that
Hence, by virtue of the condition ∈ V + ab (0), the inequality (3.13) holds. From (3.13) and the condition h ∈ PF ab we get
On the other hand, it follows from (3.30), by virtue of (1.4), (2.2),(2.8) and (3.29) , that
which contradicts (3.31). Therefore, the inequality (3.28) holds. Now, by virtue of (3.28) and the condition ∈ V + ab (0), we get that the inequality
is fulfiled, as well.
To prove Theorem 2.3 we will need the following Lemma (see [4 
, Theorem 1.2]).
Lemma 3.2. Let − ∈ P ab be an a-Volterra operator and let there exist γ ∈ C([a, b]; R + ) satisfying the inequalities γ (t) = (γ)(t), γ(a) = 1 has a unique solution γ and the inequality (3.10) is fulfilled. From (3.32), by virtue of the inequality (3.10) and the condition − ∈ P ab , it follows that
Hence, on account of (2.9) and the condition h ∈ PF ab , we get
Taking now into account (3.32) it is evident that the function γ satisfies (2.1), (2.2) and (2.8). Therefore, according to Theorem 2.2 we get ∈ V Therefore, from (3.36), by virtue of the condition h ∈ PF ab , it follows that (3.38) u 0 (a) > 0.
Since / ∈ V + ab (0). From Lemma 3.2, on account of (3.37) and (3.38), it follows that there exists a 0 ∈]a, b[ such that
Denote by a 0 the restriction of the operator to the space C([a, a 0 ]; R). By virtue of (3.35), (3.39) and Lemma 3.2 we have a 0 ∈ V + aa 0 (0). It follows from (3.33) and (3.35) that
where On account of condition ∈ V + aa 0 (0), the inequalities (3.41) yields that
Taking now into account (3.34), (3.39) and (3.40) we conclude that
It is clear that
Hence, by virtue of the condition ∈ V + ab (h), we have that the inequality v(t) ≥ 0 for t ∈ [a, b] holds. Consequently,
On the other hand, from (3.43), on account of (3.34), (3.40) and (3.42), it follows that v(t 0 ) < 0, which contradicts (3.44). 
has a unique solution v and
By virtue of (1.3), (1.4), (3.45), (3.46) and the condition 0 ∈ P ab it is clear that
Hence, by virtue of the condition 
Therefore, from (3.45), on account of (3.47), (3.48) and the condition 1 ∈ P ab , it follows that
By virtue of the condition 0 ∈ V + ab (h), (3.46) and (3.49) yield
Last inequality and (3.47) result in v ≡ 0. Now it follows from (3.48) that [u] − ≡ 0. Consequently, the inequality u(t) ≥ 0 for t ∈ [a, b] is fulfilled.
Equations with deviating arguments
In this section we will concretize results of §2 for the case when the operator have one of the following form 
, It is not difficult to verify that
On the other hand, (4.6), (4.7) and (4.8) yield that
Therefore, the assumptions of Corollary 2.2 are fulfilled for k = 2 and m = 3.
Theorem 4.2. Let the inequalities (2.4) and (2.5) hold, where
Then the operator defined by (4.1) belongs to the set V + ab (h). Proof. Let be an operator defined by (4.1). Put
where σ is defined by (4.10). Obviously¯ ∈ P ab and where γ 0 and γ 1 are defined by (4.9) and (4.10). Then the operator defined by (4.1) belongs to the set V + ab (h). Proof. By virtue of the condition h ∈ PF ab and the fact that the functions γ 0 and γ 1 are nondecreasing we get (4.14)
It follows from (4.13) that
On account of (4.14) and (4.15) we have
Hence, by virtue of (4.13), we get
The last inequality, together with the first inequality in (4.15), yields that (2.5) is fulfilled. Consequently, according to Theorem 4.2, the operator defined by (4.1) belongs to the set V + ab (h).
In the next theorem, we will use the following notation 
By virtue of the assumption h ∈ PF ab we have δ < 1 and therefore 
