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0. Abstract : 
 
 
La  théorie  économique  a  toujours  appréhendé  le  phénomène  d’inflations  sous  deux  grandes 
principales  approches qui  sont  l’approche  structuraliste  et  l’approche  monétaire.  Et  si  le  système 
fiscal ou le régime fiscal est aussi à la base de tentions inflationnistes surtout dans les pays en voie de 
développement ? Nous  nous  somme posé  cette  question  tout  au  long de  ce  travail  aussi modeste 
soit‐il en qualité de chercheur débutant et il s’avère qu’après des résultats économétriques, il existe 
une relation positif de long terme entre l’inflation et les taxes sur les biens et services au Rwanda. Ce 
qui pourrait peut être attiré  l’attention des économistes pour déterminer si  les régimes fiscaux des 
pays ne seraient pas une troisième approche pour appréhender ce phénomène. 
 
I. INTRODUCTION 
Le revenu des rwandais n’est pas à mesure de satisfaire leurs besoin de consommation étant donnée 
que  plus  de  50%  de  la  population  Rwandaise  se  trouve  en  dessous  du  seuil  de  pauvreté  selon  le 
rapport du 2007 du Ministère de la santé du pays1. 
Dans  le  contexte  de  l’interdépendance  de  plus  en  plus  poussée  des  économies,  il  apparait  plus 
difficile  pour  les  pays  sous  développés  de  lutter  efficacement  et  de  manière  durable  contre  le 
phénomène de  l’inflation.  En effet,  les hausses  continues des  coûts de  l’énergie qui ont des effets 
induits importants dans tous les autres secteurs, les contraintes structurelles et les taxes auxquelles 
sont  confrontés  les  pays  en  voie  de  développement  constituent  des  limites  à  la  lutte  contre 
l’inflation.  Lorsque  la  fiscalité  s’ajuste  sur  l’accroissement  du  baril  de  pétrole  ou  la  contraction  de 
l’offre  mondiale  de  riz,  de  blé  ou  de  lait,  ça  se  répercute  ipso  facto  sur  les  prix  intérieurs  à  la 
consommation, entrainant une hausse générale des prix. 
Comme  dans  la  plus  part  des  pays  en  voie  de  développement,  la  fiscalité  assure  trois  rôles 
importantes dont :  la stimulation de  la consommation et de  l’investissement et enfin permettre de 
pourvoir  le budget de  l’Etat. En effet, elle présente en elle une dimension sociale qui  se  remarque 
dans la façon dont le pouvoir détermine la part du revenu qui doit être laisser à l’individus et dans la 
manière dont elle opère la redistribution des revenus et des richesses(Ngaosyvathn 1974)2. 
Même si depuis  les années 1990 jusqu’en 2012,  la consommation en terme de pourcentage du PIB 
n’a pas cessé d’accroitre positivement et que les taxes dans leurs ensemble augmentaient, les prix à 
la consommation des biens et services ont presque triplé de 1990 à 2012.  
En  vue  de  suggérer  des mesures  correctives  ou  complémentaires  et  éventuellement  en  vue  d’une 
politique fiscale durable et favorables à la société Rwandaise, nous allons essayer dans ce travail de 
dégager  le  rôle de  la  fiscalité sur  l’inflation  tout en englobant d’autres variables pouvant avoir une 
relation avec celle‐ci notamment le PIB, le taux de change et la masse monétaire. 
                                                             
1 Rapport du Ministère de la sante, MINISANTE, Mars 2008. 
2 Ngaosyvathn, P. (1974). Le rôle de l'impôt dans les pays en voie de développement. Paris, Librairie 
générale de droit et de jurisprudence. 
II. Revue de la littérature 
Pour  fonctionner, une économie de marché a besoin de  l’existence de  la puissance publique. Pour 
qu’il  y’ait  un  secteur  public,  il  faut  soustraire  certaines  ressources  réelles  au  secteur  privé.  Pour 
financer  ses  dépenses,  L’Etat  pourra  lever  les  impôts,  créer  discrétionnairement de  la monnaie ou 
emprunter soit sur son territoire soit à l’étranger. D’où notre préoccupation de l’analyse de ses deux 
premiers modes du financement de l’Etat largement à l‘origine des tentions inflationniste comme le 
décrit  différentes  théories  économiques  dont  nous  s  allons  essayer  de  relater  quelques  concepts 
dans cette partie de notre travail. 
II.1. Inflation 
Au Rwanda, l’inflation est mesurée par la variation de l’indice des prix à la consommation (IPC). Elle 
est  la  résultante de phénomène complexe affectant  l’économie et ne  laisse guère  indifférente,  car 
étant  au  cœur  des  préoccupations  des  autorités  politique  et monétaires,  des  investisseurs  et  des 
populations.  L’inflation  se  signale  par  une  hausse  des  prix  mais  toutes  hausse  des  prix  n’est  pas 
synonyme  d’inflation.  Celle‐ci  peut  être  l’émanation  d’une  pénurie  momentanée,  d’une 
augmentation  de  la  demande,  d’une  hausse  localisée  sur  quelques  marchés.  L’inflation  est  un 
accroissement général, durable et structurel du niveau des prix ; elle commence quand le processus 
de hausse des prix devient cumulatif et incontrôlable. 
De  façon  générale,  les  économistes  ont  toujours  accordé  une  attention  particulière  à  l’inflation  à 
cause  de  ses  conséquences  néfastes  au  plan  économique  et  social.  Les  biens  et  services  qui 
constituent  la  richesse  des  nations  sont mesurés  en  termes monétaires  et  dans  ce  cas,  il  y  a  une 
symétrie entre  la détention de  la monnaie et celle des biens. Le problème de  l’inflation est qu’elle 
altère  ou  détruit  cette  symétrie  qui  est  la  base  de  la  stabilité  économique.  La même  quantité  de 
monnaie détenue à deux périodes différentes, ne permet pas d’acquérir la même quantité de biens 
et services. Les fonctions d’unité de compte et de réserve de valeur de la monnaie sont brouillées. Il 
faut donc privilégier les politiques économiques qui maintiennent la stabilité du pouvoir d’achat de la 
monnaie. Pour ce faire, la connaissance des causes de l’inflation est indispensable. Dans la littérature 
économique, plusieurs théories existent, certaines se concurrençant et d’autres se complétant. Nous 
allons exposer les plus pertinentes. 
II.1.1. Inflation et masse monétaire 
Puisque l’inflation affecte principalement les fonctions d’unité de compte et de réserve de valeur de 
la  monnaie,  beaucoup  d’analyses  ont  été  faites  sur  la  nature  de  la  relation  entre  l’inflation  et  la 
masse monétaire. Cependant,  trois  grands  courants  se distinguent dans  cette question.  Il  s’agit du 
courant monétariste, des keynésiens et des nouveaux classiques. 
L’approche monétariste 
Pour les monétaristes, l’inflation est un phénomène purement monétaire. Leur raisonnement part de 
l’équation  quantitative  de  la  monnaie  qui  exprime  le  lien  entre  les  transactions  et  la  masse 
monétaire.  Cette  relation  s’exprime  de  la  manière  suivante  :  MV=PY  où  M  est  la  quantité  de 
monnaie, V, la vitesse de la circulation, Y représentant le nombre total des transactions effectuées au 
cours d’une période donnée ou la production au cours d’une période T est le nombre de fois, en un 
an, que l’on échange des biens et des services contre la monnaie et P, le niveau général des prix. 
Les  monétaristes  supposent  que  la  vitesse  de  circulation  de  la  monnaie  est  constante3  et  que  la 
production est déterminée par la capacité productive de l’économie (facteur de production). 
Ces différentes considérations ont plusieurs implications : La valeur nominale de la production PY est 
déterminée par l’offre de monnaie ; et le niveau des prix « P » n’est rien d’autre que le rapport entre 
la valeur nominale de la production et le niveau général de la production « Y ». 
Plusieurs études empiriques ont montré la consistance de cette théorie. En effet, l’étude fondatrice 
de  Friedman  (le  chef de  file du  courant monétariste)  et  Schwartz  sur  l’histoire monétaire des USA 
indique clairement une corrélation positive entre la croissance de la masse monétaire et le niveau de 
l’inflation4. Plus tard, d’autres études à travers  le monde, confirment cette théorie :  les pays où  les 
taux de croissance de la monnaie sont élevés tendent à avoir un taux d’inflation élevé et les pays à 
faible croissance monétaire, un taux d’inflation réduit. 
Un exemple récent en Afrique est le cas de l’ex‐Zaïre qui a financé son déficit public par la création 
monétaire entre 1991 et 1994 entraînant une hyperinflation de 4500% en 1993 et 9800% en 1994. 
L’inflation étant vue chez les monétaristes comme un des maux les plus importants de l’économie à 
cause du  fait qu’il perturbe  les anticipations des agents économiques,  il  faut donc  la combattre de 
façon vigoureuse avec une limitation de l’évolution de la masse monétaire correspondant à celui de 
l’augmentation des biens et services. 
L’approche keynésienne 
Cette  gestion  restrictive  de  la monnaie  est  critiquée  par  les  keynésiens  et  des  néokeynésiens  qui 
soutiennent  que  la  monnaie  peut  être  utilisée  pour  doper  la  production.  Pour  ceux‐ci,  dans  une 
situation de sous‐emploi, une offre plus élevée de la monnaie peut relancer l’économie à travers la 
demande.  Une  telle  situation  peut  créer  de  l’inflation mais  permet  de  lutter  contre  le  chômage  à 
travers la reprise des activités de production, c’est ce qu’illustre la courbe de Phillips qui indique qu’à 
des  niveaux  d’inflation  élevés,  correspond  des  niveaux  bas  de  chômage.  L’inflation  dans  ces 
conditions, n’est pas vue comme un danger. Il est un mal nécessaire, il faut savoir faire seulement un 
bon  arbitrage  entre  le  niveau  d’inflation  et  celui  du  chômage.  Ces  types  de  politiques  ont  eu  un 
succès  dans  les  années  d’après‐guerre  jusqu’à  la  fin  des  années  1970.  Mais  l’apparition  de  la 
stagflation, c’est‐à‐dire l’inflation doublée de chômage les a mis en doute. 
L’approche des nouveaux classiques 
Contrairement  aux  keynésiens  et  aux  néo‐keynésiens  qui  soutiennent  que  la  politique  monétaire 
peut être utilisée pour doper la production, les nouveaux classiques pensent que la monnaie n’a pas 
d’influence dans  la  sphère  réelle même à court  terme comme  l’admettent  les monétaristes.  Il  faut 
donc mener une politique monétaire rigoureuse de long terme à même de combattre efficacement 
l’inflation. 
Pour  les  néoclassiques,  l’augmentation  de  la  masse  monétaire  non  proportionnelle  à  celle  des 
richesses, est la cause de l’inflation à cause des mauvaises anticipations que cela crée. Dans l’analyse 
des nouveaux classiques,  le  rôle des anticipations est  central dans  l’inflation. Cependant, un débat 
existe sur la question de savoir si les anticipations sont adaptatives ou rationnelles. 
Selon  l’hypothèse d’anticipations adaptatives que défend Friedman  (chef de  file des monétaristes), 
les  gens  constituent  leurs  anticipations  relatives  au  prix  en  se  fondant  sur  les  valeurs  récemment 
                                                             
3 En réalité, la vitesse de circulation de la monnaie n’est pas forcément constante, puisque la multiplication et la 
simplification des moyens de paiement augmentent la vitesse de circulation, mais on estime que cette approximation est 
vraie dans la plupart des cas. 
4 FRIEDMAN, M., Inflation et système monétaire, Paris, Cujas, 1980. 
observées des prix. Il y aurait donc une inertie dans l’inflation, venant du fait que les anticipations de 
l’inflation future qui sont en fait, basées sur l’inflation du passé, influencent les prix qu’attendent les 
agents économiques. L’implication de cela est que l’inflation ne peut que changer lentement d’année  
en année selon le degré de crédibilité de la politique budgétaire et monétaire. 
Pour  des  auteurs  comme  Lucas  (chef  de  file  des  nouveaux  classiques)  et  Sargent  (1982),  les 
anticipations  adaptatives  sont  trop  simples  pour  s’appliquer  à  plusieurs  circonstances.  Selon  cette 
hypothèse,  les agents économiques utilisent de manière optimale, toute  l’information disponible, y 
compris  l’information  sur  les politiques actuelles et prospectives, pour prévoir  les prix.  L’inertie de 
l’inflation n’est qu’apparente : en fait, ce sont les politiques budgétaires et monétaires inadéquates 
qui  entretiennent  la  dynamique  de  l’inflation.  Si  ces  politiques  prennent  fin,  cette  dynamique 
s’arrêtera d’elle‐ même et les agents feront des anticipations correctes. 
L’histoire économique nous enseigne  la plausibilité de  ces deux hypothèses. Ainsi,  dans  les études 
empiriques,  les  économètres  proposent  aussi  bien  des  modèles  pouvant  intégrer  aussi  bien  les 
anticipations rationnelles que les anticipations adaptatives. La validation des hypothèses dans ce cas, 
dépend de valeurs‐clefs des paramètres du modèle. 
II.1.2. L’inflation par les couts 
Mise  en  avant  à  partir  des  traveaux  de  Kalecki  au  début  des  annés  60,  elle  constitue,  selon  les 
principaux  auteurs  d’inspiration  keynésienne,  une  source  essentielle  de  l’évolution  des  prix,  Selon 
eux,  la  hausse  du  niveau  generale  des  prix  provient  de  l’augmentation  des  couts,  notamment  au 
cours des periodes de chomage important et d’utilisation relentie des ressources. Ces chocs d’offre 
resultent generalement d’une hausse des couts salariaux, de revision de taux de marge, de mauvaise 
recoltes,  de  variations  brutales  des  prix  du  petrole,  de  taux  de  change,  de  mouvement  de  la 
productivite, de la fiscalite et des troubles sociopolitiques. 
L’inflation  pourrait  egalement  etre  la  resultante  de  la  course  des  acteurs  economiques  à 
l’appropriation  des  richesses.  Elle  est  le  resultat  de  « pressions  multiples  de  la  part  des  divers 
groupes  sociaux,  qui  tentent  de modifier  à  leur  profit  la  répartition  de  la  richesse  nationale ».  En 
effet,  les  agents  économiques  titulaires  de  revenus  fixes,  en  particuliers  les  salariés,  ouvriers, 
employés revendiquent une augmentation de leurs salaires,  les paysans s’efforcent de défendre les 
cours  agricoles,  les  industriels  cherchent  à  accroitre  leurs  profits,  tandis  que  les  commercant 
defendent  leurs marges  beneficiaires.  Au  Rwanda,  le maintien  des  prix  du  lait  et  des  pommes  de 
terres à des niveau assez élévés  relevent non  seulement du  souci des operateurs économiques de 
conserver leurs marges beneficiaires mais aussi de la taxe sur la valeur ajouter(TVA) et la taxe sur le 
revenus salariale qui accroit les couts de production. L’inflation revet de ce fait aussi d’une dimension 
sociologique5. 
On peut bien se demander pourquoi malgré  les conséquences néfastes d’une expansion monétaire 
extensive,  les  autorités  monétaires  choisissent  cette  option.  Pour  beaucoup  de  pays  en 
développement où le système de collecte des impôts, les marchés de capitaux et les institutions sont 
sous‐développées,  les  gouvernements  n’ont  pas  d’autre  moyen  que  de  monétiser  leurs  déficits 
budgétaires. Ce que le gouvernement fait dans ce cas, c’est de prélever des ressources par la création 
monétaire.  Le  revenu  qu’il  s’octroie  par  ce  mécanisme  est  appelé  revenu  de  seigneuriage.  Il 
correspond  en  fait,  à  une  taxe  que  l’Etat  prélève  sur  la  création  de  monnaie  et  comparable  à 
n’importe quelle autre taxe prélevée ; c’est pourquoi, il est souvent appelé taxe d’inflation. 
                                                             
5 Henri Aujac : économiste français. 
II.1.3. Déterminent de l’inflation : une analyse descriptive 
Au Rwanda, un indice des prix à  la consommation (IPC) est obtenu à partir des calculs statistiques ; 
ces derniers mesurant l’évolution des prix du très grand nombre de biens et services qu’achètent les 
ménages.  C’est  une mesure  du  pouvoir  d’achat  de  la monnaie  par  rapport  à  un  ensemble  fixe  de 
biens et services de consommation marchands. 
Pour calculer l’IPC, on emploie la formule de Laspeyers ou celle de Paasche : un exemple simple. 
Exemple simple de calcul de l’IPC 
  Prix en FRW 
Quantité en kg 
Indices simples 
Période  0  1  0  1  0  1 
Produit A 
Produit B 
300 
60 
400 
90 
10 
30 
12 
20 
100 
100 
133 
150 
 
Application numérique 
 
Soit une augmentation de 39,58% entre  la période de référence (période 0) et  la période courante 
(période 1, qui ne se situe pas forcément un an plus tard. 
 
Soit  une  augmentation  de  37,50%  entre  la  période  de  référence  et  la  période  courante.  Les  deux 
indices ne donnent pas exactement la même estimation de la hausse des prix. C’est normal puisqu’ils 
ne mesurent pas la même chose. 
Toute  estimation  de  l’inflation  est  fondée  sur  une  convention :  il  n’existe  pas  de manière  unique 
d’estimer la hausse des prix. 
Comme nous l’avons évoqué précédemment, trois indices peuvent être employés comme mesure du 
phénomène inflationniste. Il s’agit de l’indice des prix à la consommation, de l’indice des prix de gros 
et  de  l’indice  des  prix  implicites  du  PIB.  Au  cours  de  notre  travail,  nous  allons  prendre  en 
considération  que  l’IPC  seulement  et  nous  allons  nous  baser  sur  l’idée  que  l’inflation  traduit 
généralement une hausse des prix nominaux de biens et services, et non une hausse des prix réels, 
bien et services que les agents économiques produisent et échangent entre eux mais aussi pouvant 
être consommés directement ou conservé pour une utilisation future. 
Figure 1 : Indice des prix à la consommation au Rwanda (2000‐2010) 
 
Source : BNR (Département des Etudes, Statistiques économiques et financières, Juin 2011. 
Comme,  il  ressort  de  ce  graphique,  l’on  constate  que  pour  le  Rwanda,  l’indice  des  prix  à  la 
consommation  pour  les  années  deux  mille,  a  donné  lieu  à  des  taux  d’inflation  modérés  qui  ont 
généralement  connu  des  mouvements  de  baisse  jusqu’en  2002.  Les  tendances  à  la  hausse  des 
l’inflation  ont  généralement  commencé  à  se  dessiner  à  partir  de  l’année  2003  avec  les  effets  du 
financement des élections présidentiels qui ont  lieu cette année et qui ont été  financer en grande 
partie par la creation monétaire non accompagner par les activitée productifs réels de l’économie et 
qui l’ont porté davantage en hausse, ainsi qu’une progression continue du crédit à l’Etat et une forte 
diminution  des  réserves  de  change,  sans  oublier  les  politique  de  relance  économique  et  de  lutte 
contre le chaumage que s’est dressé dans le pays pendant toute cette décennie passée. 
Le relèvement de l’IPC en 2000 a été principalement causé par deux facteurs : la flambée du prix des 
produits alimentaires entraînée par la poussée de la demande due elle‐même au retour des réfugiés 
d’une part et d’autre part, les problèmes de transport existant dans certaines régions qui avaient une 
production vivrière excédentaire. 
En 2001‐2002,  la relance de  la production agricole qui a enregistré un taux de croissance de 10,4% 
(selon  l’indicateur de développement du Rwanda 2002, Kigali, p.1) et  l’amélioration des conditions 
d’approvisionnement ont beaucoup contribué à  la  stabilisation de  l’inflation. Celle‐ci est passée de 
12,01% à 6,22%. 
La chute de l’indice des prix a été enregistrée en 2001 (avec un taux de variation de –2,42%) suite au 
retour de la sécurité dans la région Nord‐Ouest du pays et au réengagement des réfugiés rentrés au 
pays. Ceux‐ci ont fait augmenter encore une fois la production agricole.  
En conclusion, sur l’évolution de l’inflation au Rwanda, comme le montre le graphique, on peut dire 
que  les prix ont augmenté à un rythme plus avancé mais régulier pendant cette dernière décennie 
après le génocide qui avait ravagé le pays. Les années d’après 2008 ont été marqué par les mesures 
anti‐inflationnistes efficaces qui ont fait chuter jusque même à stabiliser des taux de variation varient 
entre 6% et 7% entre 2008‐2010. 
II.2. La fiscalité rwandaise 
Les  recettes  propres  de  l’Etat  Rwandais  sont  fournies  dans  une  large  mesure  par  les  ressources 
fiscales (plus de 60% en tenant compte des réalisations de 2000 à 2010 et dans une moindre mesure 
par les ressources non fiscale et de l’apport des bailleurs de fond (environ 40 %) 
La  fiscalité  rwandaise  peut  être  définie  comme  l’ensemble  des  impôts  qui  composent  le  système 
fiscal  rwandais.  Ce  dernier  est  composé  d’une multiplicité  d’impôt  dont  la  finalité  commune  reste 
celle d’effectuer une ponction sur les ressources des citoyens en vue de la couverture des dépenses 
publiques.  Il  semble  évident  que  l’impôt  cherche  à  viser  la  richesse  qui  n’est  pas  toujours  facile  à 
saisir. Dans tout les cas, il faut que cette richesse se manifeste pour être identifiée. Et ce au moment 
de sa réalisation que l’impôt s’en saisit généralement. 
Suivant  la  forme économique sous  la quelle cette richesse se manifeste,  le système fiscal  rwandais 
est basé sur trois sorte d’impôts, à savoir l’impôt sur le capitale (qui vise le patrimoine), l’impôt sur le 
revenu et l’impôt sur les dépenses. Tous ces impôts rentrent dans la grande subdivision qui établit la 
distinction entre la fiscalité directe et la fiscalité indirecte. 
II.2.1. La fiscalité directe 
La  fiscalité  directe  regroupe  tous  les  prélèvements  directs  qui  composent  tous  le  système  fiscal 
rwandais  à  savoir :  L’impôt  sur  le  revenu  de  la  personne  physique;  L’impôt  sur  le  bénéfice  des 
sociétés; Les impôts retenus à la source; L’impôt personnel (ou impôt sur le patrimoine). 
II.2.1.1. Impôt sur le revenu de la personne physique 
L’impôt est perçu annuellement sur le revenu reçu par une personne physique. Il est précisé que le 
revenu imposable est composé du revenu de l’emploi inclus tout paiement en espèce ou avantage en 
nature  reçu  par  une  personne  physique  à  titre  de  rémunération.  Tels  que  les  salaires,  traitement, 
indemnités  de  congés,  indemnités  de maladie,  indemnité  d’annulation  de  congé  payés,  jetons  de 
présence, les commissions, primes et allocations de tout genre etc. 
Les  bénéfices  d’affaires  s’entendent  comme  le  montant  des  recettes  tirées  des  toutes  les 
transactions d’affaires d’une entreprise, diminuée de toutes ses dépenses remplissant les conditions 
de déductibilité fixées par la loi fiscale. 
Le  revenu d’investissement  comprends  tout paiement direct en espèce ou en nature  reçu par une 
personne physique sous forme d’intérêts, de dividendes, de redevances d’un artiste ou sous forme 
de  loyer  (  recettes  provenant  de  la  location  de  terrains  ,  de machines  et  d’autres  équipements  y 
compris les équipements agricoles). 
L’impôt sur le revenu de la personne physique est déclaré annuellement au plus tard le 30ime jour du 
sixième mois  de  l’exercice  fiscal  suivant.  Le  taux  d’imposition  est  fixé  à  0% pour  le  revenu  annuel 
situé entre 0 et 360 000 Frw ; à 20% pour le revenu annuel compris entre 360 001 et 1 200 000 Frw 
et à 30% pour  le revenu supérieur à 1 200 000Frw6. Cependant, pour  les petites entreprises (celles 
qui  réalisent  un  chiffres  d’affaires  annuel  inferieur  à  20  millions  de  Frw)  un  taux  d’imposition 
forfaitaire  de  4  %  est  applicable  sur  le  chiffre  d’affaires  annuel.  Tandis  qu’en  ce  qui  concerne  le 
revenu des investissements (à l’exception du revenu obtenu sous forme de loyer), le taux forfaitaire 
applicable est de 15%. 
II.2.1.2. Impôt sur les bénéfices des sociétés 
L’impôt sur les bénéfices des sociétés est prélevé sur les bénéfices d’affaires des sociétés. Les entités 
assujetties à cet  impôt sont :  les sociétés commerciales constituées suivant  la  législation rwandaise 
                                                             
6 Loi n°16/2005 du 18/08/2005 relatives aux impots directs sur le revenu » Journal officiel de la Republique de 
Rwanda, 45ème Année n°1 du 17172006. 
ou étrangère ; les sociétés coopératives et leurs section ; les entreprises publiques à but lucratif ; les 
sociétés en partenariat ; les entités établies par les districts, villes et la ville de Kigali, dans la mesure 
ou ces entités exercent une activité lucrative ; les sociétés et association de fait ainsi que toute autre 
entité,  quelle  que  soit  sa  forme,  son  but  ou  le  résultat  de  ses  activités  établies  pour  réaliser  de 
bénéfice. 
Les  bénéfices  imposables  font  l’objet  d’une  déclaration  annuelle  soumise  à  l’administration  fiscale 
avant le 30 du sixième mois de l’exercice fiscale suivant. L’impôt dû est payé le jour du dépôt de la 
déclaration. Le taux d’imposition applicable pour le calcule de l’Impôt sur les bénéfices des sociétés 
est de 30%. 
II.2.1.3. Impôt sur les retenus à la source 
Parmi les impôts retenus à la source figurent la taxe professionnelle sur les rémunérations (TPR), les 
retenues à  la source sur  les  importations et  la retenue à la source sur d’autres revenus tels que les 
revenus d’investissement etc. 
La retenue à  la source de la TPR ainsi que le Transfer du montant prélevé à  l’administration Fiscale 
incombent aux entrepreneurs et entité qui effectuent des paiements ou  fournissent des avantages 
en  nature  aux  personnes  physiques  qualifiés  de  revenu  de  l’emploi.  Ce  qui  implique  que  la  base 
imposable de la TPR est donc le revenu de l’emploi. 
La TPR retenue à la source fait l’objet d’une déclaration mensuelle et de transfert à l’administration 
fiscale dans les 15 jours qui suivent la fin de chaque mois. Elle est calculée sur le revenu mensuel de 
l’emploi imposable. Le taux d’imposition est de 0% pour un revenue mensuelle compris entre 0 et 30 
000  Frw ;  20% pour un  revenu mensuel  situé  entre  30 001 et  100 000Frw et  30% pour  la  tranche 
supérieure à 100 000 Frw7. Par ailleurs,  le retenu d’un employer occasionnel est assujetti à  l’impôt 
aux taux spécifique de 15% pour la tranche supérieure à 30 000Frw. 
Une retenu de 3% du montant de la facture hors taxe sur la valeur ajoutée (TVA) est effectuée sur les 
paiements  des  attributaires  des  marchés  publics.  L’impôt  retenu  doit  être  transférer  à 
l’administration fiscale dans les 15 jours après la fin du mois au cours du quel le paiement a eu lieu. 
II.2.1.4. Impôt personnel 
L’impôt personnel est établi sur les bases suivantes : 
1er base : La superficie des bâtiments et construction occupées ; 
2eme base : La superficie des terrains non bâtis enregistrés aux services des terre ; 
3eme base : Nombre d’ouvriers et d’employés 
4eme base : Les bateaux et les embarcations ;  
5eme base : Les véhicules qui sont utilisés sur route du transport de personnes, de marchandise ou 
d’objets quelconques : 
6eme base : La superficie des concessions minières. 
Il est à noter que  l’impôt personnel  relatif aux 4 eme et 5 eme bases,  reste couvert par  le pouvoir 
centrale,  pendant  que  celui  qui  est  établi  sur  les  autres  bases  est  laissé  aux  bons  soins  des 
administrations locales. 
II.2.2. La fiscalité indirecte 
La  fiscalité  indirecte  rwandaise  est  composée  de  la  taxe  sur  la  valeur  ajoutée ;  des  taxes  de 
consommation ou droit d’accise et des droits des douanes. 
                                                             
7 « Loi n° 16/2005 du 18/08/2005 relative aux impôt directs sur le revenue » Journal Officiel de la république du 
Rwanda, 45ieme Année n°1 du 01/01/2006. 
II.2.2.1. La Taxe sur la Valeur Ajouter 
La TVA est régie par la Loi n°06/2001 du 20/01/2001 telle que modifiée et complétée jusqu’à ce jour. 
La  matière  imposable  à  la  TVA  est  constituée  par  les  transactions  se  rapportant  à  la  livraison 
(fourniture) des biens et à la présentation de services réalisés au Rwanda ainsi que par l’importation 
de biens et service excepté ceux qui sont exonérés. 
La TVA est supportée par  le consommateur final des biens ou services  importés ou produit  local et 
donne lieu à une restitution si l’entreprise assujettie n’a pas pu récupérer toute la TVA payée sur les 
achats  au  cours  de  ses  ventes.  Le  taux  standard  de  la  TVA  est  fixé  à  18%  de  la  valeur  taxable. 
Cependant un taux zéro (0%) est appliqué pour les exportations et pour les personnes privilégiées (A 
titre d’exemple : les missions diplomatiques accréditées au Rwanda). 
La  TVA  est  déclarée  et  payée  au  plus  tard  le  15ème  jour  du mois  qui  suit  celui  pendant  lequel  les 
opérations imposables ont eu lieu. 
II.2.2.2. Les taxes de consommations ou droits d’accises 
Les  taxes  de  consommation  ou  droit  d’accise  sont  établies  sur  un  certain  nombre  des  produits 
déterminés, importés ou fabriqués localement. 
Ces produits sont entre autre  les bières, les limonades, les eaux gazeuses et eaux minérales, les vins 
et liqueurs, les produits pétroliers et les cigarettes, les laits en poudre et les véhicules. 
Différents taux de la taxe de consommation sur certains produits  importés et ceux localement sont 
représentés dans le suivant tableau : 
Tableau 1 : Taux de taxes de consommation sur certains produits importés 
Produits  Taux d’imposition 
Eau gazeuse  39 
Eau minérale  10 
Bières  57 
Vins  70 
Liqueurs et Whisky  70 
Cigarettes  60 
Essences, Mazout t Lubrifiants  37 
Véhicules de moins 100  5 
Véhicule compris entre 1500CC et 2500CC  10 
Véhicules au‐delà de 2500CC  15 
Lait en poudre  19 
Source : Journal Office de la République du Rwanda, 41ieme Année n° spéciale du 31/12/2008. 
 
La déclaration de la taxe de consommation est effectuée en même temps que la déclaration de mise 
en  consommation  pour  les  produits  importés.  Quant  aux  produits  fabriqués  localement,  la 
déclaration accompagnée de preuves de paiement auprès du Receveur des impôts, est faite pour une 
période  (de  fabrication)  de  10  jours,  dans  un  délai  ne  dépassant  pas  5  jours  après  l’expiration  de 
cette période. 
 
II.2.2.3. Les droits de douanes. 
Normalement les droits de douanes comprennent les droits d’entrée et les droits de sortie. Mais ces 
derniers ont été supprimés, par souci de promouvoir  les exportations rwandaises et de rendre plus 
compétitifs  les  produits  provenant  du  Rwanda.  Pour  ce  qui  des  droits  d’entrée,  ils  sont  définis 
comme de droits dus sur les marchandises importées lors de leurs mise en consommation définitive. 
La  loi  n°27/2004  du  03/12/2004 modifiant  et  complétant  la  loi  n°25/2002  du  18/07/2002  portant 
fixation  du  tarif  douanier  des  droits  d’entrée  sur  les  produits  importés  s  fixé  le  tarif  des  droits 
d’entrée sur les produits importés en dehors des pays membres du COMESA come suit : 
N°  Catégorie  Taux 
1  Produits finis  30 
2  Produits semi‐finis  15 
3  Matières premières  5 
4  Biens d’équipement  0 
Source :  loi  n°27/2004  du  03/12/2004  modifiant  et  complétant  la  loi  n°25/2002  du  18/08/2002 
portante fixation du tarif douanier des droits d’entrée. 
 
Les  biens  ayant  un  impact  socio‐économique  particulier  sur  le  bien‐être  de  la  population  et 
l’économie du pays ne  sont  pas  concernés. A  titre  d’exemple disons  les  semences  et  les  véhicules 
utilitaires taxés à 5%, les médicaments et les engrais dont le taux est 0%. 
 
II.3. La structure des recettes fiscales et non fiscales au Rwanda 
Les recettes fiscale de l'exercice 2009/2010 a été relativement bonne. L'objectif de recettes était au 
total  de  376.7  milliards  Frw  a  et  la  collecte  des  recettes  totales  avait  était  de395.8  milliards 
enregistrant ainsi un excédent de 19.1 milliards Frw, soit 5.1% au‐dessus de la cible. 
Total des recettes pour 2009/2010 a enregistré un taux de croissance de 3.8% par rapport à la même 
période de 2008/2009. Les détails de la perception des recettes pour l'exercice 2009/2010 ainsi que 
les  comparaisons  de  collections  faites  de  Juillet  2008  à  Juin  2009  sont  présentées  dans  le  tableau 
suivant. 
Tableau  n°2 :  Recettes  fiscales  par  rapport  aux  objectifs  pour  2009/2010  et  comparaison  avec 
2008/2009 (Valeur en milliards de Frw) 
 
Description  Performance de Revenue 07/2009‐06/ 2010  Comparaison de 07/2008‐Juin 2009 
  Objectif  Collecte  % achievement  Collecte 07/2008‐06/2009  % Change 
Revenue Totale  376.7  395.8  105.1%  81.3  3.8% 
Revenue non fiscale  7.4  10.6  143.2%  8.4  26.2% 
Revenue fiscale  369.3  385.2  104.3%  372.9  3.3% 
* Impôt direct  137.4  148.9  108.4%  130.0  14.5% 
* Taxes sur les B&S  191.4  195.2  102.0%  179.0  9.1% 
Dans le rapport sur la performance des recettes fiscales, nous observons les trois grandes rubriques 
d'impôt importantes qui comprennent les impôts directs, taxes sur les biens et services et taxes sur 
les échanges. Le résultat des recettes réelles se présente comme suit: 
 
•  En 2009/2010,  la performance  fiscale  totale des  recettes  s'élève à 385,2 milliards  Frw  contre un 
objectif  de  369,3 milliards  Frw;  inscrivant  une  réalisation  de  104,3%.  Le  total  des  recettes  fiscales 
hors pays  contributeurs de  troupes  sont élevées à 376,8 milliards Frw et  cela  se  traduit par 102%. 
• Considérant les performances des revenus par type d'impôt, il est relativement plus élevé pour la 
période de 2009/2010 par  rapport  à  la période 2008/2009 pour  les  impôts directs  et  taxes  sur  les 
biens et services. Toutefois, il est plus faible pour les taxes sur le commerce international. 
 
Les preuves théoriques à elles seules ne peuvent pas nous permettre de conclure sur la réalité de la 
vie  économique,  la  science  économique  étant  constituée  de  plusieurs  rationalités  qui  parfois  se 
contredisent.  C’est  pour  cette  raison  qu’il  s’avère  nécessaire  de  vérifier  ces  preuves  en  les 
soumettant à une analyse empirique. 
III. RESULTATS EMPIRIQUES DE LA TAXE SUR L’INFLATION AU RWANDA 
« Le réel n’est pas transparent en soi, la réalité ne se donne jamais d’elle‐même au chercheur ». 
                Joël Jalladeau. 
III.1. INTRODUCTION 
Comme  le  précise  R.  BOURBONNAIS  (2000),  « Dans  les  sciences  sociales  et  particulièrement  en 
économie,  les  phénomènes  étudiés  concernent  le  plus  souvent  des  comportements  afin  de mieux 
comprendre la nature et le fonctionnement des systèmes économiques ». 
Dans  cet  angle  d’idées,  pour  permettre  aux  agents  économiques  d’intervenir  de  manière  plus 
efficace,  en  plus  de  l’analyse  économique,  une  analyse  économétrique  est  d’une  nécessité 
impérieuse. 
En  effet,  l’analyse  économétrique  trouve  la  raison  d’être  en  ce  sens  qu’elle  permet  au  chercher 
d’infirmer ou de confirmer des théories construites par l’analyse économique. 
L’objectif  du  présent  chapitre  est  d’approfondir  notre  investigation  en  procédant  à  la  vérification 
empirique des déterminants influents à l’explication de l’inflation au Rwanda et déceler le rôle de la 
taxation sur ce phénomène. 
Ainsi, à base des tests économétriques, nous essayerons de mettre en évidence les relations entre le 
niveau d’inflation et ses déterminants. 
III.2. Spécification du modèle d’identification des déterminants de l’inflation 
Le  rôle  de  l’économétrie  est  d’analyser  les  relations  entre  les  variables  exprimées  sous  formes 
mathématique. Ainsi,  pour mesurer  l’impact des  facteurs explicatifs de  l’inflation et prédire,  le  cas 
échéant son évolution et celle de ses facteurs exogènes, il faut dériver la fonction des prix. 
Comme nous l’avons déjà signalé précédemment, les indicateurs de l’inflation sont l’indice des prix à 
la  consommation  (IPC)  et  l’indice  implicite  des  prix  (IIP).  Pour  notre  travail,  nous  avons  considéré 
l’IPC.  Le  pays  concernés  par  notre  étude  (Rwanda)  est  un  pays  en  voie  de  développement.  La 
structure des biens produits influence donc le niveau des prix. 
Selon Gary MOSER (1995), le niveau moyen des prix (P) est fonction du prix des biens échangeables 
(PT) et celui des biens non échangeables (PN) 
 
Présenté sous forme de logarithmes pour pouvoir dégager les élasticités respectives des différentes 
variables explicatives, l’équation (1) devient : 
Log P = α Log (PN) + (1 ‐ α) Log (PT)      (2) 
où α est la part des biens non échangeables dans le total des dépenses. 
Les prix des produits échangeables au niveau international sont déterminés de façon exogène par les 
marchés internationaux. En termes domestiques courants, le niveau des prix des biens échangeables 
peut, en se référant à la parité du pouvoir d’achat, être représenté par les prix étrangers Pf et le taux 
de change et :    
L’augmentation  du  taux  de  change  et  celle  des  prix  étrangers  entraînent  une  hausse  du  niveau 
moyen des prix. Quant aux prix des biens non échangeables, dans l’hypothèse que leur demande suit 
la théorie de la demande globale, ces prix sont déterminés par les conditions d’équilibre du marché 
monétaire. L’offre réelle de monnaie (M/P) est égale à la demande réelle de monnaie md. 
Log PN  = β (Log ms – Log md) où  ms = stock de monnaie nationale, md= demande réelle 
de monnaie, β = le coefficient représentant la relation entre le volume de la demande de l’économie 
et celle des biens non échangeables. 
Contrairement à l’offre de monnaie qui est exogène, la demande réelle de monnaie est fonction du 
revenu réel (Yt), de l’inflation anticipée (πt) et du taux d’intérêt étranger (rt) : 
   
où πt = inflation anticipée en t‐1 ; rt+1   = taux d’intérêt étranger anticipé monétaire en t+1 ajusté par 
le taux de change anticipé en t+1. 
D’après  la  théorie de  la demande monétaire  (de  type keynésienne), une hausse du  revenu  réel  va 
stimuler la demande de monnaie tandis qu’une hausse d’anticipation va entraîner une baisse. 
Selon la théorie des anticipations adaptatives, l’inflation s’exprime comme suit : 
 
En  considérant  le  cas  des  anticipations  rationnelles  développées  par  le  courant  économique  des 
nouveaux classiques, d1=1(c’est‐à‐dire que les agents économiques font des anticipations parfaites). 
L’équation (6) devient : πt = ΔLog Pt‐1,      (7) 
De manière analogue, l’on peut considérer que le taux d’intérêt anticipé en t‐1 est fonction du taux 
d’intérêt observé en t : E (rt+1) = rt    (8) 
Un  taux  d’intérêt  étranger  anticipé  très  élevé  réduit  la  demande  réelle  de  monnaie  locale.  L’on 
assiste à un effet de substitution et en substituant l’équation (7) et (8) dans (5), on a : 
 En substituant l’équation (9) dans (4), on a : 
 
Les équations (3) et (10) peuvent donc être substituées dans (2) comme suit : 
En dehors de cette modélisation théorique, en ce qui concerne la politique fiscale, la question reste à 
vérifier empiriquement  l’effet de  la  fiscalité en  terme de  la  taxation  sur  le prix des bien et  service 
communément  appelé  « taxe  sur  la  valeur  ajouté »  sur  l’inflation,  comparé  aux  effets  d’autres 
variables  en  relation  avec  cette  dernière(  l’inflation)  si  la  théorie  ci  haut  précité  est  valable  au 
Rwanda. 
A partir de l’équation (11) et de l’introduction de la TVA, il est évident que : 
 
Tenant compte de l’équation (12) nous allons, pour essayer de déterminer les causes influentes dans 
l’explication de l’inflation au Rwanda, considérer l’équation ci‐après :   
IPCRWA = f(PIB, M2, TCH et Tva),  avec  le  PIB=Produit  intérieur  brut,  M2=Masse  monétaire  au  sens 
large, Tva=ratios des montant de la taxe sur  les biens et service sur  le PIB(en %) et  le TCN=Taux de 
change nominal. 
III.3. Cadre théorique des tests du modèle 
III.3.1. Les tests de stationnarité des séries et  de l’ordre d’intégration 
La notion de stationnarité est fondamentalement liée à celle d’ordre d’intégration. 
A  l’origine, une série Yt est dite  intégrée d’ordre « k » si elle ne devient stationnaire qu’au bout de 
« k »  différentiations,  autrement  dit,  pour  rendre  stationnaire  la  série  Yt,  c’est  qu’il  nous  faut  la 
différencier « k »  fois. Une telle série se note comme suit : Yt~I(k). Le « k » est aussi appelé « ordre 
d’intégration » de la série Yt, c’est‐à‐dire le nombre de fois que la série Yt a besoin d’être différenciée 
pour arriver à la stationnarité. 
Ainsi une série Yt est‐elle dite stationnaire si et seulement si elle est  intégrée d’ordre zéro  [Yt~I(o)] 
tandis qu’elle est dite non‐stationnaire si elle est intégrée d’ordre (k≥1) supérieur ou égal à un [c’est‐
à‐dire Yt~I(1), I(2), …, I(k)]. 
Par ailleurs un processus  stationnaire est  celui qui n’admet aucune  racine unitaire. A contrario, un 
processus  non  stationnaire  admet  au moins  une  racine unitaire. Donc pour  arriver  à  un processus 
stationnaire  à  partir  d’un  processus  non  stationnaire,  il  faudra  la  différencier  jusqu’à  ce  qu’il 
devienne  stationnaire.  D’où,  on  pourra  dire  qu’une  série  Yt  sera  intégrée  d’ordre  P  si  elle  devient 
stationnaire après P temps de différenciation et on la note : Yt→I(P). 
D’après, Engle et Granger (1987), beaucoup de variables macroéconomiques sont intégrées d’ordre 
un.  Cependant,  il  existe  quelques  séries  non  stationnaires  intégrées  d’ordre  deux  ou  plus.  Donc  il 
faudra toujours au préalable stationnariser les séries non stationnaires avant, afin d’éviter un risque 
de régression fallacieuse « spurious regression »8 ou régression fictive. 
III.3.1.1. Tests de Dickey et Fuller (simple ou augmenté) 
Les tests de Dickey et Fuller pour  les racines unitaires consistent d’abord à estimer  le modèle de la 
forme :    
avec q : longueur du retard sur les termes en différences premières. La longueur du retard est choisie 
de manière à être suffisante pour obtenir les résidus non autocorrélés et homoscédastiques. 
Si q = 0, le test sera appelé le test de Dickey et Fuller (DF). 
Si q>0, le test sera appelé, le test de Dickey et Fuller augmenté (ADF). 
Les tests de Dickey et Fuller augmenté (ADF, 1981) tiennent compte de l’autocorrélation des erreurs. 
                                                             
8 Bourbonnais, R., Manuel et exercices corrigés, 3ème édition, Dunod, France, Paris, Mars 2000, p.225. 
Pour Régis‐Bourbonnais,  la valeur q est en général choisie à 4 pour  les données trimestrielles alors 
que Mackinnon (1991) recommande q = 1 sur les données annuelles. 
Soit Yt, une série chronologique dont on veut vérifier la stationnarité, soit l’équation suivante : 
 
Le test de Dickey‐Fuller consiste à tester les hypothèses suivantes : 
       
c’est‐à‐dire qu’il a présence d’une racine unitaire, la série est donc non stationnaire. 
       
Dans  ce  cas,  il  y  a  absence  de  racine  unitaire  et  la  série  est  stationnaire.  L’équation  (1)  peut  être 
transformée pour des raisons de commodité de façon à pouvoir tester par rapport à la valeur zéro. 
      (4) 
Les hypothèses sont formulées : 
 
Initialement,  Dickey  et  Fuller  ont  proposé  3  types  de  modèles  à  tester  selon  que  le  processus 
engendrant la série comporte une constante et/ou une tendance : 
 
Signalons qu’on utilise le test de Student, mais en sachant que la distribution du test de Student sous 
Ho n’est plus standard. Elle a été tabulée par Dickey et Fuller (1979), d’où est venu le nom du test. 
L’objet de ce test est de nous renseigner sur la nécessité de différencier la série. 
Des  cas  existent  alors,  où  on  introduit  dans  l’équation  les  accroissements  décalés  de  la  variable 
endogène. L’équation devient : 
 
Cette version plus générale est connue sous le nom d’ADF (Augmented Dickey‐Fuller) (1981). 
« La différence entre les tests de Dickey‐Fuller simple DF (1979) et ADF est que le premier présume 
que  l’erreur  εt  est  un  bruit  blanc ».  Or,  il  n’y  a  aucune  raison  a  priori  pour  que  l’erreur  soit  non 
corrélée. Le test d’ADF (1983) prend en compte cette hypothèse9. 
Précisons  qu’Engle  et  Granger  (1987)  ont  prouvé  que  les  logarithmes  de  la  plupart  des  variables 
macro‐économiques sont intégrés d’ordre 1. 
                                                             
9 Bourbonnais, R., op.cit., p.232 
III.3.1.2. Le test de Philipps et Perron (PP‐test). 
Ce  test  est  construit  sur  une  correction  non  paramétrique  des  statistiques  de  Dickey‐Fuller  pour 
prendre en compte des erreurs liées au non respect des hypothèses sur les perturbations c’est‐à‐dire 
prendre en compte des erreurs hétéroscédastiques. 
Philipps et Perron (1988) ont mis en place dans un test autorisant les termes de moyennes mobiles 
d’hétéroscédasticité dans les termes d’erreur et le test se déroule de la manière suivante : 
i) on estime par les M.C.O le modèle suivant : 
 
avec t= variable de tendance et variant de 1 à n ; n = nombre d’observations 
ii) on  calcule  ensuite  la  statistique  z  qui  prend  en  compte  le  cas  où  les  erreurs  ne  sont  pas 
indépendamment et identiquement distribuées (i.i.d) et  
iii) qui est représentée par l’égalité suivante : 
  
où t = la statistique de Student, et  
 
D(X) = déterminants de YY’ ou Y est la matrice des variables explicatives du modèle. 
 
iv) on  formule enfin  les hypothèses de  stationnarité, de non stationnarité et  les  règles de décision 
d’acceptation ou de rejet de l’hypothèse nulle comme pour le test d’ADF. La règle de décision est la 
suivante : 
1. Si  la  valeur  critique  d’ADF  ou  de  PP  est  inférieur  (ou  supérieure  en  valeur  absolue)  à  la  valeur 
critique, la série est stationnaire. 
2. Si  la  valeur  calculée d’ADF ou de  PP  est  supérieur  (ou  inférieure  en  valeur  absolue)  à  la  valeur 
critique, on accepte l’hypothèse de non stationnarité. 
III.3.2. Les tests de Coïntégration 
Les tests de coïntégration consistent à vérifier la stationnarité des séries et permettent de s’assurer 
de la convergence des trajectoires des séries sur le long terme. 
Si on a par exemple deux séries non stationnaires Y1t et Y2t, elles seront dites coïntégrées et liées par 
une réelle relation de long terme si et seulement si leurs trajectoires sont convergentes. Autrement 
dit, elles évoluent dans des directions parallèles. Au contraire, deux séries non stationnaire Y1t et Y2t 
dont les trajectoires sont divergentes ne sont liées par aucune relation d’équilibre de long terme et 
elles ne sont donc pas coïntégrées. 
En  effet,  quand  les  variables  sont  coïntégrées,  on  retrouve  certaines  propriétés  habituelles  de  la 
méthode  d’estimation  par  les  MCO.  Cela  implique  que  dans  un  cas  de  coïntégration,  on  puisse 
légitimement utiliser le test de Student normal. 
L’économie  traditionnelle  sur  des  variables  non  stationnaires  reste  légitime  à  deux  conditions 
principales : 
1. Ne pas mélanger dans une équation des variables ayant des ordres d’intégration différents. 
2. Dans  une  équation  de  nature  dynamique,  on  introduit  des  décalages  sur  les  variables,  il  faut 
respecter  le même ordre  de  décalages  sur  toutes  les  variables,  ou  au moins  sur  les  principales 
variables. 
a. Coïntégration entre variables en 2 étapes 
On  reprend  ici  l’algorithme  en  deux  étapes  d’Engle  et  Granger  (1987).  La  condition  préalable  de 
coïntégration est que les variables soient intégrées de même ordre non nul. 
Etape 1 : 
Après avoir vérifié que les variables ont le même ordre d’intégration, cette étape consiste à faire une 
régression statistique entre les variables à récupérer le résidu de la régression. 
Si les séries ne sont pas intégrées de même ordre, elles ne peuvent pas être coïntégrées. Il convient 
de  déterminer  soigneusement  le  type  de  tendance  déterministe  ou  stochastique  de  chacune  des 
variables,  puis  l’ordre  d’intégration  des  séries  (chroniques)  étudiées.  Si  les  séries  statistiques 
étudiées ne  sont pas  intégrées de même ordre,  la procédure est  arrêtée.  Il  n’y  a pas de  risque de 
coïntégration. Soit :  
 
Etape 2 : 
La  seconde  étape  consiste  à  vérifier  si  les  résidus  de  la  régression  sont  stationnaires.  En  cas  de 
stationnarité  des  résidus,  les  variables  sont  coïntégrées  et  le  cas  contraire  prouve  la  non‐
coïntégration des variables. En effet, si la condition nécessaire est vérifiée, on estime par les MCO la 
relation de long terme entre les variables. 
Yt = a1Kt + a0t Ce   (13) 
Pour  que  la  relation  de  coïntégration  soit  acceptée,  le  résidu  issu  de  cette  régression  doit  être 
stationnaire : 
et = Yt – â0 – â1K1    (14) 
La stationnarité du résidu est testée à l’aide des tests de DF ou DFA ou encore avec le test de PP sans 
constante ni tendance. Dans ce cas, nous pouvons estimer le modèle à correction d’erreur si le résidu 
est stationnaire en niveau. 
III.3.3. Estimation du modèle à correction d’erreur 
Lorsque  des  séries  sont  non  stationnaires  ou  coïntégrées,  il  convient  d’estimer  leurs  relations  à 
travers un modèle à correction d’erreur. Engle et Granger (1987) ont démontré que toutes les séries 
coïntégrées peuvent être représentées par un M.C.E. 
Soient les séries Xt et Kt, toutes I(1), l’estimation par les MCO de la relation de long terme indique une 
stationnarité du résidu. Les séries Yt et Kt sont donc notées : [CI (1,1)]. Ainsi, on peut employer deux 
méthodes : 
b. Estimation du MCE en deux étapes 
Première étape : 
Estimation du M.C.E. par les M.C.O. du modèle statique (relation de long terme) : 
 
Deuxième étape : 
Estimation par les M.C.O. de la relation du modèle dynamique (court terme) : 
 
Le coefficient α2 doit être significativement négatif. Dans le cas contraire, il convient de rejeter une 
spécification de type M.C.E. 
Selon  Regis  Bourbonnais10,  « le  mécanisme  de  correction  d’erreur  irait  en  sens  contraire  et 
s’éloignerait de la cible de long terme ». 
c. Estimation des M.C.E. en une seule étape 
On estime le modèle suivant : 
 
Cela consiste à remplacer dans le modèle (18) par εt‐1 = Xt‐1 ‐ α ‐ βKt‐1 en une seule étape l’ensemble 
des  paramètres.  Le  coefficient  α2  doit  être  significativement  négatif  pour  les  mêmes  raisons 
évoquées précédemment. Cette méthode est rarement utilisée car on mélange des variables d’ordre 
d’intégration différent et le vrai coefficient β de la relation de long terme n’est pas connu. 
Pour le présent travail, on va beaucoup privilégier la 1ère méthode car elle conduit à une estimation 
convergente des coefficients du modèle et  les écarts types de coefficients peuvent s’interpréter de 
manière classique. 
                                                             
10 Bourbonnais, R., op.cit., p.274 
IV. Présentation des variables du modèle 
IV.1. Définition de la variable expliquée : IPC 
L’indice des prix à  la consommation reflète  la variation des prix au cours de  la période considérée. 
Son taux de variation pour une période donnée correspond au taux d’inflation. 
L’IPC  est  l’instrument  de  mesure  de  l’inflation  le  plus  courant  et  il  dénote  les  variations  du  coût 
d’acquisition par un consommateur moyen d’un « assortiment » donné des biens et services. 
IV.2. Définition des variables explicatives et anticipation des signes 
IV.2.1. Produit Intérieur Brut : PIB 
Le  PIB  reflète  le  niveau  de  l’activité  économique  d’un  pays.  Il  est  égal  à  la  somme  des  valeurs 
ajoutées de tous les secteurs de l’économie : primaire, secondaire et tertiaire. 
Selon  les  partisans  de  l’approche  structuraliste  de  l’inflation,  il  y  a  une  relation  négative  entre  le 
niveau  des  prix  (inflation)  et  le  niveau  de  la    production :  une  inefficience  de  l’appareil  productif 
entraîne une hausse des prix à cause de l’insuffisance de l’offre. 
IV.2.2. Masse monétaire M2 
Selon la théorie quantitative de la monnaie, une augmentation de la masse monétaire entraîne une 
hausse prix. Beaucoup de travaux économiques ont relevé une relation de « cause à effet » entre la 
masse  monétaire  et  l’inflation.  L’agrégat  M1  et  l’ensemble  des  billets  et  pièces  métalliques  en 
circulation hors banque, M2 renferme M1 et les quasi‐monnaies. 
Théoriquement, M1 influe sur le niveau d’inflation beaucoup plus que ne le fait M2. 
IV.2.3. Taux de change  
De  façon  générale,  le  taux  de  change  est  un  prix  qu’il  faut  payer  pour  acquérir  des  monnaies 
étrangères,  et  par  leur  biais,  pouvoir  acquérir  des  marchandises  à  l’étranger.  Pour  pallier  à  la 
variabilité fréquente des taux de change des différentes monnaies, l’on considère souvent le taux de 
change  multilatéral  appelé  le  « taux  de  change  effectif  réel » ;  le  TCER  indique  donc  le 
rapprochement  entre  la  monnaie  domestique  du  pays  considéré  et  les  monnaies  des  pays 
partenaires  retenus.  De  plus,  il  établit  une  relation  entre  les  différentiels  existant  entre  le  taux 
d’inflation domestique et le taux d’inflation étranger (composite). 
Il existe donc une relation négative entre le niveau du taux de change et le niveau d’inflation. Le non 
disponibilité des données sur le TCER pour le Rwanda nous pousse à se contenter du taux de change 
nominal pour les deux pays. 
IV.2.4. La Taxe sur les biens et services 
Dans  les  pays  en  voie  de  développement,  la  taxation  assure  le  rôle  important  de  permettre  de 
pourvoir le budget de l’Etat. En effet elle représente une dimension sociale qui se remarque dans la 
façon dont le pouvoir détermine la part du revenu qu’il lui faut pour assurer ses dépense sent tenir 
compte  de  répercutions  économiques  et  sociales  qui  peuvent  être  engendrées  d’un  niveau  de 
taxation quelconque. 
Nous  envisageons  donc  qu’il  existe  une  relation  positive  entre  l’inflation  et  le  taux  de  la  taxation 
pesant dans l’économie dans. 
IV.3. Source des données de régression 
Les données utilisées, pour l’IPC, PIB, Tva, TCN sont tirées, des différentes publications de la Banque 
Nationale du Rwanda (BNR) par le département des Etudes, notamment les rapports annuels et  les 
bulletins  trimestriels  de  2000  à  2010.  Quant  à  la  masse  monétaire,  les  données  sont  tirées  des 
statistiques du département des marchés monétaire et financier pour les agrégats M1 et M2. 
Et il s’agit des données mensuelles pour l’IPC le TCH et la M2, annuelles transformer en mensuelles 
en calculant les moyennes pour le PIB et la TVA. 
IV.4.Présentation des résultats des tests du modèle 
IV.4.1. Résultats des tests de stationnarité des séries 
Pour pouvoir  juger des caractéristiques stochastiques des différentes variables, nous avons conduit 
des tests de Dickey et Fuller augmenté (ADF) dans un premier temps. Afin de pallier au problème de 
faiblesse de  l’ADF‐test, nous avons appliqué, en deuxième temps,  le  test de Philipps et Perron (PP‐
test)  réputé  le  plus  puissant.  Les  résultats  obtenus montrent  que  quatre  des  six  variables  sauf  les 
variables LTXCH et LTAXE  sont stationnaires en différences premières comme l’illustrent les tableaux 
ci‐après : 
Tableau n°1 : Résultats des tests de stationnarité des variables en niveau. 
Test 
 
Variables 
ADFc  Vc  à  5%  =‐
3,003 
PPc  Vc  à  5%=‐
2,888 
Stationnaire 
oui ou non 
LIPC  ‐0.261  ‐0.121  Non 
L M1  1.222  1.353  Non 
LM2  ‐0.468  ‐0.458  Non 
LPIB  ‐0.110  ‐0.177  Non 
LTXCH  ‐1.950  ‐5.573  Oui* 
LTAXE  ‐3.274  ‐2.432  Oui* 
Source: Elaboré par l’auteur à partir des résultats du logiciel Stata. 
Ces résultats nous  laissent voir clairement qu’au Rwanda,  les variables LIPC, LM1, LM2 et LPIB sont 
non stationnaires en niveau que ça soit au niveau du test ADF et celui de PP parce que partout  les 
valeurs  calculées  d’ADF  test  et  de  PP  test  dépassent  toujours  la  valeur  critique  au  seuil  de 
significativité de 5%. Donc, elles sont probablement stationnaires en différence. Les variables LTXCH 
et LTAXE sont stationnaire en niveau grâce respectivement au test PP et d’ADF et elles ne seront pas 
pris en compte lors de la vérification de la stationnarité en différence. Voyons donc si tous nos quatre 
premiers variables du tableau n°1 le sont en différence première. 
Tableau n°2 : Résultats du test de stationnarité sur les variables en différence pour le Rwanda 
Test 
 
Variables 
ADFc Vc à 5% =‐3,011  PPc Vc à 5%=2,003  Stationnaire 
oui ou non 
LIPC  ‐2.983  ‐7.675  Oui 
LM1  ‐3.956  ‐15.114  Oui 
L M2  ‐3.433  ‐10.833  Oui 
LPIB  ‐6.301  ‐12.393  Oui 
Source: Elaboré par l’auteur à partir des résultats du Logiciel STATA. 
Les résultats se trouvant dans les tableaux ci‐haut, nous montrent clairement que toutes les variables 
testées sont stationnaires soit en niveau soit en différence première. 
Ainsi,  partant  de  toutes  ces  considérations,  les  variables  L  IPC,LM1,  LM2,  L  PIB,  sont  donc 
stationnaires  en  différence  première  et  les  variables  LTCH  et  LTAXE  le  sont  en  niveau  car  on  a 
beaucoup privilégié le test de Phillips et Perron avec constante car c’est celui qui est le plus puissant. 
L’analyse de la stationnarité ayant révélé que toutes les variables sont stationnaires en niveau et en 
différence,  on  passe  à  l’étape  suivante  de  tester  l’existence  d’une  éventuelle  relation  entre  les 
variables dans un horizon de long terme. D’où l’objet du test de coïntégration entre les variables. 
IV.4.2. Résultats des tests de coïntégration 
IV.4.2.1. Estimation de la relation de long terme 
Comme signalé dans le cadre théorique des tests du modèle, on va suivre la méthodologie d’ENGLE 
et GRANGER basée sur les résidus. Rappelons que cette approche recommande d’estimer d’abord la 
relation de long terme par les MCO et d’en extraire le résidu de la relation et ainsi procéder à tester 
la stationnarité du résidu obtenu. 
Donc avant de passer à l’estimation, voici la relation de long terme pour le cas du Rwanda : 
• LIPC= Constante + β1LM2 + β2LPIB + β3LTXCH +β4 TAXE + ε1 
avec  β1,  β2,  ….β4,  représentant  les  coefficients  à  estimer  du  modèle  de  l’indice  des  prix  à  la 
consommation pour le Rwanda, illustrant la relation de long terme et ε1 le résidu de spécification. 
Ainsi,  après  cette  illustration  de  la  forme  des modèles,  passons  à  la  présentation  des  résultats  de 
l’estimation. 
Les résultats de l’estimation se trouvent dans les tableaux ci‐contre. 
Tableau n°3 : Résultat de spécification de l’équation illustrant la relation de long terme entre l’IPC 
et ses variables explicatives 
Variable 
expliquée 
Variables 
explicatives 
Coefficients  S.E  t‐Statistiques  Probabilité 
 
 
LIPCRWA 
C 
LM1 
L M2 
L PIB 
LTXCH 
LTAXE 
‐2.275413  
0.2727801 
0.3512786 
‐0.0845652 
‐0.0528048 
0.0433868 
 
0.3112812 
0.0625 
0.040174 
0.04963 
0.0580526 
0.0121212 
‐7.31 
4.36 
‐2.01 
7.08 
1.81 
‐3.80 
0.000 
0.000 
0.046 
0.000 
0.073 
0.000 
R²=0.9819                                                                    F‐Statistic théorique : 1368.37 
R²‐ajusté: 0.9812                                                          Probabilité : 0,000 
 
Tableau n°4 : Résultat de spécification de l’équation illustrant la relation de long terme entre l’IPC 
et la seule variable taxe. 
Variable 
expliquée 
Variables 
explicatives 
Coefficients  S.E  t‐Statistiques  Probabilité 
 
LIPCRWA 
C 
LTAXE 
1.700471 
0.280509 
0.016123 
0.1456704 
 
17.40 
11.67 
 
0.000 
0.000 
R²=0.6996                                                                   F‐Statistic théorique : 302.69 
R²‐ajusté: 0.6972                                                          Probabilité : 0,000 
 
Avec  les  résultats  du  tableau  n°4,  il  est  bien  évident  que  la  taxe  sur  les  biens  et  services  causent 
l’inflation  avec  une  relation  positif  en  accord  avec  le  signe  théorique  préconiser,  pareil  pour  le 
tableau  numéro  3  où  on  a  régresser  l’inflation  sur  toutes  les  variables  on  na  trouver  que  la  taxe 
influence aussi positivement l’inflation. 
 
Graphique sur la relation de long terme entre l’inflation et la taxe 
 
 
 
Ainsi  pour  prouver  si  réellement  il  y  a  coïntégration  des  variables  et  comme  on  a  déjà  estimé 
l’équation  illustrant  cette  relation,  recourons  à  la  méthodologie  recommandée  par  ENGLE  et 
GRANGER en testant la stationnarité des résidus des équations. 
IV.4.2.2. Test de coïntégration entres les variables 
Tableau n°5 : Résultats des tests de stationnarité du résidu ε1  
Résidu  ADF‐Test  Vc  à 
5%=‐1,957 
PP  test Vc  à  5%=‐
1,956 
Stationnaire  oui 
ou non ? 
Décision 
statistique  I(o)  et 
I(1) 
ε1  ‐3,172  ‐2,408  Oui  I(o) 
Source : Elaboré par l’auteur à partir des résultats de régression 
 
L’analyse du tableau n°4 montre que les résidus ε1 et est stationnaire en niveau sur le test d’ADF et 
celui de PP parce que les valeurs d’ADF‐Test et de PP‐Test sont  inférieures à  la valeur critique à un 
seuil de 5%. 
Par conséquent, on n’a pas tort d’accepter l’hypothèse nulle de coïntégration de variables du modèle 
de  l’IPC pour  le Rwanda. Pour être plus concret,  il existe une évolution  identique sur  le  long terme 
entre les variables expliquant ce modèle. 
Ainsi, comme les résultats du test de spécification de la relation de long terme dégagent le résidu ε1 
stationnaire  en  niveau,  l’étape  suivante  recommandée  par  la  théorie  économétrique moderne  est 
d’estimer un modèle à correction d’erreur (MCE). 
IV.4.2.3. Estimation du modèle à correction d’erreur (MCE) 
Nous  allons  continuer  notre  estimation  en  adoptant  la méthode  d’ENGLE  et GRANGER.  Ainsi  pour 
estimer les effets de court terme, on a utilisé le modèle à correction d’erreur. 
Signalons  que  le modèle  estimé  comporte  un  seul  retard mais  avant  d’en  présenter  les  résultats, 
illustrons sa forme : 
 
avec α1, α2, ….α5 et Vo représentent respectivement les coefficients des variables du modèle et du 
résidu décalé d’une période et Vo<0. 
Δ = l’opérateur mathématique de différences. 
λ :  Variables  muettes.  Les  variables  correspondent  aux  périodes  de  chocs  aléatoires.  1  est  le 
millésime de  la période pour  laquelle  le choc a eu  lieu. Cette variable s’appelle également variable 
binaire car elle ne prend que deux chiffres soit zéro ou un. 
Précisons que  l’introduction de  cette  variable a pour objet d’assurer  la normalisation du  résidu de 
spécification. Dans le cas de notre analyse, 1 peut prendre n’importe quelle période comprise dans 
l’intervalle  (2000‐2011).  Au  cours  de  notre  estimation  du  MCE,  on  a  procédé  à  une  élimination 
séquentielle d’une variable du moins non pertinente pour aboutir aux résultats. 
Tableau n°5 : Résultats du test d’estimation de la relation du court terme entre l’IPC et ses variables 
explicatives 
Variable 
dépendante 
Régresseurs  Coefficient estimé  t‐Statistic  Probabilité 
critique 
 
 
 
ΔLIPC 
 
 
 
C 
Δ(LIPC(‐1)) 
Δ(LM2) 
Δ(LPIB(‐1)) 
Δ(LM2(‐1)) 
Δ(LTva(‐1)) 
Δ(LTCH) 
E1(‐1) 
λ1 
λ 2 
λ3 
λ 4 
0,005 
0,528 
‐0,107 
‐0,331 
0,143 
0,308 
0,478 
‐0,280 
0,106 
‐0,114 
‐0,070 
‐0,043 
‐0,284 
4,535 
‐1,005 
‐3,230 
2,327 
4,327 
3,316 
‐2,950 
3,242 
‐3,564 
‐2,177 
‐1,490 
0,078 
0,00 
0,33 
0,00 
0,04 
0,00 
0,00 
0,01 
0,00 
0,00 
0,05 
0,16 
R²= 0,93                  F‐Statistic : 13,7             SER = 0,02            J‐B = 0,124 
R² ajusté : 0,86                        (0,00)                                                    (0,93) 
                                                                                                     B‐Gχ(2) : F‐Stat=0,312 
                                                                                                                             (0,74) 
                                                                                                     ARCH‐LM : F‐Stat =0,87 
                                                                                                                                   (0,78) 
Source : Elaboré par l’auteur à partir des résultats de la régression. 
N.B. : Les chiffres entre parenthèses en dessous de F‐Statistic ARCH‐LM, BGχ(2)  et J‐B correspondent 
aux probabilités critiques des statistiques. 
Pour  question  de  normalisation  du  résidu,  on  a  dû  ajouter  dans  le  modèle  de  l’IPC  les  variables 
binaires appelées muettes. 
IV.5. Analyse et interprétation des résultats 
Les résultats trouvés peuvent être interprétés par différents tests du diagnostic : 
Pour juger si le modèle estimé est significatif globalement et/ou les variables prises individuellement 
sont significatives, on utilise respectivement la valeur de la statistique F de Fisher et  la statistique t 
de Student.  
De plus, le coefficient de détermination R² et surtout R²‐ajusté nous permet de juger si le modèle est 
valide ou non. Précisons que le coefficient R² indique le niveau d’adéquation du modèle. Autrement 
dit,  il  donne  la  proportion  de  la  variation  totale  de  la  variable  dépendante  due  à  la  présence  des 
variables explicatives. 
Les erreurs standards de la régression (SER) ont aussi été mises à profit pour analyser la validité du 
modèle. Autrement dit, il donne la proportion de la variation totale de la variable dépendante due à 
la présence des variables explicatives. 
Signalons que d’autres  tests  standards peuvent être effectués  comme  le  test d’ENGLE  (1982) pour 
l’hétéroscédasticité conditionnelle autorégressive des résidus, ARCH‐LM test et du test de normalité 
des  résidus  de  JARQUE  et  BERRA  (1980).  La  présence  (ou  non)  de  l’autocorrélation  sérielle  des 
résidus  a  été  vérifiée  par  l’intermédiaire  du  test  de  corrélation  sérielle  des  résidus  de  BREUSCH‐
GODFREY. 
Dès  lors,  les  résultats  des  tests  du  modèle  peuvent  être  interprétés  à  partir  de  la  significativité 
individuelle et à partir de la significativité globale des variables. 
Au niveau individuel, on se sert (pour statuer si oui ou non une variable est significative) de la valeur 
de la probabilité critique de la statistique t‐Student. 
Pour  plus  de  précision,  la  probabilité  critique  donne  en  fait  des  chances  d’être  dans  l’espace  de 
nullité. On se prononce si une variable est pertinente ou non dans le modèle si la probabilité critique 
de  la  statistique  t‐Student  est  moins  élevée  à  tel  enseigne  qu’elle  soit  inférieure  au  seuil  de 
signification donné (généralement 5% ou 10%). 
Plus  cette probabilité est  inférieure à  ce  seuil,  plus  les  chances de  tomber dans  l’espace de nullité 
sont minimes  et  par  voie  de  conséquence,  on  rejette  l’hypothèse  nulle  en  faveur  de  l’alternative 
conduisant ainsi à la significativité en terme statistique de la variable en question. 
Au niveau de la significativité globale des variables, on se sert de la statistique F de Fisher. On statue 
de  la  même  manière  qu’au  niveau  de  la  significativité  individuelle,  pour  dire  si  les  variables  du 
modèle prises globalement sont significatives. 
Pour cela dans l’explication de la dynamique de l’indice des prix à la consommation pour le Rwanda, 
au  niveau  global,  on  constate  que  ce modèle  est  significative,  en  regardant  les  probabilités  de  la 
statistique F de Fisher parce que partout au seuil de signification de 5%, la probabilité est inférieures 
à ce seuil. 
Au  niveau  de  chaque  variable  du  modèle  de  l’IPC,  on  constate  que  les  variables  prises 
individuellement sont significatives au seuil de 5%, en regardant les probabilités de la statistique t de 
Student. 
Le niveau d’adéquation du modèle a été donné par le coefficient de détermination R² et surtout de 
R²‐ajusté. De plus, les erreurs standards de la régression vont nous montrer si le modèle est valable 
ou non. 
Après estimations, nous avons trouvé un R² des équations élevé. En effet, il est de l’ordre de 93% et 
de 98%. 
Néanmoins,  comme  le  coefficient R²  comporte un biais  lié  surtout  à  la  taille  de  l’échantillon  et  au 
nombre  de  paramètres  à  estimer,  nous  avons  pou  recourir,  pour  remédier  à  ces  insuffisances,  au 
coefficient R² ajusté. 
De même,  nous  remarquons qu’il  est  également  partout  satisfaisant  étant  donné qu’il  est  de  86% 
pour l’IPC rwandais. 
Pour approfondir les conclusions portées à la validité des régressions effectuées, l’erreur standard de 
régression (SER) peut nous être utile.  
On  voit  de  ce  fait  que  la  valeur  SER  n’atteigne  pas  l’unité.  Ce  qui  nous  pousse  à  conclure  que  le 
modèle estimé est globalement significatif et statistiquement valides. 
Concernant  l’autocorrélation des résidus, nous avons  (pour tester son existence ou non) conduit  le 
test de BREUSCH et GODFREY pour tester  l’autocorrélation sérielle des résidus d’ordre n. Signalons 
que le test qui était utilisé est celui de DURBIN et WATSON mais ce dernier devient caduc lorsque les 
régressions contiennent des variables décalées, ce qui est  le cas. Ainsi,  l’acceptation de l’hypothèse 
nulle  revient  à  prouver  la  non‐autocorrélation  des  résidus  étant  donné  que  sous  cette  hypothèse 
toutes les autocorrélations sont statistiquement nulles. 
Cette  décision  est  valide  si  la  probabilité  critique  de  cette  statistique  est  supérieure  au  seuil  de 
signification  de  5%.  En  regardant  les  probabilités  de  la  statistique de B‐G,  nous  aboutissons  à  une 
situation d’absence d’autocorrélation des résidus parce que  les probabilités sont supérieures à 5%. 
En effet, elles sont d’ordre de 95% pour l’IPC rwandais. 
L’hypothèse  d’homoscédasticité  est  effectuée  par  le  test  d’hétéroscédasticité  conditionnelle 
autorégressive des résidus (ARCH‐LM) d’ENGLE (1982). 
Pour  ce  test,  l’hypothèse nulle  véhicule  l’idée  selon  laquelle  les  coefficients des  carrés des  résidus 
décalés  sont  tous nuls.  Il  suit une distribution chi‐carré correspondant au  test de multiplicateur de 
Lagrange  (Lagrange Multiplier :  LM)  avec  comme  degré  de  liberté,  le  nombre  de  décalages  admis 
pour les résidus au carré. 
Pour notre cas, l’hypothèse de non autocorrélation des résidus ne peut être rejetée car les valeurs de 
chi‐carré  calculées  sont  inférieures  à  celles  théorique  à  5%  avec  un  seul  décalage  admis 
(χ²(5%,1)=3,84) soit 1,89 pour l’IPC rwandais. 
Nous  avons  poursuivi  notre  analyse  en  testant  la  normalité  des  résidus  par  le  test  de  JARQUE  et 
BERRA.  Ce  test  est  distribué  suivant  un  chi‐carré  à  deux  degrés  de  liberté.  Sous  l’hypothèse  nulle, 
l’erreur est distribuée suivant une loi normale. Cette hypothèse est rejetée lorsque la statistique J‐B 
dépasse la valeur critique χ²(2) = 5,99. 
Ainsi au regard des statistiques trouvées, on constate que leurs valeurs sont inférieures à 5,99 pour 
les  deux  spécifications  0,12  et  0,84.  Ce qui  nous  pousse  à  conclure que nos  spécifications  ont  des 
résidus  qui  sont  normalement  distribués.  On  peut  conclure  également  de  la  même  manière  en 
utilisant la probabilité de la statistique J‐B, on aboutit ainsi aux mêmes conclusions. 
Enfin pour terminer notre analyse, les valeurs –0,28 est celle du coefficient des résidus des relations 
de court terme décalés d’une période. Cette valeur indique la vitesse d’ajustement d’une fonction à 
sa cible de long terme. Ce coefficient est significativement négatifs et peut être interprétés comme 
suit :  28%  du  déséquilibre  précédemment  accumulé  peut  être  corrigé  après  une  période  d’un 
trimestre.  On  peut  donc  déduire  facilement  qu’il  faudra  environ  un  trimestre  pour  que  tout  le 
déséquilibre soit entièrement corrigé. 
A  partir  des  résultats  trouvés  ci‐haut,  nous  pouvons  donc  affirmer  que  les  dynamiques  de  l’IPC 
(indice  des  prix  à  la  consommation)  Rwandais  peut  être  valablement  estimée  à  l’aide  des 
mécanismes à correction d’erreur (ECM). 
IV.5. Analyse et interprétation des résultats 
Cette  étape  nous  permet  de  vérifier  si  les  résultats  obtenus  concernant  les  coefficients  de 
régressions  de  la  variable  endogène  par  rapport  aux  variables  explicatives  sont  conformes  à  la 
théorie et logique économique. 
Comme  on  l’a  souligné  au  paragraphe  précédent,  les  coefficients  issus  de  l’estimation  du modèle 
sont des élasticités car les variables sont exprimées en logarithme. 
Donc après avoir effectué des régressions, on a dû ressortir les élasticités de court et de long terme. 
Le tableau ci‐après nous montre ces élasticités des variables.   
Tableau n°6 : Elasticité de court et long terme des modèles estimés 
IPC Rwanda 
Variables  Elasticité CT  Elasticité LT 
PIB  ‐0,10  ‐0,39 
M2  0,33  0,01 
TCH  0,14  0,20 
TVA  0,30  0,11 
Source : Elaboré par l’auteur à partir des résultats de la régression. 
Concernant l’IPC pour le Rwanda, nous constatons que dans le court terme, les variables PIB, la M2, 
la Tva et le TCH affichent les signes théoriques prévus par la théorie économique.  
Dans  le  long terme,  la masse monétaire (M2),  la taxe sur  les biens et services et  le taux de change 
influencent  positivement  l’indice  des  prix  à  la  consommation  tandis  que  le  produit  intérieur  brut 
l’influence négativement. Cela  correspond parfaitement  à  la  théorie économique et  répond bien à 
nos attentes. 
V. CONCLUSION  
Au  terme  de  ce  travail  de  recherche  intitulé :  « La  Fiscalité  et  l’Inflation  Rwanda :  une  analyse 
empirique basée sur le modèle à correction d’erreur (2000‐2011) »,  il s’avère indispensable de tirer 
une conclusion sur l’ensemble de l’étude. 
Le but de ce travail était de chercher à expliquer, à  identifier  la part de la fiscalité parmi les causes 
influentes dans l’explication de l’inflation au Rwanda. C’est‐à‐dire analyser  les parts respectives des 
déterminants  non  seulement  structurels  et  monétaires mais  aussi  fiscales  dans  l’explication  de  la 
hausse des prix dans ce pays et voir s’ils sont assimilables partout. 
Globalement  les  trois  modèles  sont  acceptables.  A  partir  de  ces  différentes  régressions  et  des 
résultats qui en découlent, après des itérations successives, nous avons constaté qu’au Rwanda, il y a 
des variables monétaires, des variables structurels et  fiscales dans  l’explication de  l’évolution de  la 
hausse des prix. 
En  effet,  au  Rwanda,  les  variables  concourant  à  l’explication  de  l’inflation  sont  le  PIB,  la  masse 
monétaire M2 de l’année précédente, le taux de change et le taux de taxation des biens et services 
sur le PIB de l’année précédente. 
Ainsi, les modèles estimés révèlent qu’au Rwanda seule la variation du PIB (décalé d’une période ou 
pas) participe dans l’explication de la hausse des prix dans ce pays contre les variations des variables 
M2, le taux de change et la taxation (décalées d’une période ou pas) participent dans l’explication du 
taux  d’inflation.  L’on  retrouve  la  variable  PIB  comme  seul  déterminant  purement  structurel  dans 
l’explication de l’inflation, la variable M2  purement monétaires et Le taux de changes  qui peut être 
soit monétaire ou structurel mais aussi la variable, purement guider par les politiques fiscales, qui est 
la taxation. 
A  cet  effet,  la  principale  question  que  nous    nous  sommes  posée  selon  laquelle  les  déterminants 
monétaires et structurels, hormis la taxation, ne sont pas les seules à considérées dans l’explication 
de l’inflation au Rwanda est aussi modeste qu’est la réponse, entièrement répondue et confirmée en 
ce qui concerne ce travail même si celles, monétaires, tend à prendre le devant sur les deux autres. 
Toutefois, il est clair que les trois approches (monétariste, structuraliste et fiscale) n’ont pas le même 
poids dans l’explication du taux d’inflation au Rwanda. Ainsi, on peut dire que l’inflation Rwandaise 
est  à  prédominance  monétaire  et  que  l’approche  structuraliste  et  fiscale  sont  concurrentielles  et 
presque de part égale dans l’explication de l’inflation rwandaise. 
A  la  lumière  des  constats  faits  sur  les  résultats  de  notre  investigation,  nous  pouvons  émettre 
quelques recommandations : 
*  Dans  l’optique  de  réduire  le  taux  d’inflation,  des  réformes  doivent  être  menées  en matière  de 
politique fiscale et monétaire. En effet, les décideurs des politiques économiques devraient : 
- adopter  une  politique  fiscale  prudente  en  comprimant  certaines  dépenses  de  l’Etat  et  en 
investissant dans des secteurs de production directe ; 
- recourir aux modes de financement des déficits budgétaires autres que la planche à billets ; 
- élargir au maximum possible la base des recettes fiscales. 
 
* Les autorités de politique économique doivent s’inspirer de la conception classique : agir sur l’offre 
pour satisfaire la demande intérieure et réduire ainsi les importations au profit des exportations pour 
limiter l’effet du taux de change et pour augmenter la production, il faudrait :  
- développer l’agriculture pour assurer la sécurité alimentaire ; 
- restructurer  l’industrie  pour  la  rendre  plus  compétitive  et  l’adapter  aux  besoins  des 
économies de la zone de libre‐échange ; 
- moderniser les infrastructures pour faciliter le transport ; 
- promouvoir  le secteur privé et encourager  les  investissements étrangers dans  les domaines 
où l’Etat n’est pas le meilleur véhicule pour assurer le développement. 
La  contribution de   notre  travail,  aussi modeste  soit‐il,  aura été de détecter  la  troisième approche 
jusqu’ici inexistante d’appréhender le phénomène d’inflation au Rwanda. 
Certes,  l’analyse  empirique  a  porté  sur  une  période  de  seulement  11ans,  de  2000  à  2011  car  l’on 
aurait pu prendre une période encore plus vaste, mais les décideurs peuvent s’inspirer des résultats 
obtenus, pour prendre des mesures adéquates de lutte contre l’inflation. 
 Il  serait  illusoire de prétendre avoir épuisé  tous  les contours des causes de  l’inflation au Rwanda ; 
d’autres  variables  et  d’autres  questions  peuvent  persister.  Nous  pensons  et  espérons  que  les 
chercheurs ultérieurs nous compléteront et arriveront là où nos recherches n’ont  pas pu atteindre. 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