This paper deals with the manufacturing cell formation (MCF) problem, which is based on group technology principles, using a graph partitioning formulation. An attempt has been made to take into account the natural constraints of real-life production systems, such as operation sequences, minimum and maximum numbers of cells, and maximum cell sizes. Cohabitation constraints were added to the proposed model in order to deal with the necessity of grouping certain machines in the same cell for technical reasons, and non-cohabitation constraints were included to prevent placing certain machines in close vicinity.
Designed to minimize the cost of production, this clustering necessitates setting the following practical constraints:
1. an upper bound for cell size; 2. upper and lower bounds for the number of cells; 3. cohabitation constraints requiring some machines be placed in the same cell; and 4. non-cohabitation constraints requiring the separation of some machine couples, which are then placed in different cells.
Several criteria are considered when quantifying this production cost. One of the most used is the number of intercellular part movements. Because exclusive use of the binary incidence matrix inputs (PMIM) limits the number of decisive, meaningful parameters taken into consideration, recent research tends to combine PMIM information with other inputs. One of these, the production volume transported, is commonly chosen since any realistic approach to the cell formation problem must take part volume data into account [26] .
When the two clustering tasks (part and machine clustering) are not done simultaneously, it is possible to deduce the part clustering from the machine clustering, and vice versa. Our approach focuses only on machine clustering into cells. The clustering of part types into families is deduced in a second step.
Mathematical model
Hereafter is a classic modeling based on graph theory principles.
Input data
(1) Let us consider M = {M 1 , M 2 , ..., M m } a set of m machines and P = {P 1 ,P 2 ,...,P p } a set of p part types. Parts in P are manufactured on machines in M.
(2) For each part type P k (k = 1, 2, ..., p), we suppose given :
(i) a single sequence (or routing) of machines to be visited by the part, R k = <M k,1 , M k,2 , ..., where: M k,j ∈ M (j = 1, 2, ..., s k ) and s k is the number of machines in P k ′s routing;
(ii) r k : the mean production ratio of part type P k per time unit. 
We then define the non-oriented flow graph G=(M,E), where the set of vertices M is the set of machines and the set of edges E is the set of non-ordered machine couples that are connected by a positive traffic: E(C) = { e kl ∈ E / (M k ,M l ) ∈ C i × C j ; i,j = 1,2,..., J ; i ≠ j and k,l = 1,2,…,m } (7) An edge weight function, W, is defined to indicate the traffic between the two machines: W(e ij ) = t ij . where i,j = 1,…,m. 
Constraints
Let C be a partition of M that respects the constraints quoted in the problem description (see 2.1.). This can be formally retraced by:
(1) Given the maximum number of machines allowed in a cell, N, we must have ∀ C i ∈ C (i = 1,2,...,J), Card (C i 
where Card(C i ) is the cardinal of the cell C i (number of C i assigned machines).
(2) Given an upper (J max ) and a lower (J min ) bound for the number of cells allowed, J must verify:
J min ≤ J ≤ J max (3) Given a set of cohabiting machine couples that must be in the same cell, SC, we have to respect : ∀ (M k ,M l )∈SC , ∃ C i ∈ C : M k ,M l ∈ C i where k,l ∈ {1,…,m} and i ∈ {1,…,J} (4) Given a set of non-cohabiting machine couples that must be in different cells, SN, we have to respect : ∀ (M k ,M l )∈SN , ∃ C i , C j ∈ C : M k ∈ C i and M l ∈ C j where k,l ∈ {1,…,m} and i,j ∈ {1,…,J}, i ≠ j
Objective function
Let S be the set of partitions that respect the previous constraints. The problem is to find a partition C*∈S of M such that:
This means seeking a partition that respects all the constraints and has the minimum amount of intracellular traffic.
Remark 1:
For the convenience of our solution approach, E has been expanded to (E U SC U SN). Doing so adds fictive edges between machines that must be cohabiting or non-cohabiting given that there is no part movements between them.
Problem NP-completeness
Assuming that a problem is in NP, there are several techniques used to prove that it is NP-complete. One of these techniques is restriction [5] , which means that when a problem P has a special case P' which is known to be NP-complete, it can be deduced that P is also NP-complete. Clearly, the model proposed is in NP. In addition, without the cohabitation and non-cohabitation constraints, a special case of our model is called a graph partitioning problem in combinatorial optimization jargon, and can be defined as follows [5] : « Given a graph G=(V,E), weights w(v) ∈ Z + for each v ∈ V and l(e) ∈ Z + for each e ∈ E, positive integer K and J ; can V be
and such that if E' ⊆ E is the set of edges that have their two extremities in two different sets V i , then
The correspondence between this model and the fixed cell number MCF problem is obvious. This model is NP-complete, provided that K (denoted as the maximum number of machines per cell, N, in our modeling) is higher than two. Note that if K was equal to two, the graph partitioning problem can be solved by matching in polynomial time [5] .
In order to take cohabitation and non-cohabitation constraints into account without altering the definition of the graph partitioning model, the following modifications can be made to the flow graph G [2]:
1. The weight of every edge joining two non-cohabiting machines is raised to a higher value (a multiple of the sum of the edge weights, for example).
2. For every couple of cohabiting machines, the corresponding vertices are merged into one vertex, thus redefining the vertex weighting function w (which yielded one for all vertices) to indicate the number of machines merged for a given vertex. The edges joining merged vertices are then deleted from E.
For a non-fixed number of cells, the problem remains NP-complete since the known cell number problem can be solved by setting J max equal to J min in the non-fixed cell number MCF problem. This restriction also clearly provides a polynomial time transformation from the graph partitioning problem to our proposed model.
THE GENETIC ALGORITHM APPROACH
Genetic algorithms (GA) are one of the new optimization approaches that attempt to mimic natural processes in order to create general purpose optimization procedures [6] . In this section, the general principles of GA are first presented, followed by a description of GA as applied to the MCF problem.
General principles of the genetic algorithm approach
Due to his publication, « Adaptation in Natural and Artificial Systems », J.Holland [12] is considered to be the founder of the Genetic Algorithms method. These algorithms are based on an analogy to the phenomenon of natural selection in biology.
First, a chromosome structure is defined to represent the solutions of the problem. Using this structure, an initial solution population is generated, either randomly or using a given heuristic. Then, members of the population are selected, based on an evaluation function, called fitness, that associates a value to each member according to its objective function. The higher a member's fitness value, the more likely it is to be selected. Thus, the less fit individuals are replaced by those who perform better. Genetic operators are then applied to the selected members to produce a new population generation. This process is repeated until a certain number of iterations is reached.
Implementing genetic algorithms requires that the following aspects be defined:
1. the structure of the genetic code used for representing solutions.
2. the method for generating the initial population.
3. an adaptation function for evaluating the fitness of each member of the population. 4 . the genetic operators used for producing a new generation.
5. certain control parameter values (eg. population size, number of iterations, genetic operator probabilities). The majority of studies applying GA to the MCF problem use an integer code to represent solutions. This code uses a chain of m alleles (or p for part family formation, PFF). Each allele is related to a machine (or part for PFF) and indicates the host cell.
Problem solving

Classic integer code
For example, the following chain represents the composition in figure 1:
The first cell contains the machines 1 and 2; the second contains 3, 4 and 5; and the third cell contains only machine 6.
This codification has been used in several GA-based formulations, for instance, that of Gupta et al. [10] for MCF, of Al-sultan and Fedjki [1] for PFF, and of Joines et al. [14] for both MCF and PFF simultaneously. Gonçalves and Resende [7] [29] or the Simulated Annealing of Murthy and Srinivasan [20] , for example. This integer codification is equivalent to the decision variable, widely used in mathematical programming approaches [4] , defined as follows :
Such integer codification has a significant drawback that considerably weakens the performance of the solution approaches that use it. In fact, the cells' integer representation induces a redundancy that grows exponentially with the number of cells. For instance, the six-machine solution represented in figure 1 will have six representative chains, obtained by the 3! permutations of the cell indexes, thus widening the solution space to be explored considerably, and making the task of the solution methods more difficult. This redundancy makes the search for good solutions even more difficult for approaches that designate the number of cells as an optimization parameter, because the solution space is inundated by large numbers of generally inappropriate cell solutions. Furthermore, especially in GA approaches, the operators that insure population diversity are frequently misled by individuals with different chains that, nonetheless, represent the same machine decomposition. Because these individuals are considered to be representing different solutions, the degree of diversification is maintained at falsely high levels.
Binary code
Our method adopts a binary code based on the graph theory model [2] that allows solutions to be coded in a chain of binary alleles of length Card(E) (see remark1). Each allele represents an edge of the flow graph G=(M,E) and indicates whether or not this edge is intra-or intercellular (i.e. the machines corresponding to the two extremities of this edge are, or are not, in the same cell). Thus, an intercellular edge is denoted as 1 and an intracellular edge as 0. With this codification, the three-cell solution in figure 1 would The most important advantage of binary coding is that GAs are positively sensitive to reduced alphabets (0 and 1 in this case).
With a binary alphabet, it becomes easier for the GA to detect the good blocks of the individuals' codes. Another advantage comes from the relatively little memory needed to implement the algorithm since boolean variables can be used to represent the population chromosomes. The binary code appears to have two potential drawbacks; however, as the description below will show, these apparent disadvantages are, in fact, advantages.
a. Binary code redundancy
Figure 2 depicts an inconsistent situation in which e k , e k+1 and e k+3 are intracellular edges, and e k+2 is an intercellular edge.
Thus, an intercellular edge (coded 1) has an intracellular edge path connecting its extremities.
[Put figure 2 here]
This inconsistency is actually a redundancy. Indeed, for a given binary chain, it can be considered that zero-alleles define a sub-graph whose connected components determine the cells of the associated solution (see fig. 3 ).
[Put figure 3 here]
Numerical results have shown that this redundancy has good effects in GA exploration [2] . In fact, the greater the number of intracellular edges in a solution, the greater the number of its redundant elements. So, solutions with intensive intracellular traffic are duplicated.
b. Binary code limitation
The following example illustrate what seems to be another drawback to binary coding. Let us consider the flow graph of figure   4 . There are four machines (M1,…, M4) and three edges. The first two edges, each with a weight equal to a, link M1 to M3
and M2 to M4, respectively. The third, with a weight equal to b, links M3 to M4. Let b be greater than 2a.
[Put figure 4 here]
When the maximum number of machines within a cell is set equal to two (N=2), the optimal solution evaluation for minimizing the intercellular traffic is equal to 2a. This evaluation can be obtained from one of the following cell compositions:
C1={M1}, C2={M2}, C3={M3,M4} or C1={M1,M2}, C2={M3,M4}. Although the binary code can easily represent the first composition, it fails to represent the second because there is no intracellular path between M1 and M2. In this case, the binary code represents one optimal solution, which is sufficient. However, if the maximum number of cells is equal to two (J max =2),
there is a problem because this optimal solution is unfeasible. This limitation appears to be the great handicap of the binary coding, but fortunately, it is not. In fact, this feature may even be one of binary coding's greatest assets : it cannot "see"
solutions containing cells with independent groups of machines because it considers that every independent group defines a different cell. Thus, if it is not limited by a J max upper bound, the GA will try to define the most natural number of cells. In section 4.2.4., this point will be examined in more detail, and its impact on the optimality of the proposed approach will be explained.
Remark 2:
The length of the chains can be reduced by the cohabitation constraints. In fact, when two machines are obliged to be in the same cell, the allele corresponding to the edge linking the related vertices is set to zero. As its value must stay constant, this allele can be removed from the genetic code. The values of the alleles corresponding to cohabiting machines are saved in an independent vector that can be used to evaluate solution fitness. It seems that the same can be done for the alleles corresponding to non-cohabiting machines. However, the inconsistency problem (3.2.2.a) implies verifying to determine whether or not the non-cohabiting machines are linked by an intracellular path.
Initial population
Because the binary GA has proved capable of providing good solutions, even with a randomly generated initial population, we chose to generate the initial population randomly in our experiments. Still, given that m-1 intracellular edges can produce a completely connected graph if the set of zero-allele edges forms a spanning tree, it is generally necessary to set the probability P 1 of generating zero-alleles (intracellular edges) to a value inferior to the probability P 2 of generating one-alleles (intercellular edges) in order to prevent single cell solutions. With this in mind, when the flow graph is not poorly connected (i.e. the number of edges is higher than the number of vertices), these probabilities can be defined as follows:
where m is the number of vertices (machines) and Card(E) is the number of edges in the flow graph.
Adaptation function
The adaptation function, also called "fitness", is a vital parameter of the GA method. The fitness function provides an evaluation of each individual, allowing all individuals to be mapped into a totally ordered set [14] . In the literature, such evaluations are generally accomplished using the objective function developed in the related model. However, due to the application of GA operators, when an unfeasible solution is encountered, it is either readjusted to become feasible or simply removed from the population; otherwise, its fitness evaluation is severely penalized [1] .
Given that Nature presents several situations in which good features can be extracted from bad individuals (biological hereditary research confirms this truth), a GA capable of taking advantage of the good blocks in an unfeasible solution's genetic code would be quite useful. From this perspective, it seems logical to define the fitness function F as follows:
First, the minimization problem is transformed into a maximization problem via the formula, T'(C) = B -T(C),
where T(C) is the value of the objective function that indicates the intercellular traffic for a given solution C, and B is an upper bound of T(C). Thus, maximizing T' is the equivalent of minimizing T. If B is set equal to the overall sum of traffic, T' (C) will indicate the intracellular traffic of solution C.
Second, the obtained value is translated using the formula, Z(C)=T'(C)+(u-v(C))
×B, where u is the number of constraints, and v(C) is the number of C unverified constraints. This translation make it possible to sort solutions in u+1 consecutive intervals of length B, with the first being for those solutions which do not check all u constraints, the next being for those which do not check u-1 constraints, and so on, until the feasible solutions are put in the (u+1)th and last interval. The Z(C) value thus obtained can then be fine-tuned using a function that allows the feasible domain to be widened (see fig. 5 ).
[Put figure 5 here]
Interpreting the translation procedure is straightforward: it helps the GA to move from unfeasible solutions to feasible ones.
However, this translation can have a bad side effect, in that the ability of GA to distinguish between feasible solutions is weakened. Applying a fine-tuning procedure allows the GA to maintain its ability to distinguish between feasible solutions, helping it to move not only from the unfeasible to the feasible, but also to converge within the feasible solution space in its search for the best adapted, or most fit, solutions. In addition, the fine-tuning function plays another important role, that of normalizing the value of the adaptation function.
Genetic operators
The following ordered operations are applied to the initial population, after saving the most fit individual.
Selection: The "Roulette wheel" random procedure was used to select an individual [6] . On this wheel, each individual in the population has a slot proportional to its fitness, computed using the formula,
, where s is the GA population size, C k is the k th solution from the GA population (k∈{1,2,…,s}), and F(C k ) is the fitness (adaptation) of the solution C k . A number between 0 and 1 is selected randomly s × P 3 times, where P 3 is a fractional value between 0 and 1. Each time, the individual related to the section containing the generated number is selected. The less fit individuals give up so their places (in the population) to those that are more fit, and those remaining s × (1-P 3 ) are replaced by new randomly-generated individuals.
Crossover: A pair of individuals, called parents, is randomly selected from the population. The parents are then divided at a random point that is nonetheless identical for both parents, thus yielding two head segments and two tail segments. Two offspring are then created by exchanging the parents' tail segments, and the parents give up their places to their children.
This procedure is repeated with another pair until s × P 4 individuals have been replaced, where P 4 is a value between 0 and 1.
Mutation: Randomly chosen individuals are modified by altering random alleles in their chains. The number of individuals that undergoes this operator is determined by the value of the product s × P 5 , where P 5 is a value between 0 and 1.
After applying these operations, the first individual saved is reinserted into the population in the place of a randomly selected, less fit individual. The resulting population becomes the new generation. This process is repeated according to a predetermined number of iterations i max .
Control parameters
The Control parameters referred to throughout the previous sections are recapitulated below:
• s: the number of individuals in the population.
• P 3 : the rate of individuals selected in the selection procedure.
• P 4 : the percentage of the population that undergoes the crossover operator.
• P 5 : the percentage of the population that undergoes the mutation operator.
• i max : the maximum number of iterations (generations) of the GA.
These parameters have an influential role in the enhancement of the GA performance, so more attention must be paid to their setting. The first parameter, population size, must be large enough to insure a good exploration of the search space, without being so large that it increases computational time. The second, selection rate, must be set to allow the easy duplication of those good individuals which may produce the most fit individuals during the breeding (crossover) step. The third parameter, percentage of individuals undergoing crossover, must be big enough to allow every individual to have a progeniture. The percentage of mutant individuals must be small enough to avoid altering the convergence process, and finally, the number of iterations must be set to allow the GA to bring the convergence process to completion. However, regardless of the attention paid to parameter settings, empirical experimentation is generally necessary to choose the parameter values that will push the GA to perform at its best.
The binary GA already performs worthwhile explorations, particularly compared to integer GA that often widen the solution space with bad solutions; however, it would be even more useful to be able to focus this exploration on the most promising
THE BRANCH & BOUND ENHANCEMENT
Branch and Bound (B&B) methods allow an intelligent enumeration of the solution space. The B&B methods that have already been applied to the MCF problem have generally been based on enumerating the variables related to the model used. This model is generally a mathematical program that suffers from the redundancy problem created by a decision variable similar to the one described in section 3.2.1. It goes without saying that a redundancy problem is more critical for a non-heuristic (exact) method due to the large amounts of computation time and memory required for the enumeration. In this section, the basic B&B principles are summarized, and then our B&B method and its application to the MCF problem solving are described. 
The basic principles of B&B methods
B&B prospecting 4.2.1. The idea
In order to prevent the GA from performing unpromising explorations, a Branch & Bound procedure is used to determine regions that may hide good solutions. These regions are then explored by the GA (see Fig. 6 ).
[Put figure 6 here]
To state this formally, let us consider the model based on graph theory principles (see section 2.2). Since a solution is a graph partition, it can, in the case of a connected graph instance, be represented as a sum, using the boolean operator OR , denoted ⊕, of co-cycles (cuts). The solution of Fig. 1 , for example, can be defined as the sum of two of the co-cycles w 1 ,w 2 ,w 3 (see Fig.   7 ).
[Put figure 7 here]
For instance, the sum of w 1 =(0,0,1,0,0,0,1,0,1) and w 2 =(0,1,1,1,1,0,0,0,0) yields w 1 ⊕ w 2 =(0,1,1,1,1,0,1,0,1), which is the genetic code of the solution. To implement the method, both the branching rules and the lower bounds must be specified.
Remark 3:
If the flow graph is not connected, it must be connected by adding fictive edges with null weights. This procedure, which we call flow graph preprocessing, permits the assumption that the flow graph is connected for the purposes of the discussion that follows.
Branching Rules
Let A={w 1 ,w 2 , …, w n } be the set of the n 1 co-cycles related to the flow graph G, and let S be the set of all possible solutions.
Solution set S is first divided into two child subsets, S 0 and S 1 , according to whether or not co-cycle w 1 is used to construct the solutions in S 1 and S 0 (S 0 is the subset of solutions that are not constructed by w 1 , and S 1 is the subset of solutions that are constructed by w 1 ). Then, each subset, S 0 and S 1 , is divided into two child subsets (S 0 into S 01 , S 00 and S 1 into S 11 , S 10 , respectively) according to whether or not co-cycle w 2 is used to construct the solutions of each subset, and so on.
a. Branching procedure
The branching procedure is defined by associating each co-cycle w i , i∈{1,2,…,n} with a decision variable x i (see fig.8 ) which can be defined as follows: equal to one. This subset contains the solution constructed by the sum w 3 ⊕ w 5 as well as all the solutions that can be constructed by adding co-cycles to this sum.
[Put figure 8 here]
b. Construction of the cocycle list
The number of cocycles n grows exponentially with the number of vertices and can become colossal for real instances. For this reason, the branching procedure is based on a subset of chosen co-cycles called the List of Cocycles (L), which can be determined either randomly or through an optimization procedure. The List of Cocycles L can influence the effectiveness of the proposed method, and thus its elements must be chosen with particular care. The list L must be long enough to permit a good exploration of the solution area, without being so long that it has a negative impact on both memory requirements and computational time. In addition, it is important to choose co-cycles with low weights (the cocycle weight is the sum of its edge weights) in order to detect good solution areas.
Given these considerations, a genetic algorithm can be used to determine the majority of L's co-cycles [2] , and the rest can be randomly generated. Because the co-cycle set, which is associated to the XOR boolean operator, describes a vector space, every co-cycle can be generated by a unique linear combination of cocycles from a given base in this vector space. The GA code is defined by a chain of length m−1 (i.e. the base dimension, which is equal to the number of vertices, minus one) in which each allele is associated to a base co-cycle. The allele indicates whether that co-cycle is used to generate the cocycle defined by the chain. The base of the cocycles' vector space can be determined using the spanning tree method [8] . Further explanations for the genetic determination of the cocycle list can be found in Boulif [2] .
Lower bounding
A good lower bounding procedure is characterized by two important features which are unfortunately contradictory: rapidity and tightness. The first means the ability to compute the subsets' evaluations as quickly as possible in order to accelerate the exploration speed, and this is generally the result of low complexity procedures. The second means that this evaluation must be as close as possible to the best solution of the evaluated subset. This second feature enhances the inhibition process and thus the cleverness of the B&B search.
1 In a connected graph of m vertices, n is equal to 2
A compromise between these two features can be obtained using the following procedure: The objective function of the solution defined by the sum of cocycles having positive decision variables (equation (2)) is used to establish a basic evaluation of a subset's lower bound.
When a subset is divided into two child subsets according to a co-cycle w i , the basic evaluation of the child, corresponding to the positive value of the decision variable x i is obtained from the parent's evaluation, to which is added the weight of the w i edges that do not belong to the cocycles that make up the parent's solution subset. For the second child corresponding to the null value of x i , the evaluation is exactly the same.
This basic evaluation can be tightened if the solution related to the current subset is unfeasible. Indeed, unfeasibility, whether produced by the cell size, the number of cells, or the non cohabiting constraints, requires splitting at least one cell to get a feasible solution. First, the cell size constraint is considered: if the solution contains cells whose size exceeds the number of machines allowed in a cell, the value of the lowest weight of the intracellular edges in each cell is determined, then their sum is added to the basic evaluation. Otherwise, the minimum allowable number of cells is considered: if this value is not respected, the weight of the edge that has the lowest weight among the intracellular edges is added. Finally, if both of the previous constraints are respected, the non cohabitation constraints are considered: the sum of the weights of the intracellular edges whose extremities are non-cohabiting machines are added to the basic evaluation.
Once a feasible solution is defined for a subset, it ceases to be explored, since adding any further co-cycles will only worsen the feasible solution by elevating its intracellular traffic or its number of cells. For the default evaluation of those subsets whose overall decision variables are equal to zero, the sum of the K first lower edge weights is used, where K is the minimum number of edges that can define a cocycle.
Theoretical issues concerning the B&B method optimality
It goes without saying that we do not envisage solving the MCF problem optimally with a B&B method. This problem has been proved to be NP-complete, and therefore, solving it optimally would be prohibitive for large-scale instances. However, exploring the idea of optimality for small instances of the problem could be interesting. Seeking optimality in a Branch & Bound exploration would be warranted if certain precautions were taken at the outset, although in this case, there would be no need to do a GA exploration. In general, the optimality of a Branch & Bound approach depends on the completeness of its branching procedure. In other words, does the enumeration cover all the possible solutions? In our proposed approach, an affirmative answer to this question depends on two things: the representativeness of the binary code and the composition of the co-cycle list L.
a. Binary code representativeness
Section 3.2.2 showed that some compositions cannot be represented in binary code because the code can not group two machines in a same cell if they are not linked by an intracellular path. A special case was then presented in which an non-represented solution was an optimal one. Because our B&B method depends on the representativeness of the binary code, it cannot cover the entire set of possible solutions. However, modifying the graph can insure total representativeness. In fact, if fictive edges with null weights are added to the flow graph until it is complete, all the solutions can then be represented by a binary code. For instance, using an extended complete graph, the missing optimal solution (see 3.2.2.) in Fig. 4 can be represented by setting the alleles corresponding to the four intercellular edges equal to one, and the alleles of the intracellular edges linking M1 to M2 and M3 to M4 equal to zero. Note that if the maximum number of cells is not bounded by J max 2 , this 2 The number of cells is obviously always bounded by m.
modification is no longer necessary, since for every missing solution, there would be a binary-coded solution with an equivalent objective function.
b. The composition of the co-cycle list
Although it would seem that the cocycle list must contain every co-cycle to insure the completeness of the search, L can be refined and still maintain completeness. First, since all non-elementary co-cycles can be represented by a sum of elementary co-cycles, non-elementary cocycles become redundant and thus are unnecessary. In addition, L can be refined by making use of the information given by certain constraints, for example, by considering only those co-cycles in which the cardinality of one of the two related 3 vertex subsets is lower than the maximum number of machines allowed in a cell. This refinement does not alter search completeness, since every feasible solution can be represented by a sum of such co-cycles if the flow graph is extended. Furthermore, there is no need to consider co-cycles with an edge that links two cohabiting machines. Indeed, all solutions that result from a co-cycle combination using such a cut are unfeasible.
In short, it would appear that by using an extended complete flow graph and a list of co-cycles that includes only elementary cocycles, the detection of the optimal solutions is guaranteed.
GA exploration
After reaching a certain depth of the B&B tree, the best branches are chosen for an exploration of their associated subsets using the genetic algorithm procedure. The exploration can be restricted to a given branch subset by making some GA alleles equal to one. This is done by adding a non-cohabitation constraint for every machine couple linked by an intercellular edge in the solution (constructed by the sum of positive decision variable co-cycles) of the given subset Note that the genetic code size is thus reduced because the fixed alleles are, to all intents and purposes, removed from the genetic chain (see remark 2).
To illustrate the GA exploration step, let us consider the flow graph defined in figure If the second subset S 01 is selected for the GA exploration, four non-cohabitation constraints are added, defined as
If the third subset is selected, the non-cohabitation set is defined as SN={(M 1 ,M 6 ), (M 3 ,M 6 ), (M 5 ,M 6 )}, and so on. Note that running a GA exploration in the first subset is equivalent to running a GA alone because no co-cycle is used to sort the search space. In the end, the number of the subsets to undergo GA exploration depends on the problem size and is determined by experimentation.
COMPUTATIONAL RESULTS AND EVALUATION
In this section, our computational results are presented to illustrate the benefits of the Branch & Bound enhancement.
Comparing our results with those of earlier methods was impossible for several reasons: these methods either use different objective functions, or require additional input data that has no practical justification (such as a predetermined number of cells), or do not take into account important practical constraints like cohabitation and non-cohabitation. However, in order to justify the advantages of our approach, the GA was implemented with the classical integer codification method, with our binary code approach alone, and with our binary code approach improved by the branch & bound enhancement, all using our objective function.
The three applications were processed on a Cyrix MII 300 microcomputer with a clock speed of 233 MHz and 32 Mo of RAM.
They were coded using a Borland C++ compiler. In the following paragraphs, the three methods are referred to as GAI for the Genetic Algorithm with the classical Integer coding, GAB for the Genetic Algorithm using the Binary coding, and GABB for the Binary Genetic Algorithm with the Branch and Bound enhancement. The default values of the operator parameters used by GAI and GAB are as follows: P 3 = 90 %, P 4 = 80 % and P 5 = 01 %. The third method, GABB, completes a Branch and Bound exploration using the strategy "width first" [8] . Then, the GA explores the best areas, according to the lower bound of the related subset, using the same values as GAI and GAB operator parameters.
Examples
Six examples are presented below. Taken from the literature dealing with operation sequence data inputs, these examples are sorted according to their size, assumed to be equal to the product p×m (number of parts × number of machines). It is important to note that the cohabitation and non-cohabitation constraints were not considered in the papers from which we took the examples. Thus, all such constraints in the following examples have been added. In addition, the examples from Jayakrishnan Nair and Narendran [13] do not take the maximum cell size constraint into account. Thus, we have set N equal to the value of the maximum cell size in the best solution they obtained.
The first example, taken from Jayakrishnan Nair and Narendran [13] , has a size of 20×8. Table 1 shows the machinecomponent incidence matrix to which the operation sequence information has been added. (Note that zeros have been replaced by dots.). The maximum number of machines in each cell, N, is set equal to 4.
[Put Table 1 here]
In the second example, from Vakharia and Wemmerlov [26] , nineteen parts are processed on twelve machines (p=19, m=12).
(See Table 2 ). The maximum number of machines per cell is set at four (N=4), and machines M7 and M12 must be non-cohabitants.
[Put Table 2 here]
In example 3, again taken from Jayakrishnan Nair and Narendran [13] , twenty parts are produced on an equal number of machines (p=m=20). The number of machines per cell is set at five (N = 5). The product routings are given in Table 3 .
[Put Table 3 here]
The fourth example is from Su and Hsu [25] . The workshop produces thirty-five parts on eighteen machines (p=35, m=18), and the number of machines per cell is set at six (N = 6). In addition, Machines M2 and M12 must be placed in different cells, while machines M9 and M16 must be in the same cell. The product routings are shown in Table 4 .
[Put Table 4 here] Example 5, also taken from Jayakrishnan Nair and Narendran [13] , has a 40×25 incidence matrix. (See table 5 .)
The maximum number of machines per cell is equal to four.
[Put Table 5 here]
The last example, Example 6, has a 51×20 incidence matrix and is taken from Nagi [21] . The maximum number of machines per cell is set at five. Table 6 shows the operation sequences.
[Put Table 6 here]
Results discussion
The results obtained by applying the three methods to the above examples are reported in Table 7 . The three methods were run several times for each example in order to determine those parameter values that would render the results stable. (A result is assumed stable if the best related solution always takes more than two to five executions.) The best solution for each method was then reported with its own computational running time.
[Put Table 7 here]
In the first example, the three methods yielded the same solution, with an intercellular traffic equal to 13. In comparison, the intercellular traffic of the solution obtained by Jayakrishna Nair and Narendran [13] was 17. The GABB method reached the best solution during the Branch & Bound exploration, and there was no need to launch the GA exploration. For the second and the fourth example, it proved impossible to compare our results with those of the authors since they had allowed the duplication of machines. Our best solution for the third example is equal to the one reported by Jayakrishnan Nair and Narendran [13] , which those authors claimed was better than that of Haralakis et al. However, our GABB solution is a four-cell composition, while the Jayakrishnan's solution is a five-cell composition. A value of 39 was obtained for the objective function in the fifth example, which is better than the value of 41 obtained by Jayakrishnan Nair and Narendran. Our value for the objective function in the last example was 86, again better than the one obtained by the original author (Nagi et al. [21] ), which was 88. (See Table 8 for the details concerning the best solutions found by GABB for each example.)
[Put Table 8 here] Table 9 presents some of the parameter values used by the classic integer GA and the binary GA. These numbers show that the GAB requires a smaller population size and fewer generations to reach a good solution. Such economy stems from the binary code's ability to facilitate the detection of good genetic blocks. Due to the redundancy problem, such detection is harder for the integer GA. Indeed, when two redundant individuals with good fitness values complete a crossover, the good blocks they hide can be easily destroyed. The integer GA tries to make up for this weakness through a greater population size and/or a higher number of iterations. In the GABB method, the efficient B&B exploration allows the parameter values for population size s and number of generations i max to be reduced to 20 and 100, respectively.
[Put Table 9 here]
The identical results produced by the three methods for the first example stems from the relatively small size of the problem.
However, though the results were the same, the GABB method was more efficient, finding the solution and identifying it as Table 7 ), the GA based on integer coding begins to suffer from its handicapping redundancy problem, while the GAB starts to show its superiority. Even increasing the population size could not attenuate the bad effects of the redundancy problem.
[Put Table 10 here]
Overall, the GABB performance shows that the hybridization is worthwhile. The examples used in this study were relatively average in size, and the B&B exploration was able to enhance the solutions given by the GA alone. Based on its performance here, it is possible to predict that the hybrid method will continue to produce high quality solutions, even for large instances.
The data given in Table 10 shows that the GABB hybrid method yields better performances in terms of the objective functions.
However, as Table 11 highlights, the GABB method's performance is the worst of the three in terms of computation CPU time.
Still, this difficulty can be considerably attenuated by launching the GA exploration of the promising areas at the same time.
[Put Table 11 here]
CONCLUSIONS
Cell formation is one of the main problems to be solved in the design of a cellular manufacturing system. In this paper, we have proposed a graph partitioning formulation of this problem and considered some of the natural data inputs and constraints encountered in real life production systems, such as operation sequence, maximum number of cells, maximum cell size, and machine cohabitation and non-cohabitation. To support our Genetic Algorithm-based approach to the problem, we first highlighted the shortcomings of the classical GA method, based on integer codes. We then proposed a binary coding system and showed its advantages compared to the classical integer coding systems. In order to enhance our binary GA's performance, we proposed a new Branch & Bound (B&B) algorithm. This algorithm uses a cocycle-based branching procedure to explore the solution space so that the GA doesn't prospect in unpromising areas, followed by a GA prospection of the best branches revealed in the B&B exploration. The results obtained show that the binary GA outperforms the classic GA, and that the B&B enhanced GA outperforms the binary GA alone.
We propose to continue our research in the following directions. First, we hope to develop a new method for determining a good list of co-cycles to be used in the branching process, which is part of a well-known NP-Complete problem (graph bipartition problem). Second, we would like to explore how the parallelization capabilities of both the B&B and GA methods can be used to reduce the processing time considerably, thus improving the prospecting domain of these algorithms. Third, we are interested in the idea of a multi-criterion model which could provide a more realistic approach to the MCF problem, and last we'd like to tackle the MCF problem from a dynamic point of view by considering multi-periodic, deterministic and nondeterministic inputs. Fig. 3 Binary code redundancy. Table 10 Intracellular traffic results Example Number Intracellular Traffic GAI GAB GABB
