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Abstract 
This dissertation was written as a part of the MSc in Energy Management at the In-
ternational Hellenic University. Along these lines, this study aims at revealing the dy-
namic relationship of oil prices and the macroeconomic environment across post World 
War II years. In this respect, the analysis contains univariate as well as multivariate ap-
proaches with a view to harnessing the above relation. Moreover, state-of-the-art meth-
odological frameworks are used to better statistically reflect this potential interconnec-
tion. With that in mind, the analysis provides interesting statistical evidence outlining 
the fading of this relationship and even its inexistence in the recent years.  
Here, I would like to state that words are powerless to express my gratitude to Dr The-
odore Panagiotidis, who supported me the most in my effort completing this disserta-
tion study.  
 
 
Trendafili Kevin 
18/12/2017 
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1 Introduction 
This current dissertation document, entitled “How Oil Price Fluctuations Affect Macro-
economy”, has been elaborated as a part of the MSc in Energy Management at the In-
ternational Hellenic University.   
Immediately after the post war years, evidence-based results have strongly illustrated an 
interconnection among oil prices and real economy. Hamilton (1983) stated that nine 
out of ten of the U.S. recessions since World War II were preceded by a spike up in oil 
prices. Most of the events that skyrocket the oil prices have been negatively affected the 
world growth rates. Among these lines, while some events have been deliberately oc-
curred (e.g. OPEC embargo periods with respect to stress global economy) some other 
have been elaborated as a coincidence of wars and conflicts actions happened in oil 
producer countries (Iran-Iraq conflicts, Venezuelan revolution, and more).  
Recent developments in oil markets and the global economy have, once again, triggered 
concerns about the impact of oil price shocks around the world economy. This column 
wonders whether the fuss is really necessary. Among these line, decreases in interna-
tional oil prices over the past couple years, explained partly by strong growth in large 
emerging and developing economies as well as the integration of new technologies in 
drilling methods used for extracting oil, have raised concerns that high oil prices could 
endanger the shaky recovery in advanced economies and small oil-importing countries. 
With that in mind, the main objective of these dissertation is to monitor and explained 
this dynamic relationship and assess whether or not oil price increases will severely af-
fect global economy as in the previous decades. 
As a proxy of the global economy, the study will be focused on the USA macroeconom-
ic environment in which oil demand is an essential asset for the utilisation of its econo-
my activities. In this respect, the causal relationship between oil prices and GNP will be 
examined. Moreover, a set of macroeconomic variables will be integrated into the mod-
els for fuelling the fact that oil prices are not affected by any other variable.  
To this end, this dissertation is structured in 6 distinctive yet balanced chapters as fol-
lows: 
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 Chapter 1 describes a concise yet to the point literature review with a view to 
identifying relevant studies addressing the topic of the dissertation.  
 Chapter 2 presents the main data that will be used in the consequence chapters 
of the dissertations backed by their respective descriptive statistics aiming at bet-
ter understanding their nature. This chapter also illustrates the main statistical 
conversion made with a view to fuel robust results with respect to the estimation 
implemented. 
 Chapter 3 outlines the role of oil in the macroeconomy. To this end, traditional 
approaches combined with recently developed methodological frameworks are 
developed and implemented addressing the best statistical solution of identifying 
past and current trends in this relationship. Along these lines, OLS univariate 
Granger-causality test are implemented as well as VAR multivariate equations 
are built with respect to analyse potential causality (Granger-causality) effects 
within oil and a set of macroeconomic variable. Moreover, a rolling estimation 
approach is proceeded with a view to demonstrate the stability of the estimated 
coefficients. Based upon the rolling estimation, sub-samples are developed to 
better reflect the dynamics of this relationship and OLS as well as VAR frame-
works are again replicated addressing the developed sub-samples.  
 Chapter 4 integrates into the analysis a methodological framework during 
which Mixed Data sampling is enabled without any “users” data transformation. 
The so called MIDAS estimation is implemented with a view to comparing the 
results of OLS estimations and assess the relationship among oil prices and 
GNP.  
 Chapter 5 provides useful insights of a quantile regression statistical framework 
during which outliers are examined in better detail. With that in mind, their ef-
fect is best reflected into the results in which three different portion (quantiles) 
of the distribution is to be taken (0.25, 0.50, 0.75).  
 Chapter 6 illustrates the conclusions stemming from the analysis of the data and 
steps forward to be taken.  
 
On top of those chapters, the dissertations incorporates in its begging an Abstract initi-
ating a concise description of the study. Moreover, in the end of the document are shel-
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tered a Bibliography section where all the relevant bibliography used to aim the struc-
ture of this dissertation is achieved. Finally, you may find Annexed all the estimated 
equations accompanied with their respective statistical tests. 
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2 Literature Review  
This master dissertation is mainly based upon James D. Hamilton work addressing oil 
shocks and their interaction with the macroeconomic environment. Hamilton has pub-
lished during April 1983 a scientific paper titled “Oil and the Macroeconomy since 
World War II”. This paper was published in the Journal of Political since. Along these 
lines, Hamilton’s main outcome was that oil prices affect the business cycles of the 
economy. Specifically, he investigated that relationship by implementing three distinc-
tive hypothesis. The first stating that this correlation is just a statistical coincidence. 
Nevertheless, this hypothesis was immediately rejected by just providing a correlation 
test. The second hypothesis puts special emphasis on the endogeneity of oil prices. In 
this context, the oil prices were examined whether or not are Granger-caused by any 
third macroeconomic variable and therefore affected the overall economy. By conduct-
ing, lagged OLS univariate Granger-causality tests, Hamilton concluded that there is no 
third variable causing oil prices. As for the third and last hypothesis, this outlines the 
fact that indeed some recession are caused by oil price increase. The last hypothesis was 
found to be not rejected and therefore the author concludes that some of the USA reces-
sion periods are resulted by oil price increase.  
On top of those, Hamilton has based his analysis in several exogenous events that may 
have affected oil prices and with their turn the overall performance of the economy. The 
table below illustrates the main events mapped by the author:  
 
Table 1: Post-war events 
Oil Price Episode Principle Factor 
1947-48 
Previous investment in production and transportation capacity in-
adequate to meet postwar needs; decreased coal production result-
ing from shorter work week; European reconstruction 
1952-53 
Iranian nationalization; strikes by oil, coal, and steel workers; im-
port posture of Texas Railroad Commission 
-6- 
1956-57 Suez crisis 
1969 Secular decline in U.S. reserves; strikes bv oil workers 
1970 
Rupture of trans-Arabian pipeline; Libyan production cutbacks; 
coal price increases (strikes by coal workers; increased coal ex-
ports; environmental legislation) 
1973-74 Stagnating U.S. product; OPEC embargo 
1978-79 Iranian revolution  
1980-81 Iran-Iraq war; removal of US price controls  
   
All these exogenous events have negatively affected the oil prices, in the sense increas-
ing the prices and driving the USA economy into a recession cycle.  
On top of the above paper, Hamilton has published in 2003, in the Journal of Economet-
rics, the paper entitled “What is an oil shock”. In this scientific paper, Hamilton has 
tried to replicate the same methodological framework implemented in 1983, but he ex-
panded the sample up to 2001. He found similarities with the initial paper’s results. 
Moreover, with non-linear modelling he tried to understand that oil and macroeconomy 
are bonded up with a non-linear relationship. With that in mind, the author concludes 
that five big oil shocks (oil supply disruptions) has driven oil prices up. 
In this recent paper, Hamilton accounts 5 big oil shocks in 5 exogenous events that have 
led to the drop of oil quantities supplied in the market and therefore the skyrocket of the 
prices. The table below is retrieved by this paper and illustrates the above mentioned.  
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Table 2: Exogenous disruption in world oil supply 
 Source: Hamilton 2003 
 
During this dissertation, almost the same principles of Hamilton’s work are implement-
ed. Moreover, we will try to compare the results of Hamilton along with ours to see 
their interconnection. Nevertheless, our main attempt is to examine the oil price macro-
ecomony relation in this recent years and specifically after 2008 financial crisis. 
Moreover, in our attempt to be aligned with the statistical requirements, we utilise the 
MIDAS approach. MIDAS is a methodological framework during which data coming 
from different frequencies can be estimated instantly in the same equation. In this re-
spect, the main idea of MIDAS was given by Ghysels, Santa-Clara, and Valkanov 
(2004). The literature is not quite extensive in using MIDAS regressions to in address-
ing causality effects among the variables. This approach is used mostly to implement 
forecasts. For instance, Andreou, Ghyses and Kourtellos (2010) has conducted several 
MIDAS regression and compared them with traditional Least Squared frameworks. 
They concluded in the fact that traditional aggregation models are biased inefficient in 
assessing the real results. Along these lines they proposed two test for solving the above 
problem. 
On top of that, the same authors (Andreou, Ghyses and Kourtellos 2010) has conducted 
forecasts with mixed data sampling. They have proposed a naïve approach by utilizing 
parsimonious and data-driven aggregation scheme based on a low dimensional high fre-
quency lag polynomial. The same methodological framework is used also in our attempt 
in addressing the oil price – macroeconomy relation.  
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Last but not least, Michelle T. Armesto, Kristie M. Engemann, and Michael T. Owyang 
(2010) has published in the Federal Reserve Bank of St. Louis Review, a forecasting 
methodology, based on, Andreou, Ghyses and Kourtellos (2010), in order to predict the 
USA output, measured in GDP growth rates, with respect to unemployment rates.  
 
 
 
Given the nature of this dissertation, a non-extensive literature review is proposed. 
The fundamental scope of this study is only to replicate the Hamilton’s (1983 and 
2001) methodological frameworks and derive results for the current year. Moreover, 
a comparative analysis is to be implemented in the following sections among Hamil-
ton’s results and our ones (only for the same periods).  
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3 Data and descriptive statis-
tics  
3.1 Real Oil Prices 
First thing first, the data addressing the oil prices are downloaded, for the period 
1949M01 up to 1956M12, from the well-known database of Federal Reserve Bank of 
St. Luis (www.fred.stlouisfed.org). With respect to this dataset, seasonality as well as 
nominal magnitude were present. Therefore, measurements regarding these effects have 
been taken. The seasonality was extracted by applying the e-views Census X-13 func-
tion. On top of that, the nominal magnitude was obliterated by deflating the series with 
a base price of 2010=100. Moreover, for the period 1957M01 up to 2001M10 were 
downloaded for Hamilton 2001 (www.econweb.ucsd.edu/~jhamilton/). Finally, the data 
from 2001M11 up to 2017M09 were downloaded from Bureau of Economic analysis 
web page (www.bea.gov). The data retrieved for the last three period were real in mag-
nitude as well as diseasonalised. Therefore no action was made with this respect. All in 
all, the oil prices were aggregated in a single excel file and then transferred into e-views 
statistical package.  
The figure below illustrates the path in which real oil prices span across the time period 
1949M1-2017M9. It is easily observed that oil prices in the early years of the sample 
followed a very linear yet constant path. Among these lines, oil prices were not exceed-
ing 17 real dollars per barrel in 1973. This behaviour has changed afterwards this year. 
The prices are becoming more volatile as well as ups and downs are observed and the 
first peak is reached in February of 1981. During this period, Iran-Iraq war was under-
way when both countries were producing and supplying the world with oil. Therefore, 
shortages of oil quantities drove the price in a maximum of 115 real dollars per barrel 
(hereafter referred as $/barrel). The years to come and up until early months of 1990, 
the oil prices have been steadily reduced, depicting small fluctuations. These was due to 
the comeback of Iraq and Iran which has started again to extract considerable amounts 
of oil from their wells. Moreover, the demand for petroleum products declined consid-
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erably leading Saudi Arabia to shut down its production by 75% between 1981 and 
1985. These measurements were not enough to prevent the steep decline of oil prices1.  
Afterwards, oil prices again reached a peak of 118$/barrel during October of 1990. In 
this context, a major event has happened during that period. The first Persian Gulf War 
again dropped the quantities available in the market. Moreover, this situation has led the 
American GDP to drop that much as to face a recession downturn. In the year to come, 
and up until 1996, the prices of oil are again constant with less volatility involved. Note 
that after November of 1996 a steep decline in oil prices is observed reaching a mini-
mum price of 26$/barrel in February of 1998. During this period, Asia crisis begun to 
affect global economy. Thai baht was collapsing as well as South Korean currency was 
facing serious problems. With that in mind, severe financial distress appeared dissemi-
nating bad news to money markets as well as to the real economy. As Hamilton (2011) 
states, “in real term that was the lowest price since 1972, and a price that perhaps never 
will be seen again”. The graph below depicts exactly the above mentioned statement.  
The economic growth that proceeded in the following years drove the oil prices again 
up. The demand reached its pre-Asian crisis levels. Then, a second decline in oil prices 
is recorded in 2003 when the second Gulf War was present and Venezuelan unrest 
dropped the world production. Among these lines, the magnitude in oil prices was 
smaller compared to the other oil supply disruptions as the downturn is far smaller. Af-
terward, and up until 2008, a great oil price increase is observed reaching its highest his-
torical level of 384$/barrel. The economic growth of this time period has led to the in-
crease oil product consumption by 49% (highest fluctuation point). Immediately after is 
highest peak, the oil prices declined steeply as a results of economic crisis. In growth 
rate terms, this is the maximum historical fluctuation downturn point (period July 2008 
– December 2008) when the oil prices dropped by approximately 37% which is translat-
ed to high risky period in investing to oil and its derivative products. 
Up until 2014, the oil price has faced an increase reaching a medium price of 
300$/barrel. But again, a severe decline is observed in 2016. This is mainly due to the 
significant increase in oil production stemming from the US wells. Moreover, the dis-
covery of shale gas and its extraction in reasonable market prices has born a robust 
                                                 
1 Historical Oil Shocks, James D. Hamilton, 2010, revised 2011. 
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competitor for oil. The recent years, depict a small yet steady increase in the oil prices 
as a consequence of the economic growth that global economies is currently facing. 
 
 
 
 
3.1.1 Descriptive Statistics of Real Oil Prices 
The table below showcases the basic yet interesting descriptive statistics of oil prices 
during the time period of 1949M01 – 2017M09. Specifically, the mean value of the 
time series is approximately 71$/barrel and a median of 48.30$/barrel with its minimum 
value reaching 9.62$/barrel (in 1952M12) and its maximum value striking the extraor-
dinary value of 384.30$/barrel (in 2008M07). Moreover, the third and the fourth move-
ments, Skewness and Kurtosis respectively are approximately 1.71 and 5.34. In risk 
terms, the standard deviation is reported at 75.45.   
 
Table 3: Oil Prices Basic Statistics 
Mean Median Max. Min. Std. Dev Skewness Kurtosis 
J-Bera  
p-value 
70.9084 48.30 384.30 9.62 75.45329 1.71 5.34 0.000*** 
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Figure 1: History of Oil Prices, 1949M01-2017M09 
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If we combine the last two statistics, we can obtain the Jarque-Bera statistics. This, tests 
whether the observations are normally distributed. Thus, 
 
0
1 0
:
:
H residuals are normally distributed
H H is rejected  
 
To reject or not the null hypothesis we test whether the statistic, exceed or not its critical 
value, or we compare the respective p-value with a desirable level of significance. In 
that case, 
 
0.000 0.005p value a     
 
So, I reject the H0 and the residuals are not normally distributed. This fact can be con-
firmed from the histogram of the residuals. Hence, 
 
 
 
 
Thus, the figure above shows a positive skewed distribution of the residuals. The red 
line represents the density function of a normal distribution. So, the oil prices are 
proved to be not normally distributed. 
 
Figure 2: Histogram of oil prices 
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3.2 Real Gross National Product 
The data addressing the real GNP of the USA are retrieved from the database of Federal 
Reserve Bank of St. Luis (www.fred.stlouisfed.org). Again the period selected is the 
same as above for oil prices but in quarters, that is 1949Q1 to 2017Q3, for consistency 
purposes. The series was right from the beginning deseasonalised as well in real terms 
(Billions of chained 2009 dollars).  
A major difference between the oil prices and the real GNP are reported in different 
time frequencies. The oil prices are reported monthly whereas the real GNP in quarters. 
This issue is further discussed and specific methodologies are applied in order to get 
consistent yet robust estimations.  
The figure that follows illustrates the historical path of the real GNP in the USA. The 
real GNP follows an increasing trend over the year. We can only observe some small 
fluctuations in this line. Therefore, the real GNP behaviour will be further analysed in 
the real GNP growth rate section which will follow in some sections below.  
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Figure 3: Real GNP, 1949Q1-2017Q3, USA 
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3.2.1 Real GNP Descriptive Statistics  
The table below provides meaningful insights on the movements of the real GNP. In 
this context, the mean value of the series is 8177.48 billion dollars and the median 
reaches 6772.80 dollars. Among these lines, the maximum GNP value is reported in 
2017Q3 and its minimum at 1949Q1. The second movement, the standard deviation, is 
approximately 4626. As for the 3rd and the 4th movement those are 0.42 and 1.83 respec-
tively. 
 
Table 4: Real GNP Basic Statistics 
Mean Median Max. Min. Std. Dev Skewness Kurtosis 
J-Bera  
p-value 
8177.475 6772.799 17198.04 2015.281 4626.212 0.42 1.83 0.000*** 
 
If we combine the last two movements we can again receive the Jarque-Bera (J-B) sta-
tistic. In that case, 
 
0.000 0.005p value a     
 
Therefore, we do not fail to reject the null hypothesis and the residual’s distribution 
does not follow a Gaussian process. Moreover, the J-B test is fully confirmed visually if 
we plot the residuals next to the normal distribution.  
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Figure 4: Histogram of real GNP 
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3.3 Growth rates – Solving trending and non-
stationarity 
A major drawback when using prices, is that most of the economic time series are se-
verely suffered from time trending. Moreover, this causes most of the times non-
stationary series which means that the values of the series do not pass frequently from 
their average sample value. Therefore, if we estimate a regression which combines non-
stationary time series: 
 a shock can stagnate the series in a high or low value making its mean reversing 
very difficult, and   
 such regression can produce a spurious regression which may provide mislead-
ing statistical evidence of a linear relationship between independent non-
stationary variables. 
The table below provides the usual unit root tests (Augmented Dickey-Fuller, Phillips-
Perron, Kwiatkowski–Phillips–Schmidt–Shin) results for the real oil prices as well as 
real GNP. These test are meant to check formally the stationarity of the time series un-
der consideration. All test have been concluded on raw data (levels only – therefore 
prices). The results provides strong evidence of non-stationarity. Indeed, the test statis-
tics for the ADF and PP test are larger than the respective critical values (which are 
mentioned at the bottom of the table). Therefore, the null hypothesis is not rejected and 
the series are non-stationary. For KPSS unit root test, the test statistics provide evidence 
of rejecting the null hypothesis of stationarity.  
 
Table 5: Unit root test results for real oil prices and real GNP 
 ADF 
None 
ADF 
Drift 
ADF 
Trend 
PP Con-
stant 
PP Trend KPPS 
Oil Price -1.529823 -2.43577 -4.316612 -1.976469 -3.211231 0.320542 
GNP  - 5.565098 -2.31775 -1.554520 -2.871883 -3.426311 0.457147 
Note: Test statistics are given. ADF stand for the Augmented Dickey-Fuller unit root test, PP for 
the Phillips-Perron unit root test as well as the KPPS for the Kwiatkowski–Phillips–Schmidt–
Shin unit root test. Corresponding critical values (at 5% significance level) are: -1.94 for ADF 
None, -2.86 for ADF Drift, -3.41 for ADF Trend, -2.86 for PP Constant, -3.41 for PP trend and 
0.46 for KPPS.  
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In this context, I have employed first logarithmic differences in order to transform the 
data from levels to growth rates. The main rationale in doing so, is the following:  
 
                          (eq.1) 
 
As before, the table below provides the same unit root test but for the real oil price 
changes (growth rates) as well as real GNP changes after applying the returns equation. 
All the test have been conducted on the first logarithmic differences of real oil prices as 
well as real GNP. The results produced reveal that log-returns shown to be stationary. 
Indeed, the test statistics reproduced for ADF and PP tests are far smaller than the criti-
cal corresponding values. The overall conclusion is that we can safely reject the null 
hypothesis of the existence of unit root. As for the KPSS test, the test statistics are 
smaller than the critical values and therefore the null hypothesis is not rejected. Hence, 
both series have been transformed into stationary ones by implementing first log-
differences. 
 
Table 6: Unit root test results for Oil price and GNP changes 
 ADF 
None 
ADF 
Drift 
ADF 
Trend 
PP Con-
stant 
PP Trend KPPS 
Oil change -21.82644 -21.8433 -21.83081 -21.37050 -21.35593 0.043503 
GNP change -5.265419 -11.1622 -11.35186 -11.34072 -11.44992 0.047364 
Note: Test statistics are given. ADF stand for the Augmented Dickey-Fuller unit root test, PP for 
the Phillips-Perron unit root test as well as the KPPS for the Kwiatkowski–Phillips–Schmidt–
Shin unit root test. Corresponding critical values (at 5% significance level) are: -1.94 for ADF 
None, -2.86 for ADF Drift, -3.41 for ADF Trend, -2.86 for PP Constant, -3.41 for PP trend and 
0.46 for KPPS.  
1log( ) log( )t t treturns price price  
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3.4 Real Oil Growth Rates 
The figure that follows provides useful insights on how oil price growth rates has 
changed during the entire sample length. The graph also depicts the fact that oil prices 
has faced several ups and downs during this period. Excepting for the first years of the 
sample which oil prices seem to be constant, all the sample is suffering from severe 
fluctuations. This evidence provides meaningful information about the risk that associ-
ates investing in oil and its derevatives.  
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Figure 5: Real Oil Price changes, 1949M01-2017M09 
 
3.4.1 Descriptive Statistics of Real Oil Price Changes 
The table below showcases the main descriptive statistical measurements of real oil 
price changes. Among this context, the mean value of the growth rates is 0.003 and the 
median is equivalent to zero. The maximum change of oil prices has been reported in 
1990M08 with a value of 0.48 or 48% as well as the minimum change has been reported 
in 2008M11 (during the financial crisis though) with is value reaching -0.36 or -36%. 
The standard deviation is 0.0725, the skewness -0.45 as well as the kurtosis 9.87.  
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Table 7: Real Oil Price Changes Basic Statistics 
Mean Median Max. Min. Std. Dev Skewness Kurtosis 
J-Bera  
p-value 
0.003066 0.0000 0.485009 -0.3674 0.072567 -0.45128 9.87 0.000*** 
 
If we combine the last two movements we can again receive the Jarque-Bera (J-B) sta-
tistic. In that case, 
 
0.000 0.005p value a     
 
Therefore, we do not fail to reject the null hypothesis and the residual’s distribution 
does not follow a Gaussian process. Moreover, the J-B test is fully confirmed visually if 
we plot the residuals next to the normal distribution. Actually, the distribution is more 
than leptokurtic. In this context, most of the observations are clustered in the mean val-
ue whereas some observations are distributed in the tails, giving fat tails to the distribu-
tion.   
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Figure 6: Histogram of real oil price changes 
  -19- 
3.5 Real GNP changes 
The figure below provides interesting results after converting real GNP into growth 
rates. By doing so, we can examine better the changes in the economy. The figure re-
veals that major fluctuations are present in the sample whereas the figure of real GNP 
was only a straight line giving no information about any significant change across the 
years. It is worth stating in this section the biggest downturns that US economy has 
faced and have produced recession periods. Cumulatively, the US economy has faced 
11 recession periods during the life-span of the sample (1949-2017). Those periods are: 
 
 1949 with a duration of 11 months; 
 1953 with a duration of 10 months; 
 1958 with a duration of 8 months; 
 1960-61 with a duration of 10 months; 
 1969-70 with a duration of 11 months; 
 1973-75 with a duration of 1 year and 4 months; 
 1980 with a duration of 6 months; 
 1981-82 with a duration of 1 year and 4 months; 
 1990 with a duration of 8 months; 
 2000 with a duration of 8 months; as well as 
 2007 with a duration of 1 year and 6 months2. 
 
All the above mentioned recessions are well depicted in the figure below. In the context 
of this master dissertation, we will examine whether or not these recession periods are 
associated with any oil shock or oil important historical event. Therefore, statistical test 
                                                 
2 Federal Reserve Bank of St. Louis, NBER based Recession Indicators for the United States from the 
Period following the Peak through the Trough [USRECD], retrieved from FRED, Federal Reserve Bank 
of St. Louis; https://fred.stlouisfed.org/series/USRECD, December 13, 2017. 
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of a variety of methodological approach (OLS, MIDAS, etc.) will be implemented to 
showcase the fact that the relationship between oil and GNP is not a coincidence.  
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Figure 7: Real GNP changes, 1949Q1-2017Q3, USA 
 
3.5.1 Descriptive Statistics of Real GNP Changes 
The table which follows incorporates the basic descriptive statistics of the transformed 
real GNP values. With that in mind, the mean value of the growth rate series is 0.0077 
and the median 0.0076. The minimum value has been reported in 2008Q4 with a value 
of approximately 2.7% drop. On the other hand, the maximum change has been ob-
served in 1950Q1 (3.9%). The standard deviation is 0.0095, the skewness -0.16 as well 
as the kurtosis 4.65.  
 
Table 8: Real GNP changes Basic Statistics 
Mean Median Max. Min. Std. Dev Skewness Kurtosis 
J-Bera  
p-value 
0.007761 0.007653 0.039216 -0.02650 0.009567 -0.16873 4.65 0.000*** 
 
  -21- 
If we combine the last two movements we can again receive the Jarque-Bera (J-B) sta-
tistic. In that case, 
 
0.000 0.005p value a     
 
Therefore, we do not fail to reject the null hypothesis and the residual’s distribution 
does not follow a Gaussian process. Moreover, the J-B test is fully confirmed visually if 
we plot the residuals next to the normal distribution. Actually, the distribution is more 
than leptokurtic. In this context, most of the observations are clustered in the mean val-
ue whereas some observations are distributed in the tails, giving fat tails to the distribu-
tion.   
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Figure 8: Histogram of Real GNP changes 
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4 Role of Oil Prices in Macroe-
conomy 
4.1 OLS Framework 
To begin with the analysis, we will examine the relationship between oil price changes 
(hereafter referred as oil prices) and a set of macroeconomic variables that approximate 
the reality (Sims 1980)3. In this section the relationship between the oil prices and a set 
of 5 variables will be examined. In this context, we will employ 2 output time series, the 
real GNP – the one we presented above – and unemployment. Unemployment is con-
verted by taking first logarithmic differences on the number of unemployed people dur-
ing the examined period. Moreover, 2 price time series re used, named the USA CPI 
(for non-farm business income) and the hourly compensation of workers as well as a 
single variable M2 which represents the financial sector4. All data are downloaded from 
the database of Federal Reserve Bank of St. Luis (www.fred.stlouisfed.org). 
The relationship between these variables and oil will be examined both in a univariate 
framework as well as a multivariate one. As for the first, Hamilton (1983) suggests an 
OLS regression can best approach the statistical relationship between the variables. The 
proposed regression is the following: 
 
     (eq.2) 
                                                 
3 Sims macroeconomic environment consists of 6 variables whereas in this dissertation only 5 are used. 
This is done, because there was a shortage in import prices which there values are starting from 1980 in 
most of the databases.  
4 The series includes a broader set of financial assets held principally by households. M2 consists of M1 
plus: (1) savings deposits (which include money market deposit accounts, or MMDAs); (2) small-
denomination time deposits (time deposits in amounts of less than $100,000); and (3) balances in retail 
money market mutual funds (MMMFs). Seasonally adjusted M2 is computed by summing savings depos-
its, small-denomination time deposits, and retail MMMFs, each seasonally adjusted separately, and add-
ing this result to seasonally adjusted M1. https://fred.stlouisfed.org/series/M2SL 
11 2 2 3 3 4 4 1 1 2 2 3 3 4 4tt t t t t t t t
o c a o a o a o a o b z b z b z b z
       
        
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Where Ot is the price changes of oil and Zt, one of the 5 variables of Sims system. Gen-
erally, we will develop one equation for each variable, therefore 5 estimations will be 
generated at the end of the analysis.  
This equation will be used for assessing the statistical possibility in case that any macro-
variable Granger-causes oil. In order to address the aforementioned statement, a joint 
hypothesis testing is to be implemented. In this way, the hypothesis testing is the fol-
lowing: 
 
0 1 2 3 4
1 i
: b b b b 0
: At least one b is different from zero
H
H
   
 
 
In order to decide whether or not to the null hypothesis will be rejected, F-statistic will 
serve and its respective p-value will serve as benchmark for our decision-making. Spe-
cifically, we will employ the methodology that comes: 
 
( ) 0.005p value of F stat a     
 
In case the above equation is evidently true, then we can reject the null hypothesis of 
coefficients jointly equal to zero. In that case, at least one bi  is statistically different 
from 0 and therefore the variable Granger-causes oil prices.  
But what if any of the 5 variables Granger cause oil prices? What would a meaningful 
interpretation of this? If the answer in the first question is yes then some third set of' 
variables in fact caused both the oil price increases and the recessions then one should 
be able to identify unusual behaviour in some of the key macro series in evidence prior 
to the oil price increases, which could have contributed significantly to the predictions 
of subsequent changes in oil prices5.  
Moreover, instead of having the oil prices set as a dependent variable one can put the 
other variables in the place of oil. Hence, the equation becomes: 
 
 
     (eq.3) 
 
                                                 
5 Oil and the Macroeconomy, Hamilton, Journal of Political Economy, 1983 
11 2 2 3 3 4 4 1 1 2 2 3 3 4 4tt t t t t t t t
z c a o a o a o a o b z b z b z b z
       
        
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This equation is very similar with the previous one, but the outcomes are far too differ-
ent. First thing first, the hypothesis testing is the same as above but now we are observ-
ing the coefficients of the lagged values of oil prices. Moreover, now the equation ex-
plains the existence of Granger causality of oil in the other macro-variables. Therefore, 
hypothesis testing is depicted below: 
 
0 1 2 3 4
1 i
: a 0
: At least one is different from zero
H a a a
H a
   
 
 
Again the p-value of the F-statistics of the 5 estimated regressions will drive to the re-
jection or no of the null.  
 
( ) 0.005p value of F stat a     
 
In order to regret the above equation some major transformations must be implemented 
mainly addressing stationarity. First, the table below presents 3 unit root test for each 
variable without any modification to their structure (excluding oil prices and real GNP 
which are presented above).  
 
Table 9: Unit root tests for CPI, Unemployment, Compensation and Money  
 ADF 
None 
ADF 
Drift 
ADF 
Trend 
PP Con-
stant 
PP 
Trend 
KPPS 
CPI 3.402547 4.639784 3.476913 4.079034 3.371326 0.727153 
Unemployment -1.197344 -4.20931 -4.396565 -3.176462 -3.210148 0.122967 
Worker comp 5.992033 -1.83958 -2.098206 -1.707223 -2.268582 -1.70722 
Money  9.846392 8.805461 5.176305 16.82461 6.839295 0.673145 
Note: Test statistics are given. ADF stand for the Augmented Dickey-Fuller unit root test, PP for 
the Phillips-Perron unit root test as well as the KPPS for the Kwiatkowski–Phillips–Schmidt–
Shin unit root test. Corresponding critical values (at 5% significance level) are: -1.94 for ADF 
None, -2.86 for ADF Drift, -3.41 for ADF Trend, -2.86 for PP Constant, -3.41 for PP trend and 
0.46 for KPPS.  
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Given the table above, all variables, except for unemployment, are strongly non-
stationary. Therefore, measurements should be taken. Again, first differencing approach 
is employed in order to overcome spurious regressions. 
  
 
                            (eq.4) 
 
 
By implementing first differences the statistics of the unit roots are converted into: 
 
Table 10: Unit root test for changes of Sims variables 
 ADF 
None 
ADF 
Drift 
ADF 
Trend 
PP Con-
stant 
PP 
Trend 
KPPS 
CPI -11.57764 -11.5702 -11.51120 -16.70552 -16.95121 0.488762 
Unemployment -7.612755 -7.60756 -7.622010 -28.15742 -28.13097 0.034538 
Worker comp -6.284162 -17.5284 -18.01314 -17.42032 -17.91669 0.108274 
Money -2.568294 -7.075472 -7.326143 -16.74948 -16.89495 0.186600 
Note: Test statistics are given. ADF stand for the Augmented Dickey-Fuller unit root test, PP for 
the Phillips-Perron unit root test as well as the KPPS for the Kwiatkowski–Phillips–Schmidt–
Shin unit root test. Corresponding critical values (at 5% significance level) are: -1.94 for ADF 
None, -2.86 for ADF Drift, -3.41 for ADF Trend, -2.86 for PP Constant, -3.41 for PP trend and 
0.46 for KPPS.  
 
The table above provides strong evidence of stationarity. Therefore first differencing 
has worked for us by solving the problem of non-stationarity.  
On top of stationarity, another major drawback should be solved. Most of the variables 
that will be included in the models are reported in a monthly basis whereas some other 
(real GNP and hourly worker’s compensation) are reported in a lower frequency, that is 
quarterly. A feasible and fast solution is to take the end values of quarters of the month-
ly data (for example keeping only March, June, and so on). In our case, we have devel-
oped the time averaging methodological framework during which we have compounded 
the simple average quarterly growth rates of all variables coming from the monthly time 
1log( ) log( )t t treturns price price  
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dimension (the methodology is implemented also vice and versa among the different 
OLS estimations): 
 
                                             (eq.5) 
 
Now, that we have converted all the variables to be existing in the same time frame pe-
riod which is the quarterly dimension.  
With that in mind, we will perform the estimation for the entire sample range available. 
The table below presents the main outcomes of regressing the above OLS equations. 
Specifically, the table illustrates the F-statistic as well as its respective p-value.  
 
Table 11: OLS specification for 1949Q2 – 2017Q3 
 q=4, T=274 (1949Q2-2017Q3)  
H0 F-statistic P-value 
Granger -
Causality 
Real GNP → Oil prices 0.355651 0.8400 No 
Oil prices → Real GNP 6.843808    0.0000*** Yes 
Unemployment → Oil 
prices 
0.508029 0.7299 No 
Oil prices → Unem-
ployment 
16.54879    0.0000*** Yes 
Compensation → Oil 
prices 
0.879002 0.4770 No 
Oil prices → Compen-
sation 
1.859244   0.066682* Yes 
CPI → Oil prices 0.428360 0.7881 No 
Oil prices → CPI 29.75559    0.0000*** Yes 
Money → Oil prices  1.748739 0.1403 No 
Oil prices → Money 14.00245    0.0000*** Yes 
 
1
1 n k
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Table 9 gives meaningful yet straightforward insights on how oil is affected by the mac-
roeconomic environment. Firstly, real GNP does not Granger causes oil prices. On the 
contrary, oil is Granger causes real GNP in a significance level of 99%. Moreover, un-
employment cannot “cause” any fluctuation to oil prices as the p-value of the F-
statistics is much higher than 0,05. But, oil is strongly Granger causing unemployment. 
As for the relationship within hourly compensation and oil prices, only oil Granger 
causes compensation. Note that only in 10% statistical significance, oil causes compen-
sation. On top of that, oil Granger causes CPI but the reverse relationship is not in place. 
Last but not least, the financial variable, that is MONEY, is not Granger-causing oil 
prices. On the other hand oil prices strongly affect the financial sector as the F-statistic 
is much higher than its critical value. Therefore, the table above showed that no third set 
of variables can affect oil price fluctuations. On another note, oil is causing all of the 
variables of the Sims macroeconomic framework.  
 
4.2 VAR Framework 
But what if we examine the same relations in a multivariate environment such as a VAR 
model (Sims 1980). Now we will try to replicate the above OLS regression into a single 
VAR model. VAR models (vector autoregressive models) are used for multivariate time 
series. The structure is that each variable is a linear function of past lags of itself and 
past lags of the other variables. The simple bivariate VAR(k) model is given by the fol-
lowing equation system.  
 
  (eq.6) 
 
In that case, we will employ a well balanced system with 6 equation along with lags that 
will be given by Swartz lag length criterion.  
 
                             (eq.7) 
 
Note that k is the total number of regressors in all equations, which will be equal to (g2k 
+g) for g equations, each with k lags of the g variables, plus a constant term in each 
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equation. The values of the information criteria are constructed for 0, 1, … lags (up to 
some pre-specified maximum lag length). 
VAR moles are more flexible that OLS as they elaborate the following advantages over 
them:  
 
 Do not need to specify which variables are endogenous or exogenous - all are        
endogenous; 
 Allows the value of a variable to depend on more than just its own lags or         
combinations of white noise terms, so more general than ARMA modelling; 
 Provided that there are no contemporaneous terms on the right hand side of the 
equations, can simply use OLS separately on each equation. 
 
The lag structure of the model is essential for the analysis. Thus, a lag length criteria is 
needed. For the purpose of this analysis, Schwarz criterion is taken into consideration as 
stated and above. The information criterion provided the preferable lags, which are 2 (to 
further see all the selection criteria, see Annex of this document). Therefore, a VAR(1) 
model is estimated. The model consists of 6 independent variables which are the real 
GNP, oil prices, unemployment, CPI, compensation and money.  
In contrast with the analysis of the matrix of cross-correlations, we may resort to 
Granger causality tests as well. These tests allow us to infer causality ‘in the Granger 
sense’ between a set of dependent and independent variables selected, and may be use-
ful in modelling prior to the regression analysis. When applied to commodity markets, 
Granger causality tests will tell us the nature of the inter-relationships between the vari-
ous markets and categories of commodities. 
Granger causality is examined using the Granger -causality test testing the null hypothe-
sis of the nonexistence of Granger-causality. The different coefficient estimated can 
help us execute different statistical tests and conclude about the linkage between the 
values. The table below depicts the Granger causality between the variables.  
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Table 12: VAR Granger causality (other variables to oil prices) 
From To p-value 
Real GNP Oil prices  0.5107 
Unemployment Oil prices  0.9481 
CPI Oil prices 0.4087 
Money Oil prices 0.7734 
Compensation  Oil prices 0.3192 
 
The table above showcases that none of the variables Granger causes the oil prices. As 
for the hourly compensation of workers’ those are statistically insignificant in this 
framework although the p-value is smaller than the other variables. Let’s now examine 
the reverse case, that is, whether oil Granger-causes the macroeconomic environment.  
 
Table 13: VAR Granger causality (oil prices to other variables) 
From To p-value 
Oil prices Real GNP   0.0854* 
Oil prices Unemployment 0.2165 
Oil prices CPI 0.3501 
Oil prices Money 0.6075 
Oil prices Compensation 0.1914 
 
The table above revealed that oil is only Granger causes real GNP! This result is totally 
different from the OLS framework. This may derives from the distribution of residuals 
stemming from the OLS regression.  
All in all, both tables showcase the fact that oil prices are not affected by any other mac-
roeconomic variable. On the contrary oil prices are Granger cause only real GNP. This 
results comes to set a different view with respect to the OLS findings. 
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4.3 Rolling Regression  
Rolling approaches (also known as rolling regression, recursive regression or reverse 
recursive regression) are often used in time series analysis to assess the stability of the 
model parameters with respect to time. 
A common assumption of time series analysis is that the model parameters are time-
invariant. However, as the economic environment often changes, it may be reasonable 
to examine whether the model parameters are also constant over time. One technique to 
assess the constancy of the model parameters is to compute the parameter estimates 
over a rolling window with a fixed sample size through the entire sample. If the parame-
ters are truly constant over the entire sample, then the rolling estimates over the rolling 
windows will not change much. If the parameters change at some point in the sample, 
then the rolling estimates will show how the estimates have changed over time. 
At the moment and for the rest of dissertation, we will put special emphasis on the rela-
tionship between oil prices and the real GNP. The OLS regressions estimated in the 
begging of the analysis illustrate the fact that oil strongly affects the real GNP whereas 
the up side down relationship does not apply (real GNP causing oil prices). Those find-
ings are addressing the entire sample in which the data are observed. Someone can state 
the fact that the sample size is so big that it is biased regarding the historical events that 
passed through 1949 to 2017. Indeed, a lot of interesting events has happened and it is 
preferable to examine further the stability of the coefficients regarding the regression 
estimated in our first attempt.  
Among these lines, a rolling estimation approach will follow in order to monitor the be-
haviour of the coefficients. In case the latter show a linear pattern among the years then 
the relationship is the same across 1949 up to 2017. In this context, the rolling regres-
sion for the equation 05 resulted in the following graphs:  
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Figure 9: Rolling estimation point estimates, 1949Q2-2017Q3 
 
As the graph shows, none of the lagged values are following a steady yet linear path. 
Therefore, the sample must be divided into subsamples and all the above OLS as well as 
VAR methodologies has to be conducted again. In this case, we will have the opportuni-
ty to measure the different impact of each period in our variables.  
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4.4 Sub-Samples 
The sample is divided into 4 distinctive sub-sample each and every addressing different 
major event that has happened in 20th as well as 21st century. Therefore, I will now 
showcase the sub-samples and the rationale in which are structured.  
 1949Q2 – 1972Q4: The early post-war era. This was the first sample period that 
Hamilton (1983) has tested the lagged OLS regressions. Therefore, it make 
sense to compare our results with the Hamilton ones and see if any robust out-
come can be produced.  
 1973Q1 – 1996Q4: The age of OPEC. This period of time included OPEC sup-
ply embargos (1973-1974), Iranian revolution (1978-1979), Iraq Iran war 
(1980), the great price collapse (1986) the first Persian Gulf War (1990-1991). 
 1997Q1 – 2010Q4: The new industrial era. This period entails the Asian crisis 
of 1997-1998 that affected the global economy, the steady growth of the years 
1998-2000, the Venezuelan unrest as well as the second gulf war. Moreover, this 
phase time consists the vital economic crisis of 2008.  
 2011Q1 – 2017Q3: New energy player on stage. This is the period in which 
technologies associated with the oil extraction are facing rapid growth causing a 
price downturn. Moreover, state of the art extraction methodologies (horizontal 
fracturing, etc.) has brought into life new players, such as the Canadian Shale 
gas which is now produced with market prices and its penetration to the market 
is steadily increasing.   
 
In that way the 4 sub samples that we will be focusing from now on in our methodolo-
gy. Now we will again employ the OLS estimations only for the real GNP – oil prices 
relationship as well as the VAR approach but incorporating all the Sims variables for 
consistent results. Nevertheless, our main what’s going on with the oil and GNP mar-
riage during the sub-samples?  
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4.4.1 OLS Framework – Subsamples  
With the above sub-samples in place, we will perform the lagged OLS regressions for 
oil prices and real GNP, that is the 2 first equation of table 9. The same rationale is fol-
lowed but the regression is estimating 4 times, one time per each sample.  
Among these lines the first equation that employs oil prices as a dependent variable is 
estimated and the results for these sample portions are well depicted in the table that 
follows. Specifically, the table includes the estimated coefficients, their respective p-
value as well as the overall F-statistic along with its p-value.  
 
   (eq.8) 
  
Now Zt variable represents the real GNP growth rates.  
  
Table 14: OLS results for each sub-sample 
 
1949Q2-1972Q4 
(1) 
1973Q1-1996Q4 
(1I) 
1997Q1-2010Q4 
(1II) 
2011Q1-2017Q3 
(1V) 
 Coef. p-value Coeff. p-value Coef. p-value Coef. p-value 
Const. 0.00094 0.5661 0.00472 0.5393 0.00545 0.7336 0.06781 0.0736* 
yt-1 -0.03222 0.7036 0.37608 0.5033 0.81892 0.6268 -4.34306 0.1224 
yt-2 0.00719 0.9336 -0.24518 0.6767 -0.44402 0.7931 -6.73608 0.0282** 
yt-3 -0.02972 0.7296 -0.82600 0.1589 2.80160 0.1054 -0.74860 0.7992 
yt-4 0.05781 0.4893 0.756461 0.1732 -2.58103 0.1118 -2.85717 0.3267 
ot-1 0.02518 0.8133 0.36368 0.7170 0.08312 0.5839 -0.15890 0.4255 
ot-2 -0.01575 0.8827 -0.14947 0.1603 -0.23822 0.1164 -0.08397 0.6705 
ot-3 0.01383 0.8978 0.16969 0.1108 -0.07877 0.5941 0.01600 0.9320 
ot-4 0.252135 0.0203** -0.06800 0.5288 0.02820 0.8518 0.39101 0.0458** 
F-stat 0.81872 1.09872 0.94410 1.58879 
p-value 
(F-stat) 
0.58817 0.37202 0.49018 0.19700 
Note: The * indicates statistical significance at 10% level, ** indicate statistical significance at 
5% level as well as *** indicate statistical significance at 1% level. 
11 2 2 3 3 4 4 1 1 2 2 3 3 4 4tt t t t t t t t
o c a o a o a o a o b z b z b z b z
       
        
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The table above provides useful views at the estimated coefficients as well as their p-
values. With that in mind, it is easily observable that most of the coefficients are statis-
tically insignificant. Only the 4th lag of the oil prices in the first sample is statistically 
informative to real GNP at 5% level of significance. Moreover, in the 4th sample, the 
second lagged value of real GNP and the 4th lagged value of real oil prices provides sta-
tistically significant estimators.  
The previous results indicate that future real GNP values are not predicted neither from 
past values of real GNP nor from past oil prices. Therefore, real GNP is affected exoge-
nously by some other set of variables. Among this context, a Ramsey Reset test was 
conducted in each of the 4 regression so as to conclude whether it is adequately speci-
fied. With that said, all Ramsey tests has provided a non-rejection of null hypothesis 
and thus all the above equations are well specified.  
On top of that, none of the F-statistics and their respective p-values, concluded to the 
rejection of the null hypothesis. Only in the 4th sample the p-value is near 20% which is 
closer to 10%, but again this does not indicate any rejection of the null. Therefore, all 
betas are statistically zero!  
In the moment, is meaningful to note that Hamilton (1983) does not put much emphasis 
in this equation as its statistical power is little. Additionally, our main objective is to 
examine whether oil prices somehow affect the real GNP and not the reversed case.  
Now, it time to estimate the second equation of table 9. This is described by the follow-
ing equation.  
 
   (eq.9) 
 
Note that again the variables above represent real oil quarterly averaged growth rates 
and real GNP quarterly growth rates. With that said, let’s explore the estimated equa-
tions that has been produced in each sample: The table below illustrates the above men-
tioned results. Again the table is identical with the one used above for the identification 
of the estimated coefficients of the first equation. 
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Table 15: OLS results for each sub-sample, equation 07 
 
1949Q2-1972Q4 
(1) 
1973Q1-1996Q4 
(1I) 
1997Q1-2010Q4 
(1II) 
2011Q1-2017Q3 
(1V) 
 Coef. p-value Coeff. p-value Coef. p-value Coef. p-value 
Const. 0.01120 0.000*** 0.00569 0.001*** 0.00229 0.1174 0.00922 0.00*** 
yt-1 0.24116 0.0209** 0.29944 0.004*** 0.21559 0.1599 -0.20013 0.3859 
yt-2 0.08975 0.3927 0.06835 0.5309 0.31811 0.041** -0.18269 0.4530 
yt-3 -0.13098 0.2109 -0.00686 0.9494 0.05425 0.7246 -0.01201 0.4602 
yt-4 -0.22084 0.0314** -0.06960 0.4973 0.06869 0.6348 0.01503 0.3396 
ot-1 -0.09613 0.4580 -0.01853 0.3478 0.01170 0.3938 -0.20013 0.3859 
ot-2 -0.23826 0.0683* -0.02705 0.1703 -0.00795 0.5568 -0.18269 0.4530 
ot-3 -0.09677 0.4597 -0.01087 0.5791 -0.02051 0.1282 -0.19674 0.4303 
ot-4 -0.31427 0.0171** -0.04371 0.0310** -0.01935 0.1595 -0.26811 0.2774 
F-stat 3.74991 2.83107 2.47367 0.50649 
p-value 
(F-stat) 
0.0082*** 0.0076*** 0.025** 0.83511 
 
The thing that one notices right from the begging is that the equations lose their statisti-
cal power as the sample goes forward. In this context, the F-stat of the first sample 
seems to be statistically significant at a 1% level of significance as well as the second 
sample. The 3rd equation still remains statistically significant but with a lower p-value 
which is informative at 5%. Finally, the 4th sample reveals no rejection of the joint null 
hypothesis. This is very interesting outcome as during recent year the oil prices are de-
creasing as a result of the penetration of new energy resources, e.g. shale gas, etc.  
On another note, a comparative analysis should be conducted within the main findings 
of our estimation and Hamilton’s one. The table below the results of Hamilton estima-
tions addressing the sample I, that is 1949Q2-1972Q4. 
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Table 16: Current study vs Hamilton (1983) 
 
1949Q2-1972Q4 
(Dissertation) 
1949Q2-1972Q4 
(Hamilton) 
 Coef. t-stat Coeff. t-stat 
Const. 0.01120 5.656 0.011 6.875 
yt-1 0.24116 2.355 0.19 1.958 
yt-2 0.08975 0.859 0.15 1.546 
yt-3 -0.13098 -1.260 -0.049 -0.505 
yt-4 -0.22084 -2.187 -0.28 -3.043 
ot-1 -0.09613 -0.745 -0.061 -1.089 
ot-2 -0.23826 -1.846 -0.082 -1.464 
ot-3 -0.09677 -0.742 -0.170 -2.982 
ot-4 -0.31427 -2.431 -0.177 -3.000 
F-stat 3.75 5.55 
p-value (F-stat)        0.0082*** 0.0005*** 
 
All the results are identical to each other leading in the same result, that is the same re-
jection or not of the null hypothesis. Statistically the results do not appear to provide no 
difference. Moreover, the signs are consistent and all of them the same. Minor differ-
ences appear to exist and this would be a result of the aggregation of the data that we 
did in this current dissertation study. The real oil prices for the period 1949M1 to 
1956M12 are converted manually to become real one and depersonalised. Therefore, 
and given the fact that we don’t exactly know the exact data conversion of Hamilton, 
these minor deviations apply in the estimation.  
Back to our dissertation now, we will monitor the evolution of the relationship of real 
GNP and oil given the retrieved estimations. The 2 first sample portions seems identical 
consisting the same statistical results. With that in mind, both regressions resulted in a 
statistically significant 1st lagged real GNP value as well as a 4th lagged oil price value. 
In should be noted though, that in the first period the lagged value of Zt-4 appears also to 
be informative. On another note, both regressions contain F-statistics high enough to 
reject the null hypothesis of jointly zero coefficients. Additionally, comparing this 2 pe-
riods we can observe that the as we move from period one to period 2 the statistical 
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power of the sample reduces. This can be observed from the overall F-statistic (from 3.7 
to 2.8) as well as the R-squares addressing the respective regressions (25% to 20%).  
As for the 3rd sample, it appears that the statistical power of the regression has been re-
duced more than the 2nd sample. Overall, only the 2nd lagged value seems to be statisti-
cally informative. On another note, we have a sign change in the Ot-1. Putting emphasis 
on the 4th sample, there are observed some interesting deviations from the other sample 
periods. Most of the coefficients undressing real GNP have changed sign. Nevertheless, 
the signs regarding the oil prices appears to be the same as in the first 2 samples. Over-
all though, no statistically significant coefficients makes it appearance. These may is an 
outcome of the small sample investigating which consists little degrees of freedom. 
Among these lines a Ramsey RESET test is conducted to decide the case of a not ade-
quately specified regression. The results gives strong evidence that the regression is 
well-specified.  
 
4.4.2 VAR Framework– Subsamples  
In that session we will replicate the same results retrieved from the previous multivari-
ate framework, that is the VAR model performed containing all both oil prices as well 
as Sims macroeconomic variable. We have included all these variables in order to have 
a more consistent analysis as well as to get comparable results. Just to make the analysis 
more complete all the Granger causality results (p-value) will be displayed and not only 
for the pair oil to GNP and vice and versa.  
With the above in mind, we will estimate 4 VAR models and conduct Granger-causality 
test to examine the interaction within the variables. Therefore, let’s start with the im-
plementation of the first VAR regarding the period 1949Q2 – 1972Q4. The VAR in-
cludes only one lag by obeying the Swartz lag length criterion and thus it is a VAR(1) 
model.    
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Table 17: Granger-causality for Sample I, oil to other variables 
From To p-value 
Oil prices Real GNP 0.4618 
Oil prices Unemployment 0.9821 
Oil prices CPI 0.7215 
Oil prices Money 0.2513 
Oil prices Compensation 0.2919 
 
 
During this period oil prices does not affect any of the variables above. The null hy-
pothesis of non-causality is strongly not rejected.  
 
Table 18: Granger-causality for Sample I, other variable to oil 
From To p-value 
Real GNP Oil prices  0.7565 
Unemployment Oil prices  0.8798 
CPI Oil prices 0.1781 
Money Oil prices 0.1916 
Compensation  Oil prices 0.6936 
 
From the above table, no Granger-causality relationships exists in the VAR(2) model 
that we estimated.  
The second VAR model estimated contains information addressing the sample II. The 
Swartz criterion provided that the preferable number of lags value is only the first lag. 
Therefore, a VAR(1) model is constructed and its Granger-causality results appear in 
the table below.  
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Table 19: Granger-causality for Sample II, oil to other variables 
From To p-value 
Oil prices Real GNP 0.5093 
Oil prices Unemployment 0.2645 
Oil prices CPI 0.7243 
Oil prices Money 0.3138 
Oil prices Compensation 0.0302** 
 
During this period oil prices Granger-cause the hourly compensation of workers in the 
USA. No more causality “marriage” is observed.  
 
Table 20: Granger-causality for Sample II, other variable to oil 
From To p-value 
Real GNP Oil prices  0.5423 
Unemployment Oil prices  0.1047 
CPI Oil prices 0.1047 
Money Oil prices 0.6745 
Compensation  Oil prices 0.3469 
 
As table above reveals, no third variable is Granger-causing the oil prices. Note that un-
employment is marginally statistical insignificant in 10% level of significance.  
It is the time to regret the third VAR model which addresses the sample III. In that case, 
the lag length criterion of Swartz stated that only one lag is needed for these VAR to be 
estimated efficiently. Therefore the main finding from conducting Granger-causality 
tests stemming from this VAR(1) model are presented as above.  
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Table 21: Granger-causality for Sample III, oil to other variables 
From To p-value 
Oil prices Real GNP 0.0594* 
Oil prices Unemployment 0.8081 
Oil prices CPI 0.0206** 
Oil prices Money 0.1762 
Oil prices Compensation 0.4826 
 
The table above gave interesting as its results express that oil prices Granger-causes real 
GNP growth rates. Moreover, oil prices causes CPI which means the general price level 
and therefore the costs of other industries in the economy.  
 
Table 22: Granger-causality for Sample III, other variable to oil 
From To p-value 
Real GNP Oil prices   0.4621 
Unemployment Oil prices   0.7626 
CPI Oil prices  0.9363 
Money Oil prices  0.9434 
Compensation  Oil prices  0.2845 
 
Again no third variable causes the oil prices.  
Last but not least, the 4th sample during which a VAR(1) model is developed given the 
Swartz criterion. The results are presented as above.  
 Table 23: Granger-causality for Sample IV, oil to other variables 
From To p-value 
Oil prices Real GNP 0.0705* 
Oil prices Unemployment 0.9724 
Oil prices CPI 0.89490 
Oil prices Money 0.1797 
Oil prices Compensation 0.7157 
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In a same pattern, the above table reveals that oil prices Granger cause real GNP chang-
es. No other variable is caused by oil.  
 
Table 24: Granger-causality for Sample IV, other variable to oil 
From To p-value 
Real GNP Oil prices  0.1376 
Unemployment Oil prices  0.4850 
CPI Oil prices 0.2750 
Money Oil prices 0.1768 
Compensation  Oil prices 0.2635 
 
As in the other VAR models no third variable is Granger-causes the oi prices.  
All in all, VAR methodological framework showed extremely different results stem-
ming from its Granger-causality block tests compared to the OLS sub-sampling estima-
tions. Each and every sample, have depicted the cat that no third variable is causing the 
oil prices. On the contrary, oil prices seem to affecting real GNP only in the sample III.  
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5 MIDAS framework 
Traditional approaches, as the one we implemented above, to time-series estimation in 
economics require that the variables be of the same frequency. This often causes a prob-
lem since most macroeconomic data is reported at different intervals and frequencies. 
With that in mind, real GNP is reported in quarters whereas oil prices in months. A fre-
quently used solution to this issue has been to aggregate the higher frequency data into 
values in the lower frequency. For example, 3 months of oil prices data in each quarter 
are averaged to give a single quarterly value. A significant disadvantage to this ap-
proach is that through the aggregation you discard data which can lead to less accurate 
estimation.  
Mixed-Data Sampling (MIDAS) is a method of estimating models where the depend-
ent variable is recorded at a lower frequency than one or more of the independent varia-
bles. Unlike the traditional aggregation approach, MIDAS uses information from every 
observation in the higher frequency space. Therefore, we will apply the MIDAS regres-
sion procedure in the entire sample that we have (1949Q2-2017Q3) as well as per each 
of the 4 subsamples that we have developed. By doing so, we will compare the results 
with those obtained from the OLS estimations.  
To solve the problem of parameter proliferation while preserving some timing infor-
mation, Ghysels, Santa-Clara, and Valkanov (2004) propose this MIDAS model: 
 
 
                       (eq.9) 
 
 
where, the function Φ(k;θ) is a polynomial that determines the weights for temporal ag-
gregation. 
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5.1 MIDAS vs OLS 
With the above said, let’s get started with the estimation of the models. Note that only 
the equation that real GNP is dependent variable can be replicated in MIDAS variable, 
as the left hand side of the equation should hold the low frequency time series. The first 
model to be estimated contains all the sample length. Along these lines, the coefficients 
are presented below and compered with the OLS coefficients.  
 
Table 25: MIDAS compared to OLS, overall sample 
 
1949Q2-2017Q3 
(OLS) 
1949Q2-2017Q3 
(MIDAS) 
 Coef. p-value Coeff. p-value 
Const. 0.00540 0.000*** 0.00469 0.000*** 
yt-1 0.31391 0.000*** 0.289387 0.000*** 
yt-2 0.15342 0.0163** 0.13682 0.0447 
yt-3 -0.05646 0.3760 -0.02938 0.6636 
yt-4 -0.07939 0.1899 -0.028240 0.6608 
ot-1 -0.00069 0.9512 -0.00214 NA 
ot-2 -0.01181 0.2988 -0.00224 NA 
ot-3 -0.01202 0.2900 -0.00181 NA 
ot-4 -0.01977 0.0837* -0.00085 NA 
F-stat 6.843808 NA 
p-value (F-stat) 0.000*** NA 
 
The table above gives a likenesses of how the coefficients vary among the different 
methodological framework. In this respect, not much deviations are observed as we 
proceed from the one framework to the other. Note that oil price p-values are missing as 
because e-views does not provide the t-statistics for the independent variables. Moreo-
ver, a minor difference is that MIDAS methodology has estimated slightly lower coeffi-
cients with higher p-values, with a latter caused from these smaller coefficients that are 
insert into the t-test equation.  
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5.2 MIDAS vs OLS – Subsamples  
Let’s now see what’s is going on in the 4 distinctive samples that we have created.  
 
Table 26: OLS results for each sub-sample, MIDAS 
 
1949Q2-1972Q4 
(1) 
1973Q1-1996Q4 
(1I) 
1997Q1-2010Q4 
(1II) 
2011Q1-2017Q3 
(1V) 
 Coef. p-value Coeff. p-value Coef. p-value Coef. p-value 
Const. 0.00967 0.000*** 0.00500 0.000*** 0.00265 0.0831* 0.00930 0.006*** 
yt-1 0.25669 0.0165** 0.32340 0.0031*** 0.30668 0.0427** -0.22630 0.3276 
yt-2 0.12822 0.2355 0.08674 0.4356 0.24795 0.1259 -0.20181 0.4021 
yt-3 -0.12856 0.2322 0.00755 0.9458 -0.0771 0.6177 -0.19126 0.4523 
yt-4 -0.17358 0.0944* -0.0757 0.4708 0.07506 0.6130 -0.24010 0.3207 
ot-1 -0.06556 NA -0.0071 NA -0.0030 NA 3.47E-05 NA 
ot-2 -0.07721 NA -0.0045 NA -0.0002 NA 0.00215 NA 
ot-3 -0.07040 NA -0.0005 NA -0.0020 NA 0.00189 NA 
ot-4 -0.04514 NA 0.0047 NA -0.0022 NA -0.00074 NA 
 
As for the first sample size, MIDAS regression provided statistical evidence of rejected 
the null hypothesis for a simple t-statistic test for the first lag of the real GNP as well as 
4th one. The first lag though, has a positive sign therefore indicating a positive relation-
ship with the future GNP prices whereas the 4th lag gives the negative sign illustrating 
the opposite relationship. Keeping in mind the above point estimates of lagged values of 
real GNP, we can now compare these with the same point estimates retrieved from the 
OLS estimators. The results are very close to each other, providing the same sign for all 
of the coefficients and the same individual null hypothesis rejection that is, the coeffi-
cient of the first lagged value of real GNP as well as the 4th one. The MIDAS regression 
though, provided larger p-values revealing a weaker yet still statistically significant re-
lationship within the first and fourth lag value of real GNP.  
Moreover, with the above table in mind, real oil price coefficients are overall negative 
and marginally close to zero. If we compare these point estimates with the one retrieved 
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by the OLS estimation we can say that the signs are the same but in the OLS estimation 
the values were larger and more unstainable. Going from one lag to the forthcoming, we 
can see a higher percentage change among them than the MIDAS real oil coefficients. 
The latter provided point estimates deviating less that their previous lagged value, there-
fore the overall model is more robust yet more meaningful that the OLS.  
With the above set, the sample II comes into play. In this context, only the first lagged 
value of real GNP contains statistically meaningful coefficient. Note that the p-value of 
the first lagged value is again higher than the one provided by OLS. Therefore, the im-
pact of the 4th lagged value has disappeared from the sample, given the fact that the p-
vale now has escalated to approximately 45% strongly reject the alternative hypothesis 
of an individual t-testing on the coefficient itself. As for the estimated signs, again the 
MIDAS and the OLS approaches agreed to the same direction, the direction of positive 
relationship.  
Let’s discuss upon the estimated coefficients of the real oil prices. The MIDAS estimat-
ed even smaller values addressing the coefficients of real oil prices. Nevertheless, the 
coefficients of each lagged value are very close to each other. Note that the estimated 
coefficient of the 4th lagged value has changed sign stating a different relationship now 
upon oil and GNP.  
During the implementation of MIDAS regression in the sample III, some major differ-
ences can be observed. First, MIDAS provided again that the past quarter of real GNP 
can real affect statistically in positive manner the future GNP whereas the OLS estima-
tions only stated that the 2 past quarter can affect the future GNP. On another note, the 
sign of the 3rd lagged value has changed. Now, it is meaningful to state that the 2nd value 
is statistically significant at 15% level. But, these is over our standard p-value process 
and it should be treated as a statistically insignificant coefficient. 
As for the oil prices point estimated those appear the same trend as above. They are 
marginally close to zero with low interchangeability among them. Except for the first 
estimate, all the sign are provided with in the same direction.  
Last but not least, the sample IV these came up with no statistically significant coeffi-
cient regarding real GNP changes and this was the case for the OLS results as well. 
With that in mind, the oil price coefficients are again really close to zero.  
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6 Quantile Regression 
OLS technique used in the begging of this dissertation summarizes the average relation-
ship between a set of regressors and the outcome variable based on the conditional 
mean function E(y|x) (that is real GNP and real oil prices). This provides only a partial 
view of the relationship, as we might be interested in describing the relationship at dif-
ferent points in the conditional distribution of y.  
Quantile regression (Koenker and Basset 1978) is a method for estimating functional 
relations between variables for all portion of the distribution. Analogous to the condi-
tional mean function of linear regression, we may consider the relationship between the 
regressors and outcome using the conditional median function Qq(y|x), where the medi-
an is the 50th percentile, or quantile q, of the empirical distribution. The quantile q ∈ (0, 
1) is that y which splits the data into proportions q below and 1 − q above: F(yq) = q 
and yq = F −1(q): for the median, q = 0.5. The q quantile can take any value, spanning 
across the entire distribution, that is, 0 or 100%. We will explore afterwards 3 quantiles 
stemming from our empirical estimated distribution (e.g. q1=0.25, q2=0.5 and 
q3=0.75). We do so, in order to investigate the impact of variables located in the two 
tails of the distribution and access whether or not they significantly affect the results.  
With the above in mind, If ετ  is the model prediction error, OLS minimizes the squared 
sum of these residuals. Median regression, also known as least-absolute-deviations 
(LAD) regression, minimizes the absolute value of ετ. Quantile regression minimizes a 
sum that gives asymmetric penalties (1 − q)|ei| for overprediction and q|ei| for underpre-
diction. Although its computation requires linear programming methods, the quantile 
regression estimator is asymptotically normally distributed. 
Among these lines, median regression is more robust to outliers than least squares re-
gres ion, and is semiparametric as it avoids assumptions about the parametric distribu-
tion of the error process. Just as regression models conditional moments, such as predic-
tions of the conditional mean function, we may use quantile regression to model condi-
tional quantiles of the joint distribution of y and x.  
The quantile regression estimator for quantile q minimizes the objective function: 
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               (eq.10) 
 
This function is minimized via the simplex method, which is guaranteed to yield a solu-
tion in a finite number of iterations and it proven to be asymptotically normal. 
 
6.1 Quantile Regression vs OLS 
With that said, we will try to replicate the same equations as the OLS regressions and 
compare them with the one retrieved from the 0.25, 0.5 as well as 0.75 quantile regres-
sions. First thing first, the overall sample period is to be analyzed for both methodologi-
cal frameworks. The table below provides the estimated coefficients along with their 
respective p-values.   
 
Table 27: OLS overall sample vs Quantile regression 
 
1949Q2-2017Q3 
(OLS) 
1949Q2-2017Q3 
(Quantile 0.25) 
1949Q2-2017Q3 
(Quantile 0.5) 
1949Q2-2017Q3 
(Quantile 0.75) 
 Coef. p-value Coeff. p-value Coeff. p-value Coeff. p-value 
Const. 0.0054 0.000*** -4.6E-04 0.970 0.0058 0.000*** 0.0105 0.000*** 
yt-1 0.3139 0.000*** 0.2904 0.00*** 0.2794 0.000*** 0.3673 0.000*** 
yt-2 0.08975 0.0163** 0.2260 0.00*** 0.2406 0.007*** 0.0392 0.7098 
yt-3 -0.0564 0.3760 -0.0152 0.8477 -0.181 0.0292*** -0.0657 0.4490 
yt-4 -0.0793 0.1899 -0.0822 0.2477 -0.070 0.3904 -0.0753 0.3288 
ot-1 -0.0006 0.9512 0.0006 0.9406 0.0167 0.4111 -0.0066 0.7585 
ot-2 -0.0118 0.2988 -0.0115 0.3201 -0.012 0.2034 0.0160 0.1107 
ot-3 -0.0120 0.0290 -0.0138 0.085* -0.002 0.8007 0.0040 0.7687 
ot-4 -0.0197 0.0837* -0.0213 0.0236* -0.019 0.1354 0.0015 0.9302 
 
To begin with, the interpretation of the OLS and the quantile regression is slightly dif-
ferent. As for the first, the coefficients are interpret in a very standard way. For instance, 
referring to the table above, “the past quarter of real GNP in case of 1% increase will 
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generate 0.32% more current GNP”. As for the quantile, the interpretation goes as fol-
lows, “a 1% increase in the past quarter of real GNP is 0.29% more than those of the 
0.25 (low) quantiles”. On another note, “1% increase in the past quarter of real GNP is 
adding 0.36% more current GNP than those of the 0.75 (high) quantile”. 
With that said, if we observe across the quantiles, the effect of both past values of real 
GNP as well as oil prices is becoming stronger.  
Moreover, the effect of oil is only statistically informative only in the low quantile 
(0.25). Therefore, this effect is strong enough so as to be depicted in the OLS regres-
sion.  
 
6.2 Quantiles Regression vs OLS – Subsamples 
In that session, we will investigate the effect of low and high quantiles in the results. 
The table below shows interesting outcomes when it comes to compare OLS with quan-
tile ones for the sample I. As we can see, the estimated coefficients are inflated I the 
higher quantiles of the distribution. That was the case also with the overall sample size. 
Moreover, the OLS estimations seem to be very similar with higher quantiles, therefore 
the effect of high values is stronger than those of the low ones.   
 
Table 28: Sample I, OLS vs Quantile regression 
 
1949Q2-1972Q4 
(OLS) 
1949Q2-1972Q4 
(Quantile 0.25) 
1949Q2-1972Q4 
(Quantile 0.5) 
1949Q2-1972Q4 
(Quantile 0.75) 
 Coef. p-value Coeff. p-value Coeff. p-value Coeff. p-value 
Const. 0.01120 0.000*** 0.0059 0.044** 0.0117 0.000*** 0.0170 0.000*** 
yt-1 0.24116 0.0209** 0.3192 0.043** 0.2187 0.1643 0.3672 0.009*** 
yt-2 0.08975 0.3927 -0.0269 0.8804 0.0176 0.9087 -0.0351 0.8028 
yt-3 -0.13098 0.2109 -0.1869 0.1252 -0.144 0.2459 -0.1588 0.4478 
yt-4 -0.22084 0.0314** -0.2408 0.2477 -0.122 0.3261 -0.1232 0.3429 
ot-1 -0.09613 0.4580 -0.2269 0.3523 -0.408 0.1470 -0.0552 0.5880 
ot-2 -0.23826 0.0683* -0.2379 0.4264 -0.181 0.1562 -0.3018 0.001** 
ot-3 -0.09677 0.4597 0.0092 0.9753 -0.298 0.4279 -0.0042 0.9707 
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ot-4 -0.31427 0.0171** -0.1554 0.3786 -0.251 0.4492 -0.2314 0.031** 
 
As for the sample II, the same pattern is also observed. The values of the quantiles are 
steadily increasing across the quantiles. But in that case, the values of the 0.25 quantile 
level seem to be identical with the OLS estimators, in contrast to the sample I outcomes.  
 
Table 29: Sample II, OLS vs Quantile regression 
 
1973Q1-1996Q4 
(OLS) 
1973Q1-1996Q4 
 (Quantile 0.25) 
1973Q1-1996Q4 
 (Quantile 0.5) 
1973Q1-1996Q4 
 (Quantile 0.75) 
 Coef. p-value Coeff. p-value Coeff. p-value Coeff. p-value 
Const. 0.00569 0.001*** -0.0002 0.8952 0.0066 0.003*** 0.0094 0.000*** 
yt-1 0.29944 0.004*** 0.2828 0.028** 0.2241 0.0500* 0.3662 0.003*** 
yt-2 0.06835 0.5309 0.3702 0.00*** 0.1818 0.3680 0.0541 0.7449 
yt-3 -0.00686 0.9494 -0.0628 0.6203 -0.0906 0.6080 0.1530 0.3394 
yt-4 -0.06960 0.4973 -0.0477 0.6993 -0.1594 0.3092 -0.2812 0.005*** 
ot-1 -0.01853 0.3478 -0.0280 0.1342 -0.0158 0.6669 -0.0219 0.5630 
ot-2 -0.02705 0.1703 -0.0290 0.9600 -0.0196 0.4552 -0.0041 0.8655 
ot-3 -0.01087 0.5791 0.0006 0.9600 -0.0133 0.8007 0.0352 0.1781 
ot-4 -0.04371 0.0310** -0.0641 0.03** -0.0281 0.2036 0.0017 0.9311 
 
With that in mind, the sample III is estimated within the 3 selected quantile range. OLS 
has provided that the second lagged value of the real GNP is statistically significant, a 
fact that is depicted only in the median quantile. No other quantile has provided a sur-
prising result. These result may be stemming from the evidence that during these period 
most of the observations are clustered in the centre of the distribution leaving very few 
values for in the tails of the distribution. Albeit the fact that during these period most of 
the fluctuations of real oil prices have happened, the relationship between oil and GNP 
seem to be blurring and to be statistically insignificant.  
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Table 30: Sample III, OLS vs Quantile regression 
 
1997Q1-2010Q4 
(OLS) 
1997Q1-2010Q4 
 (Quantile 0.25) 
1997Q1-2010Q4 
 (Quantile 0.5) 
1997Q1-2010Q4 
 (Quantile 0.75) 
 Coef. p-value Coeff. p-value Coeff. p-value Coeff. p-value 
Const. 0.00229 0.1174 8.3E-05 0.9648 0.0053 0.01*** 0.0076 0.000*** 
yt-1 0.21559 0.1599 0.1834 0.3947 -0.0686 0.7521 0.2272 0.4584 
yt-2 0.31811 0.041** 0.3347 0.1464 0.3254 0.022** 0.1803 0.5238 
yt-3 0.05425 0.7246 -0.0371 0.8497 0.0464 0.7931 -0.0937 0.6367 
yt-4 0.06869 0.6348 0.0221 0.9051 -0.0734 0.6576 0.1521 0.3682 
ot-1 0.01170 0.3938 0.0124 0.5290 -0.0113 0.6084 0.0129 0.5942 
ot-2 -0.00795 0.5568 -0.0043 0.8725 -0.0033 0.7956 0.0071 0.6990 
ot-3 -0.02051 0.1282 -0.0210 0.1126 -0.0219 0.1108 0.0070 0.6819 
ot-4 -0.01935 0.1595 -0.0256 0.1238 -0.0142 0.3089 -0.0040 0.8058 
 
Last but not least, the table below showcases the results retrieved from the sample IV in 
compare with the OLS estimation during the same time frame. In that case, as for the 
other sample sizes, the values seem to have a decreasing pattern across the quantiles. 
Nevertheless, no statistically significant results is depicted in the estimations. Along 
these lines, the relationship between real GNP and oil prices is inexistent in this sample 
size period. In this context, the integration of new state-of-the-art technologies with re-
spect to the oil drilling and the discovery of new marketable oil wells has made the 
economy independent of oil price fluctuations. Therefore, the effect of quantiles is neg-
ligible and the usage of it is not fueling our study with meaningful information with re-
spect to low and high quantiles.  
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Table 31: Sample IV, OLS vs Quantile regression 
 
2011Q1-2017Q3 
(OLS) 
2011Q1-2017Q3 
 (Quantile 0.25) 
2011Q1-2017Q3 
 (Quantile 0.5) 
2011Q1-2017Q3 
 (Quantile 0.75) 
 Coef. p-value Coeff. p-value Coeff. p-value Coeff. p-value 
Const. 0.00922 0.00*** 0.0081 0.086* 0.0067 0.1670 0.0112 0.1199 
yt-1 -0.20013 0.3859 -0.1524 0.7794 -0.1145 0.8029 -0.1394 0.7657 
yt-2 -0.18269 0.4530 -0.1059 0.7800 0.0097 0.9795 -0.1486 0.7650 
yt-3 -0.01201 0.4602 -0.3966 0.3384 -0.2198 0.6430 -0.1150 0.8160 
yt-4 0.01503 0.3396 -0.4056 0.2865 -0.1475 0.7150 -0.2473 0.5155 
ot-1 -0.20013 0.3859 -0.0067 0.8071 0.0106 0.6742 0.0103 0.7517 
ot-2 -0.18269 0.4530 0.0076 0.7524 0.0160 0.4962 -0.0126 0.7578 
ot-3 -0.19674 0.4303 -0.0108 0.6287 -0.0115 0.5691 0.0246 0.5754 
ot-4 -0.26811 0.2774 0.0169 0.3997 0.0141 0.5164 0.0072 0.8255 
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7 Conclusions 
All the methodological frameworks used to assess the relationship between oil prices 
and GNP values have expressed the fact that this relationship exhibits instability over 
time, providing different patterns during each time period. These may be as a conse-
quence of the non-linear relationship among those variables as many scholars have ar-
gued (including Hamilton, 2001) creating unstainable patterns that appears in every sub-
sample created.  
Specifically, OLS estimators have provided evidence that oil Granger-causes real GNP 
when it comes to the entire sample size (1949-2017). This result was confirmed also by 
a multivariate framework of a VAR model developed to address this issue. Nevertheless 
though, this coefficients are no stable in during these period. This was statistically based 
upon a rolling estimation that fuelled the analysis with evidence-based results of insta-
bility. A graphical likeliness of the coefficients showed clear instability among all of the 
lagged values in the model. Therefore, a more in-depth analysis was need to address this 
relationship. 
Among this lines, the entire sample size was divided into 4 sub-samples. All these sam-
ples depicted that no third macroeconomic variable is statistically affecting oil prices. 
With that in mind, the results fuelled the fact that oil prices are affecting real GNP only 
for the early years of the samples. In more detail, the sample I (1949-1972) showcased 
that oil prices affect real GNP. On the contrary, this results was not confirmed by the 
VAR framework. Moreover, OLS estimations addressing this period of time, were real-
ly close to the estimations made by Hamilton in his original paper in 1983 with respect 
to this period. 
The second OLS estimation for sample II (1973-1996) providing that this relationship 
still existed but with less statistical information. The restricted F-statistic provided low-
er p-value than the sample I implying a relaxed relationship among the variables. Nev-
ertheless, VAR methodology, expressed no Granger-causality among real oil and real 
GNP during this period of time. Again neither OLS nor VAR models have stated the 
fact that any macroeconomic variable is causing fluctuation in the real oil prices.   
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As for the 3rd sample size (1997-2010), OLS again showed a statistical relationship be-
tween oil and GNP. This result was confirmed by the VAR methodology in a statistical 
10% level of significance. Despite this statistical evidence, the indicators used to assess 
this relationship depicted a more relaxed relationship among the two variables. Hence, 
we can say that oil and macroecomony is starting to breaking-up.  
Among these lines, the 4th sample size (2011-2017) confirmed the evidences that oil and 
macroeconomy relationship is fading. Both OLS and VAR have provided statistically 
insignificant relationships among them, implying that nowadays macroeconomy is no 
more depending on oil price fluctuations either stemming from the financial market nor 
the quantities supplied in the economy. Therefore, any oil exporting country, has now 
little contribution to the oil prices as new state-of-the-art drilling technologies are com-
ing into scene, with rapidly decreasing marginal prices allowing the penetration of high-
er volumes of oil. Therefore, wells located all over the world are now present ready to 
be integrated and fuel the world demand. Moreover, the data used in this dissertation are 
all addressing the US economy. Nowadays, the US has increased their oil dependency 
as the exploration of shale gas and its extraction in market prices have contributed to the 
decreasing of oil import. Above that, the US has becoming an exporting country, fuel-
ing oil the world.  
On another note, attempts were made in order to monitor this relationship. Firstly, MI-
AD methodological framework was used and compared to the OLS findings. With re-
spect to the entire sample size, MIDAS estimators were really close to the one retrieved 
by OLS estimations. Minor deviations were observed addressing the real oil coefficients 
that were marginally lower to those estimated by OLS. Moreover, MIDAS showed low-
er p-values addressing less statistical relationship among the variable. As for the sub-
sampling, MIDAS addressed the following evidence.  
With that in mind, the sample I over MIDAS framework, provided the same signs for all 
of the coefficients against the OLS. Moreover, the p-values were again larger. As for the 
sample II, these estimations provided somehow the same results as those received from 
OLS but accompanied with larger p-values. In its turn, sample III provided again really 
close estimated for MIDAS as well as OLS estimators. Last but not least, the sample IV 
provided evidence of inexistence relationship among oil prices and GNP.  
Overall, MIDAS framework provided low deviations with respect to lagged values of 
real GNP whereas the estimated oil lagged prices were marginally closed to zero, with 
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their values to be increasing across the sample size. Moreover, MIDAS showed evi-
dence that the relationship is statistically lower than the one depicted in the OLS regres-
sions and that this relationship is breaking-up in the recent years,  
Finally, quantile regression has been implementing in order to monitor the effect of out-
liers in the behavior of the macroeconomy. Along these lines, in the overall sample size 
the effect of the higher quantile is larger and was depicted with statistically significant 
coefficients that were statistically different from those retrieved from the lower quan-
tiles. This pattern was followed by the 2 first consequent sub-samples that provided the 
same results. On the contrary, the next 2 samples are more centre oriented due to the 
fact that most of the observations are clustered in the middle of the distribution. This 
implies that outliers have not strongly affected the under investigated relationship.    
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Annex 
This section includes all the regression implemented during the dissertation. The tables 
are retrieved in a raw format from e-views 10.   
Annex I – OLS Estimations 
GNP to Oil Prices 
 
Dependent Variable: DGNP   
Method: Least Squares   
Date: 12/11/17   Time: 21:27   
Sample (adjusted): 1949Q2 2017Q2  
Included observations: 273 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005404 0.000843 6.408097 0.0000 
M(-1) -0.000695 0.011355 -0.061249 0.9512 
M(-2) -0.011813 0.011346 -1.041152 0.2988 
M(-3) -0.012029 0.011345 -1.060297 0.2900 
M(-4) -0.019770 0.011387 -1.736284 0.0837 
DGNP(-1) 0.313918 0.060625 5.177984 0.0000 
DGNP(-2) 0.153429 0.063476 2.417121 0.0163 
DGNP(-3) -0.056468 0.063674 -0.886832 0.3760 
DGNP(-4) -0.079396 0.060406 -1.314374 0.1899 
     
     R-squared 0.171766    Mean dependent var 0.007841 
Adjusted R-squared 0.146668    S.D. dependent var 0.009493 
S.E. of regression 0.008770    Akaike info criterion -6.602655 
Sum squared resid 0.020303    Schwarz criterion -6.483661 
Log likelihood 910.2624    Hannan-Quinn criter. -6.554889 
F-statistic 6.843808    Durbin-Watson stat 2.016767 
Prob(F-statistic) 0.000000    
     
     
 
Autocorrelation (A/C) - Heteroscedasticity (H/C) testing 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.310650    Prob. F(2,262) 0.7332 
Obs*R-squared 0.645854    Prob. Chi-Square(2) 0.7240 
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Heteroskedasticity Test: White  
     
     F-statistic 1.620166    Prob. F(44,228) 0.0128 
Obs*R-squared 65.02592    Prob. Chi-Square(44) 0.0213 
Scaled explained SS 120.3869    Prob. Chi-Square(44) 0.0000 
     
     
 
Sample I 
 
Dependent Variable: DGNP   
Method: Least Squares   
Date: 12/11/17   Time: 21:39   
Sample (adjusted): 1949Q2 1972Q4  
Included observations: 95 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.011209 0.001981 5.656700 0.0000 
M(-1) -0.096133 0.128951 -0.745504 0.4580 
M(-2) -0.238269 0.129047 -1.846378 0.0683 
M(-3) -0.096773 0.130299 -0.742698 0.4597 
M(-4) -0.314277 0.129247 -2.431590 0.0171 
DGNP(-1) 0.241162 0.102367 2.355857 0.0208 
DGNP(-2) 0.089759 0.104487 0.859048 0.3927 
DGNP(-3) -0.130988 0.103926 -1.260397 0.2109 
DGNP(-4) -0.220846 0.100952 -2.187639 0.0314 
     
     R-squared 0.258616    Mean dependent var 0.010133 
Adjusted R-squared 0.189651    S.D. dependent var 0.011431 
S.E. of regression 0.010291    Akaike info criterion -6.225241 
Sum squared resid 0.009107    Schwarz criterion -5.983295 
Log likelihood 304.6989    Hannan-Quinn criter. -6.127477 
F-statistic 3.749917    Durbin-Watson stat 2.095922 
Prob(F-statistic) 0.000828    
     
     
 
A/C – H/C Testing 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 1.141638    Prob. F(2,84) 0.3242 
Obs*R-squared 2.513943    Prob. Chi-Square(2) 0.2845 
     
     
     
 
 
Heteroskedasticity Test: White  
     
     F-statistic 1.776591    Prob. F(44,50) 0.0250 
Obs*R-squared 57.93985    Prob. Chi-Square(44) 0.0775 
Scaled explained SS 54.13866    Prob. Chi-Square(44) 0.1407 
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Sample II 
 
Dependent Variable: DGNP   
Method: Least Squares   
Date: 12/10/17   Time: 16:16   
Sample: 1973Q1 1996Q4   
Included observations: 96   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005699 0.001420 4.013376 0.0001 
M(-1) -0.018536 0.019635 -0.944052 0.3478 
M(-2) -0.027055 0.019567 -1.382713 0.1703 
M(-3) -0.010875 0.019532 -0.556776 0.5791 
M(-4) -0.043717 0.019939 -2.192525 0.0310 
DGNP(-1) 0.299443 0.103743 2.886407 0.0049 
DGNP(-2) 0.068354 0.108641 0.629170 0.5309 
DGNP(-3) -0.006864 0.107763 -0.063696 0.9494 
DGNP(-4) -0.069602 0.102123 -0.681558 0.4973 
     
     R-squared 0.206556    Mean dependent var 0.007408 
Adjusted R-squared 0.133596    S.D. dependent var 0.008985 
S.E. of regression 0.008364    Akaike info criterion -6.640759 
Sum squared resid 0.006086    Schwarz criterion -6.400351 
Log likelihood 327.7564    Hannan-Quinn criter. -6.543582 
F-statistic 2.831074    Durbin-Watson stat 2.022209 
Prob(F-statistic) 0.007688    
     
     
 
 
Α/C – H/C testing  
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.700125    Prob. F(2,85) 0.4994 
Obs*R-squared 1.555829    Prob. Chi-Square(2) 0.4594 
     
     
 
 
Heteroskedasticity Test: White  
     
     F-statistic 0.880354    Prob. F(44,51) 0.6655 
Obs*R-squared 41.43969    Prob. Chi-Square(44) 0.5820 
Scaled explained SS 69.57852    Prob. Chi-Square(44) 0.0083 
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Sample III 
 
Dependent Variable: DGNP   
Method: Least Squares   
Date: 12/10/17   Time: 16:16   
Sample: 1997Q1 2010Q4   
Included observations: 56   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.002292 0.001437 1.595067 0.1174 
M(-1) 0.011703 0.013597 0.860680 0.3938 
M(-2) -0.007951 0.013435 -0.591800 0.5568 
M(-3) -0.020510 0.013244 -1.548681 0.1282 
M(-4) -0.019354 0.013541 -1.429276 0.1595 
DGNP(-1) 0.215590 0.150954 1.428183 0.1599 
DGNP(-2) 0.318113 0.151813 2.095432 0.0415 
DGNP(-3) 0.054255 0.153083 0.354413 0.7246 
DGNP(-4) 0.068699 0.143675 0.478156 0.6348 
     
     R-squared 0.296296    Mean dependent var 0.006049 
Adjusted R-squared 0.176516    S.D. dependent var 0.007640 
S.E. of regression 0.006933    Akaike info criterion -6.958791 
Sum squared resid 0.002259    Schwarz criterion -6.633288 
Log likelihood 203.8461    Hannan-Quinn criter. -6.832594 
F-statistic 2.473678    Durbin-Watson stat 1.996462 
Prob(F-statistic) 0.025115    
     
     
 
A/C – H/C Testing 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 1.893364    Prob. F(2,45) 0.1624 
Obs*R-squared 4.346607    Prob. Chi-Square(2) 0.1138 
     
     
 
 
Heteroskedasticity Test: White  
     
     F-statistic 2.067732    Prob. F(44,11) 0.0966 
Obs*R-squared 49.95961    Prob. Chi-Square(44) 0.2485 
Scaled explained SS 98.26614    Prob. Chi-Square(44) 0.0000 
     
     
 
Sample IV 
 
Dependent Variable: DGNP   
Method: Least Squares   
Date: 12/10/17   Time: 16:19   
Sample (adjusted): 2011Q1 2017Q2  
Included observations: 26 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.009221 0.002991 3.082398 0.0068 
M(-1) -0.001413 0.016333 -0.086497 0.9321 
M(-2) 0.001440 0.016274 0.088495 0.9305 
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M(-3) -0.012013 0.015899 -0.755605 0.4602 
M(-4) 0.015032 0.015298 0.982598 0.3396 
DGNP(-1) -0.200132 0.224862 -0.890019 0.3859 
DGNP(-2) -0.182694 0.237882 -0.768006 0.4530 
DGNP(-3) -0.196741 0.243500 -0.807969 0.4303 
DGNP(-4) -0.268117 0.238932 -1.122146 0.2774 
     
     R-squared 0.192473    Mean dependent var 0.004918 
Adjusted R-squared -0.187540    S.D. dependent var 0.004147 
S.E. of regression 0.004519    Akaike info criterion -7.693632 
Sum squared resid 0.000347    Schwarz criterion -7.258137 
Log likelihood 109.0172    Hannan-Quinn criter. -7.568226 
F-statistic 0.506490    Durbin-Watson stat 1.852003 
Prob(F-statistic) 0.835110    
     
     
 
 
A/C – H/C testing  
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.569778    Prob. F(2,15) 0.5774 
Obs*R-squared 1.835767    Prob. Chi-Square(2) 0.3994 
     
     
 
 
Heteroskedasticity Test: White  
     
     F-statistic 0.801860    Prob. F(8,17) 0.6095 
Obs*R-squared 7.123118    Prob. Chi-Square(8) 0.5234 
Scaled explained SS 3.104181    Prob. Chi-Square(8) 0.9277 
     
     
     
Oil prices to GNP 
 
Dependent Variable: M   
Method: Least Squares   
Date: 12/11/17   Time: 21:30   
Sample (adjusted): 1949Q2 2017Q3  
Included observations: 274 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.003705 0.004557 0.813026 0.4169 
M(-1) 0.025797 0.061452 0.419801 0.6750 
M(-2) -0.140404 0.061373 -2.287722 0.0229 
M(-3) 0.040308 0.061259 0.658002 0.5111 
M(-4) 0.063908 0.061556 1.038208 0.3001 
DGNP(-1) 0.205228 0.328111 0.625485 0.5322 
DGNP(-2) -0.366741 0.343356 -1.068107 0.2864 
DGNP(-3) 0.162988 0.344616 0.472955 0.6366 
DGNP(-4) -0.078490 0.326930 -0.240081 0.8105 
     
     R-squared 0.033849    Mean dependent var 0.003070 
Adjusted R-squared 0.004682    S.D. dependent var 0.047574 
S.E. of regression 0.047462    Akaike info criterion -3.225463 
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Sum squared resid 0.596960    Schwarz criterion -3.106783 
Log likelihood 450.8884    Hannan-Quinn criter. -3.177828 
F-statistic 1.160528    Durbin-Watson stat 1.974037 
Prob(F-statistic) 0.323431    
     
     
 
 
A/C – H/C testing  
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.122242    Prob. F(2,251) 0.8850 
Obs*R-squared 0.262735    Prob. Chi-Square(2) 0.8769 
 
 
Heteroskedasticity Test: White  
     
     F-statistic 0.640913    Prob. F(16,253) 0.8490 
Obs*R-squared 10.51736    Prob. Chi-Square(16) 0.8383 
Scaled explained SS 60.19492    Prob. Chi-Square(16) 0.0000 
     
     
 
Sample I 
 
Dependent Variable: M   
Method: Least Squares   
Date: 12/11/17   Time: 21:30   
Sample (adjusted): 1949Q2 1972Q4  
Included observations: 95 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.000941 0.001634 0.576072 0.5661 
M(-1) 0.025188 0.106343 0.236857 0.8133 
M(-2) -0.015750 0.106422 -0.147999 0.8827 
M(-3) 0.013836 0.107455 0.128763 0.8978 
M(-4) 0.252135 0.106588 2.365514 0.0203 
DGNP(-1) -0.032222 0.084420 -0.381682 0.7036 
DGNP(-2) 0.007198 0.086168 0.083531 0.9336 
DGNP(-3) -0.029725 0.085706 -0.346825 0.7296 
DGNP(-4) 0.057810 0.083253 0.694391 0.4893 
     
     R-squared 0.070771    Mean dependent var 0.001307 
Adjusted R-squared -0.015669    S.D. dependent var 0.008421 
S.E. of regression 0.008486    Akaike info criterion -6.610762 
Sum squared resid 0.006194    Schwarz criterion -6.368816 
Log likelihood 323.0112    Hannan-Quinn criter. -6.512998 
F-statistic 0.818725    Durbin-Watson stat 1.985211 
Prob(F-statistic) 0.588176    
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A/C – H/C Testing  
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.078211    Prob. F(2,84) 0.9248 
Obs*R-squared 0.176577    Prob. Chi-Square(2) 0.9155 
     
     
     
 
 
Heteroskedasticity Test: White  
     
     F-statistic 0.551116    Prob. F(8,86) 0.8147 
Obs*R-squared 4.632818    Prob. Chi-Square(8) 0.7960 
Scaled explained SS 60.87106    Prob. Chi-Square(8) 0.0000 
     
     
 
Sample II 
 
Dependent Variable: M   
Method: Least Squares   
Date: 12/10/17   Time: 16:12   
Sample: 1973Q1 1996Q4   
Included observations: 96   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.004720 0.007659 0.616329 0.5393 
M(-1) 0.038516 0.105906 0.363686 0.7170 
M(-2) -0.149472 0.105540 -1.416260 0.1603 
M(-3) 0.169698 0.105350 1.610805 0.1108 
M(-4) -0.068008 0.107548 -0.632355 0.5288 
DGNP(-1) 0.376086 0.559570 0.672099 0.5033 
DGNP(-2) -0.245181 0.585989 -0.418405 0.6767 
DGNP(-3) -0.826007 0.581252 -1.421081 0.1589 
DGNP(-4) 0.756461 0.550831 1.373307 0.1732 
     
     R-squared 0.091761    Mean dependent var 0.005257 
Adjusted R-squared 0.008245    S.D. dependent var 0.045300 
S.E. of regression 0.045113    Akaike info criterion -3.270249 
Sum squared resid 0.177058    Schwarz criterion -3.029842 
Log likelihood 165.9720    Hannan-Quinn criter. -3.173073 
F-statistic 1.098720    Durbin-Watson stat 2.017205 
Prob(F-statistic) 0.372025    
     
     
 
 
A/C – H/C Testing 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.294276    Prob. F(2,85) 0.7458 
Obs*R-squared 0.660147    Prob. Chi-Square(2) 0.7189 
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Heteroskedasticity Test: White  
     
     F-statistic 0.382141    Prob. F(8,87) 0.9275 
Obs*R-squared 3.258864    Prob. Chi-Square(8) 0.9171 
Scaled explained SS 13.43354    Prob. Chi-Square(8) 0.0978 
     
     
 
 
Sample III 
 
Dependent Variable: M   
Method: Least Squares   
Date: 12/10/17   Time: 16:13   
Sample: 1997Q1 2010Q4   
Included observations: 56   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005454 0.015932 0.342351 0.7336 
M(-1) 0.083129 0.150730 0.551508 0.5839 
M(-2) -0.238220 0.148934 -1.599499 0.1164 
M(-3) -0.078775 0.146812 -0.536573 0.5941 
M(-4) 0.028204 0.150105 0.187896 0.8518 
DGNP(-1) 0.818922 1.673383 0.489381 0.6268 
DGNP(-2) -0.444026 1.682905 -0.263845 0.7931 
DGNP(-3) 2.801605 1.696986 1.650930 0.1054 
DGNP(-4) -2.581037 1.592694 -1.620547 0.1118 
     
     R-squared 0.138450    Mean dependent var 0.007354 
Adjusted R-squared -0.008197    S.D. dependent var 0.076543 
S.E. of regression 0.076856    Akaike info criterion -2.147534 
Sum squared resid 0.277624    Schwarz criterion -1.822031 
Log likelihood 69.13094    Hannan-Quinn criter. -2.021337 
F-statistic 0.944104    Durbin-Watson stat 1.967078 
Prob(F-statistic) 0.490185    
     
     
 
 
A/C – H/C Testing 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.172014    Prob. F(2,45) 0.8425 
Obs*R-squared 0.424876    Prob. Chi-Square(2) 0.8086 
     
     
     
 
 
 
Heteroskedasticity Test: White  
     
     F-statistic 5.486021    Prob. F(44,11) 0.0021 
Obs*R-squared 53.55928    Prob. Chi-Square(44) 0.1531 
Scaled explained SS 88.49381    Prob. Chi-Square(44) 0.0001 
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Sample IV 
 
Dependent Variable: M   
Method: Least Squares   
Date: 12/10/17   Time: 16:13   
Sample: 2011Q1 2017Q3   
Included observations: 27   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.067818 0.035692 1.900064 0.0736 
M(-1) -0.158901 0.194894 -0.815319 0.4255 
M(-2) -0.083977 0.194180 -0.432470 0.6705 
M(-3) 0.016000 0.185036 0.086471 0.9320 
M(-4) 0.391012 0.182292 2.144977 0.0458 
DGNP(-1) -4.343068 2.678845 -1.621246 0.1224 
DGNP(-2) -6.736088 2.823504 -2.385719 0.0282 
DGNP(-3) -0.748604 2.899687 -0.258167 0.7992 
DGNP(-4) -2.857174 2.834003 -1.008176 0.3267 
     
     R-squared 0.413878    Mean dependent var -0.007385 
Adjusted R-squared 0.153379    S.D. dependent var 0.058603 
S.E. of regression 0.053922    Akaike info criterion -2.741372 
Sum squared resid 0.052336    Schwarz criterion -2.309426 
Log likelihood 46.00852    Hannan-Quinn criter. -2.612932 
F-statistic 1.588791    Durbin-Watson stat 2.161839 
Prob(F-statistic) 0.197000    
     
     
 
 
A/C – H/C Testing  
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 1.181770    Prob. F(2,16) 0.3321 
Obs*R-squared 3.475123    Prob. Chi-Square(2) 0.1759 
     
     
     
 
 
     
     F-statistic 2.944448    Prob. F(8,18) 0.0272 
Obs*R-squared 15.30482    Prob. Chi-Square(8) 0.0535 
Scaled explained SS 6.092510    Prob. Chi-Square(8) 0.6369 
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Annex II – VAR Estimations  
Overall VAR – Granger causality  
 
VAR Granger Causality/Block Exogeneity Wald Tests 
Date: 12/12/17   Time: 18:44  
Sample: 1949Q1 2017Q3  
Included observations: 233  
    
        
Dependent variable: DGNP  
    
    Excluded Chi-sq df Prob. 
    
    M  1.749081 1  0.1860 
M  1.091951 1  0.2960 
M  2.961313 1  0.0853 
DCOM  5.649414 1  0.0175 
    
    All  11.41354 4  0.0223 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.070909 1  0.7900 
M  0.090272 1  0.7638 
M  0.106150 1  0.7446 
DCOM  0.093818 1  0.7594 
    
    All  0.450272 4  0.9782 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  99.01455 1  0.0000 
M  0.227298 1  0.6335 
M  0.318151 1  0.5727 
DCOM  0.258806 1  0.6109 
    
    All  102.0874 4  0.0000 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.495985 1  0.4813 
M  0.292671 1  0.5885 
M  0.047999 1  0.8266 
DCOM  3.002707 1  0.0831 
    
    All  4.001372 4  0.4058 
    
        
Dependent variable: DCOM  
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Excluded Chi-sq df Prob. 
    
    DGNP  2.116482 1  0.1457 
M  7.341954 1  0.0067 
M  4.150694 1  0.0416 
M  0.436759 1  0.5087 
    
    All  13.44106 4  0.0093 
    
    
 
 
VAR Lag Order Selection Criteria    
Endogenous variables: DGNP MMMDCOM M   
Exogenous variables: C      
Date: 12/18/17   Time: 21:20     
Sample: 1949Q1 2017Q3     
Included observations: 226     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  4576.929 NA   1.09e-25 -40.45070 -40.35989 -40.41405 
1  5169.401  1148.243  7.92e-28 -45.37523 -44.73956 -45.11870 
2  5269.404  188.5014  4.50e-28 -45.94163  -44.76109*  -45.46521* 
3  5327.805  106.9816   3.70e-28*  -46.13987* -44.41446 -45.44356 
4  5343.299  27.56057  4.45e-28 -45.95840 -43.68813 -45.04221 
5  5374.487  53.82029  4.66e-28 -45.91582 -43.10069 -44.77974 
6  5398.634  40.38732  5.22e-28 -45.81092 -42.45093 -44.45497 
7  5424.714  42.23539  5.76e-28 -45.72313 -41.81827 -44.14729 
8  5461.851   58.17065*  5.78e-28 -45.73320 -41.28347 -43.93747 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    
 HQ: Hannan-Quinn information criterion    
 
 
 
 
 
Sample I – Granger causality  
 
VAR Granger Causality/Block Exogeneity Wald Tests 
Date: 12/12/17   Time: 18:44  
Sample: 1949Q1 1972Q4  
Included observations: 55  
    
        
Dependent variable: DGNP  
    
    Excluded Chi-sq df Prob. 
    
    M  0.537691 1  0.4634 
M  2.307998 1  0.1287 
M  0.652418 1  0.4192 
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DCOM  0.220295 1  0.6388 
    
    All  4.802468 4  0.3082 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.701853 1  0.4022 
M  1.766244 1  0.1838 
M  2.480643 1  0.1153 
DCOM  0.027201 1  0.8690 
    
    All  3.820600 4  0.4308 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  17.09697 1  0.0000 
M  0.008339 1  0.9272 
M  0.000723 1  0.9786 
DCOM  0.430577 1  0.5117 
    
    All  20.04101 4  0.0005 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.149149 1  0.6994 
M  1.419535 1  0.2335 
M  2.376890 1  0.1231 
DCOM  0.725764 1  0.3943 
    
    All  6.214213 4  0.1837 
    
        
Dependent variable: DCOM  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.151978 1  0.6967 
M  0.792037 1  0.3735 
M  1.053669 1  0.3047 
M  0.253434 1  0.6147 
    
    All  1.696073 4  0.7914 
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VAR Lag Order Selection Criteria    
Endogenous variables: DGNP MMMDCOM M   
Exogenous variables: C      
Date: 12/18/17   Time: 21:20     
Sample: 1949Q1 1972Q4     
Included observations: 52     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  1285.354 NA   1.72e-29 -49.20591 -48.98076 -49.11959 
1  1411.736  218.7394  5.37e-31 -52.68216  -51.10616*  -52.07796* 
2  1447.834  54.14678  5.65e-31 -52.68593 -49.75906 -51.56384 
3  1498.863   64.76783*   3.67e-31*  -53.26397* -48.98625 -51.62399 
4  1529.252  31.55751  6.19e-31 -53.04816 -47.41957 -50.89029 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    
 HQ: Hannan-Quinn information criterion    
 
 
Sample II – Granger causality  
 
VAR Granger Causality/Block Exogeneity Wald Tests 
Date: 12/12/17   Time: 18:45  
Sample: 1973Q1 1996Q4  
Included observations: 96  
    
        
Dependent variable: DGNP  
    
    Excluded Chi-sq df Prob. 
    
    M  0.016197 1  0.8987 
M  3.250829 1  0.0714 
M  0.089684 1  0.7646 
DCOM  4.267749 1  0.0388 
    
    All  11.43597 4  0.0221 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.129618 1  0.7188 
M  5.015557 1  0.0251 
M  0.982787 1  0.3215 
DCOM  0.370535 1  0.5427 
    
    All  5.619644 4  0.2294 
    
        
Dependent variable: M  
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Excluded Chi-sq df Prob. 
    
    DGNP  38.75017 1  0.0000 
M  0.022500 1  0.8808 
M  0.013076 1  0.9090 
DCOM  0.019116 1  0.8900 
    
    All  38.92470 4  0.0000 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  3.367436 1  0.0665 
M  0.094110 1  0.7590 
M  2.659365 1  0.1029 
DCOM  0.001412 1  0.9700 
    
    All  6.508908 4  0.1642 
    
        
Dependent variable: DCOM  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  1.236562 1  0.2661 
M  8.369369 1  0.0038 
M  0.105990 1  0.7448 
M  1.214374 1  0.2705 
    
    All  11.55583 4  0.0210 
    
    
    
 
 
VAR Lag Order Selection Criteria    
Endogenous variables: DGNP MMMDCOM M   
Exogenous variables: C      
Date: 12/18/17   Time: 21:21     
Sample: 1973Q1 1996Q4     
Included observations: 96     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  1995.917 NA   3.99e-26 -41.45661 -41.29634 -41.39183 
1  2252.535  475.8112  4.03e-28 -46.05281  -44.93091*  -45.59932* 
2  2303.761  88.57785  2.96e-28 -46.37001 -44.28648 -45.52781 
3  2350.312   74.67589*   2.43e-28*  -46.58983* -43.54466 -45.35892 
4  2370.343  29.62969  3.53e-28 -46.25715 -42.25035 -44.63754 
5  2393.540  31.41272  4.95e-28 -45.99042 -41.02200 -43.98210 
6  2421.280  34.09675  6.54e-28 -45.81833 -39.88828 -43.42131 
7  2456.377  38.75297  7.81e-28 -45.79952 -38.90783 -43.01379 
8  2505.573  48.17144  7.43e-28 -46.07444 -38.22113 -42.90000 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    
 HQ: Hannan-Quinn information criterion    
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Sample III – Granger causality  
 
VAR Granger Causality/Block Exogeneity Wald Tests 
Date: 12/12/17   Time: 18:46  
Sample: 1997Q1 2010Q4  
Included observations: 56  
    
        
Dependent variable: DGNP  
    
    Excluded Chi-sq df Prob. 
    
    M  3.889648 1  0.0486 
M  0.194854 1  0.6589 
M  0.354717 1  0.5515 
DCOM  4.015771 1  0.0451 
    
    All  6.267441 4  0.1800 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.340251 1  0.5597 
M  0.371280 1  0.5423 
M  0.027744 1  0.8677 
DCOM  0.200675 1  0.6542 
    
    All  0.833697 4  0.9339 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  19.72704 1  0.0000 
M  0.454713 1  0.5001 
M  3.454068 1  0.0631 
DCOM  3.032390 1  0.0816 
    
    All  63.29149 4  0.0000 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  2.151185 1  0.1425 
M  3.676592 1  0.0552 
M  11.49993 1  0.0007 
DCOM  2.731034 1  0.0984 
    
    All  15.11257 4  0.0045 
    
        
Dependent variable: DCOM  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  3.843012 1  0.0500 
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M  1.253061 1  0.2630 
M  0.000200 1  0.9887 
M  1.237889 1  0.2659 
    
    All  6.481956 4  0.1659 
    
    
 
 
VAR Lag Order Selection Criteria    
Endogenous variables: DGNP MMMDCOM M   
Exogenous variables: C      
Date: 12/18/17   Time: 21:22     
Sample: 1997Q1 2010Q4     
Included observations: 56     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  1155.861 NA   5.89e-26 -41.06647 -40.84947 -40.98234 
1  1306.983  264.4632  9.73e-28 -45.17796  -43.65895*  -44.58904* 
2  1352.992   70.65615*   7.11e-28* -45.53541 -42.71439 -44.44171 
3  1383.402  40.18506  9.75e-28 -45.33578 -41.21274 -43.73729 
4  1421.320  41.98115  1.15e-27 -45.40430 -39.97925 -43.30102 
5  1473.634  46.70854  9.95e-28  -45.98692* -39.25986 -43.37886 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    
 HQ: Hannan-Quinn information criterion    
 
Sample IV – Granger causality  
 
VAR Granger Causality/Block Exogeneity Wald Tests 
Date: 12/12/17   Time: 18:46  
Sample: 2011Q1 2017Q3  
Included observations: 26  
    
        
Dependent variable: DGNP  
    
    Excluded Chi-sq df Prob. 
    
    M  0.408703 1  0.5226 
M  1.023228 1  0.3118 
M  2.842139 1  0.0918 
DCOM  0.097231 1  0.7552 
    
    All  3.289685 4  0.5106 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  1.881164 1  0.1702 
M  0.127286 1  0.7213 
M  0.677982 1  0.4103 
DCOM  1.371717 1  0.2415 
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    All  4.210550 4  0.3783 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  2.524299 1  0.1121 
M  0.006631 1  0.9351 
M  0.079906 1  0.7774 
DCOM  0.051398 1  0.8206 
    
    All  2.727425 4  0.6044 
    
        
Dependent variable: M  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  0.590734 1  0.4421 
M  0.472748 1  0.4917 
M  3.076321 1  0.0794 
DCOM  2.031305 1  0.1541 
    
    All  5.546862 4  0.2356 
    
        
Dependent variable: DCOM  
    
    Excluded Chi-sq df Prob. 
    
    DGNP  2.539515 1  0.1110 
M  0.449483 1  0.5026 
M  0.000343 1  0.9852 
M  3.038651 1  0.0813 
    
    All  8.533578 4  0.0739 
    
    
 
 
VAR Lag Order Selection Criteria    
Endogenous variables: DGNP MMMDCOM M   
Exogenous variables: C      
Date: 12/18/17   Time: 21:22     
Sample: 2011Q1 2017Q3     
Included observations: 26     
       
        Lag LogL LR FPE AIC SC HQ 
       
       0  575.6266 NA   3.76e-27 -43.81743 -43.52710 -43.73383 
1  664.8756   130.4409*   6.79e-29* -47.91351  -45.88120*  -47.32828* 
2  702.7443  37.86869  9.80e-29  -48.05726* -44.28297 -46.97040 
       
              
 * indicates lag order selected by the criterion   
 LR: sequential modified LR test statistic (each test at 5% level)  
 FPE: Final prediction error     
 AIC: Akaike information criterion    
 SC: Schwarz information criterion    
 HQ: Hannan-Quinn information criterion    
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Annex III - MIDAS Estimations  
MIDAS overall  
 
Dependent Variable: DGNP   
Method: MIDAS    
Date: 12/12/17   Time: 19:11   
Sample: 1956Q1 2017Q2   
Included observations: 246   
Method: PDL/Almon (polynomial degree: 3)  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.004691 0.000872 5.380428 0.0000 
DGNP(-1) 0.289387 0.064796 4.466116 0.0000 
DGNP(-2) 0.136828 0.067797 2.018208 0.0447 
DGNP(-3) -0.029382 0.067460 -0.435542 0.6636 
DGNP(-4) -0.028240 0.064281 -0.439322 0.6608 
     
     Page: M  Series: DOIL(-5)   Lags: 5 
     
     PDL01 -0.000354 0.016645 -0.021238 0.9831 
PDL02 -0.001425 0.012735 -0.111931 0.9110 
PDL03 0.000265 0.002054 0.129136 0.8974 
     
     R-squared 0.120980    Mean dependent var 0.007374 
Adjusted R-squared 0.106390    S.D. dependent var 0.008770 
S.E. of regression 0.008290    Akaike info criterion -6.703002 
Sum squared resid 0.016563    Schwarz criterion -6.589007 
Log likelihood 832.4692    Hannan-Quinn criter. -6.657102 
Durbin-Watson stat 2.010087    
     
     M(-5) Lag Coefficient Distribution 
     
      0 -0.001514          * 
 1 -0.002143          * 
 2 -0.002243          * 
 3 -0.001811          * 
 4 -0.000850          * 
     
     
 
 
Sample I – MIDAS 
 
Dependent Variable: DGNP   
Method: MIDAS    
Date: 12/12/17   Time: 19:10   
Sample: 1949Q2 1972Q4   
Included observations: 95   
Method: PDL/Almon (polynomial degree: 3)  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.009675 0.001915 5.053127 0.0000 
DGNP(-1) 0.256691 0.104957 2.445677 0.0165 
DGNP(-2) 0.128228 0.107340 1.194598 0.2355 
  -79- 
DGNP(-3) -0.128569 0.106868 -1.203057 0.2322 
DGNP(-4) -0.173581 0.102634 -1.691251 0.0944 
     
     Page: M  Series: DOIL(-5)   Lags: 5 
     
     PDL01 0.013111 0.147772 0.088727 0.9295 
PDL02 -0.057793 0.133639 -0.432460 0.6665 
PDL03 0.009228 0.023524 0.392296 0.6958 
     
     R-squared 0.202232    Mean dependent var 0.010133 
Adjusted R-squared 0.166775    S.D. dependent var 0.011431 
S.E. of regression 0.010435    Akaike info criterion -6.172993 
Sum squared resid 0.009800    Schwarz criterion -5.957930 
Log likelihood 301.2172    Hannan-Quinn criter. -6.086092 
Durbin-Watson stat 2.083389    
     
     M(-5) Lag Coefficient Distribution 
     
      0 -0.035454          * 
 1 -0.065562          * 
 2 -0.077214         *  
 3 -0.070409          * 
 4 -0.045147          * 
     
     
 
 
Sample II – MIDAS 
 
Dependent Variable: DGNP   
Method: MIDAS    
Date: 12/12/17   Time: 19:13   
Sample: 1973Q1 1996Q4   
Included observations: 96   
Method: PDL/Almon (polynomial degree: 3)  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005008 0.001432 3.498364 0.0007 
DGNP(-1) 0.323403 0.106362 3.040597 0.0031 
DGNP(-2) 0.086740 0.110753 0.783187 0.4356 
DGNP(-3) 0.007554 0.110818 0.068171 0.9458 
DGNP(-4) -0.075736 0.104554 -0.724375 0.4708 
     
     Page: M  Series: DOIL(-5)   Lags: 5 
     
     PDL01 -0.008055 0.034873 -0.230974 0.8179 
PDL02 -0.000939 0.026029 -0.036064 0.9713 
PDL03 0.000701 0.004041 0.173564 0.8626 
     
     R-squared 0.151725    Mean dependent var 0.007408 
Adjusted R-squared 0.114438    S.D. dependent var 0.008985 
S.E. of regression 0.008456    Akaike info criterion -6.594770 
Sum squared resid 0.006506    Schwarz criterion -6.381074 
Log likelihood 324.5490    Hannan-Quinn criter. -6.508391 
Durbin-Watson stat 1.999917    
     
     M(-5) Lag Coefficient Distribution 
     
      0 -0.008292      *     
-80- 
 1 -0.007126      *     
 2 -0.004558      *     
 3 -0.000587      *     
 4 0.004787      *     
     
     
 
 
Sample III – MIDAS  
 
Dependent Variable: DGNP   
Method: MIDAS    
Date: 12/15/17   Time: 21:52   
Sample: 1997Q1 2010Q4   
Included observations: 56   
Method: PDL/Almon (polynomial degree: 3)  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.002658 0.001502 1.769875 0.0831 
DGNP(-1) 0.306681 0.147297 2.082052 0.0427 
DGNP(-2) 0.247957 0.159208 1.557437 0.1259 
DGNP(-3) -0.077149 0.153574 -0.502356 0.6177 
DGNP(-4) 0.075062 0.147422 0.509164 0.6130 
     
     Page: M  Series: DOIL(-5)   Lags: 4 
     
     PDL01 0.007967 0.026485 0.300805 0.7649 
PDL02 -0.005702 0.024561 -0.232173 0.8174 
PDL03 0.000787 0.004957 0.158717 0.8746 
     
     R-squared 0.215038    Mean dependent var 0.006049 
Adjusted R-squared 0.153472    S.D. dependent var 0.007640 
S.E. of regression 0.007029    Akaike info criterion -6.885228 
Sum squared resid 0.002520    Schwarz criterion -6.595892 
Log likelihood 200.7864    Hannan-Quinn criter. -6.773053 
Durbin-Watson stat 1.997625    
     
     M(-5) Lag Coefficient Distribution 
     
      0 0.003051      *     
 1 -0.000291      *     
 2 -0.002060      *     
 3 -0.002255      *     
     
     
 
Sample IV – MIDAS  
 
Dependent Variable: DGNP   
Method: MIDAS    
Date: 12/12/17   Time: 19:15   
Sample: 2011Q1 2017Q2   
Included observations: 26   
Method: PDL/Almon (polynomial degree: 3)  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.009300 0.003041 3.058042 0.0068 
DGNP(-1) -0.226303 0.224900 -1.006236 0.3276 
  -81- 
DGNP(-2) -0.201810 0.235184 -0.858090 0.4021 
DGNP(-3) -0.191267 0.248978 -0.768209 0.4523 
DGNP(-4) -0.240104 0.235144 -1.021090 0.3207 
     
     Page: M  Series: DOIL(-5)   Lags: 5 
     
     PDL01 -0.011361 0.021745 -0.522469 0.6077 
PDL02 0.008081 0.017905 0.451305 0.6572 
PDL03 -0.001191 0.003021 -0.394386 0.6979 
     
     R-squared 0.133926    Mean dependent var 0.004918 
Adjusted R-squared -0.031041    S.D. dependent var 0.004147 
S.E. of regression 0.004211    Akaike info criterion -7.700562 
Sum squared resid 0.000372    Schwarz criterion -7.313455 
Log likelihood 108.1073    Hannan-Quinn criter. -7.589089 
Durbin-Watson stat 1.790680    
     
     M(-5) Lag Coefficient Distribution 
     
      0 -0.004472      *     
 1 3.47E-05      *     
 2 0.002158      *     
 3 0.001899      *     
 4 -0.000743      *     
     
     
 
 
Annex IV – Quantile Regression  
Overall quantile 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.25)  
Date: 12/12/17   Time: 20:05   
Sample (adjusted): 1949Q2 2017Q2  
Included observations: 273 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.10373  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -4.68E-05 0.001254 -0.037297 0.9703 
M(-1) 0.000698 0.009361 0.074586 0.9406 
M(-2) -0.011580 0.011626 -0.996038 0.3201 
M(-3) -0.013864 0.008031 -1.726384 0.0854 
M(-4) -0.021343 0.009376 -2.276339 0.0236 
DGNP(-1) 0.290444 0.077062 3.768960 0.0002 
DGNP(-2) 0.226088 0.077602 2.913442 0.0039 
DGNP(-3) -0.015262 0.079372 -0.192283 0.8477 
DGNP(-4) -0.082215 0.072488 -1.134197 0.2577 
     
     Pseudo R-squared 0.118199    Mean dependent var 0.007841 
Adjusted R-squared 0.091478    S.D. dependent var 0.009493 
S.E. of regression 0.010062    Objective 0.690792 
Quantile dependent var 0.003248    Restr. objective 0.783388 
-82- 
Sparsity 0.021062    Quasi-LR statistic 46.89415 
Prob(Quasi-LR stat) 0.000000    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (Median)  
Date: 12/12/17   Time: 19:56   
Sample (adjusted): 1949Q2 2017Q2  
Included observations: 273 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.14977  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005816 0.001119 5.196844 0.0000 
M(-1) -0.013771 0.016727 -0.823266 0.4111 
M(-2) -0.012369 0.009701 -1.275073 0.2034 
M(-3) -0.002669 0.010564 -0.252672 0.8007 
M(-4) -0.019256 0.012855 -1.497903 0.1354 
DGNP(-1) 0.279477 0.083993 3.327379 0.0010 
DGNP(-2) 0.240604 0.089070 2.701283 0.0074 
DGNP(-3) -0.181371 0.082700 -2.193116 0.0292 
DGNP(-4) -0.070334 0.081755 -0.860305 0.3904 
     
     Pseudo R-squared 0.078973    Mean dependent var 0.007841 
Adjusted R-squared 0.051063    S.D. dependent var 0.009493 
S.E. of regression 0.008887    Objective 0.856077 
Quantile dependent var 0.007675    Restr. objective 0.929481 
Sparsity 0.018004    Quasi-LR statistic 32.61630 
Prob(Quasi-LR stat) 0.000072    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.75)  
Date: 12/12/17   Time: 20:06   
Sample (adjusted): 1949Q2 2017Q2  
Included observations: 273 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.10373  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.010504 0.000956 10.98727 0.0000 
M(-1) -0.006634 0.021556 -0.307764 0.7585 
M(-2) 0.016044 0.010025 1.600469 0.1107 
M(-3) 0.004022 0.013660 0.294421 0.7687 
M(-4) 0.001518 0.017304 0.087711 0.9302 
DGNP(-1) 0.367393 0.099165 3.704871 0.0003 
DGNP(-2) 0.039225 0.105304 0.372492 0.7098 
DGNP(-3) -0.065784 0.086760 -0.758231 0.4490 
DGNP(-4) -0.075304 0.076021 -0.990564 0.3228 
     
     Pseudo R-squared 0.115480    Mean dependent var 0.007841 
Adjusted R-squared 0.088676    S.D. dependent var 0.009493 
S.E. of regression 0.010224    Objective 0.702284 
Quantile dependent var 0.012592    Restr. objective 0.793972 
  -83- 
Sparsity 0.021921    Quasi-LR statistic 44.61422 
Prob(Quasi-LR stat) 0.000000    
     
     
 
 
Sample I – Quantile  
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.25)  
Date: 12/12/17   Time: 20:07   
Sample (adjusted): 1949Q2 1972Q3  
Included observations: 94 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.14799  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.005997 0.002935 2.043398 0.0441 
M(-1) -0.226917 0.242624 -0.935260 0.3523 
M(-2) -0.237938 0.297724 -0.799191 0.4264 
M(-3) 0.009220 0.296810 0.031065 0.9753 
M(-4) -0.155461 0.175650 -0.885065 0.3786 
DGNP(-1) 0.319297 0.155897 2.048125 0.0436 
DGNP(-2) -0.026946 0.178569 -0.150898 0.8804 
DGNP(-3) -0.186921 0.120718 -1.548410 0.1252 
DGNP(-4) -0.240851 0.158739 -1.517275 0.1329 
     
     Pseudo R-squared 0.157287    Mean dependent var 0.010068 
Adjusted R-squared 0.077973    S.D. dependent var 0.011475 
S.E. of regression 0.012494    Objective 0.283564 
Quantile dependent var 0.002976    Restr. objective 0.336489 
Sparsity 0.029051    Quasi-LR statistic 19.43246 
Prob(Quasi-LR stat) 0.012710    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (Median)  
Date: 12/12/17   Time: 20:03   
Sample (adjusted): 1949Q2 1972Q4  
Included observations: 95 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.21293  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.011722 0.002623 4.469179 0.0000 
M(-1) -0.408069 0.278840 -1.463452 0.1470 
M(-2) -0.181210 0.126677 -1.430488 0.1562 
M(-3) -0.298264 0.374430 -0.796582 0.4279 
M(-4) -0.251606 0.330989 -0.760165 0.4492 
DGNP(-1) 0.218717 0.155920 1.402749 0.1643 
DGNP(-2) 0.017695 0.153826 0.115034 0.9087 
DGNP(-3) -0.144362 0.123554 -1.168412 0.2459 
DGNP(-4) -0.122269 0.123796 -0.987665 0.3261 
     
-84- 
     Pseudo R-squared 0.163077    Mean dependent var 0.010133 
Adjusted R-squared 0.085224    S.D. dependent var 0.011431 
S.E. of regression 0.010873    Objective 0.351369 
Quantile dependent var 0.009296    Restr. objective 0.419834 
Sparsity 0.024747    Quasi-LR statistic 22.13280 
Prob(Quasi-LR stat) 0.004676    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.75)  
Date: 12/12/17   Time: 20:08   
Sample (adjusted): 1949Q2 1972Q4  
Included observations: 95 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.14747  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.017027 0.002834 6.007217 0.0000 
M(-1) -0.055256 0.101608 -0.543817 0.5880 
M(-2) -0.301811 0.090313 -3.341846 0.0012 
M(-3) -0.004206 0.114278 -0.036805 0.9707 
M(-4) -0.231496 0.105996 -2.184008 0.0317 
DGNP(-1) 0.367253 0.138296 2.655564 0.0094 
DGNP(-2) -0.035161 0.140379 -0.250468 0.8028 
DGNP(-3) -0.158853 0.208313 -0.762568 0.4478 
DGNP(-4) -0.123266 0.129245 -0.953739 0.3429 
     
     Pseudo R-squared 0.144956    Mean dependent var 0.010133 
Adjusted R-squared 0.065417    S.D. dependent var 0.011431 
S.E. of regression 0.012656    Objective 0.284235 
Quantile dependent var 0.018234    Restr. objective 0.332422 
Sparsity 0.029813    Quasi-LR statistic 17.24013 
Prob(Quasi-LR stat) 0.027704    
     
     
 
 
Sample II – Quantile  
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.25)  
Date: 12/12/17   Time: 20:10   
Sample: 1973Q1 1996Q4   
Included observations: 96   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.14696  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000209 0.001579 -0.132126 0.8952 
M(-1) -0.028006 0.018523 -1.511973 0.1342 
M(-2) -0.029095 0.012611 -2.307189 0.0234 
M(-3) 0.000650 0.012916 0.050287 0.9600 
M(-4) -0.064155 0.029543 -2.171555 0.0326 
  -85- 
DGNP(-1) 0.282818 0.127206 2.223307 0.0288 
DGNP(-2) 0.370264 0.116361 3.182034 0.0020 
DGNP(-3) -0.062881 0.126477 -0.497170 0.6203 
DGNP(-4) -0.047751 0.123223 -0.387519 0.6993 
     
     Pseudo R-squared 0.181498    Mean dependent var 0.007408 
Adjusted R-squared 0.106233    S.D. dependent var 0.008985 
S.E. of regression 0.009883    Objective 0.223558 
Quantile dependent var 0.003433    Restr. objective 0.273130 
Sparsity 0.019778    Quasi-LR statistic 26.73603 
Prob(Quasi-LR stat) 0.000785    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (Median)  
Date: 12/12/17   Time: 20:02   
Sample: 1973Q1 1996Q4   
Included observations: 96   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.21218  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.006627 0.002232 2.968916 0.0039 
M(-1) -0.015873 0.036754 -0.431863 0.6669 
M(-2) -0.019618 0.026152 -0.750172 0.4552 
M(-3) -0.013384 0.029861 -0.448195 0.6551 
M(-4) -0.028129 0.021958 -1.281024 0.2036 
DGNP(-1) 0.224199 0.113078 1.982705 0.0506 
DGNP(-2) 0.181830 0.200952 0.904843 0.3680 
DGNP(-3) -0.090605 0.175978 -0.514866 0.6080 
DGNP(-4) -0.159495 0.155931 -1.022857 0.3092 
     
     Pseudo R-squared 0.135810    Mean dependent var 0.007408 
Adjusted R-squared 0.056344    S.D. dependent var 0.008985 
S.E. of regression 0.008550    Objective 0.265951 
Quantile dependent var 0.007817    Restr. objective 0.307746 
Sparsity 0.017892    Quasi-LR statistic 18.68785 
Prob(Quasi-LR stat) 0.016621    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.75)  
Date: 12/12/17   Time: 20:09   
Sample: 1973Q1 1996Q4   
Included observations: 96   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.14696  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.009476 0.001832 5.173529 0.0000 
M(-1) -0.021988 0.037867 -0.580665 0.5630 
M(-2) -0.004192 0.024670 -0.169916 0.8655 
M(-3) 0.035271 0.025981 1.357588 0.1781 
M(-4) 0.001732 0.019981 0.086696 0.9311 
-86- 
DGNP(-1) 0.366277 0.123691 2.961237 0.0039 
DGNP(-2) 0.054107 0.165756 0.326424 0.7449 
DGNP(-3) 0.153034 0.157837 0.969574 0.3349 
DGNP(-4) -0.281267 0.098088 -2.867486 0.0052 
     
     Pseudo R-squared 0.140430    Mean dependent var 0.007408 
Adjusted R-squared 0.061389    S.D. dependent var 0.008985 
S.E. of regression 0.010137    Objective 0.212343 
Quantile dependent var 0.011843    Restr. objective 0.247033 
Sparsity 0.017856    Quasi-LR statistic 20.72388 
Prob(Quasi-LR stat) 0.007918    
     
     
 
 
Sample III – Quantile  
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.25)  
Date: 12/12/17   Time: 20:11   
Sample: 1997Q1 2010Q4   
Included observations: 56   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.17588  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 8.38E-05 0.001887 0.044413 0.9648 
M(-1) 0.012443 0.019619 0.634244 0.5290 
M(-2) -0.004358 0.027007 -0.161368 0.8725 
M(-3) -0.021060 0.013025 -1.616935 0.1126 
M(-4) -0.025672 0.016383 -1.566986 0.1238 
DGNP(-1) 0.183418 0.213530 0.858980 0.3947 
DGNP(-2) 0.334798 0.226701 1.476828 0.1464 
DGNP(-3) -0.037157 0.195065 -0.190487 0.8497 
DGNP(-4) 0.022112 0.184419 0.119903 0.9051 
     
     Pseudo R-squared 0.231931    Mean dependent var 0.006049 
Adjusted R-squared 0.101195    S.D. dependent var 0.007640 
S.E. of regression 0.007875    Objective 0.103969 
Quantile dependent var 0.003430    Restr. objective 0.135364 
Sparsity 0.018324    Quasi-LR statistic 18.27540 
Prob(Quasi-LR stat) 0.019254    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (Median)  
Date: 12/12/17   Time: 20:10   
Sample: 1997Q1 2010Q4   
Included observations: 56   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.25395  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     
  -87- 
C 0.005386 0.002073 2.597910 0.0125 
M(-1) -0.011362 0.022024 -0.515885 0.6084 
M(-2) -0.003342 0.012830 -0.260497 0.7956 
M(-3) -0.021926 0.013489 -1.625444 0.1108 
M(-4) -0.014230 0.013834 -1.028614 0.3089 
DGNP(-1) -0.068659 0.216082 -0.317743 0.7521 
DGNP(-2) 0.325415 0.137824 2.361092 0.0224 
DGNP(-3) 0.046490 0.176231 0.263804 0.7931 
DGNP(-4) -0.073461 0.164703 -0.446021 0.6576 
     
     Pseudo R-squared 0.133576    Mean dependent var 0.006049 
Adjusted R-squared -0.013900    S.D. dependent var 0.007640 
S.E. of regression 0.007927    Objective 0.123304 
Quantile dependent var 0.006928    Restr. objective 0.142314 
Sparsity 0.014217    Quasi-LR statistic 10.69696 
Prob(Quasi-LR stat) 0.219468    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.75)  
Date: 12/12/17   Time: 20:12   
Sample: 1997Q1 2010Q4   
Included observations: 56   
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.17588  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.007646 0.001936 3.950014 0.0003 
M(-1) 0.012997 0.024228 0.536475 0.5942 
M(-2) 0.007113 0.018283 0.389078 0.6990 
M(-3) 0.007009 0.016995 0.412416 0.6819 
M(-4) -0.004093 0.016559 -0.247175 0.8058 
DGNP(-1) 0.227256 0.303930 0.747724 0.4584 
DGNP(-2) 0.180398 0.280861 0.642303 0.5238 
DGNP(-3) -0.093760 0.197248 -0.475340 0.6367 
DGNP(-4) 0.152189 0.167509 0.908541 0.3682 
     
     Pseudo R-squared 0.148603    Mean dependent var 0.006049 
Adjusted R-squared 0.003684    S.D. dependent var 0.007640 
S.E. of regression 0.008970    Objective 0.091374 
Quantile dependent var 0.009796    Restr. objective 0.107323 
Sparsity 0.018592    Quasi-LR statistic 9.149930 
Prob(Quasi-LR stat) 0.329806    
     
     
 
 
Sample IV – Quantile 
 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.25)  
Date: 12/12/17   Time: 20:13   
Sample (adjusted): 2011Q1 2017Q2  
Included observations: 26 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
-88- 
Bandwidth method: Hall-Sheather, bw=0.22714  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.008180 0.004493 1.820510 0.0863 
M(-1) -0.006777 0.027320 -0.248070 0.8071 
M(-2) 0.007634 0.023811 0.320627 0.7524 
M(-3) -0.010867 0.022070 -0.492380 0.6287 
M(-4) 0.016939 0.019610 0.863813 0.3997 
DGNP(-1) -0.152458 0.535726 -0.284582 0.7794 
DGNP(-2) -0.105954 0.373342 -0.283798 0.7800 
DGNP(-3) -0.396621 0.402610 -0.985127 0.3384 
DGNP(-4) -0.405646 0.368622 -1.100438 0.2865 
     
     Pseudo R-squared 0.280695    Mean dependent var 0.004918 
Adjusted R-squared -0.057801    S.D. dependent var 0.004147 
S.E. of regression 0.005497    Objective 0.024419 
Quantile dependent var 0.002541    Restr. objective 0.033948 
Sparsity 0.013604    Quasi-LR statistic 7.471798 
Prob(Quasi-LR stat) 0.486686    
     
     
 
 
Dependent Variable: DGNP   
Method: Quantile Regression (Median)  
Date: 12/12/17   Time: 20:12   
Sample (adjusted): 2011Q1 2017Q2  
Included observations: 26 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.32795  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.006774 0.004692 1.443583 0.1670 
M(-1) 0.010649 0.024897 0.427740 0.6742 
M(-2) 0.016035 0.023057 0.695447 0.4962 
M(-3) -0.011577 0.019940 -0.580583 0.5691 
M(-4) 0.014139 0.021335 0.662722 0.5164 
DGNP(-1) -0.114571 0.451969 -0.253493 0.8029 
DGNP(-2) 0.009784 0.375956 0.026023 0.9795 
DGNP(-3) -0.219866 0.465849 -0.471968 0.6430 
DGNP(-4) -0.147509 0.397282 -0.371294 0.7150 
     
     Pseudo R-squared 0.220463    Mean dependent var 0.004918 
Adjusted R-squared -0.146378    S.D. dependent var 0.004147 
S.E. of regression 0.004889    Objective 0.032917 
Quantile dependent var 0.005129    Restr. objective 0.042227 
Sparsity 0.013304    Quasi-LR statistic 5.598057 
Prob(Quasi-LR stat) 0.692154    
     
     
 
 
 
 
 
  -89- 
Dependent Variable: DGNP   
Method: Quantile Regression (tau = 0.75)  
Date: 12/12/17   Time: 20:14   
Sample (adjusted): 2011Q1 2017Q2  
Included observations: 26 after adjustments  
Huber Sandwich Standard Errors & Covariance  
Sparsity method: Kernel (Epanechnikov) using residuals 
Bandwidth method: Hall-Sheather, bw=0.22714  
Estimation successfully identifies unique optimal solution 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.011219 0.006852 1.637496 0.1199 
M(-1) 0.010360 0.032223 0.321526 0.7517 
M(-2) -0.012615 0.040256 -0.313369 0.7578 
M(-3) 0.024687 0.043226 0.571118 0.5754 
M(-4) 0.007244 0.032359 0.223862 0.8255 
DGNP(-1) -0.139424 0.460497 -0.302768 0.7657 
DGNP(-2) -0.148664 0.489421 -0.303755 0.7650 
DGNP(-3) -0.115000 0.486588 -0.236339 0.8160 
DGNP(-4) -0.247385 0.372506 -0.664109 0.5155 
     
     Pseudo R-squared 0.163228    Mean dependent var 0.004918 
Adjusted R-squared -0.230547    S.D. dependent var 0.004147 
S.E. of regression 0.006435    Objective 0.027360 
Quantile dependent var 0.007170    Restr. objective 0.032697 
Sparsity 0.016612    Quasi-LR statistic 3.427071 
Prob(Quasi-LR stat) 0.904775    
     
     
 
 
 
