The accurate ab initio quantum chemical (QM) method multiconfigurational second-order perturbation (CASSPT2)/complete active space self-consistent field (CASSCF) has been used in conjunction with molecular mechanics (MM) procedures to compute molecular properties and photoinduced reactivity of DNA/RNA nucleobases (NABs) in isolation and within a realistic environment, in which the double helix strand, the aqueous media, and the external counterions are included. It is illustrated that the use of an MM model is helpful both to account for short-and long-range effects of the system surrounding the QM molecular core and to provide the proper structural constraints that allow more accurate QM geometry determinations.
INTRODUCTION
In parallel to an intense period of experimental activity [1] , the last few years have known a growing number of theoretical studies on the properties and photoreactivity of DNA components, in particular, the pyrimidine and purine nucleobases (NABs): uracil (U), thymine (T), cytosine (C), adenine (A), and guanine (G), as well as of close related derivatives and analogous, as monomers or dimers [2] . The use of modern quantum chemical (QM) methods for ground and excited states has enabled the accurate determination of properties such as ionization potentials (IPs) or electron affinities (EAs) (see, e.g., [3, 4] ), ground-state reactivity [5, 6] , and more recently excited-state reactivity, including excimer formation, photochemical dimerization, and NABs-photopharmacon adduct formation [7] [8] [9] . In particular for excited states, where the description of states degeneracy (in general conical intersections, CIs) is required, the multiconfigurational approaches have been the protagonists of the achievements, in particular the ab initio complete active space self-consistent field (CASSCF) and the multiconfigurational second-order perturbation (CASPT2) methods [10] [11] [12] [13] , and to a minor extent other multiconfigurational procedures such as the combined density functional theory/multireference configuration interac-tion (DFT/MRCI) approach [14] and the ab initio CASSCF/MRCI method [15, 16] . It has been clearly shown that only the full account of the electronic correlation energy can provide results accurate enough to understand the chemical problem, and therefore the use of expensive QM methods and the corresponding limitation in the affordable molecular-size systems can be understood. Most of the experimental results to be rationalized have been, however, obtained in solvated-aqueous in generalenvironments, or correspond to measurements of oligonucleotide or DNA strands in different media. Thus, there is a clear necessity to include the effects of the environment and see how it modifies the accurate QM results obtained for the isolated system, which can, on the other hand, be safely compared with data in gas phase or molecular beams.
The most comprehensive theoretical procedures to deal with the effects of the surrounding environment in chemical processes involve the coupling of the QM molecular core with a modeling of the external effects by means of molecular mechanics (MM) procedures that take into account dielectric, electrostatic, and steric interactions as well as the dynamic aspects of the problem. In order to tackle the issue of large systems at a reasonably computational cost, QM/MM methods represent, perhaps, one of the best alternatives. However, it has to be clear that these hybrid methods work because of error cancellations that are able to minimize the unbalanced description performed in the frontier region as well as in the non-symmetrical evaluation of the interactions in the QM and MM regions. Since their initial formulations [17] , the QM/MM procedures in their many derivations (see, e.g., some recent reviews in refs. [18, 19] ) have been largely developed to treat many different chemical problems in organic chemistry, liquid-phase organic and organometallic chemistry, biochemistry, solid-state chemistry, and, only recently, photobiology (see, e.g., [20] ). In the specific case of the DNA, QM/MM studies have been carried out mainly to analyze enzymatic, reactivity, or charge-transfer (CT) processes in the ground state (see, e.g., [21] [22] [23] [24] ), and few to study excited-state phenomena [25] , whereas, as far as we know, the present one is the first report in which the employed QM approach fully includes on the excited state the electronic correlation energy (necessary to obtain quantitative answers) through the CASPT2 approach [26] [27] [28] [29] . Our present goal is to illustrate, with a survey of examples, the capability of the approach to provide answers in the field of DNA properties, reactivity, and, especially, photoreactivity. Many of the examples shown here are parts of a more comprehensive ongoing study that is currently being developed on the DNA photoreactivity addressed to complement our previous studies on the isolated systems [30] . In particular, we will first discuss the oxidative and reductive capabilities of the NABs by analyzing their IPs and EAs, from the monomer to the nucleoside and nucleotide, focusing on cytosine, studying its IPs and EAs in isolation and embedded in a DNA strand, which will be modeled with the QM/MM methodology. Secondly, the use of QM/MM as a tool to provide proper structural constraints shall be analyzed for geometry optimization problems by studying the photoreversibility of the cyclobutane cytosine (CBC) dimer (C<>C) as an isolated dimer and that confined in a DNA strand. Finally, the emissive and nonadiabatic relaxation processes of a DNA analogous, 2-aminopurine, in the gas phase and solution will be discussed in the context of a solvation model. Unless indicated, all reported calculations used the MOLCAS QM package [31, 32] . In the case of the QM/MM calculations, MOLCAS is linked to a modified version of the Tinker MM package [33] .
METHODOLOGY
The QM/MM scheme employs as QM core the ab initio CASPT2//CASSCF multiconfigurational approach, a method that has repeatedly proved its accuracy in all types of electronic structure calculations and that is especially well suited to compute excited states [26] [27] [28] [29] [30] [34] [35] [36] [37] [38] [39] . The CASSCF level of theory was employed for the geometry optimizations, and dynamic electron correlation was taken into account perturbatively at the second-order level through the CASPT2 method. [31, 32] . More specific details of the QM methodology, such as active spaces, will be mentioned when required.
The employed QM/MM strategy is based on an standard electrostatic embedding approach [40] , using a hydrogen link atom scheme [41] to describe the frontier region placed at the glycosidic bond of the nucleoside (see Fig. 1 ). The MM subsystem has been represented using the AMBER99 forcefield [42] . Both subsystems (QM and MM) interact in the following way: (a) the QM wave function is polarized by all the MM point charges, (b) stretching, bending, and torsion potentials involving at least one MM atom are described at the MM level, and (c) standard van der Waals potentials are used to represent the interaction between atom pairs (QM-MM) separated by more than two bonds. Therefore, the Hamiltonian used in the computations takes the following form: (1) where Ĥ QM is the Hamiltonian of the QM subsystem in vacuo, Ĥ MM is the Hamiltonian of the MM subsystem computed using the AMBER force field, and the remaining four terms are the interacting QM/MM Hamiltonian, with the first two terms comprising the electrostatic interactions (polarization of the wavefunction by the MM charges and Coulomb term between QM and MM nuclei, that in the optimizations carried out have been approximated using the electrostatic potential fitted (ESPF) operator method [43] ), the third one corresponding to the van der Waals (vdW) interaction term computed using the definition of the AMBER force field, and the last one containing the terms needed for a proper description of the frontier within the hydrogen link-atom scheme. Within this model, the MM charges remain constant through the computation, and no polarization of the MM region is taken into account with an explicit term (yet polarization is included in a mean-field way in the parametrization of the AMBER point charges [42] ). During the optimizations, the MM region surrounding the QM subsystem within 5 Å has been allowed to relax using the microiterations technique (see, e.g., [44] ). Examples of successful QM/MM applications on fast chemical processes in biological compounds can be found in the literature [45] [46] [47] . All the new computations reported here have been carried out using version 7.3 of the MOLCAS package [31, 32, 48] .
RESULTS AND DISCUSSION

Ionization potentials and electron affinities of cytosine in DNA
The electron donor and acceptor abilities of the DNA and RNA subsystems such as NABs, nucleosides, nucleotides, or a pair of stacked bases are crucial to understand a great amount of phenomena related to DNA (see, e.g., [3] [4] [5] [6] 30, [49] [50] [51] ). Recently, we applied high-level QM ab initio coupled-cluster (CC) and multiconfigurational perturbation theory methods (CASPT2) [26, 52] to compute the vertical and adiabatic ionization potentials (VIPs and AIPs, respectively) and electron affinities (VEAs and AEAs, respectively) of the canonical RNA and DNA bases, uracil, thymine, cytosine, adenine, and guanine in vacuo, establishing theoretical reference values for these properties at a level of theory not reported before [3, 4] . The sequence of VIPs was found to be U > T > C > A > G covering the range of energies 9.42-8.09 eV, with uracil and guanine being the least and most favorable, respectively, for electron withdrawal, a trend that is maintained for the adiabatic property with a decrease in the energetic domain down to 9.12-7. 65 . The values are just in the experimental range for the vertical values and slightly lower for the adiabatic ones. In the case of VEAs (a poorly known property), the opposite trends as for IPs are obtained: guanine appears to be the least favorable to electron attachment (-1.14 eV), followed by adenine (-0.91 eV), cytosine (-0.69 eV), uracil (-0.61 eV), and thymine (-0.60 eV). As a consequence of the geometry relaxation of the charged systems that is taken into account in the adiabatic properties, the AEAs become closer to positive energy values. Adenine becomes the NAB with the most negative AEA, -0.57 eV, followed by guanine, whose energy increases to -0.35 eV, whereas cytosine, thymine, and uracil become very close to zero. In order to determine the role of the sugar and phosphate moieties and the source of the lowest IP in nucleosides and nucleotides, the lowest VIPs of 2'-deoxythimidine 5'-monophosphate (dTMP-) and 2'-deoxyguanidine 5'-monophosphate (dGMP-) were determined at the CASPT2//MP2 level of theory [49, 53] . In all cases, and independently of the conformation, the lowest ionization channel is found related to a π-orbital of the NAB, an established concept [54] that had been wrongly questioned on the basis of DFT calculations [55] . The effect of adding a sugar group to the isolated NAB makes the VIP decrease in the thymine nucleoside by near 1 eV, whereas a further 3 eV lowering is observed (down to 6.0 eV) in the nucleotide as the negatively charged phosphate moiety is incorporated.
In a step toward the understanding of DNA behavior in the common cellular conditions under oxidative and reductive stress, it is of great importance to consider the effect of the medium surrounding the subsystems previously studied in vacuo. Therefore, we have carried out computations of the VIP, AIP, VEA, and AEA of NABs, starting with cytosine, applying a QM/MM approach to a system of one cytosine molecule embedded in a 18-base-pair long double helix of poly(C)-poly(G) (hereafter dC 18 × dG 18 ) surrounded by water molecules (see Fig. 1 ). In this initial model (to be followed by more extensive calculations), the sugar and phosphate moieties are treated at the MM level and we focus only on the IPs related with the NAB. Table 1 compiles the six low-lying IPs of cytosine in vacuo and in dC 18 × dG 18 . The same level of theory, CASPT2(IPEA = 0.25)/ANO-L 431/21//CASSCF/ANO-L 431/21, is employed for the QM calculations in both cases [3, 52] . The active space comprises all the π system plus the two in-plane oxygen and nitrogen lone-pair orbitals, conforming a space of 14 electrons distributed in 10 orbitals (14/10). The character of the related state of the cation is described by the type of molecular orbital (MO) where the unpaired electron is essentially placed. All the computed cation states are higher in energy at the molecule ground-state geometry when the double strand and the aqueous media are taken into account, except the π 2 -state which becomes the cation state with the lowest VIP D. ROCA-SANJUÁN et al.
in the QM/MM calculation. The difference between the lowest-lying VIP in vacuo and in the medium is therefore 0.66 eV, being less favorable to detach an electron from a cytosine molecule in the hydrated poly(C)-poly(G) double strand. Unlike what occurred in the isolated nucleoside and nucleotide, the IPs of embedded NABs do not decrease so dramatically as compared to the isolated values. One of the reasons is the balance imposed by the counterions that approach the negatively charged phosphate group. The states related with the oxygen and nitrogen lone-pair MOs undergo the largest increases in energy, especially that of the oxygen which becomes in the dC 18 × dG 18 model higher in energy than the n Nstate (cf. Table 1 ). Since these lone pairs are implied in the H-bonds between cytosine and its complementary NAB (guanine) in the double helix, their electron density around the nitrogen and oxygen atoms is lower and the electron detachment from their lone pairs is less favorable. 18 . As in the case of the VIPs, the CASPT2(IPEA=0.25)//CASSCF/ANO-L 431/21 methodology has been employed for the QM calculations of AIPs, VEAs, and AEAs. When the DNA and the water environment are taken into account, all NAB VIPs have been found larger than for the isolated case. Additionally, the lowest VIP in the neutral embedded molecule at 9.39 eV corresponds to the π 2 orbital, that is, the HOMO-1 of the isolated system. When relaxing the geometry of the embedded system the π 1 (HOMO in the isolated cytosine) state of the cation becomes more stable, and therefore the AIP, 8.35 eV, is 0.26 eV lower than the value in vacuo, with a structure inside the DNA in which the amino group leaves the planarity displayed in vacuo. In the case of the VEAs, the presence of the environment increases the value 0.35 eV, still being negative. The geometrical relaxation increases the gas-phase EA by 0.65 eV from the vertical value, but it has even much more dramatic consequences for cytosine in DNA, making the attachment of an electron finally favorable in the biological environment. The AEA becomes positive, 0.69 eV, whereas the molecule acquires a nearly planar arrangement, in contrast to the ring distortion computed in vacuo.
As mentioned above, the present study will be complemented by computing all the NABs and enlarging the fragment included in the QM part. The CASPT2 method was also employed with systems of two adjacent cytosine-cytosine and adenine-cytosine NABs in a face-to-face conformation or in the B-form of DNA to compute the VIP and the VEA [50, 51] . As a consequence of the stacking interactions between the NABs, stabilizations between 0.3 and 0.6 eV occur in the cationic and anionic systems. All these effects affect the acceptor and donor capabilities of the different subsystems of DNA and therefore represent the intrinsic abilities of these molecules in the process of electron attachment or detachment, having important consequences in the description of phenomena as CT along the DNA strand or in-site mutations [2, 5, 6, 50] . Continuous efforts to provide accurate theoretical values with reliable methods such as CASPT2 and proper environment representation are required in the field. 
Photoreversibility of cyclobutane cytosine (CBC) dimer: A QM/MM approach
Cyclobutane pyrimidine dimers (Pyr<>Pyr or CPDs) formed by adjacent pyrimidine bases were the first discovered environmentally induced DNA lesions [56, 57] , and they can be considered the most frequent adducts photoinduced in UV-irradiated cellular DNA [58, 59] . Understanding the mechanism of Pyr<>Pyr production and reversibility could help to propose ways of protection of the cell against the photodamage or strategies to repair the photolesion and restore the pyrimidines to their native state, parallel to the mechanism of DNA-photolyase enzymatic repair. Recently, we have analyzed the molecular basis of the photoproduction of CBC dimer (C<>C or CBC) along the singlet and triplet manifold, proving the crucial role of excited stacked dimers (excimers) as precursors of the photolesion [8] .
Whereas a singlet-triplet crossing (T 1 /S 0 ) X mediates the nonradiative deactivation toward the CBC dimer along a barrierless profile, the excimer has a highly stacked and bound face-to-face conformation in the singlet manifold such as the system has to overcome a barrier of 0.2 eV to reach the CI between the ground (S 0 ) and lowest singlet excited (S 1 ) states, (S 1 /S 0 ) CI , which connects the excimer and photoproduct. We have also explained the relationship between the efficiency of the production of the CBC dimer and the orientation of the pyrimidines at the time of irradiation with the relative position between the (S 1 /S 0 ) CI crossing and the excimers formed by the adjacent stacked NABs. Therefore, reactive orientations are those that at the time of light irradiation are close but energetically above the CI, and the yield of formation of each conformation will strongly depend on the dynamics of the DNA strand, whose flexibility allows for long-range nuclear motions. It is interesting to compare the reaction intermediate formed in the triplet manifold, in which only one C 6 -C 6' intermonomer covalent bond is formed while C 5 -C 5' remains separated 2.8 Å (C 5 and C 6 are the double C=C bond atoms in cytosine), with that in the singlet manifold, in which the intermediate complex at the CI have intermonomer C-C distances close to 2.2-2.3 Å. The singlet manifold intermediate undoubtedly requires a better stacked and restrained structure of the two monomers than in the case of the triplet manifold intermediate. This can be an explanation of the suggested predominance of the triplet mechanism in solution, where diffusion (and spin-orbit coupling) would basically control the photoreaction, whereas the singlet mechanism is proposed to be more important in a constrained environment such as DNA [8, 60] . In a subsequent study [61] , we have compared the intrinsic production of the photodimer of cytosine (CBC) and thymine (CBT) in the singlet manifold and we have found that, in thymine, even the conformation of the two NABs with the largest binding energy is energetically above the CI, which explains the higher reactivity of thymine in the process of photodimerization. We also have suggested that irradiation of the photoproduct can lead to the cleavage of the C 5 -C 5' and C 6 -C 6' bonds of the Pyr<>Pyr reversing thus the photolesion. This reversibility is less favorable in the case of thymine since it requires more energy.
D. ROCA-SANJUÁN et al.
Up to now, our studies of the NAB dimers were focused on the intrinsic mechanism of photoproduction and photoreversibility of CBC and CBT dimers in vacuo. In order to determine the influence of the DNA environment on the photoreactivity of the dimers, we are currently carrying out calculations of the two pyrimidines embedded in the dC 18 × dG 18 double helix model employing QM/MM computational strategies. In the present report we would like simply to highlight one of the uses and advantages of the QM/MM methodology in the determination of molecular geometries and reaction paths, as well as to validate at this level the accuracy of the results obtained for the isolated system [8, 61] . When determining the optimal geometry of the cytosine or thymine excimers in its lowest-excited singlet state we found out that, in order to prevent arrangements of the two monomers that could not possibly occur in DNA because of steric constraints, a designed practical solution was to work initially within the C s symmetry. Such constraint was found preferable to other geometrical restrictions because it allowed explicitly the description of the conformations favorable for excimer and intermediate complexes formation. As an illustration we will show the connection between the low-lying S 1 singlet state of the CBC dimer and the face-to-face bound excimer conformation (C*C), a reaction path which represents the photoreversibility mechanism of the lesion. Figure 2 displays the low-lying singlet excited states of the isolated cytosine dimer computed at the CASPT2//CASSCF(12,12)/ANO-S 321/21 level along the minimum energy path (MEP) of the S 1 state from the CBC dimer at its ground-state equilibrium geometry. The active space comprises 12 π-orbitals except the two π-MOs localized in the NH 2 fragments and the plus and minus linear combinations of the deeper all-in-phase π-MOs of the two cytosine molecules. The S 1 -MEP ends at the relaxed excimer 1 (C*C), and, close to MEP coordinate 4.5 au, shows a near-degenerate situation with the ground state which is closely related to the (S 0 /S 1 ) CI CI structure. As the calculations are performed within the C s symmetry, both states do not effectively cross, but the obtained structure is a good candidate as initial trial to search for a crossing at the CASPT2 level and with no symmetry restrictions, as it was performed in the previous study [8] , despite the complexity of the calculations. For the sake of a more realistic description of the system, we introduced environmental effects through the QM/MM formalism, allowing also the pair of basis to move with no restrictions within the strands of the DNA model. We report in the present contribution the employment of the QM/MM methodology to study the photoreversibility of the CBC dimer using as a system the dC 18 dG 18 double helix presented above (see Fig. 1 ). Figure 3 displays the potential energy surfaces of the ground (S 0 ) and the lowest excited singlet (S 1 ) states of the cytosine dimer inside the chain dC 18 × dG 18 obtained along the geometry optimization process of the S 1 state of the CBC compound employing the QM/MM approach and the same ab initio level of theory. The starting structure corresponds to the ground-state equilibrium geometry of the CBC dimer where the adjacent cytosine molecules are linked through the C 5 -C 5' and C 6 -C 6' bonds. As in the case of the in vacuo CBC S 1 -MEP, the energy difference between S 0 and S 1 along the optimization path decreases progressively, and reaches a region where both states are degenerate (∆E < 0.2 eV). As can be readily seen in Fig. 3 , the geometry of the system at this point is of rhomboid type in accordance with the structure of the (S 0 /S 1 ) CI CI in the final unconstrained CASPT2 results for the isolated system [8] , something that the purely C s optimization could not provide.
Emission and non-adiabatic decay of 2-aminopurine in the gas phase and water 2-Aminopurine is a constitutional isomer of adenine widely used as an emissive probe for monitoring DNA dynamics and conformational changes because, unlike adenine (6-aminopurine), it is highly fluorescent and minimally perturbs the DNA structure when substituting the natural NAB [62] . The modern description of the photochemistry of DNA NABs is based on recent works that explain the efficiency of radiationless decay between different electronic states by crossings of different potential energy hypersurfaces (PEHs), named conical intersections (CIs) (see, e.g., refs. [63, 64] ). These crossings behave as energy funnels where the probability for nonadiabatic, nonradiative jumps, that is, efficient internal conversion processes, is high [65, 66] . Therefore, fluorescence quantum yields and excited lifetimes can be related to the nature of the paths and the barriers that the system has to surmount to reach the crossing seam. We recently explained the distinct photochemical behavior of the non-natural and highly emissive 2-aminopurine molecule and its weakly emissive natural isomer adenine in terms of MEPs, reaction barriers, and accessibility of significant CIs [63, 67] . Whereas adenine was shown to display a barrierless energy reaction path along its spectroscopic ππ* state toward an accessible CI connecting the excited and ground (gs) states, and enabling an efficient, ultrafast non-radiative decay, the equivalent path for 2-aminopurine contained an energy barrier hindering the access to the CI, and consequently increasing the excited state lifetime and leading to emission. The environment plays a significant role in the emissive properties of 2-aminopurine. For example, its fluorescence yield increases dramatically as the solvent polarity increases. For its close 9-ethyl-2-aminopurine derivative, the quantum yield varies from 0.01 in the nonpolar solvent cyclohexane to 0.68 in water [68] . In terms of PEHs the increase of the fluorescence yield should mean that the accessibility of the radiationless decay funnel (i.e., the CI) is more difficult in the polar environment, increasing the state lifetime and the probability of emission from the state minimum. It would be significant to perform calculations mimicking the effects of the solvent that could help to reinforce the photochemical paradigm based on the CI-accessibility concept [63, 64] . In order to understand the distinct relaxation and emission properties of 2-aminopurine, we have used the sequential Monte Carlo quantum mechanics (S-MC/QM) approach in which the hydrated environment is modeled by the inclusion of different shells of 400 water molecules mimicked by a distribution of point charges. Statistically uncorrelated solute-solvent configurations are first generated for the subsequent quantum mechanics calculations [69] [70] [71] . As a strategy we have employed the different points belonging to the MEP computed at the CASPT2//CASSCF(16/13)/6-31G(d,p) level of theory for the isolated system in its initially populated ππ* (L a ) excited state [63] , and at each of such geometries the solvation has been simulated as described. The QM calculations employed the MOLCAS package [31, 32] , whereas the MC simulations used the DICE program [72] . More technical details can be found elsewhere [73] . Our CASPT2 results in the gas phase indicate that the MEP leads the system along the lowest singlet excited ππ* state from the Franck-Condon region toward the minimum of the state, and further a barrier (computed as a transition state) of 2.4 kcal/mol has to be surmounted to reach the CI connecting with the ground state, (gs/ππ*) CI [63] . In solution, whereas the MEP toward the state minimum remains barrierless, the barrier required to reach the CI increases to 5.5 kcal/mol, representing an enhancement of 3.1 kcal/mol from the gas-phase situation. The CI, which remains as a degeneracy in solution, decreases its energy with respect to the minimum in the polar media by 7.4 kcal/mol, but this fact has no consequences for the photophysics of the system because the importance relies in the net increase of the energy barrier, which makes the access to the CI less probable [73] . Within this context, it is understandable that emission quantum yields measured near 0.02 in nonpolar solvents increase to 0.68 in water [68] . This result is particularly important because it helps to firmly establish the validity of the CI concept in photochemistry. Previous models such as the proximity effect scheme would have related the fluorescence quenching (here in the gas phase) with the coupling of ππ* and nπ* states that transfer the energy to hot levels of the ground state, whereas the strong emission in water would be attributed to the destabilization (and subsequent poorer coupling) of the nπ* state in the protonated environment [74] . As we showed previously [63] , the nπ* state remains in a totally different region of the configuration space, far from where most of the energy evolves to, therefore, it can hardly be attributed any role in the emissive properties. In contrast, we show that they can be explained just by considering the fate of the bright spectroscopic 1 L a ππ* state and the corresponding barriers to access the CI that leads to the decay to the ground state. This is consistent with the relative values of dipole moments. A slightly lower dipole moment of the transition state with respect to the minimum causes its relative destabilization in its interaction with the solvent, increasing the energy barrier [73] .
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