Abstract: This paper proposes proportional-integral/proportional gain controller parameter tuning in a two-degrees-of-freedom (2DOF) control system using the fictitious reference iterative tuning (FRIT) method for permanent magnet synchronous motor (PMSM) speed control using a field-programmable gate array (FPGA) for a high-frequency SiC MOSFET (metal oxide semiconductor field-effect transistor) inverter. The PI-P (proportional-integral/proportional) controller parameters can be tuned using the FRIT method from one-shot experimental data without using a mathematical model of the plant. Particle swarm optimization is used for FRIT optimization. An inverter that uses a SiC MOSFET is presented to achieve high-frequency operation at up to100 kHz using a switching pulse-width modulation (PWM) technique. As a result, a high-responsivity and high-stability PMSM (permanent magnet synchronous motor) control system is achieved, where the speed response follows the ideal response characteristic for both the step response and the disturbance response. High-responsivity and optimal disturbance rejection can be achieved using the 2DOF control system. FPGA-based digital hardware control is used to maximize the switching frequency of the SiC MOSFET inverter. Finally, an experimental system is set up, and experimental results are presented to prove the viability of the proposed method.
Introduction
This paper presents the use of the fictitious reference iterative tuning (FRIT) method for tuning of a two-degree-of-freedom (2DOF) proportional-integral/proportional (PI-P) controller in a new speed control system for a permanent magnet synchronous motor (PMSM) using a field-programmable gate array (FPGA) for a high-frequency SiC MOSFET (metal oxide semiconductor field-effect transistor) inverter. High-switching frequency operation can be achieved using the SiC MOSFET because of its superior material characteristics [1] [2] [3] [4] . Variable-frequency drives (VFDs) can be operated efficiently at carrier frequencies in the 50 to 200 kHz range when using this device [5] . PI-P controller is feedback-type (FB-type) 2DOF control system. The 2DOF PI-P controller offers a powerful way to make both the set-point response and the disturbance response practically optimal [6] .
FPGA-based digital hardware control is used to ensure fast processing operation for the high-frequency switching of the SiC MOSFET inverter. FPGA has advantages, such as high-speed processing and rewritablility. High-speed calculation is obtained using the ability of hardware processing. The synthesis process, the generate programming file process and the configure target device process must be performed before downloading the programming file to an FPGA, so that it is not effective nor efficient to tune PI-P controller parameters only to determine the value of controller parameters by trial and error. It takes several times of tuning the PI-P controller parameters. To overcome this problem, the FRIT method is used to tune PI-P controller parameters, which require one-shot experimental data, so tuning PI-P controller parameters is effective and efficient.
A high-performance motor control system requires a high-responsivity system and immediate recovery to the steady-state condition when a motor under load is affected by any disturbance [7] . To achieve this aim, a high-frequency pulse-width modulation (PWM) method is needed when using the SiC MOSFET inverter. High-responsivity and optimal disturbance rejection can be achieved using the 2DOF control system with high-frequency PWM. There are many advantages to using high-frequency PWM (in the 50 to 100 kHz range) in motor drive applications, including high motor efficiency, fast control response, reduced motor torque ripple, near-ideal sinusoidal motor current waveforms, reduced filter sizes and lower filter costs [5] .
Recently, FRIT, which can be used to obtain optimal controller parameters using the input and output data from one-shot experimental data, has been studied by several researchers [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The data are used to determine the plant dynamics without knowing the mathematical model of the plant [13] . FRIT is used to obtain optimal controller parameters by optimizing a performance index that consists of the squared error between reference and experimental outputs.
Many published studies that have considered direct control parameter tuning methods, such as iterative feedback tuning (IFT), virtual reference iterative tuning (VRFT) and fictitious reference iterative tuning (FRIT). Hjalmarson [18] developed iterative feedback tuning. This requires signal and gradient quantities to achieve optimal performance. It also performs many experiments to update the controller parameters to minimize the performance index, so that it is not effective nor efficient to tune controller parameters, because it takes several times and costs. Campi et al. [19] proposed virtual reference feedback tuning (VRFT); Lecchini et al. [20] proposed 2DOF VRFT; Rojas et al. [21] proposed a feedforward formulation of the VRFT method based on a 2DOF control configuration; and Gazdos et al. [22] proposed a VRFT method for iterative controller design and fine tuning. VRFT uses a set of measured input/output data for the design of a controller with the desired structure, but without restrictions on data generation. It is based on the idea of constructing a virtual reference signal and on model reference control. The performance index is minimized using input data, and pre-filtering in VRFT requires the desired closed loop response and its sensitivity function. Both FRIT and VRFT have similar ideas and reference signals, where the fictitious reference signal is for FRIT and the virtual reference signal is for VRFT. Both FRIT and VRFT have similar performance index formulas and purposes to obtain the optimal controller parameter by minimizing the performance index using input and output data taken from a one-shot experiment. The performance index of VRFT focuses on the input, while the performance index of FRIT focuses on the output, so that FRIT is more understandable than VRFT [13] . The FRIT method is easier to use in this research than the VRFT method because the performance index used focuses on the output, and researchers give more attention to the FRIT method than the VRFT method to design the controller parameters. VRFT and FRIT only need one-shot experimental data to obtain the optimal controller parameters, so VRFT and FRIT are more effective or efficient than IFT. The FRIT method is easier to implement than the VRFT method to obtain the controller parameter of PMSM speed control. The step reference model and disturbance reference model can be formed following the output data in the FRIT method, but these reference model cannot be formed following the input data in the VRFT method like the input data of the PMSM speed control. The FRIT method is very useful to implement to obtain the optimal controller parameter of PMSM speed control. Soma et al. [8, 9] proposed FRIT; Wakasa et al. [10] proposed an online-type controller parameter tuning method based on modification of the standard FRIT; and Azuma et al. [11] proposed the FRIT-particle swarm optimization (FRIT-PSO) method to design proportional-integral-derivative (PID) controllers for control systems. These researchers studied tuning methods using FRIT in a one-degree-of-freedom control system. Kaneko et al. [12] [13] [14] [15] proposed the use of the FRIT method for tuning of the feedforward controller in a 2DOF control system. The FRIT method is now the focus of research for many control systems researchers.
However, these researchers studied tuning methods using FRIT that were without a disturbance response. Tuned PID controllers are not optimal when a disturbance is applied to the control system. The advantages of a 2DOF method cannot be found in papers where the set-point and the disturbance rejection are practically optimal. The present study proposes the use of a disturbance reference model for the ideal response in addition to the step reference model in the FRIT method. Harahap et al. [16] proposed the use of the FRIT method for tuning of a proportional-integral (PI) controller in a speed control system for a PMSM using an FPGA for a high-frequency SiC MOSFET inverter.
Masuda [17] proposed a direct PID gains method for speed control of a DC motor using the input-output data generated by the disturbance response. This paper focused on step-type disturbances to generate the initial one-shot input and output data for PID gain tuning. Liaw [23] proposed a 2DOF design for motor drives. This paper used the mathematical model of the plant and introduced some definitions and lemmas to design the controller parameters. However, it is not effective and efficient to tune controller parameters, because it takes several times, and it needs some procedures to tune the controller parameters. Hanamoto et al. [24] proposed the use of FPGA-based digital hardware control for PMSM speed control. However, the speed response presented in this paper is without disturbance response.
This paper proposes the use of the FRIT method to obtain optimal PI-P controller parameters in a 2DOF control system for speed control of a PMSM using a SiC MOSFET inverter. The step reference and disturbance reference models are used to produce the ideal response in the FRIT method. This paper develops a FRIT method for tuning of the feedback controller in the 2DOF control system using the step response and the disturbance response, whereas Kaneko used the FRIT method for tuning of the feedforward controller in a 2DOF control system without the disturbance response. This paper provides novel results of tuning the 2DOF PI-P controller using the FRIT method where the speed response follows the ideal response characteristics for both step response and disturbance response. PSO is used for FRIT optimization and provides better performance than FRIT optimization without PSO [11] . A highly responsive system is achieved using the SiC MOSFET inverter, such that the speed response follows the ideal response characteristics for both the step response and the disturbance response. The high-speed response and optimal disturbance rejection can thus be achieved using the 2DOF PI-P control system.
2DOF PI-P Controller Design Using FRIT
Consider the control system of the 2DOF PI-P controller shown in Figure 1 , where the system is subjected to a disturbance. This is the FB-type expression of the 2DOF PI-P control system [6] . A feedback path exists from y(k) to u(k). C 1 (q 1 ,z) and C 2 (q 2 ) are defined as the serial compensator and the feedback compensator in a discrete-time. There are also the step response and the disturbance response. The step response is the response of the controlled variable y(k) to the set-point variable r(k), and the disturbance response is the response of the controlled variable y(k) to the unit step disturbance d(k). G(z) is the transfer function of the plant modeled as a discrete time. C 1 (q 1 ,z) and C 2 (q 2 ) are the transfer functions of the controller, where q 1 and q 2 are the parameter vectors to be tuned in the controller. However, these researchers studied tuning methods using FRIT that were without a disturbance response. Tuned PID controllers are not optimal when a disturbance is applied to the control system. The advantages of a 2DOF method cannot be found in papers where the set-point and the disturbance rejection are practically optimal. The present study proposes the use of a disturbance reference model for the ideal response in addition to the step reference model in the FRIT method. Harahap et al. [16] proposed the use of the FRIT method for tuning of a proportional-integral (PI) controller in a speed control system for a PMSM using an FPGA for a high-frequency SiC MOSFET inverter.
Consider the control system of the 2DOF PI-P controller shown in Figure 1 , where the system is subjected to a disturbance. This is the FB-type expression of the 2DOF PI-P control system [6] . A feedback path exists from y(k) to u(k). C1(q1,z) and C2(q2) are defined as the serial compensator and the feedback compensator in a discrete-time. There are also the step response and the disturbance response. The step response is the response of the controlled variable y(k) to the set-point variable r(k), and the disturbance response is the response of the controlled variable y(k) to the unit step disturbance d(k). G(z) is the transfer function of the plant modeled as a discrete time. C1(q1,z) and C2(q2) are the transfer functions of the controller, where q1 and q2 are the parameter vectors to be tuned in the controller. In addition, r(k), u(k), e(k), d(k) and y(k) are the reference signal, the controller output, the error between the reference and the plant output, the disturbance and the plant output, respectively. C 1 (q 1 ,z) is the controller in the form of a PI controller, and C 2 (q 2 ) is the controller in the form of the P controller.
(1)
where z denotes the z-operator and z(C 1 (q 1 , s)) denotes z-transform that converts controller from a continuous-time to a discrete time. K P1 , K P2 and K I represent the proportional and integral gains that are to be tuned. In the PI controller, if disturbance response is optimized, the step response tends to have an overshoot. To suppress the overshoot, the P controller is provided in the feedback loop. Basically, Equation (2) can be decoupled in the form of a PI controller:
where
To obtain the fictitious reference signal, the closed loop response to the step input set-point (r(k) = 1 and d(k) = 0) is considered. By performing a one-shot experiment to obtain the input/output data u 0 (k), y 0 (k), where k = 1,2,3, . . . ,N, for initial controller parameters q 1 and q 2 and the reference signal r(k), the fictitious reference signal can be expressed as:
The initial controller parameters q 1 and q 2 are selected arbitrary, only once and relatively small. After a one-shot experiment is performed in the closed-loop speed control of PMSM to obtain input data u 0 (k) and output data y 0 (k) as shown in Figure 2 , then fictitious reference signal ( r (q, k)) is formed as shown in Equation (9) . In addition, r(k), u(k), e(k), d(k) and y(k) are the reference signal, the controller output, the error between the reference and the plant output, the disturbance and the plant output, respectively. C1(q1,z) is the controller in the form of a PI controller, and C2(q2) is the controller in the form of the P controller.
, ,
where z denotes the z-operator and , denotes z-transform that converts controller from a continuous-time to a discrete time. KP1, KP2 and KI represent the proportional and integral gains that are to be tuned. In the PI controller, if disturbance response is optimized, the step response tends to have an overshoot. To suppress the overshoot, the P controller is provided in the feedback loop.
Basically, Equation (2) can be decoupled in the form of a PI controller:
where . To obtain the fictitious reference signal, the closed loop response to the step input set-point (r(k) = 1 and d(k) = 0) is considered. By performing a one-shot experiment to obtain the input/output data u0(k), y0(k), where k = 1,2,3,…,N, for initial controller parameters q1 and q2 and the reference signal r(k), the fictitious reference signal can be expressed as:
The initial controller parameters q1 and q2 are selected arbitrary, only once and relatively small. After a one-shot experiment is performed in the closed-loop speed control of PMSM to obtain input data u0(k) and output data y0(k) as shown in Figure 2 , then fictitious reference signal ̃ , is formed as shown in Equation (9). The ideal response is obtained by multiplying fictitious reference signal ̃ , with reference model M1(z), which is then the error signal ̃ , which can be calculated using: The ideal response is obtained by multiplying fictitious reference signal ( r (q, k)) with reference model M 1 (z), which is then the error signal e (k), which can be calculated using:
where M 1 (z) is a given reference model for the step response in a discrete time, as shown in Equation (11), and:
where M 1 (s) is the step reference model for the step response in a continuous time and ω 1 is the natural frequency (rad/s). Using the error signal Equation (10), the performance index is minimized using:
PSO is used for FRIT optimization [11] , and the Scilab program is used to program FRIT. Scilab is an open source software for scientific computation that includes hundreds of general purpose and specialized functions like MATLAB [25] . PSO is an optimization method that is based on swarm intelligence, i.e., the type of flock movement behavior that birds and fish use to find the best paths to their food. The flock of birds and the school of fish are considered as particles that are assumed to have two characteristics: position and velocity [26] .
Disturbance Reference
This paper purposes to obtain the optimal 2DOF PI-P controller parameter for PMSM speed control, where the speed response follows the ideal response for step response and disturbance response. The step reference has been designed for the step response, as shown in Equation (11) . In this section, the disturbance reference is designed as a reference for the disturbance response.
To obtain the disturbance reference, a disturbance is applied to the system. The closed loop response to a step input disturbance (d(k) = 1 and r(k) = 0) is considered. Figure 3 shows the closed loop control system when the disturbance is applied to the system. The disturbance reference model M 2 (z) is the transfer function from disturbance d(k) to the controlled output y(k), and the disturbance reference model M 2 (z) is given based on the reference model G r (z), which is the transfer function from reference r(k) to the output y(k), as shown in Figure 1 . From Figure 1 , the transfer function of G r (z) (r(k) = 1 and d(k) = 0) can be calculated by: 
From Figure 3 , the disturbance reference model is shown in Equation (22):
The disturbance reference model M2(z) (22) is the same as the transfer function from disturbance d(k) to the controlled output y(k) (19) .
From Equations (17) and (22), disturbance reference model M2(z) can be written by:
,
where C1 (q1,z) is shown in Equation (24):
Using Equations (23) and (25), the disturbance reference model M2(z) is represented as:
where:
(29) The transfer function from disturbance d(k) to controlled output y(k) is shown in Equation (19), where the closed loop response to a step input disturbance (d(k) = 1 and r(k) = 0) is considered.
The disturbance reference model M 2 (z) (22) is the same as the transfer function from disturbance d(k) to the controlled output y(k) (19) .
From Equations (17) and (22), disturbance reference model M 2 (z) can be written by:
where C 1 (q 1 ,z) is shown in Equation (24):
Using Equations (23) and (25), the disturbance reference model M 2 (z) is represented as:
Because the steady-state gain G r (s) is one, it therefore follows that G r (0) = 1 and T (0) = 1 K P1 K I , and thus, T(s) is given as [17] :
The disturbance reference model M 2 (s) in a continuous time is given:
where l is the relative degree of the controlled plant and ω 2 is the natural frequency (rad/s).
When disturbance is applied to the control system (d(k) = 1 and r(k) = 0), the position of disturbance can be moved virtually to the reference position using Equations (17), (19) , (22) and (23) as shown in Figure 4 .
Because the steady-state gain Gr(s) is one, it therefore follows that Gr(0) = 1 and T 0 , and thus, T(s) is given as [17] :
The disturbance reference model M2(s) in a continuous time is given:
where l is the relative degree of the controlled plant and ω is the natural frequency (rad/s).
When disturbance is applied to the control system (d(k) = 1 and r(k) = 0), the position of disturbance can be moved virtually to the reference position using Equations (17), (19) , (22) and (23) as shown in Figure 4 . 
when Gr(z) is M1(z) and:
where is the reference for disturbance when the disturbance is applied to the control system and moved to the reference position. This is a virtual disturbance reference method. From Figure 4 , the transfer function from the reference to the controlled output when disturbance is moved to the reference is given in Equation (37).
This equation is the same as Equations (19) and (22) . The fictitious reference signal is presented as follows:
when G r (z) is M 1 (z) and:
where r (k) is the reference for disturbance when the disturbance is applied to the control system and moved to the reference position. This is a virtual disturbance reference method. From Figure 4 , the transfer function from the reference to the controlled output when disturbance is moved to the reference is given in Equation (37).
The controller parameters can be designed for step response and disturbance response from reference r(k) to controlled output y(k) at the same time as shown below:
Step response:
Disturbance response: where r(k) is reference for step response, M 1 (z) is step reference model, r(k) ' is reference for disturbance when position of disturbance is moved to reference position and M 2 (z) is disturbance reference model. The 2DOF PI-P controller can be designed at the same time for set-point and load-disturbance where disturbance moves to the reference when disturbance is applied to the control system and controller parameters are not designed separately.
PMSM Speed Control System Description
The proposed hardware control system for PMSM speed control using the FPGA is shown in Figure 5 . The XILINX ARTIX-7 (XC7A100T, Digilent Inc., Pullman, WA, USA) is used to control the speed of the PMSM. The program algorithm is written in the Very High-Speed integrated circuits hardware Description Language (VHDL), which is a hardware description language that describes the behavior of an electronic circuit or system, from which the physical circuit or system can then be implemented [27] . A multiplier, an adder and subtraction are used for the calculations.
Disturbance response:
Where r(k) is reference for step response, M1(z) is step reference model, r(k) ' is reference for disturbance when position of disturbance is moved to reference position and M2(z) is disturbance reference model. The 2DOF PI-P controller can be designed at the same time for set-point and load-disturbance where disturbance moves to the reference when disturbance is applied to the control system and controller parameters are not designed separately.
The proposed hardware control system for PMSM speed control using the FPGA is shown in Figure 5 . The XILINX ARTIX-7 (XC7A100T, Digilent Inc., Pullman, WA, USA) is used to control the speed of the PMSM. The program algorithm is written in the Very High-Speed integrated circuits hardware Description Language (VHDL), which is a hardware description language that describes the behavior of an electronic circuit or system, from which the physical circuit or system can then be implemented [27] . A multiplier, an adder and subtraction are used for the calculations. Vector control is the PMSM control method used for variable-speed control systems. The control blocks, which include the PI-P controller as a speed controller and two PI controllers required for current control, dq (direct-axis, quadrature-axis) and inverse dq coordinate transformations, receive the speed commands. Then, a PWM pulse generator is produced for inverter switching. The speed controller is the 2DOF PI-P. An incremental pulse encoder mounted on the rotor axis of the PMSM generates a series of pulses to detect and calculate the rotor position and the motor angular speed ωm. Sensors measure the phase currents, and a 12-bit analog-to-digital (AD) converter converts these phase currents into digital values. To maximize the switching frequency, PMSM speed control is implemented using a high-performance FPGA-based digital hardware controller. The FPGA is used Vector control is the PMSM control method used for variable-speed control systems. The control blocks, which include the PI-P controller as a speed controller and two PI controllers required for current control, dq (direct-axis, quadrature-axis) and inverse dq coordinate transformations, receive the speed commands. Then, a PWM pulse generator is produced for inverter switching. The speed controller is the 2DOF PI-P. An incremental pulse encoder mounted on the rotor axis of the PMSM generates a series of pulses to detect and calculate the rotor position and the motor angular speed ω m . Sensors measure the phase currents, and a 12-bit analog-to-digital (AD) converter converts these phase currents into digital values. To maximize the switching frequency, PMSM speed control is implemented using a high-performance FPGA-based digital hardware controller. The FPGA is used for torque and speed control in some cases, because fast processing operation is obtained when using its hardware processing ability.
PMSM speed control has two control loops, such as the speed control loop and minor current loop, as shown in Figure 5 . The speed control loop is the control loop of speed command and measured speed. The current control loop is the control loop of plant input current i q * and q-axis current i q . The error between speed command and measured speed is amplified by the controller, then moves to plant input current i q * in the current loop. Plant input current i q * is amplified by the controller that determines the magnitude and directions of torque that causes the speed of motor ω m to be close to speed command ω m * . The magnitude of the minor current loop influences the magnitude of the speed control loop. If there are errors in the minor current loop, then there are errors in the speed control loop.
Experimental and Results

Experimental Setup
The experiments are performed using the proposed experimental system shown in Figure 6 , and the PMSMs used for the motor control and the load (YASKAWA, Kitakyushu, Japan) in the experiment are connected via the coupling shown in Figure 7 .
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Experimental Setup
The experiments are performed using the proposed experimental system shown in Figure 6 , and the PMSMs used for the motor control and the load (YASKAWA, Kitakyushu, Japan) in the experiment are connected via the coupling shown in Figure 7 . The encoder (Heidenhain, Traunreut, Germany) is mounted on the rotor axis of the PMSM. 
Results and Discussion
After the experimental apparatus has been set up, the experiment is performed to derive the input and output data, which are then processed by FRIT to tune the KP1, KP2 and KI parameters. The 
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Results and Discussion
After the experimental apparatus has been set up, the experiment is performed to derive the input and output data, which are then processed by FRIT to tune the K P1 , K P2 and K I parameters. The tuning parameters are then implemented, and the actual waveform is compared to the ideal waveform.
In the experiment, the speed command is changed from 100 min −1 to 150 min −1 , and then, the step disturbance is added by applying a load to the control system when the motor speed is maintained at 150 min −1 .
The model PLZ 150 W electronic load is used for motor loading and is set at 0.5 A. The clock frequency of the FPGA is set to 48 MHz, and the pulse encoder has 20,480 ppr. A PWM switching frequency of up to 100 kHz is achieved. A control frequency of up to 200 kHz is achieved, but only when the frequency of the speed detector is 50 kHz. The initial output with the step response and the disturbance response (black lines) is shown in Figure 8 , and the initial input is shown in Figure 9 . The speed decreases and the current increases when the motor is loaded.
The initial input (u 0 (k)) and output (y 0 (k)) data are taken from the one-shot experimental data from the closed loop system where the initial PI-P gain controller was implemented. The sampling time for the controller is 0.001 second. The initial PI-P gain controller parameters are as follows:
These parameters are chosen arbitrarily and only once the experiment is performed using the initial controller parameters. After the input and output data have been taken from the experiment, the reference model data are then formed by following the output data shown in Figure 8 (red lines) . The reference model data are used for the step response and for the disturbance response.
The initial input (u0 (k)) and output (y0 (k)) data are taken from the one-shot experimental data from the closed loop system where the initial PI-P gain controller was implemented. The sampling time for the controller is 0.001 second. The initial PI-P gain controller parameters are as follows: KP1 = 0.6, KI = 50, KP2 = 0.005 These parameters are chosen arbitrarily and only once the experiment is performed using the initial controller parameters. After the input and output data have been taken from the experiment, the reference model data are then formed by following the output data shown in Figure 8 (red lines) . The reference model data are used for the step response and for the disturbance response. The reference model M1(s) for the step response is represented as:
The disturbance reference model M2(s) for the disturbance response is presented as:
Natural frequency ω is the desired frequency for step reference model ω1 = 1000 rad/s and disturbance reference model ω2 = 200 rad/s.
Because the control system is a 2DOF system, the relative degree of the controlled plant is set to l = 2. The reference model M(s) is composed of the reference model for a step response M1(s), and the disturbance reference model for the disturbance response M2(s) is as shown in Figure 8 .
The reference model data can be composed of: Figure 8 . Output data using the initial PI-P gain controller and reference model data.
The reference model M 1 (s) for the step response is represented as:
The disturbance reference model M 2 (s) for the disturbance response is presented as:
Natural frequency ω is the desired frequency for step reference model ω 1 = 1000 rad/s and disturbance reference model ω 2 = 200 rad/s.
Because the control system is a 2DOF system, the relative degree of the controlled plant is set to l = 2. The reference model M(s) is composed of the reference model for a step response M 1 (s), and the disturbance reference model for the disturbance response M 2 (s) is as shown in Figure 8 .
The reference model data can be composed of:
where M(k) are the reference model data for k = 1,2,3, . . . ,5001. The tuning method for the proposed FRIT in the 2DOF PI-P controller is summarized as follows:
1.
Perform an experiment to obtain the initial input and output data (u 0 (k), y 0 (k)) in the 2DOF PI-P control system with the initial PI-P gain parameters.
2.
Form reference model data M(k) for the step reference model data and the disturbance model data.
3.
Minimize the errors between the reference M(k) and the initial output y 0 (k) using (13) . Use PSO for FRIT optimization
The step response and the disturbance response using the initial PI-P gains are shown in Figure 8 . Figure 8 shows the output data using the initial PI-P gain controller for the step response and the disturbance response. The ideal response is compared to the output response in this figure. The output response does not follow the ideal response in this case. The disturbance response of the output is too slow to achieve the ideal response. The motor speed does not recover immediately to the steady-state condition when the motor is loaded and is affected by a disturbance. High-responsivity and optimal disturbance rejection cannot be achieved when using the initial PI-P gain controller parameters. Figure 9 shows the q-axis current i q and the plant input current i q * . This is the minor current response using the initial PI-P gain controller. The transfer function of the minor current loop is assumed as one, and this paper mainly focuses on the speed control loop.
control system with the initial PI-P gain parameters. 2. Form reference model data M(k) for the step reference model data and the disturbance model data. 3. Minimize the errors between the reference M(k) and the initial output y0(k) using (13) . Use PSO for FRIT optimization
The step response and the disturbance response using the initial PI-P gains are shown in Figure 8 . Figure 8 shows the output data using the initial PI-P gain controller for the step response and the disturbance response. The ideal response is compared to the output response in this figure. The output response does not follow the ideal response in this case. The disturbance response of the output is too slow to achieve the ideal response. The motor speed does not recover immediately to the steady-state condition when the motor is loaded and is affected by a disturbance. High-responsivity and optimal disturbance rejection cannot be achieved when using the initial PI-P gain controller parameters. Figure 9 shows the q-axis current iq and the plant input current iq * . This is the minor current response using the initial PI-P gain controller. The transfer function of the minor current loop is assumed as one, and this paper mainly focuses on the speed control loop. 
The initial output data y0(k) are composed of the step response and disturbance response data; it assumed that:
The errors between the reference M(k) and y0(k) are thus:
To obtain the optimal parameters for the optimal step response and disturbance response, the performance index is minimized using: The errors between the reference M(k) and the initial output y 0 (k) are minimized using Equation (45), where the errors between the reference M(k) and y 0 (k) are:
The initial output data y 0 (k) are composed of the step response and disturbance response data; it assumed that:
The errors between the reference M(k) and y 0 (k) are thus:
To obtain the optimal parameters for the optimal step response and disturbance response, the performance index is minimized using:
Reference model data M(k) are composed of step reference data M 1 (k) and disturbance reference data M 2 (k). For step reference data M 1 (k) in the range 1 ≤ k ≤ 3286 (r(k) =1 and d(k) = 0), the performance index is evaluated from reference r(k) to controlled output y(k) using step reference model M 1 (z) and fictitious reference signal r (q, k). For disturbance data M 2 (k) in the range 3287 ≤ k ≤ 5001 (r(k) = 0 and d(k) = 1), disturbance moves virtually to the reference using
, so the performance index is evaluated from reference r (k) to controlled output y(k) using step reference model
and fictitious reference signal r (q, k), where
is the disturbance reference model M 2 (z).
The performance index is minimized for both step response data and disturbance response data at the same time, as shown in Equation (49) in the range 1 ≤ k ≤ 5001, so optimal controller parameters can be obtained for step response and disturbance response following the step reference model and disturbance reference model.
Particle Swarm Optimization
Particle swarm optimization was developed by Kennedy and Eberhart in 1995. Kennedy and Eberhart proposed the computation technique based on the social behavior of swarms of ants, fish and birds to find the location of food. The individual of swarms, called the particle, will share the information of the location of food. The shared information is the intelligence or the knowledge of the particle. The knowledge of the particle is also the swarm knowledge and intelligence. Each individual or particle in a swarm behaves in a distributed way using its own intelligence and the collective or group intelligence of the swarm. As such, if one particle discovers a good path to food, the rest of the swarm will also be able to follow the good path instantly, even if their location is far away in the swarm [26] .
The initial input (u 0 (k)) and output data (y 0 (k)) are taken from one-shot experimental data with the initial PI-P gain parameters q 0 = [K P1 K P2 K I ] T (q 0 is a matrix of initial PI-P controller parameters where K P1 , K I and K P2 are proportional, integral and proportional gains, respectively). Because the PSO algorithm is used for FRIT optimization, the data are treated as numbers of particles n, where each particle consists of PI-P gains organized in a matrix. Each particle is updated using personal best (Pbest) and global best (Gbest) values in each iteration. Pbest is the best position achieved by a particle to date, and Gbest is the best position achieved by any particle. The velocity and position of the particle are updated after the values of Pbest and Gbest have also been updated. Pbest and Gbest are updated using Equation (56) and Equation (57). The velocity is updated using Equation (58), and position is updated using Equation (62). Figure 10 shows the flowchart of the PSO algorithm for FRIT optimization.
The algorithm of PSO for FRIT optimization is described as follows:
Step 1: input: -Input data u 0 (k), output data y 0 (k) and reference data M(k).
Determine the minimum and maximum value of speed and position of the particle.
Number of iterations.
Set matrix position, velocity, Pbest and Gbest.
Step 2: process:
For each particle k = 1,2,3, . . . ,N in the i-th iteration, -The PI-P controller is calculated using:
The fictitious reference signal is calculated using:
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The performance index is minimized using:
Pbest and Gbest are updated using:
where q kp (i) and q G (i) are the personal best Pbest and the global best Gbest.
The velocity is updated using:
where r 1 (i) and r 2 (i) are random functions in the range between zero and one generated by the computer, c 1 and c 2 are the learning rates and usually are assumed to be two and w is the inertia weight. Inertia weight w is determined using:
w max and w min are the initial and final values of inertia weight where w max is 0.9 and w min is 0.4; i max is the maximum number of iterations, and i is the current iteration. -The position is updated using:
q k (i + 1) = update particle position (m) q k (i) = present particle position (m) v k (i + 1) = update particle velocity (m/s) ∆T = a time step assumed as one (s)
Step 3: output:
The optimal PI-P gain parameters are then obtained from Equation (62).
The stop iteration condition: the maximum number of iterations -The maximum number of iterations is the input of the number iterations.
Appl The maximum number of iterations is considered to end the loop and to stop the iterations. The performance index is not considered to end the loop because there is no standard value of the performance index to obtain the optimal controller parameter. In this paper, 100 iterations are used to obtain the optimal controller parameters, because the state of controllers searched by FRIT becomes saturated if the number of iterations is more than 100 iterations. The maximum number of iterations is considered to end the loop and to stop the iterations. The performance index is not considered to end the loop because there is no standard value of the performance index to obtain the optimal controller parameter. In this paper, 100 iterations are used to obtain the optimal controller parameters, because the state of controllers searched by FRIT becomes saturated if the number of iterations is more than 100 iterations.
Result of Tuned PI-P Controller
After the input, output and reference are applied to the FRIT with the initial PI-P gain parameters, the tuned controller parameters are obtained as follows:
The output results when the tuned PI-P gains were applied using FRIT, as shown in Figure 11 . Figures 11 and 12 show the output and input results when the tuned PI-P gains were applied, respectively. Ideal responses for both the step response and the disturbance response are shown in Figure 11 . The output response follows the ideal response for both the step response and the disturbance response. The motor speed recovers immediately to the steady-state condition when the motor is loaded and is then influenced by a disturbance. High-responsivity and optimal disturbance rejection can be achieved using the tuned PI-P gain parameters. Figure 12 shows the q-axis current i q and the plant input i q * . This is the minor current response when tuned PI-P gains were applied. There are errors between q-axis current i q and plant input current i q * ; therefore, there are the errors between speed response and the ideal response. Figures 13 and 14 show the step responses of the initial PI-P gain controller and tuned PI-P gain controller when the time is expanded. Figures 15 and 16 show the disturbance responses of the initial PI-P gain controller and the tuned PI-P gain controller when the time is expanded. High-responsivity and optimal disturbance rejection can be achieved using the 2DOF PI-P controller. The FRIT method can be used to obtain the optimal parameters for the FB PI-P controller in a 2DOF control system with the aim of achieving the ideal responses for both the step response and the disturbance response.
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Fictitious reference signal , moves closer to the ideal response of each iteration. 
Conclusions
This paper proposes a PI-P tuning method for the speed control of a PMSM using an FPGA for a high-frequency SiC MOSFET inverter and using the FRIT method in a 2DOF control system. There has been no research available on tuning the 2DOF PI-P controller using the FRIT method for speed control of a PMSM using FPGA for a high-frequency SiC MOSFET inverter. FRIT is applicable to the tuning of the controller parameters based on the input and output data obtained from one-shot experimental data. This paper proposes tuning of the controller parameters using a step reference and a disturbance reference in the FRIT method, so that optimal parameters can be achieved when a disturbance is applied to the control system.
Optimal 2DOF PI-P controller parameters can be achieved, where the output response follows the ideal response for both the step response and the disturbance response, when using the proposed method.
Switching frequencies of up to 100 kHz can be achieved using the SiC MOSFET, so that the motor 
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Switching frequencies of up to 100 kHz can be achieved using the SiC MOSFET, so that the motor speed can recover immediately when the motor is loaded and is then affected by a disturbance. The output response follows the ideal response characteristics for the step response and the disturbance response. High-responsivity and optimal disturbance rejection can be achieved using the proposed 2DOF PI-P control system.
There is error in the minor current loop, so there is error between the ideal response and the speed response. Further research is how to design a method to minimize the error of the minor current loop close to zero so that the speed response is very close to the ideal response.
