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Abstract
At each time n ∈ N, let Y¯ (n) = (y
(n)
1 , y
(n)
2 , · · · ) be a random sequence of non-negative
numbers that are ultimately zero in a random environment ξ = (ξn)n∈N in time,
which satisfies for each n ∈ N and a.e. ξ, Eξ[
∑
i∈N+
y
(n)
i (ξ)] = 1. The existence
and uniqueness of the non-negative fixed points of the associated smoothing trans-
form in random environments is considered. These fixed points are solutions of the
distributional equation for a.e. ξ, Z(ξ)
d
=
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ), where when given
the environment ξ, Zi(Tξ) (i ∈ N+) are i.i.d. non-negative random variables, and
distributed the same as Z(ξ). As an application, the martingale convergence of the
branching random walk in random environments is given as well. The classical results
by Biggins (1977) has been extended to the random environment situation.
Keywords: smoothing transform, functional equation, random environment,
branching random walk, martingales;
Mathematics Subject Classification: Primary 60J80; secondary 60G42.
1 Introduction and main results
A random environment is modeled as an independent and identically distributed sequence of
random variables, ξ = (ξn)n∈N, indexed by the time n ∈ N = {0, 1, 2, · · · }, taking values in
some measurable probability space (Θ, E). Without loss of generality we can suppose that ξ
is defined on the product space (ΘN, E⊗N, τ), where τ is the law of ξ. Each realization of ξn
corresponds to a distribution ηn = η(ξn) on [0,∞). When the environment ξ = (ξn)n∈N is given,
at each time n, there exists a random sequence of non-negative numbers that are ultimately
zero, Y¯ (n) = (y
(n)
1 , y
(n)
2 , · · · ), of the distribution ηn = η(ξn).
For each realization ξ ∈ ΘN of the environment sequence, let (Γ,G, Pξ) be the probability space
under which the process is defined. The probability Pξ is usually called quenched law. The total
probability space can be formulated as the product space (ΘN×Γ, EN⊗G,P), where P is defined
that for all measurable and positive function g, we have
∫
gdP =
∫
ΘN(
∫
Γ g(ξ, y)dPξ(y))dτ(ξ).
The total probability P is usually called annealed law. Let E denote the expectation with respect
to P and Eξ denote the expectation with respect to Pξ.
Let T denote the shift operator, given by if ξ = (ξ0, ξ1, · · · ), then Tξ = (ξ1, ξ2, · · · ). We are
interested in the existence of solutions of the equation in distribution,
Z(ξ)
d
=
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ) for a.e. ξ, (1.1)
where
d
= denotes equality in distribution. When given the environment ξ, Zi(Tξ) (i ∈ N+) are
independent and identically distributed non-negative random variables, and distributed the same
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as Z(ξ), which is called the fixed point of the smoothing transform in random environment. The
distribution of Zi(Tξ) (i ∈ N+) is determined by the environment Tξ, since y
(0)
i (ξ) is determined
by ξ0, we have Zi(Tξ) (i ∈ N+) are independent with Y¯
(0)(ξ) = (y
(0)
1 (ξ), y
(0)
2 (ξ), · · · ) and the
distribution of
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ) is determined by ξ. Thus the question whether there exists
Z satisfies for a.e. ξ, Z(ξ)
d
=
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ) is reasonable. For non-negative Z, (1.1) can
be expressed naturally in terms of Laplace transform, it becomes the functional equation, for
u ≥ 0,
φ(ξ, u) = Eξ
∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
) for a.e. ξ, (1.2)
where φ(ξ, u) = Eξe
−uZ(ξ). If for a.e. ξ, (1.2) is satisfied with some φ(ξ, u), then we call that
(1.2) has a solution, and Z(ξ) is said a solution of (1.2) or (1.1), i.e., the fixed points of the
smoothing transform H, where the transform H is defined as
Hφ(Tξ, u) = Eξ
 ∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
) .
The aim of this paper is to investigate the necessary and sufficient conditions under which
the solution with finite mean of (1.2) exits, and the uniqueness as well. Here the “finite mean”
is under the annealed probability. Specifically, for c > 0, let Mc be the class of all probability
measures on [0,∞) with the finite non-zero annealed mean c, i.e.,
Mc =
{
µξ : for any ξ ∈ Θ
N, µξ is the probability distribution on [0,∞) with E
∫
xµξ(dx) = c
}
,
in terms of Laplace transform, let
Lc =
{
φ(ξ, u) = Eξe
−uX(ξ) : the probability distribution of X belongs to Mc, u ≥ 0, ξ ∈ Θ
N
}
.
If for a.e. ξ, (1.2) is satisfied with some φ ∈ Lc, then we call that (1.2) has an Lc-solution, i.e.,
for a.e. ξ, Z(ξ) is said an Lc-solution of (1.1) iff it is a solution and EZ(ξ) = c.
The fixed point of the smoothing transform has been investigated by many authors. Biggins
(1977) got the necessary and sufficient conditions under which the solution with finite mean
exits, and the uniqueness as well. Durrett and Liggett(1983) considered the conditions under
which the solution (with possible infinite mean) exits; Liu (1998,2000) weakened the conditions of
Durrett and Liggett(1983); Biggins and Kyprianou (1997,2005) further obtained the uniqueness
in the boundary case; and some other related work, see for example, Alsmeyer, Biggins and
Meiners (2012), Iksanov and Jurek (2002), Iksanov (2004), Caliebe and RA¨osler (2003) and
Caliebe (2003), etc.
We will follow the line of Biggins (1977) to prove and generalised the results (with finite
mean) to the random environment situation ( However, it seems that there are some essential
difficulties to generalise (by the analysis method) the (possible) infinite mean case (Durrett and
Liggett(1983)) to random environment). To this end, we assume that for each n ∈ N and τ -a.e.
ξ,
Eξ
[ ∑
i∈N+
y
(n)
i (ξ)
]
= 1, Pξ
[ ∑
i∈N+
1
{y
(n)
i (ξ)>0}
<∞
]
= 1, E log
[
Eξ
∑
i∈N+
1
{y
(n)
i (ξ)>0}
]
> 0.(1.3)
2
The conditions in (1.3) is reasonable, which for example is satisfied for the branching random
walk in random environment, see section 3.
In the following, we consider the model under condition (1.3). Firstly, we have the sufficient
conditions for the existence and uniqueness of the solution of (1.2).
Theorem 1.1 If
E
[ ∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2 ]
<∞, (1.4)
E
[( ∑
i∈N+
y
(0)
i (ξ)
)∣∣∣ log ( ∑
i∈N+
y
(0)
i (ξ)
)∣∣∣] <∞, (1.5)
and
E
[ ∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
< 0. (1.6)
then the equation for a.e. ξ, φ(ξ, u) = Hφ(Tξ, u) has a unique solution in L1.
On the other hand, if one of the condition (1.5) or (1.6) dose not hold, we will show that no
L1-solution exists.
Theorem 1.2 When E
[∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
exists and is non-negative, the equation for
a.e. ξ, φ(ξ) = Hφ(Tξ) has no L1-solution.
Theorem 1.3 When
E
[ ∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2 ]
<∞,
−∞ < E
[ ∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
< 0,
and
E
[( ∑
i∈N+
y
(0)
i (ξ)
)∣∣∣ log ( ∑
i∈N+
y
(0)
i (ξ)
)∣∣∣] =∞,
then the equation for a.e. ξ, φ(ξ, u) = Hφ(Tξ, u) has no L1-solution.
After 3 preparation Lemmas about the random environment have been specified, the proofs
for the main results is given in section 2; As an application, the Biggins martingale convergence
theorem for the branching random walk in a random environment is obtained in section 3.
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2 Proofs of the main results
Recall that Z(ξ) is an Lc-solution of (1.1) if it is a solution and the annealed mean EZ(ξ) = c.
Firstly, we will show that in this situation, the quenched mean is c as well for a.e. ξ, which is
important in the following proofs for our results.
Lemma 2.1 Assume that φ(ξ, u) = Eξe
−uZ(ξ) is an Lc-solution to (1.2), then for a.e. ξ,
EξZ(ξ) = c.
Proof Since φ is an Lc-solution to (1.2) we have
for u ≥ 0, a.e. ξ, Eξe
−uZ(ξ) = Eξ
∏
i∈N+
ETξ
[
e−uy
(0)
i (ξ)Z(Tξ)
] . (2.1)
Let A = {ξ : EξZ(ξ) ≤ c}, suppose that Zi(Tξ)(i ∈ N+) are independent copies of Z(Tξ).
From (2.1) we have
Z(ξ)
d
=
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ) for a.e. ξ, (2.2)
combined with (1.3) we have
EξZ(ξ) = Eξ
∑
i∈N+
y
(0)
i (ξ)Zi(Tξ) = ETξZ(Tξ).
Thus, TA = A, i.e. A is a T -invariant set, since T is ergodic, τ(A) = 0 or 1. Since EZ = c, it
can only be τ({ξ : EξZ(ξ) ≤ c}) = 1.
In a similar way we can prove that τ({ξ : EξZ(ξ) ≥ c}) = 1. Thus
τ({ξ : EξZ(ξ) = c}) = 1,
i.e. for a.e. ξ, EξZ(ξ) = c. ✷
Remark 1 If φ(ξ, u) ∈ Lc(c > 0) is a solution of (1.2), then φ(ξ,
u
c
) ∈ L1 and is also a solution
of (1.2). That means if (1.2) has an Lc-solution(c > 0), then (1.2) must have an L1-solution.
Since for a.e. ξ, Eξ
[∑
i∈N+
y
(0)
i (ξ)
]
= 1 and Eξ
[∑
y
(0)
i (ξ)≤y
y
(0)
i (ξ)
]
↓ 0 as y ↓ 0, then for
a.s. ξ, we can define the distribution function Gξ by the formula
Gξ(log y) = Eξ
 ∑
y
(0)
i (ξ)≤y
y
(0)
i (ξ)
 .
Since y
(0)
i (T
nξ) (n ≥ 0) is determined by ξn, the distribution function GTnξ is only determined
by ξn. Let Xn(ξ) (n ∈ N) be independent random variables with the distribution function GTnξ,
then we have the following property.
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Lemma 2.2 Under the annealed law, (Xn)n∈N are independent and identically distributed ran-
dom variables.
Proof From the definition of Xn we have for any n ≥ 0, 0 < y <∞,
P(Xn ≤ log y) = E
[
GTnξ(log y)
]
= E
[
Gξ(log y)
]
= E
[ ∑
y
(0)
i (ξ)≤y
y
(0)
i (ξ)
]
,
therefore (Xn)n∈N are identically distributed random variables. Next we justify the independence
of (Xn)n∈N. For any sequence (An)n≥0 in B,
P(Xn ∈ An,∀n ≥ 0) = E
[
Pξ(Xn(ξ) ∈ An,∀n ≥ 0)
]
= E
[∏
n≥0
Pξ(Xn(ξ) ∈ An)
]
=
∏
n≥0
E
[
Pξ(Xn(ξ) ∈ An)
]
=
∏
n≥0
P(Xn ∈ An),
the second equality comes from the fact that when given the environment ξ, (Xn(ξ))n∈N are
independent random variables, the third equality is due to the assumption that the environment
(ξn)n∈N are i.i.d. and the fact that the distribution of Xn(ξ) is only determined by ξn. ✷
For n ∈ N+, let Sn =
∑n−1
k=0 Xk, S0 = 0, since we have proved that (Xk)k≥0 are i.i.d, Sn is a
random walk with
Sn
n
→ E[X0] = E
∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
 , P-a.e.
Lemma 2.3 Assume that E
[∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2]
< ∞, then
∑
n∈N P[Sn ≥ cn] < ∞
for all c > E[X0].
Proof Note that in this case (Xk)k≥0 are i.i.d,
E[(X+0 )
2] = E
∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2 <∞.
From Lemma 1 in [2], we get this result. ✷
We are now to prove the Theorems. The proofs are followed the line of Biggins (1977), with
the above 3 preparation Lemmas about the random environment.
Proof of Theorem 1.1 For a.e. ξ, u ≥ 0, let
φ0(ξ, u) = e
−u, φn(ξ, u) = Hφn−1(Tξ, u). (2.3)
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It can be easily checked that for each n ∈ N, φn(ξ, u) is the quenched Laplace transform of some
random variables under the environment ξ, thus we can assume that φn(ξ, u) = Eξe
−ucn(ξ).
From the iteration relationship (2.3), we have
Eξe
−ucn(ξ) = Hφn−1(Tξ, u) = Eξ
[
e
−u
∑
i∈N+
y
(0)
i (ξ)c
i
n−1(Tξ)
]
,
where
(
cin−1(Tξ)
)
(i∈N+)
are independent copies of cn−1(Tξ). Since
(
cin−1(Tξ)
)
(i∈N+)
are inde-
pendent with
(
y
(0)
i (ξ)
)
(i∈N+)
and Eξ
[∑
i∈N+
y
(0)
i (ξ)
]
= 1, we have for n ≥ 1,
Eξcn(ξ) = Eξ
[ ∑
i∈N+
y
(0)
i (ξ)c
i
n−1(Tξ)
]
= ETξcn−1(Tξ),
iterating this gives Eξcn(ξ) = ETnξc0(T
nξ) = 1, where the last equality comes from the fact
that c0 ≡ 1.
Therefore when given the environment ξ, if {φn(ξ, u)} converges, the limit must be a Laplace
transform under the environment ξ (essentially because the constant mean implies tightness).
What’s more, if for a.e. ξ, {φn(ξ, u)} converges, the limit is also a solution to (1.2); if for a.e. ξ,
the derivative of the limit at u = 0 is one then this solution is in L1.
Let
gn(ξ, u) = u
−1|φn(ξ, u)− φn−1(ξ, u)|,
then
gn+1(ξ, u) = u
−1
∣∣∣∣Eξ[ ∏
i∈N+
φn
(
Tξ, uy
(0)
i (ξ)
) ]
− Eξ
[ ∏
i∈N+
φn−1
(
Tξ, uy
(0)
i (ξ)
) ]∣∣∣∣
≤ u−1Eξ
∣∣∣∣ ∏
i∈N+
φn
(
Tξ, uy
(0)
i (ξ)
)
−
∏
i∈N+
φn−1
(
Tξ, uy
(0)
i (ξ)
) ∣∣∣∣
≤ u−1Eξ
[ ∑
i∈N+
∣∣∣φn (Tξ, uy(0)i (ξ)) − φn−1 (Tξ, uy(0)i (ξ)) ∣∣∣]
= Eξ
[ ∑
i∈N+
y
(0)
i (ξ)gn
(
Tξ, uy
(0)
i (ξ)
) ]
= Eξ
[
gn
(
Tξ, ueX0(ξ)
) ]
.
Iterating this gives
gn+1(ξ, u) ≤ Eξ
[
g1
(
T nξ, ueSn(ξ)
) ]
. (2.4)
For a.e. ξ, let
ψ(ξ, u) =
φ1(ξ, u)− 1 + u
u
. (2.5)
Then ψ(ξ, u) is increasing in u and for a.e. ξ, g1(ξ, u) ≤ ψ(ξ, u). Therefore, for any c, for a.e. ξ,
∞∑
n=2
gn(ξ, u) ≤
∞∑
n=1
Eξ
[
ψ(T nξ, ueSn(ξ))
]
≤
∞∑
n=1
Pξ[Sn(ξ) ≥ −cn] +
∞∑
n=1
ψ(T nξ, ue−cn), (2.6)
thus,
E
∞∑
n=2
gn(ξ, u) ≤ E
∞∑
n=1
Pξ [Sn(ξ) ≥ −cn] + E
∞∑
n=1
ψ(T nξ, ue−cn). (2.7)
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If we take c satisfying the inequalities 0 > −c > E[X0] = E
[∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
, then
since E
[∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2]
<∞, Lemma 2.3 shows that
E
∞∑
n=1
Pξ[Sn(ξ) ≥ −cn] =
∞∑
n=1
P[Sn(ξ) ≥ −cn] <∞.
Also since E
[(∑
i∈N+
y
(0)
i (ξ)
)∣∣∣ log (∑i∈N+ y(0)i (ξ))∣∣∣] <∞, E[∑i∈N+ y(0)i (ξ)] = 1, from Doney
((1972), Lemma 3.4), we have
E
∞∑
n=1
ψ(T nξ, ue−cn) =
∞∑
n=1
Eψ(T nξ, ue−cn) =
∞∑
n=1
Eψ(ξ, ue−cn) <∞.
As a result, we have E
∑∞
n=2 gn(ξ, u) <∞, that means for a.e. ξ,
∑∞
n=2 gn(ξ, u) <∞ and so for
a.e. ξ, limn→∞ φn(ξ, u) must exist. Furthermore for a.e. ξ,
u−1| lim
n→∞
φn(ξ, u) − e
−u| ≤
∞∑
n=1
gn(ξ, u) and ψ(ξ, 0+) = 0,
therefore we may let u ↓ 0 in (2.6) to show that for a.e. ξ, the derivative of limn→∞ φn(ξ, u) at
u = 0 is 1, thus limn→∞ φn(ξ, u) is a solution of (1.2) in L1.
If φ and φ˜ are two L1-solutions to (1.2), for a.e. ξ, let
g(ξ, u) = u−1|φ(ξ, u)− φ˜(ξ, u)|;
then g(ξ, 0+) = 0 by Lemma 2.1. As in (2.4), g(ξ, u) ≤ Eξ[g(T
nξ, ueSn(ξ))] and since eSn(ξ) → 0
almost surely we can see that for any u > 0, a.e. ξ, g(ξ, u) = 0. That means the equation has a
unique solution in L1.
✷
On the other hand, if one of the condition (1.5) or (1.6) dose not hold, we will show that no
L1-solution exists. To this end, for a.e. ξ, define the function A(ξ, u) by the formula
uA(ξ, u) = Eξ
∑
i∈N+
(
1− φ
(
Tξ, uy
(0)
i (ξ)
))
−
(
1−
∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
)) ; (2.8)
then when u > 0, it is easy to check that A(ξ, u) is continuous and strictly greater than zero.
Let
φ∗(ξ, u) =
1− φ(ξ, u)
u
, (2.9)
then since φ(ξ, u) = Eξ
[∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
)]
, we have
φ∗(ξ, u) +A(ξ, u) = Eξ
∑i∈N+
(
1− φ
(
Tξ, uy
(0)
i (ξ)
) )
u

= Eξ
∑
i∈N+
y
(0)
i (ξ)
(
1− φ
(
Tξ, uy
(0)
i (ξ)
))
uy
(0)
i (ξ)

= Eξφ
∗
(
Tξ, ueX0(ξ)
)
.
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Iterating this gives for a.e. ξ (S0 = 0),
φ∗(ξ, u) + Eξ
[
∞∑
n=0
A
(
T nξ, ueSn(ξ)
)]
= lim
n→∞
Eξ
[
φ∗
(
T nξ, ueSn(ξ)
)]
. (2.10)
At first, we consider the situation when condition (1.6) dose not holds,
Proof of Theorem 1.2 Since E[X0] = E
[∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
≥ 0, the random walk
{Sn} is recurrent or transient to +∞ with probability 1.
Whenever {Sn} drifts to +∞, since for a.e. ξ,
φ∗
(
T nξ, ueSn(ξ)
)
≤
1
ueSn(ξ)
, φ∗(ξ, u) ≤ 1,
using the dominated convergence theorem we have
lim
n→∞
Eξ
[
φ∗
(
T nξ, ueSn(ξ)
)]
= Eξ lim
n→∞
[
φ∗
(
T nξ, ueSn(ξ)
)]
≤ Eξ lim
n→∞
1
ueSn(ξ)
= 0.
Thus the right side of the equation (2.10) is a.e. 0. However, the left side of this equation (2.10)
is strictly positive by Lemma 2.1, a contradiction. As a consequence, the equation (1.2) has no
L1-solution in this case.
When {Sn} is persistent, choose a closed interval I ⊂ (0,∞), for any u ∈ (0,∞), let
τ0(ξ) = 0, τi(ξ) = inf
{
k > τi−1(ξ), ue
Sn(ξ) ∈ I
}
(i ∈ N+),
since {Sn} is persistent, for any i ∈ N, a.e. ξ, we have τi(ξ) < ∞. Then from the properties of
A(ξ, u) we have for any k ∈ N+, Pξ-a.e.,
∞∑
n=0
A
(
T nξ, ueSn(ξ)
)
≥
k∑
i=1
A
(
T τi(ξ)ξ, ueSτi(ξ)(ξ)
)
≥
k∑
i=1
inf
j∈I
A
(
T τi(ξ)ξ, j
)
(2.11)
when k goes to infinity we have for a.e. ξ,∑k
i=1 infj∈I A(T
τi(ξ)ξ, j)
k
→ E inf
j∈I
A(ξ, j) Pξ-a.e. (2.12)
Since I is a closed interval and A(ξ, j) is strictly greater than zero when j > 0, we have for
a.e. ξ, infj∈I A(ξ, j) > 0, then E infj∈I A(ξ, j) > 0. Combined (2.11) and (2.12) gives for a.e. ξ,
Pξ-a.e.,
∑∞
n=0A
(
T nξ, ueSn(ξ)
)
=∞, therefore for a.e. ξ,
Eξ
[
∞∑
n=0
A
(
T nξ, ueSn(ξ)
)]
=∞,
that is to say for a.e. ξ, the left side of the equation (2.10) is infinity, however the other terms
of equation (2.10) are finite by Lemma 2.1, this gives a contradiction. Thus, in this case, the
equation (1.2) also has no L1-solution. ✷
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When the condition (1.5) dose not hold, a little bit more attention should be paid to the
random environment in the following proofs.
Proof of Theorem 1.3 Since E[X0] < 0 we know that for a.e. ξ, Sn(ξ)→ −∞ Pξ-a.e. and so
the equation (2.10) becomes for a.e. ξ,
Eξ
[
∞∑
n=0
A
(
T nξ, ueSn(ξ)
)]
= 1− φ∗(ξ, u). (2.13)
For a.e. ξ, let e−β(ξ) = φ(ξ, 1), then β(ξ) ≤ 1 and the convex function eβ(ξ)uφ(ξ, u) is one at
u = 0 and u = 1; therefore we have the inequalities for a.e. ξ,
φ(ξ, u) ≤ e−β(ξ)u 0 ≤ u ≤ 1, φ(ξ, u) ≥ e−β(ξ)u 1 ≤ u <∞. (2.14)
Then from (2.5) and (2.8) we have
u
(
β(Tξ)ψ
(
ξ, β(Tξ)u
)
−A(ξ, u)
)
= Eξ
[ ∏
i∈N+
e−β(Tξ)uy
(0)
i (ξ)
]
− 1 + β(Tξ)u
− Eξ
[ ∑
i∈N+
(
1− φ
(
Tξ, uy
(0)
i (ξ)
))
−
(
1−
∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
))]
= Eξ
[ ∏
i∈N+
e−β(Tξ)uy
(0)
i (ξ) −
∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
)
−
∑
i∈N+
(
e−β(Tξ)uy
(0)
i (ξ) − φ
(
Tξ, uy
(0)
i (ξ)
))
+
∑
i∈N+
(
e−β(Tξ)uy
(0)
i (ξ) + β(Tξ)uy
(0)
i (ξ)− 1
) ]
(2.15)
For a.e. ξ, let
I(ξ) =
{
i : y
(0)
i (ξ) >
1
u
}
, I(ξ)c =
{
i : y
(0)
i (ξ) ≤
1
u
}
.
Then from the inequalities |
∏
i αi −
∏
ℓ βℓ| ≤
∑
ℓ |αℓ − βℓ|(|αi|, |βℓ| ≤ 1) and (2.14),∏
i∈N+
eβ(Tξ)uy
(0)
i (ξ) −
∏
i∈N+
φ
(
Tξ, uy
(0)
i (ξ)
)
≤
∑
i∈I(ξ)c
(
e−β(Tξ)uy
(0)
i (ξ) − φ
(
Tξ, uy
(0)
i (ξ)
))
+
∑
i∈I(ξ)
(
φ
(
Tξ, uy
(0)
i (ξ)
)
− e−β(Tξ)uy
(0)
i (ξ)
)
(2.16)
Therefore the formula (2.15) yields
u
(
β(Tξ)ψ
(
ξ, β(Tξ)u
)
−A(ξ, u)
)
≤ Eξ
[
2
∑
i∈I(ξ)
(
φ
(
Tξ, uy
(0)
i (ξ)
)
− e−β(Tξ)uy
(0)
i (ξ)
)
+
∑
i∈N+
(
e−β(Tξ)uy
(0)
i (ξ) + β(Tξ)uy
(0)
i (ξ)− 1
) ]
≤ 2Eξ[#I(ξ)] + Eξ
[ ∑
i∈N+
(
e−β(Tξ)uy
(0)
i (ξ) + β(Tξ)uy
(0)
i (ξ)− 1
) ]
,
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the last inequality comes from the fact that M1(Tξ) := sup{φ(Tξ, u)− e
−β(Tξ)u : u ≥ 1} ≤ 1.
Note that when 0 < u < 1
e
, since E
[∑
i∈N+
y
(0)
i (ξ)
(
log+ y
(0)
i (ξ)
)2]
< ∞, there exists a
constant M2 > 1 satisfies E
[
1
u
(log 1
u
)2Eξ[#I(ξ)]
]
≤M2, thus
E[#I(ξ)] ≤ uM2(log u)
−2. (2.17)
When u ≥ 1
e
, since Eξ
[∑
i∈N+
y
(0)
i (ξ)
]
= 1 from our assumption, then Eξ[#I(ξ)]
1
u
≤ 1. There-
fore for a.e. ξ,
Eξ[#I(ξ)] ≤ u. (2.18)
Let
h(u) =
{
(log u)−2, 0 < u < e−1,
1, u ≥ e−1,
combined (2.17) and (2.18) we get
E[#I(ξ)] ≤M2uh(u).
Also since e−u+u−1 ≤ u and e−u+u−1 ≤ u2, it is easy to establish that e−u+u−1 ≤M3uh(u)
for some M3. Therefore if we set M = max{2M2,M3}, then E
(
β(Tξ)ψ(ξ, β(Tξ)u) −A(ξ, u)
)
≤
M
[
h(u) + E
[∑
i∈N+
y
(0)
i (ξ)h(uy
(0)
i (ξ))
]]
, and rewriting this
EA(ξ, u) ≥ E
[
β(Tξ)ψ(ξ, β(Tξ)u)
]
−M
[
h(u) + E
[
h
(
ueX˜0(ξ)
)]]
, (2.19)
where when given the environment ξ, X˜0(ξ) is a random variable which is independent of
(Xn(ξ))n∈N and has the same distribution function with X0(ξ).
Combing the inequality (2.19) with the equation (2.13) yields
1− Eφ∗(ξ, u)
= E
[ ∞∑
n=0
A
(
T nξ, ueSn(ξ)
)]
=
∞∑
n=0
E
[
A
(
T nξ, ueSn(ξ)
)]
≥
∞∑
n=0
[
E
(
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)ueSn(ξ)
))
− E
(
Mh
(
ueSn(ξ)
)
+Mh
(
ueS˜n(ξ)
))]
,
where S˜n(ξ) = Sn(ξ)+X˜0(ξ). Let κ = E[X0] = E
[∑
i∈N+
y
(0)
i (ξ) log y
(0)
i (ξ)
]
, then we can choose
ǫ > 0 such that κ+ ǫ < 0. let ℓ = min{n : n(κ+ ǫ) < −1}, combined with Lemma 2.3, we have
∞∑
n=0
Eh
(
eSn) ≤
∞∑
n=0
E
[
h(eSn)1{Sn≥n(κ+ǫ)}
]
+
∞∑
n=0
E
[
h(eSn)1{Sn<n(κ+ǫ)}
]
≤
∞∑
n=0
P[Sn ≥ n(κ+ ǫ)] + ℓ+
∞∑
n=ℓ
1
n2(κ+ ǫ)2
<∞.
thus
∑∞
n=0MEh
(
eSn(ξ)
)
<∞, similarly we have
∑∞
n=0MEh
(
eS˜n(ξ)
)
<∞. Since
∞∑
n=0
E
[
Mh
(
eSn(ξ)) +Mh
(
eS˜n(ξ)
)]
<∞,
10
we have
1− Eφ∗(ξ, 1) (2.20)
≥
∞∑
n=0
E
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)eSn(ξ)
)]
−
∞∑
n=0
E
[
Mh
(
eSn(ξ)) +Mh
(
eS˜n(ξ)
)]
.
On the other hand, from Egorov Theorem there exists n(ǫ) < ∞ satisfies for any n ≥ n(ǫ),
P
(
Sn ≥ n(κ− ǫ)
)
≥ c > 0. Thus
∞∑
n=n(ǫ)
E
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)eSn(ξ)
)]
≥
∞∑
n=n(ǫ)
E
[
Eξ
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)eSn(ξ)
)∣∣∣Sn(ξ) ≥ n(κ− ǫ)]Pξ[Sn(ξ) ≥ n(κ− ǫ)]]
≥
∞∑
n=n(ǫ)
E
[
Eξ
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)en(κ−ǫ)
)]
Pξ
[
Sn(ξ) ≥ n(κ− ǫ)
]]
=
∞∑
n=n(ǫ)
E
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)en(κ−ǫ)
)]
P
[
Sn(ξ) ≥ n(κ− ǫ)
]
,
the last equality is due to the fact that the distribution of Sn(ξ) is only determined by ξ0, ξ1, · · · , ξn−1,
which is independent with T nξ. Therefore,
∞∑
n=n(ǫ)
E
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)eSn(ξ)
)]
≥ c
∞∑
n=n(ǫ)
E
[
β(Tξ)ψ
(
ξ, β(Tξ)en(κ−ǫ)
)]
= c
∞∑
n=n(ǫ)
∫
Θ×A
β(Tξ)ψ
(
ξ, β(Tξ)en(κ−ǫ)
)
dτ(ξ) + c
∞∑
n=n(ǫ)
∫
Θ×Ac
β(Tξ)ψ
(
ξ, β(Tξ)en(κ−ǫ)
)
dτ(ξ),
where A = {Tξ : β(Tξ) > δ}. Recall that e−β(Tξ) = φ(Tξ, 1), φ is the L1-solution of (1.2), then
we can choose 0 < δ < 1 satisfies P(A) > 0. Since ψ(ξ, u) is only determined by ξ0 and β(Tξ) is
independent with ξ0 we have
∞∑
n=n(ǫ)
∫
Θ×A
β(Tξ)ψ
(
ξ, β(Tξ)en(κ−ǫ)
)
dτ(ξ) ≥
∞∑
n=n(ǫ)
∫
Θ×A
δψ
(
ξ, δen(κ−ǫ)
)
dτ(ξ)
=
∞∑
n=n(ǫ)
δEψ
(
ξ, δen(κ−ǫ)
)
P(A).
Since E
[∑
i∈N+
y
(0)
i (ξ)
]
= 1 and E
[(∑
i∈N+
y
(0)
i (ξ)
)∣∣∣ log (∑i∈N+ y(0)i (ξ))∣∣∣] = ∞, using Doney
((1972), Lemma 3.4) we have
∑∞
n=n(ǫ) Eψ
(
ξ, δen(κ−ǫ)
)
=∞. Thus
∞∑
n=0
E
[
β(T n+1ξ)ψ
(
T nξ, β(T n+1ξ)eSn(ξ)
)]
=∞.
Combined with (2.20) we get 1 − Eφ∗(ξ, 1) = ∞, but this is a contradiction regarding the
definition of φ∗(ξ, 1) in (2.9) and the L1-solution. The proof is finished. ✷
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3 Applications in the branching random walk in a random en-
vironment
We set ω = (ωn, n ∈ N) to be an i.i.d. sequence of random variables with the values in the
space of the distributions on the set of point processes on the real line, the law of ω is given
by ν. Conditionally on this sequence the process can be described as follows. At time 0, an
initial ancestor, who forms the zeroth generation, is created at the origin. His children form the
first generation and their positions on the real line are described by the point process Z1 on R1,
where Z1 is a random locally finite counting measure and the distribution of Z1 is determined
by η(ω0). The people in the n
th generation give birth independently of one another and of
the preceding generations to form the (n + 1)th generation. The point process describing the
displacements of the children of a person in the nth generation from this person’s position has
the same distribution which is determined by η(ωn). Let {z
n
r } be an enumeration of the positions
of the people in the nth generation, and Zn be the point process with the atoms {znr }. Suppose
that for a.e. ω, Pω
[
Z1(R) <∞
]
= 1 and E log
[
EξZ
1(R)
]
> 0. Define
mωi(θ) = ET iω
[∑
r
e−θz
1
r(T
iω)
]
= ET iω
[∫
e−θtdZ1(t)
]
. (3.1)
Let
A = {θ : Emω0(θ) <∞},
for the following context, we restrict θ ∈ A˚ and for each θ ∈ A˚, we assume that there exists
δ(θ) > 0 satisfies for a.e. ω, mω0(θ) > δ(θ)(uniform ellipticity condition). Observe that when
given the environment, for a.e. ω,
Wn(ω, θ) :=
∑
r e
−θznr
Eω
[∑
r e
−θznr
] = ∑r e−θznr
mω0(θ) · · ·mωn−1(θ)
(3.2)
is a martingale with respect to the σ-field Fn(ω), where Fn(ω) is the σ-field generated by
Z1, Z2, · · · , Zn and ω. Thus for a.e. ω, Wn(ω, θ) has an almost sure limit, W (ω, θ), and by
Fatou’s lemma Eω[W (ω, θ)] ≤ 1.
For n ∈ N, let y
(n)
i (ω) =
e−θz
1
i (T
nω)
mωn (θ)
,(for those y
(n)
i (ω)(i ∈ N+) without definition, we suppose
them equal to zero), then obviously for each n ∈ N, (y
(n)
i (ω))i∈N+ is a point process satisfies
Eξ
[∑
i∈N+
y
(n)
i (ξ)
]
= 1, what’s more, using the way similar as [2] (page 26), we have
Wn(ω, θ)
d
=
∑
i∈N+
y
(0)
i (ω)iWn−1(Tω, θ), (3.3)
where when given F1(ω), {iWn−1(Tω, θ)} are independent copies of Wn−1(Tω, θ), if we now let
n tend to infinity we see that
W (ω, θ)
d
=
∑
i∈N+
y
(0)
i (ω)iW (Tω, θ), (3.4)
where when given F1(ω), {iW (Tω, θ)} are independent copies of W (Tω, θ) and the quenched
Laplace transform of W (ω, θ), φˆ(ω, u) = Eωe
−uW (ω,θ) satisfies (1.2).
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Whenever E[W (θ)] = c > 0 then φˆ(ω, u
c
) is an L1-solution to (1.2). Thus whenever (1.2) fails
to have an L1-solution we must have EW (θ) = 0 and then for a.e. ω, EωW (θ) = 0.
Since e−uWn(ω,θ) is a bounded submartingale converging to e−uW (ω,θ), we know that
Eω[e
−uWn(ω,θ)] −→ Eω[e
−uW (ω,θ)] = φˆ(ω, u).
If we let φn(ω, u) = Eω
[
e−uWn(ω,θ)
]
, then we have for a.e. ω, φ0(ω, u) = e
−u, and from (3.3)
φn+1(ω, u) = Eω
[∏
i∈N+
φn
(
Tω, uy
(0)
i (ω)
)]
= Hφn(Tω, u). Thus this definition is consistent
with that given at (2.3). Then when the condition of Theorem 1.1 holds, φˆ(ω, u) is an L1-
solution to the equation (1.2), then EW (ω, θ) = 1.
Note that in this model,
E
[( ∑
i∈N+
y
(0)
i
)∣∣∣ log ( ∑
i∈N+
y
(0)
i
)∣∣∣] = E[( ∑
i∈N+
e−θz
1
i (ω)
mω0(θ)
)∣∣∣ log ( ∑
i∈N+
e−θz
1
i (ω)
mω0(θ)
)∣∣∣]
= EW1(θ)
∣∣ logW1(θ)∣∣, (3.5)
E
[ ∑
i∈N+
y
(0)
i log y
(0)
i
]
= E
[ ∑
i∈N+
e−θz
1
i (ω)
mω0(θ)
log
e−θz
1
i (ω)
mω0(θ)
]
= E
[ ∑
i∈N+
e−θz
1
i (ω)
mω0(θ)
(
− θz1i (ω)− logmω0(θ)
)]
= −
∫ [
− θ
m
′
ω0
(θ)
mω0(θ)
+ logmω0(θ)
]
η(dω), (3.6)
A straightforward calculation shows that the uniform ellipticity condition ensure that
E
[ ∑
i∈N+
y
(0)
i
(
log+ y
(0)
i
)2]
= E
[ ∑
i∈N+
e−θz
1
i (ω)
mω0(θ)
(
log+
e−θz
1
i (ω)
mω0(θ)
)2]
<∞ (3.7)
holds for all θ ∈ A˚. Therefore combine Theorem 1.1, 1.2, 1.3 we have the following theorem.
Theorem 3.1 For any θ ∈ A˚, assume that
κ =
∫ [
− θ
m
′
ω0
(θ)
mω0(θ)
+ logmω0(θ)
]
ν(dω)
exists. Then
E[W (θ)] = 1
if and only if
E[W1(θ)| logW1(θ)|] <∞ and κ > 0 (3.8)
and EW (θ) = 0 when either of the conditions in (3.8) fails.
Remark 2 Here we get Theorem 3.1, the Biggins martingale convergence theorem (in random
environment) by using analytical method. For the technical reason, we require the the uniform
ellipticity condition. Indeed this result has been given in [4] and [14] by using probabilistic
method.
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