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Resumen
En el presente trabajo se estudian las diferentes desigualdades que relacionan las diferentes
normas definidas en el espacio de sucesiones de Lorentz, aśı como las principales caracteŕısticas
del operador composición y multiplicación, la compacidad, invertibilidad y caracterización de
ellos en ℓp,s.
Palabras clave: Operador multiplicación, operador Composición, operador compacto,
reordenamiento decreciente, función maximal, espacios de sucesiones de Lorentz.
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Abstract
In the present work the various inequalities relative the various norms defined in the Lorentz
sequences spaces are studied, as well as compactness, boundedness and invertibility of the mul-
tiplication and composition operators on ℓp,s.
Keywords: Compact operator, multiplication operator, distribution function, decrea-
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INTRODUCCIÓN
En el prentese trabajo se estudian algunas propiedades básicas de los espacios de sucesiones
de Lorentz ℓp,s, en la medida de lo posible se realizará un estudio autocontenido, el mismo se
hace con el fin de establecer una base teoŕıca para analizar las diferentes desigualdades que
satisfacen las normas equivalentes en dicho espacio via las sucesiones de nivel, introducidas por
Halperin en [9] y recientemente estudiadas por autores como Sinnamon en [15], aśı como para
caracterizar y establecer condiciones bajo las cuales el operador composición y multiplicación
son compactos de rango cerrado e invertibles. Es importante señalar la diferencia entre Lp,s y
ℓp,s lo que justifica por śı mismo el presente trabajo.
Aśı por ejemplo, el espacio de lorentz Lp,s es trivial cuando p = ∞ y 1 ≤ q < ∞, no aśı el
espacio de sucesiones de Lorentz ℓp,s. Además el único operador multiplicación compacto en un
espacio de Lorentz no átomico es el operador nulo (ver [10]) no obstante en ℓp,s el operador
multipliación Mu es compacto cuando u = (un)n → 0 si n → ∞. Para un estudio sistemático
del operador coposición y multiplicación veáse [16], [17], [1] y [2].
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Caṕıtulo 1
Constantes Óptimas entre Normas
Equivalentes en Espacios de Sucesiones
de Lorentz
En este caṕıtulo se estudiarán algunas desigualdades relacionadas con las normas definidas en
los espacios de sucesiones de Lorentz y las constantes óptimas involucradas en ellas.
Se define el espacio de sucesiones de Lorentz ℓp,s como el conjunto de todas las sucesiones com-

















La sucesión x∗ = (x∗n) se denomina reordenamiento decreciente de x = (xn)n y se obtiene al
ordenar (|xn|) de manera decreciente.
Precisamente, para n− 1 ≤ t < n se tiene
x∗n = x
∗(t) := ı́nf {s > 0 : Dx(s) ≤ n− 1},
donde Dx(s) es la función distribución de x que se define como
Dx(s) := µ {n ∈ N : |xn| > s} .
Observación 1.1. El espacio de Lorentz Lp,s es una familia biparamétrica de funciones la cual
generaliza el espacio de Lesbegue Lp. Los espacios de Lorentz fueron definidos por Lorentz en
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[13]. Un estudio general de los espacios de Lorentz fue realizado por Hunt en [11].
Supóngase un espacio de medida (X,A, µ) para cualquier función A- medible y dos números














∥.∥p,s son funciones no negativas definidas en los reales extendidos y los espacios de Lorentz
serán definidos en términos de estas funciones tal como se define el espacio de Lesbegue en
términos de ∥.∥p.
El espacio Lp,s con 1 ≤ s < ∞ y s = ∞ no será de interés. En efecto, si f es una función

















porque f ∗(t) ≥ f ∗(s) cuando 0 ≤ t ≤ s y por lo tanto f ∗(s) = 0 para todo s > 0. Aśı que f = 0
c.t.p lo cual implica que Lp,s = {0} para cada 0 < s <∞.
Por otro lado, el espacio discreto de Lorentz ℓp,s y el espacio Lp,s cuando X = N, A = 2N y µ
es la medida de contar son equivalentes para 0 < p <∞, 0 < s <∞. De hecho si a∗(t) = f ∗(t),











































































∥a∥p,s ≤ ∥f∥p,s ≤ 2
1/p ∥a∥p,s .
Nótese que el espacio ℓp,s no es vaćıo cuando p = ∞. Por ejemplo, todas la sucesiones que
tienen solo un número finito de elementos no nulos pertenecen a ℓ∞,s para todo 0 < s ≤ ∞.
Esto muestra una diferencia fundamental entre ℓ∞,s y L∞,s.
El espacio de Lorentz ℓp,s es un espacio vectorial normado si y sólo si 1 ≤ s ≤ p <∞ (ver [12]).
Además es un espacio normable cuando 1 < p < s ≤ ∞, es decir, existe una norma equivalente
a ∥.∥p,s. Para los casos restantes, ℓp,s no puede ser dotado con una norma equivalente. La nor-

















Donde x∗∗ = (x∗∗n )n se denomida la sucesión maximal de x














La parte izquierda de esta desigualdad es consecuencia del hecho que x∗ ≤ x∗∗ (ver proposición
3.2 en [5]). La desigualdad de la derecha se demuestra en el siguiente teorema.
Teorema 1.1. Sea x = (xn)n una sucesión de números complejos, 1 < p ≤ s <∞. Entonces
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∥.∥∗p,s ≤ p
′ ∥.∥p,s . (1.3)
Demostración. Denótese r = s− s
p
. Empleando la desigualdad de Hölder, notando que la función
































































Además, dado que f(t) = t−1−
r

































Multiplicando por n−r−1, sumando desde 1 hasta ∞ y empleando la anterior desigualdad e


















































































































Esto es, ∥.∥p,s es una cuasinorma. Por otro lado, si (1.4) se cumple, entonces ∥.∥p,s es equivalente













∥.∥(p,s) es una norma equivalente a ∥.∥p,s cuando 1 ≤ p, s ≤ ∞ . Además ∥.∥(p,s) = ∥.∥p,s si
1 ≤ s ≤ p (ver [7]).
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xnyn : ∥y∥p′,s′ = 1
}
.
Equivalente a ∥.∥p,s, más aún, si 1 ≤ s ≤ p entonces
∥.∥′p,s = ∥.∥p,s .
El siguiente es uno de los resultados más útiles en la teoria de la integración y de las desigual-
dades.








































Dada una sucesión medible w = (wk) existe una sucesión creciente w
(s) = (w
(s)
k )s de sucesiones
decrecientes que satisfacen la desigualdad (1.5) para cada s = 1, 2, ... y además w(s) → w.




















El siguiente Lema presenta la desigualdad de Hardy-Littlewood.








Demostración. Es suficiente demostrar (1.6) para sucesiones no negativas. Consideremos en










































































































Aśı que la desigualdad buscada es válida para sucesiones simples. Empleando el teorema de la
convergencia monótona se tiene el resultado para cualquier par de sucesiones medibles.
Observe que si g̃ es equimedible con g entonces g̃∗ = g∗. Por esta razón y por la desigualdad de






Los espacios de medida en los cuales se alcanza la igualdad en la ecuación anterior después de
tomar el supremo sobre todas la funciones g̃ equimedibles con g se denominarán resonantes.
Formalizamos este concepto y el de espacio fuertemente resonante en la siguiente definición.
Definición 1.1. Un espacio de medida (X,A, µ), σ − finito se denomina resonante si para









Donde el supremo se toma sobre todas las funciones g̃ equimedibles con g.
Además, (X,A, µ) se denominará fuertemente resonante si para f, g funciones medibles, existe






|f ∗(t)g∗(t)| dt. (1.7)
En los siguientes dos lemas se emplea la noción de espacio de medida resonante y fuertemente
resonante con el fin de demostrar la igualdad ∥x∥′p,s = ∥x∗∥
′
p,s , 1 < p <∞, 1 ≤ s ≤ ∞.
Lema 1.3. (N,P(N), µ) es resonante donde µ es la medida de contar. Esto es, dadas x = (xn)n










Donde el supremo se toma sobre todas las sucesiones ỹ equimedibles con y.
Demostración. Demostraremos primero que cualquier subconjunto finito E de N dotado con
la medida de contar es fuertemente resonante. Sea σ y ρ dos permutaciones sobre el conjunto
de los átomos de E , tales que x∗m = xσ(im) y y
∗
n = yρ(in). Observe que (1.7) es cierta cuando
el átomo en el que (xn)n alcanza su mayor valor es el mismo átomo en donde (ỹn)n alcanza
su valor más grande. De la misma manera con el k-ésimo valor más grande, k = 1, 2, ...,#X,
aśı que (ỹn)n se obtiene después de una permutación en los átomos de E. Dicha permutación
es ρ−1 ◦ σ, es decir ỹi = yρ−1◦σ(i).
Ahora consideremos conjuntos finitos Ek cuya unión sea N y sucesiones crecientes x(k) = (x(k)n )k,
y(k) = (y
(k)
n )k con soporte en Ek , (k = 1, 2, ...) tales que x
(k) ↑ x y y(k) ↑ y. Por definición
de supremo, para demostrar (1.8) es suficiente mostrar que para cualquier α, que satisface














(k) ↑ x implica





























Es claro que x(N) = x(N)χEN ≤ xχEN y en consecuencia (x(N))∗ ≤ (xχEN )
∗. Además (EN , µ) es
un espacio de medida fuertemente resonante, por tanto existe una sucesión z = (zn) equimedible

























Donde (1.10) se justifica extendiendo z a todo N haciendo zn = 0 si n /∈ EN . Sea





Observe que y y ỹ son equimedibles, en efecto
Dỹ(λ) = µ ({n ∈ N : |ỹn| > λ})
= µ ({n ∈ N : |(zχEN )n| > λ}) + µ
({
n ∈ N :
∣∣(yχN\EN )n∣∣ > λ})
= µ ({n ∈ N : |(yχEN )n| > λ}) + µ
({
n ∈ N :
∣∣(yχN\EN )n∣∣ > λ})
= µ ({n ∈ N : |yn| > λ}) = Dy(λ).








Y esto demuestra (1.8).
Empleando el lema anterior se obtiene el siguiente resultado
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Teorema 1.2. Sea x = (xn)n ∈ ℓp,s, 1 < p <∞, 1 ≤ s ≤ ∞. Entonces,
∥x∥′p,s = ∥x
∗∥′p,s .
El siguiente lema presenta las principales caracteŕısticas de la norma de descompocisión ∥.∥(p,s).















(b) Si 0 ≤ y ≤ x entonces ∥y∥(p,s) ≤ ∥x∥(p,s).













Sea y(k) = x(k) sgnx , con esta notación x =
∑
k y
(k). Por definición de la norma de descompo-

























Por otro lado, acudiendo a la definición de ı́nfimo en la norma de descomposición, dado ϵ > 0










Por la desigualdad triangular |x| ≤
∑
k
∣∣y(k)∣∣ = C . Sea x(k) = ∣∣x.y(k)∣∣ /C. Entonces, como








































Lo cual demuestra (1.11).
(b). Empleando la parte (a) se obtiene el resultado.
(c). Dado que y(k) ↗ x implica
(
y(k)





















∗ − (y(k)n )∗
)
(m+ n)s/p−1 = 0.
(1.14)









Lo cual implica, por (1.14),
∥∥y(k)∥∥
(p,s)
→ ∥x∥(p,s) cuando k → ∞.
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1.1. Sucesiones de nivel y funciones Φ-concavas
Las funciones de nivel fueron introducidas por Halperin en [9] posteriormente en [13] Lorentz




siendo f y g funciones decrecientes en (0, 1) y f ∈ Lϕ, encontrando además la constante óptima
C en la desigualdad
∫ 1
0
fgdx ≤ C ∥f∥Lϕ .
A continuación se presenta la noción de sucesión ϕ-concava , para después incursionar en un
resultado que caracteriza a las sucesiones de nivel.








se denomina ϕ-concava si, para arbitrarios n1, n2 ∈ N se tiene X̃n ≥ Ln,
n1 ≤ n ≤ n2, donde Ln = CΦn + D, C y D constantes positivas, tales que L interpola X̃ en
n1, n2, es decir,
Ln1 = X̃n1 ,
Ln2 = X̃n2 . (1.15)









≥ X̃n2 − X̃n1
Φn2 − Φn1
, 1 ≤ n1 ≤ n ≤ n2. (1.17)
X̃n − X̃n1
Φn − Φn1
≥ X̃n2 − X̃n
Φn2 − Φn
, 1 ≤ n1 ≤ n < n2. (1.18)
X̃n1 − X̃m1
Φn1 − Φm1
≥ X̃n2 − X̃m2
Φn2 − Φm2
, m1 ≤ m2, n1 ≤ n2, m1 ̸= n1, m2 ̸= n2. (1.19)





es ϕ-concava, por (1.15)
X̃n1 = CΦn1 +D,
X̃n2 = CΦn2 +D.
De donde se obtiene
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/ [Φn2 − Φn1 ] . (1.20)
Reemplazando (1.20) en X̃n ≥ Ln, conseguimos





(Φn − Φn1) .
De donde se tiene (1.17). De nuevo, dado que X̃n ≥ Ln , D ≤ X̃n − CΦn entonces
X̃n2 ≤ X̃n + C [Φn2 − Φn] ⇔
X̃n2 − X̃n
Φn2 − Φn
≤ X̃n2 − X̃n1
Φn2 − Φn1
.
Comparando la anterior desigualdad con (1.17) se obtiene (1.18).









te izquierda de (1.17) y con la parte derecha de (1.18).
En el siguiente teorema se presenta el concepto de sucesión de nivel y sus principales propieda-
des.
Teorema 1.4. Sea ϕ = (ϕn)n una sucesión no negativa y Φn =
∑n
i=1 ϕi. Sea x = (xn)n una







Entonces exste una única sucesión no negativa x◦ = (x◦n)n, denominada sucesión de nivel
respecto a ϕ = (ϕn)n, que satisface las siguientes condiciones:







i para todo n, n = 1, 2, ....
c. El conjunto {n : x◦n ̸= xn} =
∞∪
k=1
Ik, donde {Ik} es una clase de conjuntos de números






x◦i , y x
◦
i /ϕi = λk para todo
i ∈ Ik.
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, la cual es ϕ- concava mayorante de X, en efecto dado C > 0 existe
N > 0 tal que Xm < CΦm para todo m ≥ N . Por lo tanto X̃n = CΦn, cuando n ≥ N ,es










≤ 1, k1 ≤ k2.
Aśı que X̃k1 ≤ X̃k2 , k1 ≤ k2, es decir X◦ = (X◦k)k es creciente, por lo tanto es posible
















Además X◦ = (X◦n)n es ϕ-concava mayorante de X. En efecto, X̃n ≥ Ln implica X̃◦n =
ı́nf X̃n ≥ Ln. Por otro lado si para n1, n2 arbitrarios, X̃n1 = c, Ln1 = X̃n1 , entonces
X◦n1 = ı́nf X̃n1 = c, de la misma manera con n2.













Es decir, (x◦k/ϕk)k es decreciente.
b. Se tiene directamnte de la definición de X◦n.
c. Observe que por (1.22), X◦k−1 y X
◦
k son iguales a Xk−1 y a Xk respectivamente si y sólo
si xk = x
◦
k. Ahora supongamos que existe j ∈ N tal que X◦j > Xj. Denotemos
n = máx
{














Considéremos una sucesión L de forma tal que interpole a X◦ en n− 1 y n +m− 1. Es
decir Ln−1 = X
◦
n−1 y Lm+n−1 = X
◦
m+n−1. Entonces L ≥ X , es decir, L es una sucesión ϕ-
concava mayorante de X, además por definición X◦ ≥ L, pero X◦ es la función ϕ-concava
mayorante de X minimal, entonces X◦j = Lj = CΦj + D, j ∈ {n− 1, ...,m+ n− 1}.




= C (Φj − Φj−1) = Cϕj.
Por definición de m+m− 1 y n− 1, x◦n−1 = xn−1 y x◦m+n = xm+n. Además
X◦n−1 = Xn−1
X◦m+n−1 = Xm+n−1.







Con lo que se finalza la demostración de (c).
El siguiente lema presenta la desigualdad de Karamata empleada para demostrar una de las
desigualdades posteriores.
Lema 1.5. Sean x = (xk)
n
k=1 y y = (yk)
n
k=1 dos sucesiones de números que satisfacen las
siguientes condiciones:























Demostración. Dado que ϕ es convexa ci = [ϕ(yi)− ϕ(xi)] / [yi − xi] es una sucesión decreciente.
































































yk, X0 = Y0.


























ck (Xk − Yk)−
n−1∑
k=0
ck+1 (Xk−1 − Yk−1) =
n−1∑
k=1
(ck − ck+1) (Xk − Yk).







El siguiente lema será empleado para demostrar una de las desigualdades que relaciona la
norma ∥.∥p,s de una sucesión x = (xn)n ∈ ℓp,s y su correspondiente sucesión de nivel x◦ = (x◦n)n
respecto a una sucesión ϕ = (ϕn)n dada.
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para todo m ≥ 1. (1.27) se puede escribir como sigue haciendo un cambio de sub́ındice en la





















Fijemos m ≥ 1. Observese que si m = 1 se obtiene la igualdad. Supongamos entonces que
m > 1. Sea xk = k
s′/p′−1, zk = (k +m− 1)s













= (k +m− 1)s/p−1 .















Notése además que s′ < p′, luego (xk)k y (zk)k son decrecientes. Sea Xn/Zn = C donde Xn =∑n
k=1 xk y Zn =
∑n
k=1 zk. Dado que m− 1 ≥ 0
k2 +mk ≤ k2 +mk +m− 1 ⇔
k(m+ k) ≤ (k + 1)(k +m− 1) ⇔
k
k +m− 1












Es decir, (xk/zk)k es decreciente, en consecuencia (Xk/Zk)k también es decreciente. Entonces
Xk/Zk ≥ C para k ≤ n − 1. Aplicando la desigualdad de Karamata considerando ϕ(t) = tr y




































De donde se deduce (1.29) y en consecuencia (1.26). Finalmente (1.24) se deduce del teorema
15 en [8].
El siguiente teorema muestra las constantes óptimas entre las normas de una sucesión x =
(xn)n ∈ ℓp,s y su correspondiente sucesión de nivel x◦ = (x◦n)n respecto a la sucesión ϕn =
n1−s
′/p′ .
Teorema 1.5. Sea x = (xn)n ∈ ℓp,s una sucesión no negativa y decreciente y sea x◦ = (x◦n)n la
sucesión de nivel respecto a ϕn = n
−α, α = 1− s′
p′
. Entonces







Demostración. Supóngase primero que s < ∞ y consideremos la desigualdad de la izquierda.


































































Dado que x◦ es decreciente x◦ = (x◦)∗. Además por el Teorema 1.3 es suficiente tomar las sumas
en donde difieren (x◦n)n y (xn)n, esto es, en los Ik. En consecuencia
∥x◦∥p,s ≤ ∥x∥p,s .
Consideremos ahora ψ = (ψn)n, ψn = x
s−1
n n
s/p−1 (n ≥ 1) y sea ψ̃ = (ψ̃n)n la sucesión de nivel
de ψ = (ψn)n con respecto a φ = (φn)n, φn = 1. Aplicando la parte (b) del lema 1.1, el teorema









































n ≥ 1 : ψ̃n = ψn
}
. Entonces N∗ \ E =
∪
k Ik. Donde {Ik} es una clase disjunta.






































































































































Por el Lema 1.5 aplicado a Cps,k se consigue (1.32) y por lo tanto (1.30) queda demostrado cuan-
do s < ∞. Consideremos ahora s = ∞, es decir , cuando α = 1/p. Empleando la desigualdad















Entonces λk ≤ ∥x∥p,∞ para cada k. Además la igualdad λk = x◦j/j−α, j ∈ Ik, indica que
x◦jj






















































































































































Y con esto se concluye la demostración.
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1.2. Sucesiones de nivel y la norma dual
Esta sección tiene como propósito presentar las principales propiedades de la norma dual ∥.∥′p,s,
algunas de las cuales son expuestas en el siguiente teorema. En lo que sigue, si x = (xk)k y






yi, para todo n ∈ N.
Teorema 1.6. Sea 1 < p <∞, 1 ≤ s ≤ ∞, y x = (xn)n ∈ ℓp,s. Entonces
a.
∥x∥′p,s ≤ ∥x∥p,s . (1.37)
b. Si s ≤ p se tiene
∥x∥′p,s = ∥x∥p,s . (1.38)





es no creciente, (1.38) se cumple.
d. Si x = (xn)n ∈ ℓp,s, entonces
∥x∥′p,s ≤ ı́nfx≺z ∥z∥p,s. (1.39)











∥x∥p,s ∥y∥p′,s′ : ∥y∥p′,s′ = 1
}
= ∥x∥p,s .
b. Consideremos ψ = (ψn)n, con ψn = (x
∗
n)
s−1ns/p−1, (n ≥ 1). Observe que la sucesión




































































xnyn : ∥y∥p′,s′ = 1
}
= ∥x∥′p,s .
Y por (a) se concluye que ∥x∥p,s = ∥x∥
′
p,s.
c. La demostración se realiza de forma similar a la parte (b).




















∥x∥′p,s ≤ ı́nfx≺z ∥z∥p,s.
El siguiente teorema plantea la igualdad entre la norma dual de una sucesión no creciente
x = (xn)n ∈ ℓp,s y de la norma estándar de su correspondiente sucesión de nivel respecto a la




Teorema 1.7. Sea 1 < p < s ≤ ∞, y x = (xn)n ∈ ℓp,s una sucesión no negativa y no creciente.
Sea α = 1− s′
p′
y ϕ(α) = (ϕ
(α)
n )n, donde ϕ
(α)
n = n−α. Entonces
∥x∥′p,s = ı́nfx≺z ∥z∥p,s = ∥x
◦∥p,s ,




Demostración. Dado que x ≺ x◦, si (yn)n es una sucesión no negativa y no creciente se tiene,














Sea E = {n ≥ 1 : xn = x◦n}. De acuerdo con el teorema 1.4, N \ E =
∪
k Ik, donde los Ik son













s′/p′−1 = ∥x◦∥p,s .




































El teorema 1.4 afirma que para cada k, x◦n = λkn





































































xnyn = ∥x◦∥p,s .
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xnyn = ∥x◦∥p,s .





−1/p si n ≤ m












































−1/p = 1. (1.41)




























xnyn = ∥x◦∥p,∞ .
Con lo que se concluye la demostración.
El siguiente teorema ofrece una estimación de la norma estándar via la norma dual.
Teorema 1.8. Sea 1 < p < ∞ y p < s ≤ ∞. Entonces para cualquier sucesión no creciente








Demostración. Se deduce directamente de los teoremas 1.5 y 1.7.
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1.3. Norma de descomposición y la desigualdad triangu-
lar en ℓp,s
En esta sección se establecen, via el siguiente lema, la igualdad entre la norma dual y la norma
de descomposición además se establece una desigualdad triangular en ℓp,s con constante óptima.
Lema 1.7. Sean α1 ≥ α2 ≥ .... ≥ αp números positivos y {ηjk} una matriz de tamaño N × p




ηjk, k = 1, ..., p.
Supongamos que
β1 + ...+ βk ≥ α1 + ...+ αk,
para cualquier k = 1, 2, ..., p. Sea η = máx {ηjk}. Entonces para cualquier j = 1, ..., N existe
una permutación (η̃jk)
p
k=1 de la p- upla {ηjk}
p
k=1 tal que




para cualquier k = 1, 2, ..., p.
Demostración. Razonemos por inducción, para p = 1 el lema se sigue sin dificultad. Suponga-
mos que es cierto para p. Si βk ≥ α1, para k = 1, ..., p entonces no hay nada que demostrar
porque
β1 + ....+ βk ≥ kα1 ≥ α1 + ...+ αk
para todo k=1,...,p. Supongamos que no es aśı. Sea
s = mı́n {k : βk < α1} .







ηj1, para 1 ≤ m < N.
γ0 ≥ α1 y γN < α1. Denotemos m0 como sigue
m0 = mı́n {m : γm < α1}.
Por otro lado
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|γm − γm−1| = |ηms − ηmq| ≤ η,
para cualquier m = 1, ..., N . En consecuencia
|γm0 − γm0−1| ≤ η,
por lo anterior y la minimalidad de m0 se tiene




ηjs si 1 ≤ j ≤ m0
ηj1 si m0 < j ≤ N,
η′j1 =
{
ηj1 si 1 ≤ j ≤ m0
ηjs si m0 < j ≤ N,
y η′jk = ηjk, (j = 1, ..., N), si k ̸= 1, s. Por (1.43) tenemos









y β′k = βk para k = 2, ..., p, k ̸= s. Consideremos primero s = 2. Tenemos
β1 + β2 + ...+ βk ≥ α1 + α2 + ...+ αk,






















ηj2 = β1 + β2.
Además por (1.44) y la anterior igualdad se obtiene
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β′2 + ...+ β
′
k ≥ α2 + ...+ αk, k = 2, ..., p. (1.45)
Ahora supongamos que s > 2. Por la condición de minimalidad impuesta sobre s tiene que para
cada 2 ≤ r < s
β′r = βr ≥ α1 ≥ αr
y por lo tanto
β′2 + ...+ β
′
k ≥ α2 + ...+ αk, 2 ≤ k < s. (1.46)
Consideremos el caso k ≥ s. En razón a
β̃1 + β
′




2 + ...+ β
′
k = β1 + β2 + ...+ βk.
De nuevo, empleando (1.44) y (1.42) se concluye
β′2 + ...+ β
′
k ≥ α2 + ...+ αk. (1.47)
Finalmente, por (1.44) y aplicando la hipótesis de inducción a (1.45), (1.46) y (1.47) se obtiene
el resultado.
El siguiente teorema establece la igualdad entre la norma dual y la norma de descomposición.
Teorema 1.9. Sea 1 < p <∞ y 1 ≤ s ≤ ∞. Entonces para cualquier sucesión x = (xn)n ∈ ℓp,s
∥x∥′p,s = ∥x∥(p,s) .
Demostración. Supongamos 1 < p < s ≤ ∞. Se demostrará primero la siguiente desigualdad
∥x∥′p,s ≤ ∥x∥(p,s) . (1.48)
Sea y = (yn)n ∈ ℓp
′,s′ y x =
∑N
k=1 x































∥x∥′p,s ≤ ∥x∥(p,s) .
Resta por demostrar que
∥x∥′p,s ≤ ∥x
◦∥p,s . (1.49)
Empleando el teorema 1.2 es suficiente considerar sucesiones no negativas y no crecientes.
Supongamos sin pérdida de generalidad que existe n0 tal que xi = 0 para i > n0, n0 ∈ N∗. Por
el teorema 1.4 existe n1 tal que x
◦
i = 0 para i > n1, n1 ∈ N∗. Sea k0 = máx {n0, n1}. De acuerdo
al Teorema 1.7 se tiene
∥x∥′p,s = ∥x
◦∥p,s .
Donde x◦ = (x◦n)n es la sucesión de nivel de x = (xn)n con respecto a ϕ = (ϕn)n, ϕn = n
−α,
α = 1− s′/p′.







1 si n ≤ k0
0, En otro caso.




Empleando el lema 1.7 con αk = xk, βk = x
◦
k, ηjk = x
◦
k/N , 1 ≤ k ≤ k0, 1 ≤ j ≤ N , existe una




η̃jk + δ, ∀k ≤ k0.
Sea t(j) = (t
(j)
k ), donde t
(j)








, j ≤ N.






+ δ ∥z∥p,s ≤ ∥x
◦∥p,s + ϵ.




con lo cual se finaliza la demostración.
Corolario 1.1. Sea x = (xn) ∈ ℓp,s, 1 ≤ p <∞, 1 ≤ s ≤ ∞. Entonces
∥x∥(p,s) = ∥x
∗∥(p,s) .
Demostración. Empleando el teorema anterior y el Lema 1.2 se obtiene el resultado.
El siguiente Teorema muestra una versión de la desigualdad triangular con la constante dada
en el Lema1.6.












donde Cps es la constante dada en Lema 1.6.
Demostración. Sea x =
∑N
k=1 x
(k). Entonces por la definición de norma de descomposición, por



































El Operador Multiplicación en ℓp,s
En este cápitulo estudiamos el operador multiplicación en los espacios discretos de lorentz.
Se muestran las condiciones para que dichos operadores sean compactos e invertibles. Se de-
muestra que existe gran variedad de operdores multiplicación compactos, una de las razones
por las cuales es de interés el estudio de la compacidad del operador multiplicación en ℓp,s. Es
conocido de la literatura (ver [10]) que el único operador multiplicación compacto en un espacio
no átomico de Lorentz es el operador nulo. Para mayor información del operador multiplicación
ver [16].
Definición 2.1. Sea u = (un)n una sucesión de números complejos. Se define una transfor-
mación lineal Mu de ℓ
p,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞, en el conjunto de sucesiones complejas
por
Mu(x) = unxn, donde x = (xn)n.
Si Mu es acotado con rango en ℓ
p,s, entonces se denomina operador multiplicación en ℓp,s.
A continuación presentamos el resultado que establece la condiciones suficientes y necesarias
para que Mu sea acotado en ℓ
p,s.
Teorema 2.1. Sea u = (un)n una sucesión de números complejos. Entonces Mu es acotado en
ℓp,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞, si y solo si (un)n es acotada.
Demostración. Supongamos que Mu es un operador acotado, entonces existe k > 0 tal que
∥Mux∥p,s ≤ K ∥x∥p,s , para todo x = (xn)n ∈ ℓ
p,s.
Definamos para cada n ∈ N, en = (en(m))m, donde
en(m) =
{
1 si n = m





1 si 0 < s < 1




1 si m = 1
0, En otro caso,
aśı que ∥en∥p,s = 1. Además como s ≥ 1 se tiene
∥Muen∥sp,s ≤ K
s ∥en∥sp,s ,












donde la última linea se justifica porque
(uen)




1 si |un| > s
0, si 0 ≤ |un| ≤ s,
En consecuencia
(uen)
∗(1) = ı́nf {s > 0 : Duen(s) ≤ 0} = |un| . (2.2)
De (2.1) y (2.2) se concluye que
|un| ≤ K.














∗(1) ≤ Ke∗n(1), esto es, |un| ≤ k.
En cualquier caso u = (un)n es acotada.
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Supongamos ahora que u = (un)n es acotada, es decir, existe k > 0 tal que |un| ≤ K para todo
n ∈ N, entonces para cualquier x = (xn)n ∈ ℓp,s se tiene
|unxn| ≤ K |xn| .
luego, invocando el teorema 1.7 en [5] obtenemos
















, si 1 < p ≤ ∞, q = ∞,
≤ K ∥x∥p,s ,
por tanto, Mu es acotado en ℓ
p,s.
El siguiente resultado establece condiciones para que Mu sea invertible en ℓ
p,s. B(ℓp,s) notará el
álgebra de los operadores lineales acotados en ℓp,s.
Teorema 2.2. Sea Mu ∈ B(ℓp,s), 1 < p ≤ ∞, 1 ≤ s < ∞. Entonces Mu es invertible si y solo
si existe δ > 0 tal que
|un| ≥ δ, para todo n ∈ N.
Demostración. Dado que Mu es invertible es posible hallar δ > 0 tal que
∥Mux∥p,s ≥ δ ∥x∥p,s para todo x ∈ ℓ
p,s.
Consideremos la sucesión en = (en(m))m definida en el Teorema anterior, entonces por el
razonamiento empleado alĺı se obtiene
|un| ≥ δ para todo n ∈ N.
Por otro lado supongamos ahora que |un| ≥ δ, para todo n ∈ N y algún δ > 0. Sea v = (vn)n
donde vn = 1/un, obsérvese que
|vn| =
∣∣∣∣ 1un
∣∣∣∣ ≤ 1δ , para todo n ∈ N,
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aśı que en virtud del teorema anterior Mv es acotado, además
MvMux =MuMvx = x, para todo x ∈ ℓp,s,
por lo tanto Mv =M
−1
u , es decir que que Mu es invertible.
En los dos teoremas siguientes se presentan las condiciones necesarias y suficientes para que
Mu tenga rango cerrado y compacto en ℓ
p,s.
Teorema 2.3. Sea Mu ∈ B(ℓp,s), 1 < p ≤ ∞, 1 ≤ s ≤ ∞. Entonces Mu tiene rango cerrado si
y solo si para algún δ > 0
|un| ≥ δ, para todo n ∈ S,
donde S = {n ∈ N : un ̸= 0}.
Demostración. Supongamos que |un| ≥ δ para todo n ∈ S para algún δ > 0 y definamos el
siguiente conjunto
ℓp,s(S) = {x = (xn) ∈ ℓp,s : xn = 0 para n ∈ N \ S} .
Obsérvese que ℓp,s(S) es un subespacio cerrado de ℓp,s, en efecto, si x(k) = (x
(k)
n )n ∈ ℓp,s(S) y
x = (xn)n ∈ ℓp,s son sucesiones que satisfacen ĺım
k→∞




x(k)n = xn = 0,
por lo tanto x ∈ ℓp,s(s) y ℓp,s(s) es un subespacio cerrado de ℓp,s. Ahora se demostrará que
Mu |ℓp,s(s) tiene rango cerrado. Considéremos sucesiones x(k) = (xkn) y x = (xn) en ℓp,s(S) tales
que Mux
(k) → X cuando k → ∞. Entonces cuando m,n→ ∞∥∥Mux(m) −Mux(n)∥∥p,s → 0.
Sea a(mn) = x(m) − x(n), y obsérvese que
∣∣∣uka(mn)k ∣∣∣ ≥ ∣∣∣δa(mn)k ∣∣∣ lo cual implica{
k ∈ N :
∣∣∣uka(mn)k ∣∣∣ > s} ⊇ {k ∈ N : ∣∣∣a(mn)k ∣∣∣ > s/δ} , para todo s > 0,
por lo tanto Dδa(mn)(s) ≤ Dua(mn)(s) y de esto se deduce que
ı́nf {s > 0 : Dδa(mn)(s) ≤ k − 1} ≤ ı́nf {s > 0 : Dua(mn)(s) ≤ k − 1},











































Aśı que a(mn) → 0 porque
∥∥ua(mn)∥∥ → 0 cuando m,n → ∞. Esto implica que (x(k)) es una
sucesión de Cauchy en ℓp,s(s), además ℓp,s(S) es un subespacio cerrado y por lo tanto comple-
to dado que ℓp,s que es completo, entonces podemos encontrar una sucesión y ∈ ℓp,s tal que
x(k) → y cuando k → ∞. En virtud de la continuidad de Mu, Mux(k) →Muy, en consecuencia
x =Muy. Por tanto Mu |ℓp,s(s) tiene rango cerrado, además Ker(Mu) = ℓp,s(N \S), es decir Mu
tiene rango cerrado.
Por otro lado, para demostrar la condición necesaria razonemos por contradicción, es decir,
supongamos que para cada n ∈ N existe kn que satisface
|ukn| < 1/n, para cada n ∈ N.
Consideremos la sucesión ekn = (ekn(m))m, donde
ekn(m) =
{
1 si m = kn,
0 en otro caso,
















, 1 < p ≤ ∞, q = ∞
= (uekn)





Por lo tanto Mu no es acotado para sucesiones diferentes de la sucesión nula, esto es una
contradicción.
Antes de continuar con el teorema que presenta las condiciones para que Mu sea compacto
en ℓp,s enunciaremos un lema (ver [14]) que será empleado en la demostración del mencionado
teorema.
Lema 2.1. Sean X y Y espacios de Banach y T : X → Y un operador lineal. Entonces T
es compacto si y solo si la imagen (Txn) de cada sucesión acotada (xn) tiene una subsucesión
convergente.
Teorema 2.4. Sea Mu ∈ B(ℓp,s), 1 < p ≤ ∞, 1 ≤ s ≤ ∞. Una condición necesaria y suficiente
para que que Mu sea compacto es que |un| → 0 cuando n→ ∞.
Demostración. Supongamos que (un) no tiende a 0 cunado n → ∞. Entonces |un| ≥ δ para
infinitos valores de n y algún δ > 0. Sea
A = {n ∈ N : |un| ≥ δ} y B = {ek = (ek(n))n : k ∈ A} ,
Obsérvese además que B es acotado y que para cada n, k, l ∈ A se tiene
|(uek − uel)(n)| ≥ δ |(ek − el)(n)| ⇒
(uek − uel)∗ ≥ δ(ek − el)∗(n) ⇒
∥Muek −Muel∥p,s ≥ δ ∥ek − el∥p,s ⇒
∥Muek −Muel∥p,s ≥ δ, para k ̸= l,
de donde se concluye, por el lema 2.1 que Mu no es compacto.
Por otro lado, supongamos que un → 0 cuando n→ ∞. Entonces existe δ > 0 y n0 ∈ N tal que





uk si k ≤ n,
0 en otro caso.
Observe que u(n) = (u
(n)
k )k es una sucesión acotada dado que es finita, en consecuencia Mu(n) es





por tanto podemos asumir que Ran(Mu(n)) es Cm, para algúnm ∈ N, aśı que dada x(n) = (x
(n)
k )k
una sucesión acotada en ℓp,s el teorema de Bolzano-Weierstrass nos asegura la existencia de una
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subsucesión (Mu(n)x
np)np en Im(Mu(n)) acotada, de donde se concluye queMu(n) es un operador

















≤ u∗n+1 ∥x∥p,s ,
donde k1 + k2 = k. Y





Obsérvese además que u∗n → 0 cuando n → ∞ por hipótesis, por lo tanto ∥Mu −Mun∥ → 0
cuando n→ ∞ de donde se conluye que Mu es compacto (ver teorema VI.12 en [14]).
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Caṕıtulo 3
El Operador Composición en ℓp,s
En el presente caṕıtulo se estudiará el operador composición en ℓp,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞,
se caracterizará y se establecerán condiciones para que sea acotado, compacto y de rango
cerrado. Para un estudio detallado del operador composición en espacios de Banach ver [17]
Definición 3.1. Para una función T : N → N se define una transformación lineal de ℓp,s en el
espacio de todas las sucesiones complejas como
CT (x) = x ◦ T = a(T (n)), donde x = (xn) ∈ ℓp,s.
Si CT es acotado con rango in ℓ
p,s, entonces se denomina operador composición en ℓp,s.
El resultado que sigue ofrece una caracterización del operador composición en ℓp,s.
Teorema 3.1. Una función T : N → N induce un operador composición acotado
CT : x→ x ◦ T
en ℓp,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞, si y solo si existe M > 0 tal que
µT−1({n}) ≤M para todo n ∈ N.
Demostración. Supongamos que CT es acotado, es decir que para algún R > 0
∥CTx∥p,s ≤ R ∥x∥p,s , para todo x ∈ ℓ
p,s.
Sea n ∈ N tal que T−1({n}) no es vaćıo, entonces





1 si n = T (k),
0 en otro caso
=
{
1 si k ∈ T−1({n}),









µT−1({n}) si 0 < s < 1,
0 en otro caso,




ı́nf {s > 0 : 0 ≤ k − 1} cuando s ≥ 1
ı́nf {s > 0 : µT−1({n}) ≤ k − 1} cuando 0 < s < 1
=
{
1 si k = 1, ..., µT−1({n})
0 en otro caso,



















1/s , 1 < p <∞, 1 ≤ s <∞,
sup
k=1,..,µT−1({n})









, 1 < p <∞, 1 ≤ s <∞,







, 1 ≤ s < p <∞
(µT−1({n}))1/s, 1 < p ≤ s <∞,
(µT−1({n}))1/p, 1 < p ≤ ∞, s = ∞
=
{
(µT−1({n}))1/p, 1 ≤ p < s <∞ o 1 < p ≤ ∞, s = ∞,
(µT−1({n}))1/s, 1 < p ≤ s <∞,
Se conluye entonces que en cualquier caso se puede encontrar M > 0 tal que µT−1({n}) ≤ M
para cada n ∈ N.































Empleando el Teorema de la convergencia monótona se concluye que para cualquier sucesión
x ∈ ℓp,s
(x ◦ T )∗(Mt) ≤ x∗(t),
y por lo tanto, para cualquier k ∈ N ∪ 0 y m = 1, 2, ...,M
(x ◦ T )∗(kM +m) ≤ x∗(k + 1).





































, k = 0, 1, 2, ..., 1 < p ≤ s <∞.






((x ◦ T )∗(k))s ks/p−1
=
[
((x ◦ T )∗(1))s + ((x ◦ T )∗(2))s 1
2r





((x ◦ T )∗(M + 1))s 1
(M + 1)r




















































, 1 < p ≤ s <∞
=
{
M ∥x∥sp,s , 1 ≤ s < p <∞,
M s/p ∥x∥sp,s , 1 < p ≤ s <∞
Para s = ∞, 1 < p ≤ ∞ se tiene
∥x ◦ T∥p,s = sup
kM≥0





Por lo tanto CT es acotado en ℓ
p,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞.
EL siguiente resultado establece la equivalencia entre la invertibilidad de T la invertibilidad de
CT y que CT sea una isometŕıa.
Teorema 3.2. Sea CT un operador composición acotado en ℓ
p,s, 1 < p ≤ ∞, 1 ≤ s ≤ ∞.
Entonces las siguientes afirmaciones son equivalentes:
(1) T es invertible,
(2) CT es invertible,
(3) CT es una isometŕıa.
54
Demostración. (1) ⇔ (3). Supongamos que T es invertible, entonces #µT−1({n}) ≤ M es 0 o









1 = ∥en ◦ T∥p,s ≤ ∥CT∥ ,
en consecuencia ∥CT∥ = 1, y por lo tanto CT es una isometŕıa.
Si CT es una isometŕıa, para todo n ∈ N
∥CT en∥p,s = ∥en∥p,s = 1,
lo cual implica que µT−1({n}) = 1, es decir que T es invertible.
(1) ⇔ (2). Supongamos que T es invertible, entonces existe U tal que (U ◦ T )(n) = (T ◦
U)(n) = n para todo n ∈ N, es decir que U es inyectivo y por lo tanto CU es una isométria,
y por tanto un operador inyectivo, entonces CT ◦ CU = CU ◦ CT = I lo cual significa que T es
inyectivo. Por otro lado, si T no es inyectivo existen n,m ∈ N tal que T (m) = T (n), n ̸= m.
Aśı que para cualquier sucesión x = (xk)k en el rango de CT se tiene que xn = xn lo cual
implica que CT no es sobreyectivo una contradicción, y por lo tanto CT no es inyectivo. Si T no
es sobreyectivo el núcleo de CT es no trivial, una contradicción, por lo tanto CT es invertible.
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