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ABSTRACT
Calibration of Cameras and LiDAR for Applications in Autonomous
Navigation
Jacob J. Hikes

Autonomous systems have the potential to increase safety and productivity in a wide array
of applications. Practical application of autonomous systems requires an accurate navigation solution, which can only be achieved with sufficient mathematical knowledge of the
underlying sensor systems. Formulation and estimation of these sensor models is known
as calibration.
The following work overviews three classes of optical sensors used in autonomous
navigation. Mathematical models are formulated for perspective cameras, omnidirectional
cameras, and a system built of a camera and light detection and ranging sensor (LiDAR).
Descriptions are provided for perspective camera calibration methods (namely calibration
via checkerboard images, goniometric calibration, and calibration via star fields), omnidirectional camera calibration via checkerboard images, and calibration of a LiDAR-fisheye
camera system via a planar fiducial array. These calibration methods were then verified
experimentally.
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Chapter 1
Introduction
The interest in autonomous systems continues to grow as modern society progresses. Examples of current research can be found in autonomous vehicles [5], unmanned aerial vehicles [6], unmanned underwater vehicles [7], and many robotic applications such as robotic
pollination [8]. To achieve true autonomy, a vehicle must be able to safely navigate within
its environment. Among many techniques and sensors to achieve this task are optical systems.
The term optical systems is a broad stroking brush that covers many classes of sensors, but the three of common interest to the navigation community [9, 10, 11] and this
manuscript are light detection and ranging (LiDAR) systems, perspective cameras, and omnidirectional cameras. Navigation using optical systems requires that a 3-D scene coordinate, or a line-of-sight to said coordinate, can be related to some observed data point. Thus,
accurate knowledge of the geometric projections of these optical systems, gained through
calibration of some paramterization of the optics, is critical for successful autonomous navigation. The following manuscript will proceed as follows: Chapter 2 provides a review of
a selection of applications of optical systems to further motivate the need for calibration,
Chapter 3 provides background and derivations for the state-of-the art in perspective and
omnidirectional camera modeling and Chapter 4 provides an explanation of modern cali-
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bration techniques. These techniques were experimentally tested, the results of which are
reviewed in Chapter 5, and a few conclusions are drawn in Chapter 6.
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Chapter 2
Literature Review
A review of the state-of-the-art in the background and camera modeling that would classically be found within the literature review can be found in Chapter 3. For the purpose
of this manuscript, I have chosen to use the literature review to discuss branches of research on which this research touches in order to motivate the need for sensor calibration.
The following section will overview a few applications; however, there is a wide variety
of applications that I will leave to the interested reader, such as: feature matching [12],
object detection and tracking [13], visual odometry [9], etc. Note that any observation or
claim I make to motivate the need for this manuscript that is independent of the work being
discussed in the paragraph will be italicized.
Let us begin the discussion with the most widely relatable application, aesthetics of
images. In [14], Zorin and Barr discuss an approach for camera calibration based on visual
perception, which is describes a person’s ability to perceive planar patterns as reasonable
depictions of 3-D scenes. The basic idea is to use desirabe visual properties, defined by
experimental psychologists [15], as mathematical models and restrictions for image corrections. The authors show that these tranformations can be decomposed into perspective
projections — projection of the scene onto a plane — and a planar projection, which is
the transformation of the planar scene into an image. The authors show that that two most
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perceptually important properties, lines appear as lines and spheres appear as circles, cannot be simultaneously satisfied; however, the image can be corrected reduce the deviation
from the desired perceptual characteristics.
Another growing application is surgical robotics. In [16], Rosen and Ma discuss the
progression of surgical robotics towards fully autonomous operation to reduce the trauma
in regions surrounding the surgery sight. The authors’ sought to develop an algorithm based
on stereo computer vision and dynamic registration. They hope to reach a point where the
surgeon is merely a decision maker that dictates the tasks at which the robot is set to complete. Computer vision was used to find the pose of surgical tools and collision detection.
It is here I would like to make the observation that deviation in the observed image from
some expected image yields error in the collision detection, thus begging the need for effective modelling of the vision system. They tested their algorithm on a surgical robot test
bed and compared the algorithm’s performance in a tissue manipulation test against that of
a human teleoperating the same robotic system. The test consisted of surgical operations
performed in a pegboard environment. Using the computer vision based autonomy, the
automous operation outperformed the human controlled test bed.
Vision systems are also used in a wide variety of navigation applications. One such
application is the optical navigation of spacecraft (OPNAV). In [17], authors Christian and
Robinson review a method for horizon-based OPNAV. Horizon-based OPNAV takes advantage of the geometry present using planetary bodies which lack an atmosphere as image targets. An ellipsoidal planetary body with no atmosphere, such as the moon, will appear as an
ellipse in an image. Leveraging this relation, an apparent horizon will be related to the true
planetary body by a conic. Factoriztion of the of the scene into Cholesky factorized space
[18] transforms the scene into unit-sphere geometry, thereby allowing for a non-iterative
analytical approximation of the camera’s range to the target body. The relative range to
a planetary body, in conjunction with the attitude retrieved from a star tracker, yields full
pose of a spacecraft. I propose that this motivates the need for accurate camera calibration.
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The potential range between the camera and target body means that small pixel deviations,
which implies angular error in perspective geometry, can yield large range approximation
errors. Thus OPNAV requires accurate knowledge of the camera system achieved, at the
very least, through ground calibration but preferably regularly confirmed in-flight [1].
Visual systems are also useful for robotic navigation in unknown environments. In
such a situation, it is desirable to simultaneously develop a map of the environment and
localize within it. Simultaneous localization and mapping (SLAM) is well defined with
range sensors, but is an active area of research using vision systems [19]. The authors in
[19], chose to provide a review of the state-of-the-art within the field of visual SLAM. The
authors overview the general step-by-step procedure of visual SLAM techniques; from
feature extraction, to image matching, to loop closures. The authors note that accurate
image matching relies on accurate estimation of feature locations, which requires a good
camera model. They proceed to discuss the use of Kalman filters, structure from motion,
and bio-inspired models for the solution to the SLAM problem. The idea of visual SLAM
provides a good platform on which to transition from the use of perspective lenses to the
implementation of an omnidirectional camera. As discussed in [19], the ability to observe
featurs over a wide field-of-view is advantageous to robotic navigation.
Peter Corke [20] discusses the application of near spherical cameras (catadioptric and
dioptric lenses) to image-based visual servoing. He discusses the elimination of the need
to consciously keep features in the field-of-view, which is an issue present with the more
narrow field-of-view perspective cameras. He continues to derive a spherical image-based
visual servoing scheme based on the unified camera model put forth by Geyer and Daniilidis [21]. Corke uses the model to project image points onto a unit sphere. Then, he applies spherical SIFT [22] and structure from motion on the image sphere to recover scene
structure. He shows similar results to the literature on the use of perspective cameras in
these applications.
Omnidirectional cameras can also be applied to SLAM problem, as shown by the
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Caruso, Engel and Cremers in [10]. The authors were able to formulate a direct SLAM
approach, which utilizes direct image alignment rather than abstracting the image to set
of key points, using omnidirectional cameras. They derived a method to perform depth
estimation directly on the camera model based on the equations for the epipolar curves
of omnidirectional camera geometry. The authors tested their technique against a rectified image with a perspective model. They showed that the application of omnidirectional
cameras to the SLAM problem provides a more robust solution under the drastic rotational
movement compared to the implementation of perspective cameras.
Recently, there has been interest in implementing both a camera and a LiDAR for a
more dense SLAM solution than just a LiDAR is capable of yielding. One such work [11]
motivates the need for for dense data to improve the accuracies of motion estimation, which
are is unreliable with sparse data sents. The authors proposed a direct visual SLAM system
in conjunction with a LiDAR. They make the observation that the direct method is needed
to handle the sparse data set from the LiDAR and a low resolution camera (the association of sparse point clouds with visual keypoints would yield few useful features, thereby
reducing the visual odometry performance). The method proposed only implements visual SLAM when corresponding depth data is available and scraps visual features from
the motion estimation process. Additionally, they perform sliding window pose estimation
to minimize local drift and pose graph optimization for the global level. They evaluated
their algorithm using KITTI datasets [23] and an independent experiment with an 8-ray
scanning LiDAR. They showed that their technique was able to produce robust, accurate
SLAM results using sparse depth measurements. Accuracy of this technique is inherently
dependent on knowledge of the rigid body transform between the LiDAR and imager.
Pandey, et. al. [24] introduces a method for automatic estimation of the the rigid body
transform by maximizing the mutual information between intensity and reflectance data
from an image and LiDAR scan, respectively. Their method is a data driven technique
that only requires sensors that provide some type of meaningful intensity data. They claim
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that the correlation between laser reflectivity and image intensities is maximized at a specific rigid-body transform. The authors show that solving for this transform computes the
extrinsic calibration between the two sensors.
Another algorithm for extrinsic calibation of a LiDAR-camera system was proposed in
[25]. The authors of this work extended to any camera what had only been well documented
for perspective cameras. The algorithm does not require the use of any specific calibration
target, but rather a set of user defined point correspondences captured from a natural, static
scene. They convert the depth data into what they annote as bearing angle image. The
data is first re-arranged into a matrix, and then define the bearing angle to be the angle
between a directional scan (horizontal, vertical, and diagonal) and the segment connecting
two data points. The well documented perspective-n-points (PnP) problem [26] is then
solved and the solution is used in the motion etimation problem [27] to obtain the full rigid
body transform.
As industrial and public use robotics become more prevalent, accurate navigation and
obstacle avoidance is becoming a greater safety necessity. Optical sensors are widely
applicable for a variety of navigation applications; however, to meet the accuracy requirements for safe and practical application, thorough knowledge of the geometry of a sensor
system must be obtained. Proper calibration of optical systems provides the mathematical
parameterization needed for accurate navigation.
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Chapter 3
Background
3.1

Perspective Cameras

Perspective cameras have been researched and modelled by photogrammetrists since the
early twentieth century [28]. Since that time, there have been a variety of camera models
developed [29, 30, 31]. However, one such parameterization [2] has become the ubiquitous
perspective camera model in the computer vision, photogrammetry and optical navigation
communities. The following section overviews a full derivation of the Brown Model, starting from the original ideas put forth by Conrady [28] derived through the idea of wave
fronts [32] and then finalized by Brown [2].

3.1.1

Pinhole Camera

Consider a camera constructed with a single thin lens separated from a focal plane by a
distance f . If the lens were reduced to a point (or a pinhole), then only a single ray of light
from some object point will pass through the lens. Additionally, the incoming light will not
be affected by any refraction.
The image formed on the focal plane will be an exact replica of the object, but will
be flipped about the center point of the image. In order to avoid the added computational
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Figure 3.1: Pinhole Camera
considerations of a flipped image we will continue the following derivation using the image
plane, which is the plane a distance f in front of the lens that is parallel to the focal plane.
The image plane generates a dimensionally identical image to the focal plane but does not
require any negation [1]. See Figure 3.1.
Clearly, the pinhole camera model is straightforward to establish through similar triangles. It is governed by Eq. 3.1.

yi
YCi
=
f
ZCi

XCi
xi
=
f
ZCi

(3.1)

where (xi , yi ) is the coordinate of the ith observed point on the image plane and (XCi , YCi , ZCi )
is the coordinate of the ith observed point in the 3-D space defined by the camera reference
frame [1]. Note if the full 3-D location of the object point is not known, a line-of-sight to
the point is sufficient information and can be used as a substitute for (XCi , YCi , ZCi ).
Assuming the use of a digital imager, image plane coordinates must now be converted
to pixel coordinates to generate a physical image. The conversion from image plane to

9

focal plane array is performed via the camera intrinsic matrix, denoted by K in Eq. 3.2 [1].
  




ui  dx α up  xi /f 
xi /f 
  




 v  =  0 d v   y /f  = K  y /f 
y
p  i
 i 

 i 
  




1
0 0 1
1
1

(3.2)

The principal point, (up , vp ), is the intersection of the focal plane array and the optical
axis of the lens system. Thus, it is simply the origin of the image plane as expressed in
the pixel coordinate system. The skew factor, α, accounts for non-orthogonality in the
structure of the focal plane array. The scale of the individual pixels’ height and width are
parameterized in dx and dy , where dx = dy if the pixels are square.

3.1.2

Brown’s Model for Lens Distortion

Image distortion is defined as the deviation in the observed image from the ideal perspective projection as described by the pinhole camera model [33]. Such image distortion is
primarily introduced in two ways: optical aberrations and manufacturing defects. The first
leads to radial distortion and the latter leads to decentering distortion. Radial distortion is
caused by non-uniform magnification of the lens system. The result is a radial perturbation
of the image point from the ideal. If the image is magnified greater in its center than its
periphery, we call this barrel distortion. Pincushion distortion, on the other hand, is the
converse; magnification of the image increases with the distance from the principle point
[1].
In a perfectly built camera, the ray orthogonal to the detector plane coincides with the
optical axis of each lens of the lens system. Any misalignment of the system components,
either angular or translational, will result in a decentering distortion. Depending on the
form of the misalignment, decentering can produce radial distortion, tangential distortion
(tip/tilt), or a combination of distortions to the overall distortion of the image [2]. See
Figure 3.2.
10

Figure 3.2: Distortion Effects (Replicated from [1])
The net distortion of an image is simply the sum of these two effects. Thus, we have a
distortion model governed by:

∆net = ∆ + δ

(3.3)

where ∆ and δ are the respective radial distortion and decentering distortion components.

Radial Distortion
We begin the derivation of radial distortion with the concept of wavefronts. A wavefront
is defined as the locus of points propogating at the same relative phase. For our purposes
of modelling a camera, a wavefront is the curve of a constant optical path measured from
an object point, O. The optical path is determined by the product of the Euclidean distance
the light must travel and the local refractive index. Wavefronts are generally orthogonal
to the outgoing rays; thus, if we consider all rays emitted from the object, assuming a
surrounding environment of constant refractive index, then wavefronts will form concentric
spheres centered at O [32].
In an ideal scenario, with no optical aberrations, wavefronts corresponding to the image
plane are again concentric spheres but centered at the image point. This is not the case in
practice. We will consider the wave aberration to be the perturbation of a wavefront from
the ideal reference sphere [32]. See Figure 3.4
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Figure 3.3: 2-D Visualization of a Perturbed Wavefront
Define F as the ideal wave front function and F 0 as the distorted wave front function.
The resultant wave aberration function is given by W = F 0 − F .
If we fix the object point, the wave aberration function is clearly a function of just the
image coordinates, (x̂, ŷ). In general, however, we are concerned with the aberration of a
wavefront originating from any arbitrary point, (x, y), on the object plane. Thus, the wave
aberration is a function of four variables W (x, y, x̂, ŷ) [32].
It is desirable to reduce the number of unknowns within the wave aberration. Assume
rotational symmetry about the optical axis. Then, let r be the vector from the origin of the
object plane to (x, y), r̂ be the vector from the principle point to (x̂, ŷ), and φ be the angle
between them (Figure 3.4). Thus, the rotationally symmetric variable exchange is given by
[32]:

r · r = r 2 = x2 + y 2
r̂ · r̂ = r̂2 = x̂2 + ŷ 2
r · r̂ = krkkr̂k cos φ = xx̂ + y ŷ
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Figure 3.4: Radial Symmetry
Considering the new variables, write the wave aberration function as

W ≡ W (x, y, x̂, ŷ) ≡ W (r · r, r̂ · r̂, r · r̂) ≡ W (x2 + y 2 , x̂2 + ŷ 2 , xx̂ + y ŷ)

(3.4)

Note that the wave aberration is now only dependent on the magnitudes of the object and
image vectors, and the angle between them.
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Now, let us define the following summations:
∞
X

ci (x̂2 + ŷ 2 )i+1

(3.5a)

di (x̂2 + ŷ 2 )i (x̂x + ŷy)

(3.5b)

`i (x2 + y 2 )i−1 (x̂x + ŷy)2

(3.5c)

S=

i=1

C=

∞
X
i=1

A=

∞
X
i=1

F =

∞
X

mi (x2 + y 2 )i (x̂2 + ŷ 2 )

(3.5d)

ki (x2 + y 2 )i (x̂x + ŷy)

(3.5e)

i=1

D=

∞
X
i=1

If we consider just the first terms of each summand, we will see that these represent
the standard five Seidel sums, or monochromatic aberrations [34]. The series represent
spherical aberration, coma, astigmatism, curvature of field and distortion, respectively. The
higher order terms of the series each contribute solely to their respective aberration; however, when higher order terms (chromatic aberrations) are considered it must be noted that
there is also contributing effects from a convolution of the standard aberrations to the total
aberration of an image [34, 35, 32].
We will now expand the wave aberration function, Eq. (3.4), as a power series. If the
terms are rearranged properly, this will yield [32]

W (x2 + y 2 , x̂2 + ŷ 2 , xx̂ + y ŷ) = a0 + b1 (x̂2 + ŷ 2 ) + b2 (xx̂ + y ŷ)
+ S + C + A + F + D + ... other terms (3.6)

where the other terms are the convolution terms and terms dependent only on the
object coordinates. We neglect terms dependent only on the object coordinates because
the wave aberration function is defined to vanish at the principal point (x̂, ŷ) = (0, 0).
Consequently, any term that has no dependence on the image coordinates must be defined as
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zero. We define a0 and all constants of the other terms dependent on the object coordinates
to be zero [32].
Although we would assume the linear terms, b1 and b2 , are the most significant contributors to the wave aberration, these terms may also be neglected. The b1 and b2 terms result
from a choice of the reference point on the image plane and from the tilt of the reference
sphere, respectively [32, 36]. Thus, both terms may be corrected by proper image focusing
and choice of magnification. For a more thorough reasoning of this conclusion, I direct the
reader to [32] and [35]. The wave aberration function can now be described by:

W (x2 + y 2 , x̂2 + ŷ 2 , xx̂ + y ŷ) = S + C + A + F + D

(3.7)

When developing a practical distortion map, we are concerned with the transverse ray
aberrations in the camera reference frame rather than the wave aberration. According to
[32], the ray aberrations may be well approximated by differentiating the wave aberration
function by the respective image coordinate. Ergo, we have ray aberrations given by [32]
∂W
∂ x̂
∂W
∆y =
∂ ŷ

∆x =

(3.8)
(3.9)

Note Gross [32] includes a constant, − nR0 , that we absorb into the constants of the series.
Recall that the Seidel sums are defined by the third order ray aberrations. After differentiating we see that, assuming a proper choice of constants, the first terms of Eqs. (3.5)
are equivalent to the five Seidel sums [34].
Radial distortion displaces the image point without a loss of focus, whereas the other
four aberrations are a blurring of the image that do not necessarily displace the image point
[34, 35]. Thus, for the purpose of navigation and reconstruction, we are only concerned
about the radial component. By neglecting the non-radial terms, we arrive at our final
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model of the radial distortion given by:
∂D
= [k1 r2 + k2 r4 + k3 r6 + ... ]x
∂ x̂
∂D
= [k1 r2 + k2 r4 + k3 r6 + ... ]y
∆y =
∂ ŷ

∆x =

(3.10a)
(3.10b)

where r2 = (x2 + y 2 ). This model has become the standard model of radial distortion in
the imaging community (e.g. [30, 2, 33]).

Decentered Distortion
A lens system is considered decentered if the optical axis does not intersect the center
of each component, or if any component of the system is not orthogonal to the camera
boresight. The latter can also be considered as a requirement that all components be parallel
to the detector array. All practical cameras will suffer from some degree of misalignment
[1].
An image taken by a decentered system will have an axis of maximum tangential distortion, M . At a constant radial distance from the boresight, the tangential distortion is
proportional to the maximum tangential distortion at that radius [28, 2]. See Figure 3.5.
We can see from the figure that δt = P cos(θ−θ0 ). Define P as the maximum tangential
distortion at some radius, given by [2].

P ≡ P (r) = J1 r2 + h. o. t. in powers of r2

(3.11)

As shown by Conrady [28], the corresponding radial and tangential components of
decentered distortion are:

δt = P cos(θ − θ0 )

(3.12)

δr = 3P sin(θ − θ0 )

(3.13)
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Figure 3.5: Decentering Tangential Distortion (Image reproduced from [2])
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As in the case of radial distortion, we are concerned with ray aberrations in the camera
coordinate frame. Thus, make a frame transformation provided by [2]

δx = δr cos θ − δt sin θ

(3.14)

δy = δr sin θ + δt cos θ

(3.15)

Now, substitute Eqs. (3.12) and (3.13) into Eqs. (3.14) and (3.15). Details of the algebra
will be left to the reader; however, after the proper application of trigonometric identities
provide a more concise model of δx and δy given by [2],
x2
xy
) sin θ0 − 2 2 cos θ0 ]
2
r
r
xy
y2
δy = −P [2 2 sin θ0 − (1 + 2 2 cos θ0 )]
r
r

δx = −P [(1 + 2

(3.16)
(3.17)

If a more comprehensive model is sought, one must consider higher order terms in the
profile function P . Conrady, however, does not derive any higher order effects in the construction of his model. According to [2], higher order effects can be reasonably modelled
by adding higher powers of r2 . Thus, the profile function can be defined as

P = J1 r2 + J2 r4 + J3 r6 + ...

(3.18)

Substitute Eq. (3.18) into Eqs. (3.16) and (3.17) to find the higher order model [2]:
(r2 + 2x2 )
2xy
sin θ0 − 2 cos θ0 ]
2
r
r
2
2
2xy
(r
+
2y
)
δy = −[J1 r2 + J2 r4 + J3 r6 + ... ][ 2 sin θ0 −
cos θ0 ]
r
r2

δx = −[J1 r2 + J2 r4 + J3 r6 + ... ][

(3.19)
(3.20)

For the purpose of readability and simplification, let us now make a change of variable
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given by:
J2
J1
J3
p4 =
J1
J4
p5 =
J1
..
.
p3 =

p1 = −J1 cos θ0
p2 = −J1 sin θ0

Factor out a −J1 r2 and apply these substitutions to Eqs. (3.19) and (3.20) to arrive at the
final model of decentering distortion as given by [2]:

δx = [1 + p3 r2 + p4 r4 + p5 r6 + ... ][(r2 + 2x2 )p1 + 2p2 xy]

(3.21)

δy = [1 + p3 r2 + p4 r4 + p5 r6 + ... ][2xyp1 + (r2 + 2y 2 )p2 ]

(3.22)

Now that both the radial and dencentering components of distortion have been derived,
the model describing the net distortion of an image can finally be written as [2]:


 


2
2
x
(r + 2x )p1 + 2p2 xy 
Ψnetx 

 = (k1 r2 + k2 r4 + k3 r6 + ... )   + (1 + p3 r2 + p4 r4 + p5 r6 + ... ) 

2xyp1 + (r2 + 2y 2 )p2
y
Ψnety

(3.23)

The distortion of an image is merely the displacement of the image point from the ideal,
(x̂ − x, ŷ − y). Ergo, the distorted image coordinates can be found from [2]
 
 


2
2
x̂
x
(r + 2x )p1 + 2p2 xy 
  = (1 + k1 r2 + k2 r4 + k3 r6 + ... )   + (1 + p3 r2 + p4 r4 + p5 r6 + ... ) 

ŷ
y
2xyp1 + (r2 + 2y 2 )p2

(3.24)

Note that any distortion effects on incoming light are modeled on the image plane. Consequently, the image points found using Eq. 3.24 must be converted to pixel coordinates
using Eq. 3.2 to generate a real distorted image.
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3.2

Omnidirectional Cameras

Before I begin a description of the omnidirectional camera model, allow me to note that
this section is based on the model developed by Davide Scaramuzza [37]. As such, unless
otherwise cited, all claims made in the following section are taken directly from [37] or are
summaries of my understanding of the work done by [37].

3.2.1

Previous Work

The perspective projection model discussed in the previous section holds true for cases in
which the mapping from the 3-D object space into the image plane is linear. In other words,
perspective projection describes images that are created by interstecting a plane with the
set of lines penetrating the scene and coinciding at the projection center. This projection
does not hold in camera systems with high distortions introduced by a wide field-of-view.
Such cameras can be generalized to two constructions: a combination of mirrors and lenses
(catadioptric) and extreme wide angle lenses (dioptric or fisheye). Depictions of these two
lens classes can be seen in [37] by the interested reader.
Cameras of these structures can be considered a central single viewpoint projection.
This is ideal. Due to the single viewpoint constraint, every pixel in the camera’s CCD array
corresponds to one particular direction. Under perspective projection, a pixel geometrically
relates to two different directions: the ray pointing in front of the camera, and the ray
pointing behind it; however, due to the physical constraints of the system (limited field-ofview) the rear pointing ray can be neglected. Considering a camera with a field-of-view of
180◦ or greater, we see that these physical constraints no longer uniformly hold, thereby
motivating the need for a new projection model.
The original concept of a central omnidirectional camera was put forth in 1637 by Renè
Descartes [38]. He showed that conical lenses and mirrors focus light into a single point if
the illumination direction is properly chosen. This idea was expanded upon and popularized
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by Baker and Nayar [39, 40, 41]. They model a set of specific classes of catadioptric
cameras which are constructed using a single lens and a single mirror to create the single
viewpoint geometry. They presented for configurations to create a central omnidirectional
camera: 1) a parabaloidal mirror coupled with an orthographic camera [42], a perspective
camera coupled with 2) a hyperboloidal mirror, 3) an ellipsoidal mirror, and 4) a planar
mirror.
Then, in 2000, Geyer and Daniilidis [21] were the first to propose a theory for all central catadioptric cameras. Their theory proved that all central catadioptric camera systems
projections are isomorphic to the projective mapping of a sphere, which is centered at the
viewpoint, to a plane such that the projection center lies on the intersection of the plane and
the normal to the plane that intersects the viewpoint. The theory of Geyer and Daniilidis
was extended to certain dioptric lenses by Ying and Hu in 2004 [43].
A unified model that represents all central cameras (catadioptric, dioptric, and perspective) was finally developed by Micusik [44]. He formalized a method to describe the
projection of the 3-D world onto the image using to separate projections. Unfortunately,
the definitions of the two projections are dependent upon the specific types of lenses and/or
mirrors used in the imager. Essentially, the first projection defines the profile of the lens
or mirror and the second projection defines a perspective projection of the pseudo-image
plane generated from the first projection into a true image.

3.2.2

The Taylor Model

This idea of the double reference system persists in the Taylor Model developed by Scaramuzza; however, Scaramuzza’s formulation does not require any knowledge on the construction of the imager. The first reference system defines what will be denoted as the
sensor plane. This plane is the hypothetical plane that is centered at the camera’s optical
center Oc and is orthogonal to the mirror or dioptric lens axis (the pseudo-image plane mentioned in the review of Micusik’s work). The second reference system is the image plane,
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which is similar to the generated image in a perspective projection in that it coincides with
the focal plane array and has coordinates expressed in pixels.
Recalling the discussion of perspective cameras, manufacturing alignment errors cause
the image plane of a real camera to be, to a small degree, non-orthogonal and off-center
of the lens/mirror system’s optical axis. Additionally, the discretization of light by the
CCD array must be considered by some camera intrinsic matrix. The rotation of the image
plane to the ideal Rc can be combined with the intrinsic matrix Kc into a homography
Hc = Kc Rc that transforms the image plane to the sensor plane.
Rather than begin the definition of the central camera model with the 3-D object coordinate as was the case with a perspective camera model, we will first consider the observed
image. Let the 2 × 1 vector ui describe the pixel location of the ith point in an image.
Then, the homography Hc can be well approximated by the affine transformation in Eq.
3.25 when the manufacturing errors are small.

xi = Aui + t

(3.25)

such that xi = [x, y]T is the ith coordinate in the sensor plane and
 
up 
t= 
vp




c d
A=

e 1
such that [up , vp ]T is the center of the image.

Scaramuzza now defines a projection function g, which is used to transform the sensor
plane into 3-D coordinates, as Eq. 3.26

g(ρ) = a0 + a1 ρ + a2 ρ2 + ... + an ρn
where
1

ρ = (x2i + yi2 ) 2
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(3.26)

and the degree on the polynomial n is dictated by the user to determine the number of
calibration parameters a0 , a1 , ; ... , an . There is an additional constraint on the projection
such that the derivative of g must fade at the origin of the sensor plane (Eq. 3.27).
dg
dρ

=0

(3.27)

ρ=0

Consequently, a1 = 0 and Eq. 3.26 can be reduced to n parameters as expressed in Eq.
3.28.
g(ρ) = a0 + a2 ρ2 + ... + an ρn

(3.28)

The projection g can be used to project the sensor plane into 3-D object space by Eq. 3.29.


XCi 

x
 i  

λpi = λ 
=
Y
 Ci 


g(ρ)
ZCi




(3.29)

such that pi is the vector pointing to the ith world coordinate as expressed in the camera
frame [XCi , YCi , ZCi ]T with a scaling λ.
Recall that an ideal central projection can be considered as a projection of the unit
sphere onto the sensor plane. Consider the normalization of pi in Eq. 3.30.

qi =

pi
||pi ||

(3.30)

We see that, with the application of Eq. 3.29, this relates the unit sphere to the sensor plane.
Ideally, this projection to the image plane will produce a circular image such that lines in the
scene appear as circular geodesics in the image; however, this is not realizable in a physical
system. The misalignments and manufacturing errors will create an elliptical projection
into the image plane. Thus, A can be thought of as the stretch matrix that contorts the ideal
circle into the observed ellipse. In a well built system, A should be near identity.
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3.3

Camera-LiDAR System

Use of LiDAR systems is prevalent in the autonomous navigation community, especially
for simultaneous localization and mapping applications. These sensors, such as Velodyne®
scanning LiDAR systems, are rigorously factory calibrated and as such, calibration of the
sensor by the consumer is unnecessary. The interested reader is directed to [37] or [45] for
descriptions of LiDAR models and calibration methods.
It is often desirable to improve the density of a LiDAR scan with image data, or conversely to improve depth estimates achieved from image data with supplemental LiDAR
information [46]. This can only be achieved if accurate knowledge of the rigid body transformation between the visual sensor and the LiDAR is known. Such a transformation is
given by Eq. 3.31,
e`C = s (R v` + t)

(3.31)

where v` is a 3-D measurement in the LiDAR frame, R and t are the respective rotation and
translation from the LiDAR frame to the camera frame, s =

1
||R v` +t||

is the normalization

of the rotated LiDAR vector, and e`C is the corresponding unit line-of-sight in the camera
frame.
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Chapter 4
Technical Approach
4.1

Perspective Camera Calibration

There are a variety of techniques used to approximate the parameters of a perspective camera model [47, 48, 49, 50]. The basic premise in all of these techniques is to take an image
of a target, or targets, that allows for simple fiducial (corners, edges, bright points, etc) location. The target is also commonly structured to provide uniform field-of-view coverage
and to permit for intuitive calculation of ideal pinhole locations.
Using the observed image fiducials in conjunction with approximate ideal pinhole locations, the parameters of a camera model can be estimated via an appropriate optimizer,
such as the Levenberg-Marquardt algorithm (LMA) [51, 52]. The following sections will
overview three techniques used to calibrate a perspective camera: calibration via checkerboards, goniometric calibration, calibration via star field images.

4.1.1

Checkerboard Calibration

Calibration of a perspective camera using images of a planar checkerboard captured at
varying angles — an algorithm originally proposed in [53] — has become a ubiquitous
technique in the computer vision community [54, 55, 9, 56, 57]. The work presented in
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Figure 4.1: Sample of a checkerboard image used for calibration.
this thesis utilizes one such method that was implemented into a MATLAB® toolbox and
OpenCV implementation by Bouguet. This toolbox is very well documented and the interested reader is directed to [47] for access to the toolbox, background documentation, and
procedural examples. For completeness, the following section provides a brief overview of
the toolbox.
The first step to using Bouguet’s toolbox is to capture a series of checkerboard images,
such as that in Figure 4.1. The goal of this process is to capture images of the board at a
variety of different angles in such a way that the entire field-of-view has relatively uniform
coverage over the course of the image ensemble, and relatively uniform exposure between
images. Relatively uniform field-of-view coverage is necessary for the model to account
for distortions in the entirety of the image, rather than yield a bias towards some direction.
Similar exposure from one image to another within the ensemble ensures that the edge
detector and corner extraction procedures perform comparably. The number of images
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needed to obtain proper coverage is dependent upon the board size, the camera’s field-ofview, and the focal distance; however, the recommended minimum is 10-15 images.
This image ensemble is then loaded using a graphical user interface, and the exterior
corners of each checkerboard are selected by the user. Using the selected corners and user
provided checker dimensions, an autonoumous corner extraction algorithm then counts the
number of squares within the grid, and locates the remaining interior corners by estimating
a planar homography. In the case of a lens with high distortion effects, an initial guess of
the Brown Model parameters may be required to estimate the checkerboard corners.
Employing Zhang’s method [53], the observed corners and checkerboard dimensions
are used to estimate both the 6 DOF rotation-translation of the board plane relative to the
camera frame in each image and the 9 DOF camera model —the camera intrinsic matrix and
the Brown Model parameters. Note that the default of the Bouguet algorithm ignores the
pixel array skew factor α, which is a common convention in modern calibration techniques
due to the negligible non-orthogonality of contemporary focal plane arrays.

4.1.2

Goniometric Calibration

While sufficient for many computer vision processes [9, 57, 19], calibration techniques
using checkerboards at unknown poses do not guarantee sub-pixel accuracies (see Chapter
5). The simultaneous estimateion of unknown 3-D world coordinates, which are dependent
on the estimated board pose, and camera parameters inflict a degree of unreliability on the
checkerboard method [58]. Technique using known target coordinates, such as goniometric
calibration [59], can yield higher reliabilty; though they generally require a more elaborate
setup of expensive equipment [58].
Goniometric camera calibration is performed using a camera mounted to a 2-axis gimbal to rotate a camera through a series of images at a collimated light source target. A collimator consists of a light source , aperature and lens system that refracts the light source
in such a way that a beam of parallel light is produced. A simplistic example can be seen
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Figure 4.2: Depiction of simple collimating lens system (Image reproduced from [3]).
in Figure 4.2.
A collimated light source simulates an infinite point source, such as a star. Thus, goniometric calibration techniques allow for a camera to be calibrated at a wide range of focal
lengths, which makes it a common technique for aerial imagery camera [60]. Precision
calibration can be achieved by mounting a camera onto high precision 2-axis gimbal. The
camera is then rotated through an arrangement of viewpoints, capturing an image at each
viewpoint, which is commonly some uniform grid covering the camera’s field-of-view. For
the purpose of this research, the camera is assumed to be mounted such that its optical
center coincides with the gimbal’s center of rotation and the camera and gimbal frames
align.
The most common technique to capture images for calibration is to rotate the pan/tilt
such that the series of illuminated image points lie on a regular grid [59]. A regular grid
is achieved by defining uniformly spaced azimuth γ and elevation φ angles. The gimbal is
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rotated through each of these angles and an image is captured at each interval. Thus for
each image, the true line-of-sight to the light source is defined in Eq. 4.1.


tan γi
cos φj








lk = 
tan φj 


1

ek =

lk
klk k

(4.1)

Note that i = 1, 2, ..., N and j = 1, 2, ..., M generates an M ×N array of fiducials. The
image ensemble is then compiled to create a single image with an array of fiducial point
sources, an example of which is presented in Figure 4.3. This is done to alleviate computational complexity when the calibration algorithm is implemented, as only one image will
need to be processed rather than and ensemble of M · N images.
Since each image is of a single point source captured at different pointing directions,
the compiled image can be generated by adding intensities across all images. However, a
CCD array experiences fixed pattern noise, a random intensity biases even on unilluminated
pixels, known as the dark frame. These biases must be accounted for prior to generating
the compiled image or the effects of the noise are compounded.
A dark frame can be calculated in several manners. If the camera has a mechanical
shutter, the image created by capturing with a closed shutter is the dark frame of the camera.
Another technique, which is the technique employed in this research, is to approximate the
dark frame by calculating the median of a series of evenly spaced images within the point
source ensemble. Thus, for each image, a dark frame correction is performed as

Ii = Iio − D

(4.2)

where Iio is the ith image of the ensemble, D is the estimated dark frame of the camera, and
Ii is the ith corrected image. The compiled image C can now be generated by summing
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Figure 4.3: Example of a compound image generated by an ensemble of collimated point
source images. Note that the fiducials have been marked for visibility.

30

over each corrected image of the ensemble.

C=

M
·N
X

Ii

(4.3)

i=1

Point source light will spread over a region of pixels described by a camera’s point
spread function [61, 1]. With the proper focus, point source image fiducials can be located
through a variety of centroiding techniques, such as the weighted center of intensity method
[1] provided by

uci =

1 X
uI(u, v)
Itot M

v ci =

i

1 X
vI(u, v)
Itot M

(4.4)

i

where
Itot =

X

I(u, v)

(4.5)

Mi

such that Mi is the set of pixels belonging to the ith illuminated region of the image I. The
a priori fiducial lines-of-sight from Eq. 4.1 are used to initialize the process. Using factory
provided parameters, the lines-of-sight are converted to pixel locations (Eq. 3.2) around
which a 31 × 31 pixel region of interest is built. The center is then shifted to the brightest
pixel within the region, and a mask is constructed using all pixels witin a three pixel radius
that are above some intensity threshold.
Considering the image C, we recognize that we can calculate an array of observed image
centroids corresponding to respective lines-of-sight from Eq 4.1. Thus, we now have the
necessary information to utilize in a nonlinear optimizer to solve for the camera model
found in Eq. 3.24. Choice of nonlinear optimizer is up to the reader’s discretion; however,
this work implemented a LMA [51, 52]. Implementation of the LMA routine for camera
calibration can be found in Appendix A.
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4.1.3

Star Field Calibration

As discussed, camera calibration requires a series of observed image and control point
matches. If the lines-of-sight from the camera to the control points are known to high
precision, a more accurate solution can be achieved using less images than when the viewpoints are unknown [62]. Stellar lines-of-sight have been extensively studied and accurately
catalogued [63], which makes stars ideal candidates for calibration target points.
Star field images are obtained with a zenith pointing camera. The goal of this method
is to capture images that contain as many bright stars as possible without saturating any
pixels within each respective illuminated pixel region. Similar to the method discussed in
the previous section, these illuminated regions are centroided and the centroids recorded as
observed points of interest.
Obtaining corresponding lines-of-sight requires knowledge of the camera’s attitude relative to the Earth-centered-Earth-fixed frame used by a stellar catalog [63]. The camera’s
attitude was estimated via an adaptation of the geometric hashing technique posed in [4] to
build an index of inter-star angles. While the idea behind the algorithm is similar to that of
a star tracker, this method utilized groups of four stars (quads) rather than pairs [64].
To generate the hashcode index, a unit sphere is discretized by 300 evenly spaced points.
A region of interest is then considered about each of these 300 lines-of-sight. Within each
region, star quad indices are generated using [4]. The basic premise is to consider four
stars, such as Figure 4.4.
Then we define the following sets of angles:

P = {θ12 , θ13 , θ14 , θ23 , θ24 , θ34 }

(4.6)

Q = {θik , θil , θjk , θjl | θij = max (P)}

(4.7)

The quad is defined according to these steps:
1. Find the two stars that form the largest angle in set P.
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Figure 4.4: Example of the construction of a star quad using interior star angles (Image
reproduced from [4]).
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2. Find the stars that correspond to the smallest angle in Q.
3. Record the repeated star in Steps 1 and 2.
4. Rinse and repeat until all stars are labelled in the quad.
This process is repeated for each unique four star set in the discretized window, and the
process is completed at each of the 300 windows.
When an image is captured, star centroids are converted to unit lines-of-sight using an
initial guess in the inverse procedure in Eqs. 3.2 and 3.24. Four lines-of-sight are arbitrarily
selected and their inter-star angles computed, such that

θ = arccos ei · ej

A quad is formed using the procedure above, and the index is searched for a match. If
a match is found, the attitude is approximated using the star catalog entries and then verified using two independent stars randomly selected from the image. Note that matches
are found using an error window since we are only using an initial guess for the camera
parameters. If a match is not found, another four stars are selected and the process repeats
until an attitude has been verified.
Once an attitude has been computed for each image in the ensemble, calibration can
be performed. Using the attitudes, star catalog provided lines-of-sight can be converted to
image coordinates to be used as expected star locations. These are matched with centroids
found in a region of interest. As in Section 4.1.2, matched line-of-sight and observed pixel
pairs are implemented into a nonlinear optimizer — such as the Levenberg-Marquardt
routine shown in Appendix A — to estimate the Brown Model parameters. The calculated
camera model is then applied to the centroid locations, and the attitude estimate can be
refined.
This technique requires a significant amount of time since the Earth’s rotation is used to
provide the camera’s attitude variation, which drifts the fiducials across the scene providing
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Figure 4.5: Example of the stellar drift across an image rotated by Earth rate over a one
hour period [1].
an increased coverage of the field-of-view. An example, taken from [1], can be seen in
Figure 4.5.
One caveat worth mentioning about this particular method is the introduction of atmospheric refraction. While atmospheric refraction will change the apparent lines-of-sight
to some degree [65], thereby inducing some additional apparent lens distortion, the effect
should be minute for a zenith pointing perspective camera.

4.2

Omnidirectional Camera Calibration

The method of omnidirectional camera calibration that was implemented for this research
was proposed and thoroughly documented by Scaramuzza in [37]. I will repeat the convention used in Section 3.2. Unless specifically cited, the following section will provide an
overview of the method proposed in [37] or a summary of my understanding of the work.
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Figure 4.6: Example checkerboard image for calibration of a camera with a 180◦ fisheye
lens.
The calibration procedure proposed by Scaramuzza yields estimates for the Taylor polynomial parameters a0 , a2 , ... , an from Eq. 3.26, the elements of A and the center of projection (xp , yp ) in Eq. 3.25. The algorithm was developed into a user-friendly MATLAB®
toolbox by Scaramuzza, and I refer the reader to [66] for implementation instructions; however, in this manuscript I will overview the driving mathematics presented in [37].
The process begins with a collection of checkerboard images similar to that proposed
for perspective cameras (Fig. 4.6). The ensemble should contain images of the checkerboard at variety of different poses such that the camera’s entire field-of-view is sampled.
That is, the relative rotation Ri and translation Ti between the board and camera should
differ between images, which will produce a different set of 3-D observed corners Mi =
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 j
Xi , Yij , Zij (the j th corner of the ith image, Ii expressed in the board’s reference frame).
The corresponding pixel coordinates for each of these corners will be denoted by mji =
 j j
ui , v i .
The parameter estimation process is two-fold. The first phase of the procedure is to
estimate the Taylor polynomial parameters. This iterative procedure assumes that A = I
and t = 0, which implies that the image plane and the sensor plane are identical [37].
Recalling Eq. 3.25, we see that such an assumption means that x = u. This substitution is
applied to Eq. 3.29 to get Eq. 4.2.




 
 ui 
j


 Xi 
j


λpi = λ  vi  = [Ri | Ti ]  


1
g(ρui )

(4.8)

where ui = (ui , vi ) denotes the ith observed pixel coordinate and g(ρui ) is the Taylor
polynomial expansion of said image point (Eq. 3.26). Now, we are able to estimate the
Taylor parameters a0 ,a2 , ... , an .
Without loss of generality, we may let Zij = 0 due to planar nature of the target board
[37]. Thus, can be simplified to Eq. 4.9
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j
 Xi 

(4.9)

where rki is the k th column of the rotation matrix of the ith checkerboard. It should now be
apparent that this technique is similar to the Zhang method [53] described in Section 4.1.1
in the need to simultaneously estimate the pose of the board and the Taylor parameters.

Estimation of the Board Pose
Solving for the pose estimation requires us to first eliminate the scaling factor λ. We do
this by leveraging the fact that the cross product of a vector with itself is zero. Hence, we
have the relation in Eq. 4.10 [37].
 
j
Xi 


  j

λ pji × pji = pji × r1i r2i | Ti 
 Yi  = 0
 
1

(4.10)

Substituting Eq. 4.2 into the relation above, we have (Eq. 4.11).
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(4.11)

We can now expand this relation to three homogenous equations (Eqs. 4.12 - 4.14) by
considering each single observation (pi ) independently [37].


vij ri31 Xij + ri32 Yij + ti3 − g(ρji ) ri21 Xij + ri22 Yij + ti2 = 0

(4.12)



g(ρji ) ri11 Xij + ri12 Yij + ti1 − uji ri31 Xij + ri32 Yij + ti3 = 0

(4.13)



uji ri21 Xij + ri22 Yij + ti2 − vij ri11 Xij + ri12 Yij + ti1 = 0

(4.14)
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Recall that the observed image coordinates (uji , vij ) and the checkerboard reference points
(Xij , Yij ) are known. Thus, we can rewrite Eq. 4.14 as a system of K linear equations
— corresponding to K image points — to solve for the unknown rigid body transform
parameters [37] as Eq. 4.15
FH = 0
where



−vi1 Xi1

−vi1 Yi1

u1i Xi1

(4.15)
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(4.16)

and the unknowns are stacked in H yielding
H = [ri11 ri12 ri21 ri22 ti1 ti2 ]T

(4.17)

This system can be solved via a singular value decomposition minimized ||FH||2 subject
to ||H||2 = 1. Thus, we are able to solve for all parameters of the rigid body transform with
the exception of z-axis translation parameter ti3 [37].

Estimation of the Taylor Expansion Parameters
Now that we have the solution from Eq. 4.15, we can substitute into Eqs. 4.12 and 4.13 to
solve for the unknown Taylor expansion parameters and the remaining translation parameter. Again, we stack a system of K equations relating K observed points Eq. 4.18 [37].
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where we define the expressions for B, C, D, and E to be

Bij = ri21 Xij + ri22 Yij + ti2

Cij = vij ri31 Xij + ri32 Yij
Dij = ri11 Xij + ri12 Yij + ti1

Eij = uji ri31 Xij + ri32 Yij

Now, Eq. 4.18 can be solved for a0 , a2 , ... , an , and ti3 using a pseudo-inverse method
for the solution to the normal equations [37]. Scaramuzza notes that the optimal degree of
the solution can be obtained by starting at n = 2 and increasing unitarily until the average
reprojection error is below a defined threshold.

Refinement of the Estimates
Recall that we previously assumed A = I and t = 0, which is a reasonable approximation
for a quality omnidirectional camera system [37]. In the next section, we will overview
a nonlinear refinement procedure that will improve our estimates of A, t, R, T, and the
Taylor polynomial parameters.
Assume we have N images of a calibration pattern containing K corners. Also assume
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independent noise corrupts each of these image points. Then, we can find a maximum
likelihood estimate for the aforementioned parameters by minimizing the sum of all Euclidean distances between each world point, projected into the image, and the corresponding observed image point for each of the K point correspondencies across all N images.
Scaramuzza chose to use the Levenberg-Marquardt nonlinear optimizer [51, 52] to solve
the optimization problem as initialized by the estimates obtained in Eqs. 4.15 and 4.18.
As discussed, this procedure was implemented into the OcamCalib Toolbox in MATLAB®
which is very well documented at [66]. I recommend the interested reader to [66] for implementation instructions.

4.3

Camera-LiDAR Camera Calibration

Though the literature contains autonomous approaches to LiDAR-camera calibration [24]
and processes that do not require the use of a special target [46], such methods are only
readily applicable under a subset of conditions. This work has chosen to use a more userheavy approach. The process again begins with a collection of fiducial board data. The
ensemble should contain a collection of matching image and LiDAR point cloud sets of
static scenes containing the fiducial board, an example of which can be seen in Figure 4.7.
As discussed in the previous calibration techniques, the board should be repositioned in
each scene such that the fiducials are uniformly spread across the entirety of the camera,
and potentially LiDAR, field-of-view.
The next step is to locate the matching fiducial centroids in the image and LiDAR
point cloud sets. First, LiDAR fiducial points will be located. To start this process, depth
clustering is performed on the point cloud using the MATLAB

®

clusterLidar function.

Removal of points corresponding to the floor will allow for greater ease of clustering. Then,
the user retains only the cluster of points pertaining to the calibration board.
Now that the board has been isolated in the data, clustering can be repeated using both
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Figure 4.7: Example image of a calibration board containing reflective fiducials. Image
was captured with a downward facing 180◦ fisheye lens.
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Figure 4.8: Example arrangement of fiducial locations for easy matching between LiDAR
points and image centroids.
depth and reflectivity values. Depending on the environment in which the data was collected, it could be advantageous to perform this step on the brightest subset of the overall
data, the size of which must be chosen according to each application. Again, the clusterLidar function is implemented; however, this time the reflectivity values are included in the
input data. The output of clusterLidar will be sets of points corresponding to the reflective
markers on the calibration board. Each of these sets is averaged to estimate the centroid of
the respective fiducial markers. These points must be ordered according to some specific
pattern, such as that displayed in Figure 4.8, to be manually matched with respective image
coordinates. This process is repeated for each point cloud in the data ensemble, and the
fiducial sets stacked into a single set of data for future use.
The next step is to locate the markers in the corresponding images. This can be per43

formed in a variety of ways, but this research chose to implement the MATLAB® detectSURFFeatures function on the region of each image containing the board. The returned
features corresponding to the fiducial centers are manually selected by the user, and stored
in the same arrangement as that chosen to structure the LiDAR points to ensure markers
are matched with the appropriate data. Note that any missing LiDAR or image points must
be denoted in such a way that the data can be removed from both LiDAR and image sets
where a full match is not located.
Now that both data sets — 3-D LiDAR points and 2-D image centroids — have been
obtained, they can be used to estimate the rigid body transformation. If a perspective
camera is used, then the solution can be obtained through the well-known Perspective-nPoint (PnP) problem [26]. If an omnidirectional camera is implemented, however, then the
PnP solution will not be sufficient [46].
The function being minimized in PnP is classically the image reprojection error Eq.
4.19 [46].
n

minR,t

1X
||ui − ûi (R, t, v` )||2
2 i=1

(4.19)

where ui are observed image centroids and ûi (R, t, v` ) is the corresponding 3-D LiDAR
vector projected onto the image. However, such minimization of the Euclidean distance
assumes that there is uniform resolution accross the entire image, which is not the case for
omnidirectional cameras. Omnidirectional cameras, as discussed in Section 3.2, uniformly
relate the world to a unit sphere. Thus, an error function that is associated to spatial distribution on a sphere is more advantageous to consider than Euclidean distance in the image.
The Riemann metric on a sphere, provided in Eq. 4.20, is a better cost function to optimize
for omnidirectional cameras [46, 67].
n



1X
minR,t
|| arccos eTCi · e`Ci ||2
2 i=1
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(4.20)

where eCi is the ith image centroid projected to the unit sphere (from Eqs. 3.25, 3.29 and
3.30) and e`Ci is the normalized LiDAR measurement in the camera frame (Eq. 3.31). This
cost function is utilized in an interior point routine [68] using the nonlinear optimization
function lsqnonlin in MATLAB® to obtain estimates for the rotation R and translation t of
the LiDAR frame to the camera frame.
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Chapter 5
Results
5.1

Perspective Cameras

The calibration techniques listed in Section 4.1 were tested with a PixelLink PL-D735 camera with a 35 mm focal length lens. The checkerboard calibration method was tested using
an ensemble of 60 checkerboard images captured in a windowless room with flourescent
lighting. Calibration was performed on three different partitions of the data set: the first
half, the second half, and the entire ensemble. A mesh was generated and converted both to
a pinhole digital image (Eq. 3.2) and a distorted perspective image (Eqs. 3.2 and 3.24). The
difference between the ideal pinhole and perspective images was computed, and contour
plots of the estimated distortion are shown in Figures 5.1 - 5.2.
Careful consideration of the distortion maps shows that this method is not repeatable
to any high degree of accuracy. This variability is a side effect of Zhang’s algorithm [53],
which simultaneously estimates the relative pose of the checkerboard in each image and
the Brown model parameters. The pose of the checkerboard naturally dictates the true 3-D
locations of each corner, on which estimation of the camera model is inherently dependent.
Consequently, for as the image set is changed, so are the board poses and the corresponding
camera model estimates as the error in the pose estimates leaks into the camera model. I
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Figure 5.1: Distortion map calculated from the first 30 images of the image ensemble [3].
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Figure 5.2: Distortion map calculated from the second half of the image ensemble [3].
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Figure 5.3: Distortion map calculated from the entire 60 images of image ensemble [3].

49

am, by no means, claiming that the checkerboard method is insufficient for it’s designed
task, which was to correct an image for visual error. This calibration method is even plenty
sufficient for many computer vision and robotic tasks [19]. It is a well documented, easy
to approach method for camera calibration. I am, however, suggesting that a different
approach is needed to meet high accuracy requirements, such as those found in spacecraft
optical navigation [17].
The next experiment reviewed in this work is an analysis of goniometric calibration
performed on a granite optical bench. A compound image of a 9 × 11 grid of collimated
point sources was generated. Two separate iterations were performed to capture both a
training and testing image. Figures 5.4 and 5.5 display distortion maps achieved via calibration using each separate grid. Similar to above, the maps were created by converting the
point source lines-of-sight to a pinhole digital image and a distorted image and calculating
the difference.
Comparing Figures 5.4 and 5.5, we see that this technique is far more repeatable than
the checkerboard method. Intuitively, this makes sense. If a high precision gimbal is used
to rotate a carefully placed camera, then the lines-of-sight to each fiducial location should
be well known; thus, the calibration process need only account for the camera parameters
relative to an assumed truth. The precision of this technique can be seen in Figures 5.6 and
5.7, which were calculated on a second grid using a calibration mapping estimated via the
first grid.
The effect of lens distortion on an individual fiducial is displayed in Figure 5.8, where
the ideal pinhole location was distorted to the observed. This was done for presentation’s
sake, with no difference to the accuracy of the solution, since the computation to distort
an ideal image using Eq. 3.24 is more computationally efficient than the undistorting an
observed image.
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Figure 5.4: Distortion map calculated using the first grid [3].
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Residuals of Complete Distortion Model: Star Grid 2
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Figure 5.5: Distortion map calculated using the second grid [3].
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52

UV Resids: Grid 1
12
max: 0.1028
min: -0.095
std: 0.039

10

Frequency

8

6

4

2

0
-0.15

-0.1

-0.05

0

0.05

0.1

Residual
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Pinhole
Centroid
Grid Distorted Pinhole

Figure 5.8: Magnified view of an observed point source showing the effects of lens distortion [3].
The final perspective camera experiment reported in this work was performed on an
ensemble of 240 night sky images captured from a zenith pointing camera in Houston, TX.
Calibration was performed on a set of 15 evenly spaced images throughout the ensemble.
Figure 5.9 shows the residuals computed on these training images.
The computed camera parameters were applied to the stars found in the entire image
ensemble. Similar to the method mentioned previously, the catalog provided lines-of-sight
were converted distorted and converted to a digital image. The residuals between the distorted catalog values and the observed image points are compared in Figures 5.10 and 5.11.
Clearly, if one is willing to invest the funds for an accurate collimating lens and precision gimbal then goniometric calibration is the preferred method of calibration. However,
stellar lines-of-sight are known to high accuracy and, in most cases, atmospheric refraction
should not impose a major impact on the quality of the catalog estimates. Thus, calibration
via stellar imagery provides the most “bang for the buck”, so to speak, as long as the user
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Figure 5.9: Magnitude of post-calibration directional residuals across the training images
[3].
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Figure 5.10: Magnitude of post-calibration directional residuals across the entire image
ensemble [3].
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Figure 5.11: Magnitude of post-calibration residuals across the entire image ensemble [3].
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has access to a sturdy tripod and an area that does not suffer from much light pollution.
The lowest quality solution, though readily approachable by any user, can be obtained using checkerboard images. This method is inexpensive, quick, and sufficiently accurate for
near-Earth ranges; thus, it is the ubiquitous method in the robotics community.

5.2

Omnidirectional Cameras

The omnidirectional camera calibration algorithm described in Section 4.2 was experimentally tested with a FLIR® 5MP Blackfly-S camera outfitted with a 180◦ fisheye lens.
An ensemble of 24 checkerboard images (e.g. Figure 4.6) was used with the OCamCalib
MATLAB® toolbox to estimate a 4th degree projection function. Figure 5.12 displays the
solution of g(ρ) — denoted by f (ρ) by the author of the toolbox — and the relation of ρ
to the off-horizontal angle of the incoming light.
Forward projection function
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Figure 5.12: Solution to the Taylor projection function related to the distance from the
image center and the angle of the incoming ray.
The estimated pose of the board in each image can be confirmed in Figure 5.13. While it is
impossible to quantitatively verify the pose estimates, such a plot shows that the solutions
are at least observably realistic.
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Figure 5.13: Estimates of the checkerboard pose in each image.
The OCamCalib toolbox also includes a corner refinement step, which is performed
after th initial calibration. The improvement on the reprojection error when the corner
refinement is implemented is shown in Figure 5.14. Observe that this technique is similar
to the checkerboard method discussed for perspective cameras. Consequently, it suffers
from the same flaws. However, as shown in this section, a relatively accurate solution
can be achieved using this method, considering the high distortions initially present in an
omnidirectional camera image. Again, this method provides a solution that is accurate
enough for close range (meter level) applications.
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Figure 5.14: (a) Reprojection error before corner refinement. (b) Reprojection error after
corner refinement.
’

5.3

Camera-LiDAR System

Calibration between a fisheye camera and LiDAR system was tested with a downward
facing FLIR® 5MP Blackfly-S mounted above a Velodyne® 32-channel 360◦ scanning LiDAR. A hand measured rigid body transform — LiDAR to camera — was found to yield
rotation angles (ZY X) of [−90◦ , 0◦ , 180◦ ] and a translation of [0, 0, 0.275] meters. A
depiction of the setup is seen in Figure 5.15.
Four images were captured of a board containing 8 reflective fiducial markers. The
images were captured such that the board was approximately centered in each quadrant of
the camera frame (Figure 5.16).
Calibration was then performed using the interior point method provided in MATLAB® .
Constraints of [measured ±60◦ ] and [measured ±1 m] were imposed on the euler angle rotation solutions and [x, y, z] translation solutions, respectively. Figure 5.17 provides
a visual comparison of the intial measured transformation and the calibration solution by
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Figure 5.15: Depiction of the experimental set up used for this manuscript.
transforming the LiDAR data to the camera frame via the respective estimate and projecting
the vectors into the image. A quantitative comparison of the measured transformation and
calibration solution can be seen in Figure 5.18, which reports the post-calibration angular
errors between the transformed LiDAR lines-of-sight and image centroid vectors projected
to the unit sphere. The calibration solution clearly improves upon the measured transformation. The improvement is only slight due to the simple sensor arrangement present for the
experimental procedure in this manuscript. Assuming poor knowledge of the arrangement
(necessary for the imposed constraint discussed above), Figure 5.19 shows the calibration
result if the transformation is initialized by the identity.
Further testing on the need for a good initial estimate was performed using a 2000 iteration Monte Carlo. At each iteration, the intial rotation was assumed to correspond to
three euler angles, each chosen uniformly random from the interval [−180◦ , 180◦ ], and the
initial translation components were each uniformly chosed from the interval [−5, 5] me61

(a)
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Figure 5.16: Example ensemble of calibration board images
ters. Figures 5.20 and 5.21 show the respective components of the rotation and translation
solutions, in degrees and meters. The angular errors at each fiducial over the course of the
simulation are reported in Figure 5.22. This study shows that with very loose knowledge
of the arrangement between an omnidirectional camera and a LiDAR, a constrained optimization problem can be solved to achieve a valid estimate of the rigid body transformation
between the two sensors.
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Figure 5.17: Comparison of hand measured transformation and the interior point solution.
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Figure 5.18: Comparison of the angular error (in degrees) between the transformed LiDAR
vectors and their corresponding image vectors using the (a) measured transformation and
(b) interior point solution.
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Figure 5.19: Comparison of the angular error (in degrees) between the transformed LiDAR
vectors and their corresponding image vectors using the (a) identity transformation and (b)
interior point solution.

Figure 5.20: Euler angle rotation solutions, in degrees, found via the interior point optimization over 2000 random initializations.
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Figure 5.21: Translation solution elements, in meters, found via the interior point optimization over 2000 random initializations.

Figure 5.22: Post-calibration angular errors at each fiducial over 2000 random initializations.
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Chapter 6
Conclusions and Future Work
The previous chapters have discussed the calibration of optical sensors for applications
in autonomous navigation. The following chapter will provide a brief summary of the
manuscript and outline potential future work in the area.
The use of three classes of optical sensors was discussed: perspective cameras, omnidirectional cameras, and LiDAR. Mathematical models, the Brown Model [2] and the
Taylor Model [37], of both perspective cameras and omnidirectional cameras, respectively,
were derived. Calibration procedures for perspective cameras were outlined. Goniometric
calibration, though expensive, was shown to outperform calibration using stellar fields and
greatly outperform calibration using checkerboards. A checkerboard technique for calibration of an omnidirectional camera was also described and shown to perform on a level
similar to that of checkerboard calibration of a perspective camera. Finally, estimation of
the rigid body transformation between a LiDAR and camera using a planar fiducial board
was shown.
Much of the implementation of perspective cameras is not yet fully modelled using
omnidirectional cameras. Supplemental work to this manuscript is needed to utilize the
described omnidirectional image geometry in computer vision applications. Additionally,
improvements on clustering techniques used to locate the LiDAR and image fiducials could
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be investigated to improve the extrinsic calibration solution.
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Appendix A
Levenberg-Marquardt Routine for
Perspective Camera Calibration
With the exception of a few notation changes and simplifications, this appendix is directly
taken from the journal paper by Christian, Benhacine, and Hikes [1].
Define the camera model parameters as
T



k = dx α dy up vp

T
ξ = k1 k2 k3 p1 p2

T
where the entire state vector is denoted by β = kT ξ T . Then, we use the iterative LMA
to solve the nonlinear estimation problem

Minimize J(β) = kỹ − h (eI , β) k2

(A.1)

where ỹ is the matrix of all the measured centroids from the compiled image and h (eI , β)
is the corresponding nonlinear measurement model (see Eq. 3.24). Observe that eI is a
matrix formed by stacking the lines-of-sight found in Eq. 4.1 as columns.

1

Now, let us quickly define the Jacobian at the j-th iteration of the LMA algorithm as

(j)

J=

∂h(eI , (j) β)
∂ (j) β

(A.2)

and N as
N = JT J

(A.3)

The equations to compute each of the entries in J are presented in the following subsection.
Finally, let diag(N) define a square matrix the same size as N that contains only the diagonal
elements of N and is zero elsewhere.
Thus, the LMA algorithm is as follows:
1. If available, get an initial guess for k and ξ from previous calibrations.
2. Collect M · N images of a collimated source at known attitudes.
3. Construct an initial guess of the Jacobian,

(0)

J, from in Eq. A.2 and compute

(0)

N

from Eq. A.3.
4. Find the mean value of the diagonal entries of N and define this as n̄, then set (0) λ =
0.001n̄.
5. Solve the following linear system for δ

(j)



T 
N + (j) λ diag((j) N) δ = (j) J ỹ − h(eI , (j) β)

(A.4)



6. Compute γ = (j) β+δ, and compare the residuals ỹ − h(eI , (j) β) and [ỹ − h(eI , γ)].
Then do one of the following:
(a) If γ produces a reduction in the measurement residuals compared with
then γ constitutes an improvement to the estimate and so we set

(j+1)

(j)

β,

β = γ.

Then reduce λ by an order of magnitude by setting (j+1) λ = (j) λ/10.
(b) If γ produces a larger measurement residual compared with (j) β, then increase
λ by an order of magnitude by setting (j) λ = 10 (j) λ and return to Step # 5 and
2

try again.
7. Continue iteration until the residual kỹ − h(eI , (j) β)k < tol or a maximum number
of iterations is reached.
The end result is the best estimate of β, which includes all the camera calibration parameters.

Calculation of Jacobian Matrix at each LMA Iteration
This section presents the equations for all the terms in the Jacobian matrix required for the
LMA algorithm. The Jacobian is defined as



∂h(eI , β) 

=
J=

∂β



[∂u01 ]
∂k

[∂u01 ]
∂ξ

[∂u02 ]
∂k

[∂u02 ]
∂ξ

..
.

..
.

[∂u0M N ]
∂k

[∂u0M N ]
∂ξ











(A.5)

where [u0i ] describes the i-th star measurement in the image. The partials are as follows
(and have been numerically checked via forward finite differencing),


x0i

∂u0i 
=
∂k
0



yi0

0 1 0 
2×5
∈R
0
0 yi 0 1

∂u0i
∂u0 ∂x0
= 0i i ∈ R2×5
∂ξ
∂xi ∂ξ

(A.6)

(A.7)

The two partials that make up Eq. A.7 are as follows,

∂u0i
∂x0i



 dx α 
=

0 dy

3

(A.8)




xi ri2

xi ri4

xi ri6

2xi yi
∂x0i 
=
∂ξ
yi ri2 yi ri4 yi ri6 (ri2 + 2yi2 )

4

(ri2

+

2x2i )

2xi yi




(A.9)

