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SCHEDULING TO MEET DEADLINES WITH
RESOURCE CONSTRAINTS -  COMPLEXITY 
RESULTS
Jacek  B lazew icz, Jan  Weglarz 
I n s ty tu t  A utom atyki, P o li te c h n ik a  Poznanska
ABSTRACT:
The problem  to  be co n sid ered  i s  one of th e  nonpreem ptive 
sch ed u lin g  o f ta s k s  on p ro c e s s o rs , when ev e ry  ta s k  r e q u i r e s  
f o r  i t s  e x e c u tio n  a d d i t io n a l  re so u rc e  and h as  a s s o c ia te d  
w ith  i t  an e x e cu tio n  tim e, read y  tim e and a d e a d lin e  b e fo re  
which m ust be com pleted. For th e  s im p le s t ca se  o f  sch ed u lin g  
u n i t  le n g th ,  independen t ta s k s  on two p ro c e s s o rs  w ith  one 
u n i t  o f  one re so u rc e  type a v a i la b le  in  th e  system , an e f ­
f i c i e n t  a lg o rith m  f o r  f in d in g  a  schedu le  w ith  no ta s k  l a t e ,  
whenever such a  schedule e x i s t s ,  i s  p re s e n te d . I f  we a llo w , 
in  the  l a s t  problem , f o r  an a r b i t r a r y  number o f  re so u rc e  
types a v a i la b le  in  th e  system , i t  i s  unknown w hether o r  n o t 
th e re  e x i s t s  an e f f i c i e n t  a lg o rith m  f o r  so lv in g  t h i s  new 
problem . O ther problem s a re  proved to  be N P-com plete, hence , 
co m p u ta tio n a lly  i n t r a c t a b l e .  M oreover, a  method o f so lv in g  th e  
th e  g e n e ra l  sch ed u lin g  problem  w ith  u n i t  le n g th ,  independen t 
ta s k s ,  by th e  re d u c tio n  to  th e  problem  o f netw ork  flow  w ith  
m u l t ip l i e r s ,  i s  developed .
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1 . INTROLU П TION
The problem  to  be co n s id e red  i s  one o f  sch ed u lin g  ta s k s  on 
p ro c e sso rs  to  m eet d e a d lin e s .  Such a  ca se  o f te n  a r i s e s  in  
p ro cess  c o n t ro l  and m o n ito rin g  system s in  which th e  com puter 
must g u a ran tee  t h a t  every  ta s k  w i l l  be com pleted b e fo re  some 
f ix e d  tim e h as  e la p s e d , a f t e r  which th e  o b ta in ed  r e s u l t s  w i l l  
be u s e le s s .  Such a  problem  has re c e iv e d  much a t t e n t io n  in  
r e c e n t  y ea rs  [8 ,1 3 ,1 4 ,1 6 ]  (see И  a s  a  surveyJ . How­
ev er th e  use o f  a d d i t io n a l  re so u rc e s  was n o t co n s id ered  in  
th e se  p a p e rs . A more g e n e ra l and more r e a l i s t i c  model o f  com­
p u tin g  system s, when some o f  th e  ta s k s  may re q u ire  th e  u se  of 
v a r io u s  l im ite d  re s o u rc e s  d u r in g  t h e i r  e x e c u tio n , was f i r s t  
examined in  0  ,1 0 ,1 2 ]  .
In  [1 0 ] , s c h e d u lin g  nonpreem ptable ta s k s  to  minim ize sched­
u le  le n g th  was c o n s id e re d . I t  was shown t h a t  alm ost a l l  p rob­
lems a re  N P-com plete and hence th ey  a re  a s  co m p u ta tio n a lly  
in t r a c ta b le  as  th e  t r a v e l l i n g  salesm an problem , in  И  . 
bounds on sc h e d u lin g  w ith  l im i te d  re s o u rc e s  were o b ta in e d . In  
[12] th e  s p e c ia l  case was s tu d ie d  in  which th e re  i s  on ly  
one type of a d d i t io n a l  re so u rc e  which can be shared  by a 
l im ite d  number o f  t a s k s .  L a s t ly ,  in  И  , th e  problem  o f 
sch ed u lin g  to  m inim ize mean flow  tim e was c o n s id e re d . I t  was 
proved th a t  th e  same problem s a s  in  th e  ca se  o f m inim izing  
schedu le  le n g th  a r e  N p-com plete. A po lynom ial in  tim e a lg o rith m  
was a lso  g iven  f o r  th e  s im p le s t c a se .
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In  t h i s  p a p e r, we su rvey  r e s u l t s  o b ta in ed  in  th e  f i e l d  of 
sch ed u lin g  ta s k s  to  meet d e a d lin e s  under re so u rc e  c o n t r a in ts
D l -
We c o n s id e r  th e  fo llo w in g  model o f  a com puting system . There 
a re  n ta s k s  T- ,^ T g , . . . ,  T , which a re  to  be p ro cessed
on m id e n t i c a l  p ro c e s so rs  P-^, P2 , . . . ,  Pm. There i s  a lso  
g iven  a s e t  o f a d d i t io n a l  re so u rc e s  ^= (к -^ ,Р 2 , . . .  » R ^  •
Por each re so u rc e  th e re  e x i s t s  a  bound m  ^ ( in teg e r^
which g iv e s  th e  t o t a l  amount o f th a t  re so u rc e  a v a i la b le  a t  
any g iven  tim e . Por ev e ry  ta s k  T^, i= l ,  2 , . . . . , n ,  th e re  a re
/V
g iv en : ex ecu tio n  tim e read y  tim e r ^ ,  d e a d lin e  d i
and v e c to r  R ^T ^  ( in te g e r )  c o n ta in in g  re so u rc e  r e q u i r e ­
ments (the 1 - th  component o f t h i s  v e c to r  R^ » d e -
n o te s  th e  number o f u n i t s  o f R1 re q u ire d  by ta s k  T^) . A 
p a r t i a l  o rd e r  ^  , s p e c ify in g  precedence c o n s t r a in t s  i s  de­
f in e d  on th e  ta s k  s e t .  T. <  T. means t h a t  T. cannot b eg ib
■*“ J J
u n t i l  Ti  i s  f in is h e d .
Let u s r e c a l l  some d e f in i t io n s  which w i l l  be u s e fu l  in  th e  
fo llo w in g . Por every  ta s k  T^ in  th e  sc h ed u le , we denote by 
i t s  com pletion  tim e . The schedu le  w i l l  be c a l le d  o p tim al 
i f  a l l  ta s k  d e a d lin e s  a re  re s p e c te d  in  i t ,  t h a t  i s  f o r  ev e ry  
T^ th e  c o n d itio n  ^  d^ i s  f u l f i l l e d .A  sc h ed u lin g  a lg o rith m  i s  
a  p rocedu re  th a t  p roduces a schedu le  f o r  ev e ry  g iven  s e t  o f  
ta s k s .  By a p reem ptive sch ed u lin g  a lg o rith m , we mean to  a llo w  
th e  in te r r u p t io n  o f th e  ex e cu tio n  o f ta s k s  in  a  sch ed u le . When 
in te r r u p t io n s  a re  n o t a llow ed , we c a l l  an a lg o rith m  nonpreemp-
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t i v e .  In  t h i s  p ap e r  we w i l l  he concerned w ith  nonpreeipptive 
sch ed u lin g  a lg o rith m s  o n ly . By op tim al sc h ed u lin g  a lg o rith m  
we mean h ere  th e  a lg o rith m  which f in d s  an op tim al sc h ed u le , 
whenever one e x i s t s .
A d i s t i n c t io n  w i l l  he made betw een some sch ed u lin g  sub -p rob ­
lem s which d i f f e r  from each o th e r  by th e  v a lu e s  o f problem  
p a ram ete rs  / t h a t  i s  by problem  in p u ts / .  T h is i s  due to  th e  
f a c t  th a t  some a lg o rith m s  ap p ly  only  to  c e r t a i n  r e s t r i c t e d  
c la s s e s  o f th e se  in p u ts .  The com plex ity  o f  a  sch ed u lin g  sub­
problem  a lso  depends s t r o n g ly  on i t s  in p u t .  Bor conven ience, 
to  deno te  such a  subproblem , we ad o p t, w ith  s l i g h t  m o d ific a ­
t i o n ,  th e  n o ta t io n  o f  [15] : njm 1 4  k  , where :
n -  number o f  ta s k s ;  
m- number o f p ro c e s s o rs ;
-  problem  p a ram e te rs  such  a s :  s=k к re so u rc e  ty p e s  .
Ш1 = r  ( r  u n i t s  o f re so u rc e  R-^ ) , ^  ( a r b i t r a r y
precedence c o n s t r a in t s  betw een th e  t a s k s )  , f o r e s t  
(p recedence c o n s t r a in t s  between th e  ta s k s  such th a t  th e  
a s s o c ia te d  p reced en ce  g raph  forms a f o r e s t ) ,  r^  /  0 
(p o ss ib ly  n o n -eq u a l re ad y  tim es f o r  ta s k s  )  , ц  = 1 
^ m i t  p ro c e s s in g  t im e s )  , p r  (p reem p tiv e  a lg o rith m ), 
nonpr (nonpreem ptive a lg o rith m ) ;
-  o p tim a li ty  c r i t e r i o n ,  f o r  example sch ed u le  le n g th
We w i l l  be concerned w ith  problem s which a re  fo rm u la ted  in  
such  a way an answer to  them may only  be "yes" o r "no". As
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i s  known £ .1 ,7 ,11] t h i s  i s  n o t r e s t r i c t i v e ,  s in c e  every  
sch ed u lin g  problem  can he fo rm u la ted  in  such a  m anner. F o l­
low ing t h i s ,  we may deno te  problem  o f sch ed u lin g  to  meet 
d e a d lin e s  by «C-Oi dr
The main s u b je c t  o f our i n t e r e s t  w i l l  be th e  co m p u ta tio n a l 
com plex ity  o f  th e  sch ed u lin g  p rob lem s. For some problem s i t  
w i l l  be p o s s ib le  to  g ive  polynom ial in  tim e a lg o rith m s  which 
can be hence used d i r e c t l y  in  o p e ra t in g  system s. However, most 
o f the  co n s id e red  problem s can be proved to  be H P-com plete, 
th u s  f o r  t h e i r  o p tim al s o lu t io n  we can use enum erative  methods 
such as b ranch  and bound o r dynamic programming, s in c e  no 
s u b s t a n t ia l ly  b e t t e r  method i s  l i k e l y  to  e x i s t .  Thus, when 
th e  N P-com pleteness o f th e  problem  i s  proved , we can use 
approxim ate approaches in  sc h ed u lin g  p ro ced u res  o f  o p e ra t in g  
system s.
The p aper i s  c o n s tru c te d  in  th e  fo llo w in g  way. In  S e c tio n  2 
an op tim al and polynom ial in  tim e a lg o rith m  i s  g iv en  f o r  th e  
problem  n |2 |  s = l ,  m ,= l, Т ^ = 1 , n o n p r | Ci ^ d i . S e c tio n  3 
d e a ls  w ith  NP-com plete problem s. I t  i s  shown t h a t  problem s 
n I 2 J s = l ,  f o r e s t ,  t  ^=1, n o n p r |c i ^ d i , n | 2 \  s = l ,  т-^=1,
<  , Т ±=1, n o n p r |C i $ d i  and n  I 3\ s * l ,  ^ * 1 ,  nonpr|C i ^ d i  
a re  N P-com plete. The co m p u ta tio n a l com plex ity  o f  th e  rem ain ing  
problem  n I 2 I s=k, r ^ O ,  *1^=1, n o n p r jc ^ d ^ ^  i s  s t i l l  open. 
In  S e c tio n  4 a  method f o r  so lv in g  th e  g e n e ra l problem  o f 
sch ed u lin g  u n i t  le n g th , independen t ta s k s  i s  d eve loped . This 
i s  done by re d u c tio n  to  th e  problem  of netw ork flow s w ith
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m u l t ip l i e r s .  F in a l ly ,  th e  problem  o f  m inim izing  maximum l a ­
te n e s s  i s  b r i e f l y  examined.
2. ALGORITHM FOR SCHEDULING TASKS ON TWO PROCESSORS 
In  t h i s  S e c tio n  we p re s e n t a s im p le , polynom ial in  tim e , a l ­
gorithm  f o r  sc h e d u lin g  u n i t  le n g th , independen t ta s k s  on two 
p ro ce sso rs  when every  ta s k  may r e q u ir e  n o t more th a n  a  u n i t  
of one type o f  a d d i t io n a l  r e s o u rc e . That i s ,  we c o n s id e r  th e  
problem n |2 | s = l ,  m ^ l ,  t i = l попрг(С± C d^. An a lg o rith m  f o r  
schedu ling  ta s k s  in  t h i s  case  may be d e sc rib ed  as fo llo w s . 
A lgorithm  1.
1° Form th e  l i s t  o f the  ta s k  in  n o n d ecreasin g  o rd e r  o f d^.
Renumber t a s k s  acco rd in g  to  t h i s  o rd e r . S et t := 0 .
2° A ssign ta s k  T-^  to  a p ro c e s so r  a t  moment t  and remove i t  
from th e  l i s t .
3° A ssign ta s k  T-^  to  th e  second p ro c e s s o r  in  th e  fo llo w in g  
manner :
a /  I f  R  ^ ( t-j) = 1 , choose th e  f i r s t  ta s k  on th e  l i s t  f o r  
which R-^  (T-j)= 0. I f  th e re  i s  no such ta s k  le a v e  th e  
second p ro c e s s o r  i d l e .
Ъ/ I f  R  ^ ^Т д)=0 , choose th e  f i r s t  ta s k  on th e  l i s t  w ith  
re so u rce  req u irem e n t R^ (Т-,)=1, i f  e i th e r  1=2, o r f o r  
every  к , 1 < k  ^ 1 , th e  fo llo w in g  c o n d itio n  b e in g  f u l ­
f i l l e d :
t+ l+  fC k - l)  /2*| £  dk ( 1 )
I f  th e  above c o n d itio n  i s  n o t f u l f i l l e d  f o r  some k , 
choose ta s k  T2 .
4  fk] deno tes th e  s m a lle s t  in te g e r  n o t l e s s  than X
- и -
4° Remove th e  a ss ig n ed  ta s k s  from th e  l i s t  and s e t  t : = t + l .
I f  th e re  a re  any ta s k s  on th e  l i s t ,  renum ber them and go 
to  s te p  2°.
L et us n o te  th a t  in  th e  above a lg o rith m  fo rm u la  (1^ i s  u sed  
to  check w hether o r  n o t i t  w i l l  be p o s s ib le  to  schedule ta s k s  
o p tim a lly  i f  ta s k  T^ w ith  R-^  (T-^) =1 i s  a ss ig n ed .
We w i l l  new prove th e  o p tim a li ty  o f  A lgorithm  1.
Theorem 1
A lgorithm  1 i s  o p tim al f o r  th e  problem  n | 2 | s= l, m ^ l ,  
t i = l ,  nonpr(Ci  £  d±.
P roof
L et us assume t h a t  th e re  e x i s t s  an o p tim al schedule 1C* and 
l e t  schedule o b ta in ed  a f t e r  u s in g  A lgorithm  1 d i f f e r  from  
i t .  We w i l l  prove th a t  ÎC i s  a ls o  o p tim a l.
А /
P i r s t ,  l e t  us assume th a t  in  A a  d i f f e r e n t  assignm ent i s  made 
th an  th a t  fo llo w in g  S tep  3 o f th e  a lg o r ith m . The fo llo w in g  
cases  may o ccu r.
i .  Schedule IT i s  n o t c o n s is te n t  w ith  S tep  3a of A lgorithm  1. 
Such a  case  may on ly  occur when T^ (w ith  R-^  (Т-^) =1J 
i s  p ro cessed  a lone  d e s p ite  th e  f a c t  t h a t  t ' s w ith
%  ( л )  =o
are  a v a i la b le .  I t  i s  obvious t h a t  by a s s ig n in g  one o f  th e s e  
ta sk s  to  th e  second p ro c e s so r  we can improve the  sc h e d u le .
A /l
Thus, J t  i s  a ls o  o p tim a l.
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i i .  Schedule &  i s  no t c o n s i s te n t  w ith  S tep  3b o f  A lgorithm  1.
Thus, i t  i s  th e  case t h a t  in  Jl a t  tim e t  th e re  a re
p ro cessed : T^, f o r  w hich  R^ (  Тд) =0 ( c f .  S tep s  2 and 3b
o f  A lgorithm  l )  , and T2 f o r  which d e s p i te  th e
f a c t  th a t  c o n d i t io n  ( i )  i s  f u l f i l l e d .  L e t us n o te  t h a t  we may, 
w ith o u t d e la y in g  any ta s k ,  p ro c e s s  T^ in  th e  p o s i t io n  f o r ­
m erly  a ss ig n ed  to  T2, where T1 i s  th e  f i r s t  ta s k  on th e  
l i s t  w ith R^ ( t^ sI .  This fo llo w s  from th e  f a c t  t h a t  th e re  i s  
no such Tk , l < k < l ,  f o r  w hich R-^(Т^)=1, and hence we may 
b e g in  p ro c e s s in g  T2 a t  moment t+1 , moving th e  beg inn ing  
o f  T^ to  moment t+2 , e t c .  F in a l ly ,  i n  th e  p o s i t io n  form er­
l y  assigned  to  we p ro c e s s  (  o r  Т^_2 i f  t  =1^ •
A ll  o f these  ch an g es do n o t cau se  the  sch ed u le  to  lo s e  i t s  
o p tim a li ty , b e c a u se  fo r  ev e ry  r a s k  Tk , l < k < l  , c o n d itio n  
C i )  i s  f u l f i l l e d .
We co n s id e r now o th e r  cases i n  which JL and JC may be d i f ­
f e r e n t .  N otice t h a t  these  c a s e s  a re  c h a ra c te r iz e d  bjr th e  f a c t  
t h a t  in  the o p tim a l schedule T  ^ i s  p ro ce ssed  f i r s t  and
Tk a f t e r  i t ,  d e s p i t e  the f a c t  t h a t  d ^ C d , .  The fo llo w in g  
s i t u a t io n s  may th u s  occur.
i i i .  R-^  (Тд^ = R C .Tk V  ^  i s  o d i o u s  th a t  i n  t h i s  case  we can a l ­
ways exchange ta s k s  Тд^  and T^ and such a change w i l l  
m ain ta in  th e  on-tim e s t a t u s  o f  both  t a s k s .
iv .  R^ ( t-J =1. R^ (т^ )= 0 . I f  ta s k  Тд i s  p ro cessed  in
p a r a l l e l  w ith  in  J t  , th e n  i f :
-  d ^ ^ d ^  and c o n d itio n  ( i )  i s  f u l f i l l e d ,  th en  th e  o b ta in -  
ed schedu le  Л  i s  c o n s is te n t  w ith  A lgorithm  1.
-  13 -
V .
/L e t  us n o te  t h a t  i f  c o n d itio n  ( i )  was n o t f u l f i l l e d  
th en  schedu le  IT  could  n o t he o p tim a l/ ;
-  d ^ ^ d ^ ,  th en  acco rd in g  to  i i i . ,  r e p la c in g  T^ and
Tk we do n o t cause th e  schedu le  to  lo s e  i t s  o p tim a li ty  
and ta sk s  T^ and T^ w i l l  he p ro cessed  in  p a r a l l e l .  
I f  T^ i s  p ro ce ssed  alone i n 3 T ,  th en  T^ . may he p ro ­
cessed  in  p a r a l l e l  on th e  second p ro c e s so r  
R^ =°, =1* ta s k  T i s  p ro cessed  in
p a r a l l e l  w ith  T-^  in  Л  , th en  i f
-  d . ^  d, , i t  i s  p o s s ib le  to  change th e  o rd e r  o f p ro c e s s -  
in g  such th a t  T y  and th e  ta s k  which was p ro cessed
in  p a r a l l e l  w ith  i t  in  1C , a re  p ro cessed  f i r s t  and in
t h e i r  p rev io u s  p o s i t io n  ta s k s  T-^ and T^ and
th e  new sch ed u le  i s  a lso  o p tim a l;
-  dj < dk and C =0, th en  we may re p la c e  T  ^ and 
T^ m a in ta in in g  t h e i r  on-tim e s ta tu s ;
-  d ^  d^ and R^ С ^ )= 1 , th en  X i s  c o n s is te n t  w ith  
A lgorithm  1 / c f .  S tep 3a o f th e  a lg o r i th m /.
Thus, we have proved th e  o p tim a li ty  o f  A lgorithm  1, s in c e  i f  
th e re  e x i s t s  any o p tim al schedule X , u s in g  s te p s  i ,  i i ,  i i i ,  
iv ,  and V ,  we may g e t ,  in  a  f i n i t e  number o f s te p s ,  an o p tim a l 
sch ed u le  Jv which i s  c o n s is te n t  w ith  A lgorithm  1 .
• j
I t  i s  easy  t i  v e r i f y  th a t  A lgorithm  1 ta k e s  0 (n  ) tim e.
3 . HP-COMPLETE SCHEDULING PROBLEMS
In  t h i s  S ec tio n  we g iv e  theorem s co n cern in g  th e  com plex ity  o f  
th e  rem ain ing  sc h ed u lin g  problem s. P ro o fs  may be found in  0).
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Theorem 2
Problem n |2 |s = l ,  f o r e s t ,  *£^=1, n o n p r j c ^ d ^  i s  N P-com plete. 
Theorem 5
Problem n |2 | s = l ,  т-^=1, ^  , T i = l, n o n p r j c ^  d i  i s  NP-com­
p le te .
Theorem 4
Problem n |3 |  s = l ,  *tV=l, n o n p r jc h ^ d ^  i s  NP-com plete
¥e g ive h e re  a ls o  an i n t e r e s t i n g  r e s u l t  co n cern in g  th e  poljr- 
nom ial r e d u c i b i l i t y  among th e  problem  o f m in im izing  maximum 
la te n e s s  and th e  problem  o f  sch ed u lin g  to  meet d e a d lin e s  £ 5]] .
Theorem 5
n lml ' Ч  Ijman œ  n lm|M Ci  £  di*
P roo f
Given th e  problem  n |m| Л/{ Ьтах  w ith  d e a d lin e s  d* and th e  value  
L o f ,aximum la te n e s s  f o r  w hich a "yes-no" q u e s tio n  i s  an­
sw ered, we can c o n s tru c t  an  in s ta n c e  to  n|m  |A .|c d± in  the  
fo llo w in g  way: P u t a l l  th e  p aram ete rs  th e  same as in  
n |m |X |L max, and p u t d± := d '  + L, i = l , 2 , . . . , n .
I t  i s  c le a r  t h a t  th e  problem  n|m I M  Lmaj, has a s o lu t io n  w ith  
v a lu e  L i f  and on ly  i f  th e  problem  n |m \X |c i ^ d i  has an 
answer "y e s" .
Q
Follow ing  S e c tio n s  2 and 3 we may summarize th e  com plex ity  
o f  sch ed u lin g  to  meet d e a d lin e s  in  th e  fo llo w in g  T able 1.
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T a b le  1
Com plexity o f sc h ed u lin g  problem s to  meet d e a d lin e s
P r o b l e m
c o m p l e ­
x i t y
m 9
m l
R e f e r e n c e s
0 ( n 2 ) 2 L * 1 0 S = 1 n ^ - 1 f
o p e n 2
L - 1 0
S =  1 -
N P - c o m p l e
t e
2 V f o r e s t s  = 1 - Í 5 ]
N P - c o m p l e
t e
2
n = 1
- s  = 1 m „  « 1  
1 [ 5 ]
N P - c o m p l e
t e
3
ИII
0 S = 1 - [ 5 ]
4. REDUCTION TO THE NETWORK FLOW PROBLEM 
As we have s ta te d ,  th e  problem  n |2 |s = k ,  r ^ O ,  L i =-> 
n o n p r jc ^ ^ d ^  s t i l l  rem ains open. In  th i s  S e c t io n , we p r e s e n t  
a method f o r  so lv in g  t h i s  problem  » b u t we do not c la im
th a t  i t  can be so lv ed  in  polynom ial tim e . F u r th e r ,  we w i l l  
show how th e  problem  njm |s=k, r ^ O ,  t ^ = l ,  n o n p r jc ^ ^ d ^  
can be so lv e d . Namely, we reduce i t  to  th e  problem  of ne tw o rk  
flow s w ith  m u l t ip l i e r s .  The l a t t e r  can be fo rm u la ted  as fo llo w s .
L et G be a d i r e c te d  graph w ith  v e r t i c e s  s^ jS g ^ v ^ ,. . .  »v^ 
and a rc s  e-, , e « , . . .  ,e  . L et w" "(v) be th e  s e t  of a rcs  d i r e c te d
-L i_ 4.
in to  v e r te x  v and w+(v ) ,  th e  a r c s  d i r e c te d  away from v  . G 
w i l l  be s a id  to  denote a netw ork w ith  m u l t ip l i e r s  i f :
a /  The so u rce , s^ , o f th e  netw ork has no incoming a r c s ,  
i . e .  w” ( s 1)= 0 .
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Ъ / The s in k , s 2 , has no o u tg o in g  a r c s ,  i . e .  w+ ( s 2) =0. 
с /  With e v e ry  v e r te x  v.  ^ /e x c lu d in g  th e  source and s in k /  
th e re  co rre sp o n d s  an in t e g e r  h ^ O ,  c a l le d  i t s  m u lt i ­
p l i e r ,
d /  To each a r c ,  e^, th e re  co rresponds an  in te r v a l
We are  r e q u i r e d  to  f in d  a  flow  v e c to r  ф а ^ ф ^ , ^ . . . , )  
such th a t :
1 /  а1$ ф 1 <.Ъ1
27 h (v ) " I  & Ы  ф1i tw “Cv^
^  i lw ” (s2}
fo r  a l l  V , v/s-, , v /s ,
i s  maximized
ф1, i = l , 2 , . . . , q ,  a r e  in te g e r s .
S o lv in g  the p ro b lem  n |2 |* = k , r ^ / 0 ,  Ц=1, n o n p r^ C h ^ L  we 
c o n s tru c t  a n e tw o rk  in  the fo llo w in g  way. Each arc  e^ has 
a s s o c ia te d  w ith  i t  an in t e r v a l  £ ° . d  , t h a t  means e i t h e r  
ф^=0 o r ф^=1. We d is t in g u is h  th re e  groups o f  v e r t i c e s .  A ll 
h(y j a re  equal to  1 except some v e r t ic e s  from  the  second group.
The f i r s t  group r e p re s e n ts  tim e  in te r v a ls  i n  th e  sh e d u le . For 
example v e r te x  1 re p re s e n ts  tim e  in te r v a l^ ) ,  ÏJ , v e r te x  2, 
tim e in te rv a l  L1 - 2]  , and so on . I t  i s  obv ious th a t  th e  op tim al
sch ed u le  must be no longer th a n  d.D imax=m ax^d^ . So th e  number
o f v e r t i c e s  in  th e  f i r s t  group i s  equal to  d . „ .0 ^  u imax
The second group o f  v e r t ic e s  r e p re s e n ts  th e  p o s s i b i l i t y  o f 
p ro c e s s in g  ta s k s  i n  p a r a l l e l .  T hat i s ,  we have a v e r te x  c o r ­
resp o n d in g  to  th e  p a r a l l e l  p ro c e s s in g  of T. and T . /we denote
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i t  by T ^ /  i f  and on ly  i f  B ^ T j)  + * ^ 0 ^ ) 1 = 1 , 2 , . . . , s ,
and b o th  d , ^ r .  and d , ^ r ,  . S ince  in  th i s  way we s im u la te  th e
J- J J •*-
p ro c e s s in g  o f two ta s k s  in  p a r a l l e l ,  we have a  m u l t ip l i e r  2 
a s s o c ia te d  w ith  each such v e r te x .  Of co u rse , we a lso  have n 
v e r t i c e s  th a t  correspond  to  th e  p ro c e ss in g  o f  s in g le  ta s k s .
/T h e ir  m u l t ip l i e r s  a re  equal to  1 / .  The t o t a l  number of v e r -
2t i c e s  o f th e  second group i s  0 n
We draw an a rc  jo in in g  v e r te x  к  C.k-1 » 2 ». . . .  » d j ^ ^  ) of th e  
f i r s t  group to  th e  v e r te x  T .T . ( o r  T . ) , o f  th e  second group
i f  and on ly  i f  ta s k s  T. and T. ^ o r  s in g le  T. )  can be p ro c è s -X J X
sed in  th e  tim e in te r v a l  i . e .  both  r^=max b ’r 4 <
£  k - l  and d ^ m in  ^ L , d  Л  ^  k .
The th i r d  group o f v e r t i c e s  c o n ta in s  n v e r t i c e s  which c o r ­
respond  to  ta s k s .  We draw an a rc  jo in in g  a v e r te x  from th e  
second group w ith  v e r te x  T  ^ from th e  th i r d  g roup  i f  and o n ly  
i f  t h i s  f i r s t  i s  one o f th e  fo llo w in g : T. o r  T .T .,  j = l , 2 , . . . . ,  
n . In  t h i s  way we a re  su re  th a t  a l l  ta sk s  w i l l  be p ro cessed .
I t  i s  c le a r  t h a t  th e  maximal flow  j _ £ ^ ( s ) ф^ i s  equal 
to  n and can be ach ieved  i f  and o n ly  i f  a l l  t a s k s  meet t h e i r  
d e a d lin e s . The op tim al schedu le  i s  c o n s tru c te d  on the b a s is  
o f th e  o b ta in ed  a rc  f lo w s.
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5 . PINAL REMARKS
In  th e  c la ss  o f  problem s o f sch ed u lin g  to  m eet d e a d lin e s  under 
re s o u rc e  c o n s t r a in t s  the  o n ly  problem  f o r  w hich an o p tim a l and 
polynom ial in  tim e  sch ed u lin g  a lg o rith m  i s  known to  e x i s t  i s  
n ^ 2 ^ s= l, m^=l, 1^= 1 , n o n p r jc k ^ d ^  The more com plicated  p rob ­
lem  w ith  an a r b i t r a r y  number o f re so u rce  ty p e s  s t i l l  rem ains 
open . Other p ro b lem s have been  proved to  be N P-com plete.
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THE STATISTICAL BEHAVIOR OP A CHARACTERISTIC 
OF THE INSERTION ALGORITHM 
"BATCHED HASHING AND LINEAR PROBING"
A. K rám li J .  P e rg e l
In  t h i s  n o te  we in v e s t ig a te  th e  s to c h a s t i c  b eh av io r o f 
some s t a t i s t i c s  a r i s i n g  from th e  in s e r t i o n  a lg o r ith m  "b a tch ed  
h a sh in g  and l i n e a r  p ro b in g "  /s e e  [ l ] / .  In  th e  l i t e r a t u r e  / s e e  
e .g .  [2] /  th e re  a re  r e s u l t s  f o r  th e  p r o b a b i l i ty  d i s t r i b u t i o n  
o f th e  most im p o rtan t c h a r a c t e r i s t i c s  o f such  a lg o r ith m s , b u t
t h e i r  tim e e v o lu tio n  -  from th e  p o in t o f view o f common d i s ­
t r i b u t i o n s  -  i s  l e s s  exam ined. In  [3] th e re  i s  proved th e
M arkovity o f th e  p ro c e s s  of th e  number o f co n n ec ted  f u l l  i n t e r  
v a is  in  th e  case  o f "h ash in g  an l i n e a r  p ro b in g " , moreover th e  
t r a n s i t i o n  p r o b a b i l i t i e s  a re  d e te rm in ed . Now we g e n e ra l iz e  
th e s e  r e s u l t s  to  th e  case  o f b a tch ed  h a s h in g .
F i r s t  we g iv e  a s h o r t  d e s c r ip t io n  o f  th e  a lg o r ith m . L et 
a f i l e  c o n s is t  o f  N b lo ck s  /b u c k e ts /  and each b lo ck  can con­
t a i n  к r e c o rd s .  I f  a new re c o rd  i s  to  be in s e r t e d ,  th e n
a h ash  fu n c tio n  k « ) e O , - , N) a s s ig n s  a b lo ck  ad d ress  
to  лД . I f  th e  l l  (Д ) - t h  b lo ck  c o n ta n in s  l e s s  th a n  к e l e ­
m ents i s  a f ix e d  n a tu r a l  num ber/, th e n  th e  new re c o rd  i s  
p la ced  in to  t h i s  b lo c k . I f  i t  c o n ta in s  к r e c o r d s ,  then  th e  
re c o rd  w i l l  be p la c e d  in  th e  f i r s t  b lo ck  o f th e  sequence 
ll  ОД) , 1г (/Д ) + 4 j ... C o n ta in in g  l e s s  th e n  к r e c o rd s .
/The s ig n  "+" i s  u n d ers to o d  mod N, w hich means th a t  th e  f i l e  
i s  c o n s id e red  to  be c i r c u l a r / .  The sequence
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( 4 = 1 , 2 , . . . ,   ^ i s  supposed to  be a sequence  o f independen t 
i d e n t i c a l l y  d i s t r i b u t e d  random  v a r i a b le s .  Let us in tro d u c e  
some n o ta t io n s .  The v e c to r  0 (t) c: (0^  (t) d e s c r ib e s
th e  s t a t e  o f  th e  f i l e  a f t e r  th e  i n s e r t i o n  o f th e  t - t h  re c o rd ;  
0 L[i) i s  th e  number of r e c o r d s  in  th e  b lo ck  i .  The v e c to r  
I  ( i)  -  ( ( Д . . .  ^  U) ) i s  th e  s t a t i s t i c s  / a  fu n c t io n  o f 
0 (0 / th e  s to c h a s t i c  b e h a v io r  of w hich i s  to  be in v e s t ig a te d .
«
= th e  number of b lo ck s  c o n ta in in g  i  re c o rd s
.(0  I i f  i < t
= th e  num ber o f co n n ec ted  in t e r v a l s  o f 
b lo ck s  c o n ta in in g  к re c o rd s  i f  i  = k
N o tic e  th a t  î  ( t )  i s  d e te rm in ed  by t  I (i) {» (^)
b u t f o r  th e  sak e  o f th e  s im p l i c i ty  of th e  tre a tm e n t we assume 
i t  a s  a component o f  ^(t) •
Theorem 1. The v e c to r  p ro c e s s  f GO i s  M arkov.
P ro o f . F i r s t  we g iv e  th e  p o s s ib le  ty p es o f t r a n s i t i o n s
| ( t )  —  |(i+<)
I .  There i s  a u n iq u e  i  such th a t  § (t+^) =» f^ ( ^ ) - “f
' l  - 4 ' l -  4
5. ( t+4) = Í : (OH J L
f o r  every ^ -éç. i -4) t
and j. (444) = f  U)
I I . ! Л t u b  f , ( 0  , f ,  ( И  = L M-4
*L i ] f e - 4
and
,(* * < )=  1 . ( 0
r *
f o r  every  j  < li- 'i
III.  ^ (4 + -0 = and there is a unique Í  6
I
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such th a t  + ^  W H  f  ^
and $. (U4J= i  . ( 4) f o r  every  j. Af î - {  } iÎ: M “ C- ( 0
O u
IV.
and
V.
a n i  ^ _ ( И "  
f  • ( tM ) = ! .^ ( О  f o r  every ^ ^  ^  - 4
u + o  = ? ,(* ) -<  “ d Ц ь , ) - <
:k 4 ' ' k
and |j  (t) f o r every  j  < t -  \  .
For the  p ro o f  of th e  M arkovity  o f th e  p ro c e ss  fft) we 
have to  v e r i f y  th e  r e l a t i o n
(2) p ( f ( m )  I Î W , f u - ' ) , . . .  ) = P ( f  ( t+<) I Í (t í )
R e la t io n  (2 ) f o r  th e  t r a n z i t i o n s  o f ty p e  I  i s  a sim ple 
consequence o f th e  symmetry o f  th e  i n s e r t i o n  a lg o r ith m . In  
th e  rem a in in g  4 c a se s  th e  p ro o f  o f  (2) can  be c a rry ed  ou t 
an a lo g o u s ly  / r e p la c in g  form ula (3) by th e  c o rre sp o n d in g  o n e s /  
th e r e f o r e  we do i t  on ly  f o r  t r a n s i t i o n s  o f ty p e  V .
For a c o n f ig u ra t io n  0 we d en o te  by { è ^ s )
th e  sequence of co n n ec ted  in t e r v a l s  o f  f u l l  b lo c k s  and by 
^0 th e  sum of th e  le n g th s  of th e  co n n ec ted  in te r v a l s  o f  
f u l l  b lo c k s , which a re  fo llo w ed  by a un ique b lo c k  c o n ta in in g  
к - l  re c o rd s  and a f u r th e r  i n t e r v a l  o f f u l l  b lo c k s . By th e  
d e f i n i t i o n  o f  th e  i n s e r t i o n  a lg o r ith m :
(3) P ( S fcM 0(D ) =
Í I
N
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th e  s e t  o f a l l  c o n f ig
(0 I
)•••) ^0(i) J
r ùj ? < ) • • • )  ^  (4- 'j
L et u s  denote by L /l  *> '
u r a t io n  0(t) f o r  which th e  sequence { ^§(t) >"' )  
i s  a p e rm u ta tio n  o f  th e  n a t u r a l  numbers ^  j . .  l v ,
By th e  fo rm u la  (3) and  th e  symmetry o f  th e  in s e r t i o n  
a lg o r ith m  a t  ev e ry  moment t  under th e  p e rm u ta tio n s  of th e  
a d d re s se s  p r e s e rv in g  th e  s e t  o f  n a tu r a l  numbers
t«*2m v
o(V9m "I l
l ë ( t )  J
( 0 s {vm
m ) “ • )  ht)
we g e t  th e  p r o p e r t ie s  :
does n o t depend on th e(4) P C t ' j .
o rd e r  o f  numbers
m
and
(5) P ( i fcM - ^
|U ) .
The p ro p e r ty  (4) rem ains v a l i d  under ev e ry  c o n d it io n  on th e  
p a s t   ^ j )--• , w hich to g e th e r  w ith  p ro p er
ty  (5) proves (2) f o r  t r a n s i t i o n s  o f  ty p e  V .
C *W , (t)) depends on ly  on th e  s t a t e
A b s t r a c t
In this talk the authors prove that a statistics of the 
record insertion algorithm "batched hashing and linear pro­
bing" forms a Markov process.
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A STOCHASTIC MODEL IN PRESENCE OP INTERMITTANT
FAILURE
Benczúr A ,, K rám li A .,
In  p ap e r £e] we p u b lis h e d  our f i r s t  r e s u l t s  con cern in g  a 
s to c h a s t ic  model f o r  th e  b eh av io u r o f  a com puter system  in  
p resen ce  o f i n t e r m i t t e n t  f a i l u r e s .  We have deduced  our model 
from lo g ic a l  c o n s id e ra t io n s  o f  works M  and Г г] assum ing t h a t  
th e  f a i l u r e s  can be lo c a l iz e d  to  th e  lo s s  o f  th e  co n ten t o f 
c e n t r a l  memory /q u ic k  r e c o v e r y / .  Led by p r a c t i c a l  e x p e rie n c e s  
f i r s t  we were i n t e r e s t e d  in  tim e consuming u p d a te  p ro c e sse s  
which a re  ty p i c a l  f o r  b a tc h  sy s tem s .
The c o s t  o f an u p d a te  ru n  i s  a convex /n o n l i n e a r /  fu n c ­
t io n  o f th e  e x tra  tim e caused  by f a i l u r e s ,  t h e r e f o r e  we had  to  
in v e s t ig a te  n o t only th e  mean v a lu e  o f th i s  e x t r a  tim e, b u t 
th e  a sy m p to tic  b eh av io u r o f i t s  p r o b a b i l i ty  d i s t r i b u t i o n .
Our model i s  very  c lo s e  to  m odels g iv en  by Chandy И  and 
Gelenbe [4 ] -  Por th e  s im p l ic i ty  o f  tre a tm e n t we assume th e  
tim e to  be d i s c r e t e ,  and we n e g le c t  th e  tim e o f  c r e a t in g  a 
check p o in t /w hich  i s  p r a c t i c a l l y  equal to  a c o n s ta n t v a l u e / .  
F u r th e r  we assume th a t  th e  reco v e ry  tim e  i s  equal to  th e  
tim e Yt  o f  th e  norm al w orking  o f  th e  system  a f t e r  the  l a s t  
check p o in t  /  Yb meana th e  age o f  th e  s e rv e r  i n  [4 l / ,  i f  
d u rin g  th e  reco v e ry  no f a i l u r e  o c c u rs . In  th e  o p p o s ite  c a s e ,  
when a f a i l u r e  o c c u rs , th e n  th e  system  r e tu r n s  ag a in  to  th e  
l a s t  c h e c k p o in t, e . t . c .  -  so in  o u r model f a i l u r e s  a re  a llo w ed  
d u r in g  th e  reco v ery  p ro c e d u re .
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We denote by M  th e  sequence o f  tim e i n t e r v a l s  
betw een  two c o n s e c u t iv e  f a i l u r e s ,  w hich form s a sequence o f
i . i . d .  random v a r i a b l e s ,  i . e .  the f a i l u r e  p ro cess  i s  a g e n e r ­
a l  renew al p r o c e s s .  The seq u en ce  Ш  o f  time i n t e r v a l s  b e t ­
ween two c o n s e c u t iv e  c h e c k p o in ts  m easured by th e  tim e o f th e  
n o rm al working o f  th e  system  i s  a seq u en ce  o f i . i . d . a n d  bounded
F t y  •random  v a r ia b le s  w ith  th e  common d i s t r i b u t i o n  fu n c t io n  
We assume th a t  t h e  p ro c e s se s  M  and a re  t o t a l l y
in d ep en d en t.
I f  the f a i l u r e  p ro ce ss  i s  Markov ren ew a l / i . e .  i s
g e o m e tr ic a lly  d i s t r i b u t e d  w ith  the p a ra m e te r  p  / ,  th e n  we 
can  re p la c e  th e  c o s t  Urt) o f the re c o v e ry  in tro d u c e d  in  [4 ] 
by th e  expected tim e  U Y t )  o f  th e  re c o v e ry  p rocedure  d i s t u r b ­
ed by random f a i l u r e s  ( h  i s  th e  age o f  th e  se rv e r").
So, from th e  p o in t o f  view  of ex p e c te d  ex tra  tim e caused  
by f a i l u r e s  ou r m odel can be reduced  to  G elenbe’s one.
But i f  we a r e  in t e r e s t e d  in  the p r o b a b i l i ty  d i s t r i b u t i o n  
o f  t h i s  ex tra  t im e ,  or th e  f a i l u r e  p ro c e s s  i s  no t Markov r e ­
n e w a l, then our m odel i s  more ad eq u a te .
I t  i s  easy t o  c a lc u la te  th a t  under th e  above assu m p tio n s 
ï ,  C Yfc )  >  C  p  ^  see  [ 5]  . So, by £4]  the  s ta t io n a r y  
p r o b a b i l i ty  o f t h e  norm al w ork ing  o f th e ^ sy s te m  i s  eq u a l to  
0 , i f  th e  momentum g e n e ra to r  fu n c tio n  J>~ P. ^
o f th e  d i s t r i b u t i o n  fu n c tio n  R j )  does n o t  e x is t  f o r  
*=< 4  • Qhis f a c t  makes n a tu r a l  our c o n d i t io n  on th e  
boundedness o f •
L et us in t r o d u c e  th e  random  p ro c e s se s {  9 |J  K J
éw  =  -  9 k
The random v a r ia b le  0 ^  i s  eq u a l to  th e  d is ta n c e  between 
th o se  ch eck p o in ts  from where th e  k - l - s t  and th e  1с-Ь» re c o v ­
e r i e s  were made, and 8 ^  i s  th e  e x tra  tim e caused  by th e  
к -th  f a i l u r e .
n i ( 4 ,  is  the
J=< *
number o f f a i l u r e s  o c c u rin g  up to  th e  n - t h  c h e c k p o in t. )
I f  , th en  {  } and f  ®lc }
a re  sequences o f  i . i . d .  random v a r i a b l e s ,  and Anscombe’ s
Set "1Л = min ^n f a
c e n t r a l  l im i t  theorem  can be a p p lie d  to  th e  normed sums
V" S k . E e k
k . 4  'n J * ~
I f  P  С V  « Н О  f o r every  l £  max , th en  th e
sequence can be embedded in to  an  i r r e d u c ib le  a p e r io d ic
Markov ch a in  { E le î w ith  f i n i t e  s t a t e  sp ace , th e r e fo r e  th e r e  
e x i s t s  a unique s ta t io n a r y  d i s t r i b u t i o n  fo r  Ä 1  . I t  can  
be shown th a t  i f  th e  p ro c e s s  |  i s  s t a t i o n a r y ,  th a n
th e  p ro cess  £  0^ 1 i s  a l s o  s t a t i o n a r y .  Set E 6^  = ftl, E  Cj 
where th e  e x p e c ta t io n  i s  tak en  on th e  b a s is  o f  s ta t io n a r y  
d i s t r i b u t i o n s .  The s t a t io n a r y  sequence s a t i s f i e s  th e
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s tr o n g  m ixing c o n d i t io n ,  and  Rozanov’ s c o n d i t io n  see  h i  o f  
th e  v a l id i t y  o f  th e  c e n t r a l  l im i t  theo rem . Under f u r th e r  con­
d i t i o n s  on p ro c e s s e s  { % ]  and ( U  we can p rove th e  c e n t r a l  
l i m i t  theorem  f o r  the sums
to o  :
í * k í h as  f i n i t e  8 - t h  moment and
F  f  ÜL ~ lT0 ) 00>th e n  th e r e  e x i s t s  a p o s i t iv e  number ^
k
su ch  th a t
lim
Oo
p(
21
lc«4____________
*  vT \T
u '
2
We can fo rm u la te  th e  q u eu e in g  problem s a n a ly s e d  by Gelenbe 
in  our re co v e ry  model to o .
We assume t h a t  the  queue can be a r b i t r a r i l y  lo n g , the  
p r o b a b i l i ty  o f  th e  a r r i v a l  o f  a r e q u e s t  a t  th e  moment t  i s  
e q u a l to  p<  1 in d e p e n d e n tly  o f  th e  s t a t e  of th e  system  and 
th e  s e rv ic e  tim e  -  m easured by th e  tim e o f  th e  no rm al working 
o f  th e  system  -  i s  g e o m e tr ic a l ly  d i s t r i b u t e d .  L et be
th e  le n g th  o f th e  queue a t  t .
The p ro c e s s  C M  can  be re g a rd ed  as  a doubly  s to c h a s ­
t i c  Markov c h a in  th e  t r a n s i t i o n  p r o b a b i l i t i e s  o f  w hich depend 
on th e  r e a l i z a t i o n s  of p ro c e s s e s  { * « , ]  and /h e re  ^
d o es no t c o n ta in  th e  tim e , when th e  queue i s  em p ty /. The p ro c ­
e s s  t u  can  be embedded in to  a Markov ch a in  t  Ы  w ith  
c o u n ta b le  s t a t e  sp a c e . U sing  th e  e lem en tary  m ethods o f renew­
a l  th e o ry  th e r e  can  be p roved  th e  fo llo w in g :
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THEOREM 2. The p ro c e s s  £  ^ has s t a t io n a r y  d i s t r i b u t i o n  i f
and only  i f  p  КП
A b s t r a c t
This t a l k  g iv e s  an example f o r  th e  a p p l ic a t io n  o f c e n t r a l  
l im i t  theorem s in  th e  c a lc u la t io n  o f  th e  p r o b a b i l i ty  d i s t r i b u ­
t io n  fu n c tio n  o f th e  e x tra - t im e  consumed by re c o v e ry  p ro ced u ­
r e s  en su rin g  th e  r e l i a b l e  w orking o f  DBMS.
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OPERATING SYSTEM AND DATA BASE 
FOR A SMALL PRODUCTION CONTROL SYSTEM
A.Wolisz, A.Krawet, J.Mierzwa, A.Nowakowski 
1 .INTRODUCTION
Authors of this paper took part in the project of developing 
a dispatcher-aiding computer system for the soaking pits divi^:v 
sion of iron and steelworks. By now, the system has been suc- 
cesfully operating for 6 months, and considerable amount of 
experience on it*s exploitation has been obtained. The problem 
of systèmes functional characteristic, and scope of application 
software for such a plant will be discussed in a separate pa­
per, being mentioned here briefly to give some impression of 
the problem whitch was solved. Cn the other hand, some solutions 
introduced in the structure of operating system, application 
software and data base organisation are believed to be of more 
general type-pertaining possibly to a larger class of discrete 
type production control systems.
2.PLANT DESCRIPTION
The soaking pits division is a crucial part of the so called 
"hot steel line" in a steelwork, situated between the melting 
shop and slabbing mill. The division should provide the slabfc . 
bing mill with a constant stream of properly heated ingots, in­
dependently of possible perturbances in melting shop operation. 
In order to do so, it is provided with a local stock of ingots 
/a local buffer/ and cooperates closely with a cold ingots ma­
ga zine.
The scheme of material flow in soaking pits division is presen­
ted in fig.1.
In the considered case the soaking pits division consisted o.f 
40 pits, each of them allowing for the average load of 100 tons 
and being recharged in average once during a shift.
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Ingots were delivered in batches corresponding to consecutive 
casts, consisting of 300-350 tons of steel. Up to 3000 tons of 
steel could be hold on the local stock. Up to twenty mould ty­
pes and 150 types of steel were to be considered.
fig . 1
3.SYSTEM FUNCTIONS
The computer system was assumed to operate in a real-time 
off-line mode, being used by a dispatcher in a conversational 
V/ay. The main functions were following ones : 
a/ keeping track of the material flow through the plant, in­
cluding ;
- perserving information about the load of every soaking 
pit
- perserving information about the local stock of ingots
- constant displaying of the pit*s actual state
b/ suggesting the way of heating and time to be spend in the 
pits, including :
- classification of ingots to various groups
- charging temperature calculations
- determining the number of process phases and their dura­
tion
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с/ heating monitoring,consisting in displaying the time-to- 
completion for every phase and alarming the dispatcher if 
any process phase has not been completed in proper time 
d/ reporting - including shift reports and current reports 
All the information about the division's operation is intro­
duced by the dispatcher through an alfanumeric keyboard, 
in conversational units corresponding to elementary technolo­
gical operations.
4.SYSTEM CONFIGURA TION
The scheme of the utilized computer system configuration 
is presented in fig.2.
fig. 2
The equipm ent c o n s i s t  o f :
-  C e n tra l P ro c e s s in g  U nit w ith  16 kword co re  memory /CPU/
-  2 V id eo -D isp lay s /VD1 and VD2/ w ith  a lphanum eric  K eyboards
-  C h a ra c te r  P r i n t e r  /С Р/
-  Paper Tape R eader /PTR/
-  Paper Tape Punch /РТ Р/
P e r ip h e ra ls  were u t i l i s e d  in  th e  fo llo w in g  way :
-  The PTR was used f o r  in tro d u c in g  th e  code and data  e x c lu s i ­
vely
-  The PTP was used fo r  o b ta in in g  th e  h i s to r y  o f every h e a t in g
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cycle, to be later used as a source information for accoun­
tancy, technology analysis and quality inspection
- The CP was used for reports printing and obtaining hard co­
py of some actions
- The VD1 was used for conversation - it is data introducing 
and obtaining information about the suggested decisions
- The VD2 was used for displaying the state of soaking pits 
division
5. GENERAL SOFTWARE ORGANISATION
We shall now discuss briefly the software and data base 
organisation, presented in fig.3 following representation in­
troduced in /1/.
Permanent DB Variable DB 03 DB
f i g . 3
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A detailed discussion of some main parts will follow in con­
secutive sections. The data base is devided into three main 
parts :
a/ The permanent data base /PDB/
PDB contains information about the mathematical models in­
cluded in the system, eg. the cooling model, the heating 
model. The PDB may be changed exclusively through reading 
from the paper tape under the operating systems initial 
start module supervision. It is of the read-only type for 
all programs included in the system, 
b/ The variable data base /VDB/
VDB contains information about the actual state of the > 
plant, thus enabling monitoring of the material flow and 
soaking pits operation, 
с/ The Operating System data base /OSDB/
OSDB contains all information desired for program schedu­
ling, buffers for inter-program communication, and device 
management tables.
Program modules included into the system have been devided 
into several levels /fig.3/ grouping those having equal ac­
cess rights to other modules and various parts of data base. 
Arrows represent the privilege of calling lower levels by mo­
dules occupying higher levels.
a/ The lowest level consisting of I/O traffic control routine 
. / and drivers for peripheral devices^ handles the I/O re-* ■-* „
quests. All the peripherals except of video-displays ope­
rate in a fully asynchronous way, with speed controled by 
the CPU. The interface standard is in agreement with the 
one utilised in Hewlett-Packard computers /2/. Interfacing 
of the video-display /Videoton VT 340/o-type/ is different 
because in the SEND mode and ACTIVISATION LOOP their ope­
ration speed is computer independent and information loss 
has to be avoided. Detailed discussion of this problem is 
given in the Appendix.
b/ The FORTRAN LIBRARY contains a set of routines for standard 
mathematical and logical operations. It includes also a 
special program, the FORMATTER, used as the single interfa-
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ce between I/O requests of the applications programs and 
the device management level. FORMATTER allows for data in­
put and output in the desired, predefined format.
с/ The Application Library /АЫВ/
А Ы В  contains a set of routines prepared to operate on VDB. 
They perform data storage and retrieval in specific data 
structures used in VDB, like packing and unpacking several 
data items into one memory location. They perform a number 
of sorting and searching operations according to the defi­
ned key. ALIB contains also a subroutine for editing stan­
dard massages and input data control routines for data 
correctness checking.
d/ The Application Modules, are designed as conversational 
units for man-machine communication. Eighteen such modules 
included in the system may be requested by the dispatcher 
through appropriate operations codes. Those modules are 
closely connected with various technological situations, 
about which either data are to be introduced, or some in­
formation is to be obtained from the system. After choo­
sing the proper module the dialog is controled by the com­
puter, which asks consecutive questions. The dispatcher 
has to introduce numerical or alphanumerical data of defi­
ned type when requested. As sometimes a logical-type an­
swer /YES or N0/ is needed so called DECISION POINTS have 
been defined, were the answer YES, NO or CHANGE THE MODULE 
>M0DULE CODE < is to be given, '//hen no application module 
is being executed, a pseudo module - waiting for a new mo­
dule request is in progress. Both ALIB and Application Mo­
dules are written in FORTRAN.
e/ Alarm Module is utilised on operátoros request, communica­
ted thrugh the CPU switch register, in the case of peri­
pheral devices failure, in order to arrange proper recon­
figuration. This module nay be also called when the device 
improper operation has been established by the Operating 
System. 1 • It haust access to the device management level, 
to break the improper I/O operation and clear the device 
s ta tus.
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f/ The Time-Tracking Module, is in charge of monitoring the 
time-dependent events, emiting proper signals if a module 
connected with such an event should be executed, 
g/ The Job Scheduler, is in fact a sophisticated interval
clock^s driver. The utilised CPU does not have a real-time 
clock, but only an interval clock generating interrupts 
with frequency 1/sek. The Scheduler is being executed with 
such a frequency, analysing the state of the computer sys­
tem, possible requests for modulées execution, signals from 
the time-tracking module which it activates every minute 
and other signals edited, while application module was exe­
cuted. It organises also a real-rtime clock in the way of 
interval counting. After the analysis and testing of some 
I/O devices conditions, a proper program is started /inclu­
ding the possibility of resuming the interrupted one/.
Remark : As modules f and g operate interrupting the execution 
of lower levels, which are not of reentrant type, 
neither the time-tracking module nor the scheduler 
may use any of the a, b, c levels modules.
The scheduler includes an initialisation section, seting sys­
tèmes starting conditions according to the needs represented 
by the switch register. There is possible to start with any 
combination of following actions :
- reading the code from PTR device
- reading the content of PDB from the PTR device
- clearing the content of VDB
Afterwords the initial state of VDB can be introduced in a 
conversational mode, and the clock is set, starting normal 
operation.
6.DATA BASS DESCRIPTION
In the previous section the data base has been briefly descri­
bed. Nov/ some more details on it^s organisation shall be given. 
The PDB consists of 14 files, defined as either vectors or two 
dimensional matrices. In the files data are organised in most 
cases in a relational structure, of either simple or hierar­
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chical type. Two files used as dictionaries from technological 
symbols into internal code are accessed by direct search of the 
key. This structures where chosen so as to minimise the joint 
memory requirements of the PDB and using it programs.
The VDB has a more general structure which can be used also in 
other discrete-type production control systems. It consists of 
three main files; the agregate file /АР/, the material-batches 
file /МВР/ and the report file /RР/. The AP has a constant 
number of fixed length records, equal to the number of agrega- 
tes /soaking pits/. The file is represented as a relational 
data structure of the two-dimensional matrix type where every 
row discribes the state of a single agregate /3/. The agrega­
te number points directly to a record. Every record contains 
19 fields coded into 15 words of memory. The information is 
changed after' every technological operation.
The MBP has a variable /with upper limit/ number of fixed 
length records, equal to the number of material batches 
/casts/ served during the current shift in the division. Like 
previously the file is represented as a two-dimensional matrix, 
each row containing information about a single cast. The first 
field in every record contains the key /cast number/, and pro­
per records are found by direct search. Key equal to zero deno­
tes the end of file. Each record consists of 17 fields coded 
into 12 memory words. The information is changed after every 
technological operation and after the shift end the completly 
finished casts are removed.
The RP file is a vector structure containing information about 
the production progress. The data are modified after every ope­
ration connected with the material flow.
The OSDB is divided into three main parts;
a/ the inter-program communication area is accessible for upper 
software levels /d - g/,it contains :
- Logical Device Table enabling adressing of the logical de­
vices, and peripherals interchanging by software means in 
the case of failures
- Information about the actual time and data
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- Flags signalling conditions for some application program 
according to the situation in which they are called, in 
order to modify their functions according to Operating 
Systèmes decision.
b/ Schedulers data base available for this program exclusively
consists of following informations :
- buffer for human operator commands
- stack for preempted programs
- pointer to the actually executed program
- program table containing information about application 
programs supervised by the scheduler /fig.4/. Priority of
the programs is given by their order
the alarm routine
activation index starting adress
p e r io d ic a l  program
activation index starting adress counter period
application modules /operator driven/
activation index starting adress operator code
activation index is set for every program which has 
been found by the scheduler to meet conditions for
execution /for detailes look in section 7/
Program ta b le  e n t r i e s  fo rm a ts , 
fig. 4
с/ Device management tables, containing the actual information 
about the  p e r ip h e ra l  devices included into the system, and 
information about the actualy fulfilled operation. Those 
being a part of standard software obey, like the I/O routi­
nes the HP standard. This part contains also special 
VD-driver^s flags described in the Appendix.
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7.PROGRAM STATES
The graph describing possible progrem^s states is given in 
fig.5.
READY
fig.5
The usual programme state is READY, which can be changed to AC­
TIVE if proper conditions /eg. time period, internal conditions 
switch register change or operator request/ have been satisfied. 
This transition is fulfilled by changing activation index of 
the proper program to one /fig.4/ by the scheduler, or in case 
of the periodic programs, by the time-tracking module, being in 
turn activated every full minute by the scheduler. Prom this 
state on the priority basis defined by the position in program 
table only one program is chosen and moved to the state EXECU­
TED, which is marked in the actually executed program pointer. 
The time-tracking module and alarm routine are moved to this 
state according to the preemptive priority rule, while other 
programs are scheduled according to the head of the line disci­
pline. While in the EXECUTED state the program is interrupted 
allowing for scheduler's and time-tracking modulées activity.
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thus being temporarily move to an INTERRUPTED state. If during 
the scheduler's activity a transmission fault is detected the 
interrupted program is not resumed, and it^s status is changed 
for READY. After program .completion the state is changed for 
READY. If during execution of a conversational type program 
operator decides in a DECISION POINT to change it, using a 
proper code /that code is read to a buffer/, the program is 
moved to a SUSPENDED state, and during the nearest scheduler's 
operation moved to the READY state, while another program is 
chosen for execution on the usual basis. Thus the response ti­
me for operator request has an upper equal to 1 second.
3 .RELIABILITY PRECAUTIONS
Vie shall now describe shortly precautions which hai^ e been 
taken to assure systèmes reliable operation. A carefull analy­
sis of possible operating errors has been fulfilled on the de­
sign stage, resulting in software structure. It has been assu­
med basing on the laboratory experience that the CPU will be 
highly reliable /in fact two CPU failures occured during 8 
months, including one caused by external factors/, the peri­
pheral devices being more vulnerable. The human operator was . 
expected to be the most dangerous part of the system, being 
suspected to undertake-conciously or by mistake a lot of 
strange and misleading actions. Basing on those assumptions 
following security steps have been incorporated : 
a/ The proper introducing of code and data has been assured by
- reading the code in records with checksums
- reading data /the PDB/ in the form of 30 records, contai­
ning 37 ASCII characters each. The parity is checked for 
every character, while records are provided with check­
sums. /the early version constrained only to parity con­
trol was found unsufficient/. In the case of code or PDB 
corruption /eg. as a result of very hard electromagnetic 
disturbances/ it is possible to introduce it again, per- 
serving the other parts of data base. In fact such event 
was observed a few times.
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b/ Precautions against peripheral failures included :
- a specific, highly reliable comnunication node with the 
video-displays /look Appendix/, including testing of the 
transmission end emergency procedures.
- the possibility of destroing any I/O operations with de­
vice clearing, if desired, allowing to ask for that ac­
tion from the CPU swith register in the normal operation 
mode.
- the possibility of reconfiguration of peripheral devices 
if desired, allowing to control this action from the CPU 
swith register. In fact it is possible to continue operas 
tion only with one video-display, which is selected by 
the operator. Reports can be produced on the paper tape 
punch in the case of printer s failure.
с/ The operations code format is defined as :
Í’xxxxI
'he lea ’.er^ four characters code
In the basic state /it is waiting for requests/ all other 
messages are ignored.
d/ Dialog mode was defined so that after recognising the pro­
per operations code every data is asked for with detailed 
questions /eg. Cast Number - ...» Mould type - ..,/.
In a normal mode the video-display keybord is inhibited and 
in order to activate it the TYPE key has to be pressed. 
After typing the data a SEND key has to be pressed in order 
to enable the transmission. This feature of the used VD 
prevents accidental information generation. Every informa­
tion introduced in an application module is stored during 
its execution in working buffer, thus enabling the opera­
tor to break dialog and distroy the data if, basing on some 
computer answers he finds them wrong. Only after completing 
the whole module, data are stored in the VDB. 
e/ Every introduced piece of.data is tested
- visually, by the operator between typing and transmiting 
- by the special input routine, to check if the data is of 
the desired type, the possibilities being - numeric or
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alphanumeric. Afterwords numeric data are compared with 
the upper and lower value for the specific data type 
/the system allows for 30 pairs of boundary values/. Im­
proper data are dropped, and the question for data is re­
peated.
- if the introduced data describes on which agregate /soa­
king pit/ or material batch /cast/ the technological ope­
ration defined by the operation's code was fulfilled, it 
is checked if this operation is permitted on this very 
object, basing on the possible operations sequences. Il­
legal attempts are refused. Example: Unloading ingots in 
the heating phase is prohibited.
- if the introduced data stays for the quantity, it is tes­
ted if the defined operation on such a quantity is possi­
ble, and if such a quantity is available in the very si­
tuation. Example: While attempting to charge 10 ingots 
from this cast remain uncharged.
- in some cases outputs of special modules are also tested 
for upper and lower limit, thus discovering illegal com­
binations of data, each of which satisfies the boundary 
tests. In this case the temporary data buffer may be des- 
troied and application module repeted.
f/ In the case when an improper, although reasonable data has 
been introduced, operator may change it easily using a spe­
cial module enabling direct accès to the AF and O F  files 
of the variable data base. However a hard copy of every 
such actions is perserved. Although an attempt was done to 
minimize the data volume memorized in the data base in some 
cases that has been allowed for a bit of redundancy between 
those files, in order to find possible discrepences in the 
introduced changes pointing out an error.
9 . CONCLUSIONS
The described system has been succesfully implemented in 
the industrial environment. Its operation in a hard environ­
ment, while served by operators withou computer science b âck -
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ground /only öfter short training/ verified the validity of 
applied solutions. Especially the reliability precautions pro­
ved to be extremly usefull and efficient. It proved to be impo­
ssible to brake the system down by any improper operation, na­
turally, due to the memory limitations, the functional scope of 
the Operating System is highly limited, creating numerous di­
fficulties for example in introducing any changes in the sys­
tem. However, the authors believe, that after slight modifica­
tion and development a similar solution could fairly well cope 
with the needs of simple dispatcher-aiding systems.
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APPENDIX
COMMUNICATION BETWEEN THE CPU AND VIDEO-DISPLAY
In this section we shall discuss briefly the problem of in­
formation exchange between the CPU and VD, being of a specific 
nature due to the VT 340/o type displays organisation. As it 
has already been mentioned in section the communication rules 
incorporated in the system are in agreement with the Hewlett- 
Packard standard, of the following type :
The peripheral device is activated by sending a control signal. 
After generating a single byte /or word/ of information the pe­
ripheral device 3ends the ’’flag" signal, which causes the CPU 
to read the data. If a further information unit is expected, 
then a consecutive control signal is given. The output process 
takes part in much the similar way. Thus the peripheral device 
works with a speed controlled fully by the CPU. It is quite 
different with the VT 340/o video-displays, as far as data in­
put is concerned.
First of all, in the conversational mode of operation, the hu­
man operator has to be given the discretion when to transmit 
data to the CPU, this being done by pressing the SEND button on 
the keybord, thus causing the VD to switch ’into the send mode. 
However this does not cause sending any information to the com­
puter. The CPU has to ask for the VD status by sending the VD*s 
number, and only after that a status section containing three 
bytes of information /the status and cursor^ row and column/ 
is transmitted. However those three bytes are being send inde­
pendently from any CPU signals,mwith a speed depending on the 
VD output module exclusively! Neither is any acknowledgement 
signal expected. If the status section has been received the 
CPU may send a "transmit” command, after which the transmission 
starts, and goes on up the same rules аз the status section 
transmission, that means independently from any CPU signals.
The organisation of intercooperation of processes involved- in 
the data input activity is shown in fig.AI.
PORI,UTTER ________________________DRIVER______
'initial section Continuation section 4
Р/3/ 3:=3-1 ETX
J 0
V/3/ 3:=3+1
Initial conditions:
= °2  = °3  = ° 4  = 
f i g . A I
VIDEO-DISPLAY
P A V
Trans­
mission
end of message 
indicator
C
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Three processes are involved in this action, namely :
- the Formatter routine, organising the I/C operation if uti­
lity programs are written in FORTRAN
- the driver routine, organising the elementary input opera­
tion
- the VD logic, generating the data if either the status sec­
tion or data block is transmitted.
The usual binery semaphore nototion is being used.
Meanings of the utilised semaphores are following :
- is the transmission start semaphore 
^2 - is the byte-ready for input signal
- is a driver activation signal, when the data readiness is 
found by the Formatter
3^ - is a CPU ready for next transmission signal.
Analysing the scheme given in fig.AI it is easy to prove the 
incorrectness of this synchronisation scheme, as the monitoros 
transmission loop is not influenced by the speed of other pro­
cesses. Thus data loss might occur, if the reading process 
would not be fast enough, for exemple in the case of higher 
priority interrupt service. How could this be avoided ?
A trivial solution could be immediately given : one should do 
all the reading in an interrupt-diseabled mode. However this 
solution is a wrong one from the reliability reasons.
If the VD was disconnected during the transmission /it means 
set to the local mode by the human operator/ all the computing 
process would be blocked. Thus the clock has to be given hig­
her priority and allowed to interrupt. On the other hand the 
clock service routine, that means the job scheduler module 
needs for its execution such an amount of time, that informa­
tion losses would certainly occur. The following solution has 
been applied :
If the status section is transmitted, a special semaphore is 
decremented, preventing the clock interrupt to be served, de­
laying it*s execution until the section i3 finished.
In the case if the data transmission takes place, only a short 
part of the job scheduler is executed, delaying the rest until 
the first interrupt after the transmission is completed.
-  52  -
The variety of applied solutions was caused by the different 
type of both cases.
The data transmissions are comparatively rare, thus the delay 
in executing of the full interrupt service is permitted.
In  the case of status section, it ’s length is very small, but 
the section is usually repeated constantly in a "wait loop" 
for the send status. Thus the clock interrupts are likely to 
find the status section of transmission for several consecuti­
ve times, and the full service wouldnt take place for a long 
time. In the utilised solution every interrupt service takes 
place after the section’s completion, thus with a delay of a 
fraction of second. If the next interrupt found the previous 
one unserved /which is tested/ it would mean that a transmis­
sion failure occured, the transmission would be broken, and 
proper message for the operator would be send.
Such an organisation has proved itself correct during the 
system’s operation.
DEADLOCK PROBLEMS IN A MULTICOMPUTER
INTERCONNECTION SYSTEM 
L* Sim onia i
R esearch  I n s t i t u t e  f o r  A pplied  Computer 
S c ie n ces , B udapest, Hungary
Summary
An o p e ra tin g  system  c a l le d  MUSCLE i s  b e in g  developed to  su p e r­
v is e  th e  o p e ra tio n  o f a  m u lti-co m p u te r system . MUSCLE r e q u ir e s  
two hardw are re so u rc e s  to  tra n s m it a b lo c k  o f d a ta  between two 
u s e r  p ro c e s s e s . S ev e ra l t r a n s f e r s  a re  execu ted  c o n c u rre n tly  so 
th e  p o s s i b i l i t y  o f system  deadlock  e x i s t s .  In fo rm a tio n  about 
th e  re so u rc e  a l lo c a t io n  s t a t e  o f th e  com plete system  i s  d i s ­
t r ib u te d  among th e  p a r t i c ip a t in g  com puters. A llo c a tio n  d e c i­
s io n s  have to  be based on in fo rm a tio n  lo c a l l y  a v a i la b le  as  
opposed to  co n v en tio n a l c e n tr a l iz e d  sy stem s.
A fte r  a b r i e f  overview  o f  th e  system  methods to  d e a l w ith  
dead lock  a re  rev iew ed . Two a lg o rith m s a re  p re se n te d  bo th  o f 
which use on ly  lo c a l ly  a v a i la b le  in fo rm a tio n  to  p re v e n t dead­
lo c k . A dead lock  model due to  Coffmann i s  used to  in v e s t ig a te  
th e  system  b eh av io u r. The b a s ic  o b se rv a tio n s  s u f f i c i e n t  to  th e  
c o n s tru c tio n  o f a fo rm al p ro o f on th e  d e a d lo c k -f re e  b eh av io u r 
o f  th e  system  a re  g iv en  f o r  bo th  a lg o r ith m s .
A sim ple hardw are e x te n s io n  i s  proposed to  make th e  t o t a l  a l ­
lo c a t io n  s t a t e  a v a i la b le  tro u g h o u t th e  system  and a lg o rith m  
3 e x p lo i t s  t h i s  p o s s i b i l i t y .
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1 . Overview o f  th e  system
A m u lti-co m p u te r o p e ra tin g  system , c a l le d  MUSCLE /M U lti-com - 
p u te r  System C o n tro l E nvironm ent/ i s  under developm ent a t  
SZAMKI.£lj| . The hardw are c o n f ig u ra t io n  i s  shown on f i g .  1 .
At most 4 Rio com puters a re  in te rc o n n e c te d  by a s in g l e ,  h ig h ­
sp eed , b i d i r e c t i o n a l  bus. Each com puter c o n s is ts  o f  a  s tan d ard  
R io p ro c e s s o r , memory, th e  u s u a l  complement o f MINIBUS p e r i ­
p h e ra ls  and a  s p e c ia l  d i r e c t  memory ac c e ss  f a c i l i t y  /DMA/.
The DMA allo w s c o n c u rre n t, h ig h  speed t r a n s f e r  o f d a ta  b locks 
betw een s p e c ia l  DMA p e r ip h e ra ls  /e g . d is k ,  ta p e s  e t c . /  and the  
memory, and -  i f  connected th ro u g h  a bus c o n tro l  u n i t  /BCU/ to  
th e  common bus -  between th e  memory u n i t s  o f d i f f e r e n t  p ro ­
c e s s o r s .  The a c tu a l  in fo rm a tio n  exchange i s  done autonom ously 
u s in g  a r e g i s t e r  s e t  /COW/ in  each BCU. T h is r e g i s t e r  s e t  con­
t a i n s  th e  u s u a l channel c o n t ro l  p a ram ete rs  / d i r e c t i o n ,  word- 
c o u n t, memory a d d r e s s / .  The n e c e ssa ry  a c t io n s  a t  i n i t i a t i o n  
and te rm in a tio n  o f  a DMA t r a n s f e r  a re  execu ted  u s in g  th e  MINIBUS.
On a  lo g ic a l  l e v e l  th e  system  c o n s is ts  o f  s e v e ra l  u s e r  p ro ­
c e s s e s  com m unicating th rough  lo g ic  ch an n e ls  as  shown on f i g .
2 . A lo g ic  ch an n e l i s  a named e n t i t y  co n n ec tin g  two p ro c e s se s , 
and capab le  to  t r a n s f e r  d a ta  u n id i r e c t io n a l ly  betw een th e  p ro ­
c e s s e s .  A p ro c e s s  may p o sse ss  s e v e ra l  lo g ic  ch an n els  co nnec ting  
i t  to  th e  same o r  d i f f e r e n t  p ro c e s se s  ex e cu tin g  on any p ro ­
c e s s o r  in  th e  sy stem . A p p ro p ria te  u se r  commands a re  p ro v id ed
to  open o r c lo s e  th e  lo g ic  ch an n e ls  and to  send o r re c e iv e  
in fo rm a tio n  u s in g  them. The j o i n t  e f f o r t  o f  th e  two p ro ce sse s  
i s s u in g  a  send and a re c e iv e  command r e s p e c t iv e ly  f o r  th e
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same lo g ic  channel i s  n e c e ssa ry  to  t r a n s m it  a b lo c k -o f  d a ta . 
D e ta i ls  o f th e  system  w i l l  he re p o r te d  e lsew h ere .
The p ro c e s so rs  a re  ab le  to  send s h o r t  /1 6  b i t s /  a d m in is t r a t iv e  
m essages to  each o th e r  to  sy n ch ro n ise  t h e i r  b eh a v io u r . The 
a c tu a l  d a ta  t r a n s f e r  on a  lo g ic  channel r e q u ir e s  th r e e  conse­
c u t iv e  a c t io n s .
-  r e q u e s t :  s ig n a l l in g  t h a t  th e  p ro c e ss  on the  r e q u e s t  send ing  
s id e  i s  read y  to  t r a n s f e r ;
-  acknowledgement: s ig n a l l in g  th a t  th e  p ro cess  on th e  r e q u e s t  
a c c e p tin g  s id e  i s  a ls o  read y  to  t r a n s f e r ,  th e  CCW i s  loaded  
w ith  th e  a p ro p r ia te  p a ram ete rs  and marked busy;
-  t r a n s f e r :  a f t e r  g e t t in g  th e  acknowledgement th e  r e q u e s to r  
s id e  im m ediately  r e q u e s ts  i t s  CCW, and i f  a c q u ire d  lo ad s  i t  
w ith  th e  t r a n s f e r  p a ram ete rs  and s t a r t s  the  t r a n s f e r ,  which 
once s ta r t e d  ru n s  autonom ously u n t i l  com pletion . A fte r  com ple­
t io n  bo th  CCWs a re  r e le a s e d .  The t r a n s f e r  i s  an u n d iv is ib le  
a c t io n  w hereas th e  bus i s  re le a s e d  a f t e r  a r e q u e s t  o r an 
acknowledgem ent.
There i s  a com plete symmetry between th e  p ro c e s s e s , both  o f 
them may fu n c tio n  as e i t h e r  a r e q u e s to r  o r an a c c e p to r  depend­
in g  on th e  a c tu a l  tim in g  c o n d itio n s . T ra n s fe r  on s e v e ra l  lo g ic  
ch an n els  may be in  any o f i t s  ex e c u tio n  phases s im u lta n e o u s ly . 
The in fo rm a tio n  n e c e ss a ry  f o r  the  c o r r e c t  o p e ra t io n  i s  d i s ­
t r ib u te d  in  th e  system . Each o f th e  p ro c e s so rs  "knows” on ly  a  
p a r t i a l  s t a t e  o f  th e  system  p e r t in e n t  to  i t s  o p e ra t io n . To 
c o n t r a s t  a l l  in fo rm a tio n  n ecessa ry  to  d e a l w ith  dead lock  i s
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available in the same memory in a monocomputer system.
Now the possibility of deadlock is clear. Suppose that on 
behalf of logic channel ROWDATA connecting user processes P2 
and P3 executing on processorl and processor2 respectively an 
acknowledgement was sent by processor2 so CCW in BCU2 is busy. 
Suppose further that on behalf of logic channel INTT connect­
ing PI and P4 executing again on processorl and processor2 an 
acknowledgement was also sent by processorl. Now neither pro­
cessorl nor processor2 can acquire its CCW and start the 
transfer. A classic example of system deadlock has occured.
2. Deadlock and deadlockfree behaviour
Three conditions are necessary for a deadlock situation to 
exist И =
- mutual exclusion: each process claims exclusive control of 
the resources it uses;
- nonpreemption: a process does not release the resources it 
holds until it completes its use of them;
- resource waiting for the others to release resources.
Three approaches are possible to deal with deadlock:
- prevention: one or more of the above conditions are pre­
cluded by eppropriate system design;
- detection and recovery: the joint progress of all processes 
in the system is monitored and recovery operations are 
started if deadlock is observed;
- avoidance: on the basis of advance information, resources 
are allocated at any instant so, that deadlock will never
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occur.
The last two gsproaches are infeasible in our case, because
- both requires complete information about the system state;
- avoidance requires some more advance information about re­
source usage.
Preventation remains therefore as the only viable solution, 
requiring that at least one of the necessary deadlock condi­
tions cannot hold.
Mutual exclusion of resource usage is mandatory. Preemption 
is possible, but has two serious disadvantages. Some kind of 
reset action should be provided, which complicates the basic 
three step transfer procedure. Moreover the bus load is in­
creased by the additional administrative messages while it 
should be kept as low as possible. So resource waiting has to 
be regulated so as to preclude system deadlock.
3. The model
The deadlock model of Coffman et al. H- H is used to for­
malize the behaviour of the system. The allocation graph Qk 
is a directed graph defined as a set of vertices corresponding 
to the resource types Rl,...Rm, and a set of edges. Qk contains 
an edge (Hi, R;j^  iff at the time instant t(k) to which the 
graph applies some task T holds resource type Ri and requests 
resource type Rg.
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In  th e  system  we have R l ,. . .R m  /m=4/ u n i t  c a p a c ity  re so u rc e s : 
th e  CCWs o f each hus c o n t ro l  u n i t ,  one f o r  each p ro c e s s o r . The 
lo g ic  ch an n e ls  correspond  to  ta s k  ch a in s  o f £2] o r  to  ta sk  o f 
a -  I f  a lo g ic  channel co n n ec ts  p ro c e s s o r i  and p ro cesso r^
i . e .  i t  u se s  Ri and Rj to  execu te  a  t r a n s f e r  th e n  i t  w il l  he 
denoted  by L C ij. An acknowledgement o f lo g ic  channel LCij means 
th a t  i t  h o ld s  / s a y /  Ri and to  t r a n s f e r  i t  r e q u e s ts  reso u rce  
Rj i . e .  e x a c tly  the  edge ( i l i ,  Rj^ ) ap p ears  in  th e  a l lo c a t io n  
graph  a f t e r  an acknowledgement has been s e n t .
When th e  t r a n s f e r  ta k e s  p la c e  edge (R i,R ;j) i s  d e le te d  and b o th  
re so u rc e s  r e le a s e d .  As th e  system  c o n ta in s  u n i t  c a p a c ity  r e ­
so u rces  a  c i r c u i t  in  th e  a l lo c a t io n  graph  i s  a n e c e ssa ry  and 
s u f f i c i e n t  c o n d itio n  to  d ead lock .
Three a c t io n s ,  a  r e q u e s t ,  an acknowledgement and a  t r a n s f e r  
a re  needed to  tra n sm it a  b lo ck  of u s e r  in fo rm a tio n . The r e ­
so u rces  re q u ire d  f o r  th e s e  a c tio n s  a re  a l lo c a te d  by id e n t ic a l  
re so u rc e  m anagers, one f o r  each re so u rc e  Ri in  th e  system .
A re so u rc e  manager s e rv e s  th e  needs o f  and perfo rm s the n ec­
e s s a ry  a c t io n s  on b e h a lf  o f  th e  lo g ic  ch an n els  u s in g  i t s  r e ­
so u rce . So a  re so u rce  m anager has com plete in fo rm a tio n  about 
th e  a c tu a l  re so u rce  re q u ire m e n ts , and re so u rc e  usage of th e  
lo g ic  ch an n e ls  u s in g  th e  co rresp o n d in g  r e s o u rc e . However, o n ly  
a p a r t  o f th e  a l lo c a t io n  s t a t e  o f th e  com plete system  i s  a v a i l ­
ab le  l o c a l l y .  The d e c is io n s  made s e p a ra te ly  by th e  in d iv id u a l 
re so u rc e  managers a c co rd in g  to  some a l lo c a t io n  p o l ic y  should  
c o n tr ib u te  to  the  d e a d lo c k -f re e  b eh av io u r o f th e  com plete
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system.
Each resource manager should execute a deadlock prevention 
algorithm before initiating an action on behalf of a logic 
channel and the execution should be repeated until nomore ac­
tion can be initiated. The possibility to initiate an action 
exists whenever a user command, a request, an acknowledgement 
is accepted or a transfer is completed. The local information 
including the resource status is updated automatically by the 
appropriate procedures, /send request, send acknowledgement, 
start transfer/. The common bus should be acquired before any 
decision is taken by a resource manager to execute a possible 
action. Thereby only a single decision together with the cor­
responding action is allowed in the complete system at any 
instant and the consistency of the local information is pre­
served. Bus ownership ensures exactly the necessary mutual 
exclusion.
4. D eadlock p re v e n tio n  in  MUSCLE
Two algorithms are proposed. The basis of both algorithms is 
some kind of ordering of the resource usage common with most - 
if not all - non-preemptive deadlock preventation algorithms. 
The first algorithm solves the deadlock preventation problem 
by ordering the actions allowed and thereby indirectly the 
resource acquisitions.
Two actions involve resource acquisition according to the 
transfer procedure: acknowledgement and transfer start, both 
require the CCW to load the transfer parameters. If transfer 
start precedes acknowledgement deadlock is prevented. This
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a lg o rith m  works re g a rd le s s  w hether th e  lo g ic  ch an n e ls  have 
p r i o r i t i e s  o r  n o t .  I t  should  be no ted  th a t  th e  o rd e r in g  o f 
sending  ou t r e q u e s ts  i s  in  f a c t  im m ate ria l because i t  d o esn ’ t  
mean re so u rc e  a c q u is i t io n .  S e le c t io n  o f a lo g ic  channel among 
th e  c a n d id a te s  w ith in  any of th e  th re e  a c tio n  c l a s s  can be 
based on any s e le c t io n  p o lic y : e .g .  p r i o r i t y  o r  FIFO. I f  
channels a re  s e le c te d  acco rd in g  to  t h e i r  p r i o r i t y  perm anent 
b lo ck in g  may o ccu r. I f  the  s e le c t io n  p o lic y  i s  FIFO, a FCFS 
/ f i r s t  came f i r s t  s e rv e d / s e rv ic e  s t r a te g y  i s  r e a l i z e d  on 
u s e r  le v e l .
A p ro o f o f th e  d e a d lo c k -fre e  b eh av io u r o f the  system  can be 
based on th e  fo llo w in g  o b se rv a tio n . Resource Ri can on ly  be 
a l lo c a te d  i f f  no t r a n s f e r  can be s t a r t e d .  An edge d ir e c te d  
from v e r t i c e  Ri ap p ears in  th e  a l lo c a t io n  graph o n ly  i f f  
v e r t ic e  Ri i s  i s o l a t e d ,  so no c i r c u i t  may e x i s t .
The second a lg o rith m  in tro d u c e s  th e  n o tio n  o f p r i o r i t y .  The 
p r i o r i t y  o f lo g ic  channel LCij i s  d e fin e d  as fo llo w s : 
p : i f  i ^ j  th en  i . j  e l s e  j . i  end 
where . (d o t^  i s  th e  c o n c a te n a tio n  o p e ra to r .
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ALGORITHM!. 
begin
if resource Ri is free
then select a logic channel where acknowledegement was 
received; 
if successful
then start transfer
else select a logic channel where request and user 
command was received 
if selection is successful 
then send acknowledgement
else select a logic channel where user command 
was received 
if successful
then send request 
end
end
end
else select a logic channel where user command was 
received 
if successful
then send request 
end
end
end algorithml;
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This d e f in i t i o n  g iv es  a p a r t i a l  o rd e r in g  among th e  lo g ic  chan ­
n e ls , n e v e r th e le s s  i t  i s  s u f f i c i e n t  because i t  i s  based on th e  
f u l l  o rd e r in g  o f the  r e s o u rc e s .
I f  th e  in d ic e s  o f th e  re so u rc e s  a re  regarded  a s  re so u rce  p r i o ­
r i t i e s  th e n  Ri i s  c a l le d  th e  h ig h e r  p r i o r i t y  and Rj the low er 
p r i o r i t y  re so u rc e  of lo g ic  channel LCij p ro v id ed  th a t  i  ^  j .
The a lg o rith m ) p rev en ts  dead lock  by p rec lu d in g  any reso u rce  man­
ag er to  a l lo c a te  i t s  re so u rc e  as th e  h ig h e r p r i o r i t y  one to  any 
lo g ic  channel i f  th e re  e x i s t s  a lo g ic  channel w hich has a l r e a d y  
acq u ired  o r  w i l l  a c q u ire  i t s  low er p r i o r i t y  r e s o u rc e .  An e s ­
s e n t i a l l y  id e n t i c a l  a lg o rith m  can be c o n s tru c te d  i f  h ig h e r i s  
changed to  low er and low er i s  changed to  h ig h e r  in  the l a s t  
se n ten c e . The p rec luded  case  i s  a n ecessa ry  c o n d i t io n  of th e  
c i r c u la r  w a i t .  P recluded  a l lo c a t io n  graph c o n f ig u ra t io n s  a re  
shown on F ig .3 .  The fo llo w in g  a lg o rith m  assumes th a t  an a r t i ­
f i c i a l  lo g ic  channel o f  h ig h e s t  p r i o r i t y  i s  p re d e f in e d  where 
n o .a c t io n  i s  n ec essa ry  a t  any tim e.
I t  i s  i n t e r e s t i n g  to  n o te  th a t  sen d in g  out a  r e q u e s t  i s  a l s o  
re s tr ic te d  in  c e r ta in  cases^ a lth o u g h  i t  doesn’ t  mean re so u rce  
a l lo c a t io n .
A c o r re c tn e s s  p ro o f can be based a g a in  on th e  p r o p e r t ie s  o f  th e  
a l lo c a t io n  g rap h . An edge d ir e c te d  from v e r t i c e  Ri to  v e r t i c e  
Rj where i  У j appears in  th e  graph i f f  v e r t i c e  R i i s  i s o la te d  
and w i l l  rem ain  i s o la te d  u n t i l  edge Q u ,R j^  i s  d e le te d , so no 
d ir e c te d  p a th  may c lo s e . ALG0RITHM2 i s  more in v o lv e d  than  th e
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ALG0RITHM2:
b e g in
e x i t := f a l s e ;
s t a r t  from th e  h ig h e s t  p r i o r i t y  lo g ic  channel 
r e p e a t  s e le c t  n e x t  low er p r i o r i t y  lo g ic  channel 
i f  resou rce  R i i s  f re e
then i f  an  acknowledgement was a c c e p te d  on th e  
l o g i c  channel s e le c te d  
th e n  s t a r t  t r a n s f e r ;  
e x is t  := tru e
e l s e  i f  a r e q u e s t  and a u s e r  command was
accep ted  on the lo g ic  channel s e le c te d  
then  i f  reso u rce  R i w i l l  be a c q u ired  by 
th e  s e le c te d  lo g ic  ch an n el as 
th e  low er p r i o r i t y  one 
o r no re s o u rc e  R j, j ^ i  has been 
o r w il l  be acq u ired  by any lo g ic  
channel se rv e d  by t h i s  re so u rce  
manager
then  send acknowledgement 
e x i t i= t r u e
end
e ls e  i f  a  u se r command was accep ted  on 
th e  lo g ic  ch an n e l s e le c te d  
then  send r e q u e s t ;  
e x i t := t r u e
end
e ls e  i f  a u s e r  command was accepted on th e  lo g ic  
c h a n n e l s e le c te d
th e n  i f  re so u rce  Ri was a c q u ire d  by a lo g ic
channel a s  the low er p r i o r i t y  re so u rc e  
or f o r  re so u rc e  Rj to  be re q u e s te d  j ) i  
then send  re q u e s t; 
e x i t := t r u e
end
end
u n t i l  e x it o r  nomore a c t io n  i s  p o s s ib le  
end algorithm ?!"
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p rev io u s  one b u t g iv in g  p re fe re n c e  to  c e r ta in  lo g ic  channels 
could  be a  d e s i r a b le  p ro p e r ty .
о ----------- -------------- *9«
Ri Rj Rk
e x is t in g  edge
— pr ecl uded edge
i  > 3 > к
A llo c a tio n  graph c o n f ig u ra t io n s  
p rec lu d ed  by A1G0RITHM2.
F ig . 3.
LC2o
ORo
A sa fe  a l lo c a t io n  graph  in  th e  sim ple sy stem .
F ig . 4
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5 . Hardware su p p o r t
A number of a lg o r ith m s  s im i la r  to  th o se  p re se n te d  can be de­
v is e d .  These a lg o r ith m s  a r e  more r e s t r i c t i v e  than  n e c e ssa ry  
because  only l o c a l l y  a v a i la b le  in fo rm a tio n  i s  used . As an 
example c o n s id e r  a  sim ple system  /s e e  F i g . 4 /  c o n s is t in g  on!y 
o f  re so u rce  Ro, R I, R2 and lo g ic  ch an n els  LC2o and LC21 u s in g  
re s o u rc e s  R2, Ro and R2, R1 r e s p e c t iv e ly .  Assume th a t  Ro i s  
a l lo c a te d  to  LC2o and R1 i s  a l lo c a te d  to  LC21. Both a lg o rith m s 
p re se n te d  would p re v e n t t h i s  s i tu a t io n  to  occur a lth o u g h  i t  
i s  com pletely  s a f e .  The in fo rm a tio n  n e c e s s a ry  to  c o n s tru c t  th e  
a l lo c a t io n  s t a t e  o f  the  t o t a l  system  can be c o l le c te d  by u s in g  
new ty p es  of a d m in is t r a t iv e  m essages. But t h i s  p ro cess  has to  
be done befo re  each  and ev e ry  a l lo c a t io n  d e c is io n  and th e  busy 
p e r io d s  of th e  b u s  would in c re a s e  undu ly . The cure i s  worse 
th an  th e  i l l n e s s  i t s e l f .  Some m o d if ic a tio n  o f  the hardw are 
seems to  be d e s i r e a b le .  Assume a 2 b i t  r e g i s t e r  in  each bus 
c o n t ro l  u n i t .  F o r BCUi th e  c o n te n t of t h i s  r e g i s t e r  i s  j w hile  
CCWi i s  a l lo c a te d  to  lo g ic  channel LCij o th e rw ise  th e  c o n te n t-  
i s  i .  I f  the c o n te n ts  of th e s e  r e g i s t e r s  a re  gated  in to  th e  
d a ta  bus whenever th e  bus i s  f r e e  and lo ad ed  in to  s t a tu s  
r e g i s t e r  /h i t h e r to  unm entioned n e v e r th e le s s  e x i s t in g /  o f th e  
BCU a c q u ir in g  th e  bus when th e  bus g e ts  busy  then  th e  t o t a l  
system  s ta te  v a l id  in  t h i s  i n s t a n t  becomes a v a i la b le .
ALG0RITHM3 i s  b ased  on th e  f a c t  th a t  a  c i r c u i t  in  th e  a l ­
lo c a t io n  graph i s  a  n e c e ssa ry  and s u f f i c i e n t  c o n d itio n  in  
t h i s  c a s e , so an a l lo c a t io n  s t a t e  i s  e i t h e r  s a fe  or dead­
lo c k e d .
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ALG0RITHM3;
b eg in  read  in  t o t a l  system  s ta te  from  th e  s t a tu s  r e g i s t e r ;  
send r e q u e s ts ,  s t a r t  t r a n s f e r s  acco rd in g  to  some 
a r b i t r a r y  a l lo c a t io n  p o lic y ; 
i f  send ing  an acknowledgement i s  in ten d ed
th en  re p e a t  a tte m p t to  a l lo c a te  re so u rc e  Ri to  a  
lo g ic  channel;
check th e  r e s u l t i n g  system  s ta te  
u s in g  a dead lock  d e te c t io n  a lg o rith m ; 
i f  th e  a l lo c a t io n  i s  s a fe  
th e  send acknowledgement
end
u n t i l  a  s a fe  a l lo c a t io n  i s  found o r 
nomore a l lo c a t io n  i s  p o s s ib le
end
end a lg o rith m ^ .
Now th e  dead lock  d e te c t io n  a lg o rith m s  o f а -  и  or И  
can be used and even an ex h au stiv e  t e s t in g  w ith  th e  co m p lex ity  
o f  n! i s  f e a s ib le  s in c e  n=4.
The dead lock  d e te c t io n  a lg o rith m  can  a lso  be r e a l iz e d  by 
hardw are. There a re  4^=256 p o s s ib le  c o n f ig u ra t io n s  of th e  
a l lo c a t io n  g raph , and f o r  each c o n f ig u ra t io n  i t  i s  p o s s ib le  
to  determ ine w hether th e  s ta te  i s  dead locked  o r  n o t. I f  a  
256x1 b i t  re a d -o n ly  memory i s  ad d ressed  by th e  8 b i t  system  
s t a t e ,  th e  o u tp u t o f  th e  ROM w i l l  g iv e  e x a c t ly  th e  r e q u ir e d  
in fo rm a tio n .
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N a tu ra l ly  the  co m p lex ity  o f  th e  hardware s o lu t io n  grows very  
f a s t  i f  the number o f re s o u rc e s  i s  in c re a s e d .
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SOME REMARKS ON THE ALGEBRA OP AUTOMATA
Jü rg en  Dassow
1. INTRODUCTION AND DEFINITIONS
We can re g a rd  a com puter as a netw ork  o f h ig h  co m p lex ity  w hich 
c o n s is ts  o f  a l o t  o f  e lem en tary  au to m ata . Such e lem en ta ry  a u to ­
m ata a re  c h ip s  r e a l i z i n g  c e r t a in  fu n c t io n s  o r  m icrop rog ram s, 
d is k s  and so on . I t  i s  obvious t h a t  we can c o n s tru c t  n o t o n ly  
one com puter b u t a b ig  v a r ie ty  o f  au tom ata  u s in g  th e  g iv en  
e lem en tary  au tom ata  and th e  a llow ed  in te r c o n n e c t io n s .  T here­
fo re  i t  i s  n a tu r a l  to  ask  w hether o r  n o t we can r e a l i z e  a c e r ­
t a i n  in p u t-o u tp u t-b e h a v io u r  by a c i r c u i t  o f  th e  e lem en ta ry  au ­
to m a ta . The u n d e c id a b i l i ty  o f t h i s  problem  i s  shown by
I.M .K ra tko  in  / 5 / .
Nowadays o f te n  we use  an autom aton a s  an a c c e p to r ,  and t h e r e ­
fo re  we have to  ask w hether o r  n o t a c e r t a in  s e t  o f  in p u ts  can 
be acce p ted  by a c i r c u i t  o f  th e  e lem en ta ry  au to m ata . The au ­
th o r  proved th e  u n d e c id a b i l i ty  o f  t h i s  problem  ( / 2 / , / 3 / ) .
In  t h i s  co n n e c tio n  th e  s e t s  o f  au tom ata  -  c a l l e d  K le e n e - s e ts  -  
w hich can a c c e p t any a c c e p ta b le  s e t  o f  in p u t words a re  o f  i n ­
t e r e s t .  The pu rpose  o f t h i s  p ap e r i s  th e  s tu d y  o f th e  number 
and th e  co m p lex ity  o f  K le e n e - s e ts .
At f i r s t  we g iv e  th e  fo rm al d e f in i t i o n s  o f th e  u sed  mathema­
t i c a l  m odel. We c o n s id e r  th e  s e t  o f  a l l  f i n i t e  i n i t i a l  au ­
tom ata = (X, Y, Z, <f , A. , zQ) , where X i s  a c a r t e s ia n
power o f th e  s e t  E^ = { o ,1 , . . .  ,k -1  J- (k £  2) and Y = E^ .
We in tro d u c e  th e  fo llo w in g  o p e ra t io n s  : i d e n t i f i c a t i o n  o f  i n ­
p u ts ,  s u b s t i t u t i o n  ( in te r c o n n e c t io n  betw een th e  o u tp u t o f  an 
autom aton and an in p u t o f  an o th e r  au to m ato n ), feedback  ( i n ­
te rc o n n e c t io n  o f th e  o u tp u t and an in p u t o f  an a u to m a to n ), 
add ing  and c a n c e l l in g  o f  f i c t i v e  in p u ts .
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We say  th a t  áX =  (X, Y, Z, £  , , zQ) a c c e p ts  th e  s e t  S o f
words over X i f  t h e r e  e x i s t s  a s e t  Y 'C Y  such th a t
A ( zq , p ) € Y '  i f  and on ly  i f  p € S  .
By th e  theorem  o f  K leene f i n i t e  au tom ata can accep t e x a c t ly  
th e  s e t  o f r e g u la r  lan g u ag es . T h e re fo re  we d e f in e  :
A s e t  M £Pk i s  c a l l e d  a K le e n e -s e t  i f
i )  M i s  c lo se d  (w ith  r e s p e c t  to  th e  above o p e ra t io n s )  and
i i )  f o r  any n a t u r a l  number n ^ 1  and any r e g u la r  s e t  S
o v er E^n t h e r e  e x i s ts  an Ű 6  M such  th a t  OUaccepts S.
Because a c lo sed  s e t  c o n ta in in g  a K le e n e -s e t  i s  a K le e n e -s e t  
to o , we g e t a p a r t i a l  c h a r a c te r i z a t io n  o f  th e  K le e n e -s e ts  by 
th e  m inim al K le e n e - s e t s ,  where a K le e n e -s e t  P^ i s  c a l le d
m inim al i f  th e re  e x i s t s  no K le e n e -s e t  N such  th a t  N<=M .
2 . THE NUMBER OP KLEENE-SETS AND MINIMAL KLEENE-SETS
L et Ж and Ж d en o te  th e  s e t  o f  n a t u r a l  num bers and th e  s e t  o f 
r e a l  numbers r e s p e c t iv e ly .  F u r th e r  l e t  | A / be th e  c a r d i n a l i ­
ty  o f th e  s e t  A .
By A(Pk ) we d en o te  th e  number o f  K le e n e -s e ts  in  P^ . The 
fo llo w in g  theorem  i s  proved in  / 2 /  and / 3 /  .
Theorem 1 A(P2 ) — 3
A(Pk ) = I JR I fo r  к 3 .
C oncern ing  the  num ber B(Pk ) o f  m inim al K le e n e -s e ts  in  Pk
i t  i s  o n ly  known t h a t  B(P2 ) = 2 and f o r  k > 3  В(Рк ) ^ | ж |  .
We want to  improve t h i s  r e s u l t .
We pu t
T(M) = •[ S : \ /  ^ a c c e p t s  S 1
U = {(E k 2 )*Q : QÇEk 2} l/{ E k *PEk : P S eJ ^ eJ  .
and
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W ith any r e g u la r  s e t  S and any s e t  QÇEk we a s s o c ia te  th e  
r e g u la r  s e t s
R-j C'S ,Q) = { ( q » p ) : p 6 S ,  q € E k+ , l ( p )  = l ( q ) ,  q = aq *, a é Q ^  , 
R(S , Q ) = (Ekn+1)ÆRTCS,Q) .
Lemma Let and S2 be r e g u la r  s e t s ,  and l e t  Pk be a
s e t  such th a t
i )  M i s  c lo s e d , 
i i ) ;  U£T(M) ,
i i i )  { r (St ,Q ), R(S2 ,Q)}ÇT(M ) f o r  any .
Then f o r  any Q— we have
R(S1v /S 2 , Q ) é T ( I ) ,  RCS1 *S2 ,Q )£ T (1 í ) and R(ST+,Q) 6
P ro o f : Using in d u c tio n  and p r o je c t io n s  on s u b tu p e ls  o f th e  
tu p e l  o f  c o o rd in a te s  we g e t  th a t  U£-T(M) im p lie s  (Ekn )
(Ekn )*Q £T(№) f o r  a l l  n ^ 1  and Q £ E kn .
In  f ig u re  1 we g iv e  th e  c o n s tru c t io n  o f an autom aton ac ce p ­
t i n g  R(S^u S2 ,Q ). Each autom aton in  th e  f ig u re  i s  g iven  by
th e  accep ted  s e t  S and th e  a c c e p tin g  s e t  Y’ C E k .
F ig u re  2 shows th e  c o n s tru c t io n  o f an  autom aton a c c e p tin g
r (s 1 *s 2 , q) .
F ig u re  3 shows th e  au tom aton  a c c e p tin g  R('S  ^+ ,Q) i f  Y2 — Y^.
I f  Y2 Ф Y  ^ we have to  i t e r a t e  th e  c o n s t ru c t io n  o f f ig u r e  3
in  o rd e r  to  g e t  an autom aton a c c e p tin g  R(S^,Q) .
Theorem 2 For any c lo s e d  s e t  M£LPk th e  fo llo w in g  a s s e r ­
t io n s  a re  e q u iv a le n t  : 
i )  M i s  a K le e n e -s e t  . 
i i )  UÉT(M) .
P ro o f : i)= ^ > -ii)  i s  o b v io u s .
ii)<£= i )  B ecause we have R (S’ ,Q ')  = (Ekn+1 ) K{ (q ,a )  : q € Q
f o r  any S ' = |a j - S E kn , Q '£ E k we g e t  R (S ,Q )6T (M ) f o r  .
any r e g u la r  s e t  S and any Q—E^ by our lemma. F igu re  4 
shows an autom aton a c c e p tin g  S .
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Theorem 3 B(P2 ) = 2 ,
B(Pk ) = IЖ I f o r  k ^ .3  .
P ro o f : By th e  r e s u l t s  o f  / 2 /  and / 3 /  we have o n ly  to  prove 
th a t  B(Pk ) ^ j n |  f o r  k ^ 3  . The m in im al K le e n e - s e ts  are
d i f f e r e n t  o n ly  in  th e  au tom ata  ^X(S) used  to  a c c e p t  S é U . 
There i s  on ly  a c o u n ta b le  s e t  o f  au tom ata  a c c e p t in g  a g iv en  
r e g u la r  s e t .  Thus th e  f i n i t e n e s s  o f  U im p lie s  t h a t  the num­
b e r  o f  m inim al K le e n e -s e ts  i s  a t  m ost | Ж | .
Theorem 4 Any s e t  M ÇP^ g e n e ra t in g  a K le e n e - s e t  c o n ta in s
a f i n i t e  s e t  N w hich g e n e ra te s  a ls o  a K le e n e - s e t .
P ro o f : A gain l e t  V U S) d eno te  an autom aton a c c e p tin g  S . 
U sing th e  e lem en ts  o f M we can g e n e ra te  S) f o r  any S 6 U  
Because U i s  f i n i t e  we need  only  a f i n i t e  s e t  o f  elem ents 
o f  M f o r  th e s e  c o n s t r u c t io n s .  By th e  lemma t h i s  f i n i t e  s e t  
g e n e ra te s  a K le e n e - s e t .
On th e  o th e r  s id e  i t  i s  known th a t  th e r e  e x i s t  K le e n e -se ts  
w ith  a f i n i t e  b a s i s ,  K le e n e -s e ts  w ith o u t any b a s i s  and K leene  
s e t s  w ith  i n f i n i t e  and w ith o u t f i n i t e  b a s is  i n  P^ , k ^  3 
( / 4 / )  .
Theorem 5 Any m inim al K le e n e -s e t i s  f i n i t e l y  g e n e ra te d .
P ro o f : L et M be a m inim al K le e n e - s e t .  For any S € U  we have 
an i),KS) in  M . T h e re fo re  th e  c lo s u re  N o f {OK'S) : S 6 U }  i s  
c o n ta in e d  in  M and i s  a K le e n e -s e t by th e  lemma. By th e  m in i­
m a li ty  o f  M we have N = M .
3 . THE COMPLEXITY OF KLEENE-SETS IN P2
C oncerning g e n e ra t in g  system s th e  changing from  th e  whole 
s e t  P^ to  th e  K le e n e -s e ts  was n o t v e ry  s u c c e s s fu l  because we 
have th e  u n d e c id a b i l i ty  o f  th e  problem  w h eth er o r  not P^ o r  
a K le e n e -s e t  r e s p e c t iv e ly  i s  g e n e ra te d  by a g iv e n  f i n i t e  s e t  
in  b o th  c a s e s .  Now we w i l l  show t h a t  th e  ch an g in g  has a ls o
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no e f f e c t  w ith  r e s p e c t  to  th e  co m p lex ity .
In  P 0 we have o n ly  th re e  K le e n e - s e ts ,  nam ely P0 , Мф , Мф , 
w here i s  t h e  s e t  o f a l l  autom ata o f Pg which r e a l i z e
in  th e  f i r s t  t a c t  a  Boolean fu n c tio n  f  w i th  th e  p ro p e r ty
f ( i , i , . . . , i )  = i  . I t  i s  e a sy  to  see t h a t  f o r  any autom aton 
a e  P2 we have X9UGMt> o r where i s  d e f in e d  by
A ^ ( z ° ,  p) = n o n U ^ ( z o , p ) )  .
L et V be a f ix e d  s e t  g e n e ra t in g  P2 . L et P be a c i r c u i t  o f 
e lem e n ts  of V . We d e f in e  th e  com plex ity  lyCF) o f th e  c i r ­
c u i t  F by the num ber o f e lem en ts  o f V in  th e  c i r c u i t .  Por an 
au tom aton  'OU we d e f in e  th e  co m p lex ity  ly('ÔL) by
= min U v  (P )  : P r e a l i z e s  the  in p u t-o u tp u t-b e h a v io u r
o f >0u} .
I t  i s  obvious t h a t  th e re  e x i s t  a number s such  th a t
l y ( V L )  -  S i  1 V « X )  й i v ( t t )  +  S .
W ith any s e t USPp we a s s o c ia t e  th e  f u n c t io n
f v (n ,r ,M )  = max { ly C flU  : *X= (Eg11, Eg, Z, £ ,  A , zQ) , | Z | = r ,
as a m easure o f co m p lex ity  o f  M .
T h e re fo re  we g e t
fy (n ,r ,M T _) ^  f y ( n , r , P 2 ) £  f y ( n ,r ,M T> ) + s
f o r  any i £ { o ,1 ^ .  Thus the  co m p lex ity  f u n c t io n s  f y ( n , r , M )  
a re  a s y m p to tic a l ly  e q u a l fo r  a l l  K le e n e -s e ts  M .
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STATISTICAL INVESTIGATIONS OF CYBER-73 MULTIACCESS SYSTEM
Roman Bednarz*-
A s p e c i a l  program fo r  performance measurement o f  SCOPE 3 .4  
o p e r a t i n g  sys tem  has been d e s c r ib e d  i n  th e  paper .  The o p e r a t i n g  
sy s te m  i s  working on CYBER-73 computer a t  the  Computer C entre  
CYFRONET -  Warsaw. New e x p e r im en ts  f o r  channel  a c t i v i t y  m e a s u r e ­
ment's has been p rep a r ed ,  as w e l l  as t h e  e x p e r im en ts  for  th e  
measurements o f  the  c o i n c i d e n c e  o f  c h a n n e l  a c t i v i t y  and c e n t r a l  
p r o c e s s o r  i d l e  s t a t e .  The r e s u l t s  o f  t h e  d i s k  queue measurements  
show, t h a t  the  s e r v i c e  t im e  d i s t r i b u t i o n  i s  no t  a P o is s o n  
d i s t r i b u t i o n .  Moreover i t  has been fo u n d ,  th a t  841 d i s k  d o e s  n o t  
u s e  th e  f u l l  power o f  the  dual a c c e s s *  As a r e s u l t  o f  the b e t t e r  
d i s t r i b u t i o n  o f  l o c a l  f i l e s  between 841 and 844 d i s k ,  i t  was p o s ­
s i b l e  to  i n c r e a s e  the  u t i l i z a t i o n  o f  t h e  c e n t r a l  p r o c e s s o r  by  
15 per  c e n t .
INTRODUCTION
R egiona l  Computing Centre "CYFRONET” has been  founded i n  
J un e ,  1973 .  CYFRONET s u p p l i e s  computing power and s e r v i c e s  t o  the  
s c i e n t i f i c  i n s t i t u t e s  and u n i v e r s i t i e s  o f  Warsaw a r e a .  During  
l a s t  four  y e a r s  the  i n i t i a l  c o n f i g u r a t i o n  has been changed many
I n s t i t u t e  o f  N u c lea r  R esea rch ,  R e g i o n a l  Computing Centre  
CYFRONET, Warsaw
X
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t i m e s .  As a r e s u l t  we came t o  the  mainframe w i th  c o m p l ic a t e d  
s y s t e m  of  p e r i p h e r a l  equipment and h e t e r o g e n e o u s  t e r m in a l  
n e tw o r k .  B ecau se  o f  la rg e  demand for  th e  cheap CYFRONET 
computing po w er ,  the  c e n t e r  i s  working se v e n  day a week,  th r e e  
s h i f t s  a day .  I n  order to  r e l e a s e  any r e s e r v e s  o f  computing power,  
i t  was n e c e s s a r y  t o  study t h e  perform ance  o f  the  computing  
s y s t e m .  Two k i n d s  o f  perform ance  measurement t o o l s  were  
d e v e lo p e d ,  th e  f i r s t  one b a s e d  on the d a y f i l e  a n a l y s i s  and the  
se co n d  based on r e a l  time s p y i n g  o f  sy s te m  t a b l e s .  T h is  paper  
i s  devoted  to  t h e  r e c e n t  r e s u l t s  o b ta in e d  by secon d  t e c h n i q u e .
1 .  HARDWARE CONFIGURATION
The a c t u a l  /M arch ,  1 9 7 7 /  c o n f i g u r a t i o n  o f  th e  computer  
c o n s i s t s  o f  c e n t r a l  p r o c e s s o r  CYBER-73 p er form ing  1 . 2  m i l l i o n  
i n s t r u c t i o n  per  s e c o n d  /6 0  b i t / ,  c e n t r a l  memory 96 К /К  = 1024 
w o r d s /  and t e n  p e r i p h e r a l  p r o c e s s o r s  w i t h  4 К t w e l v e  b i t  words .  
The p e r ip h e r a l  equipm ent  i s  a t t a c h e d  to  12 c h a n n e ls  w i t h  the  
maximum ■ p“<-d 2 m i l l i o n s  c h a r a c t e r s  per s e c o n d .  The l i s t  o f  
p e r i p h e r a l  eq u ip m en t  i s  the f o l l o w i n g :
Channel Equipment
1 , 2  Dual A c c e s s  841 -  M u l t i p l e  Disk D r i v e ,
2 c o n t r o l l e r s ,  7 u n i t s  36 m i l .  c h a r a c t e r  e a c h .  
3 844 -  D i s k ,  C o n t r o l l e r ,  2 U n it s  118 m i l .
c h a r a c t e r s  e a c h .
5 7077-1 Communications s t a t i o n  and
791-1  Communications C o n t r o l l e r  
6671 M u l t i p l e x e r  .6
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10 D is p la y  C onso le
11 Card Punch, Paper Tape Reader / P u n c h ,  P l o t t e r  
w ith  C o n t r o l l e r s
12 Card Reader,  P r i n t e r  w i t h  C o n t r o l l e r s
13 4 n in e  t r a c k  659 Tape U n i t s ,  1 s e v e n  track  
657 Tape U n i t  w i t h  C o n t r o l l e r
F iv e  Low Speed Batch Terminal / c a r d  r e a d e r ,  p r i n t e r ,  c o n s o l e /  
and se v en  TTY a re  co n n ec ted  to  791-1  Communications C o n t r o l l e r  
through modems. Four PDP-11/45 computers  are e x p e r i m e n t a l l y  
co n n ec ted  t o  M u l t i p l e x e r  through modems. F i n a l l y  our d i s k s  h a v e
th e  f o l l o w i n g  c h a r a c t e r i s t i c s :
D isk  841 844
T r a n sfe r  r a t e  in  m i l .  o f  c h a r a c t e r s  0 .1 7 9  0 .4 6 1
A c ce ss  Time / m i l i s e c o n d s / :
Maximum 135 55
Average 75 30
Minimum 25 8
Average R o t a t i o n a l  Latency 1 2 . 5  8 . 3
2 .  DEVELOPMENT OF A SOFTWARE MONITOR
Our computers  runs under o p e r a t i n g  system  SCOPE 3 . 4 . 1  
l e v e l  3 7 3 .  Subsystem INTERCOM 4 . 3  i s  running a l l  t e r m i n a l s .
CIA i s  a perform ance  measurement t o o l ,  which f i r s t  v e r s i o n  was  
d e v e lo p ed  by d r .  Paul J a l i c s  in  1973 a t  S t u t t g a r t  U n i v e r s i t y .  
The a uth or  o f  t h i s  paper d e v e lo p ed  i n  1974 a new v e r s i o n  
CIA-CERN, which i s  independend o f  computer c o n f i g u r a t i o n ,  
s u i t a b l e  f o r  measurements o f  dual  c e n t r a l  p r o c e s s o r  sys tem s  and 
p r e c i s e  measurements o f  p e r ip h e r a l  program u t i l i z a t i o n .  The
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v e r s i o n  CIA-CERN was d e s c r i b e d  in  paper a t  the N a t i o n a l  S c i e n t i f i c  
Conference  on MULTI-ACCESS COMPUTER SYSTEMS, Wroclaw, June 1 9 7 5 .  
D u ring  1976 and 1977 a new e x p e r im en ts  have  been added to  CIA-CERN, 
w h ic h  r e s u l t e d  i n  a new v e r s i o n  CIA-NRI. The new e x p e r im e n ts  
g i v e  the a c t i v i t y  o f  a l l  c h a n n e l s ,  as w e l l  as a c o i n c i d e n c e  of.  
c h a n n e l  a c t i v i t y  and i d l e  s t a t e  o f  c e n t r a l  p r o c e s s o r .  Moreover  
t h e  e x p e r im e n ts ,  m easur ing  t h e  queue l e n g t h  o f  the  d i s k  
e q u ip m en ts ,  has  b e e n  changed .
CIA-CERN i s  in t r o d u c e d  t o  the SCOPE 3 . 4  by a j o b ,  which  
c o m p i l e s  and e d i t l i b e s  t h r e e  p e r ip h e r a l  programs GOG, CIA and GOL. 
The same job c o m p i l e s  a f o r t r a n  program CIANIN and c a t a l o g u e s  
i t  a s  a permanent f i l e  t o g e t h e r  w ith  a f i l e  CIATXT. Us ing  
a p p r o p r i a t e  o p e r a t o r  command we can c a l l  CIA to  a p e r i p h e r a l  
p r o c e s s o r .  CIA c a n  measure perm anently  o r  bounce i n t o  
a p e r ip h e r a l  p r o c e s s o r  e v e r y  t e n  s e c o n d s .  I t  samples sys tem  
t a b l e s  and a c c u m u l a t e s  r e s u l t s  in  the  form o f  d i s t r i b u t i o n  
t a b l e s .  The t a b l e s  are  c o n t a i n e d  in th e  c e n t r a l  memory r e s i d e n t  
program GOG, w h ic h  i s  no t  c a l l e d  to a PP. At the  end o f  
measurements t h e  d i s k  r e s i d e n t  p e r i p h e r a l  GOL i s  u sed  to  w r i t e  
GOG t a b l e  i n t o  a f i e l d  l e n g t h  o f  a c e n t r a l  program THIRD. THIRD 
s t o p s  the m easurements  and produ ces  a f i n a l  rep o rt  u s i n g  t e x t s  
from CIATXT. The r e p o r t  g i v e s  th e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  
th e  hardware and s o f t w a r e  r e s o u r c e s  u t i l i z a t i o n ,  as w e l l  as  
the  p r o b a b i l i t y  d i s t r i b u t i o n  o f  the computer  s t a t u s e s .
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3 .  CHANNEL ACTIVITY MEASUREMENTS
The e x p e r im e n ts  R , . . . R g ,  R+ , R_ measure t h e  p r o b a b i l i t y  
o f  channel  a c t i v e  s t a t e ,  which i s  n e c e s s a r y  c o n d i t i o n  for  any  
t r a n s f e r  o f  d a t a .  The t y p i c a l  r e s u l t s  fo r  the  f i r s t  p r o d u c t io n  
s h i f t  are  the  f o l l o w i n g  / t r a n s f e r s  in  thousands  c h a r a c t e r s / :
Channel Equipment A c t i v i t y T r a n s f e r  
Uper Limit
E x p ec ted  
Average  
Trans f e r
1 Dual A ccess  841 0 . 2 6 9 538 48
2 Dual A ccess  841 0 . 1 2 3 246 22
3 844 0 . 2 8 6 572 131
5 LCC
•
0 . 0 1 1 22 2
10 D i s p l a y  Console 0 . 8 9 7 1794
11 CP, PL, TR/TP 0 . 0 5 7 114
12 PR, CR 0 . 0 1 8 36 2 . 7
13 4 X NT, MT 0 . 0 6 6 132 4
The T r a n s fe r  Uper Limit  d e n o t e s  the  t r a n s f e r  a t  maximum c h a n n e l
speed 2 m i l l i o n  c h a r / s e c .  Expected Average T r a n s f e r  i s e v a l u a t e d
as a p rodu ct  o f  the  a c t i v i t y r a t e  and the maximum t r a n s f e r  f o r
the  p e r i p h e r a l  equipm ent.  During measurements t h e  s p e c i f i c a t i o n
o f  d i s k u n i t s  was f o l l o w i n g :
Disk 841 6 PF 1u n i t s , 1 PUB u n i t
Disk 844 1 SYS u n i t , 1 PFD u n i t
where PF -  permanent f i l e s ,  PUB -  l o c a l  f i l e s
SYS -  sys tem  f i l e s ,  PFD -  permanent f i l e s  and 
d i r e c t o r y
The measurements r e f e r  t o  s tan dard  CDC v e r s i o n  o f  SCOPE 3 . 4 . 1  as 
concerns  the  d i s t r i b u t i o n  o f  l o c a l  f i l e s  b e tw e en  841 and 844  d i s k s .  
As we s e e  from t a b l e  p e r i p h e r a l  program DSD, r u n i n g  the D i s p l a y
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C o n s o l e ,  keeps a l m o s t  a l l  t h e  t ime c hann el  in  a c t i v e  s t a t e .  DSD 
perm anent ly  r e a d s  an in f o r m a t i o n  from s y s t e m  t a b l e s  and b u f f e r s .  
The in fo r m a t io n  i s  n e c e s s a r y  f o r  the r e n e w a l  o f  two sy s tem  
d i s p l a y s .  High a c t i v i t y  can be observed on 844 d i s k s ,  s e r v i n g  as  
the  sy s tem  d e v i c e s .  The 844 d i s k s  perform v e r y  f r e q u e n t  l o a d i n g s  
o f  p e r ip h e r a l  programs and c o m p i l e r s  o v e r l a y s ,  as w e l l  as the  
sw a p in g  of c e n t r a l  programs. R e l a t i v e l y  low  a c t i v i t y  can be 
o b s e r v e d  on the  c h a n n e l  f i v e  which l i n k s  w ith  th e  communication  
p r o c e s s o r .  However we should  n o t i c e  t h a t  communication p r o c e s s o r  
LCC works with s e v e n  110 bode TTY's , and f i v e  2400 bode LSBT, 
which  a l l  t o g e t h e r  can not  produce  a s u b s t a n t i a l  t r a n s f e r .
A n o th e r  s e t  o f  e x p e r i m e n t s  Q0 , Q ^ , . . . ,  Q^, Q+ , Q g i v e s  the  
c o n i n c id e n c e  o f  t h e  c e n t r a l  p r o c e s s o r  i d l e  s t a t e  and th e  channel  
a c t i v e  s t a t e .  The measured v a l u e  o f  the  c o i n c i d e n c e  Q i s  
compared with t h e  produ ct  R .J  o f  the c h a n n e l  a c t i v e  s t a t e  
p r o b a b i l i t y  and t h e  i d l e  s t a t e  p r o b a b i l i t y .  The p ro d u ct  should  
be c l o s e  to Q f o r  t h e  s t a t i s t i c a l l y  in d e p e n d e n t  e v e n t s .  The 
r e s u l t s  of  m easurem ents ,  c o n c u r r e n t  w ith  t h e  p r e v io u s  exper im en t  
are  l i s t e d  be low :
Channel Q R.J
1 0 . 0 7 7 0 . 0 5 9
2 0 . 0 3 4 0 . 0 2 7
3 0 . 0 7 8 0 . 0 6 2
5 0 . 0 0 2 5 0 .0 0 2 3
10 0 . 2 1 7 0 . 1 9 5
11 0 . 0 1 4 0 .0 1 2
12 0 . 0 0 3 4 0 .0 0 3 9
13 0 . 0 1 9 0 . 0 1 4
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The i d l e  s t a t e  p r o b a b i l i t y ,  measured by a n o th e r  e x p e r im e n t ,  was  
J = 0 . 2 1 8 .  Comparing Q and R.J we can s e e  t h a t  a c t i v i t y  o f  841  
and 844 d i s k s  c o i n c i d e s  w i t h  i d l e  s t a t e  about  tw en ty  per c e n t  
more o f t e n  than i t  sh o u ld  c o i n c i d e  s t a t i s t i c a l l y  ind ep en dent  
e v e n t s .  Th is  i n d i c a t e s  d i s k  a c t i v i t y  as  one o f  th e  s o u r c e s  o f  
i d l e  t i m e .  P e r ip h e r a l  p r o c e s s o r s  a c t i v i t y  i s  l i k e l y  to  be 
a n o th e r  so u r c e  o f  i d l e  t i m e .
4 .  MEASUREMENTS OF DISK QUEUES
Another  s e t  e x p e r im e n ts  KQ, . . .  Kg has b een  changed.  
O r i g i n a l  v e r s i o n  o f  th e  e x p e r im en ts  was w r i t t e n  by Dr. Paul  
J a l i c s .  This  v e r s i o n  was m easuring  th e  number o f  s t a c k  r e q u e s t s ,  
which are  l in k e d  in  c h a in  by the  c e n t r a l  program SPM. The m odi­
f i e d  v e r s i o n  ta k e s  a l s o  i n t o  a cco u n t  s t a c k  r e q u e s t s ,  which a r e  
d e l in k e d  from the c h a in  by p e r ip h e r a l  program ISP .  The ISP 
program can d e l in k  up to  e i g h t  s t a c k  r e q u e s t  i n  o r d e r » to  c h o o s e  
the  b e s t  c a n d id a te  f o r  th e  d i s k  i n p u t / o u t p u t  o p e r a t i o n s .  The 
r e q u e s t s  are  s t o r e d  in  t h e  i n t e r n a l  ISP t a b l e  "pool" and e a c h  
o f  them d isapp ears  from c e n t r a l  memory s t a c k ,  a f t e r  i n p u t / o u t p u t  
o p e r a t i o n s  has been f i n i s h e d .  J a l i c s  e x p e r im e n ts  gave about two 
t im es  s m a l l e r  u t i l i z a t i o n  o f  the  d i s k s  than i t  i s  in  f a c t .
The t y p i c a l  m easurem ents ,  by the  m o d i f i e d  e x p e r i m e n t s ,  are  t h e  
f o i l  owing :
Experiment K2 for  844 d i s k s :
Number o f  r e q u e s t s  in  s t a c k  -  1 P r o b a b i l i t y  -  P^
0 0 .6 0 3
1 0 .2 6 3
2 0 . 0 9 8
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3
4
5
From the  above  data
0 . 0 2 9
0 .0 0 6
0 . 0 0 1
we can  c a l c u l a t e  the u t i l i z a t i o n  f a c t o r :
ç  = 1 -  pQ = 0 .3 9 7
S i m i l a r l y  th e  a v era g e  queue l e n g th  i s :
L = J > _  p .  i  -  l )  = 0 .1 7 9  
i=2
Under a ss u m p t io n  o f  t h e  P o i s s o n  i n t e r a r r i v a l  d i s t r i b u t i o n  
we can f in d  the  queue l e n g t h  fo r  the  e q u a l  s e r v i c e  t ime c a s e :
D
p 2______
Í 1 -  <?) ~ ° .131
-1
We s e e  t h a t  th e  measured queue l e n g t h  i s  l a r g e r  than i t  would be 
f o r  the  equa l  s e r v i c e  t im e c a s e .
Assuming Er lang  s e r v i c e  t ime d i s t r i b u t i o n  w i t h  mean jv\ 
a f r e e  param eter  :
( F у )  УdB (t)  =
Г( V)j
-  Pl t  Y\ - 1
e , t 1 d t
we can lo o k  f o r  agreement w i t h  the m easurem ents .
The c a s e  = 1 c o r r e s p o n d s  to  P o i s s o n  s e r v i c e  time  
d i s t r i b u t i o n ,  wh ich  i s  u s u a l l y  assumed in  th e  t h e o r e t i c a l  
c o n s i d e r a t i o n s .  However i n  o r d e r  to g e t  agreem ent  w i th  the  
measured queue l e n g t h ,  we s h o u ld  take = 2 . 7 6 ,  s i n c e  the  
Erlang queue l e n g t h  i s
LE
-  87 -
We can say t h a t  the r e a l  s e r v i c e  t im e d i s t r i b u t i o n  i s  som eth ing  
in  between D ira c  equal  t ime d i s t r i b u t i o n  and P o i s s o n  d i s t r i b u t i o n  
o f  s e r v i c e  t i m e s .
The i n t e r p r e t a t i o n  o f  the  measurements f o r  du a l  a c c e s s  
841 Disk  i s  a more c o m p l ic a te d  t a s k .
The Experiment КЗ g i v e s  th e  f o l l o w i n g  p r o b a b i l i t y  d i s t r i b u t i o n :  i
Number o f  r e q u e s t — i  P r o b a b i l i t y  -  P^ Theory
0 0 .2 9 3 0 .251
1 0 . 2 1 8 0 .3 0 0
2 0 . 1 6 4 0 .1 7 9
3 0 . 1 2 6 0 .107
4 0 . 0 9 4 0 .0 6 4
5 0 . 0 6 1 0 .0 3 8
6 0 . 0 3 1 0 .023
7
О▼HО•о 0 .013
8 0 . 0 0 2 0 .0 0 8
We can c o n s i d e r  dual a c c e s s  841 D i s k  as m u l t i s e r v e r  c o n s i s t i n g  o f
two s e r v e r s  -At- = 2 . In t h i s  c a se  t h e  u t i l i z a t i o n f a c t o r  i s  g iv e n
by the  form ula :
J> = M - (lL - p0 -  p i ) + P1 = * - l 96
So f a r  th e  o n ly  one e x a c t  s o l u t i o n  o f  m u l t i s e r v e r i s  known fo r
the P o i s s o n  a r r i v a l and s e r v i c e  d i s t r i b u t i o n s .
The s o l u t i o n has form
II
H-
|b* f 1 /Р  i  = 0 , 1 , . . . ,  M
i-M
Pi  = PM i  — M+l , M+2 t . . .
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i=0
i
f +
1_
M !
L
M
The t h e o r e t i c a l  r e s u l t s  fo r  M=2, = 1 .1 9 6  are  l i s t e d  in  th e  l a s t
column o f  the a b o v e  t a b l e .
The queue l e n g t h  i s  g i v e n  by the fo r m u la :
OO
L =
The above  formula g i v e s  the measured queue l e n g t h  = 0 .6 8 1
and t h e  t h e o r e t i c a l  queue l e n g t h  Lp = 0 . 5 5 4 .  In f a c t  t h i s  i s  
a s u r p r i s e ,  s i n c e  f o r  841 D isk  w i th  w i n g l e  a c c e s s  / p  = 0 . 7 3 3 /  
the  measured queue l e n g t h  = 1 .145  i s  much s m a l l e r  than the
t h e o r e t i c a l  queue l e n g t h  P o i s s o n  a r r i v a l  and s e r v i c e  d i s t r i b u t i o n s  
Lp = 2 . 0 1 2 .
Let  us n o t i c e  t h a t  the r a t i o  o f  se co n d  a c c e s s  a c t i v i t y  to  
f i r s t  a c c e s s  a c t i v i t y
R2
R1
0 .4 5 7
i s  much sm al ler  i n  com parison w i t h  the v a l u e  fo r  m u l t i s e r v e r  w i th  
M = 2 .  This v a lu e  i s  the  r a t i o  o f  the p r o b a b i l i t y  o f  two and more 
r e q u e s t s  to the p r o b a b i l i t y  o f  one and more r e q u e s t s :
0 . 6 8 1
I t  means that  s e c o n d  a c c e s s  works only  66 p e r  cen t  o f  t i m e ,  which  
we would  e x p e c t .
F i r s t  reason o f  reduced se co n d  a c c e s s  a c t i v i t y  i s  r e l a t i v e l y  
s i m p l e .  Second a c c e s s  i s  no t  w o r k in g ,  when we have more than one
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r e q u e s t  f o r  one u n i t  o n l y .  Such a s i t u a t i o n  happens r e l a t i v e l y  
f r e q u e n t  fo r  t h e  u n i t  s p e c i f i e d  as  PUB. We can r ed u c e  t h i s  e f f e c t  
by s p r e a d in g  th e  l o c a l  f i l e s  over  a l l  d i s k  u n i t s .  Another  r e a so n  
i s  more c o m p l i c a t e d .  ISP d e l i n k s  the  r e q u e s t s  from SPM ch a in  in  
order  to  choose  the  b e s t  r e q u e s t .  ISP can c a l l  a n o t h e r  ISP c a l l e d  
PARTNER i f  i t  has som ething  t o  do fo r  second  a c c e s s .  However 
i t  may happen,  t h a t  th e r e  i s  n o t h in g  t o  do for  PARTNER a c c o r d in g  
ISP i n t e r n a l  LOOP t a b l e ,  but  during  ISP a d m i n i s t r a t i v e  and 
i n p u t / o u t p u t  a c t i v i t i e s  SPM has b u i l t  a new cha in  o f  r e q u e s t s .
The new c h a in  my c o n t a i n  th e  r e q u e s t s  a p p r o p r ia t e  f o r  PARTNER, 
but PARTNER must w a i t  u n t i l  main ISP w i l l  f i n i s h e d  w i t h  
i n p u t / o u t p u t .  Such m u l t i s e r v e r  i s  in  f a c t  party  b l i n d ,  because  
PARTNER as  a s l a v e  can n o t  s e e  in d e p e n d e n t ly  the r e q u e s t  cha in  i n  
c e n t r a l  memory. In order  to  overcome t h e  b l i n d e s s  o f  m u l t i s e r v e r  
both  ISP sh o u ld  read the r e q u e s t  c h a in  i n d e p e n d e n t l y ,  which means 
t h a t  both ISP sh o u ld  perm anently  r e s i d e n t  in  p e r i p h e r a l  p r o c e s s o r s .
The measurements o f  d i s k  queues has  shown v e r y  u n f o r t u n a t e l y  
h ig h  u t i l i z a t i o n  o f  841 d i s k s ,  which have  a p p r o x im a t e ly  2 . 5  t im e s  
lower  t r a n s f e r  and 2 . 5  t im es  h ig h e r  a c c e s s  time th a n  844 d i s k .
The u t i l i z a t i o n  f a c t o r  per s e r v e r  was 0 . 5 9 8  for  841 d i s k  and o n ly  
0 .3 9 7  fo r  844 d i s k .  S i m i l a r l y  the  queue l e n g t h  was 0 . 6 8 1  fo r  
841 d i s k  and o n ly  0 .1 7 8  f o r  844 d i s k .
The i n v e s t i g a t i o n s ,  performed by th e  author  and Mrs. Danuta 
Mqkosa, were c o n c e n tr a t e d  on the  mechanism o f  f i l e  o p e n i n g .
In order  to f i n d  a record  b lo c k  fo r  new or o v e r f l o w i n g  l o c a l  f i l e ,  
p e r i p h e r a l  program 3D0 s e a r c h e s  the  d i s k  equipment w i t h  the  l o w e s t  
A c t i v i t y .  From the equipm ent,  3D0 t a k e s  the  u n i t  w i t h  the  h e i g h e s t  
number o f  f r e e  r ec o rd  b l o c k s .  The A c t i v i t y  i s  s t o r e d  f o r  each  
d i s k  equipment in  a b y te  o f  D ev ice  A c t i v i t y  Table and i t  i s  
c a l c u l a t e d  e v e r y  second by 1RN form th e  formula:
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ACTIVITY = -j- ■ ( OLDACTIVITY + NEWACTIVITY ) 
NEWACTIVITY = 1_S + (s  + SPEEd J - COUNt ]  / D
w here
f o r  841 d isk
S = О /No S y s t e m / ,  D = 2 / d u a l  a c c e s s /
and fo r  844 d i s k
S = 1 / S y s t e m / ,  D = 1 / s i n g l e  a c c e s s /
COUNT i s  a number o f  d i s k  r e q u e s t s  d u r in g  l a s t  s e c o n d .
For standard SCOPE 3 . 4 . 1  sy s tem  1RN c o n t a i n s :  
for  841 d i s k  
SPEED = 8 
for  844  d i s k  
SPEED = 4
S i n c e  844 d i s k  c o n t a i n s  t h e  o p e r a t in g  s y s t e m ,  the  v a l u e  o f  COUNT 
i s  u s u a l l y  h i g h .  T h e r e fo r e  l o c a l  f i l e s  were opened a lm o s t  
e n t i r e l y  on 841 p u b l i c  u n i t .  In order  t o  i n c r e a s e  ACTIVITY o f  
8 4 1  d i s k  we h a v e  changed 1RN t a k in g :  
for  841 d i s k  
SPEED = 20 
for  844  d i s k  
SPEED = 2
As a r e s u l t  o f  1RN c h a n g e s ,  the u t i l i z a t i o n  f a c t o r  and th e  
queue l en g th  o f  844 d i s k  in c r e a s e d  from 0 .3 9 7  to  0 . 4 7 6  and from 
0 . 1 7 8  to 0 .3 4 5  r e s p e c t i v e l y .  The u t i l i z a t i o n  and queue l e n g t h  o f  
8 4 1  d i s k  d e c r e a s e d  d r a m a t i c a l l y  from 1 .1 9 6  to  0 . 6 6 0  and from 0 . 6 8 5  
t o  0 . 0 8 5 .  S u b s t a n t i a l  i n c r e a s e  o f  c e n t r a l  p r o c e s s o r  u t i l i z a t i o n  by 
u s e r s  was o b s e r v e d  from 0 . 6 4 7  to  0 . 7 9 5 ,  which r o u g h ly  co rr esp o n d s  
t o  23 per c e n t  i n c r e a s e  o f  th r o u g h p u t .
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6 .  CONCLUSIONS
The advanced s o f t w a r e  m o n ito rs  proved to  v e r y  u s e f u l  from 
both  t h e o r e t i c a l  and p r a c t i c a l  v iew  p o i n t .  F i r s t  o f  a l l  i t  i s  
c l e a r  t h a t  we can n o t  assume P o i s s o n  a r r i v a l  and s e r v i c e  
d i s t r i b u t i o n s  fo r  d i s k  queues under SCOPE 3 . 4  o p e r a t i n g  s y s t e m .
This  e l i m i n a t e s  computer m o d e l s ,  which are  the  e a s i e s t  for  
a n a l i t i c a l  s o l u t i o n .  I t  i s  very  l i k e l y  t h a t  some a s p e c t  o f  CYBER 
computers can be d e s c r i b e d  by the  D i f f u s i o n  Approxim ation  to  
Q uein ing  Networks ,  which i s  b u i l t  on l e s s  r e s t r i c t i v e  s t a t i s t i c a l  
a s s u m p t io n s .  The author  i s  in v o lv e d  in  the  deve lo p m en t  o f  th e  
D i f f u s i o n  Approxim ation  f o r  M u l t i s e r v e r  Networks and he t r y  t o  
p r e s e n t  the  r e s u l t s  on f u t u r e  c o n f e r e n c e s .  In o r d e r  to  b u i l t  
a c o n s i s t e n t  CYBER model much more s t a t i s t i c a l  in f o r m a t i o n  sh o u ld  
be c o l l e c t e d ,  t h a t  i t  i s  p o s s i b l e  by means o f  CIA. We need f o r  
example t r a n s i t i o n s  p r o b a b i l i t i e s  between  d i f f e r e n t  s e r v e r s  f o r  
a j o b .  We sh o u ld  a l s o  know about p a r a l e l l  use  o f  s e r v e r s  by a j o b .  
Q u e s t io n s  may lead  to  model o r i e n t e d  s o f t w a r e  m o n i t o r s ,  which  
sh o u ld  su p p ly  c o n s t a n t s  f o r  m o d e l s .  A p a r t  o f  im portance  fo r  
computer m o d e l s ,  which are  u s e f u l  m o s t l y  fo r  i n s t a l l a t i o n  p l a n n i n g ,  
th e  measurements by s o f t w a r e  m o n i to r s  g i v e  us th e  u t i l i z a t i o n  map 
o f  computing s y s t e m .  Such an in f o r m a t io n  can e a s l y  s u g g e s t  us  
the  n e c e s s a r y  changes in  hardware c o n f i g u r a t i o n  or o p e r a t in g  
s y s t e m .  The performance measurements are  e s p e c i a l l y  v a l u a b le  
f o r  th e  c o m p l ic a te d  computing s y s t e m s ,  where q u a n t i t a t i v e  a n a l y s i s  
may l e a d  to  s e r i o u s  through pu t  i n c r e a s e .
REFERENCES
1 B e d n a r z  R . , A  New V ers ion  o f  CIA, P r o c e e d in g s  o f  th e  
ECODU-XVIII, London, September 1 974 .
2 B e d n a r z  R . ,  Problems o f  th e  s o f t w a r e  m aintenance  and 
perform ance  m easurem ents  o f  CYBER-72 computer a t  CYFRONET -  
Warsaw. The N a t i o n a l  S c i e n t i f i c  C o n fer en ce  on MULTI-ACCESS 
COMPUTER SYSTEMS, Wroclaw, 1975, p .  4 9 - 5 8 .
3 B e d n a r z  R . , O n  t h e  o p t i m i z a t i o n  o f  CYBER-72-16 
m u l t i a c c e s s  com puter .  C o n feren ce  on th e  MULTIACCESS PROBLEMS 
IN COMPUTER SYSTEMS, M içd zy g ô rze ,  1 9 7 6 ,  p.  1 1 - 2 1 .
ON A QUEUEING PROBLEM IN THE THEORY OF OPERATING
SYSTEMS 
LoLakatos
In LA I t h e r e  are  c o n s i d e r e d  s y s te m s  i n  which th e  jobs,  
are  g i v e n  p r e f e r e n t i a l  t r e a tm e n t  based  on p r i o r i t i e s  a s s o c i a ­
ted  w i t h  jobs® There i s  assumed t h a t  th e  p r i o r i t y  o f  a job  i s  
an i n t e g e r  f i x e d  a t  a r r i v a l  t im e .  Foir t h e  s e r v i c e  d i s c i p l i n e  
i t  i s  assumed t h a t  whenever  a job  com p leted  th e  p r o c e s s o r  i s  
n e x t  a s s i g n e d  to  t h a t  job a t  th e  head o f  t h e  h i g h e s t  p r i o r i t y  
/ l o w e s t  l e v e l /  nonempty queue.  Once a job  i s  begun on a pro ­
c e s s o r  i t  i s  a l lo w ed  to  run to  c o m p l e t i o n .  Independent. P o i s s o n  
a r r i v a l s  are  assumed f o r  the  d i f f e r e n t  p r i o r i t y  c l a s s e s  w i t h  
a r r i v a l  r a t e  /  a. ~ A j£ ( . . .  ^ y\ / .  A r b i t r a r y  p o s s i b l y  d i f f e ­
r e n t  s e r v i c e  t ime d i s t r i b u t i o n s  e x i s t  f o r  th e  p r i o r i t y  c l a s s e s ,  
th e  c o r r e s p o n d in g  d i s t r i b u t i o n  f u n c t i o n s  w i l l  be denoted  by
f o r ' th e  ^ - t h  c l a s s .  In  Ш  th e  mean w a i t i n g  
t ime o f  random a r r i v a l s  to  th e  ^  - t h  queue and the  mean 
w a i t i n g  t im e  i n  queue f o r  the  jo b s  o f  p r i o r i t y  d u r in g
s t a t i s t i c a l  e q u i l i b r iu m  are computed.
Here we c o n s i d e r  a s e r v i c e  sy s tem  where the  number o f  
p r i o r i t y  c l a s s e s  and th e  number o f  p r e s e n t  jo b s  2^,
are  r e s t r i c t e d .  We want to  have th e  s t a t i o n a r y  p r o b a b i l i t i e s  
to  s e r v i c e  a job o f  a g i v e n  type  or- to  be i n  f r e e  s t j i t e  and to  
g e t  the  busy p e r io d  s d i s t r i b u t i o n  la w .
Under such r e s t r i c t i o n s  the  f u n c t i o n i n g  o f  our sy s te m  
may be d e s c r i b e d  by means o f  a c e r t a i n  p i e c e w i s e - l i n e a r  pro­
c e s s ,  in tr o d u c e d  i n  И  . By K o v a le n k o ' s  theorem i f  t h e  num­
ber o f  s t a t e s  o f  t h e  p i e c e w i s e - l i n e a r  p r o c e s s  i s  f i n i t e  and 
the  e x p e c t a t i o n s  o f  each c o n t in u o u s  component are  f i n i t e ,  t o o ,  
then  the  s o u g h t - f o r  s t a t i o n a r y  d i s t r i b u t i o n  e x i s t s .  Now we 
w i l l  f o l l o w  the  way, d e s c r i b e d  i n  U 1  . In  such c a s e  a c c o r d -
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in g  t'o § 4 .1 1  o f  И  th e  s o u g h t - f o r  p r o b a b i l i t i e s  may be g o t  
by th e  fo rm u la s :
"ti
P’ v V -.v U , 5 PA' Ь Ъ . . .Н Л У > ? »  t
■fc
O' vat 'O' О  A y\
where i s  t h e  e x p e c t a t i o n  o f  f r e e  s t a t e  and
.j /  t h e  e x p e c t a t i o n  o f  s e r v i c e  t im e  for* - t h  type '  ft 
j o b s  f o r  a busy p e r i o d .  I t  i s  c l e a r
t -
\
ЛTo g e t  — ( /  we d e term in e  th e  busy p e r i o d ' s  
d i s t r i b u t i o n  l a w .  Let  us d e n o t e  i t  by , th e n  i t  may 
be w r i t t e n  i n  t h e  form
>0 rX:
where
ä.=a л.
w  ( \  . . V* }  .
Y \' \< )  i s  t h e  d e s i r e d  d i s t r i b u t i o n  law  m  c a s e  when
t h e  s e r v i c e  s t a r t s  w i t h  an л, - t h  t y p e r s  j o b .  Let  i. ( y)
/ ' - U - >  S  - t ,  ■■■■!*) }  = » ' V  Л  /  d e n o t e  the  d i s t r i b u ­
t i o n  f u n c t i o n  o f  t h e  busy p e r i o d  i f  a t  the  moment when s e r ­
v i c e  s t a r t s  i n  th e  sy s tem  t h e r e  are. p r e s e n t  j o b s  and
t h e y  have  e n te r e d  t h e  sys tem  i n  such o r d e r .  At f i r s t  we d e a l  
w it h  th e  c a se  when t h e  s e r v i c e  runs a c c o r d in g  to  th e  FIFO 
r u l e ,  i . e .  th e  j o b s  are  s e r v i c e d  i n  the  o r d e r  o f  t h e i r  o c c u r ­
e n c e .  In  t h i s  c a s e  t h e  f u n c t i o n s  may be g o t  from th e  n e x t
sy s tem  o f  e q u a t i o n s :
 ^ e. +
Z  -V
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A. "  Ъ.
5^
т Л \
Ô
- / \ v
_ л 3  ^ - ' ~ ' - л
^  ( , к - ^ - 0 | 1 .
3 -
ъ - а
( t - ^ - a ) \  Ч^ ‘
*«  V л. ,
)
Неге
Л -  . . . + Г А „  ;
2 '
\\
Vvl g iv e s
and and mean that the summation is extended over
all possible different values of indices. ^ A
the probability that during ^  vva 
tem in sequence determined by a, ^ , *.д ,,,,, -t
new jobs enter our sys-
W| °
It is easily seen that we have a system of Volterra 
integral equations, which under certain restrictions may be
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solved using the Laplace-Stieltjes transform. For us it is 
enough to get expressions only for » as at the beginning
of service in our system there is only one job. Computing the 
expectation of the busy period on the basia of its Laplace- 
Stieltjes transform we can determine the time durations, which 
we try for the service of jobs of different types.
The number of equations in the above system is
z :  ^
r A
If we assume that in our system the service runs according to 
the priorities of jobs, then at the starting moments of diffe­
rent jobs^  service they are already arranged by their priori­
ties independently of the order of their occurence in the sys­
tem. So the cases which are different only in the order of oc­
curence are considered as identical and the corresponding pro­
babilities must be summed up. Of course the number of equations 
will be less, it is given by the next easily verifiable by in­
duction recurrence relation
, whereI s
л* А ■ -c
SW =  V..
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MULTIFREQUENCY ALOHA-TYPE SYSTEMS 
by
O t t o  SPANIOL
I n s t i t u t  f ü r  I n f o r m a t i k  
d e r  U n i v e r s i t ä t  Bonn 
W e g e i e r s t r a s s e  6 
D -  5 3 0 0  Bonn  
(W.-G er m a n y )
Summary: I n  t h i s  p a p e r  we p r e s e n t  a m o d i f i c a t i o n  o f  t h e  ( s l o t t e d )  ALOHA n e t w o r k  
m o d e l .  I t  w i l l  b e  shown t h a t  t h e  maximum a c h i e v a b l e  t h r o u g h p u t  i s  s i g n i f i c a n t l y  
h i g h e r  t h a n  e  1 ( t h e  t h e o r e t i c a l  bo und d e r i v e d  b y  Abr am so n)  b y  p r o v i d i n g  s e v e r a l  
u s e r  c h a n n e l s  t o g e t h e r  w i t h  a  q u e u e  o f  maximum l e n g t h  L an d  s e v e r a l  t r a n s p o n d e r  
f r e q u e n c i e s  f o r  p a c k e t  r e t r a n s m i s s i o n s .
F u r t h e r m o r e  t h e  s t a b i l i t y  p r o b l e m  f o r  m u l t i f r e q u e n c y  n e t w o r k s  w i l l  be  d i s c u s s e d .
I t  t u r n s  o u t  t h a t  t h e  c o m m u n i c a t i o n  s y s t e m  i s  s t a b l e  i f  t h e  r e t r a n s m i s s i o n  c o n t r o l  
p o l i c y  d e r i v e d  b y  F a y o l l e ,  G e l e n b e  and L a b e t o u l l e  [ /GL]  i s  a p p l i e d  ( i . e .  t h e  r e ­
t r a n s m i s s i o n  p r o b a b i l i t y  o f  a  b l o c k e d  t e r m i n a l  s h o u l d  b e  i n v e r s e l y  p r o p o r t i o n a l  t o  
t h e  number o f  b l o c k e d  s t a t i o n s ) .
The l a s t  s e c t i o n  o f  t h e  p a p e r  d e a l s  w i t h  t h e  a n a l y s i s  o f  t h e  ' d o m i n a t i n g  c h a n n e l  
m o d e l '  w h i c h  may b e  r e g a r d e d  a s  a  s p e c i a l  c a s e  o f  m u l t i f r e q u e n c y  n e t w o r k s .
I .  INTRODUCTION
P a c k e t  r a d i o  t r a n s m i s s i o n  i s  an  i n t e r e s t i n g  a l t e r n a t i v e  t o  w i r e  c o m m u n i c a t i o n  n e t ­
w o r k s  ( s e e  [kl]  f o r  a  summary o f  some a d v a n t a g e s  o f  s u c h  n e t w o r k s ) .  I n  t h e  l a s t  
f e w  y e a r s  t h e  p r o p e r t i e s  o f  t h e s e  m o d e l s  h a v e  b e e n  a n a l y z e d  b y  s e v e r a l  a u t h o r s .
In  t h i s  p a p e r  we r e s t r i c t  o u r s e l v e s  on  t h e  p a r t i c u l a r l y  i n t e r e s t i n g  s l o t t e d  ALOHA 
t y p e  s y s t e m s  w h i c h  c o m b in e  many t e r m i n a l s  b y  mean s  o f  a u s e r  f r e q u e n c y  f o r  t h e  
t r a n s m i s s i o n  o f  u s e r  p a c k e t s  and a s e c o n d  f r e q u e n c y  w h i c h  w i l l  b e  u s e d  e i t h e r  
f o r  r e t r a n s m i s s i o n s  f ro m  a t r a n s p o n d e r  ( c e n t r a l  s t a t i o n  o r  s a t e l l i t e )  t o  t h e
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d e s t i n a t i o n  t e r m i n a l  o r  f o r  t h e  a c k n o w le d g m e n t  t r a f f i c .  A l l  p a c k e t s  a r e  o f  c o n ­
s t a n t  l e n g t h  and a r e  t r a n s m i t t e d  o v e r  an a ssu m ed  n o i s e l e s s  c h a n n e l ,  i . e .  e r r o r s  
c a u s e d  b y  random n o i s e  a r e  n e g l e c t e d  co m p a re d  t o  p a c k e t  i n t e r f e r e n c e s  [ t ] . I f  
a f t e r  a f i n i t e  t i m e - o u t  n o  a ck  i s  o b t a i n e d  ( i n  s a t e l l i t e  s y s t e m s  t h e  u s e r s  ca n  
l i s t e n  t h e i r  own t r a n s m i s s i o n s ,  t h u s  n o  s p e c i a l  a c k n o w l e d g m e n t s  a r e  n e c e s s a r y  and  
t h e  t i m e - o u t  i s  g i v e n  b y  t h e  rou n d  t r i p  d e l a y )  t h e n  t h e  t r a n s m i s s i o n  h a s  b e e n  c o l ­
l i d i n g  w i t h  o t h e r  t r a n s m i s s i o n s .  I n  t h i s  c a s e  i t  w i l l  b e  a s su m e d  t h a t  n o n e  o f  t h e  
i n t e r f e r i n g  p a c k e t s  w i l l  b e  c o r r e c t l y  r e c e i v e d  ( f o r  a  m o d i f i c a t i o n  o f  t h i s  a ssu m p ­
t i o n  s e e  s e c t i o n  V) a n d  t h e  c o r r e s p o n d i n g  t e r m i n a l s  a r e  b l o c k e d :  a f t e r  a random  
r e t r a n s m i s s i o n  d e l a y  t h e  p a c k e t  t r a n s m i s s i o n  h a s  t o  b e  r e p e a t e d  u n t i l  i t  a c h i e v e s  
s u c c e s s .  A f t e r  a  s u c c e s s f u l  t r a n s m i s s i o n  a  t e r m i n a l  w i l l  b e  a c t i v e  a g a i n ,  i . e .  i t  
b e g i n s  w i t h  t h e  g e n e r a t i o n  o f  a new p a c k e t  ( c f .  f i g u r e  1 ) .
U n d er  s i m p l i f y i n g  a s s u m p t i o n s  t h e r e  i s  t h e  f o l l o w i n g  s i m p l e  t r a d e o f f  b e t w e e n  t h e  
t h r o u g h p u t  S and t h e  c h a n n e l  t r a f f i c  G o f  a s l o t t e d  ALOHA s y s t e m :
T h eo r em  1 : I f  t h e  c h a n n e l  t r a f f i c  a n d  t h e  t h r o u g h p u t  o f  a s l o t t e d  ALOHA s y s t e m  
a r e  P o i s s o n  p r o c e s s e s  w i t h  r a t e s  G a n d  S r e s p e c t i v e l y ,  t h e n
_G
s  = G -p o = P )  = G -e
G*- —Q
w h e r e  p .  = P r ( i  t r a n s m i s s i o n s  i n  a  s l o t )  = - r r  • er l l !
I t  h a s  b e e n  shown b y  F a y o l l e  e t  a l .  [f GL] t h a t  t h e  P o i s s o n  a s s u m p t i o n s  may o n l y
b e  s a t i s f i e d  f o r  s h o r t  t i m e  i n t e r v a l s  s i n c e  t h e  s l o t t e d  ALOHA s y s t e m  i s  u n s t a b l e ,
*
i . e .  t h e r e  i s  no s t a t i o n a r y  p o s i t i v e  t h r o u g h p u t  f o r  u n c o n t r o l l e d  ALOHA n e t w o r k s .
I I .  THROUGHPUT AND STABILITY PROBLEMS OF ALOHA SYSTEMS
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Due t o  v a r i a t i o n s  i n  c h a n n e l  t r a f f i c  i n t e n s i t y  t h e  number  o f  b l o c k e d  s t a t i o n s  w i l l  
be  i n c r e a s e d ;  t h i s  w i l l  r e s u l t  i n  h i g h e r  r e t r a n s m i s s i o n  r a t e s  ( i f  n e i t h e r  t h e  new ­
l y  a r r i v i n g  p a c k e t s  n o r  t h e  r e t r a n s m i s s i o n s  a r e  c o n t r o l l e d ) .  I n  c o n n e x i o n  w i t h  
s u c h  a s i t u a t i o n  i t  w i l l  b e  a l m o s t  c e r t a i n  t h a t  m o s t  o f  t h e  r e t r a n s m i s s i o n s  w i l l  
r e s u l t  i n  new c o l l i s i o n s ;  t h e  number  o f  b l o c k e d  t e r m i n a l s  w i l l  b e  f u r t h e r  i n c r e a ­
s e d  and t h e  s y s t e m  ' b r e a k s  d o w n ' .
On t h e  o t h e r  h a n d ,  i t  h a s  b e e n  shown i n  [FÜL] t h a t  t h e  ALOHA c h a n n e l  may be  M o b i ­
l i z e d  i f  t h e  r e t r a n s m i s s i o n  p r o b a b i l i t y  i s  c o n t r o l l e d  by t h e  num be r  o f  b l o c k e d  
’ e r m i n a l s :
Theor em 2 [FGL] :
L e t  g ^ ( n )  :=  ( " ) •  f C n ^ - O - f C n ) ) 11 1
= P r ( i  b l o c k e d  t e r m i n a l s  r e t r a n s m i t  | n  t e r m i n a l s  a r e  b l o c k e d )
c .  :=  P r ( i  a c t i v e  t e r m i n a l s  t r a n s m i t  i n  a s l o t )
w h e r e  f ( n )  i s  t h e  r e t r a n s m i s s i o n  p r o b a b i l i t y  o f  a b l o c k e d  s t a t i o n .
T r o u g h o u t  t h i s  p a p e r  t h e  i n f i n i t e  u s e r  m o d e l  w i l l  b e  s u p p o s e d ,  i . e .  t h e  r a t e  o f  
new a r r i v a l s  i s  i n d e p e n d e n t  o f  t h e  number  o f  b l o c k e d  s t a t i o n s .
Then:
a .
b .
S ^ ( f )  = P r ( s u c c e s s f u l  t r a n s m i s s i o n  | n  b l o c k e d )
= P r ( e x a c t l y  o n e  t r a n s m i s s i o n  p e r  s l o t  | n b l o c k e d )
= c Q' g j ( n )  + Cj *gQ( n )
-1 n_1
max S ( f )  = c  • ( —— 1 i s  o b t a i n e d  f o r
£ n о '■n-a-'
c -c,
f ( n )  = f  ( n )  = °
n c  - c .  n - a  о 1
1 - a  , 1------  w h e r e  a  : = —
c о
i . e . max S ( f )  = c  ’ f 1 + —— 1 £ n о v n - a ;
n -1
n-w
-> c  *e  
о
a - 1
c .  I f  t h e  new a r r i v a l s  a r e  P o i s s o n  ( i . e .  c^ = A ^ / i !  • e   ^ , a  = A) t h e n
max S ( f )  ------- > e  ^* e^  * = e  *
f  n
and e  ' i s  a l o w e r  bo und f o r  t h e  c o n d i t i o n a l  t h r o u g h p u t  S ( f ) .
----------  n
Thus t h e  t h r o u g h p u t  o f  an  ALOHA s y s t e m  w h i c h  i s  c o n t r o l l e d  b y  t h e  r e t r a n s m i s s i o n
c o n t r o l  p o l i c y  f  ( n )  i s  g i v e n  b y :
S ( f )  = £ P r ( i  t e r m i n a l s  a r e  b l o c k e d ) • ( f )  > e
-1
1=0
S e e  [FGL] f o r  a p r o o f  o f  t h e o r e m  2 .  The p r o o f  c a n  a l s o  b e  o b t a i n e d  a s  a  s p e c i a l
c a s e  o f  t h e o r e m  4 .
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T h e  o p t i m a l  r e t r a n s m i s s i o n  p r o b a b i l i t y  i s  i n v e r s e l y  p r o p o r t i o n a l  t o  t h e  number o f  
b l o c k e d  t e r m i n a l s ;  t h i s  means  i n t u i t i v e l y  t h a t  t h e  e x p e c t e d  c h a n n e l  t r a f f i c  p r o ­
d u c e d  b y  b l o c k e d  t e r m i n a l s  i s  b o u n d e d  by  1- 
o f  new a r r i v a l s  :
1 - с  / с
n - f * ( n )  = n - (  --------— -  + 0 ( 4 )  ) = 1a Zn
A w h e r e  A = c | / cq i s  t h e  e x p e c t a t i o n
-  c . / c  + O ( - )  = 1 -  A + O ( - )  . i o n  n
I I I .  THE (m ,d , L) - AL OHA  SYSTEM
I n  t h i s  s e c t i o n  i t  w i l l  b e  shown t h a t  t h e  t h r o u g h p u t  o f  a s l o t t e d  ALOHA s y s t e m  i s  
s i g n i f i c a n t l y  i n c r e a s e d  i f  s e v e r a l  u s e r  f r e q u e n c i e s  a r e  u s e d .
T h e  s t u d y  o f  t h e s e  m o d i f i e d  ALOHA s y s t e m s  h a s  b e e n  i n i t i a t e d  b y  t h e  o b v i o u s  c o n ­
j e c t u r e  t h a t  t h e  numbe r  o f  u s e r  p a c k e t  c o l l i s i o n s  w i l l  b e  r e d u c e d  b y  u t i l i z i n g  
t w o  o r  more u s e r  f r e q u e n c i e s .  I f  m o re  p a c k e t s  a r r i v e  t h a n  t h e  t r a n s p o n d e r  ( s a t e l ­
l i t e )  i s  a b l e  t o  r e t r a n s m i t  i n  a g i v e n  s l o t ,  t h e n  t h e s e  a d d i t i o n a l  p a c k e t s  h a v e  
t o  w a i t  i n  a F I F O - q u e u e  o f  maximum l e n g t h  L ( о < L < *> ) w h i c h  w i l l  b e  f i l l e d  i f  
t h e  s y s t e m  i s  t e m p o r a r i l y  o v e r c o m m i t t e d  and  w i l l  b e  e m p t i e d  d u r i n g  p e r i o d s  o f  
l o w e r  l o a d ;  t h u s ,  t h i s  m e c h a n i s m  c o u l d  b e  a b l e  t o  s m o o t h  a  s u b s t a n t i a l  p a r t  o f  
s y s t e m s  l o a d  v a r i a t i o n s .  The f i n i t e  l e n g t h  o f  t h e  q u e u e  c o r r e s p o n d s  t o  a f i n i t e  
t i m e - o u t  a f t e r  w h i c h  a s e n d e r  a s s u m e s  t h a t  h i s  p a c k e t  h a s  ha d  a  c o n f l i c t  w i t h  one  
o r  m o r e  o t h e r  p a c k e t s .  I f  mo re  p a c k e t s  a r r i v e  t h a n  t h e  q u e u e  c a n  a c c e p t  t h e n  some  
o f  t h e m  a r e  l o s t .  F u r t h e r m o r e  i t  w i l l  b e  c l e a r  t h a t  t h e  mean q u e u e  l e n g t h  w i l l  b e  
s h o r t e n e d  i f  a d d i t i o n a l  t r a n s p o n d e r  f r e q u e n c i e s  a r e  f o r e s e e n ,  b u t  c e r t a i n l y  i t  i s  
o f  n o  u s e  t o  u t i l i z e  more  t r a n s p o n d e r  f r e q u e n c i e s  t h a n  u s e r  c h a n n e l s .
Th e  o u t l i n e d  m o d e l  i s  c a l l e d  ( m , d , L ) - A L 0 H A  s y s t e m ,  
w h e r e  m (m > 1) number o f  u s e r  f r e q u e n c i e s
d ( 1 <d<m) r e t r a n s m i s s i o n  f r e q u e n c i e s
L (L > o )  maximum l e n g t h  o f  t h e  q u e u e .
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The q u e u e  w i l l  be  o r g a n i z e d  a s  f o l l o w s  ( L := a c t u a l  q u e u e  l e n g t h  ) :
Number o f  o c c u p i e d  
c h a n n e l s
Change o f  
q u e u e  s i z e
Comments
о < к < d -  L L+ : = о
A l l  o f  t h e  w a i t i n g  p a c k e t s  and a l l  new  
p a c k e t s  a r e  r e t r a n s m i t t e d
A l l  p a c k e t s  a r e  a c c e p t e d ;  t h e  o l d e s t  p a c k e t s
d - L + < к < d+L -L + L+ :=  L+ + k - d ( a s  w e l l  a s  d -L + n e w  p a c k e t s ,  i f  L+ < d ) 
a r e  r e t r a n s m i t t e d ;  t h e  r e s t  o f  t h e  new  
p a c k e t s  i s  a c c e p t e d  i n  t h e  que ue
к -  ( d + L - L + ) p a c k e t s  a r e  l o s t ;  t h e  p r o b a b i -
d+L -L+ < к < m L+ := L l i t y  t h a t  a p a c k e t  i s  n o t  a c c e p t e d  i s  g i v e n  
b y  p = ( к -  ( d + L - L + ) ) / к
Remarks :
a .  The ' i n t e l l i g e n c y ' o f  t h e  t r a n s p o n d e r  c o n s i s t s  i n  r e c o g n i z i n g  c h a n n e l s  w h i c h  do 
n o t  c o n t a i n  a n y  ( c o l l i d e d  o r  c o r r e c t )  i n f o r m a t i o n .
b .  C o l l i d i n g  p a c k e t s  a r e  n o t  d i s t i n g u i s h e d  f r o m  c h a n n e l s  w h i c h  a r e  o c c u p i e d  b y  a 
s i n g l e  ( i . e .  u n d i s t u r b e d )  p a c k e t .
c .  I n s t e a d  o f  c h o o s i n g  e q u a l  p r o b a b i l i t i e s ,  i t  i s  p o s s i b l e  t o  i n t r o d u c e  p a c k e t  
l o s s  p r o b a b i l i t i e s  f a v o u r i n g  some o f  t h e  u s e r  f r e q u e n c i e s ,  b u t  t h i s  w i l l  n o t  
r e s u l t  i n  a h i g h e r  t h r o u g h p u t  i f  a l l  c h a n n e l s  h a v e  e q u a l  t r a n s m i s s i o n  r a t e s ,  
i . e .  i f  P r ( t e r m i n a l  i  t r a n s m i t s  o v e r  c h a n n e l  k )  = 1 /m  f o r  a l l  i  and  a l l  k .
Theor em 3 i s  a g e n e r a l i z a t i o n  o f  t h e o r e m  1 ; i t  d e p e n d s  o n  t h e  s i m p l i f y i n g  a ss u m p ­
t i o n  t h a t  a s t a t i o n a r y  p o s i t i v e  t h r o u g h p u t  e x i s t s .  The s t a b i l i t y  p r o b l e m  ( d e r i ­
v a t i o n  o f  a r e t r a n s m i s s i o n  c o n t r o l  p o l i c y  w h i c h  i s  a b l e  t o  s t a b i l i z e  t h e  s y s t e m )  
w i l l  b e  s t u d i e d  i n  s e c t i o n  IV o f  t h i s  p a p e r .
Theo re m 3:  C o n s i d e r  a (m , d , L ) -A L 0 H A  s y s t e m  w h e r e  t h e  u s e r  c h a n n e l s  a r e  i n d e p e n ­
d e n t l y  u s e d  f o r  t r a n s m i s s i o n s  ( e a c h  o f  t h e m  w i t h  p r o b a b i l i t y  1 /m ) .
Assume t h a t  t h e  t h r o u g h p u t  and t h e  t o t a l  t r a f f i c  a f  t h e  s y s t e m  a r e  P o i s s o n  w i t h  
p a r a m e t e r s  S = S ( m , d , L )  and  G = G ( m , d , L )  r e s p e c t i v e l y .
Then:
S = C - e " G- f  ( ^ | ) - ( e G/m- l ) k_1
k= l
w h e re :=  P r ( t h e  i n f o r m a t i o n  a r r i v i n g  on  c h a n n e l  
k-d-l , .
= P r ( k < d + L - L + ) + £ P r ( L - L  - h ) —r — =
h=o
j  i s  a c c e p t e d  | к o f  t h e  m 
c h a n n e l s  a r e  o c c u p i e d )
-  £ P r ( L - L += h ) • ( k - d - h ) / k  .
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P r o o f  : S i n c e  t h e  t o t a l  t r a f f i c  i s  a  P o i s s o n  p r o c e s s ,  i t  i s  c o m p o s e d  o f  m i n d e p e n ­
d e n t  P o i s s o n  p r o c e s s e s  o f  r a t e  G/m e a c h .
T h u s :  P r ( c h a n n e l  j  i s  i d l e )  ~  -  G^m= e
P r ( c h a n n e l  j  i s  o c c u p i e d )  = 1 -  e -G/m
P r ( e x a c t l y  o n e  p a c k e t  on  c h a n n e l  j )  = G/m ’ e
- G / m
S i n c e  a l l  c h a n n e l s  a r e  e q u a l l y  l o a d e d  we come o u t  w i t h :  
m mS = I £ P r ( e x a c t l y  one  p a c k e t  a r r i v e s  o n  c h a n n e l  j  л 
j = l  k= l
к - l  o u t  o f  t h e  o t h e r  m-1 f r e q u e n c i e s  a r e  o c c u p i e d  
t h e  p a c k e t  a r r i v i n g  on  c h a n n e l  j  i s  a c c e p t e d )
= m •
= G •
m ,
г „ 1  -G/m fm~ 1 , G/m , . k - 11 G/m  • e  • ( J * ( e  - 1 )
k=l
-G  г  r m - b  , G/m i s k - l
e * 1 l k _ J ' ( e  _ 1 )  ’ ak
k = l  K 1 K
a
к
л
The f o l l o w i n g  a p p l i c a t i o n s  o f  t h e o r e m  3 sh ow  t h a t  t h e  t h r o u g h p u t  i s  i n c r e a s e d  b y  
e x t e n d i n g  t h e  number o f  f r e q u e n c i e s  a n d / o r  t h e  maximum q u e u e  l e n g t h .
E x a m p l e s  :
1.  m = d = 1 :
S ( 1 , 1 ,L) = G * e
- G
( c f .  t h e o r e m  1)
2 .  m = 2 , d = 1 ( i . e .  a   ^ = 1 , a^ *= 1 -  y  • P r ( L +=L) ) :
S ( 2 , 1 ,L) = G • e “ G • ( 1 + ( e G / 2 - l ) * ( 1  -  | - P r ( L +=L)  ) ) 
= G • ( e ~ G / 2  -  Ÿ " P r ( L += L ) • ( e _ G / 2 - e - G ) )
3 .  m = d (a^ = 1 f o r  i  =  l , . . . , m )  :
S (m,m,L)  = G * e " G • “  j ) • ( e G/m- 1 ) k_1
k=l
G • e
- G / m
T h i s  s y s t e m  can a l s o  b e  u n d e r s t o o d  a s  a  p a r a l l e l  c o m b i n a t i o n  o f  m i n d e p e n d e n t  
( 1 , 1 , L ) - s y s t e m s  w i t h  r a t e  G/m e a c h ,  t h u s
S ( m , m , L )  = m • ( G/m  • e  ) = G • e G/ m^ , c o n f i r m i n g  t h e  r e s u l t .
4 .  d = 1 , L = о ( i . e .  a .  = — f o r  i  = 1 , . . . ,m) :
- GS (m,  1 , o )  = G • e  -  • Ц '  Г  ) • ( e ^ - l ) 1
k= l  K * '
G/m . ч к - I
G/m ■ (1 -  e  G) /  ( e G/m -  1)
A p l o t  o f  t h i s  r e l a t i o n s h i p  f o r  s e v e r a l  v a l u e s  o f  m i s  g i v e n  i n  f i g u r e  3 .
f o r  i  < m .
1/m • P r ( L  =L) f o r  i  = m
5 .  d ** m - 1 ( i . e . a . = {!l 4 -
S (m,m-  1 , L)  = G • (e~G/m - -  • P r ( L +=L) • ( e G/m-  1 ) m~ ’ )  V m
S(m,m-1,o) r G/m • ( 1 - I  .( i-e"G/m)m- 1 ) .m
F o r  a g i v e n  t o t a l  t r a f f i c  G t h e  f o l l o w i n g  g e n e r a l  r e l a t i o n s  a r e  o b t a i n e d  ( [ S p l ] ) :  
S ( m , d , o )  < S ( m + l , d , o )  w i t h  e q u a l i t y  i f f  G = о 
S ( m , d , L )  < S ( m , d , L + l )  " " " G = о  л m = d
S ( m , d , L )  < S ( m , d + 1 , L )  " " " G = о  л m = d .
?
Open q u e s t i o n :  S ( m , d , L )  < S ( m + l , d , L )  f o r  о < L < 00 .
The p a r a m e t e r s  a^ o f  t h e o r e m  3 c o n t a i n  t h e  p r o b a b i l i t i e s  P r ( L += i ) ;  t h e s e  v a l u e s  
a r e  o b t a i n e d  f r o m  a s t a t e  d i a g r a m  by means o f  t h e  f l o w  c o n s e r v a t i o n  m e t h o d  ( s e e  
f i g u r e  4 ) .  The d e t a i l s  c a n  b e  f o u n d  i n  [ S p l ] .
w h e r e q^ :=  P r ( i  o u t  o f  t h e  m c h a n n e l s  a r e  o c c u p i e d )
© (1 -  e ' G / V , -G/m 4m - i  ( e  )
F I G U R E  4
-  106
I V .  STABILITY PROBLEMS FOR ( m ,d ,L ) -A L OH A  SYSTEMS
The  P o i s s o n  a s s u m p t i o n s  o f  t h e o r e m  3 may n o t  b e  s a t i s f i e d  i n  r e a l i t y  f o r  t h e  same  
r e a s o n s  a s  i n  s e c t i o n  I I .
As a g e n e r a l i z a t i o n  o f  t h e o r e m  2 i t  w i l l  b e  shown i n  t h i s  s e c t i o n  t h a t  ( m , d , L ) -  
s y s t e m s  may be  s t a b i l i z e d  by a r e t r a n s m i s s i o n  c o n t r o l  p o l i c y  w h i c h  t u r n s  o u t  t o  b e  
s om ew h at  s i m i l a r  t o  t h e  c o r r e s p o n d i n g  s t r a t e g y  p r o p o s e d  by  F a y o l l e  e t  a l .  ( [f g l ] ) .
F o r  a ( m , d , L ) - A L 0 H A  s y s t e m  we d e f i n e  t h e  f o l l o w i n g  e v e n t s  ( n o  c h a n n e l  w i l l  b e  f a ­
v o u r e d ,  t h u s  t h e  c h a n n e l  i n d e x  j  may  b e  s u p p r e s s e d ) :
W. . ( n )  = W. ( n )  «----- * i  o f  t h e  n  b l o c k e d  t e r m i n a l s  r e t r a n s m i t  on  c h a n n e l  j
1 9 J 1
T.  . = T .  <----- » i  o f  t h e  a c t i v e  t e r m i n a l s  t r a n s m i t  o n  c h a n n e l  j
1 » J 1
H. . ( n )  = H. ( n )  «-----» e x a c t l y  i  c h a n n e l s  a r e  o c c u p i e d  i n  a d d i t i o n  t o  c h .  j
1 » J L
g ;  - ( n )  = g - ( n )  := Pr(W . ( n ) )  ; g .  * . ( n )  = g . + ( n )  := Pr( W.  , ( n ) | H  . ( n ) )
A •‘•»J r  > A r»J  r , J
c . 
l . J
c  :=  P r ( T .  ) ; h .  . ( n )  = h . ( n )  := P r ( H  . ( n ) )L L9 J -»-»J J- 1 * J
We a r e  now a b l e  t o  f o r m u l a t e  t h e  m a i n  t h e o r e m  o f  t h i s  p a p e r :
T h e o r e m  4:
The c o n d i t i o n a l  t h r o u g h p u t  o f  a (m ,d ,L ) -A L O H A  s y s t e m  i s  g i v e n  b y :
S ( f )  = m 
n m ( c  *n' u • (1  —u ) n   ^+ c . ■ ( 1 - u  ) n ) о n n'  I n
m - 1 a,f . г / к . rm - l , m-k . .n .k-1  ,.  .n'(m-k) .
О  + I  (—  -  O - l k - l J ^ o  * ( l - c  • ( ! - «  )  ) - d - u  ) ' )
k = l  m
w h e r e
u ^  = f ( n ) / m  : =  P r ( a  b l o c k e d  t e r m i n a l  r e t r a n s m i t s  o n  c h .  j  Jn b l o c k e d  t e r m , )  
a n d  a^ , c^  a r e  a s  i n  t h e o r e m s  1 - 3 .
F o r  n  l a r g e ,  t h e  o p t i m a l  c o n d i t i o n a l  t h r o u g h p u t  i s  o b t a i n e d  i f  
u^ = b / n  w h e r e  b i s  a g i v e n  c o n s t a n t .
Thus : sn(f) -> m
n-*»
( c  ‘b + c , )  • e  о 1
- b
m-1 a
о  \ U - r -  ' > ' 0
k=l  m
m-k
, .  - b , к - 1 . -b*(m- k) .
( *- c 0 e  ) e  )
From t h i s  f o r m u l a  t h e  o p t i m a l  v a l u e  o f  t h e  p a r a m e t e r  b may b e  d e r i v e d  b y  d i f f e r e n ­
t i a t i o n .
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P r o o f  : The c o n d i t i o n a l  t h r o u g h p u t  i s  g i v e n  b y :  
m m
V f > ■ .1, Hr K Y j C n ' . T „ , i « V 1, i (" » * " (“ » , j W , T l , i ' llH , i W ) ) •j =1 k=1
m
= m I ( P r ( T Q) - P r (  W j ( n ) 1 j ( n ) ) ‘ P r ( H k _ j ( n )
k =l
m
+Pr  ( T , ) • Pr ( Wo (n)  |Hk _ ,  ( n ) ) - P r C ^ j i n ) )  
( c o ‘ 8 l , k - l  + Cl ’ g0 , k - 1  ( n ) )  \ - l ( n )
k= 1
F u r t h e r m o r e :  
g
w h e r e
. + • ( n )  = g . + ( n )  = (? )  • u 1 - (1  -  u  )
i , r , j  6 i , r v '•1 -' r , n  r , n
n - i
u :=  P r i a  b l o c k e d  t e r m i n a l  r e t r a n s m i t s  o v e r  c h a n n e l  j  e x a c t l y  г  c h a n -  
г . n 1
n e l s  a r e  o c c u p i e d  and  t h e r e  a r e  n b l o c k e d  s t a t i o n s )
u i s  i n f l u e n c e d  by  t h e  number  r  o f  c h a n n e l s  w h i c h  a r e  o c c u p i e d  ( w i t h  r e t r a n s -  
r . n
m i s s i o n s  o r  new  a r r i v a l s )  i n  a  g i v e n  s l o t ,  b u t  t h i s  d e p e n d e n c y  ( i f  a n y )  w i l l  d i s ­
a p p e a r  f o r  l a r g e r  v a l u e s  o f  n  ( t h e  r e a d e r  s h o u l d  o b s e r v e  t h a t  s t a b i l i t y  c o n s i d e r a ­
t i o n s  a r e  o n l y  n e c e s s a r y  i f  t h e  number n o f  b l o c k e d  t e r m i n a l s  i s  v e r y  l a r g e )  .
Thus  i n  t h e  f o l l o w i n g  we r e s t r i c t  on
f ( n ) / m  .
Remark:  I f  we kne w t h a t  n o n e  o f  t h e  b l o c k e d  t e r m i n a l s  t r a n s m i t s  o v e r  a  c h a n n e l
u : =  u 
r  , n  n
w h i c h  i s  d i f f e r e n t  f r o m  j  t h e n  we h a v e  t h e  f o l l o w i n g  u p p e r  bound f o r  u
u < u 
r . n  r . n
r  , n
P r ( a  b l o c k e d  t e r m i n a l  r e t r a n s m i t s  o v e r  c h a n n e l  j  g i v e n  t h a t  
n o  b l o c k e d  t e r m i n a l  r e t r a n s m i t s  o v e r  a c h a n n e l  j ’ ф j )
U" 2u + 0 ( u  ) .
n n1 -  ( m - l ) u n
I t  may b e  shown t h a t  c h o o s i n g  u °  i n s t e a d  o f  u f o r  t h e  p r o b a b i l i t i e s  uJ r . n  n r . n
l e a d s  t o  t h e  same o b s e r v a t i o n  ( n a m e l y  u^ = 0 ( 1 / n )  ) f o r  t h e  o p t i m a l  r e t r a n s m i s s i o n  
c o n t r o l  p o l i c y .
I n  t h e  same w a y ,  t h e  p r o b a b i l i t i e s  h ^ _ j ( n )  c o u l d  d e p e n d  o n  t h e  number  o f  b l o c k e d  
t e r m i n a l s  w h i c h  t r a n s m i t  o v e r  o t h e r  c h a n n e l s ,  b u t  t h i s  i n f l u e n c e  v a n i s h e s  f o r  
l a r g e  n  by  t h e  same a r g u m e n t .
( n )  = P r ( k - 1  c h a n n e l s  a r e  o c c u p i e d  i n  a d d i t i o n  t o  c h a n n e l  j )
= d ! ) - 0  -  Co ' g rt( n ) ) k-1 • (c  -g ( n ) ) m~k
Thus  h
k -1
s i n c e  P r ( c h a n n e l  j  i s  i d l e )  = c 0 ’ S0 ( n ) .
D e f i n i n g X :=  1 -  u
g o ( n)  = ( 1 - u n ) n = x n
we o b t a i n :
a s  w e l l  a s
1
gj  ( n )  = n ' un * 0 * ”u n )
n - 1 n* ( 1 - x )  -X n -  1
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m-1 m-1 ^
T h u s :  Sn ( f )  = m • ( c o * g , ( n )  + V g o ( n ) ) ' (  £ \  + V ( 1 ~ l ( n ) ) J
k=l  L'= '  *
m - 1
- I 1
k= 1
m - 1 a.
= m • ( c o *g l (n)  + c j ' g Q ( n )  ) " a^-  ( 1 + \ (—  ~ l ) ‘ \ _ , ( n ) )
k= l  m
m' am'(co ’n‘(1-x>•xn 1 + C]-xn) • (I + I d - ( 1 - c  •xn)k"lfxn)m’k )
k=  1 K 0 '
w h e re  d k  :•= ( ^  -  1 )  * *c
m-k
The p a r t i a l  d e r i v a t i v e  o f  S ^ ( f )  t o  t h e  unknown x  i s  e a s i l y  shown t o  b e :
aSn(f)
n r a  . • n -Эх  
m-1
, m-1 , , ,/ il ü • n -  1 ч • /  « Г j /« П\ K“  1 / П\ III iC\=  ( c ^ - x  - C Ä X ) ( 1 +  I d • ( 1 - c  -X ) • ( x  ) )n -2t
о о
k=l
+ (c  *xn *-c -xn ) • Y d * Г— (к— 1 ) c . ( 1 - c  "xn )n n ' n n '
m-1
n . k - 2 _  n-1  / n . m - k■x
k =l
+ ( m - k ) - x
о о
n ( m - k ) - l  , .  п чк - Ь  
• ( 1 - c  *x ) ]о J
Ы Г
0 ( l / n )
n - 2=  c o ’ ( l - x ) * x  • (  F ( x )  + X‘ G ( x ) )  + 0 ( l / n ) .
S e t t i n g  t h e  p a r t i a l  d e r i v a t i v e  e q u a l  t o  z e r o  we g e t  i n s i g h t  i n t o  t h e  a s y m p t o t i c  
b e h a v i o u r  o f  t h e  o p t i m a l  v a l u e s  o f  x .  T h e  f i r s t  s o l u t i o n  i s :
1 -  x = 0 (  I / n )
i . e .  u  = l - x = 0 ( I / n )  n ; f ( n )  = u  /m = 0 ( l / n )  . n
Thus f o r  l a r g e  n a r e t r a n s m i s s i o n  c o n t r o l  p o l i c y  h a s  b e e n  o b t a i n e d  w h i c h  c o r r e s ­
p ond s  t o  t h e  c l a s s i c a l  (  1 ,1  ,*)-AL0HA s y s t e m .
Remark : A n o t h e r  s o l u t i o n  w o u l d  be x
m-1 a.
n - 2
0 ( 1 / n )  , i . e .  x
П-Н»
1 , un -» O.n-*»
Th us :  S ( f )  m'a *c * (  1 + £ ( - * -  П ’ Г  ! ) m-km 1
k=l  am '•k- l
O-c )k
b u t  t h i s  ' s o l u t i o n '  c a n n o t  b e  a c c e p t e d  b e c a u s e  a b l o c k e d  t e r m i n a l  w o u l d  n e v e r  be  
a c t i v e  a g a i n ;  a l l  o f  t h e  t h r o u g h p u t  w o u l d  b e  p r o d u c e d  b y  t h e  t e r m i n a l s  w h i c h  a r e  
s t i l l  a c t i v e  ( i n  t h e  i n f i n i t e  u s e r  m o d e l  i t  h a s  b e e n  a s s u m e d  t h a t  t h e  r a t e  o f  new  
a r r i v a l s  d o e s n o t  d ep en d  o n  t h e  number o f  b l o c k e d  s t a t i o n s )  .
S e t t i n g  u^  := — t h e  c o n d i t i o n a l  t h r o u g h p u t  S ^ ( f )  i s  g i v e n  by:
m~ 1 k=l
> m'a - ( c  - b + c  ) - e _ b - ( l +  £ d, • ( 1 - c  • e ~ b ) k ‘ ‘ e  b ( m  k ) ) .
k= ln-*"°°
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The o p t i m a l  v a l u e  o f  t h e  p a r a m e t e r  b i s  d e t e r m i n e d  by 3S ( f ) / 3 b  -  о l e a d i n g  t o :
m~ 1
о г, V , , ,  . . к - l  m-k \—  • ( 1  + I d - ( 1 - c  y )  -y  J
k= I
m-1
k= 1
( - c ^ ' l n i y )  + c , ) " ( 1 I dv ( ( k - l ) - ( l - C Qy ) k 2 - ( ~ c o ) - y m k+1+( m- k+ l )  • ( l ~ c ny), k - l
w h e r e  у  :=  e
- b
. m-кч ч
y J)
For  m > 1 t h i s  e q u a t i o n  c a n  b e  n u m e r i c a l l y  s o l v e d ;  an  a n a l y t i c  e x p r e s s i o n  f o r  t h e  
g e n e r a l  s o l u t i o n  h a s  n o t  b e e n  f o u n d .
F or  m 1 t h e  a b o v e  e x p r e s s i o n  l e a d s  t o :
c  -  c . 1 -  с . / с
b = - 2 - --------  , i . e .  f ( n )  = u ( n )  = --------------- --
c nо
f * ( n )  + 0 ( l / n 2 )
X
w h e r e  f  ( n )  = (1 -  C j / c Q) / ( n  -  Cj / cq ) i s  t h e  o p t im u m  r e t r a n s m i s s i o n  p r o b a b i ­
l i t y  d e r i v e d  i n  t h e o r e m  2 .
V. THE DOMINATING CHANNEL MODEL (FM-ALOHA)
I n  some h i g h  f r e q u e n c y  r a d i o  t r a n s m i s s i o n  s y s t e m s  i t  i s  p o s s i b l e  t o  d e c o d e  t h e
s t r o n g e s t  o f  s e v e r a l  i n t e r f e r i n g  s i g n a l s  (FM c a p t u r e ) . Th us  i n  t h i s  s e c t i o n  we
c o n s i d e r  a m o d e l  w h e r e  t h e  u s e r s  a r e  d i v i d e d  i n t o  m c l a s s e s  K , , . . . , K  (m > 2 )1 m
a c c o r d i n g  t o  t h e i r  e m i t t e r  power  l e v e l s  Ej < E£ < E^ < . . .  < Em .
I t  w i l l  b e  a s s u m e d  t h a t  c h a n n e l  d o m i n a t e s  o v e r  c h a n n e l  K^_|  ( i “ 2 , . . . , m ) ,  i . e .  
a  p a c k e t  o f  a K ^ - u s e r  w i l l  b e  c o r r e c t l y  r e c e i v e d  i f  and  o n l y  i f  c h a n n e l s  K£+ i * * ,Km 
a r e  emp ty  and  t h e r e  i s  n o  c o n f l i c t  w i t h  a n o t h e r  t r a n s m i s s i o n  o v e r  ( c f .  [ m]  ) .  
L i k e  t h i s  i t  i s  p o s s i b l e  t o  s i m u l a t e  a  s p e c i a l  v e r s i o n  o f  a ( m , 1 jO)-AL0HA s y s t e m  
by  o n l y  o n e  i n s t e a d  o f  m u s e r  f r e q u e n c i e s .  I f  a l l  o f  t h e  c l a s s e s  a r e  e q u a l l y  l o a ­
d e d  t h e n  t h e  t h r o u g h p u t  i s  g i v e n  b y  t h e o r e m  3 s i n c e  i n  t h i s  c a s e  t h e  d o m i n a n c e  
o f  some c h a n n e l s  o v e r  o t h e r  c h a n n e l s  r e s u l t s  i n  l o n g e r  w a i t i n g  t i m e s  f o r  l o w  po­
w e r  u s e r s ,  b u t  h a s  no  e f f e c t  on  t o t a l  t h r o u g h p u t .  I t  w i l l  b e  shown  i n  t h e  f o l l o ­
w i n g  t h a t  b y  mean s  o f  u n e q u a l  c h a n n e l  l o a d s  h i g h e r  t h r o u g h p u t  r a t e s  c a n  b e  o b t a i ­
n e d ;  t h i s  i s  no c o n t r a d i c t i o n  t o  t h e o r e m s  3 and 4 s i n c e  t h e  p r o b a b i l i t y  t h a t  a 
p a c k e t  i s  n o t  a c c e p t e d  i s  now d e p e n d e n t  o n  t h e  number  o f  t h e  c h a n n e l .
We a s s u m e  t h a t  c l a s s  i  c o n s i s t s  o f  a v e r y  l a r g e  number  o f  u s e r s  ( i = l , . . . , m )  w h i c h  
p r o d u c e  a t h r o u g h p u t  r a t e  S ( i )  and  a  t r a f f i c  r a t e  G ( i )  r e s p e c t i v e l y ,  b o t h  o f  
w h i c h  a r e  s u p p o s e d  t o  b e  P o i s s o n  p r o c e s s e s .  F u r t h e r m o r e  t h e r e  a r e  n o  d e p e n d e n c i e s  
among t h e  u s e r s .
L e t  := max . Í У S ( i )  ) b e  t h e  maximum o b t a i n a b l e  t h r o u g h p u t
max G( 1 ) , . . . ,G(m)  '
o f  t h e  s y s t e m  and S ( i )  and G ( i )  be  t h e  r a t e s  f o r  w h i c h  t h i s  maximum i s
o b t a i n e d .
T h u s : .  S (m) = S ( 1 )  + S ( 2 )  + . . .  + S(m)Шс1Х
Theorem 5 ( [m] ) :
a .
b .
S ( i )  = G ( i ) • e
- G ( i ) - G ( i + 1 ) - . . . -G(m )
S ( r ) + -  G ( r ) * . e " G ( , : ) *_ - - - ' G<" ) *
I s ( i )+ - e- < W - •••-«"»*
i=l
w h e re  G ( r ) + i s  r e c u r s i v e l y  d e f i n e d  b y :
+
G 0 ) + = 1 ; G ( j  + 1 ) + = 1 -  e ' G ( j )  ( j  = l ........... m - l )
c .  S (m) = J S ( i ) + = e _G(m)+ .
max .L.
1=1
The s e c o n d  p a r t  o f  t h i s  t h e o r e m  i s  e a s i l y  shown by  i n d u c t i o n :  u n d e r  t h e  a s s u m p -
« , “f*
t i o n  t h a t  t h e  o p t i m a l  v a l u e s  S ( i + I )  , . . . , S ( m )  and G ( i + 1 )  , . . . , G ( m )  w e r e  a l ­
r e a d y  known t h e  o p t i m a l  v a l u e s  S ( i ) +and G ( i ) + a r e  e a s i l y  d e t e r m i n e d ;  f o l l o w i n g  
t h a t ,  o p t i m a l  v a l u e s  S ( i + 1 ) + and G ( i + 1 ) + a r e  o b t a i n e d  ( t h e  r e a d e r  s h o u l d  o b s e r v e  
t h a t  S ( i + 1 )  and G ( i + 1 )  a r e  n o t  i n f l u e n c e d  b y  t h e  t r a f f i c  o n  c h a n n e l s  K. , . . . , K . ) .1 l
Exam ple  :
C o n s i d e r  t h e  d o m i n a t i n g  c h a n n e l  m o d e l  w i t h  two  p ow e r  l e v e l s  ( m = 2 ) .
Th en :  S ( 2 )  = e ~ G(2 )  = e ~ ( l ~ e ) = 0 . 5 3 1
max
G( 2 )  = G( 1 ) + + G ( 2 ) + = 1 + ( 1 - e - 1 ) a 1 . 6 3 2  max
[[Remark:
F o r  t h e  ( 2 , 1 ,o ) -AL0HA s y s t e m  t h e  c o r r e s p o n d i n g  r a t e s  a r e :
S ~ 0 . 5 2 2  ; G = 1 . 5 1 6max max
G ,  - G / 2  , - G 4VJ VJ i. \J “I( t h e s e  v a l u e s  a r e  o b t a i n e d  f r o m  t h e  r e l a t i o n  S ( 2 , l , o )  = y *  ( e   ^ + e  u ) ) .  J
I n  t h e  d o m i n a t i n g  c h a n n e l  m o d e l ,  t h e  t r a f f i c  r a t e s  and  t h e  p r o b a b i l i t i e s  o f  a
ai
( 1 )
s u c c e s s f u l  t r a n s m i s s i o n  := S ( i ) + / G ( i ) + r e  g i v e n  b y :
S ( I ) + = 0 . 1 9 5 5  ; G ( 1 ) + = 1 0 . 1 9 6
S ( 2 ) + ~ 0 . 3 3 5 9  ; G ( 2 ) + >= o . 6 3  ; p ( 2 )  a 0 . 5 3 1  = e - p ( l )
T h u s  t h e  p r o b a b i l i t y  o f  c o l l i s i o n  ( a n d ,  c o n s e q u e n t l y ,  t h e  mean w a i t i n g  t i m e )  i s
s u b s t a n t i a l l y  l o w e r  f o r  c l a s s  K ^ - u s e r s  t h a n  f o r  K j - u s e r s .
(r+1
b.
e >
P
т (
; c h a n n e l m o d e l  w i t h  m c h a n n e l s
_ e G ( r )
+
> 1  ( r  « 1 , . . .  . ra-
P(3\ .  . p < m)
p ( m - D Щ-КХЭ
T ( 2 )
A >
T ( m - 1 ) 
> 1
T ( 3 )  ' • T (m) щ-х»
w h e r e  i s  t h e  mean w a i t i n g  t i m e  o f  a c h a n n e l  K ^ - u s e r .
The f o l l o w i n g  r e s u l t  d e s c r i b e s  t h e  a s y m p t o t i c  b e h a v i o u r  o f  S ( i ) + and G ( i ) + :
Theorem 6 ( [ S p l ] ) :
a .  G ( i ) + > G ( i + 1 ) +
b.  i  < G ( i ) + < \l l
d.
( i  — ! ) • • • ) ш)
c .  I f  < G ( i ) + w h e r e  о < e  < 1 and < i  , t h e nl
1 +£ + 2< G ( r )  < — f o r  a l l  r  > l  . r  -  r
-> 1S ( 1 )  + . . .  + S(m) —'  m-x»
G ( 1 ) + + . . .  + G(m)+ --------- * oom-x»
The same r e s u l t  i s  o b t a i n e d  f r o m  t h e o r e m  3 f o r  (m, d ,L ) -A L OH A  s y s t e m s .
I n  f i g u r e  5 t h e  d o m i n a t i n g  c h a n n e l  m o d e l  h a s  b e e n  com pa re d  w i t h  t h e  (m, 1 , o ) - m o d e l . 
The d o m i n a t i n g  c h a n n e l  v a l u e s  a r e  g e n e r a l l y  h i g h e r  b u t  t h e  o p t i m a l  t h r o u g h p u t
r a t e s  d i f f e r  b y  l e s s  t h a n  o . o 3 .
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Th e  r e s u l t s  o f  s e c t i o n s  I I  and IV c o n c e r n i n g  t h e  s t a b i l i z a t i o n  o f  m o d i f i e d  ALOHA 
s y s t e m s  may be g e n e r a l i z e d  on t h e  d o m i n a t i n g  c h a n n e l  m o d e l  w h i c h  h a s  b e e n  i n t r o d u ­
c e d  i n  t h e  p r e c e d i n g  s e c t i o n .  I t  t u r n s  o u t  t h a t  t h e  op t im um  r e t r a n s m i s s i o n  c o n t r o l  
p r o b a b i l i t y  f o r  c h a n n e l  K ^ - u s e r s  d e p e n d s  on t h e  n u m b e r  n^ o f  b l o c k e d  t e r m i n a l s  o f  
c l a s s  j  ( j  = l , . . . , r )  a s  w e l l  a s  o n  t h e  r a t e s  o f  n e w  a r r i v a l s  t o  t h e s e  c l a s s e s ;  
f u r t h e r m o r e  t h e  r e t r a n s m i s s i o n  p r o b a b i l i t y  f f  o f  c l a s s  r  i s  i n v e r s e l y  p r o p o r t i o n a l  
t o  t h e  number o f  b l o c k e d  t e r m i n a l s  w h i c h  b e l o n g  t o  c l a s s  r ;  co m p a r e d  t o  t h e  c o r r e s ­
p o n d i n g  r e s u l t  o f  t h e o r e m  2 ,  f  i s  r e d u c e d  by t h e  n u m b e r  o f  b l o c k e d  s t a t i o n s  i n  
l o w e r  c l a s s e s  ( t h i s  r e s u l t s  i n  a h i g h e r  s u c c e s s  p r o b a b i l i t y  f o r  p a c k e t s  
w h i c h  o r i g i n a t e  f r o m  l o w  power s t a t i o n s ) .
T h e o r e m  7 :
L e t n .
( i )
к
( i ) /  i . 
к ( n i } *
:= t h e  a c t u a l  number o f  b l o c k e d  t e r m i n a l s  w h i c h  b e l o n g  t o  c l a s s  i  
:= P r ( e x a c t l y  к new a r r i v a l s  o r i g i n a t i n g  fro m  c h a n n e l  K . )
= P r  ( e x a c t l y  к r e t r a n s m i s s i o n s  o n  c h a n n e l  K. I n .  b l o c k e d  i nl 1 l
n . n . - k c l a s s  i )
= ( / ) •  f < n . ) k • Ü - f ( n . »  1 ” .
The o p t i m u m  r e t r a n s m i s s i o n  p r o b a b i l i t y  f ^  f o r  c h a n n e l  K ^ - u s e r s  i s  g i v e n  by:
f  = P r( a  b l o c k e d  t e r m i n a l  i n  c l a s s  r  r e t r a n s m i t s  | ( n , , .  . .  , n  ) b l o c k e d  
r  1 m
i n  c l a s s e s  1 , . . . ,m)
f  ( n  ,  A )  П  .  )  À  . i i t i t l l f t A , )  r r  r  r - I  r - 1 1 1
1 -  E -  X
______ r r
n -  E -  Ar r r
w h e r e :  A = c ^ / c ^  r 1 о
= 0 ( l / n r )
r - l
: = У d^r . L. n
1=1
( i )
i
r - l  . . .  n .
П c ( j ) - ( l - f . )  J
j - i + 1  °  J
and
= c o n d i t i o n a l  t h r o u g h p u t  o f  c l a s s e s  ( l , . . . , r - l )  g i v e n  t h a t  h i g h e r  
c l a s s e s  a r e  i n a c t i v e .
Х ' - ' Ч '  - » Ч Ч , . . « »  • .< » ( . , )
-= c о
= c o n d i t i o n a l  t h r o u g h p u t  o f  c l a s s  i  g i v e n  t h a t  h i g h e r  c l a s s e s  
are  i n a c t i v e .
n . -1 П . 'vn . -  I 1 Г П . -  1 11 1
• E.in . - E . - A . n . - E . - A . ^ 4 1 1 1 k i  i  i j
( j )By means o f  t h e s e  f o r m u l a e  f  may be e x p r e s s e d  i n  t e r m s  o f  n .  and c  .
r J 1
( j  G { I , . . . , r } , i  G ( о , 1 } )  .
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P r o o f  :
S i n c e  h i g h e r  c h a n n e l  t r a n s m i s s i o n s  d o m i n a t e  o v e r  p a c k e t s  w h i c h  come from  l o w e r  p o ­
w e r e d  s t a t i o n s ,  t h e  t o t a l  c o n d i t i o n a l  t h r o u g h p u t  i s  g i v e n  b y :
S ,  , ( f . , . . . , f  )( n . . . . . ,n ) 1 mm
. H < c<o>' 8<i ><ni ) * c<î >-*(o)(ni »  •1 = 1  J = l + 1  J
ш / * \  п . 1 / • \ n • m / • \ il»
l ((c о •ni*f i ‘ (1-fi ) 1 + c(î ) *( | - f i ) *> ■ TT c ^ - d - f  ) J)i = l  ;=;4. i  u J
= I ( ( c W - n , ^ "  ♦ (С^ Ч . с (^ ) . х Л
i= 1 О 1 1
1 41 • w
1  о )
j-i+1
■ TT C ( j ) . X .  J) 
j-i+1 0 J
w h e r e  x .  : =  1 -  f .l l
The p a r t i a l  d e r i v a t i v e  o f  S w i t h  r e s p e c t  t o  x^ _ i s  g i v e n  b y :
| S  .  ( ( „  - ! ) • „  - c ( r > . x  ” r " 2 ♦ ( c < i > - V c » , - . t - - V ' )  • T T
r  J=r+1 J
t  1 n / i \  n . - l  / * \  /*\  n • m
I  ( ---  * (c 1 * П. * X. 1 + (с I - n . - C  1^ ) -X.  L) . TT■ L , V X О 1 1  1 1 O l ' . ' . 1
n -1
i=l г
 . . .  n . 
c ( j ) . x .  J 
j - i +1  0 J
I n  o r d e r  t o  d e t e r m i n e  t h e  maximum t h r o u g h p u t  we h a v e  t o  e v a l u a t e  t h e  e q u a t i o n s
= О f o r r  = ! ) • • • )  in •
r
means  o f
a s
Эх,
1
= 0 t h e o p t i m a l  v a l u e s  o f  f , and n ,  a r e  o b t a i n e d :
as
axj
= О = > U n l
О ) .  П | _ 2  
Г , ) - П Г С 0  x i
,  ( 1 )  ( 1 ) .  v \
( c  , - n , * c  o ) - n , - x 1 ) .  '
( n r . ) - c ( ’ >
/
. T T c ( j ) - x .  J 
j = 2  °  J
= >
X 1
n - c ^ - c ^  1 0  1
. - x .
=> f . 1 °  *= 1- X.  = -------7TT----- 7TT“ w h e r e  A. -
n , c  - c  . 1 о 1 1 1
The o p t i m a l  v a l u e s  o f  f  ^ and  (and  s o  o n )  may be  i n d u c t i v e l y  d e t e r m i n e d .  The
g e n e r a l  s t e p  i s  a s  f o l l o w s :
Assume c h a t  f ^ , . . . , f , ; x ^ , . . . , x^_ j  ; D ^ ^ , . . . , D^r a r e  a l r e a d y  known and  t h a t
n l r -1
f j , . . . , f r _ l  may be  e x p r e s s e d  i n  t e r m s  o f  x , , . . . , x  , and o f  t h e  new a r r i v a l  r a t e s .
Then  3 S / 9 x r  may be  e x p r e s s e d  i n  t h e  f o l l o w i n g  form :
— 1 1 4  —
T h u s  :
-=>
=>
F o r
- „ ,  . n _ 2 . . , . n -1  ш . . .  n .
- p  -  ( < „ - l ) - n  . C ( r ) - x  r + < c ( ' > - n  - c ( r ) ) - „  -X '  ) •  Ï Ï  c - x .  JЭх *• r  7 г  о г  1 г  о'  Г  r  J . 11 , о 1
r  J=r+1 J
r - l n  . . .  m . . .  n .  .
+ у _JL . D ( l ) . c ( j ) . x J ! 0  .
i=l  Xr n i  j = i + l °  J
, ч n - 2  . .  . .  n_  . r - 1  r  . . .  n .
( V I ) , C  о , x r  + ( c  Í  - V е  о  ) , x r  " + . 1  J j -  . . Т Г  c  i - x j J = °T = 1 -V 1 — -i- 1 Ji = 1 X j = i+lr J
( n  - 1 )  + (А - П  ) X  + Í  У D ■ TT c J *x.  J ) . x  = о r r r r '■.*■ n .  . . .  O J > r
1 = 1  1  J = l + 1
n -  1 r
r n -  A -  E r  r  r
1 -  E -  A
 ^ r , r  r“ >  f  =  1 - X  =  - - - - - - - - = -------- r—
r  r  n -  E -  Ar  r  r
t h e  f o l l o w i n g  e x p r e s s i o n  i s  o b t a i n e d :
V > .  c<:> • s<i>(nr , * c<f  - . « f a , )
n
/ \  n 1 / ч n
-  c ( r ) . „  • < ! - £ )  r  ♦ c <? 4 l - f ) r~  ~  Г  I ГО r
n -  1 
r Jd-f_) r . ( c(! ) -n_-f_ + c (; ) . ( i - f r ) )о r  r
= ( l - f r)
n -  1 
r
-1
= o - f r)
= C(r> •
( c ( r ) . n  • ( 1 - E  - A ) + c ^ - C n  - 1 )  ) /  ( n  - E  - A )o r  r  r 1
( r )
n -  1
n -  1
( r )
о ' -  n r
( r )
• ( 1 -
( n r
о n
r
n “ 1 r
° V V xr
1 -
r r r
( n - 1 )  -E 
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T h i s  c o m p l e t e s  t h e  p r o o f  o f  t h e o r e m  7 .
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SYMBOLS
N n u m b e r  o f  u s e r  t e r m i n a l s
m " o f  u s e r  f r e q u e n c i e s
d " o f  r e t r a n s m i s s i o n  f r e q u e n c i e s
L
L+
ma ximu m queue  l e n g t h  
a c t u a l  q u e u e  l e n g t h
S = S ( m , d , L ) t h r o u g h p u t  o f  a (m, d . L)-ALOHA n e t w o r k
G = G ( m , d . L) t o t a l  t r a f f i c
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g k ( n)
P r ( k  t r a n s m i s s i o n s  i n  a  g i v e n  s l o t )
P r ( k  r e t r a n s m i s s i o n s  [ n b l o c k e d  t e r m i n a l s )
Ck
P r ( k  n e w  t r a n s m i s s i o n s )
ak Pr ( i n f  o r m a t i o n  a r r i v i n g  o n  c h a n n e l  j  i s  a c c e p t e d  | к c h a n n e l s  o c c . )
qk
f ( n )
P r ( k  c h a n n e l s  a r e  o c c u p i e d )
P r ( a  b l o c k e d  s t a t i o n  r e t r a n s m i t s  | n b l o c k e d )
s n ( f )
S ( f )
c o n d i t i o n a l  t h r o u g h p u t  g i v e n  t h a t  t h e r e  a r e  n b l o c k e d  t e r m i n a l s
u n c o n d i t i o n a l  t h r o u g h p u t  o f  a s y s t e m  c o n t r o l l e d  by t h e  
r e t r a n s m i s s i o n  c o n t r o l  p o l i c y  f ( n )
u = f ( n ) / m  
n
S ( i )
P r (  a b l o c k e d  t e r m i n a l  r e t r a n s m i t s  o n  c h a n n e l  j  | n b l o c k e d )  
t h r o u g h p u t  o f  c l a s s  i  ( d o m i n a t i n g  c h a n n e l  m o de l )
G ( i  ) 
S ( i )  + 
G ( i )  +
t r a f f i c  o f  c l a s s  i  
o p t i m a l  t h r o u g h p u t  o f  c l a s s  i  
" t r a f f i c  " " i
p ( i )
s (m)
max
p r o b a b i l i t y  o f  s u c c e s s f u l  t r a n s m i s s i o n  i n  c l a s s  i  
o p t i m a l  t r o u g h p u t  ( d o m i n a t i n g  c h a n n e l  m o d e l )
n .
• T
g ( î ) ( n i )
Eг
number o f  b l o c k e d  t e r m i n a l s  i n  c l a s s  i  
P r ( k  n e w  a r r i v a l s  i n  c l a s s  i )
P r ( k  r e t r a n s m i s s i o n s  i n  c l a s s  i  | n^ b l o c k e d  i n  c l a s s  i )
c o n d i t i o n a l  t h r o u g h p u t  o f  c l a s s e s  ( l , , , . , r - l )  g i v e n  t h a t  h i g h e r  
c h a n n e l s  a r e  i n a c t i v e
D ( i )  
n .1
c o n d i t i o n a l  t h r o u g h p u t  o f  c l a s s  i  g i v e n  t h a t  h i g h e r  c h a n n e l s  
ar e  i n a c t i v e
f
r
T ( i )
P r ( a  b l o c k e d  t e r m i n a l  i n  c l a s s  r  r e t r a n s m i t s  (n,  , . , , , n  ) b l o c k e d] m
. . . c , i n  c l a s s e s  1 , , , .  ,m) 
mean w a i t i n g  t im e  o f  a c l a s s  i  p a c k e t
K.
i
A = с / с  
A = c ( ^ / c ( r )
c h a n n e l  ( c l a s s ,  f r e q u e n c y )  i
X = 1 -  f
r r
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ON T H E  B A S I C  C O N C E P T S  OF A M ODULE L A N G U A G E
G. DÁVID
Introduction
The theory of Petri nets provides an effective tool to 
describe control structures. Termination, deadlooks can be 
expressed by this method. In this paper we give an extension of 
the notion of Petri nets as a programming language by the 
definition of abstract data types, abstract control types and a 
verification-method will be treated also.
Kotov [5 I gives a method to formalize and translate Petri 
nets into the expressions of a formal language and introduces 
the notion of "abstract control structures" ACS. Dávid and 
others [1 . G  described a special logic, the Structure Logic 
which allows to express statements on "abstract data structures" 
ADS. This logic is a programming language, too, a new-principled 
language like PROLOG i.e. a language without algorithmization. 
Here we want to combine these two results in the notion of the 
module. A module consists of two sets of formal parameters: 
abstract control parameters and data parameters:
module name (formal ACS; formal ADS^
We call this language Module Language ML.
Main goal of this paper is to show how one can transform 
Petri nets and data into programs in a formal language ML or 
more generally, the
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(ACS, ADs) 4—ъ programs in ML
equivalence will be treated which is similar to the everydays 
equivalence between the flowcharts and programs:
flowcharts programs
in programming languages.
In the first two chapters we give a short description of 
the ACS and ADS, in the third the module-language ML and veri­
fication method in ML will be treated.
1. Abstract control structures ACS
Here we give a short overview of this notion, details are 
available in Kotov £ 5]. We define
- meta-operations over nets
- operations over nets
- abstract control structures.
A basic symbol represents an atomic Petri net
A  .
p.
<D
where Pa  - head place
tail place 
A  -  transition
- number of tokens
Here A  represents a Petri net (compound transition ) or a 
symbol (simple transition ). Firing the compound transition is 
equivalent with the initialization of the nested Petri net and
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when the internal net stops, the compound transition termi­
nates and the initial marking of the nested Petri net is 
restored.
1.1. Meta-operations: union, elementary merge and merge 
Let be given two atomic Petri nets At and
и
Л / ,  ■
A/*-
union:
N,U U L •  (  P a v P b  » Л u 4 * )
where O' represents the set-theoretical union. M  ( Л/« j_s
defined as originally if Pa *  P a and max. M ) , M  ( * / * ) )
«  Ph~ Pb ■
Examples :
Ч- P*=Pa
e l - m e r g e , ele m e n t a r y  merge meta-operation /not defined by Kotov/
Л/, е/-гие где, Afz Ç)— 4 —K O - - -
PaH' . p a î
Ь Ю
i.e. the tail place <У^ and the head place f>b of Л/„ and *4 
resp. form a new place { ^ a , Pe, 3 ( ordered pair^ ).
If the Petri nets and are compound ones and
С1ГЛ c V  N ,  , U  Me«,
merge meta operation is defined as
nier^ e ~ [J N4 ol-wrgc NÏ
for every pair С '//) , ' г *, - ■)»<, j  * Л ■ • -, •
1.2. Operations over nets
Using meta-operations, the following operations are defined
superposition
join
exclusion
iteration
marking
closure
0
*
n —»
cltr - •. о с /
binary, associative, 
commutative
monadic
monadic
monadic
The operation superposition is defined as the union 
the operation join as merge.
U ?
For the monadic operations:
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iteration: ¥ /v«
marking: "tl— ^ M
closure: do Д/  ^ od
»
In order to describe the operation exclusion Q , first 
we give an example, introduce a new meta operation el-ex: 
elementary exclusion for two atomic nets and we shall extend, 
this for compound nets:
An example of the binary operation exclusion
' A \ [  Л 4 / 0 4 z j - o  / -
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We see that А /, Д А 4  exclusively uses the resources repre­
sented by i p K , p A ] and l p Y , P A ] .
If A/f and Л/г represent atomic nets as in the section
1.1, then
el-ex elementary exclusion:
new head and tail places, resp.
If are the same as in section 1.1, then
the binary exclusion operation Ц :
J C ü J Q  = ( Î N.:cj-гк N*
'V
Here we assume that N! or N[ can be compound nets, using
the operations el-merge or merge but not union of more 
elementary nets.
Kotov in £5 ] had not defined the meta operation el-merge 
and el-ex, but we introduced them for the simplicity's sake. 
Algebraic behaviour of operations Í commutativity, binding, 
etc.^ is discussed in L 5] .
Well-formed formulas wff's
^wff ^  : := ^ operand^[^monadic operation^^ wff » I  
^ w f f ^  ^ binary operation^^ wff »  
^operand^ ^atomic net symbol's
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Examples:
*  — *  (  A  ; & )
A — :> * ( (  *  ű  b )  Ü c )
where A , & , a , h , C are atomic net symbols. 
We shall omit some superfolous parentheses.
1.3. ACS: Abstract control structures are declared as
type control structure-name ^formal parametersj= formula
where "formula" - is a well formed formula, using the symbols 
in the list of "formal parameters" as operands and optionally 
other ACS's, resulting an (atomic) Petri net.
In 0 1  two types of parameters are distinguished: the 
static ones (the symbols) and the dynamic parameters which are 
declared with the symbol preceeded by the basic word var. Hence 
var A in the list of formal parameters represents a set of 
Petri nets. It should be noted that in £ 5 ] ACS is called 
"abstract control types". Actual parameters for static ones 
are standard, for dynamic parameters we use the form [set of 
actual elementsJ, i.e. the list of actual elements form a set, 
bracketed by L - l  , and this stands for a dynamic parameter.
Standard ACS's:
join ( var x) = 1 — * (xf у хз. y * ‘ ' )
exc ( var x ) = 1 — ? ( * • • ) X,- e X
com ( var x) 1 — » ( V.A) X г ) - . . )
Hence
join ( [ а; Ь 1с])^ 4 - x ( a ) b j C >)
is an actual "call" of the join standard abstract control structure.
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Examples
type bridge (a,b,c,d) = 2->/a;c, b;d, b;c)
type loop ( var x) = 1— ?#join (var x)
type mutex (  var x) = 1 — ^*exc ( var x)
type vol (a,b) = n —>(a,b)
An example of a program of Reader/Writer problem 
the examples above :
let be given R: reader
W : writer
RA:action of reader R 
WA:action of writer W
The program ^ as in M )
do loop ([WA, W]) ,
loop RA]) ,
mutex (ÍW,R]) ,
vol (W,R) od
or in graphic form with comments :
vol(Uu,t)
loop  u s'' -, loop
ГС ^А ,\Х / um»)
using
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<?r cfc4aJ& d
2. Abstract data structures ADS
In this chapter we give a short introduction to SL, the 
Structure Logic £l, 2, 3, 4-J , in which one may define ADS and 
formalize assertions. SL is a logic, based on many-sorted 
logic extended by the notion of selectors. Hence SL as prog­
ramming language has correct semantics /i.e. the logic itself/.
2.1. The Structure Logic SL
Let J  be a given set of basic types /for example, 
integer, real, boolean etc./. Let us construct a composed type 
't  from the basic types ~t- & r  with the following
sentence of this language
é  <  {  : 4 ,  J  >
 ^i ‘ ? ) stands for set , where symbols -Зе/,* are
arbitrary but different symbols, representing selectors, and 
selects a more elementary type "t f  •
H *  7 represents also the t'4L elementary type :
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= t ;
Example
te Corot
record ^  listring, 2:string, 3:payment)> 
payment ^ 1:integer, 2:integer, ..., 12:integer^
The type payment can be abbreviated as
payment <^[l:12] : integer >
and this is a set of statements payment [ i ^ = integer,
i = 1, ..., 12. These are homogeneous types. From composed or 
basic types one can similar define new composed types. A data- 
-object can be described by this formalizm also
-2^1: SMITH, 2: J.S., 3:<1:1251, 2:1742, ..., 12:1147/^ 
and -2- [_3Д£2 J = 1742. A statement like
recor d<x>
can be valuated as true or false : true iff the object Л 
satisties the requirements expressed by "record", and false if 
it doesn't. The sentences of this language are the formulas, 
consisting of atomic formulas , where "t - a type,
A  - an object and using the logical connectives Л, V, «=£>, -7 
(not).
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For more detailed introduction see [ 1, 2, 3, 4j.
2.2. Declaration of Abstract Data Structures
For our goals we should declare abstract data types and 
data structures.
The declaration
type data-type-name c sel-^ rt^ , sel0:tM, . .., sel^: h >
where for t^ i = 1, . . . , n either t^ £ ' j f ' or t^ has been 
declared elsewhere as "data-type-name", and symbols sel^ 
i = 1, 2, ..., n are different ones
Examples / a s  above/
type record < 1: string, 2: string, 3:payment^> ; 
type payment Ф  : 123 : integer / ;
It should be noted that "data-type-name" must be unique - 
no redeclaration is allowed. The declared data-type-name is 
called abstract data structure ADS. Objects are declared by 
reference (or by ref)
reference ^data-type-name) data^, data2 > . .., data^;
by which the symbol data, is declared as it is of type ADSu
sepcified by "data-type-name".
The language allows the combined form, by which in an ADS 
declaration one can use data objects as well as subtypes if 
the data object has been declared elsewhere:
type pay^l: NAME, 2: string, 3: payment^;
i f  th e  NAME:
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reference NAME;
In that case the "pay" represents that set of data, in which 
the first components always the same data-object NAME: if
ref (pay) Dl, D2;
then
Dl[l] = D2^l], /i.e. the NAME/
and the remaining component may be different. By this data- 
synchronized processes may be specified, because Dl £ 1 J varies 
as D2 Ld. We may also see that the statement
p a y ^ x ^ = ^ >  r e c o r d ^ x ^
is a valid formula in Structure Logic.
3. Modules and verification
3.1. Modules
The Module Language ML is a language in which ACS and ADS 
can be described and the basic unit, the module gives the 
correspondance between control and data structures.
Formally a module is declared as:
module module-name (formal abstract control structures;
formal abstract data structures) 
specification-part;
do body od;
The "module-name" should be unique. A module has two lists 
of formal parameters: the list of formal abstract control
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structures ACS, and the list of formal abstract data structures, 
separated by semicolon.
The specification-part describes the formal parameters. 
General form
reference (set of allowed abstract structures ) list of 
formal parameters;
where "list of formal parameters" contains those parameters
f^ i = 1, ..., к-p which are specified by a set of allowed
structures s., j=l,2,...,Пр, and it means that for arbitra­
ry i J
fi = S1 V  fi = s2 V .. .  V = sn
i. e.
for S = £ si J i = 1, ..., n1 J
f, is of type s. for some j s. 6 S.1 * J
For simplicity we instroduce the set:
set set-name = list of set-elements; 
for example
set execution = mutex, parex, seqex;
represents a set of different executions: mutual exclusion 
mutex, parallel execution parex, sequential execution seqex:
type mutex (var x) = 1 — » exc ( var x)
type seqex (var x ) = 1 — ■> join ( var x )
type parex (var x ) = 1 — * com ( var x )
The set declared should be homogeneous: only ADS's or only 
ACS's can be listed as set-elements in a declaration. Set
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operations are: U union, Г) intersection, —  negation.
If integer, exp and mant are basic data types, and "real" 
is defined as
type real^l:exp, 2:mant >^
and
set number = integer, real;
then
module whoknows (contr; 
reference (execution) contr; 
reference (number )  z ;
is a correct declaration and specification part declaring 
contr as one of the possible execution types and z is either 
integer or real. As in SL, a statement like integer < z> may be 
true or false, and using logical connectives A /and/, V /or/, 
1  /not/, /implies/ one can form quantifier-free well-
-formed formulas wff's in SL. For uniformity we shall use t ( K )  
instead of £<x> to express the fact that X is of type .
In the module-body the programmer defines net-elements 
/or simply elements/ and the control-structure either by formal 
parameters or by another ACS already declared. Net-elements are 
local to the module, and the control structure is defined on 
net-elements in the module. Elements are Petri nets in a 
slightly modified form: a net-element â.
a  • V ьл
where 71 - well formed formula in SL and Ьu either a called 
module or ( compound or simple ^  transition. The Ьд will be 
executed, if S i will be and TC is true, and b>^ acts as 
no-operation if 1L is false:
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Simple transitions
from a defined set of functions in the implementation and 
expressions on data objects x, y, e.q.
eta ‘Jcl'lj •= b^(*)
J i  1 1 1  •= o d
Compound transitions are compound Petri nets. Also in the module- 
-body one should specify the control-structure operating on 
the net-elements, where one can use either formal ACS-parameters 
as well as other ACS.
Using the examples above:
module whoknows (contr; z );
ref (execution) contr; ref (number) z;
do a: integer (z_) — ■$> z:=0 ;
b: real (z) — *z[2]:=0 ;
c: 1 integer ( z)/\ ~1 real(z ) — ?> next (parex; z); 
contr f[a,b,c]) ;
where next represents a call of another module next. Three 
possible executions of this module when called:
i/ whoknows (mutex, z)
ii/ whoknows (parex, z)
iii/ whoknows (seqex, z )
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I f  %  =
i )
integer(z), 7fz  = realfzj, = 7  7?,/| 7 77^ then
In this language a program consists of a set type- 
-declaration (i.e. for both abstract control and data struc­
tures j, a set of module-declarations. These sets should be closed 
i n  that sense that every symbol could be derived from elementary 
syifibols ^elementary Petri-nets, basic data-types or modules).
For simplicity we shall assume that the ADS's ACS's, sets 
are declared spearately and they are global symbols, preceeded
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by the word program:
program program-name:
set of set-declarations; 
set of type-declarations; 
set of module-declarations; 
program-name: wff
where wff is a well-formed formula over the modules as 
compound Petri-nets with actual parameters. ^Logically the 
program and the module should not be different and distinguished 
in this form. We introduced this notion of program here to avoid 
discussion on local and global declarations etc.^
3.2. Verification
A user may insert assertions into his programs and may 
verify the correctness of the program. Two types of dedùctions 
are necessary: deductions in SL, and deductions of statements 
on abstract control structures.
3.2.1. Deductions in SL
Let an Q, be assertions expressed in SL. In SL two 
basic deductions exist:
1. i/ modus ponens ( ! P a ( V # Q ) ) = >  Q
1 .11 / ' ( Л 1 Р М ) ^ У
sc[
where in l.ii/ sei is varying over the set of selectors of 
and is a subtype of V selected by sei. Also l.ii/
shows the lifting mechanizm in SL: from the lower-level 
statements we can prove the next higher level statements and 
vice versa.
If â is a transition, operating on data-objects,
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specified by IP before the execution and by Q  after the 
execution, then
V  a Q.
describes the effect of â on data-structures and if TPa 
expresses the state of data-structures after 3. , then
1. iii/ ( (  (  7PLJci] â  ) )  ^  Я  )  ^  â  Q
Two comments should be made to l.iii/. The first, that Qt 
constains a predicate 7Z^  , and a body hence in l.iii/
( A  ( a)) /\ /л bj)
The second comment, that in > ' 4  a represents the effect of 2, 
on those objects, which are characterized by T [ o e O  . So we 
have to distinguish three cases, denoted by:
1/ a
2 /  (jPa)[^ l
з /  ( 3 ° a Q ) [ ^ l
In 1/ a sub-structure of objects ot type v are expressed, in 
2/ the sub-structure after the execution, hence in 2/ sei is 
varying on the selectors of Ö  , and, finally in 3/ "sei" is 
varying on the set of the selectors of TP or &  . If S ( V )  
represents the set of selectors of , then
l.iii/ ( ( А  a )  = * $ ) * ■ *  T P a Q
vv seleS,(7P)
and for the cases 2/ and 3/:
( А  ((?Ра)[>П Qf>q)W fPa
V iclfe-S(Q)1. iv/
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1 . V/ ( A Op a §)!>'])++TPa%
ieU S f)u $ > (Q .)
where the later is an analogous form of l.ii/.
3.2.2. Verification of abstract control structures
In this section â* , ... represents compound or
simple Petri nets, "op" denotes the operations as in Chapter 1. 
We shall use deduction in the form
Every ACS is defined by a wff, hence we have to verify only 
the formulas.
2. i/ If op = ty ^union) , then
and
Q , V  Q 2 Q
2. ii/ If op = el-merge
and if op = merge then by the identity
*<уЛх
we
and
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2. iii/ If op = exclusion Ц
V b  = Л 1  Vj  ftp, л  ,)
( & - *  Ö J  V 6?,)
Here that fact is expressed, too,that if = false, then
V %-  V ,V Й .
2. iv/ For iteration X
((П a Qj л (Q. -* vS) ^  T2 (* a)Pi
where ^  =S> ЧР, and TR
2. v/ For marking % and for closure do ... od we have
(Ъ  a Qj ■* 'JU * —*)«,
81111 (Vi a 6),,) =5> CP,
Also we have to use deductions for £atomic ) assignements x:=e 
2.Vi/ I p  (  X /e) >A= e  TP
where Í W )  represents 1p ,  but every occurence of Jc is 
substituted by expression C  .
4. Summary and open problems
Our goal was to give a short description of language- 
-phylosophy. This paper should be treated as a draft only: an 
illustration of the main concepts. Detailed description will be 
available elsewhere, including monitoring, etc.
The main results here
1. transformation of Petri nets into a programming language
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2. allowing the contol as dynamic parameter
3. providing tools to verify programs in this complex situation.
In order to reach the real power of this language, we have 
to solve the following problems during the extension of these 
concepts:
4. In this form in a module-declaration either the data - or 
the control - part may be empty in the formal parameter list. 
Allowing both control and data structures as "returned 
values" would be a very useful extension. In the case of 
data it is a trivial fact, but for control structures it is 
not so easy. With this the concept of "computed control" or 
the "control of the control" would be solved.
5. In the language we have to formalize statements on abstract 
control structures. If a statement К stands for an ACS X, 
and L is for another one Y, what will be true for X bp Y, 
where op is defined in Section 1? Probably we have to 
restrict somehow the language in this respect, because X op Y 
may share some recources, may have common control structures, 
etc., hence it is not well-structured.
6. Also we have to formalize statements on modules in the
declarationjand during specification (call) too, and providing 
logical calculi, in which statements can be proved (like in 
Alphard).
With these extensions a really dynamic language would be 
described mostly for systems-programming purposes. One possible 
application is the dynamic microprogramming, we "manualy" 
checked these concepts, where the available resources regis­
ters, processors, etc. are varying, and a microprogram should 
have local control which is invariant against the hardware 
changes described as input parameters.
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Our goal was to give a short description of language- 
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2. allowing the control as dynamic parameter
3. providing tools to verify programs in this complex situation.
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A L A R M  A N A L Y S I S *  A S  A  F O R M  O F  S E C O N D A R Y  D A T A
P R O C E S S I N G  
L a u r a  B ü r g e r
1 .  I N T R O D U C T I O N
A  f o r m  o f  s e c o n d a r y  d a t a  p r o c e s s i n g  w i l l  b e  d i s c u s s e d  i n  
t h e  p a p e r .  T h e  d a t a  t o  b e  p r o c e s s e d  a r e  g a i n e d  f r o m  t h e  
c o m p u t e r i s e d  d a t a  a c q u i s i t i o n  a n d  c o n t r o l  s y s t e m  o f  t h e  
W W R - S M  r e s e a r c h  r e a c t o r  i n  t h e  C e n t r a l  R e s e a r c h  I n s t i t u t e  
f o r  P h y s i c s ,  / B u d a p e s t ,  H u n g a r y /  a n d  a r e  u s e d  t o  c o n s t r u c t  
a n  a d v i s o r y  s y s t e m  s u p p o r t i n g  t h e  w o r k  o f  t h e  o p e r a t o r s
[ 7 ]  .  T h e  a p p l i e d  c o m p u t e r  i s  a n  R - l O ,  w i t h  6 4 K  b y t e  c o r e  
a n d  8 0 0  K b y t e  d i s c  m e m o r y .  T h e  r e a l - t i m e  p e r i p h e r a l  e q u i p ­
m e n t  c o n t a i n s  1 2 8  a n a l o g u e  a n d  1 2 x 1 6  b i t s  d i g i t a l  m e a s u r i n g  
c h a n n e l s .  T h e  a p p l i e d  s o f t w a r e  s y s t e m  i s  t h e  P R 0 C E S S - 2 4 K ,  
d e s c r i b e d  i n  j ^ 5 j .
2 .  S E C O N D A R Y  D A T A  P R O C E S S I N G
S e c o n d a r y  d a t a  P r o c e s s i n g  -  i n  o u r  d e f i n i t i o n  -  i s  a  r e a r ­
r a n g e m e n t  o f  t h e  p r i m a r y ,  s t i l l  d i s a r r a y e d  d a t a  b a s e  i n t o  
a n  o r d e r e d  f o r m ,  a c c o r d i n g  t o  s o m e  o r g a n i z i n g  p r i n c i p l e s .
I t  c a n  b e  c o n s i d e r e d  a s  a  t r a n s f o r m a t i o n ,  w h e r e  m a n y  k i n d  
o f  t r a n s f e r  f u n c t i o n s  m a y  b e  a p p l i c a b l e  d e p e n d i n g  o n  t h e  
d e s i r e d  g o a l .  T h i s  t r a n s f e r  f u n c t i o n  i s  s u r e l y  d i f f e r e n t  i n  
t h e  p a p e r  i n d u s t r y ,  i n  a  c h e m i c a l  p r o c e s s  o r  i n  a  n u c l e a r  
r e a c t o r .  I n  t h e  l a t e r  c a s e  d i f f e r e n t  v a r i a t i o n s  m a y  e m e r g e  
s u c h  a s  t r e n d  a n a l y s i s ,  s t a t e  e s t i m a t i o n s ,  e t c .  O u r  t r a n s f e  
f u n c t i o n  s e r v e s  t h e  g o a l  o f  t h e  a l a r m  a n a l y s i s .
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3 .  A L A R M  A N A L Y S I S
T h e  i d e a  o f  t h e  a n a l y s i s  o f  t h e  a l a r m  s t a t e s  h a s  a r i s s d  a t  
c o m p u t e r i s e d  p r o c e s s  c o n t r o l  s y s t e m s  p l a n t e d  b e s i d e  l a r g e ,  
v a l u a b l e  a n d  s o p h i s t i c a t e d  e q u i p m e n t s  / m i s s i l e  c o n t r o l ,  
c h e m i c a l  p l a n t s ,  n u c l e a r  p o w e r  p l a n t s / , ;  1 ,  2 ;  I n  t h e s e  
p l a c e s  t h e  v o l u m e  o f  t h e  m e a s u r e d  d a t a  m a y  b e  m o r e  t h a n  a  
t h o u s a n d  i n  e v e r y  s e c o n d .  I f  a  d i s t u r b a n c e  o c c u r s  m a n y  
v a r i o u s  a l a r m  s i g n a l s ,  a r r i v i n g  f r o m  d i f f e r e n t  p a r t e  o f  t h e  
w o r k s h o p ,  a r e  a n n o u n c e d  t o  t h e  o p e r a t o r ,  -  t h i s  i s  t h e  s o  
c a l l e d  " a l a r m  s t a t e " .  T h e  o p e r a t o r  h a s  t o  r e c o g n i z e  t h e  
s i t u a t i o n ,  t o  d e c i d e  a n d  t o  i n t e r v e n e  d u r i n g  a  v e r y  s h o r t  
t i m e , m o r e o v e r  t o  f i n d  t h e  p r o p e r  a c t i o n  i n  a  c o m p l i c a t e d  
s i t u a t i o n  -  w h e n  h e  i s  i n  a  s t r e s s  c o n d i t i o n  -  i s  v e r y  d i f ­
f i c u l t ,  T o  s u p p o r t  t h e  o p e r a t o r ' s  d e c i s i o n  b y  a n  e f f i c i e n t  
a d v i s o r y  s y s t e m  i s  h i g h l y  d e s i r a b l e .  S u c h  a  s y s t e m  c o l l e c t s  
a n d  a n a l y s e s  t h e  a l a r m  s i g n a l s  a n d  g i v e s  s o m e  i n f o r m a t i o n  
o n  t h e  p o s s i b l e  c a u s e s  a n d  a b o u t  t h e  e x p e c t a b l e  c o n s e q u e n c e s .  
T h e  d e c i s i o n  o n  t h e  n e c e s s a r y  i n t e r v e n t i o n  i s  t h e  o p e r a t o r ' s  
d u t y ,  a t  t h i s  p o i n t .  H o w e v e r ,  -  s u p p o s i n g  t h a t  a  c l o s e d  
l o o p  p r o c e s s  c o n t r o l  s y s t e m  e x i s t s  -  t h e  a l a r m  a n a l y s i s  
m a y  i n t e r v e n e  a u t o m a t i c a l l y .  T h e  o u t p u t  o f  t h e  a n a l y s i s  m a y  
b e  u s e d  t o  t h e  m o d i f i c a t i o n  o f  t h e  c o n t r o l  a l g o r i t h m s  i n  s o m e ,  
w e l l  d e f i n e d ,  e m e r g e n c y  s t a t e s .
T h e  a n a l y s i s  o f  t h e  a l a r m  s t a t e s  m a y  b e  e x e c u t e d  i n  t w o  d i ­
r e c t i o n s :  t o w a r d  t h e  c a u s e s  a n d  t o w a r d  t h e  c o n s e q u e n c e s .  T h e  
i n t e r n a t i o n a l  l i t e r a t u r e  i s  n o t  u n i f i e d  i n  t h e  q u e s t i o n :  
w h i c h  d i r e c t i o n  h a s  t h e  g r e a t e r  i m p o r t a n c e ?  T h e  a n a l y s i s  o f  
b o t h  d i r e c t i o n s  i s  r e a l i z e d  o n l y  i n  t h e  m o s t  d e v e l o p e d  
s y s t e m s .  I 3 J  W e  h a v e  j u s t  a c c o m p l i s h e d  t h e  a n a l y s i s  t o w a r d s  
t h e  c a u s e s .
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3 . 1 .  P R E P A R A T I O N  O F  T H E  A N A L Y S I S
T h e  f i r s t  t a s k  i s  t o  d i s c o v e r  t h e  l o g i c a l  c o n n e c t i o n s  a m o n g  
t h e  v a r i o u s  a l a r m s  i n  t h e  case of a w e l l  d e f i n e d  f a i l u r e .
I t  m e a n s ,  t h a t  t h e  t r a n s f e r  f u n c t i o n  h a s  t o  b e  d e f i n e d  f o r  
t h e  s e c o n d a r y  d a t a  p r o c e s s i n g .  E a c h  f a i l u r e  h a s  i t s  o w n  
t r a n s f e r  f u n c t i o n ,  s o  i t  i s  p o s s i b l e  t o  s e p a r a t e  o n l y  t h o s e  
f a i l u r e s  w h o s e  t r a n s f e r  f u n c t i o n s  a r e  d i f f e r e n t  f r o m  t h e  
o t h e r s .  T h e  v a r i a b l e s  o f  t h e s e  f u n c t i o n s  a r e  a l a r m  a n d  s t a t e  
s i g n a l s  a n d  t h e i r  t i m e  s e q u e n c e s .  T h e  r e l a t i o n s  a m o n g  
t h e  v a r i a b l e s  a r e  d e s c r i b e d  b y  l o g i c  t r e e  s t r u c t u r e s .  T h e  
p r i m a r y  f a i l u r e  t o  b e  i d e n t i f i e d  i s  o n  t h e  t o p  o f  t h e  " a l a r m  
t r e e " ,  t h e  a l a r m  s i g n a l s  c h a r a c t e r i z i n g  t h e  f a i l u r e  a r e  o n  
t h e  t e r m i n a l  n o d e s  o n  t h e  l o w e s t  l e v e l ,  a n d  t h e  l o g i c a l  c o n ­
n e c t i o n s  a m o n g  t h e m  a r e  r e p r e s e n t e d  b y  t h e  i n t e r m e d i a t e  n o d e s .  
/ F i g .  1 . /  / T h e  t a s k  i s  s i m i l a r  t o  t h e  f a u l t  t r e e  a n a l y s i s  
k n o w n  f r o m  t h e  r e l i a b i l i t y  c a l c u l a t i o n s  o f  l a r g e  s y s t e m s . /
T o  d e f i n d  a n d  t o  c o l l e c t  t h e  a l a r m  t r e e s  o f  a  l a r g e ,  o f t e n  
s o p h i s t i c a t e d  s y s t e m  / a s  i n  o u r  c a s e /  i s  a  v e r y  c o m p l e x  t a s k .
A  v e r y  d e t a i l e d  " f a i l u r e  m o d e  a n d  e f f e c t  a n a l y s i s "  i s  n e c ­
e s s a r y  t o  l o o k  f o r  a l l  t h e  e x p e c t a b l e  a l a r m  s i t u a t i o n s .  T h e  
c o n s t r u c t i o n  o f  t h e  a l a r m  t r e e s  f r o m  t h e  r e v e a l e d  c o n n e c t i o n s  
t h e n  c a n  b e  f o r m a l i z e d .  S o m e  p r o g r a m s  o n  h i g h e r  l e v e l  l a n ­
g u a g e s  a r e  k n o w n  t o  p e r f o r m  t h i s  t a s k .  [ ^ 4  ]
3 . 2 .  O N - L I N E  A L A R M  A N A L Y S I S  I N  P R 0 C E S S - 2 4 K
T h e  a l a r m  t r e e s  g a i n e d  f r o m  t h e  s y s t e m  a n a l y s i s  o f  o u r  
W W R - S M  t y p e  n u c l e a r  r e s e a r c h  r e a c t o r  a r e  c o l l e c t e d  i n t o  t h e  
" A l a r m  L i b r a r y "  o f  t h e  P R 0 C E S S - 2 4 K ,  a n d  t h e y  a r e  s t o r e d  
i n  a  b i n a r y  t r e e  s t r u c t u r e .  T h e  l o g i c a l  c o n n e c t i o n s  r e p r e ­
s e n t e d  b y  t h e  i n t e r m e d i a t e  n o d e s  o f  t h e  t r e e s  m a y  b e  A N D ,
O R , a n d  N O T  B o o l e a n  f u n c t i o n s .  I n  t h e  c o u r s e  o f  t h e  a n a l y s i s  
t h e  n o d e s  o f  a  t r e e  h a v e  t o  b e  e x a m i n e d  s y s t e m a t i c a l l y ,  s o
FT0 FT! FT 2
О  0QPR 1low
О ОMRT 1 up PPR 1 low
MRT1 -  Water level in the reac tor  tank
PPR1 - Pressure in the pr imary coolant cct .
QPR1 -  Primary wa te r  flow
JPSi -  Current of the  i pump
JPSiz -  Current of the i pump = 0
FTX -  Short circuit  at the pumps
FTi -  Short circuit  at the i pump
Fig. 1.
An example for alarm t r e e s
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t h a t  e a c h  n o d e  i s  t r a v e r s e d  o n l y  o n c e .  T h e  a n a l y s i s  s t a r t s  
a t  t h e  t e r m i n a l  n o d e s  a n d  p r o c e s s  t o  t h e  h i g h e r  l e v e l s .
T h e  p l a c e  o f  t h e  a l a r m  a n a l y s i s  i n  t h e  p r o c e s s  c o n t r o l  
s o f t w a r e  s y s t e m  o f  t h e  W W R - S M  -  P R 0 C E S S - 2 4 K  £  5 J  -  i s  s h o w n  
i n  F i g .  2 .  T h e  i n f o r m a t i o n  a b o u t  t h e  p r o c e s s  v a r i a b l e s  i s  
c o l l e c t e d  i n  t h e  " P r i m a r y  D a t a  B a s e " .  T h e  " P r i m a r y  D a t a  
P r o c e s s i n g "  p e r f o r m e s  t h e  h a b i t u a l  p r o c e s s i n g  t a s k s :  c o n ­
v e r s i o n  i n t o  t e c h n i c a l  u n i t s ,  l i n e a r i z a t i o n ,  f i l t e r i n g ,  
l i m i t  c h e c k i n g  e t c .  I f  a  l i m i t  i s  v i o l a t e d ,  t h e  a l a r m  a n a l y s i s  
w i l l  b e  i n i t i a t e d .  T h e  t a s k s  o f  t h e  a l a r m  a n a l y s i s  a r e  d i s ­
t r i b u t e d  a m o n g  t h r e e  p r o g r a m s  / s e e  F i g .  2 . /
-  A N A L  i s  t h e  n a m e  o f  t h e  c o r e  r e s i d e n t  t a s k ,  w h i c h  
p e r f o r m s  t h e  a n a l y s i s  / p r i o r i t y  l e v e l  1 5 / ,
-  A L D Y S  c a r r i e s  o u t  t h e  p r e s e n t a t i o n  o f  t h e  a l a r m s  
/ p r i o r i t y  l e v e l  1 1 / ,
-  A L G E N  s e r v e s  t h e  g e n e r a t i o n  a n d  m o d i f i c a t i o n  o f  t h e  
a l a r m  l i b r a r y  / r u n n i n g  i n  t h e  b a c k g r o u n d  o f  
P R 0 C E S S - 2 4 K / .
O n l y  t h e  o p e r a t i o n  o f  t h e  A N A L  p r o g r a m  w i l l  b e  d i s c u s s e d  i n  
t h i s  p a p e r  i n  r a t h e r  d e t a i l e d  f o r m .
I f  a n  a l a r m  e v e n t  h a s  o c c u r e d ,  t h e  A N A L  p r o g r a m  i s  i n i t i a t e d  
b y  t h e  " P r i m a r y  D a t a  P r o c e s s i n g " .  A l a r m  e v e n t  o c c u r s  i f  t h e  
v a l u e  o f  a n  a n a l o g u e  v a r i a b l e  h a s  p a s s e d  i t s  t r i p  l e v e l ,
/ o r  i t  h a s  r e t u r n e d  w i t h i n  i t s  l i m i t s /  o r  i f  a  b i t  o f  a  
d i g i t a l  i n p u t  h a s  c h a n g e d  i t s  s t a t e .  A s  t h e  f i r s t  t a s k ,  t h e  
A N A L  p r o g r a m  u p d a t e s  t h e  s o  c a l l e d  " S e c o n d a r y  D a t a  B a s e " ,  
w h i c h  f o r m s  t h e  b a s i s  o f  t h e  a n a l y s i s .  T h e  n e x t  t a s k  i s  t o  
a n a l y s e  t h e  " a l a r m  s i t u a t i o n " ,  t h e  e x i s t i n g  " a l a r m  p a t t e r n "  
u s i n g  t h e  s e c o n d  p a r t  o f  t h e  l i b r a r y :  t h e  T r e e  D e s c r i p t i o n s .  
T h e  p r o g r a m  t r i e s  t o  f i n d  t h e  a l a r m  t r e e  a d e q u a t e  t o  t h e  
a l a r m  p a t t e r n .  T h e  a p p r o p r i a t e  t r e e  i s  t h e  t r e e ,  o n  w h i c h  
i t  c a n  r e a c h  t h e  t o p ,  l a s t  d e d u c t i o n ,  t h e  p r i m a r y  c a u s e .
WWR
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Fig. 2.
Place of the alarm an a ly sis  in PROCESS 2A-k
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T h i s  i s  t h e  a d e q u e t e  t r a n s f e r  f u n c t i o n  f o r  u p d a t i n g  t h e  
S e c o n d a r y  D a t a  B a s e .  F o r  t h e  s a k e  o f  u n i t y ,  t h e  l a s t  / a n d  
i n t e r m e d i a t e /  d e d u c t i o n s  -  w h i c h  a r e  t h e  r e s u l t s  o f  t h e  
B o o l e a n  o p e r a t i o n s  s p e c i f i e d  i n  t h e  n o d e s  — a r e  c o n s i d e r e d  
a s  a l a r m  t o o ,  a n d  a r e  s t o r e d  i n  t h e  S e c o n d a r y  D a t a  B a s e  a s  
w e l l .  T h e s e  a r e  t h e  s o  c a l l e d  " d e d u c e d  a l a r m s " .
T h e  l a s t  d u t y  o f  A N A L  p r o g r a m  i s  t o  i n i t i a t e  e i t h e r  t h e  a l a r m  
p r e s e n t a t i o n  / A L D Y S /  p r o g r a m ,  o r  t h e  C o n t r o l  S y s t e m  -  o r  
b o t h  -  a c c o r d i n g  t o  t h e  s p e c i f i c a t i o n  o f  t h e  l a s t  n o d e .
3 . 3 .  T H E  A L A R M  L I B R A R Y
T h e  a l a r m  l i b r a r y  h a s  t w o  m a i n  p a r t s ,  a s  i t  w a s  a l r e a d y  
m e n t i o n e d  p r e v i o u s l y :
-  l i b r a r y  o f  t h e  a l a r m s :  t h e  S e c o n d a r y  D a t a  B a s e ,
-  t h e  t r e e  d e s c r i p t i o n s .
T h e  S e c o n d a r y  D a t a  B a s e  c o n t a i n s  t h e  r e s u l t  o f  t h e  s e c o n d a r y  
d a t a  p r o c e s s i n g .  T h e  t r e e  d e s c r i p t i o n s  a r e  t h e  t r a n s f e r  
f u n c t i o n s ,  w h i c h  f o r m s  t h e  b a s i s  o f  t h e  t r a n s f o r m a t i o n  o f  
t h e  p r i m a r y  d a t a .  T h e s e  t r a n s f e r  f u n c t i o n s  a r e  B o o l e a n  
f u n c t i o n s ,  c o n s e q u e n t l y  t h e  s e c o n d a r y  d a t a  b a s e  i s  a  s e t  
o f  l o g i c a l  d a t a .
3 . 3 . 1 .  L i b r a r y  o f  t h e  A l a r m s
T h e  s e c o n d a r y  d a t a  m a y  o r i g i n  f r o m  t h r e e  t y p e  o f  a l a r m s :
-  a l a r m s  o f  a n a l o g u e  v a r i a b l e s  :  " a n a l o g u e  a l a r m s " ,
-  b i t  c h a n g e s  i n  d i g i t a l  i n p u t s ,  i . e .  c h a n g e s  o f  s t a t e :  
" d i g i t a l  a l a r m s " ,
-  t h e  r e s u l t s  o f  t h e  a n a l y s i s  o f  t h e  a l a r m  t r e e s :  
" d e d u c e d  a l a r m s " .
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T h e  l o g i c a l  v a l u e  o f  a n  a n a l o g u e  a l a r m  w i l l  b e  e q u a l  t o  o n e ,
i f  t h e  a n a l o g u e  v a r i a b l e  c o n c e r n e d  i s  i n  t h e  a l a r m  s t a t e .
T h e  l o g i c a l  v a l u e s  o f  t h e  d i g i t a l  a n d  t h e  d e d u c e d  a l a r m s  
a r e  o b v i o u s .
Status indicator
Pointer to Al. Tree 
Identit y 
Code
Status bit; 1, if alarm state
Validity bit
•
•
•
•
F i g .  3 .
S t r u c t u r e  o f  S e c o n d a r y  D a t a  B a s e .
T h e  d a t a  t o  b e  s t o r e d  a b o u t  a n  a l a r m  i s  c o l l e c t e d  i n t o  a  
f o u r  b / t e  l o n g  d e s c r i p t i o n  / F i g .  3 . / .  T h e  l o g i c a l  v a l u e  i s  
r e p r e s e n t e d  b y  t h e  " s t a t u s  b i t "  i n  t h e  f i r s t  b y t e .  I f  t h e  
v a l u e  o f  t h e  v a l i d i t y  b i t  -  w h i c h  m a y  b e  s e t  f r o m  t h e  
P r i m a r y  D a t a  P r o c e s s i n g  -  i s  " 0 " ,  t h e  a l a r m  d o e s  n o t  t a k e  
p a r t  i n  t h e  a n a l y s i s .
-  147 -
T h e  s e c o n d  b y t e  c o n t a i n s  a  p o i n t e r  t o  t h e  a l a r m  t r e e ,  o n  
w h i c h  t h i s  a l a r m  i s  a  n o d e .  T h e  l a s t  t w o  b y t e s  a r e  n e c e s s a r y  
t o  t h e  i d e n t i f i c a t i o n  o f  t h e  a l a r m  i n  t h e  s y s t e m .
T o  s p e e d  u p  t h e  a n a l y s i s ,  t h e  S e c o n d a r y  D a t a  B a s e  i s  c o r e  
r e s i d e n t .  T h e  s i z e  o f  t h i s  p a r t  o f  t h e  a l a r m  l i b r a r y  i s  
2 , 5  K b y t e ,  w h i c h  i s  r o o m  e n o u g h  f o r  6 4 0  d i f f e r e n t  a l a r m s .
3 . 3 . 2 .  L i b r a r y  o f  t h e  A l a r m  T r e e s .
T h i s  s e c o n d  p a r t  o f  t h e  a l a r m  l i b r a r y  c o n t a i n s  t h e  t r e e  
d e s c r i p t i o n s  / F i g .  4 . / .  E a c h  d e s c r i p t i o n  c a n  b e  d i v i d e d  
i n t o  t w o  m a i n  p a r t s :  t h e  T r e e  D e s c r i p t i o n  H e a d  / T D H /  a n d  
t h e  a d m i n i s t r a t i o n  o f  t h e  n o d e s .
T h e  T r e e  D e s c r i p t i o n  H e a d  c o n t a i n s  a  p o i n t e r  t o  t h e  f i r s t  
n o d e  o f  t h e  t r a v e r s a l  a n d  -  i f  i t  e x i s t s  -  t h e  i d e n t i t y  
c o d e  o f  t h e  e m e r g e n c y  c o n t r o l  a l g o r i t h m ,  w h i c h  h a v e  t o  b e  
s t a r t e d  i f  t h e  l a s t  d e d u c t i o n  / t h e  d e d u c e d  a l a r m  o n  t h e  
t o p /  b e c o m e s  t r u e ,  a n d  s o m e  w o r k i n g  c e l l s  n e c e s s a r y  i n  t h e  
c o u r s e  o f  t h e  a n a l y s i s .
T h e  s c a n n i n g  p o i n t e r s  d e f i n e d  t o  t h e  i n d i v i d u a l  n o d e s  i n ­
d i c a t e  t h e  o r d e r  o f  t r a v e r s a l .  T h e  s o  c a l l e d  E n d  O r d e r  
T r a v e r s a l  / E O T /  i s  u s e d  [el T h e  a p p l i e d  s i m p l e  r u l e  i s  
t h e  f o l l o w i n g :
-  t r a v e r s e  t h e  l e f t  s u b t r e e ,
-  t r a v e r s e  t h e  r i g h t  s u b t r e e ,
-  t r a v e r s e  t h e  r o o t .
T h e  i d e n t i t y  c o d e  i n  t h e  n o d e  d e s c r i p t i o n  i d e n t i f i e s  t h e  
a l a r m  b e l o n g i n g  t o  i t .
A n  a l a r m  m a y  a p p e a r  o n  s e v e r a l  t r e e s .  I n  t h e  f o u r  b y t e  
l o n g  d e s c r i p t i o n  o f  t h e  S e c o n d a r y  D a t a  B a s e  t h e r e  i s  r o o m  
o n l y  f o r  t h e  p o i n t e r  t o  t h e  f i r s t  t r e e .  T h e  p o i n t e r  t o  t h e
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Fig. U.
Description of an  alarm tree
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n e x t  / s e c o n d ,  t h i r d ,  . . . /  t r e e  i s  i n c l u d e d  i n  t h e  n o d e  a d ­
m i n i s t r a t i o n  o f  t h i s  t r e e .  T h i s  i s  t h e  " C o u p l e d  T r e e  P o i n t e r " ,
A  v e r y  e s s e n t i a l  d a t a  i s  i n c l u d e d  i n  t h e  c e l l  T D  / T i m e  
D e l a y / ,  I t  c o n t a i n s  t h e  i n f o r m a t i o n  a b o u t  t h e  e x p e c t a b l e  
c h r o n o l o g i c a l  o r d e r  o f  t h e  a p p e a r a n c e  o f  t h e  a l a r m s .  T h e  
a l a r m s  a s s i g n e d  t o  a  g i v e n  t r e e  m a y  o c c u r  i n  d i f f e r e n t  
t i m e  d u e  t o
-  t h e  d i f f e r e n t  p r o p a g a t i o n  o f  t h e  e f f e c t  
o f  t h e  d i s t u r b a n c e s ,  a n d
-  t h e  d i f f e r e n t  c y c l e  t i m e s  o f  t h e  m e a s u r i n g  g r o u p s .
C o n s i d e r i n g  t h i s  f a c t  f o r  e a c h  a l a r m  t r e e  o n e  h a s  t o  s p e c i f y  
t h e  p r o b a b l e  f i r s t  o c c u r i n g  a l a r m  a n d  a  T i m e  D e l a y  / Т О /  t o  
e v e r y  s u b s e q u e n t  n o d e .  T h e  a d v a n t a g e  o f  t h i s  p r o c e d u r e  i s  
t w o f o l d  :
1 /  I n  t h e  c a s e  o f  a  r a t h e r  l a r g e  a l a r m  t r e e  s u c h  a  
s i t u a t i o n  m a y  o c c u r ,  w h e n  a l a r m s  e x i s t  a l r e a d y  o n  
s e v e r a l  n o d e s  o f  t h e  t r e e ,  b u t  a d d i t i o n a l  a l a r m s  
w h i c h  m a y  c o m e  / o r  n o t /  l a t e r ,  a r e  s t i l l  n e c e s s a r y  
t o  t h e  l a s t  d e d u c t i o n .  T h e  a n a l y s i s  h a s  t h e n  t o  
b e  s u s p e n d e d  f o r  t h e  T D  o f  t h e  e x p e c t e d  a l a r m s .
I f  s o m e  u s e f u l  d e d u c t i o n  h a s  b e e n  f o u n d  f r o m  t h e  
a n a l y s e d  p a r t ,  i t  c a n  b e  p r e s e n t e d  t o  t h e  o p e r a t o r  
a l r e a d y  i n  t h i s  i n t e r m e d i a t e  s t a g e ,
2 /  T h e  d e f i n i t i o n  o f  T D  o f f e r s  t h e  p o s s i b i l i t y  o f  t i m e  
s e q u e n t i a l  a n a l y s i s  o f  t h e  t r e e s ;  -  i . e ,  d i s t i n c t i o n  
c a n  b e  m a d e  a m o n g  t h e  a l a r m  t r e e s ,  w h o s e  a l a r m s  a r e  
d i f f e r e n t  o n l y  i n  t h e  s e q u e n c e  o f  t h e i r  o c c u r e n c e .
T h e  t r e e  d e s c r i p t i o n  p a r t  o f  t h e  l i b r a r y  i s  d i s c  r e s i d e n t .  
O n l y  t h e  d e s c r i p t i o n  o f  t h e  j u s t  a n a l y s e d  t r e e  i s  i n  t h e  
c o r e .  T h e  s i z e  o f  t h e  d i s c  a r e a  r e s e r v e d  f o r  t h e  t r e e s  h a s  
t o  b e  d e f i n e d  i n  t h e  c o u r s e  o f  t h e  s y s t e m  g e n e r a t i o n .
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3.3.3. Generation of the Alarm Library
The generation of the alarm library is supported by the 
ALGEN program. The generation of the trees, definition the 
scanning order, the time delays and the specification on 
their presentation can be made by the use of this system 
program. The store assignment of the Secondary Data Base 
is elaborated by ALGEN as well. Its use does not need any 
programming knowledge.
ALGEN is running in the background of the PR0CESS-24K, so 
the generation and modification of the alarm library is
possible during the operation of the whole process control 
system.
4. ALGORITHM OF THE ANALYSIS: ANAL
The flow-chart of ANAL can be seen in Fig. 5.
The ANAL program can be initiated by two tasks:
a/ by the Primary Data Processing at the occurance of 
a new alarm,
b/ by the timer in every second.
Tasks of the ANAL initiated by a new alarm are:
a/ to separate the alarm events participating in the 
analysis. The remaining alarms are passed to the 
ALDYS program for presentation;
b/ to evaluate the new logical value of the alarms 
and to update the Secondary Data Base ;
с/ to put the pointer of the tree containing the alarm 
into the ANAL Waiting List /AWL/.
START
Fig. 5.Flow chart of ANAL
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T a s k s  o f  t h e  A N A L  i n i t i a t e d  b y  t h e  t i m e r  a r e :
a /  t o  d e c r e m e n t  t h e  w a i t i n g  t i m e  o n  e v e r y  i t e m  o f  t h e
l i s t  o f  t h e  t r e e s ,  w h o s e  a n a l y s i s  h a v e  b e e n  s u s p e n d e d  
/ S u s p e n s i o n  L i s t / ;
b /  t o  p u t  t h e  p o i n t e r  o f  t h e  t r e e / s / ,  w h o s e  w a i t i n g  t i m e  
h a s  b e c o m e  z e r o ,  i n t o  t h e  A W L .
H a v i n g  b e e n  f i n i s h e d  t h e s e  t a s k s  t h e  t r e e  a n a l y s i s  i s  s t a r t e d .
T h e  m a i n  s t e p s  o f  t h e  a n a l y s i s  a r e :
a /  t o  l o o k  f o r  t h e  n o d e  c o r r e s p o n d i n g  t o  t h e  a l a r m
e v e n t  i n i t i a t i n g  t h e  a n a l y s i s .  T h e  T i m e  D e l a y  d e f i n e d  
f o r  t h i s  n o d e  w i l l  b e  d e p o s i t e d  i n t o  t h e  T i m e  o f  
S t a r t  c e l l  o f  t h e  T r e e  D e s c r i p t i o n  H e a d  / T D H / ;
b /  t o  s t a r t  t h e  a n a l y s i s  f r o m  t h e  n o d e  i n i d i c a t e d  b y  
t h e  S t a r t  o f  S c a n  i n  T D H ;
с /  t o  a n a l y s e  t h e  c o n s e c u t i v e  n o d e s  i n  s u c c e s s i o n  
i n d i c a t e d  b y  t h e  S c a n n i n g  P o i n t e r s .  B e f o r e  t h e  
e x e c u t i o n  o f  t h e  o p e r a t i o n  p r e s c r i b e d  t o  t h e  n o d e  
t h e  p r o g r a m  c h e c k s  t h e  v a l u e  o f  t h e  n o d e  T D ;
d /  i f  i t  i s  l a r g e r  t h a n  t h e  T i m e  o f  S t a r t ,  t h e  a n a l y s i s  
w i l l  b e  i n t e r r u p t e d  a n d  t h e  t r e e  w i l l  b e  w r i t t e n  
o n  t h e  S u s p e n s i o n  L i s t ;
e /  i f  t h e  T D  i s  s m a l l e r  t h a n  t h e  T i m e  o f  S t a r t ,  t h e  
l o g i c a l  o p e r a t i o n  d e f i n e d  b y  t h e  O p .  C o d e  o f  t h e  
n o d e  w i l l  b e  p e r f o r m e d  i n  t h e  o p e r a t i o n a l  s t a c k  o f  
t h e  T D H ,  a n d  t h e  r e s u l t  w i l l  b e  w r i t t e n  b a c k  i n t o  
t h e  S e c o n d a r y  D a t a  B a s e  ;
f /  i f  t h e r e  i s  a  c o u p l e d  t r e e  d e f i n e d  t o  t h e  n o d e  i t s  
p o i n t e r  w i l l  b e  w r i t t e n  i n  t h e  A W L j
g /  h a v i n g  r e a c h e d  t h e  l a s t  n o d e , t h e  t o p  -  t h e  e m e r g e n c y  
c o n t r o l  a l g o r i t h m  -  i f  i t  e x i s t s  -  i s  i n i t i a t e d  a n d  
t h e  d e s c r i p t i o n  o f  t h e  t r e e  -  i n  a  s u i t a b l e  f o r m  
f o r  p r e s e n t a t i o n  p u r p o s e s  -  i s  s e n t  t o  t h e  A L D Y S  
p r o g r a m .
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5 .  P R E S E N T A T I O N  O F  T H E  A L A R M S
T h e  t a s k  o f  a l a r m  p r e s e n t a t i o n  c a n  b e  d e v i d e d  i n t o  t h r e e  
c a t h e g o r i e s  :
-  m e s s a g e s  t o  b e  w r i t t e n  o n l y  i n t o  t h e  " e v e n t  l o g " ,
-  m e s s a g e s  c o n c e r n i n g  t h o s e  a l a r m s ,  w h i c h  h a v e  t o  b e  
w r i t t e n  i n t o  t h e  s c r e e n  o f  t h e  " a l a r m  d i s p l a y "  a n d  
i n t o  t h e  " e v e n t  l o g " ,
-  a l a r m  p i c t u r e s  / t r e e s /  t o  b e  p r e s e n t e d  o n  t h e  a l a r m  
d i s p l a y .
O n l y  t h e  d a t a  o f  t h e  l a s t  t w o  c a t h e g o r i e s  h a v e  t o  b e  s t o r e d .  
T h e r e  a r e  t w o  l i s t s  o n  t h e  d i s c :  t h e  " a l a r m  l i s t "  a n d  t h e  
" p i c t u r e  l i s t "  w h e r e  t h e  i d e n t i t y  c o d e s  o f  t h e  m e s s a g e s  
a n d  p i c t u r e s  a r e  s t o r e d .  T h e  o p e r a t o r  c a n  s e l e c t  a  l i s t  
f o r  p r e s e n t a t i o n  o n  t h e  C R T  b y  p u s h  b u t t o n s  o f  h i s  c o n t r o l  
d e s k .  A n o t h e r  p u s h  b u t t o n s  a r e  p r o v i d e d  t o  t u r n  t h e  " p a g e s "  
b a c k  a n d  f o r t h  i n  t h e  c o n t e n t  o f  t h e  l i s t e ,
R E F E R E N C E S
D ,  P a t t e r s o n :  A p p l i c a t i o n  o f  a  c o m p u t e r i s e d
A l a r m - A n a l y s i s ' 1 S y s t e m  t o  a  N u c l e a r  
P o w e r  S t a t i o n ,  P r o c . o f  I E E ,  V o l ,  
1 1 5 ,  N o .  1 2 .  1 9 6 8 .
D .  W e l b o u r n e :  A l a r m  A n a l y s i s  a n d  D i s p l a y  a t
W y l f a  N u c l e a r  P o w e r  S t a t i o n .  
P r o c .  o f  I E E ,  V o l .  1 1 5 ,  N o .  1 1  
1 9 6 8 .
R .  G r u m b a c h ,  H .  H o e r m a n n :  A  P r o g r a m  S y s t e m  f o r
P l a n t  D i s t u r b a n c e  A n a l y s i s .
R e p o r t  o f  T e c h n . U n i v e r s i t y ,  M ü n c h e n ,  
1 9 7 6 .
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1 .  I N T R O D U C T I O N
I n  t h e  e a r l y  7 0 s  t h e  u t i l i z a t i o n  o f  d i g i t a l  c o m p u t e r s  f o r  
i n d u s t r i a l  p r o c e s s  c o n t r o l  i n c r e a s e d  d r a m a t i c a l l y  a n d  t h i s  
i n  t u r n  i n i t i a t e d  a  g r e a t  d e v e l o p m e n t  i n  i n d u s t r i a l  r e a l ­
t i m e  p r o g r a m m i n g .  A l t h o u g h  i n  t h e  e a r l y  s t a g e s  t h e  a s s e m b l y  
c o d i n g  p r e d o m i n a t e d  t h e  i n d u s t r i a l  a p p l i c a t i o n  a r e a ,  n o w  
v a r i o u s  t y p e s  o f  r e a l - t i m e  l a n g u a g e s  a r e  u s e d  a t  a l m o s t  
e v e r y  i n s t a l l a t i o n .  T h e  m a i n  r e a s o n s  f o r  t h i s  l i e  i n  t h e  
g r o w i n g  s i z e  a n d  c o m p l e x i t y  o f  t h e  p r o b l e m s  a n d  i n  t h e  
d r a s t i c  d e c r e a s e  i n  t h e  p r i c e  o f  t h e  c o m p u t i n g  h a r d w a r e .
T w o  t e n d e n c i e s  i n  t h e  u s e  o f  h i g h  l e v e l  r e a l - t i m e  l a n g u a g e s  
i n  t h e  i n d u s t r i a l  e n v i r o n m e n t  c a n  b e  o b s e r v e d .  O n e  o f  t h e s e  
t r e n d s  i s  i n  f a v o u r  o f  e x i s t i n g  w i d e l y  a c c e p t e d  h i g h  l e v e l  
l a n g u a g e s ,  a n d  p r o v i d e s  r e a l - t i m e  e x t e n s i o n s  t o  t h e m .  T h e  
o t h e r  p r e f e r s  n e w  p r o b l e m  o r i e n t e d  l a n g u a g e s  w h i c h  a l l o w  
t h e  u s e r  o f  a n  i n d u s t r i a l  c o m p u t e r  t o  d e v e l o p  h i s  s y s t e m  
e a s i l y  w i t h o u t  h a v i n g  a  d e t a i l e d  k n o w l e d g e  o f  t h e  u s e d  
c o m p u t i n g  m e a n s .
U n i v e r s a l  h i g h  l e v e l  l a n g u a g e s ,  w h i c h  a r e  c o m p l e t e d  w i t h  
r e a l - t i m e  e x t e n s i o n s ,  a r e  F O R T R A N  a n d  B A S I C .
A  c o n s i d e r a b l e  n u m b e r  o f  p r o b l e m  o r i e n t e d  l a n g u a g e s  h a v e  
b e e n  d e v e l o p e d  r e c e n t l y ,  e . g . :  I N D A C ,  P R O C O L ,  L T R ,  P E A R L ,  
C O R A L ,  e t c .
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W i t h  s u c h  l a n g u a g e s  t h e  p r o g r a m  w r i t i n g  t i m e  a n d  e r r o r s  a r e  
r e d u c e d  s i n c e  t h e  r e a l - t i m e  p r o b l e m s  a r e  s o l v e d  b y  t h e  
l a n g u a g e .  T h e  d e b u g g i n g  a n d  t h e  p r o g r a m  m o d i f i c a t i o n  a r e  
q u i t e  s i m p l e  a n d  w e l l  d e c u m e n t e d .  T h e  l a n g u a g e  e f f i c i e n c y  
i s  c o n s i d e r a b l y  g o o d ,  a b o u t  1 , 3 - 1 , 5  c o m p a r e d  t o  a s s e m b l y  
p r o g r a m m i n g .  T h e  e x p e r i e n c e  o f  r e a l - t i m e  p r o g r a m m i n g  i n  
a n  i n d u s t r i a l  e n v i r o n m e n t  h a s  p r o v e d  t h a t  a  p r o b l e m  i s  
b e t t e r  s o l v e d  b y  a  p r o c e s s  m a n ,  w h o  k n o w s  t h e  p r o c e s s  w e l l  
b u t  h a s  a  v e r y  l i m i t  k n o w l e d g e  o f  p r o g r a m m i n g ,  r a t h e r  t h a n  
b y  a n  e x p e r i e n c e d  p r o g r a m m e r ,  w h o  m a y  n o t  u n d e r s t a n d  t h e  
p r o c e s s .  T h i s  f a c t  h a s  i n i t i a t e d  t h e  d e v e l o p m e n t  o f  s i m p l e  
b u t  e f f e c t i v e  o p e r a t i n g  s y s t e m s ,  w h i c h  a r e  n o t  g e n e r a l  
p u r p o s e  s y s t e m s  b u t  r a t h e r  p r o c e s s  o r i e n t e d  o n e s .  I n  g e n e r a l  
a  p r o c e s s  o r i e n t e d  o p e r a t i n g  s y s t e m  i n c o r p o r a t e s  t h e  c o m ­
p i l e r  o f  a  g i v e n  h i g h  l e v e l  l a n g u a g e  a n d  t r i e s  t o  s i m p l i f y  
t h e  p r o g r a m m i n g  i n  e v e r y  p o s s i b l e  w a y .
P R 0 C E S S - 2 4 K  i s  a  s t a n d - a l o n e  p r o c e s s  o r i e n t e d  o p e r a t i n g  
s y s t e m  f o r  t h e  R - 1 0  c o m p u t e r  l ] .  I t  i s  b a s e d  o n  t h e  
P R 0 C E S S - 8 K  s y s t e m  b u t  i t s  e f f i c i e n c y  i s  m u c h  m o r e
h i g h e r ,  m o r e o v e r  i t  c o n t a i n s  a  f u r t h e r  a b s t r a c t i o n  l e v e l  
w h i c h  d o e s  n o t  e x i s t  i n  t h e  p r e d e c e s s o r  s y s t e m .  H o w e v e r  
P R 0 C E S S - 2 4 K  m a i n t a i n s  a n  u p w a r d  c o m p a t i b i l i t y  w i t h  t h e  p r e ­
d e c e s s o r  s y s t e m ,  i . e .  e a c h  u s e r  p r o g r a m  o f  t h e  P R 0 C E S S - 8 K  
c a n  r u n  i n  o u r  s y s t e m  w i t h o u t  a n y  m o d i f i c a t i o n  b u t  i t  i s  n o t  
t r u e  i n  t h e  o t h e r  s e n s e .
2 .  S Y S T E M  A R C H I T E C T U R E
I n  t h e  P R 0 C E S S - 2 4 K  s y s t e m  4  d i f f e r e n t  l a y e r s  c a n  b e  d i s t i n ­
g u i s h e d ,  e a c h  l a y e r  h a s  a  s p e c i f i c  s t r u c t u r e  a n d  i n t e r f a c e .  
T h e s e  l a y e r s  a r e  b u i l t  o n  e a c h - o t h e r  h i e r a r c h i c a l l y  a n d  i n  
g e n e r a l  o n l y  t h e  n e i g h b o u r i n g  l a y e r s  c o m m u n i c a t e  w i t h  e a c h -  
o t h e r .  E v e r y  l a y e r  h a s  a  s p e c i a l  d e p e n d e n c y  f r o m  t h e  a c t u a l  
p r o c e s s  a n d  i t  i s  w e a k e r  i n  t h e  l o w e r  o n e s  t h a n  i n  t h e  
u p p e r s .  T h e s e  l a y e r s  a r e  t h e  f o l l o w i n g  / s e e  F i g .  l . / i
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-  o p e r a t i n g  l a y e r ,  w h i c h  c o n t a i n s  a l l  o f  t h e  p r o g r a m s  
n e e d e d  t o  t h e  o p e r a t i o n  o f  t h e  c o m p u t e r  h a r d w a r e  
/ p e r i p h e r a l  h a n d l e r s ,  s w a p p i n g  c o n t r o l ,  b u f f e r  s y s t e m ,  
r e c o v e r y  p r o c e d u r e s  e t c , /
-  d a t a  a c q u i s i t i o n  a n d  c o n t r o l  l a y e r ,  w h i c h  c o n s i s t s  o f  
t i m i n g ,  m e a s u r e m e n t  o r g a n i z a t i o n ,  p r i m a r y  d a t a  p r o ­
c e s s i n g ,  d a t a  b a s e  o r g a n i z a t i o n  a n d  d a t a  p r e s e n t a t i o n
-  d a t a  a n a l y s i s  l a y e r ,  w h i c h  m e a n s  t r e n d  a n d  a l a r m  
a n a l y s i s ,  a l a r m  p r e s e n t a t i o n
-  a d a p t i v e  c o n t r o l  l a y e r ,  w h i c h  c a n  r e c o n f i g u r a t e  t h e  
m e a s u r e m e n t  /  c o n t r o l  t a s k s .
F r o m  a n  i n f o r m a t i o n  p r o c e s s i n g  p o i n t  o f  v i e w  t h i s  s y s t e m  
p r o v i d e s  t w o  i m a g e s  o f  t h e  o u t e r  w o r l d  / i . e ,  t h e  c o n t r o l l e d  
p r o c e s s / .  T h e  d a t a  a c q u i s i t i o n  l a y e r  u p - d a t e s  c y c l i c a l l y  
a  d a t a  b a s e  w h i c h  i s  a  m o r e  o r  l e s s  u n s t r u c t e d  p i c t u r e  o f  
t h e  p r o c e s s ,  c o n t a i n i n g  e v e r y  m e a s u r e d  i t e m  o f  i n f o r m a t i o n  
w i t h o u t  a n y  d e d u c t i o n  / e x c e p t  f o r  v a l i d i t y  c h e c k i n g / .  T h e  
d a t a  a n a l y s i s  l a y e r  g e n e r a t e s  a  s t r u c t u r e d  p i c t u r e  o f  t h e  
p r o c e s s  s o  t h i s  i m a g e  d e p e n d s  n o t  o n l y  o n  t h e  m e a s u r e d  
q u a n t i t i e s  b u t  o n  t h e  o r d e r i n g  p r i n c i p l e  t o o .  C o n s e q u e n t l y  
t h i s  p i c t u r e  i s  m o r e  a b e t r a c t  a n d  c o n d e n s e d  t h a n  t h e  f o r m e r  
o n e ;  a t  t h i s  l e v e l  t h e  p r o c e s s  i s  d e s c r i b e d  b y  e t a t e  
m a t r i c e s .
T h e  o p e r a t i n g  l a y e r  c o n s i s t s  o f  e v e r y  s o f t w a r e  m e a n s  t o  
o p e r a t e  t h e  c o m p u t e r  h a r d w a r e ,  t h a t  i s
-  t h e  h a n d l e r s  o f  t h e  d i f f e r e n t  p e r i p h e r a l s
-  t h e  u s e d  b u f f e r  s y s t e m ,  o v e r l a y  a n d  s w a p p i n g  t e c h n i q u e ,  
b a c k g r o u n d  o r g a n i z a t i o n ,
-  e r r o r  r e c o v e r y  p r o c e d u r e s ,  a c t i v a t i o n  a n d  i n i t i a t i o n  
o f  p e r i p h e r a l s ,  d i f f e r e n t  t y p e s  o f  c h e c k i n g .
T h i s  l a y e r  d o e s  n o t  d e p e n d  o n  t h e  a c t u a l  p r o c e s s ,  b u t  o n l y  
o n  t h e  c o m p u t e r  h a r d w a r e .  I n  F i g .  2 ,  t h e  h a r d w a r e  c o n f i g u ­
r a t i o n ,  w h i c h  c a n  b e  c o n t r o l l e d  b y  t h e  o p e r a t i n g  l a y e r  c a n  
b e  s e e n .
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S t r u c t u r e  o f  P R 0 C E S S - 2 4 K
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T h e  k e r n e l  o f  t h i s  s y s t e m  i s  a n  R - 1 0  c e n t r a l  p r o c e s s o r  w i t h  
4 8  k b y t e  c o r e  m e m o r y  a n d  f l o a t i n g  p o i n t  a r i t h m e t i c  u n i t .  
B e c a u s e  t h e  c o m p l e t  P r o c e s s  s y s t e m  i s  m u c h  m o r e  l a r g e r  t h a n  
t h e  c o r e  m e m o r y ,  a  f i x e d  h e a d  d i s c  w i t h  8 0 0  k b y t e  c a p a c i t y  
i s  a l s o  a  f u n d a m e n t a l  p a r t  o f  t h e  s y s t e m .
T h e  c o m p u t e r  o p e r a t o r  h a s  a n  a c c e s s  t o  t h e  o p e r a t i n g  l a y e r .  
H e  c a n  r e p l a c e  a  p e r i p h e r a l  u n i t  b y  a n  o t h e r  o n e  a n d  h e  
c a n  u s e  o f  t h e  c o n v e n t i o n a l  p e r i p h e r a l s  f o r  p r o g r a m  d e v e l o p ­
m e n t .  T h e r e  a r e  a b o u t  1 5  u t i l i t y  a t  t h i s  d i s p o s a l .
A l l  o f  t h e s e  p r o g r a m s  s e r v e  t h e  c h e c k i n g  a n d  t h e  d e v e l o p m e n t  
o f  t h e  r u n n i n g  r e a l - t i m e  c o n t r o l  s y s t e m .  I n  t h i s  s e n s e  t h e  
o p e r a t i n g  l a y e r  i s  a  d e d i c a t e d  o n e ,  t h e  p r o g r a m m e r  c a n  d e ­
v e l o p  o r  m o d i f y  t h e  s y s t e m  a n d  h e  h a s  a l l  t h e  a i d e s  t o  d o  
i t ,  b u t  h e  c a n  n o t  u s e  t h e  b a c k g r o u n d  a s  a  g e n e r a l  p u r p o s e  
c o m p u t i n g  f a c i l i t y ,  t h a t  i s  h e  c a n  n o t  t r a n s l a t e  o r  e x e c u t e  
f o r  e x a m p l e  a  F O R T R A N  p r o g r a m .
T h e  d a t a  a c q u i s i t i o n  l a y e r  c r e a t e s  d a t a  b a s e ,  t h a t  i s  a n  
i n n e r  p i c t u r e  o f  t h e  m e a s u r e d  e n v i r o n m e n t  a n d  i n f o r m s  t h e  
o p e r a t o r  o n  t h e  s t a t e  o f  t h i s  d a t a  b a s e .  T h i s  p r o b l e m  i n ­
c o r p o r a t e s  t h e  f o l l o w i n g  t a s k s :
-  t o  m e a s u r e  t h e  e n v i r o n m e n t
-  t o  p r o c e s s  t h e  m e a s u r e d  d a t a ,  t h a t  i s  s c a l i n g ,  
f i l t e r i n g ,  c h e c k i n g  e t c .
-  t o  d i s p l a y  c e r t a i n  m e a s u r e d  v a r i a b l e s  o n  l a m p s ,  o n  
n u m e r i c a l  i n d i c a t o r s ,  o n  a n a l o g u e  r e g i s t r a t o r s  e t c .
-  t o  p r o v i d e  a n  i n t e r f a c e  f o r  t h e  t e c h n o l o g i c a l  
o p e r a t o r s
-  t o  g e n e r a t e  l o g s  o f  d i f f e r e n t  t y p e s
-  a n d  t o  e x e c u t e  t h e  d e s c r i b e d  c o n t r o l  a c t i o n s .
A l l  o f  t h i s  p r o b l e m s  a r e  s o l v e d  b y  t a b l e  c o n t r o l l e d  s u b s y s -  ‘ 
t e r n s  a n d  t h e  u s e r  h a s  o n l y  s p e c i f y  t h e  o p e r a t i o n  o f  e a c h  
s u b s y s t e m  b y  f i l l i n g  o u t  i t s  c o n t r o l  t a b l e .
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I n  t h e  c o r e  r e s i d e n t  d a t a  b a s e  e v e r y  v a r i a b l e  h a s  a  v a l u e  
a n d  a  f l a g .  T h e  v a l u e  i s  a  4  b y t e  l o n g  f l o a t i n g  p o i n t  
n u m b e r  i n  t h e  c a s e  o f  r e a l  n u m b e r s  / t h a t  i s  a n a l o g u e  v a r i ­
a b l e s /  o r  a  2  b y t e  l o n g  h e x a d e c i m a l  n u m b e r  i n  t h e  c a s e  o f  
i n t e g e r  n u m b e r s  / t h a t  i s  d i g i t a l  v a r i a b l e s / .  I n  t h e  b o t h  
c a s e  t h e  f l a g  i s  a  b y t e ,  e v e r y  b i t  o f  w h i c h  r e f l e c t s  s o m e ­
t h i n g  a b o u t  t h e  g i v e n  v a r i a b l e ,  f o r  e x a m p l e
-  t h e  m e a s u r e e m e n t  i s  a c t i v e  o r  n o t ,
-  t h e  c o n t r o l  a c t i o n  i s  p e r m i t t e d  o r  i n h i b i t e d ,
-  t h e  m e a s u r e d  q u a n t i t y  i s  v a l i d  o r  n o t ,  e t c .
T h e  c o r e  r e s i d e n t  d a t a  b a s e  h a s  a n  i m a g e  o n  t h e  d i s c .  T h i s  
i m a g e  c o n t a i n s  t h e  i n i t i a l  v a l u e s  o f  t h e  v a r i a b l e s  w h i c h  
i s  e s s e n t i a l  d u r i n g  c o n t r o l .  T h i s  i m a g e  i s  l o a d e d  i n t o  t h e  
c o r e  d u r i n g  t h e  I n i t i a l  P r o g r a m  L o a d i n g  p h a s e ,  t h a t  i s  
w h e n  t h e  P r o c e s s  s y s t e m  i s  s t a r t e d .
T h e  p r i m a r y  p r o c e s s i n g  i s  d e s c r i b e d  b y  t h e  P R O C E S S  l a n g u a g e .  
I n  t h i s  l a n g u a g e  t h e r e  a r e  6 1  d i f f e r e n t  e x e c u t a b l e  i n s t r u c ­
t i o n s .  T h e y  a r e
-  a r i t h m e t i c :  a d d i t i o n ,  s u b t r a c t i o n ,  m u l t i p l i c a t i o n ,
d i v i s i o n  a n d  p o w e r  f u n c t i o n
-  l o g i c a l :  a n d ,  o r ,  e x c l u s i v e  o r ,  r o t a t i o n  e t c .
-  d a t a  t r a n s f o r m a t i o n ,  t h a t  i s  l i n e a r  t r a n s f o r m a t i o n ,  
l i n e a r i z a t i o n ,  d i g i t a l  f i l t e r i n g ,  v a l i d i t y  c h e c k i n g  
e t c .
-  b r a n c h i n g ,  u n c o n d i t i o n a l  j u m p ,  c o n d i t i o n a l  j u m p s ,  
w h e r e  t h e  c o n d i t i o n  m a y  b e
-  t h e  v a l i d i t y
-  t h e  r e s u l t  o f  t h e  a l a r m  l i m i t  c h e c k i n g
-  t h e  l o g i c a l  v a l u e  o f  a  g i v e n  b i t  
o f  t h e  a c c u m u l a t o r  e t c .
-  i n t e r n a l  f u n c t i o n s ,  f o r  e x a m p l e :  e x p o n e n t i a l ,
l o g a r i t h m i c ,  s q u a r e  r o o f  f u n c t i o n s ,  
a b s o l u t e  v a l u e ,  i n t e g e r  v a l u e ,  e t c .
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T h i s  f u n c t i o n  r e p e r t o i r e  i s  n o t  t h e  s a m e  a s  i t  i s  
u s u a l  i n  o t h e r  h i g h  l e v e l  l a n g u a g e s .  F o r  e x a m p l e  t h e r e  
a r e  n o  s i n e ,  c o s i n e ,  t a n g e n t  f u n c t i o n s ,  b e c a u s e  t h e y  
a r e  r a r e l y  n e e d e d  i n  p r o c e s s  c o n t r o l  a p p l i c a t i o n s ,  
b u t  t h e r e  a r e  u n u s u a l  f u n c t i o n s  f o r  e x a m p l e  f l o a t i n g  
f u n c t i o n s  w h i c h  t r a n s f o r m s  a n  i n t e g e r  v a l u e  i n t o  a  
r e a l  n u m b e r ,  f o r  i t  i s  n e e d  w h e n  o n e  u s e  a  d i g i t a l /  
a n a l o g  c o n v e r t e r .
c o n t r o l  i n s t r u c t i o n s  r e a l i z e  t h e  g e n e r a l l y  u s e d  c o n t r o l  
a c t i o n s ,  t h a t  i s  a n  a n a l o g u e  o r  a  d i g i t a l ,  o r  a  t i m e  
m o d u l a t e d  d i g i t a l  o u t p u t  c a n  b e  d e s c r i b e d .  T h e  P I D  
i n s t r u c t i o n  r e a l i z e s  a  P I D  c o n t r o l  a c t i o n ,  
f i n a l l y  t h e r e  a r e  p r o g r a m  t r a n s f e r  i n s t r u c t i o n s ,  
s u b r o u t i n e  c a l l  a n d  r e t u r n  a n d  c y c l e  o r g a n i z i n g  i n ­
s t r u c t i o n s .
I t  i s  n o t  e n o u g h  t o  c r e a t e  a  d a t a  b a s e ,  b u t  i n  a  c o n t r o l  
r o o m  f a s t  d a t a  p r e s e n t a t i o n  i s  a l s o  n e e d e d .  T h i s  d a t a  p r e s ­
e n t a t i o n  i s  c a r r i e d  o u t  b y
m i m i c  d i s p l a y  t a b l e s ,
b y  n u m e r i c a l  i n d i c a t o r s ,
o r  b y  l a m p s  b u i l t  i n t o  a  c o n t r o l  d e s k .
F o r  t h i s  p u r p o s e  P R 0 C E S S - 2 4 K  c a n  d i s p l a y  e v e r y  s e c o n d  
m a x i m u m  3 2  v a r i a b l e s  a u t o m a t i c a l l y .  T h e  v a r i a b l e s  t o  b e  
d i s p l a y e d  c a n  b e  e i t h e r  r e a l  o r  i n t e g e r  n u m b e r .  I f  i t  i s  
i n t e g e r ,  t h e  p r e s e n t  v a l u e  o f  t h e  v a r i a b l e  i s  s e n t  t o  t h e  
s p e c i f i e d  d i g i t a l  o u t p u t ,  i f  i t  i s  r e a l ,  f i r s t  i t s  v a l u e  
i s  c o n v e r t e d  i n t o  a  4  d i g i t  B C D  c o d e  a n d  t h i s  c o d e  i s  s e n t  
t o  t h e  o u t p u t .  S u c h  a  w a y  n u m e r i c a l  i n d i c a t o r s  / f o r  e x a m p l e  
N i x i e  t u b e s ,  7 - s e g m e n t  d i s p l a y s /  c a n  b e  d r i v e d  d i r e c t l y .
I n  a d d i t i o n  t o  t h e  m e n t i o n e d  t a s k s ,  t h e  p r i m a r y  d a t a  p r o c e s ­
s i n g  g e n e r a t e s  l o g s  o f  d i f f e r e n t  t y p e  s u c h  a s
-  p e r i o d i c a l  p l a n t  l o g ,
-  e v e n t  l o g ,
-  p o s t - m o r t e m  l o g .
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T h e  t e c h n o l o g i c a l  o p e r a t o r s  c a n  m a i n t a i n  a  c o m m u n i c a t i o n  
w i t h  t h i s  l e v e l  t h r o u g h  a l p h a n u m e r i c  d i s p l a y  u n i t s .  T h e r e  
a r e  2 0  d i f f e r e n t  o p e r a t o r  c o m m a n d s ,  b y  w h i c h  t h e  t e c h n o l o g ­
i c a l  o p e r a t o r
-  c a n  i n t e r r o g a t e  t h e  l a s t  m e a s u r e d  v a l u e  o f  a  v a r i a b l e ,
-  c a n  a c t i v a t e / i n a c t i v a t e  a  m e a s u r i n g  o r  c o n t r o l  a c t i o n
-  c a n  a l t e r  a l a r m  l i m i t s ,  v a l i d i t y  l i m i t s ,  e t c .
T h e  a l a r m  a n a l y s i s  l a y e r  i s  d e s c r i b e d  i n  d e t a i l  i n  t h e  
l i t e r a t u r e  ^ 3 j .
I n  t h e  l i f e  o f  a  p l a n t ,  t h e  g o a l  o f  t h e  c o n t r o l  i s  n o t  
t h e  s a m e
-  w h e n  t h e  p l a n t  i s  s t a r t e d ,
-  w h e n  i t  o p e r a t e s  a t  a  n o r m a l  w o r k i n g  p o i n t ,
-  o r  d u r i n g  a n  e m e r g e n c y  s i t u a t i o n .
F o r  t h i s  r e a s o n  t h e  a d a p t i v e  c o n t r o l  l a y e r  a c c o m o d a t e  i t s e l f  
t o  t h e  g i v e n  s i t u a t i o n ,  P R 0 C E S S - 2 4 K  c a n  p r o v i d e
-  a  s i n g l e  m e a s u r i n g  a n d  c o n t r o l  a c t i o n ,  w h e n  a  g i v e n  
e v e n t  o c c u r  i n  t h e  p l a n t ,  o r
-  c a n  r e c o n f i g u r a t e  a l l  t h e  r e a l - t i m e  t a s k s .
S i n g l e  a c t i o n s  a r e  i n i t i a t e d  b y  e x t e r n a l  i n t e r r u p t i o n s .
8  d i f f e r e n t  i n t e r r u p t s  c a n  b e  d e f i n e d  a n d  e a c h  c a n  h a s  
d i f f e r e n t  g r o u p s  t o  m e a s u r e .  O n  t h e  o t h e r  h a n d ,  w h e n  a n  
e m e r g e n c y  s i t u a t i o n s  o c c u r s ,  t h e  s t r u c t u r e  o f  t h e  c y c l i c  
t a s k s  h a s  t o  b e  c h a n g e d .  I t  i s  i n i t i a t e d  b y  t h e  a l a r m  
a n a l y s i s  l a y e r  a n d  t h e  a d a p t i v e  c o n t r o l  l a y e r  c h a n g e s  t h e  
c o n t r o l  t a b l e  o f  t h e  t i m e r  i n  w h i c h  t h e  c y c l i c  t a s k s  a r e  
p r e s c r i b e d .  S u c h  a  w a y  t h e  s y s t e m  w i l l  e x e c u t e  o t h e r  g r o u p s  
w i t h  o t h e r  r e p e t i t i o n  t i m e ,  t h a t  i s  t h e  w h o l e  r e a l - t i m e  
s t r u c t u r e  i s  c h a n g e d .
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3 .  T H R O U G H P U T  O F  T H E  S Y S T E M
T h e  p e r f o r m a n c e  o f  P R 0 C E S S - 2 4 K  w a s  a n a l y s e d  i n  a  s y s t e m  
w i t h  7 0  a n a l o g u e  v a r i a b l e s  a n d  w i t h  1 1  m e a s u r e m e n t s / s e c  
i n f o r m a t i o n  r a t e  [ 4 ] .  I t  w a s  f o u n d  t h a t  t h e  u p d a t i n g  o f  o n e  
a n a l o g u e  v a r i a b l e  n e e d s  5 - 6  m s  o f  C P U  t i m e .  T h i s  t i m e  
i n c l u d e s
-  c o n t r o l  o f  m u l t i p l e x o r s  a n d  A / D  c o n v e r t e r s ,
-  c o n v e r t i n g  t h e  m e a s u r e d  q u a n t i t y  i n t o  a  f l o a t i n g  
p o i n t  n u m b e r ,
-  s c a l i n g ,
-  c o m p a r i s o n  a g a i n s t  a l a r m  l i m i t s ,
-  e x p o n e n t i a l  f i l t e r i n g ,
-  s t o r i n g  i n  t h e  d a t a  b a s e ,
-  h o u s k e e p i n g  o f  t h e  d a t a  a c q u i s i t i o n  l a y e r .
T h e  r e a l - t i m e  m e a s u r i n g  h a r d w a r e  o f  t h e  R - 1 0  c o m p u t e r  u s e s  
s l o w  A / D  c o n v e r t e r s  o f  i n t e g r a t i n g  t y p e  w i t h  a  c o n s i d e r a b l y  
g o o d  n o i s e  s u p p r e s s i o n  / 1 2 0  d B  a t  5 0  H z / .  T h e  m a x i m u m  d a t a  
r a t e  o f  t h i s  c o n v e r t e r  i s  3 0  m e a s u r e m e n t s / s e c .  P R 0 C E S S - 2 4 K  
c a n  c o n t r o l  4  A / D  c o n v e r t e r s  a t  t h e  s a m e  t i m e ,  s o  a  m a x i m u m  
o f  1 2 0  m e a s u r e m e n t s / s e c  c a n  b e  a c h e a v e d .  T h i s  m a x i m u m  i n ­
f o r m a t i o n  r a t e  n e e d s  1 2 0 x 6  «  7 2 0  m s ,  o r  7 2 %  C P U  t i m e .
T h e  o v e r h e a d  o f  t h e  s y s t e m  / i . e .  t i m i n g  a n d  r e f r e s h i n g  t h e  
d i g i t a l  o u t p u t s  e v e r y  s e c o n d /  i s  1 , 5 - 2 % .
C o n s e q u e n t l y ,  i n  t h e  c a s e  o f  t h e  m a x i m u m  i n f o r m a t i o n  r a t e ,  
a b o u t  2 5 %  o f  t h e  C P U  t i m e  i s  a v a i l a b l e  f o r  o p e r a t o r  c o m ­
m u n i c a t i o n  a n d  d a t a  a n a l y s i s  w h i c h  s e e m s  t o  b e  a  r e a s o n a b l y  
g o o d  v a l u e .  T h e  m a i n  c h a r a c t e r i s t i c s  o f  P R 0 C E S S - 2 4 K  a r e  
g i v e n  i n  t h e  f o l l o w i n g  T a b l e .
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M a x .  n u m b e r  o f  v a r i a b l e s 2 3 0 4
M a x .  n u m b e r  o f  m e a s u r e m e n t s 1 9 2 0
M a x .  i n f o r m a t i o n  r a t e  / m e a s . / s e c / * 120
M a x .  n u m b e r  o f  s e l f - h o l d i n g  d i g i t a l
o u t p u t s  / b i t / 2 0 4 8
M a x .  n u m b e r  o f  r e f r e s h e d  o u t p u t s  / b i t / 5 1 2
F l o a t i n g  p o i n t  r e p r e s e n t a t i o n  w i t h
l e n g t h  o f  m a n t i s s a  / b i t / 2 4
l e n g t h  o f  e x p o n e n t  / b i t / 7
s i g n  b i t 1
T i m e  r e s o l u t i o n  / m s / 5 0
M a x .  n u m b e r  o f  p o s t - m o r t e m  s a m p l e s 2 5 6
M a x .  n u m b e r  o f  a l a r m s 6 4 0
M a i n  c h a r a c t e r i s t i c s  o f  P R 0 C E S S - 2 4 K .
M
d e t e r m i n e d  b y  t h e  c o n t r o l l e d  A / D  c o n v e r t e r s
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STATISTICAL INFORMATION SYSTEM WITH 
HEALTH SERVICE APPLICATION
M. Ruda
S t a t i s t i c a l  d a ta  p r o c e s s in g  problem s have sp e ­
c i f i c  c o n c e p ts  and m ethods when u sed  in  la r g e  d a ta  
base sy s te m . I n v e s t ig a t i n g  t h e s e  c o n c e p ts  and q u es­
t io n s  m eans can be a c q u ir ed  w h ich  make th e  e s ta b ­
lish m e n t o f  g e n e r a l  s t a t i s t i c a l  d a ta  p r o c e s s in g  
sy stem s p o s s i b l e .
S t a t i s t i c a l  d a ta  p r o c e s s in g  must o f t e n  be 
c a r r ie d  o u t in  r e l a t i o n  to  a g iv e n  s i t u a t i o n ,  i n ­
d e p e n d en tly  from  th e  g e n e r a t io n  p r o c e s s  o f  th e  
d ata  b a s e . A p o s s i b l e  s o lu t io n  o f  th e  r e l a t i o n s  
betw een  d a ta  b a s e s  and s t a t i s t i c a l  d a ta  p r o c e s s in g  
i s  g iv e n  on th e  n e x t  f ig u r e :
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The in fo rm a tio n  system  b u i l t  a t  th e  P ro b a n i-  
l i t y  and M ath em atica l S t a t i s t i c s  D epartm ent o f 
th e  Com puter and A utom ation I n s t i t u t e  H ungarian  
Academy o f  S c ie n c e s  was based on th e  fo llo w in g  
c o n c e p ts :
1 . D a ta  c o n tro l  and c r e a t in g  su p p lem en ta ry  d a ta ,
2 . Sam ple s e l e c t i o n  and deco m p o sitio n  o f  th e  
d a t a  system ,
3. E s ta b l i s h in g  norm al form s,
4. C re a t io n  o f new d a ta  ty p es  / s t a t i s t i c a l  from 
in d iv id u a l  o n e s / ,
5. A p p a r i t io n  o f  d a ta  / i n  t a b l e s / ,
6. A d m in is tr a t io n a l  t a s k s .
The system  /S IS 7 7  -  S t a t i s t i c a l  In fo rm a tio n  
System 1 9 7 7 / p roved  an o p tim al to o l  under g e n e ra l 
a s s ig n m e n ts  r e g a rd in g  i t s  s u c c e s s fu l  a p p l ic a t io n  
to  th e  m o rb id ity  i n v e s t i g a t io n s  i n  H ungarian  
h o s p i t a l s .
What i s  g u a ra n te e  th e  e f f e c t u a l  fu n c tio n ?
We can enum erate  th e  fo llo w in g  c o n s id e r a t io n s :
1. The co m p le ten ess  o f  th e  system  /s e e  th e  above 
p o in t s  1 - 6 . / ,
2. The subsystem s work in  a g e n e ra l  form / p a r a ­
m e te r  c o n t r o l / ,
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3. We can use th e  subsystem s in d ep en d en t o f  each 
o th e r  /m odul s t r u c t u r e / ,
4 . There a re  v a r ie d  p o s s i b i l i t i e s  in  th e  a s s o r t ­
m ent, we can b u i ld  in  new su b sy s tem s,
5. We o p tim ize  th e  ta s k s  which a r e  ap p e a r  most 
f r e q u e n t ly  / s e e  eg . [6 ] , [7 ] / ,  f o r  th e  sake o f 
th a t  th e re  i s  a g e n e ra l ly  a p p l ic a b le  program  
o p tim iz in g  m ethod / s e e  [9j / .
Given th e s e  m ajo r c o n s id e r a t io n s ,  th e  sub­
system s a s s ig n e d  to  th e  above m entioned  n o tio n s  
1 -6 . a re  /s e e  [ 8 ] / :
1 . The system  p ro v id e s  a g e n e ra l  d a ta  cheking  
and co n v e rs io n  f a c i l i t y  /s e e  flo ] / .
2 . The p a r t i t i o n i n g  o f th e  d a ta  system  y ie ld s  
a  p ro c e s s in g  w hich r e q u ir e s  l e s s  memory c a p a c ity  
and p ro c e s s in g  t im e . S e le c t io n  o f  th e  d a ta  sub­
system s can be made by any a r b i t r a r y  l o g i c a l  
c o n d i t io n .
3. The invo lvem en t o f norm al form s e n a b le s  an 
u n i f ie d  d a ta  system  management / s e e  eg . [ l ] / .
4. R e s u l ts  o b ta in e d  by s t a t i s t i c a l  d a ta  p ro ­
c e s s in g  do n o t c o n ta in  th e  d a ta  o f  in d iv id u a l  item s 
b u t th o se  o f ty p i f y in g  ones. Thus th e  system  con­
s i s t i n g  o f  th e s e  in d iv id u a l  d a ta  must be t r a n s ­
form ed in to  t h a t  o f  s t a t i s t i c a l  d a ta .  I n  t h i s
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sy stem  th e  d a ta  a p p e a r  a l re d y  in  form s o f  freq u en cy  
c h a r a c t e r i s t i c s ,  code v a lu e s ’ t o t a l s ,  q u a d ra t ic  
sum s, p ro d u c t sum s, e t c . ,  r e f e r r i n g  to  each  ty p e .
I t  i s  th e se  d a ta ,  s t a t i s t i c a l  e v a lu a t io n s  and m athe­
m a t ic a l  s t a t i s t i c a l  p ro c e s s in g  a re  based  upon. So 
in  s t a t i s t i c a l  in fo rm a tio n  system s i t  i s  n o t ad­
v i s a b l e  to  ap p ly  th e  lan g u ag es deve lo p ed  p a r t i ­
c u l a r l y  f o r  h a n d l in g  and query  p ro c e s s e s  o f in d i ­
v id u a l  d a ta  i te m s .
5 . The o u tp u t t a b le s  may c o n ta in  any o f th e  
fo l lo w in g  d a ta :  fre q u en cy  v a lu e s ,  t o t a l s ,  d i f f e r e n t  
com plem entary v a lu e s  /su c h  a s  p e rc e n ta g e s ,  r a t i o s
e .g .  average  perfo rm ance -  s u b to t a l s ,  r a t e s  
e . g .  c h a r a c t e r i s t i c s  p e r  c a p i t a / ,  th e  b a s ic  d a ta  
o f  s t a t i s t i c a l  a n a ly s i s  /q u a d r a t ic  sums, p ro d u c t 
su m s/, r e s u l t s  o f  s t a t i s t i c a l  e v a lu a t io n  /mean, 
d e v ia t io n ,  c o r r e l a t i o n ,  e t c . / ,  g ra p h ic  v i s u a l i z a t i o n .
6 . The a d m in is t r a t io n  subsystem  w hich su p e r­
v i s e s  th e  whole s y s te m 's  o p e ra t io n  has a f i l e  hand­
l i n g  f a c i l i t y ,  and e n a b le s  to  any d a ta  g ro u p in g , 
c o n t r a c t in g ,  d e l e t i o n  and s to ra g e  /e „ g .  f o r  popu­
l a t i o n  d a t a / .  Tasks f o r  t h i s ,  th e r e  a re  a  few easy - 
to -h a n d le  in p u t p rogram s made.
D u rin g  th e  sy s te m ’ s developm ent, o u r lo n g  expe­
r ie n c e s  o f  d a ta  p ro c e s s in g  in  th e  f i e l d  o f  h o s p i ta l  
a p p l i c a t io n s  /s e e  [2] , [3] , [5] /  have been u t i l i s e d ,  
as  w e ll  a s  th e  d i f f e r e n t  m a th em atica l s t a t i s t i c a l  
c o n s id e r a t io n s  / s e e  [4] , [6j / .
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ОН THE GENERATION OF BINARY VECTORS BY SOmE CLOSED SETS OF 
BOOLEAN FUNCTIONS (LINEAR FUNCTIONS AND ALTERNATIVES)
Hans-Dietrich Gronau
1. INTRODUCTION AND NOTATION
This is the third paper in a serie of four.
In /2/ the author began stui.es in the following direction. 
Let к be an integer with k= 2.
Let Vk = aie{o,lJ (i = and let
M = ^ X^,0..,Xn  ^? V^. We define f ( M  ) , where f is a Boolean
function and X. =
• ( U
for i = 1,...,n, by
f(M) = f(X1....xn) =
f (a11 ,... ,an1 ) 
f ( a 1 k , . . . , a n k ) )■ Let К be a set of
Boolean functions.
We define the closure of M with respect to K.
Definition. Let a sequence defined by
1° M° = M and
2° M^+1 = M j U  { X: 3  f 6K, 3 X 1.... Xn 6Mj: X = f(X1 ^ ,Xn)
for i = o,1 ,2 ,. ..
Then let = lim .
OD
We observe that the successor of is a superset of and 
all members of this sequence are subsets of V, . Hence, this
*^"cl * 3 ,sequence has to be constant starting by some M^. This is
denoted by lim and by » accordingly.
i-*>oo
We will investigate the following problems.
1. Find К-conditions for M such that M is К-complete, i.e.
M k = Vk°
-  1 7 4  -
2. Find the cardinality of a К-base, i.e. M is К-complete, but 
any proper subset of Ivi is not K-complete .
In /1/ and /2/ we found sets of functions К for which there 
are К-bases of different cardinalities. In the cases we will 
consider hare these cardinalities are uniquely.
ЛIn /1/ and /2/ we used for the closure of M with respect 
to K, where К was a closed set of Boolean functions (see /4/).
In the first moment the definition given here seems to be quite 
more general, but in /3/ we will prove = £ 1vî1[k 3 » w^ere
D O  denotes the usual closure of sets of Boolean functions.■A
Moreover, in this paper we will prove for closed
sets К (Theorem 1). Hence, it is important to study m ! for 
closed sets K.
In /2/ we chose for К closed sets of selfdual functions, 
while in /1/ closed sets of nonlinear, nonselfdual and nonmono­
tonic functions were considered.
In this paper we solve our problems for the following closed 
sets of Boolean functions. We use the notation by Post (see /4/)»
L1 = l y  ^ f 111^  w ith  f m(x 1 » . . .  ,x  ) = c + c 1x 1 + . . .  + с X where I I m o i l  m m
c0,Ci ,...,cm 6 i°,1J t
L3 = « f m »  with fm (x1 ,... ,xm) = c-jX-j + ... + cmxm , where
c1,...,cm fe[o,lj- for m = 1 and f° = o,
S 1 = \ J  «  f111 »  with fm (x1 ,... ,x ) = x1 V Xp V  ... Vx ,
1 шШ \  l o }  1 m 1 2 m
s 3 = 3,0 S5 = S ^ l o J ,  S6 = S1W {o, 1 j ,
where W denotes the set of natural numbers, + denotes the
addition modulo 2 and о and 1 denote the constant functions.
These simple functions are perhaps more important for some 
practical interests.
In /3/ we will finish these studies by solving the problems 
for all other closed sets of Boolean functions and giving a 
survey on the results.
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2. A THEOREM
Theorem 1. Let M = and let К be a closed set of Boolean 
functions. Then
C m 1k = <  .
Proof. = Cm ]k follows by the definition of the closure £ m ]^.
We have to show that equality holds. Assume the contrary.
= M* implies for all i = 2, i.e. Qm ]k = мк» wilicl1 is a
1 2contradiction. Let C  M^, where the inclusion is used inthe 
strong sense. Then there is a vector X ^  N M^.
-IX w§s generated from X^,...,X^. €  and a function ffeK by
X = f (X1 ,... ,X^) • By the definition of closed sets К (see /4/) fol­
lows, if a function f belongs to К all functions which can be 
generated from f by addition of fictive variables, belong to К too. 
Therefore without loss of generality we obtain that the vectors 
X^,...,X^. was generated from vectors X^,...,X^ £, M^ . and functions
f.fcK by X. = f. (X',...,X ). (If X. belongs to M, we use the1 1 X 1  S 1
identical function for f^. Without loss of generality we may 
assume id 6 K, because = Cm Jk w £idjfollows iniii°n* )
Hence X = f (f^  (X^  ,... ,Xg),... ,f^.(X^,... ,Xg) ).
Observing that all superpositions of functions of a closed set К 
belong to К again, there is a function g 6 K  satisfying g = f (f^  ,...,f^ .). 
Thus, X = g(X1,...,Xg) with X1,...,Xg 6 and gfiK, i.e.
AXfiMjç, which contradicts our assumption. q.e.d.
3. SOLUTIONS OF THE PROBLEMS
For simplification let o,2»e. denote the following vectors
of V^: All components of о are o, while all components of J_ are 1.
Exactly the i-component of e. is 1 , all other are o.
c. 1Throughout let M = V^.
We will prove the following theorems.
Theorem 2. M is L^-complete, if and only if M contains at least 
k-1 vectors X1,...,Xk_l which form jointly with 2 a system 
of k linearly independent vectors.
Theorem 3. M is L^-complete, if and only if M contains k linearly 
independent vectors.
Theorem 4» M is S^- or S^-complete, if and only if Ы contains 
the vectors о,е^,...,е^.
Theorem 5. M is S^- or Sg-complete, if and only if M contains 
the vectors je^,...f<e^.
By the statements of these theorems we may follow the structure 
of K-bases, immediately. In particular, we obtain the cardinalitie 
of k-bases.
Corollary 1 . Every L^-base consists of exactly k-1 vectors. 
Corollary 2. Every L^-base consists of exactly к vectors.
Corollary 3. Every S^- or S^-base consists of exactly k+1 vectors. 
Corollary 4. Every S^- or Sg-base consists of exactly к vectors.
4. PROOFS
Proof of theorem 3. By the definition of the class it follows 
that Cm 1t consists of exactly all vectors which are linear
combinations of the vectors of M. Using the wellknown results 
on vector spaces we obtain the statement of this theorem.
Proof of theorem 2. An immediate consequence of the definitions 
of the classes and is £ =  £^ w £.1 • Using theorem 3
we get that M J_ J contains к linearly independent vectors 
X^  , ... ,Х^ . If is among them, the theorem follows. If £ is not
among them, there are vectors X. ,...,X. (t = 2) among them
satisfying J_ = X. + ... + X. . Then contains the system
1 t
(X^,. . . ,X^j 4 fX^ which has the wished property.
Proof of theorem 4 . For every i € {1,...,k J  there are vectors
х|,...,Х^ 6 М  (r^1) with e_^  = X^ V ... vij;. We observe that
X VY has exactly in those components a 1 , in which at least one 
of the vectors X and Y has a 1. Hence, r = 2  and ^X^,X^J= f.e^ ,o_j
Of course, _e^  €{x^,X^j . Without loss of generality let x| = _e^,
i.e. £.£M. In analogy we get о €  M. In order to show that 
(£>£']»••• j = M is sufficient for S^- or SQ-completeness of M, 
let us consider an arbitrary vector a Ä Vk , which has 1's exactly 
in the components i-,...,! , where o^s = k, 1 = i . <  ... < i  ^ k 0 ^ I S
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Then a = о for s = о and a = e^ V ... V e^ for 3 = 1, i.e,
a_4[M]s far id{l,3} . 1 3
Proof of theorem 5° By the definition we have
[m ]s - C m ^ Í o }] and [ m ]s = [ m  u £ o}]3 .
5 1 6  3
By theorem 4 M is S^- or Sg-complete, if and only if
£o>£l > • • • J =" M</(o j , from which we obtain the statement
of this theorem.
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1. TERMINÁLHÁLÓZAT, KOMMUNIKÁCIÓS HÁLÓZAT, SZÁMÍTÓGÉP- 
HÁLÓZAT
1.1.Körülbelül 15-20 éve rohamos fejlődésnek indultak a 
terminálhálózatok. Legegyszerűbb változatuk a csillaghálózat, 
mely esetén egy központi számitógéphez néhány távoli terminált 
kötöttek :
О
' 1__i
--  adatátviteli
vonal
I__) terminál
Mivel a távadatfeldolgozás ilyen szervezése nagyszámú, "hosszú" 
adatátviteli vonalat igényel, elterjedése útjában legalább két­
lépcsős "objektiv" akadály áll:
- nincs elegendő adatátviteli vonal,
- már van elegendő adatátviteli vonal, de költsége igen 
magas.
Lényeges észrevenni azt, hogy a fenti szervezésben az adatátvi­
teli vonalak - éppen a drága erőforrások - általában igen kis 
mértékben vannak kihasználva. E felismerés egy sereg vonal­
költség csökkentő, vonalkihasználtság növelő megoldásra veze­
tett. Ilyen például a felfüzős [^multi-drop] hálózatok szervezé-
1X1
Kezdetben majdnem minden megoldás hardware-megoldás volt, és az 
a ma már idejétmúlt elv vezette, mely az adatátviteli vonalak 
illetve egy-egy adatátviteli hardware-modul kihasználtságának
biztosítását a központi számitógép feladatának tekintette.
Később a miniszámitógépek árának csökkenésével megjelentek a 
terminálhálózatok lényegesen rugalmasabb, programozott elemei 
az adatátviteli funkciók végrehajtására /hibafeltárás, hibaja­
vítás, kódkonverzió, stb./. A távadatfeldolgozás kezdeti sza­
kaszát az igények gyors fejlődése és az adatátvitellel szemben 
támasztott követelmények kikristályosodása jellemezte. Nyilván­
valóvá vált, hogy valójában két igénycsoport született. Postai- 
-adatátviteli jellegű szolgáltatásra vonatkozik a nyilvános 
kommunikációs hálózat iránti igény, mig számítástechnikai jel­
legű a kommunikációs hálózat szolgáltatásait felhasználó szá­
mi tógéphálózat iránti igény.
A terminálhálózatok adatátviteli funkcióit megvalósító kommu­
nikációs hálózatok kifejlesztésének fő céljai a következők:
- csökkenteni az adatátvitel költségeit;
- maximalizálni az adatátviteli vonalak kihasználtságát;
- minimalizálni a felhasznált adatátviteli vonalak számát;
- növelni az adatátvitel biztonságát, sebességét.
Természetesen már a számítástechnikai igények megjelenése e- 
lőtt is léteztek postai célú kommunikációs hálózatok. Példa rá 
a telefon-, illetve telexhálózat. Ezzel magyarázható, hogy az 
újonnan tervezett hálózatok is megtartották a hagyományos 
"hivás-kapcsolás" terminológiát. Sajnos az angol terminológia 
szószerinti magyarra fordítása emiatt félrevezető, zavaros
— 182 —
szókincsre vezet. Ezért, egyrészt törekszünk a felhasznált ma­
gyar nyelvű fogalmak definiálására, másrészt egy-egy fogalom 
fontosabb előfordulásai mellett szögletes zárójelben feltün­
tetjük az angol nyelvű eredetit is.
1.2. Az első igénycsoport tehát egy olyan nyilvános postai 
szolgáltatásra vonatkozik, mely gyors, nagyteljesitményü, ü- 
zembiztos, olcsó elektronikus üzenetváltást biztosit egy háló­
zat előfizetői között. Ezt a kommunikációs hálózatnak nevezett 
szolgáltatást a gyorsaság követelménye miatt nagyteljesitményü 
elemekből szervezik:
A hálózat előfizetői a kommunikációs hálózatot terminálok se­
gítségével használhatják. A terminálok a kommunikációs hálóza­
ton keresztül üzenetnek [message] nevezett hosszú karakterso­
rozatokat küldenek egymásnak. Egy üzenet tetszőleges számú 
sorszámmal ellátott levélből [[letter] áll.
A kommunikációs hálózatoknak több tipusa alakult ki, melyek 
főként az üzenettovábbítás szervezésében és teljesítményükben 
különböznek. Ilyen a vonalkapcsolt [circuit-switchedj , az ü- 
zenetkapcsolt jjnessage-switchedj , illetve a csomagkapcsolt 
[packet-switchedj kommunikációs hálózat /részletesebben lásd 
2 . / .
A kommunikációs hálózattal szemben támasztott legfontosabb kö­
vetelmények a következők:
- általános felhasználhatóság /postai, számítástechnikai, 
stb./;
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- gyorsaság /kis átviteli idő/;
- tetszőleges kapcsolat lehetősége /bármely két terminál 
üzenetet válthasson/;
- megbizhatóság /automatikus hibafeltárás és hibajavítás/;
- nagy kapacitás /nagy adatmennyiség átvitele/;
- magas erőforráskihasználtság;
- alacsony költség.
Természetesen a fentiek között ellentmondó követelmények is van­
nak .
1.3. A második igénycsoport egy olyan különleges kommuni­
kációs hálózatra vonatkozik, mely távadatfeldolgozási célokra 
számítástechnikai terminálokkal és több - jelentős erőforrásu - 
központi számitógéppel van összekötve. Az igy felszerelt kommu­
nikációs hálózatot számitógéphálózatnak nevezik.
Számitógéphálózatok termináljainak szerepét általában a követ­
kezők töltik be:
- interaktiv terminál /például teletype, alfanumerikus dis­
play/ ;
- batch terminál /kártyaolvasó + alfanumerikus display + 
sornyomtató, batch terminál szimulátor, stb./;
- host program /például az egyik központi erőforrás_számi- 
tógép terminál kezelő programja/.
i = interaktiv terminál 
b = batch terminál
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A hagyományos számitógépalkalmazások a bennük domináló számitó- 
gépfunkció / futtatás , tárolás/ szerint két nagy csoportot 
alkotnak. E két alkalmazáscsoport a számitógéphálózatok más-más 
fejlesztési céljait határozza meg.
1.3.1. A futtatás jellegű alkalmazásokkal kapcsola­
tos legfontosabb számitógéphálózati célok :
—  nagyteljesítményű, gyors, olcsó "távfuttatás" Tteleprocessin <ű
—  kivánság szerinti erőforrás - számitógép erőforrásainak 
elérése
Egy-egy terminálelőfizető /például egy software-ház/ jogos igé­
nye lehet az, hogy ugyanazon terminálról, különféle programjai, 
különböző számitógépek software, illetve hardware erőforrásait 
használhassák, /például megfelelő teljesítményű CPU-t, megfele­
lő operációs rendszert, megfelelő tárkapacitásu mágneslemezt, 
SIMULA 67 vagy ALGOL 68 compilert, megfelelő adatbáziskezelőt, 
speciális adatbázisokat, stb./.
- egypéldányu erőforrás fenntartás
Az erőforrások használata annál olcsóbb, minél több felhasz­
náló között oszlik el a beszerzési és fenntartási költség. A 
számitógéphálózat költségmegtakarítást jelenthet, mert nagyobb 
az erőforrás kihasználtság, esetenként elegendő az erőforrást 
csak egyetlen példányban beszerezni /implementálni/ karbantar­
tani /például SIMULA 67, illetve ALGOL 68 compilerek, speciá­
lis adatbázisok/.
- host-számitógépek közötti kommunikáció /főként file átvitel/
Ha a számitógéphálózat több azonos tipusu host-számitógépet 
tartalmaz, akkor azok egymás háttérgépei lehetnek és bárme­
lyikük túlterhelése esetén job-okat lehet átirányítani a töb­
bihez .
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Ha a hálózathoz két különböző, A és В tipusu host-számitógép 
tartozik, esetleg célszerű egy A gépen működő, de а В gépre 
kódot generáló "keresztforditót" implementálni /például egy 
CDC 3300/R 35 SIMULA forditót/.
1.3.2. A tárolás jellegű alkalmazásokkal kapcsolatos 
legfontosabb számitógéphálózat célok:
- gyors, olcsó adatbázislekérdezés és módositás 
Például helyfoglaló rendszerek, megrendeléseket és rak­
tárkészleteket nyilvántartó rendszerek, bibliográfiai 
adatbankok, egészségügyi adatbankok, stb.
- kivánság szerinti host-számitógép adatbázisainak elérése 
Egy utazási iroda például általában több helyfoglaló 
rendszert kiván használni.
2. VONALKAPCSOLT, ÜZENETKAPCSOLT ÉS CSOMAGKAPCSOLT KOMMU­
NIKÁCIÓS HÁLÓZATOK
2.1. A vonalkapcsolt hálózat nagyon hasonló a nyilvános 
telefonhálózathoz, mely hiváskor épiti fel a hivó és hivott kö­
zötti, az átvitel időtartama alatt rögzített utat a kapcsoló­
gépekben egymáshoz csatlakozó vonalakból. A kapcsolat létre­
jöttének feltételei a szabad vonalak és terminálok.
□  terminál 
О kapcsológép
AB és BA forgalom
A kapcsológépekben közbülső adattárolás nincs. Nagymennyiségű 
adat folyamatos átvitele esetén a vonalkihasználtság jó, egyéb­
ként igen alacsony.
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2.2. Az üzenetkapcsolt kommunikációs hálózat [message- 
switched communication system] kapcsológépei ma már általában 
miniszámitógépek. A kapcsológépeket a hálózat "csúcsainak"
|_node]j nevezik. Az üzenetkapcsolt hálózat a forrástermináltól 
mennyiségi korlátozás nélkül veszi át a cimmel és sorszámmal el­
látott, maximált hosszú üzeneteket. Általában m a x « 4000 karak­
ter. Szükség esetén az átvevő csúcs háttértárolóra helyezi ő- 
ket.
\
A hálózaton az üzenet csúcsról csúcsra "ugrik". Mivel az üzenet 
ugrását egy képzeletbeli "váltóállitás" ([switching] előzi meg, 
ezért a hálózat az üzenetkapcsolt £message-switched[\ jelzőt kap­
ta. Az üzenet útvonalának közbülső csúcsai az üzenetet háttér- 
tárolón tartják, mindaddig, amig a következő csúcs felé nincs 
szabad vonalkapacitás, illetve a következő csúcsban nincs sza­
bad tárkapacitás a fogadásr*/lásd 3. pont/.
□  terminál 
0 csúcs /miniszámitó- 
gép /
ÁB forgalom — ♦üzenet ugrás
Az utazási idő - azaz az üzenet célbaéréséhez szükséges idő - 
a forgalom függvénye és néhány perctől néhány óráig tarthat.
A válaszidő szimmetrikus hálózat, egyenletes forgalom és azonna­
li válaszadás esetén körülbelül az utazási idő kétszerese.
A hálózat alkalmas táviratok, üzleti levelek továbbítására, hi­
szen a nappali csúcsforgalom idején felvett levelek legfeljebb 
éjszaka érnek célba. Ezzel szemben, a nagy és bizonytalan vá­
laszidő miatt ez a kommunikációs hálózat interaktiv terminál- 
-számitógép vagy számitógép-számitógép "üzenetváltásra" alkal- 
matlan.
187
2.3. A csomagkapcsolt kommunikációs hálózat [packet-switched 
communication system] hasonló az üzenetkapcsolthoz. Ez is üzene­
teket vesz át a forrástermináltól továbbításra, azonban a kommu­
nikációs hálózaton mégsem üzenetek "ugrálnak" csúcsról csúcsra, 
hanem az üzenet csomagnak Lpacket] nevezett és sorszámmal ellá­
tott részei /!!/, melyek csak a hálózat határán a célterminál 
előtti csúcsban állnak össze ismét üzenetté. Lényegesebb kü­
lönbség azonban a következő alapelv : A csomagkapcsolt kommuniká­
ciós hálózat a forrástermináltól a néhány csomagot tartalmazó 
úgynevezett levelek formájában mindenkor összesen csak annyi 
csomagot vállal el, amennyit várhatóan igen rövid idő alatt 
/0.5 - 2.5 sec/ a célterminálba képes juttatni. így tehát a 
leggyakoribb esetben az üzenet [message] eleje már megérkezett 
a célterminálra, miközben vége még el sem indult a forrástermi­
nálról :
AB forgalom
Másfelől viszont, túlterhelés esetén a hálózat a forrástermi­
nálról ritkábban fogad levelet ahelyett, hogy elraktározná a le­
veleket későbbi szállításra valamilyen háttértárolón. A csomag­
kapcsolt hálózat ennek érdekében a célterminál felé kilépő for­
galom ismeretében szabályozza a forrásterminálról érkező belépő 
forgalmat.
zsineg /a visszacsatolás útja/
nyitás 
zárt álláselzáró
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A szabályozást a fenti ábra, szükségességét pedig a következő 
adatok szemléltetik. Egy teletype sebessége 10 karakter/sec, mig 
egy hostprogram akár 5000 karakter/sec sebességgel is generál­
hat szállítani valót. A kis terjedési idő követelménye, egy se­
reg további követelményre vezet. Elsőként említendő a névadó 
csomag kezelés /részletesen lásd 4. pontban/, mellyel elérhető, 
hogy egy levél csomagjai ne minden csúcsban, hanem csakis a 
célterminál előtti csúcsban várják be egymást. A kis terjedési 
idő követelménye kizárja azt, hogy a közbülső csúcsok háttértá­
rolót használhassanak, ezért a továbbításhoz szükséges erőfor­
rásokra /memória, adatátviteli vonal/ várakozó csomagok a köz­
ponti memóriában helyezkednek el.
Ugyancsak a kis terjedési idő elérése érdekében a csúcsokat 
nagyteljesitményü vonalakkal kell összekötni, a hálózat rendel­
kezésére álló kapacitásokat - megfelelő algoritmusok segítségé­
vel - "igazságosan" kell elosztani a forrásterminálok között.
3. A CSOMAGKAPCSOLT KOMMUNIKÁCIÓS HÁLÓZAT KÉT SZOMSZÉDOS 
CSÚCSA KÖZÖTTI CSOMAG TOVÁBBÍTÁS HIBAMENTESSÉGE
Legyenek A és В szomszédos csúcsok és legyen "ABRAKA­
DABRA" az A csúcsból а В csúcsba továbbítandó csomag tartalma. 
Ekkor valójában nemcsak az ABRAKADABRA karaktersorozat fog utaz­
ni, hanem egy hozzá tartozó fej léc i_header]j is, mely leirja, 
hogy a csomag
- melyik forrásterminálról származik;
- melyik célterminál felé tart;
- hányas sorszámú része az üzenetnek;
- hány karakterből áll és mennyi a checksum, stb.
A fejléc hossza általában 96 vagy 192 bit, mert ezek a számok 
oszthatók a 6, 8, 12, 16, 24, 32 számok mindegyikével. A tar­
talmat és a fejlécet együtt csomagnak (jpacketj nevezik.
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"A" csúcs:
"В" csúcs:
fejléc jABRAKADABRA--------------- ------------------ ,------------
^ *
^adatátviteli vonal
V _  ^  ^
----Г-1-- 1— *-----------fejléc I ABRAKA____________
MAXIMÁLIS CSOMAGFOGADÓTERÜLET
csomagtovábbítás
Az alábbi vonali algoritmus [line protocol] szinkronizálja az 
A és В csúcs működését. Minden csomag indítását а В csúcs kez­
deményezi. Lefoglalja a maximális hosszúságú csomag számára 
szükséges fogadóterületet, majd "fogadásra kész" [receive ready] 
jelzést küld az A csúcsnak. Az A csúcsból a csomag egy úgyne­
vezett keretre [frame! helyezve, bitsorozatként utazik а В 
csúcsba. A keretre helyezés azt jelenti, hogy a csomag előtt 
"keretkezdet" utána pedig "keretvége" jel utazik. Abból a cél­
ból, hogy a keret átlátszó legyen, azaz a csomagban előforduló 
"keretvége" jellel azonos bitsorozat ne keveredjék a valódi 
"keretvége" jellel, a csomagot a hasonló esetekben szokásos 
módon kódolják. Például:
keretkezdet csomag keretvége
n г vi V2 1Къ Л
csomag kódja
E L LiV2 J Elid
A"keretvége" jel megérkezésekor В ellenőrzi, hogy a csomag hi­
bátlan-e, és ha igen, engedélyt ad az A csúcsnak az eredeti 
csomagpéldány eldobására. Ha az átvitel alatt legalább egy bit 
meghibásodott, akkor а В csúcs - igen nagy valószinüséggel - 
checksum hibát észlel és közli az A csúccsal, hogy a csomagot 
újra kell küldeni.
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Az adatátviteli vonalak kapacitása nem tetszőleges, hanem olyan 
diszkrét értékek közül kell választanunk, mint például 2400 
bit/sec, 4800 bit/sec, 9600 bit/sec, 48000 bit/sec.
A vonali algoritmus leírásából látszik, hogy a továbbítás alatt 
álló csomag egyidejűleg két csúcsban foglal memóriaterületet. 
Hosszabb csomag továbbításakor nyilván hosszabb ideig^ és nyil­
ván nagyobb a meghibásodás valószinüsége is. Rövidebb csomagok 
esetén viszont nagyobbak a fejléc tárolása és szállítása miat­
ti veszteségek. Mekkora tehát végülis a csomagok maximális 
hosszának optimuma? A különféle csomagkapcsolt hálózatokban a 
maximális csomagméret általában 128 - 256 byte /1 byte = 8 bit/. 
A vonali algoritmus feladata mindenfajta vonalhibát lekezelni.
A bitmeghibásodás tranziens hiba, de előfordulhatnak permanens 
hibák is /például vonalszakadás/. Mit tegyen az A csúcs, ha a 
csomag megérkezett а В csúcsba, de а В csúcsból származó nyug­
tázás permanens vonalhiba miatt már nem juthatott el az A csúcs­
ba? Mindenesetre az A csúcs nem tudhatja, hogy mikor követke­
zett be a vonalhiba - a csomag, vagy a nyugtázás továbbítása 
alatt. Az első esetben az A csúcsból újra kellene küldeni a cso­
magot valamilyen kerülő utón, a második esetben viszont el 
kellene dobni. Az A csúcs rossz döntése esetén csomagdupliká- 
lódás i-lletve csomag elveszés történhetne. Mivel a csúcsok meg­
hibásodása amugyis csomagelveszésre vezet, célszerű csakis ezt 
a hiba lehetőséget megengedni.
4 . A STARTPONT ÉS CÉLPONT KÖZÖTTI CSOMAG TOVÁBBÍTÁS HIBAMEN­
TESSÉGE
A csomagkapcsolt kommunikációs hálózatnak a forrásterminál­
lal összekötött csúcsát startpontnak Qsourcenodej, a célter­
minállal összekötött csúcsát pedig célpontnak [destinationnode'j 
nevezik. A startpontba érkező levelet a startpont csomagokra 
bontja és sorszámuk szerint növekvő sorrendben elinditja őket
a célpont felé. A csomagok a hálózat bármely útvonalát hasz-
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nálhatják. így megfelelő irányítás esetén /lásd 6. pont/ egy­
részt elkerülhetik a meghibásodott vonalakat illetve csúcsokat 
és nagyobb a hálózat megbizhatósága, másrészt több egymástól 
független útvonalat használva ugyanazon levél csomagjai általá­
ban hamarabb gyűlhetnek össze a célpontban, nagyobb lesz a há­
lózat teljesitménye.
Mivel a csomagok különböző útvonalat használhatnak, előfordul, 
hogy a startpontból egymás után induló n, n+1, n+2, n+3, ... 
sorszámú csomagok egészen más sorrendben érkeznek a célpontba: 
n+3, n+1, n, n+2,...A helyes csomag sorrend helyreállitását a
startpont
célpont
Mint azt a 3. pontban láttuk, egy csomag útközben akár el is 
veszhet. A hiba észleléséről, azonosításáról és kijavításáról a 
startpontnak kell gondoskodni, mely minden csomagról egy máso­
latot tart fenn mindaddig, mig nem értesül annak célbaéréséről 
a célpontból küldött válasz ^response]! alapján /96 - 192 bit/.
A válasz mindig egy olyan "s" sorszámot hordoz, melyre az s+1 
sorszámú csomag még nem ért célba, de minden i$ s sorszámú már 
célba ért.
Ha a startpontba már befutott az s sorszámú csomagra küldött 
válasz, és a átartpont már elküldte az s+1 sorszámú csomagot, 
de még nem kapott rá választ, akkor ez utóbbi csomaggal kapcso­
latban 4 eset lehetséges :
- a csomag még utón van;
- a csomag már elveszett;
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- a válasz még utón van;
- a válasz már elveszett.
A startpont tehát nem tudhatja, hogy mikor kell a csomagot uj- 
raküldeni, mikor nem fog az ujraküldés csomag duplikálódást o- 
kozni. A probléma egyszerűsödik, ha mind a csomagnak, mind a 
válasznak élettartama van, azaz elküldésük után bizonyos idő­
vel - ha még nem értek célba - akárhol is vannak garantáltan 
megsemmisülnek. Ha ugyanis élettartamuk rendre Tc illetve T , 
akkor a fenti felételek mellett az s+1 sorszámú csomag elindí­
tása után T + T idővel már csak 2 eset lehetséges: c V
-  a csomag veszett el;
- a válasz veszett el.
A startpont tehát képes észlelni a hibát, de mint látható, még 
igy se lehet a célpontbeli duplikálódás veszélye nélkül újra 
küldeni a csomagot. A startpontnak a hiba észlelésekor előbb 
meg kell győződnie arról, hogy valóban a csomag veszett-e el. A 
hiba azonosítása céljából a startpont egy kérdést ^enquiry J 
küld a célpont felé. A célpont a kérdésre megismétli az utoljá­
ra elküldött választ. Természetesen a kérdés is elveszhet, és
a kérdésnek is élettartama van: T, . Általában T = T = T, .к с V к
Ha a startpontba a kérdés elküldése utáni T^+Tv idő alatt nem 
érkezik válasz, akkor 2 eset lehetséges:
- a kérdés veszett el;
- a kérdésre adott válasz veszett el
Ilyen hiba észlelése esetén a startpont még néhányszor megismétli 
a kérdését, majd ha ezekre sem kapott választ, akkor a kapcso­
latot hibásnak nyilvánítja és "elbontja" /lásd 5. pont/.
Ha a startpontba a kérdés elküldése, azaz a t^ időpont után 
válasz érkezik a t időpontban, mely az s' sorszámot hordozza, 
akkor :
-s' < s esetén csakis "elkésett" válaszról lehet szó, mert 
a kérdés kibocsájtása után csakis s' > s választ
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adhat a célpont. Az elkésett választ a startpont el­
dobja.
- s' > s esetén a startpontnak nem szabad az s+1 sorszámú cso­
magot ujraküldeni a célpont felé, hiszen az már egy­
szer célbaért.
- s' = s esetén a befutó válasz a t-T időpontnál később in­
dult a célpontból, hiszen, különben már megsemmisült 
volna. Az s+1 sorszámú csomagnak viszont - hacsak nem 
veszett el - már a t^-T^ időpontban a célpontban kel­
lett volna lenni. Mivel t-T > t. -T , az s'=s állapotV к v' ^
csakis úgy lehetséges, ha az s+1 sorszámú csomag el­
veszett. Tehát e csomagot újra kell küldeni.
A fentiek összefoglalva: A startpont a hiba észlelése és a kér­
dés kibocsájtása után érkezett válaszok alapján képes a hibát 
azonosítani, egyértelműen el tudja dönteni, hogy mi a teendő.
A startpont az elveszett csomagokat duplikálódás veszélye nélkül 
pótolni tudja. A startpont tehát képes a hibajavításra.
A forgalom időviszonyainak szemléltetésére célszerűek a közle­
kedésimenetrendek ábrázolására használt, több időtengelyt tar­
talmazó ábrák:
5. A TERMINÁLOK KÖZÖTTI KAPCSOLAT HIBAMENTESSÉGE
Az előfizetői terminálok a csomagkapcsolt kommunikációs há­
lózatot mint fekete dobozt használják. A hálózat kivülről való­
ban egy fekete doboz, mely a startpontba érkező leveleket a 
célpontba és onnan rendre a célterminálra továbbítja. Ideális 
esetben annyira gyorsan, hogy a terminálok úgy "levelezhetnek"
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a hálózaton keresztül, mintha közvetlen /vonalkapcsolt/ kapcso­
latuk lenne. Ilyenkor a terminálok észre sem veszik a hálózatot, 
mert az számukra "átlátszó".
A csomagkapcsolt kommunikációs hálózat a célterminál felé kilé­
pő levélforgalom ismeretében szabályozza a forrásterminálról 
belépőt: Egyszerre korlátos számú /általában 3-5/ levél lehet 
utón a forrásterminál és a célterminál között. Amikor a célter­
minál a célpontnak nyugtázta egy levél megérkezését, akkor a 
célpont egy levélválaszt küld a startpontba /96-192 bit/. A 
startpont a levélválaszt feldolgozza. Hatására újabb levelet 
vehet át a forrástermináltól. Természetesen a levélválasz is 
elveszhet, ezért róla másodpéldányt kell fenntartani. Mivel el­
veszését figyelemmel kell kisérni, és elveszése esetén újra 
kell küldeni, a levélválasz pontosan olyan kezelést kiván, mint 
az ellentétes irányú kapcsolat /célterminál forrásterminál/ 
csomagjai. A legcélszerűbb tehát, ha az ellentétes irányú 
kapcsolat egy speciális csomagj aként kezelik.
Egy kapcsolat startponti funkcióit és az ellentétes irányú kap­
csolat célponti funkcióit megvalósitó programokat és adatokat 
együtt állomásnak [^transport station] nevezik. Az állomáson 
csomagok, illetve levelek "tartózkodnak".
Egy-egy kapcsolat fenntartása nemcsak az adatátviteli vonalakat 
terheli, hanem jelentős memóriát is igényel a következő célok-
- a levelek fogadására /a startpontban/, sorbaállitására 
és továbbítására /a célpontban/;
ra :
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- a csomag másolatok megőrzésére /a startpontban/, csoma­
gok tárolására és továbbítására /a csúcsokban/, illetve 
összegyűjtésére /a célpontban/.
Vagyis az állomásokon tartózkodó küldeményeknek jelentős memó­
riaigénye van. így tehát, ha egy uj kapcsolat a szükséges memó­
ria előzetes biztosítása nélkül léphetne üzembe, akkor az erő­
forrásokat elvehetné a már üzemelő kapcsolatoktól, túlterhelést 
és üzemzavart okozva /részletesebben lásd 6. pont/.
Kedves X! Tisztelt Y! Drága.. Te ... Beadvány
—— ----- —
—
Egy célpontban a teljes memóriát levéltöredékek 
foglalhatnák le, vagyis patthelyzet alakulhatna ki
Minden kapcsolat használata előtt tehát egy erőforrásokat le- 
foglaló-ellenőrző folyamat szükséges. E folyamat neve hivás 
Qvirtual callj. Sikeres hiváskor a két terminál között egy kap­
csolatpár jön létre és továbbításra kész állapotba kerülnek az 
állomások.
Ellentétes folyamat a bontás. Ekkor megszűnik a kapcsolatpárt 
kezelő állomások továbbitóképessége és elvesznek a megfelelő 
állomásokon tartózkodó vagy oda később befutó levelek, illetve 
csomagok. Ez a folyamat egy erőforrásokat felszabadító folyamat.
A hívási folyamatot az egyik terminál, mint forrásterminál kez­
deményezi. Ha startpontjában nem áll rendelkezésre a kapcsolat 
fenntartásához szükséges memória, a hívási folyamat sikertele­
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nül befejeződik. Ha a memória rendelkezésre áll, a startpont 
hivást bocsájt ki a célpont felé. A hivásnak is élettartama van, 
mert a hivás is elveszhet. Ha hosszú ideig nem érkezik hivásvá­
lasz a startpontba, akkor a hivási folyamatot a startpont siker­
telenül befejezettnek tekinti.Természetesen a hivásválasznak is 
van élettartama és az is elveszhet.
Ha a hivás eljutott a célpontba, akkor a célpont megkísérli le­
foglalni a kapcsolatpár fenntartásához szükséges erőforrásokat 
/terminál, memória, állomás, stb./.
A kisérlet eredményét a hivásválaszban közli a startponttal és 
sikeres erőforráslefoglalás esetén a kapcsolatpárt felépített­
nek tekinti. Ha a startpontba befutott hivásválasz szerint a 
kapcsolatpár felépítése sikertelen volt, a hivási folyamat befe­
jeződik. A hivási folyamat mindenfajta sikertelen befejezése e- 
setén a startpont megszünteti az állomás továbbitóképességét, 
felszabadítja a lefoglalt memóriát és meghatározott formátumú 
levélben 'közli" a forrásterminállal a sikertelenség okát.
A fenti helyzetben valamennyi hivás sikertelen lesz, mert a 
startpontba nem juthat el semmilyen hivásválasz. Ha a kiszemelt 
terminál rendre felhivná a hálózat összes többi terminálját /az 
ideges felhasználó esete/ és azok kedvező hivásválaszt adnának, 
akkor a fenti terminál időtlen időkre lefoglalná /magához ren­
delné/ a hálózat valamennyi terminálját. A hálózat megbénulna.
Tételezzük fel a következő helyzetet:
forrás­
terminál — ► jó vonal
-> rossz vonal
Az időtlen időkre szóló hozzárendelés veszélye máskor is fenn­
áll.
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Tegyük fel, hogy egy már működő kapcsolatban a startpont vonal­
hibák miatt "időtlen időkre" elszigetelődik a hálózat többi 
részétől:
Bizonyos idő elteltével a startpont megkezdi a kérdések kibocsáj- 
tását és mivel a kérdésekre "a célpont nem válaszol" megkezdi a 
kapcsolat elbontását /lásd 4. pont/; megszünteti a startpontbeli 
állomás továbbitóképességét; eldobja az ott tartózkodó leveleket, 
csomagokat; felszabadítja az általuk lefoglalt memóriát. Ha i- 
lyenkor a startpont értesítést küldene az elbontásról, az éppen 
úgy elveszne, mint a kérdések.
Tehát időtlen időkre működésben maradna az elbontandó kapcsolat 
célpontjabeli állomás és lefoglalva maradnának az ott lekötött 
erőforrások.
A vázolt problémák megoldására szolgálnak a tétlen kapcsolatfenn­
tartás és az automatikus kapcsolatbontás szabályai.
Az állomások startpont funkciót ellátó része kapcsolatellenőrzést 
Qidle3 küld a célpont felé, ha az állomást a célpont felé már 
"régóta" /T^/ nem hagyta el semmi /hivás, hivásválasz, csomag, 
válasz, kérdés, levélválasz, kapcsolatellenőrzés/. Természetesen 
a kapcsolatellenőrzésnek is élettartama van /T^/ és elveszhet. 
Mind a startpont, mind a célpont a kapcsolatellenőrzést egy spe­
ciális kérdésként kezeli /elveszés esetén "újabb" kérdés megy, 
célbajutás esetén megismétli az utolsó választ, stb./
E feltételek mellett, ha egy állomás célpont funkciót ellátó ré­
szébe elegendően hosszú ideig nem érkezett csomag, kérdés^illet­
ve kapcsolatellenőrzés, akkor már nem is érkezhet, mert mindany- 
nyian elvesztek útközben és emiatt a startpont már bontotta is a
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kapcsolatpárt.
Ekkor tehát a célpont is bonthat.
Legyen = Tv = = T . Ha a startpont n számú sikertelen kér­
dés után kezdi meg a bontást, akkor mennyi idő múlva bonthat 
legkorábban automatikusan a célpont? Tegyük fel, hogy ez az ér­
ték X. A legrosszabb eset a következő /az ábrán a startpontot 
vagy célpontot el nem érő nyilak az elveszett küldeményeket 
jelzik/ :
X = T + + 2*T + (n-l)*2}«T + T = + 2*(n+l) *• T
A fenti érték nemcsak az automatikus bontás időpontját határoz­
za meg, hanem a bontást követő hivás illetve a sikertelen hi- 
vást követő hivás legkorábbi időpontját is.
6. A KOMMUNIKÁCIÓS HÁLÓZAT MŰKÖDÉSÉNEK PATTHELYZET-MENTESSÉGE
A csomagkapcsolt kommunikációs hálózat, mint láttuk, nem­
csak csomagokat, hanem hivást, hivásválaszt, választ, kérdést, 
kapcsolatellenőrzést és levélválaszt is továbbit. Mindezek - 
akárcsak a közönséges csomagok - fejléccel ellátva - speciális 
csomagként közlekednek. Útközben teljesen lényegtelen e csoma­
gok tartalma, érdekessé csakis utazásuk célpontjában válik. 
Fontos analógiára jutunk, ha a hálózatot városi úthálózatként,
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a csomagokat pedig rajta közlekedő autókként képzeljük el. A 
városi közlekedés jellegzetes hibái a patthelyzetek, a torló­
dások, illetve a közlekedési dugók.
A kommunikációs hálózaton is felléphetnek hasonló patthelyze-
A fent ábrázolt hálózatokon a nyillal jelölt csomagforgalmak 
egymást akadályozzák, mert a kritikus csúcsokban nincs fogadó­
terület /memória/ a forgalom fenntartására.
A patthelyzetek vizsgálata céljából memóriaanalizisre lesz szük­
ség. Tekintsük át először a csucsbeli memóriakezelés rendjét.
A csúcsokban a vonalak fogadóterületei, a továbbításra képes 
állomások és a tranzitcsomagok kötnek le memóriát tárolás cél­
jára. A tárolóterületként használt memória tetszőlegesen láncra 
fűzhető - például 64 byte hosszú - egységekből áll:
egy fogadóterület
Egy csomag lefoglalhat például 1, 2, 3, 4 vagy 5 ilyen memória- 
egységből álló láncot. Mivel az adatátviteli berendezések ké­
pesek a láncolt átvitelre, ezért semmi szükség sincs az átvitel 
előtt egy olyan másolásra, mely a láncot folytonossá tenné. 'U- 
gyancsak a láncolt memóriaszervezés és adatátvitel lehetősége
miatt a beérkező levelek csomagra bontása, illetve a célpontban
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a csomagok levéllé összeállítása nem igényel külön memóriát.
A hálózat belső vonalai a csúcsok közötti vonalak, külső vona­
lai pedig a terminálok és csúcsok közötti vonalak. A külső vo­
nalakon levélforgalom, a belső vonalakon pedig csomagforgalom 
zajlik. A külső vonalak használatát az állomások terminálkezelő 
programjai [^terminal processj, a belső vonalak használatát pe­
dig a csúcsok vonal kezelő programjai Lünk process} szervezik 
/fogadó terület foglalás, forrás terminálok periodikus poll-o- 
zása, "fogadásra kész" jelzés, stb./
Az adatátviteli vonalak sorbanállnak a fogadóterületért /memó­
riáért / :
belső vonalak sora
A hálózat belső vonalainak prioritása nagyobb, mint a külső 
vonalaké. Egy-egy soron belül a kiszolgálás az igények érkezé­
si sorrendjében történik /FIFO/.
A belső vonalak számára a maximális csomagméret, a külső vona­
lak számára a maximális levélméret határozza meg a fogadóterü­
let nagyságát. Ha a beérkezett csomag, illetve levél kisebb 
méretű, mint a számára előzőleg lefoglalt fogadóterület, akkor 
a fogadóterületből a memória bizonyos számú egysége felszaba­
dul .
Memória szabadul fel akkor is, ha a csúcsból tranzitcsomag, vagy 
levél távozott.
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Az állomásokon memóriát foglalnak az elküldött csomagok másola­
tai, az összeállitásra várakozó csomagok, a célpontból a célter­
minálra továbbításra várakozó levelek. Befutó válaszok hatására 
az állomás esetleg csomag másolatokat enged el.
Az állomások memóriaigénnyel lépnek fel a következő csomagok el­
küldésekor: hivás, hivásválasz, válasz, kérdés, kapcsolatelle­
nőrzés. Ugyanilyen tipusu csomagok célbaérésekor a fogadó állo­
más felszabadítja az általuk lefoglalt memóriát.
Ha elküldésükkor nem állna rendelkezésre a küldő állomás részére 
a kivánt nagyságú memória, akkor fenti csomagokat az állomás 
nem tudja elküldeni, de mégis elküldöttnek, később pedig elve­
szettnek tekinti őket. A fent emlitett tipusu csomagok memória- 
kezelés szempontjából elküldésük után a küldőcsucsban pontosan 
úgy kezelhetők, mintha tranzit csomagok lennének.
A fentiek szerint minden csúcsban az ott lefoglalt memóriát egy 
adott pillanatban az alábbi ábrával szemléltethetjük:
A hálózat lehetséges patthelyzeteinek egyik változatát az előző 
pontban mutattuk be. Abban az esetben csupa félig kész levél 
foglalta le valamely csúcsban a teljes memóriát ^reassembly 
lock-upj. E jelenség kizárására a csúcs korlátos memóriaterüle- 
tet tart fenn az állomások és a külső vonalak fogadóterületei
számára, továbbá, e megengedett terület túllépése elleni véde­
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kezésül minden kapcsolatpárban legfeljebb annyi levél lehet u- 
ton a terminálok között, mint amennyiben a hiváskor a startpont 
és a célpont megállapodik /hivás, hivásválasz/.
Tegyük fel a következőket:
- a csúcsban üzemkezdetkor a szétosztható memóriaterület 
mérete M memóriaegység;
■ a csúcstól egyidejűleg legfeljebb К darab 
fogadóterületet igényelhetnek a csúcs belső vonalai;
- a csúcs legfeljebb m egységnyi memória területet tart 
fenn az állomások és a külső vonalak fogadóterülete szá­
mára.
Előfordulhat-e ekkor patthelyzet, ha m+k maximális csomagmé­
ret << M? A fenti feltételek teljesülése mellett patthelyzet 
esetén csakis a tranzitcsomagok akadályozhatnák a csúcsba irá­
nyuló forgalom fenntartását. Csakhogy a tranzitcsomagok által 
lekötött memória rövid idő alatt felszabadul, mert a tranzit­
csomag vagy
- távozik a csúcsból, vagy
- megsemmisül, mert élettartama lejár.
A felszabaduló memóriaterületből a memóriakezelés előbb vázolt 
szabályai szerint előbb-utóbb bármelyik, fogadóterületre vára­
kozó belső vonal részesül. Vagyis egyetlen irányban se bénul 
meg véglegesen a forgalom. Patthelyzetről tehát nem beszélhe­
tünk , legfeljebb csak lényeges teljesítményromlást okozó torló- 
dásról.
7. A CSOMAGKAPCSOLT KOMMUNIKÁCIÓS HÁLÓZAT HIBATÜRÖKÉPESSÉGE
Az előző pontokban vázoltuk a csomagkapcsolt kommunikációs 
hálózat hibamentes működéséhez szükséges küldemények tipusait 
és a kommunikációs hálózat rétegeit. Szemléltetésükre a követ-
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kező oldalon látható ábrát javasoljuk.
Egy számítástechnikai rendszer hibatürőképessége azt jelenti, 
hogy a rendszer inputjában, komponenseiben, illetve komponensei 
kapcsolatában fellépő hibák ellenére is képes eredeti funkció­
ját ellátni, a hibák ellenére is megbizhatóan működik. Egy hier­
archikus rendszer esetében ehhez a rendszer minden rétegében 
megfelelő hibaészlelés, hibaazonositás, illetve hibajavítás 
szükséges. Az előző pontok szerint a csomagkapcsolt kommuniká­
ciós hálózat tökéletesen hibatűrő, ha egy rövid ideig tartó hi­
ba bekövetkezése után elegendően hosszú ideig nincsen újabb hi­
ba .
Permanens csucshiba esetén a csúcs elszigetelődik szomszédaitól: 
nem fogad és nem küld újabb csomagot. Ezért előbb a szomszédos 
csúcsokban hosszú várakozási sorok keletkeznek, majd később az 
elszigetelődött csúcson lévő állomások párjai kapcsolatot bon­
tanak .
Egy adatátviteli vonal permanens hibája esetén - ha az ujrakül- 
dött csomag beállna a permanensen hibás vonal előtti várakozási 
sorba - az elveszett csomagok pótlása is kudarcba fulladna.
Ezért tehát a permanensen hibás komponensek /csúcsok, vonalak/ 
előtti várakozási sort meg kell szüntetni, a csomagokat kerülő 
útvonalra kell irányítani. Kerülő útvonal persze nem minden to­
pológia és nem minden kapcsolat esetén létezik.
Az adaptiv utvonalkijelölés igénye azonban nemcsak a hibás kom­
ponensek elkerülése, a hibatürőképesség növelése miatt lép fel. 
Ugyanerre a következtetésre jutunk, ha a patthelyzetek, illetve 
torlódások elkerülése, vagy a teljesítménynövelés a cél.
Mielőtt vázolnánk az adaptiv utvonalkijelölést, tekintsük át az 
utvonalkijelölést általában. Az utvonalkijelölés lépésről-lépés- 
re történik, a csomagot csúcsról csúcsra irányítják a célja fe-
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lé. A kommunikációs hálózat minden csúcsának van egy-egy útvonal 
táblázata, /irányítási táblázat/ mely az irányítást vezérli.
Az irányítás lehet a hálózat topológiájával lerögzített, vagy 
adaptiv, azaz a csúcson kivülről érkező információhoz alkalmaz­
kodó. Joggal felmerülő kérdés: Lehetséges-e központi matematikai 
irányítás? A kérdést felvető bizonyára a közúti közlekedés számi­
tógépes irányítására gondol példaként. Csakhogy a közlekedésben 
a forgalmi helyzet változásának sebessége az utvonalkijelölés­
hez szükséges irányítási információ terjedési sebességéhez /rádió/ 
viszonyítva kicsi, elhanyagolható.
Nem ez a helyzet a kommunikációs hálózatban. Az adaptiv irányí­
táshoz szükséges információ is a hálózaton terjed csúcsról csúcs­
ra. Az irányítási információ £update-packet7 két szomszédos csúcs 
között utazó csomag, mely a továbbításra várakozó csomagok so­
rának elejére áll, megsemmisítve az esetleg már ott várakozó 
elődjét:
várakozó csomagok sora adatátviteli
/
------>
információ
vonal
Az irányítási információ tehát pontosan olyan gyorsan terjed, 
mint a többi csomag. Központi matematikai irányítás tehát azért 
lehetetlen, mert műveletei végrehajtásának időtartama alatt 
/információgyűjtés, elemzés, parancstovábbitás/ a hálózat álla­
pota lényegesen változhat.
Az irányítási algoritmus tehát csak olyan információt használhat 
fel, amely az irányítás pillanatában már helyileg rendelkezésé­
re áll. Vagyis az adaptiv irányításhoz a csúcsok irányítási táb­
lázatát kell rendszeresen módosítani.
A szomszéd csúcsoknak küldött irányítási információ egy távol­
ságvektor , mely leirja a küldő csúcsba érkező csomag várható
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továbbutazási idejét az összes lehetséges célpont felé. Az irá­
nyítási információ küldhető periodikusan, illetve csakis lénye­
ges állapotváltozás hatására. E távolságvektor a csucsbeli irá­
nyítási táblázat pillanatnyi állapotából és a várakozási sorok 
hosszából becsülhető.
Adaptiv irányítás esetén egy-egy csúcs irányítási táblázata 
egy olyan távolságmátrix, mely minden célponthoz és a csúcs 
minden 'kijáratához" hozzárendeli a rákövetkező csúcstól várha­
tó továbbutazási időt.
Ilymódon az adaptiv irányítás a távolságmátrix és a "kijáratok" 
előtt álló sorok ismeretében a csomagot a legrövidebb útvonalra 
irányítja. A csomagok - a hálózat megfelelő topológiája esetén 
- képesek a meghibásodott komponenseket kikerülni.
8. TOVÁBBI ALAPPROBLÉMÁK
A csomagkapcsolt kommunikációs hálózatok, illetve az ezekre 
épülő számitógéphálózatok esetében egy sereg további olyan 
problémával kerülünk szembe, melyek részletes vizsgálata meg­
haladja jelen Írásunk kereteit. Ezért itt csupán címszavakban 
történő felsorolásukra és vázolásukra vállalkozhatunk.
a/ Csomagok ciklikus sorszámozásának problémája
A küldött és fogadott csomagok sorszámozását mod N végez­
zük, ami azt jelenti, hogy a csomagsorszámok N elérése után 
ismétlődnek. Erre azért van szükség, mert a csomag fejlécé­
ben korlátos méretű helyen tárolható a csomagsorszám. E dön­
tés egyik következménye, hogy tilos a startpontból egy az 
N-től és a minimális utazási időtől függő korlátnál több, 
még nyugtázatlan csomagot útjára inditani. Ugyanis ellenke­
ző esetben a ciklikus sorszámozás csomagkeveredéshez vezet­
hetne .
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b/ A szabványositás problémája
Е téren jelentős nemzetközi erőfeszítések vannak, azonban ne­
héz megegyezéseket elérni, mivel nagyértékü meglévő nemzeti/ 
/magán beruházások kerülnének ezzel "szabványon kivülre". A 
szabványositás igénye nemcsak a hardware-re és az illesztés­
re terjed ki, hanem a működést szabályozó algoritmusokra, 
protokollokra is.
A csomagkapcsolt . hálózatokra vonatkozó legjelentősebb szab­
ványosítási eredménynek a CCITT; 25-ös szabványa tekinthető.
Ha a magánhálózatok fejlődést akadályozó sokfélesége, in­
kompatibilitása helyett megvalósulhatna a nemzetközi szab­
vány szerinti nyilvános hálózatok rendszere, akkor a hálóza­
tok az uj hardware és software erőforrások /pl. ILLIAC IV, 
ALGOL XX/ gyors elterjesztésében kiemelkedő szerepet játsz­
hatnának.
с/ A magasszintü protokollok problémája
A magasszintü protokollok erősen függenek az erőforrásszámitó- 
gépek hardware-jétől, operációs rendszerétől. Gondot okoz 
szabványosításuk.
d/ A hálózatok minőségvizsgálatának problémája
A valós hálózat mérési költségei rendkívül magasak, a nagy­
számú szétszórt mérési pont, a mérőeszközök szükséges szink- 
ronizációja, illetve a mérés beavatkozásmentességének bizto­
sítása miatt. Ráadásul a valós hálózaton zajló folyamatok 
gyakorlatilag megismételhetetlenek, ezért az alternativ al­
goritmusok, paraméterek vizsgálata is nehézkes.
A hálózatok matematikai vizsgálatára rendkívül nagy igény 
lenne, azonban a bonyolultság miatt nem sok valóban használ­
ható eredményre számíthatunk. Adekvát vizsgálati módszernek 
tehát a szimuláció látszik.
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