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We prove the uniqueness of a plane curve of degree q over a ﬁnite
ﬁeld Fq which attains Sziklai’s bound q(q − 1) + 1. More precisely,
if a plane curve of degree q over Fq has q(q − 1) + 1 rational
points, then it is projectively equivalent to the curve deﬁned by the
equation Xq − X Zq−1 + Xq−1Y − Y q = 0. Although the case q = 4
is the exception to Sziklai’s bound, the uniqueness of a curve of
degree 4 with 13 points over F4 still holds.
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1. Introduction
In [6] we proved the following
Theorem 1.1. (See [6, Theorem 3.1].) If C is a plane curve of degree d  2 over Fq without Fq-linear compo-
nents, then the number of Fq-points Nq(C) of C is bounded by
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except for the curves over F4 which are projectively equivalent to the curve deﬁned by the equation
X4 + Y 4 + Z4 + X2Y 2 + Y 2 Z2 + Z2X2 + X2Y Z + XY 2 Z + XY Z2 = 0. (2)
The bound (1) was originally conjectured by Sziklai [9] in the form that it might have held without
exception, however he had missed the counterexample (2).
In order to explain our results we introduce some notation. We ﬁx a ﬁnite ﬁeld Fq of q elements,
and the projective plane P2 over F¯q . The set of Fq-rational points (simply, Fq-points) of P2 is denoted
by P2(Fq), and for a plane curve C , C(Fq) means C ∩ P2(Fq). Our curve C may be reducible, but C
has no Fq-linear components.
Now we consider the curves attaining the bound (1). In [3], we dealt with the curves of degree
d  q + 2, and in [7] we classiﬁed the curves of degree q + 1. In this paper we deal with the case
d = q.
Main Theorem. Let q 2 be a prime power. Let C be a plane curve over Fq of degree d = q with q(q− 1) + 1
Fq-points. Then C is projectively equivalent to Cq deﬁned by the equation
Cq: Xq − X Zq−1 + Xq−1Y − Y q = 0 (3)
over Fq.
Remark 1.2. For q = 4, in [4], we proved that the curve (2) is a unique curve up to projective equiv-
alence with 14 F4-points, which is the maximum value exceeding the bound in (1). Even though the
value 13 = q(q − 1) + 1 is not maximum, we prove the uniqueness of a curve with 13 F4-points in
Section 3.2.
In Section 2, we give some lemmas necessary to prove Main Theorem. In Section 3, we prove Main
Theorem. In Section 3.1 we prove Main Theorem for the case d  5. In Section 3.2, we prove Main
Theorem for the case 2 d 4.
2. Lemmas
Throughout this section, we ﬁx a plane curve C over Fq of degree q without an Fq-linear compo-
nent. Suppose that C(Fq) = ∅.
Lemma 2.1. (See [5, Proposition 3.1].) Fix an Fq-point P0 ∈ C, and an Fq-line ∞ ⊂ P2 with ∞ /	 P0 . Suppose
there are Fq-lines 1, . . . , t with q  t  3 passing through P0 such that the q Fq-points of i \ ∞ are
contained in C . For an Fq-line  	 P0 other than these t lines, if |( \ ∞) ∩ C(Fq)| q − t + 2, then all the q
Fq-points of  \ ∞ are contained in C .
Lemma 2.2. (See [5, Proposition 3.2].) Fix an Fq-point Q 0 ∈ P2(Fq) \ C. Suppose there are Fq-lines 1, . . . , t
with q − 1 t  2 passing through Q 0 such that i(Fq) \ {Q 0} ⊂ C. If an Fq-line  	 Q 0 other than these t
lines has at least q − t + 1 Fq-points of C , then (Fq) \ {Q 0} ⊂ C.
Lemma 2.3. In the aﬃne plane A2(F¯q), the ideal in Fq[x, y] of the set
S := {(α,β) ∈ F2q ∣∣ α = 0 or β = 0}
is generated by three polynomials y(xq−1 − 1), xq − x, and yq − y, i.e.,
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Proof. Let J = (y(xq−1 − 1), xq − x, yq − y). Then clearly J ⊂ I(S). Let g(x, y) be a polynomial in I(S).
We can express g(x, y) as
g(x, y) = (xq − x)h1(x, y) + (yq − y)h2(x, y) + y(xq−1 − 1)h3(x, y) + q−1∑
i=0
gi(x)y
i,
for some polynomials hi(x, y) ∈ Fq[x, y] (i = 1,2,3) and gi(x) ∈ Fq[x] with deg g0  q−1 and deg gi 
q − 2 (i = 1, . . . ,q − 1). Let g˜(x, y) =∑q−1i=0 gi(x)yi . For every α ∈ F×q , the polynomial g˜(α, y) is of
degree at most q − 1 with respect to y and g˜(α,β) = g(α,β) = 0 for all β ∈ Fq . Thus gi(α) = 0
for any i = 0, . . . ,q − 1. Since α is an arbitrary element in F×q , we have g0(x) = c · (xq−1 − 1) for
some constant c ∈ Fq and gi(x) = 0 for i = 1, . . . ,q − 1. However, since 0 = g˜(0,0) = g0(0) = −c, we
conclude g(x, y) ∈ J . 
Lemma 2.4. Let C be a curve over Fq of degree q. If
C(Fq) =
{
(α,β,1) ∈ P2(Fq)
∣∣ α = 0 or β = 0},
then C equals to Cq in Main Theorem.
Proof. Let F (X, Y , Z) be an equation of C . Then by Lemma 2.3, we have F (x, y,1) ∈ I(S), which
implies
F (X, Y , Z) = aY (Xq−1 − Zq−1)+ b(Xq − X Zq−1)+ c(Y q − Y Zq−1)
for some constants a,b, c ∈ Fq . Since C has no Fq-point on the line Z = 0, we have b = 0, a + c = 0
and c = 0. Thus we have
F (X, Y , Z) = a(Xq−1Y − Y q)+ b(Xq − X Zq−1).
Substituting X, Y by b−1X,a−1Y respectively, we obtain the desired polynomial. 
3. Proof of Main Theorem
Let C be a curve satisfying the hypothesis in Main Theorem, i.e., C is a plane curve over Fq , of
degree q, with no Fq-linear components and satisﬁes Nq(C) = (q − 1)q + 1. We want to prove that C
is projectively equivalent to the curve Cq deﬁned by (3).
We need some notations. For 0 i  q, we call a line  is an i-line if  contains exactly i points in
C(Fq), and ai denotes the number of i-lines. For a point P ∈ P2(Fq), P is said to be of type ir11 . . . irtt
(i1 > · · · > it  0; r1, . . . , rt  1) if the number of i j-lines through P is r j ( j = 1, . . . , t). Note that
i1  q since the degree of C is q and C has no line component.
We have next lemma which follows from the deﬁnition.
Lemma 3.1. Let P ∈ P2(Fq) be a point of type ir11 . . . irtt . Then r1 + · · · + rt = q + 1. Moreover, if P ∈ C, then
i j  1 for all j = 1, . . . , t and∑tj=1 r j(i j − 1) + 1 = q2 − q + 1. If P /∈ C, then∑tj=1 r j i j = q2 − q + 1.
Proof. It is obvious since the lines passing through P covers the plane. 
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Lemma 3.2. (See [2, Lemma 12.1].)
(i)
∑q
i=0 ai = q2 + q + 1;
(ii)
∑q
i=1 iai = (q2 − q + 1) · (q + 1);
(iii)
∑q
i=2
( i
2
)
ai =
(q2−q+1
2
)
.
Lemma 3.3.We have a0 = 0 or 1.
Proof. Suppose that a0  2, and 0 and 1 are distinct 0-lines. Let P be the intersection of 0 and 1.
If P is of type ir11 . . . i
rt
t , then we have it = 0 and rt  2. Then
∑t
j=1 r j i j  q(q− 1) < q2 − q+ 1, which
contradicts Lemma 3.1. 
Using Lemma 2.2, we obtain the following lemma.
Lemma 3.4. Let Q ∈ P2(Fq) \ C(Fq). If there exist at least two q-lines through Q , then Q is of type q2(q −
2)q−2(q − 3) or qq−110.
Proof. Let r  2 be the number of q-lines through Q . Since rq  q2 − q + 1, we have r  q − 1. By
Lemma 2.2, each of the other lines contains at most q − r Fq-points of C . Thus we have
q2 − q + 1 = Nq(C) rq + (q + 1− r)(q − r). (4)
If r = 2, then q  3 and the right-hand side of (4) is bigger than the left-hand side by one, so the
type is determined as q2(q − 2)q−2(q − 3).
If r  3, then the (4) is equivalent to
q (r + 1) + 1
r − 2 .
When r  4, we have r + 1 q  r + 1 and hence r = q − 1. We conclude Q is of type qq−110 by
Lemma 3.1.
When r = 3, we have r + 1 q  r + 2 and hence q = 4 or 5. If q = 4 then Q is of type qq−110.
If q = 5, then Q is of type 5323 by Lemma 3.1. If we prove that Q cannot be of type 5323 in next
Lemma 3.5, then the proof is complete. 
Lemma 3.5. Let C be a curve of degree 5 which satisﬁes the conditions of Main Theorem. Then there does not
exist an F5-point Q /∈ C(F5) of type 5323 .
Proof. Suppose that there exists such a point Q . Let i (i = 1, . . . ,6) be all lines passing through Q .
Let i (i = 1,2,3) be 5-lines and i (i = 4,5,6) 2-lines. Any three of the 6 points in C(F5) ∩ (4 ∪
5 ∪ 6) is not collinear, since if a line  contains three of them then it becomes a 6-line which is
impossible.
We give a coordinate system and use coordinates to prove the lemma. Let Q = (0,0,1). Since the
projective transformation group acts on the projective line 3-transitively, without loss of generality,
we may let 1, 2, 3, 4, 5, 6 be [1,0,0], [0,1,0], [1,4,0], [1,1,0], [1,2,0], [1,3,0], respectively, in
the dual plane. Note that [a,b, c] means the line deﬁned by the equation aX + bY + cZ = 0 in the
projective plane. Then
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{
(0,0,1)
}= {(4,1,0), (4,1,1), (4,1,2), (4,1,3), (4,1,4)},
5(F5) \
{
(0,0,1)
}= {(3,1,0), (3,1,1), (3,1,2), (3,1,3), (3,1,4)},
6(F5) \
{
(0,0,1)
}= {(2,1,0), (2,1,1), (2,1,2), (2,1,3), (2,1,4)}.
Let two points in each C(F5) ∩ i (i = 4,5,6) be
C(F5) ∩ 4 =
{
(4,1,u1), (4,1,u2)
}
,
C(F5) ∩ 5 =
{
(3,1, v1), (3,1, v2)
}
,
C(F5) ∩ 6 =
{
(2,1,w1), (2,1,w2)
}
.
Since any three are not collinear we have
∣∣∣∣∣
4 1 ui
3 1 v j
2 1 wk
∣∣∣∣∣ = 0,
which is equivalent to ui − 2v j + wk = 0, for any i, j,k ∈ {1,2}. Thus
v1, v2 ∈ F5 \
{
3(u1 + w1),3(u1 + w2),3(u2 + w1),3(u2 + w2)
}
.
Since v1 and v2 are distinct, at least two of u1 + w1, u1 + w2, u2 + w1, u2 + w2 are equal. We may
assume u1 + w2 = u2 + w1, i.e., u2 − u1 = w2 − w1. Thus {w1,w2} = {u1 + r,u2 + r} and {v1, v2} =
F5 \ {u1 + 3r,u2 + 3r,3(u1 + u2 + r)} for some r ∈ F5.
Consider a subgroup G of Aut(P2(F5)) generated by the set
G =
{[ 1 0 0
0 1 0
α β c
] ∣∣∣ α,β ∈ F5, c ∈ F×5
}
.
We can check easily that three lines i (i = 1,2,3) are invariant under G . If we let α = 2r, β = u1−3r,
c = u2 − u1, then α,β ∈ F5, c ∈ F×5 and
[ 1 0 0
0 1 0
2r u1 − 3r u2 − u1
][4 4 2 2
1 1 1 1
0 1 0 1
]
=
[ 4 4 2 2
1 1 1 1
u1 u2 u1 + r u2 + r
]
.
Therefore, without loss of generality, we may let u1 = w1 = 0, u2 = w2 = 1. Then {v1, v2} = {2,4}.
Now let F (X, Y , Z) ∈ F5[X, Y , Z ] be a polynomial of degree 5 such that V (F ) = C , where V (F )
means the zero set of the polynomial F . Then V (F ) contains
1(F5) \
{
(0,0,1)
}
, 2(F5) \
{
(0,0,1)
}
, 3(F5) \
{
(0,0,1)
}
,{
(4,1,0), (4,1,1), (2,1,0), (2,1,1), (3,1,2), (3,1,4)
}
.
Let
F (X, Y , Z) =
∑
0i, j,k
i+ j+k=5
aijk X
iY j Zk, aijk ∈ F5.
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F (X, Y , Z) = X f41(Y , Z) + μZ
(
Y 4 − Z4) for some μ ∈ F5, f41 ∈ F5[Y , Z ].
Since 2 \ {(0,0,1)} ⊂ V (F ),
F (X, Y , Z) = Y f42(X, Z) + ν Z
(
X4 − Z4) for some ν ∈ F5, f42 ∈ F5[X, Z ].
Comparing above two polynomials, we have μ = ν and
F (X, Y , Z) = XY f3(X, Y , Z) + μ
(
Z X4 + ZY 4 − Z5),
where f3 ∈ F5[X, Y , Z ] is of degree 3. Let f3(X, Y , Z) = g3(X, Y ) + g2(X, Y )Z + g1(X, Y )Z2 + g0 Z3,
where gi(X, Y ) is a homogeneous polynomial of degree i (0 i  3). Since 3 \ {(0,0,1)} ⊂ V (F ), we
have
F (X, X, Z) = λZ(X4 − Z4).
Also we have
F (X, X, Z) = X2(g3(X, X) + g2(X, X)Z + g1(X, X)Z2 + g0Z3)+ μ(2Z X4 − Z5).
Comparing two polynomials, we have λ = μ, g3(X, X) = 0, g2(X, X) = −μX2, g1(X, X) = 0, and
g0 = 0. Thus we obtain
a410 + a320 + a230 + a140 = 0, (5)
a311 + a221 + a131 = −μ, (6)
a212 + a122 = 0, (7)
a113 = 0. (8)
Finally, since {(4,1,0), (2,1,0), (4,1,1), (2,1,1), (3,1,2), (3,1,4)} ⊂ V (F ) the following equations
hold. Here we substitute a122 = −a212 and a113 = 0.
0 = F (4,1,1) − F (4,1,0) = 4a311 + a221 + 4a131 + 2a212 + μ, (9)
0 = F (2,1,1) − F (2,1,0) = 3a311 + 4a221 + 2a131 + 2a212 + μ, (10)
0 = F (3,1,4) − F (3,1,2) = 4a311 + 3a221 + a131 + 2a212 + 2μ. (11)
Adding Eqs. (6), (9), (10), and three times of (11), we get μ = 0. Then F (X, Y , Z) = XY f3(X, Y , Z) has
line components, which is a contradiction. 
Lemma 3.6.We have ai = 0 for some i, 0 i  q − 3.
Proof. Suppose that all of them are zero. Then the equations in Lemma 3.2 become
(i)′ aq−2 + aq−1 + aq = q2 + q + 1;
(ii)′ (q − 2)aq−2 + (q − 1)aq−1 + qaq = (q2 − q + 1) · (q + 1);
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(q−2
2
)
aq−2 +
(q−1
2
)
aq−1 +
(q
2
)
aq+ =
(q2−q+1
2
)
.
Using the elimination method, we have aq−1 = −(q− 52 )2 + 134 < 0 for q 5, which is a contradic-
tion. 
3.1. Proof for q 5
In this subsection we prove Main Theorem for q 5.
Let k0 be the smallest non-negative integer such that ak0 > 0. By Lemma 3.6, we have 0  k0 
q − 3. In sequel, we denote 0 as a ﬁxed k0-line.
First we prove the following lemma.
Lemma 3.7. If k0 = 0, then C is projectively equivalent to the curve Cq in Main Theorem.
Proof. Let k0 = 0, i.e., a0 > 0, which is equivalent to a0 = 1 by Lemma 3.3. Let S := P2(Fq)\C(Fq)\0.
Note that |S| = q−1. Choose any two points Q 1 and Q 2 in S . The line Q 1Q 2 meets 0 at some point,
say P . Counting the points of S using lines through P , we know there exist at least two q-lines
through P . By Lemma 3.4, P is of type qq−110, which implies that the points of S are collinear. We
may let P = (0,1,0), the line Z = 0 as the 0-line, and the line X = 0 as the 1-line with (0,0,1) ∈
C(Fq). Then C(Fq) = Cq(Fq). By Lemma 2.4, C is projectively equivalent to Cq . 
Now we prove that k0 = 0, equivalently, we prove that the other value k0 (1 k0  q− 3) leads to
a contradiction case by case.
Lemma 3.8. Suppose that k0  1, i.e., a0 = 0. Let i and i′ be (not necessarily distinct) non-negative integers
such that min{i, i′}  q − 4. Let two distinct lines 1 and 2 be an i-line and an i′-line, respectively. Then
i + i′  q − 1. Furthermore if 1 and 2 intersect at a point in C(Fq), then i + i′  q + 1.
Proof. Let {P } = 1∩2. Let P be of type ir11 . . . irtt . If P ∈ C(Fq), then q2−q+1 =
∑t
j=1 r j(i j −1)+1
(i − 1) + (i′ − 1) + (q − 1)(q − 1) + 1, which is equivalent to i + i′  q + 1. Now let P be a point
outside C . If there exist two q-lines through P , then P is of type q2(q − 2)q−2(q − 3) or qq−110 by
Lemma 3.4, which contradicts the assumption. Thus there are at most one q-line through P . Thus
q2 − q + 1 =∑tj=1 r j i j  i + i′ + q + (q − 2)(q − 1), which is equivalent to i + i′  q − 1. 
Lemma 3.9.We have k0 = 1.
Proof. Suppose that k0 = 1. By Lemma 3.8, we have a1 = 1 and ai = 0 for 2  i  q − 3. Applying
Lemma 3.2, we have aq = 12 (q2 + q), which is bigger than 2q for q  5. Then there exists a point
Q ∈ P2(Fq) \ C which lies on at least two q-lines, which contradicts Lemma 3.4 since a0 = 0 and
aq−3 = 0. 
Lemma 3.10. The condition q = 5 and k0 = 2 leads to a contradiction.
Proof. Let 0 be a ﬁxed 2-line. Let {P0, P1} = 0(F5)∩ C and {P2, . . . , P5} = 0(F5) \ C . By Lemma 3.2
we have a2 = j, a3 = −3 j+16, a4 = 3 j−3 and a5 = − j+18. Since ai ’s are non-negative integers, we
have 1 a2 = j  5. Let Ai be the set of i-lines. Then |A2 ∪A5| = a2 + a5 = 18. By Lemma 3.8 and
Lemma 3.1, any 2-line except 0 can pass through neither P0 nor P1, and at most four 5-lines pass
through P0 [resp. P1]. Then at least one point, say P2, among {P2, . . . , P5} lies on at least three lines,
say i (i = 1,2,3), in A2 ∪A5 \ 0. Let P2 be of type 5r54r43r32r2 . If all i (i = 1,2,3) are 2-lines, then
r2  4 and 5r5 + 4r4 + 3r3 + 2r2  5 · 2 + 2 · 4 = 18 < 21 = |C(F5)|, which is a contradiction. If two
are 2-lines and one is a 5-line then we have r5 = 3 = r2 from the equation 5r5 + 4r4 + 3r3 + 2r2 = 21,
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Lemma 3.4. 
Now we have ﬁnished the proof for q = 5. From now on, we consider only q 7.
Lemma 3.11. If k0 = q − 3, then aq  4q. If 1 k0  q − 4, then aq  3q + k0 − 1.
Proof. For k0 = q − 3, suppose that aq > 4q. Since |P2(Fq) \ C | = 2q and each q-line contains only
one point in P2(Fq), there exists a point Q ∈ P2(Fq) \ C which lies on at least three q-lines, which
contradicts Lemma 3.4.
Now let 1 k0  q− 4. By Lemma 3.4, each of q− k0 + 1 Fq-points on a k0-line 0 lies on at most
one q-line, and each of the other q+k0 − 1 Fq-points outside 0 lies on at most two q-lines. Thus we
have the bound
aq  (q − k0 + 1) + 2(q + k0 − 1) = 3q + k0 − 1. 
Lemma 3.12. The condition k0 = q − 3 leads to a contradiction.
Proof. By Lemma 3.2, we have
aq−2 = −2q2 + 4q − 8+ 3aq (12)
which implies that
aq 
1
3
(
2q2 − 4q + 8)> 2q + 2
since q  7. Since there is no point lying on three q-lines by Lemma 3.4, there exist at least two
Fq-points outside C which lie on at least two q-lines, respectively. Then such points are of type
q2(q − 2)q−2(q − 3), which implies aq−2  2q − 5. Substituting this to (12), we have
aq 
1
3
(
2q2 − 2q + 3)> 4q,
which contradicts Lemma 3.11. 
Lemma 3.13.We have k0 = 2.
Proof. Suppose that k0 = 2. By Lemma 3.8, we have a2 = 1 and ai = 0 for 3  i  q − 4. Applying
Lemma 3.2, we have
aq−2 = −q2 − 4q + 6+ 3aq
which implies that
aq 
1
3
(
q2 + 4q − 7)> 3q + 1
since q 7. This contradicts Lemma 3.11. 
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q∑
i=k0
(i − q + 1)(i − q + 4)ai = 2q2 − 4q + 10.
Proof. In Lemma 3.2, by adding twice of (iii), −2(q − 3) times of (ii) and (q2 − 5q + 4) times of (i),
we get the desired equation. 
Lemma 3.15. The condition 3 k0  q − 4 leads to a contradiction for q 11.
Proof. Let 0 be a k0-line. Let
0(Fq) = {P0, . . . , Pk0−1, Qk0 , . . . , Qq},
where {P0, . . . , Pk0−1} = 0(Fq) ∩ C . Let
U = (P2(F2) \ C) \ {Qk0 , . . . , Qq}.
Then |U | = q+ k0 − 1. On the other hand, for each Pi , i = 0, . . . ,k0 − 1, any line through Pi except 0
contains the points in U . Since each line has at least one point in U , at least q − k0 + 1 lines through
Pi are q-lines. Since such q-lines through Pi and P j , i = j are distinct, we have
aq  k0(q − k0 + 1),
which is bigger than 2(q + k0 − 1) = 2|U | for q  11 and 3  k0  q − 4. Hence there exists a point
Q ′ ∈ U such that Q ′ lies on at least three q-lines, which contradicts Lemma 3.4. 
Now remaining cases are q = 7, 8, 9 and 3  k  q − 4. For these cases, we prove the following
lemmas.
Lemma 3.16. The condition q = 7,8,9 and k0 = q − 4 leads to a contradiction.
Proof. By Lemma 3.14, we have
−2aq−3 − 2aq−2 + 4aq = 2q2 − 4q + 10. (13)
Thus
aq 
1
2
(
q2 − 2q + 5),
which is bigger than 2q+ 1. Hence there are at least two Fq-points outside C lying on at least two q-
lines, which are of type q2(q−2)q−2(q−3) by Lemma 3.4. Thus aq−3 +aq−2  2(q−1)−1. Combining
this with (13), we have
aq 
1
2
((
q2 − 2q + 5)+ (2q − 3)),
which is bigger than 3q + k0 − 1. This contradicts Lemma 3.11. 
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Proof. By Lemma 3.14, we have
4a3 − 2a5 − 2a6 + 4a8 = 106. (14)
By Lemma 3.8, we have a3 = 1. Thus a8  512 , which is bigger than 2q + 1 = 17. Hence there are at
least two F8-points outside C lying on at least two 8-lines, which are of type 82665 by Lemma 3.4.
Thus a5 + a6  7+ 7− 1 = 13. Combining this with (14), we have
a8 
51
2
+ 13
2
,
which is bigger than 3q + k0 − 1 = 26. This contradicts Lemma 3.11. 
Lemma 3.18. The condition q = 9 and k0 = 3 leads to a contradiction.
Proof. By Lemma 3.14, we have
10a3 + 4a4 − 2a6 − 2a7 + 4a9 = 136. (15)
By Lemma 3.8, we have a3 = 1 and a4 = 0. Thus a9  632 , which is bigger than 3q + k0 − 1 = 29.
This contradicts Lemma 3.11. 
Lemma 3.19. The condition q = 9 and k0 = 4 leads to a contradiction.
Proof. By Lemma 3.14, we have
4a4 − 2a6 − 2a7 + 4a9 = 136. (16)
Using Lemma 3.1, we can prove any two 4-lines intersect on an Fq-point outside C , and that any three
4-lines cannot be concurrent. If i (i = 1, . . . ,5) were distinct 4-lines then |⋃5i=1 i ∩ (P2(Fq) \ C)| =
6 · 5− (52)= 20, but |P2(Fq) \ C | = 2q = 18, which is a contradiction. Thus a4  4.
By (16), we have a9  30, which is bigger than 2q + 1 = 19. Hence there are at least two F9-
points outside C lying on at least two 9-lines, which are of type 92776 by Lemma 3.4. Thus a6 + a7 
8+ 8− 1 = 15. Combining this with (16), we have
a9  30+ 15
2
,
which is bigger than 3q + k0 − 1 = 30. This contradicts Lemma 3.11. 
3.2. The case q < 5
In this subsection, we consider the curve of lower degree than 5.
For d = q = 2, it is trivial that any irreducible conics have q(q − 1) + 1 = 3 F2-points and they are
projectively equivalent to each other. In particular, the curve C2 in Main Theorem is also irreducible
conic with three F2-points.
Next we consider the cases q = 3 and q = 4. In [4], the authors prove that for d = q = 4 the curve
deﬁned by (2) is a curve without F4-linear components which have 14 (> 13 = (q − 1)q + 1) F4-
points. They also proved its uniqueness. In this subsection, we also prove that the curve of degree 3
with 13 points is unique, even though it does not have maximal number of F4-points.
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Theorem 3.20. Let C be a plane curve of degree 3 over F3 without F3-linear components. If N3(C) = 7(=
(3− 1) · 3+ 1), then C is projectively equivalent to the curve deﬁned by C3 in Main Theorem.
Proof. By Lemma 3.2, we get two non-negative integer solutions (a0,a1,a2,a3) = (1,1,6,5) or
(0,4,3,6). Note that ai = 0 for i  4. If (a0,a1,a2,a3) = (1,1,6,5), then we may let the lines Z = 0
and X = 0 as a 0-line and a 1-line, respectively. Then by Lemma 2.4, we obtain the desired deﬁning
polynomial.
Now we prove that there is no cubic curve satisfying the condition (a0,a1,a2,a3) = (0,4,3,6).
First, we describe a set S satisfying ai(S) = ai for i = 0, . . . ,3 and a4(S) = a4 = 0, where ai(S) means
the number of lines  such that | ∩ S| = i.
Lemma 3.21. Let S be a set in P2(F3) with 7 points. If
(
a0(S),a1(S),a2(S),a3(S),a4(S)
)= (0,4,3,6,0),
then S is projectively equivalent to the set
T := {(α,β,1) ∣∣ (α,β) ∈ F×3 × F×3 }∪ [0,1,0] \ {(1,0,1)}.
Proof. Fix two 1-lines 0 and 1. Counting the number of points of S as in Lemma 3.1 shows that
0 and 1 intersect at a point outside S , say Q . Let {Pi} = i ∩ S for i = 0,1. Consider the three
lines 0, P0P1 and 1 as X = 0, Y = 0 and Z = 0, respectively. Since 0 ∪ 1 contains 5 points in
P
2(F3) \ S , exactly one more point of P2(F3) \ S lies outside 0 ∪ 1. Since there is no 4-line, such one
point should lie on the line Y = 0. If {Y = 0} \ S = {(1,0,1)}, then S = T hence the assertion holds. If
{Y = 0} \ S = {(2,0,1)}, then φ(S) = T where φ(x, y, z) = (−x, y, z) is a projective transformation. It
is easily checked that T satisﬁes the condition (a0(T ),a1(T ),a2(T ),a3(T ),a4(T )) = (0,4,3,6,0). 
Now we prove there is no cubic curve whose zero set is S . Let F (X, Y , Z) ∈ F3[X, Y , Z ] be a
homogeneous cubic polynomial with the zero set S . Since F (α,β,1) = 0 for any nonzero α and β ,
F (X, Y , Z) can be expressed as
F (X, Y , Z) = (aX + bY + cZ)(X2 − Z2)+ (a′X + b′Y + c′Z)(Y 2 − Z2).
Substituting the points (0,0,1), (1,0,0) and (2,0,1) in S , we have a = 0 and a′ = c′ = −c. Since
F (1,0,1) = 0, we have c = 0. Dividing the polynomial by c, we have
F (X, Y , Z) =
(
b
c
Y + Z
)(
X2 − Z2)−(X − b′
c
Y + Z
)(
Y 2 − Z2).
Since (0,1,0), (0,1,1), (0,2,1) /∈ S , we have F (0,1,0) = 0, F (0,1,1) = 0, F (0,2,1) = 0, which im-
plies b
′
c = 0 and bc = 0. Thus
F (X, Y , Z) = Z(X2 − Z2)−(X − b′
c
Y + Z
)(
Y 2 − Z2).
Since (1,1,0), (2,1,0) /∈ S , we have F (1,1,0) = 0, F (2,1,0) = 0, which implies b′c = 0. Thus it con-
tradicts b′ = 0. 
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M. Perret [1] we have Nq(C) q + 1+ 12 (d − 1)(d − 2) = 5. Thus we may deal with only nonsingular
cubics. However, for nonsingular cubics over F3, according to R. Schoof [8], there is a unique cubic
with seven F3-points.
Finally we consider the case q = 4. As we already mentioned in Section 1, q(q − 1) + 1 = 13 is
not maximum values, but we can prove the curve with 13 F4-points is projectively equivalent to the
curve deﬁned by (3).
Theorem 3.23. Let C be a plane curve of degree 4 over F4 without F4-linear components. If N4(C) = 13, then
C is projectively equivalent to the curve deﬁned by C4 in Main Theorem.
Proof. Solving the equations in Lemma 3.2, we have six non-negative integer solutions (a0,a1,a2,a3,
a4) = (1,1,0,12,7), (1,0,3,9,8), (0,3,0,10,8), (0,2,3,7,9), (0,1,6,4,10), (0,0,9,1,11). If (a0,a1,
a2,a3,a4) = (1,1,0,12,7), then we have one 0-line and one 1-line. Using Lemma 2.4, we are done.
In the following lemmas, we prove the other ﬁve cases cannot occur.
Lemma3.24. There is no plane curve of degree 4 satisfying the conditions inMain Theoremwith (a0,a1,a2,a3,
a4) = (1,0,3,9,8), (0,3,0,10,8), (0,2,3,7,9), or (0,0,9,1,11).
Proof. (a) Suppose that there is a curve with (a0,a1,a2,a3,a4) = (1,0,3,9,8). Since eight 4-lines
meet with the unique 0-line, there exists at least one point on the 0-line which lies on at least two
4-lines. By Lemma 3.4, that point is of type 4310, which is impossible since a1 = 0.
(b) Suppose that there is a curve with (a0,a1,a2,a3,a4) = (0,3,0,10,8) or (0,2,3,7,9). By
Lemma 3.1, we can prove two 1-lines cannot intersect at a point on C . Thus two 1-lines meet at
a point Q outside C . Then Q lies on at least two 4-lines by Lemma 3.1, which contradicts Lemma 3.4
since it lies on two 1-lines.
(c) Suppose that there is a curve with (a0,a1,a2,a3,a4) = (0,0,9,1,11). Since each 4-line contains
one Fq-point outside C and the number of 4-lines is bigger than that of Fq-points outside C , there
exists an Fq-point Q outside C which lies on at least two 4-lines. By Lemma 3.4, Q is of type 42221
or 4310, which is impossible since a1 = 0. 
Now we consider the remaining case.
Lemma3.25. There is no plane curve of degree 4 satisfying the conditions inMain Theoremwith (a0,a1,a2,a3,
a4) = (0,1,6,4,10).
Proof. Suppose that there is a curve C with (a0,a1,a2,a3,a4) = (0,1,6,4,10). The F4-point P in the
intersection of C and the 1-line 0 is of type 441 by Lemma 3.1. Let i (i = 1, . . . ,4) be the four
4-lines passing through P . Each i contains the unique F4-point Q i outside C . By Lemma 2.1, any
three of Q 1, . . . , Q 4 are not collinear. Indeed, if three of them are collinear then all four are collinear
and the line containing the four points meets 0 at a point outside C . Thus that line is a 0-line which
contradicts the fact a0 = 0.
Moreover, any three points in {P , Q 1, . . . , Q 4} are not collinear. Without loss of generality, we give
a coordinate system such that
P = (0,0,1), Q 1 = (1,0,0), Q 2 = (0,1,0), Q 3 = (1,1,1).
One more 4-line through P is [α2,1,0] or [α,1,0] = [1,α2,0]. If necessary, by changing the ﬁrst
and second coordinates, we may assume that [α2,1,0] is a 4-line. Since any three of Q 1, . . . , Q 4 are
not collinear, Q 4 is determined as (α,1,α2) = (α2,α,1) which is the unique element in [α2,1,0] \
Q 1Q 2 \ Q 2Q 3 \ Q 1Q 3 \ {P }. Here Q i Q j means the line through two points Q i and Q j .
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V (X) \ {(0,1,0)} and V (Y ) \ {(1,0,0)}, F is expressed as
F (X, Y , Z) = a40
(
X4 + X Z3)+ a04(Y 4 + Y Z3)+ XY ( f2(X, Y , Z)), (17)
where f2 = a20X2 + a11XY + a02Y 2 + a10X Z + a01Y Z + a00 Z2; a40,a04 ∈ F×4 ; and aij ∈ F4, 0 i, j, i +
j  2.
Since V (F ) contains P Q 3 \ {(1,1,1)} = {(0,0,1), (1,1,0), (1,1,α), (1,1,α2)} and P Q 4 \ {(α,1,
α2)} = {(0,0,1), (α,1,0), (α,1,1), (α,1,α)}, we have
0 = F (1,1,0) = (a40 + a04) + (a20 + a11 + a02), (18)
0 = F (1,1,α) = (a20 + a11 + a02) +
(
a10α + a01α + a00α2
)
, (19)
0 = F (1,1,α2)= (a20 + a11 + a02) + (a10α2 + a01α2 + a00α), (20)
0 = F (1,1,1) = (a20 + a11 + a02) + (a10 + a01 + a00) (21)
and
0 = F (α,1,0) = (a40α + a04) + α
(
a20α
2 + a11α + a02
)
, (22)
0 = F (α,1,1) = α(a20α2 + a11α + a02)+ α(a10α + a01 + a00), (23)
0 = F (α,1,α) = α(a20α2 + a11α + a02)+ α(a10α2 + a01α + a00α2), (24)
0 = F (α,1,α2)= α(a20α2 + a11α + a02)+ α(a10 + a01α2 + a00α). (25)
Adding (19) and (20), we have a10 + a01 + a00 = 0. Adding (23) and (24), we have a10 + a01α2 +
a00α = 0. By (21) and (25), a20 + a11 + a02 = 0 and a20α2 + a11α + a02 = 0, respectively. By (18) and
(22), a40 +a04 = 0 and a40α +a04 = 0, respectively. Since a40 ∈ F×4 , dividing F by a40, we may assume
a40 = 1. Then a04 = α2. From (18) and (19), we get a10α + a01α + a00α2 = a40 + a04 = α. Thus we
have a00 = α, a10 = 1, and a01 = α2. If we let a20 = a ∈ F4, from (18) and (22), we get a11 = α + aα2
and a02 = aα. Thus we have four polynomials with a parameter a in F4 as follows:
Fa(X, Y , Z) =
(
X4 + X Z3)+ α2(Y 4 + Y Z3)
+ XY (aX2 + (α + aα2)XY + aαY 2 + X Z + α2Y Z + αZ2).
We can prove that V (Fa) has one more point than the given set C(F4). More precisely, we can check
V (F0) = C(F4) ∪
{(
α,α2,1
)}
,
V (F1) = C(F4) ∪
{
(1,α,1)
}
,
V (Fα) = C(F4) ∪
{(
α2,1,1
)}
,
V (Fα2) = C(F4) ∪
{(
α2,1,0
)}
,
and hence |V (F0)| = |V (F1)| = |V (Fα)| = |V (Fα2 )| = 14. Thus there is no curve of degree 4 with 13
points as its zero set. 
580 M. Homma, S.J. Kim / Finite Fields and Their Applications 18 (2012) 567–580Remark 3.26. The curve V (F0), appeared in the proof of above lemma, is projectively equivalent to the
curve deﬁned by (2). (See [4].) The other curves V (F1), V (Fα) and V (Fα2 ) contain F4-lines. Indeed,
since
Q 1Q 2 ∩ [α,1,0] =
(
α2,1,0
)= Q 3Q 4 ∩ [α,1,0],
Q 1Q 3 ∩ [α,1,0] =
(
α2,1,1
)= Q 2Q 4 ∩ [α,1,0],
Q 1Q 4 ∩ [α,1,0] = (1,α,1) = Q 2Q 3 ∩ [α,1,0],
V (F1) [respectively V (Fα), V (Fα2 )] have two 5-lines passing through the point (1,α,1) [respectively
(α2,1,1), (α2,1,0)]. Thus they contain two lines respectively. The curve V (F0) does not have a 5-
line since each line through extra point (α,α2,1) except [α,1,0] contains exactly one Q i for some
i = 1, . . . ,4.
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