Abstract. Many problems in applied mathematics require the evaluation of the sum of N Gaussians at M points in space. The work required for direct evaluation grows like NM as N and M increase; this makes it very expensive to carry out such calculations on a large scale. In this paper, an algorithm is presented which evaluates the sum of N Gaussians at M arbitrarily distributed points in C. (N + M) work, where C depends only on the precision required. When N M 100, 000, the algorithm presented here is several thousand times faster than direct evaluation. It is based on a divide-and-conquer strategy, combined with the manipulation of Hermite expansions and Taylor series.
transform (1)
Gf ( with F equal to the whole space. A similar transform, with F a lower-dimensional subset of Rd, occurs when one solves any initial/boundary value problem for the heat equation by means of potential theory [1] , [6] , [9] , [13] , [14] . Other examples occur in vortex methods [3] , tomography [11] , and nonparametri statistics [7] , [15] . Finally where the coefficients qj depend on the values f(sj) and the weights of the chosen quadrature formula. This paper will focus on the problem of evaluating the sum of Gaussians (2) as efficiently as possible. It will often be convenient to speak of (2) as the Gaussian "field" due to sources of strengths qj at the points sj, evaluated at the "target" x.
Suppose now that we want to evaluate (2) directly from the definition at M targets x ti. In other words, we want to apply the rectangular matrix with entries to the vector q (q,... ,qy)T. This requires O(NM) work, which grows rapidly as M and N increase, and makes large scale calculations prohibitively expensive.
In this paper, we present an algorithm for evaluating sums of the form (2) to N + M, so that the algorithm is asymptotically optimal in terms of both work and storage. Furthermore, the sources and the targets can be placed anywhere; they need not be restricted to a regular grid. Even if the function f were given at N equispaced points and Gsf evaluated at N equispaced points, fast convolution by means of the Fast Fourier ansform (FFT) would require O(NlogN) operations, whereas our algorithm requires only O(N).
2. Hermite expansions. This section describes the properties of the Gaussian kernel and Hermite expansions which we will need. Good references for this material are [4] , [5] , [8] , and particularly Hille's paper [10] .
The This formula tells us how to evaluate the Gaussian field e -(t-)/5 at the target t due to the source at s, as a Hermite expansion centered at So. Thus we are shifting Gaussian at s to a sum of Hermite polynomials times a Gaussian, 11 centered at So.
We can also interchange t and s to write (4) -(-/ Looked at this way, the expansion expresses a Gaussian with target t as a Taylor series about n nearby target to; the coefficients of the Taylor series are the Hermite functions evaluated at to. Thus the same expansion serves as both a near-field (Taylor) and a far-field (Hermite) expansion. The final one-dimensional results we will need are the recurrence relation h+(t) 2thn(t) 2nhn_(t), t e R, 
The truncation error bound follows, as in Lemma 2.1, from summing the tail of a geometric series.
For our algorithm, we will need a variant of Lemma 2.2 in which the Hermite series is truncated before converting it to a Taylor series. This essentially means that in addition to truncating the Taylor series itself, we are also truncating the infinite sum expression (15) for the coefficients. Fortunately, however, the error due to this approximation of the coefficients turns out to be much smaller than the truncation error of the Taylor series. We examined the cost of the fast algorithm as compared to the direct evaluation of all the Gaussians, as N and M increased. Two distributions of targets and surces were tried, uniformly distributed in the unit box and equally spaced on a circle, and several values of i were used. For the uniform distribution, strengths were uniformly distributed between -1 and 1. For the circle, the strengths were specified to be cos (), where is the angle. We asked for an error relative to the total charge Q of .01, the fast algorithm is more than 3,000 times faster than the direct calculation. Typically the performance of the fast algorithm improves when the source distribution is spatially nonuniform, as it is in many practical problems. There are then more particles in each of a smaller number of occupied boxes, reducing overhead costs. Examples of convolution kernels K with rapidly converging Hermite series include any smooth function which decays at infinity faster than any power; in particular, any smooth function with compact support.
One application of this generalization is to the problem of evaluating the continuous Gauss transform (1), rather than the discrete sum of Gaussians. Evaluation of the continuous Gauss transform with an order of accuracy independent of 5, as would be required to evaluate the mollification of a nonsmooth function, seems to require the use of product integration. In other words, one replaces the density f with a piecewise polynomial and evaluates the resulting integrals exactly. This gives a weighted sum of values fj which cannot be evaluated by the Gauss transform, because the integral of a Gaussian over an element is no longer a Gaussian. However, the result can be expanded in a rapidly converging Hermite series of the form (26), and this sum can be evaluated by the generalized Gauss transform just described.
However, if one really wants to evaluate (1) general, so this is a substantial improvement in computational complexity. In order to evaluate the sum of 100,000 Gaussians at 100,000 points, for example, the fast algorithm requires about four minutes of CPU time on a Sun-4, while direct evaluation would take more than eight days. There are many fields of applied mathematics where such an algorithm will be a useful tool.
