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Abstract Stationarity is a crucial yet rarely questioned
assumption in the analysis of time series of magneto- (MEG)
or electroencephalography (EEG). One key drawback of the
commonly used tests for stationarity of encephalographic
time series is the fact that conclusions on stationarity are
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only indirectly inferred either from the Gaussianity (e.g. the
Shapiro–Wilk test or Kolmogorov–Smirnov test) or the ran-
domness of the time series and the absence of trend using
very simple time-series models (e.g. the sign and trend tests
by Bendat and Piersol). We present a novel approach to the
analysis of the stationarity of MEG and EEG time series by
applying modern statistical methods which were specifically
developed in econometrics to verify the hypothesis that a
time series is stationary. We report our findings of the appli-
cation of three different tests of stationarity—the Kwiatkow-
ski–Phillips–Schmidt–Schin (KPSS) test for trend or mean
stationarity, the Phillips–Perron (PP) test for the presence of
a unit root and the White test for homoscedasticity—on an
illustrative set of MEG data. For five stimulation sessions,
we found already for short epochs of duration of 250 and
500 ms that, although the majority of the studied epochs of
single MEG trials were usually mean-stationary (KPSS test
and PP test), they were classified as nonstationary due to
their heteroscedasticity (White test). We also observed that
the presence of external auditory stimulation did not signif-
icantly affect the findings regarding the stationarity of the
data. We conclude that the combination of these tests allows
a refined analysis of the stationarity of MEG and EEG time
series.
Keywords Magnetoencephalography (MEG) ·
Nonstationarity · Heteroscedasticity · KPSS test · PP test ·
White test
1 Introduction
Magnetoencephalography (MEG) and electroencephalog-
raphy (EEG) directly record the activity of neural cell
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assemblies and allow tracking of brain dynamics with milli-
second temporal resolution. Any analysis of the time course
of the acquired magnetic fields or electric potentials faces the
problem that the measured signal is a superposition of contri-
butions from different sources. Beside a component evoked,
for example, by an external sensory stimulus which results
in a response time-locked to the stimulus onset, and which
reveals a certain inter-trial variability, the ongoing brain
activity consists of oscillations and of transient structures
characteristic to different behavioural or even pathological
cases. Above all, there is noise originating from the acquisi-
tion electronics, or from magnetically or electrically active
parts of the human body, such as the heart or the eyes. In
view of these numerous signal components, and taking into
account their complexity, it seems rather unlikely that the
tacit, yet common, assumption of signal stationarity is always
justified.
From the statistical point of view, evoked magnetic fields
(EFs) or electric potentials (EPs) can be considered as
stochastic processes, with the single-trial signals acquired
during repeated stimulation of a subject being their real-
izations. The characterization of encephalograms by means
of stochastic time series is widely used (see, for exam-
ple, Gersch 1970; Wright et al. 1990; Gasser and Molinari
1996, and references therein), and recently, some authors
(see, for example, Krystal et al. 1999; Wong et al. 2005)
applied methods of time-series analysis to model the time-
varying structure of the statistical properties of brain sig-
nals. However, one has to be aware of the fact that most
of the existing methods of time-series analysis have been
developed to describe stationary rather than nonstationary
data. Therefore, the application of these methods to the
analysis of MEG or EEG signals is restricted to relatively
short fragments of recordings (Barlow 1985). The dura-
tion of a so-called quasi-stationary interval of continuous
EEG recordings is expected not to exceed 2–4 s (Kaplan
1999), but some authors found much longer fragments of
even 12 s (Cohen and Sances 1977), 25 s (Kawabata 1976) or
40–60 s (McEwen and Anderson 1975) to be approximately
stationary.
Our motivation for this study was to test encephalographic
brain signals for stationarity by using advanced tests which
were specifically developed to test stationarity of time series.
These tests have been so far applied in econometrics, not
in brain research. We report our findings of applying three
different tests of stationarity—the Kwiatkowski–Phillips–
Schmidt–Schin (KPSS) test, the Phillips–Perron (PP) test
and the White test—to a set of MEG data acquired from an
exemplary subject, who was exposed to a specific auditory
stimulation protocol. We do not intend to provide a general
proof of the stationarity or nonstationarity of MEG/EEG sig-
nals; rather, we approach the problem of testing stationarity
from a methodological point of view.
2 Methods
2.1 Stationarity and nonstationarity
2.1.1 Definition of stationarity
Let us consider a time series Zt with a finite-dimensional
joint distribution function
F (x1, x2, . . . , xn)
= P (Zt1 ≤ x1, Zt2 ≤ x2, . . . , Ztn ≤ xn
)
. (1)
The strict stationarity of a time series {Zt , t=−1, 0, 1, . . .}
is defined by the condition that (Z1, Z2 . . . , Zn) and (Z1+h,
Z2+h . . . , Zn+h)have the same joint distributions for all inte-
gers h and n > 0. Unfortunately, the multidimensional distri-
bution function usually cannot be formulated easily, and this
definition of stationarity is too strong for most applications.
Therefore, in many practical applications, the notion of weak
stationarity, which imposes conditions only on the first and
the second moment of {Zt }, is used. Clearly, a proper defini-
tion of these two moments is then required (see, for example,
Box and Jenkins 1970; Shumway and Stoffer 2000; Brock-
well and Davis 2002).
The stochastic process {Zt } is weakly stationary if the
mean value
E(Zt ) = μZ (t) = const = μ, (2)
and the autocovariance function (ACVF) is invariant with
respect to translations:
γ (h) = Cov(Zt , Zt+h) (3)
for t = 0,±1, . . . , h = 0,±1, . . ., and depends only on h,
not on t .
A wide class of stationary time series is addressed by the








θ j et− j + et , (4)
where {et } is the white noise process WN(0, σ 2) and the two
polynomials have no common factors.
2.1.2 Types of nonstationarity
Nonstationarity can be defined as a property of a time series
where the criteria set by Eqs 2 or 3 are not fulfilled. Possible
reasons why the statistical properties of a time series vary in
time include the following cases:
1. The process has a deterministic trend,
2. The process has a single or multiple unit roots,
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3. The process is heteroscedastic, i.e., it is nonstationary in
variance,
4. The autocorrelation function of the process is time depen-
dent.
With regard to the first case, let us consider a time series
zt = α + βbt + et , (5)
where et denotes a time series of independent and identically
distributed random variables (IID). α and β are some con-
stants, and bt is a deterministic function which describes the
variability of the mean of Zt in time. This variability may be
represented by a deterministic function from a large family of
functions (for example, linear, exponential, logarithmic and
others), where the values of time series will differ from such
a function randomly. Low-frequency oscillatory behaviour
of bt can be described by few-parameter regression models.
Regarding the second case, let us consider the time-
series model given by Eq. 4. Its characteristic polynomial
is defined by
m p − m p−1ϕ1 − · · · − ϕp = 0. (6)
A unit root is a root m = 1 of Eq. 6. Stochastic processes
which have unit roots are described by autoregressive inte-
grated moving-average (ARIMA) models. Such processes
become stationary after differencing d times, where d is the
multiplicity of a unit root. A theoretical account of these
models was introduced by Box and Jenkins (1970). In our
study, we consider the simplest case of such kind of nonsta-
tionarity, i.e., when at most one single unit root (d = 1) is
present in the time series.
Nonstationarity can also be due to the variation of either
the mean or the variance in time (case 3). Many time
series with such properties can be described by means of
the generalized autoregressive conditional heteroscedastic-
ity (GARCH) models proposed by Bollerslev (1986).









where I is an identity matrix. If all the elements of the leading
diagonal of  are equal, the time series has constant variance
Var(z) = E(z2i ) = σ 2 (8)
and is homoscedastic. Otherwise,
Var(z) = E(z2i ) = const, (9)
and the time series is heteroscedastic. Note that, for a Gauss-
ian multidimensional distribution, random variables are inde-
pendent if they are uncorrelated. Of course, in more general
situations, as e.g. described by GARCH models, the exis-
tence of an autocorrelation function is not assumed, or 
does not need to be diagonal.
Case 4 requires the estimation of the parameters of a time-
dependent autocorrelation function, which we do not discuss
here, since this topic is beyond the scope of this study.
2.2 Testing encephalographic time series for stationarity: a
brief survey of the literature
A commonly used approach to test short EEG time series for
stationarity is based on the sign (or the run) test and the trend
test proposed by Bendat and Piersol (1986). These meth-
ods were introduced for testing the properties of a series
of means and variances calculated for segments of a signal.
They can also be applied to power spectra of MEG or EEG
signals, provided that the signals are split into equally long
segments, and that each segment is considered independent
from all other segments (Kawabata 1976). Note, however,
that the sign test is a test of randomness widely used for
testing random-number generators, whereas the trend test
detects the regression slope in a data set and is usually per-
formed under a specific model for the residuals. Therefore,
neither test explicitly tests for stationarity.
Alternatively, stationarity of encephalographic signals is
also inferred from the results of tests for Gaussianity. The
Shapiro–Wilk test (Bender et al. 1992) or the Kolmogorov–
Smirnov test (Weiss 2005) are often used, but these tests
have their limitations. The Kolmogorov–Smirnov test, for
instance, requires reduction of the effective sampling rate
by discarding some samples, because the method requires
consecutive samples to be independent. This is achieved by
increasing the distance between samples, i.e., subsampling.
Above all, these tests are only indirectly linked to the inves-
tigation of stationarity.
The problem of stationarity of MEG and EEG brain signals
is also closely related to the trial-to-trial variability of evoked
responses. It is possible to infer about the stationarity of long-
time MEG/EEG recordings from the statistical homogeneity
of single-trial responses. Möcks et al. (1984a,b) introduced
special tests for the homogeneity of stimulus-related EEG
data.
2.3 Tests for the stationarity of time series
The problem of the evaluation of stationarity of time
series has been extensively discussed in econometrics,
resulting in the development of the Kwiatkowski–Phillips–
Schmidt–Schin (KPSS) test for trend- or mean-stationarity
(Kwiatkowski et al. 1992), the class of tests for the presence
of unit roots—the Dickey–Fuller (DF) test, the augmented
Dickey–Fuller (ADF) test (Dickey and Fuller 1979; Said and
Dickey 1984), or the Phillips–Perron (PP) test (Phillips and
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Perron 1988)—and the White test for variance-stationarity
(White 1980). We studied the stationarity of MEG time series
by means of these statistical tests. They were used to inves-
tigate short epochs of brain signals in the time domain and
the trial-to-trial variability of selected components of the fre-
quency spectra.
2.3.1 The Kwiatkowski–Phillips–Schmidt–Schin test for
mean-stationarity
The KPSS test is a powerful statistical test for the null
hypothesis that a time series is mean- or trend-stationary
(Kwiatkowski et al. 1992). The time series is expressed as a
sum of a deterministic trend ξ t , a random walk component
rt , and a stationary error et :
zt = ξ t + rt + et . (10)
The test is in fact the Lagrange-multiplier (LM) test (see
Tanaka 1983; Saikkonen 1993) of the hypothesis that the
random walk has zero variance. The test statistic is given by
ηˆ = T −2
∑
S2t /s2 (l), (11)
where t = 1, 2, . . . , T . St is the partial sum of the residuals
et from the regression of z on an intercept and on the time
trend, l is the lag truncation parameter, and s2 is the Newey–
West estimator of the long-run variance σ 2 (Kwiatkowski
et al. 1992)
s2 (l) = T −1
T∑
t=1















σ 2i . (13)
Here, w (r, l) = 1 − r/ (l + 1) is an optional Bartlett win-
dow which serves (among other similar weighting functions)
to ensure positivity of the variance estimator. Note that the
Newey–West estimator is heteroscedasticity and autocorre-
lation consistent (Newey and West 1987).
The asymptotic distribution of the statistic is rather com-
plicated, expressible by an integral of a squared Brown-
ian bridge, and the critical values have been determined by
simulation or, alternatively, by numerical inversion of its
characteristic function (for details, see Kwiatkowski et al.
1992. It is derived under the null hypothesis in two versions,
mean-stationarity (ξ = 0) or trend-stationarity (ξ = 0), and
under the alternative hypothesis that the time series is non-
stationary due to the presence of unit root. Interpretation of
the results of the test is based on comparison of the value of
the test statistic with the critical value for a chosen signifi-
cance level. If the test statistic has a value smaller than the
critical value, there is no reason to reject the null hypothesis.
2.3.2 The Phillips–Perron test for unit root
In statistics, particular emphasis in testing time series for sta-
tionarity is dedicated to tests for unit roots. Let us assume
that the time series has at most one unit root. The well-
established tests to verify such a hypothesis are the Dickey–
Fuller class tests—the DF and the ADF test introduced by
Dickey and Fuller (1979) and by Said and Dickey (1984),
respectively. They are based on the assumption that the resid-
uals in the time-series model represent a white-noise process
WN(0, σ 2), which, however, is a simplified assumption.
Phillips and Perron have developed a more comprehensive
theory of unit-root nonstationarity. Their test, the Phillips–
Perron (PP) test (Phillips 1987; Perron 1988; Phillips and
Perron 1988), is a nonparametric equivalent of the ADF test,
but incorporates automatic correction to the DF procedure
to allow for autocorrelated residua. For a time series {zt }
consider the following regression model:
zt = μ + βzt−1 + et , (14)
where t = 1, 2, . . . , T , which is equivalent to the first-order
autoregressive process AR(1) with zero-mean error et . The
test statistic is defined by












Here, tβ denotes the regression t-statistic, sβ is the error of
estimation of the parameter β, σˆ 2 is the variance estimator
for et , and ωˆ2 is the Newey–West long-run variance estimator
given by
ωˆ2 = γ0 + 2
m∑
j=1










w ( j, m)
T∑
t= j+1
eˆt eˆt− j , (16)
where γ j = 1/T ∑Tt= j+1 eˆt eˆt− j for j = 0, 1, 2, 3, . . ., and
the kernel is given by the Bartlett weights w ( j, m) = 1 −
j/(m + 1) for m truncation lags. The null hypothesis H0 is
that β = 0, which is equivalent to the presence of unit root.
2.3.3 The White test for variance-stationarity
The White test (White 1980) is a direct test for homoscedas-
ticity. It uses the classical model of linear regression
zt = βxt + et . (17)
To introduce the idea of this test, let us define the consistent
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where x is an n × K matrix with rows xt , and z is an n × 1
vector with elements zt . Unfortunately, et is not observable;
however, it can be estimated as
eˆtn = zt − βˆn xt .
The artificial regression for the α parameters estimated as
βˆ in Eq. 18 is defined by





αs xti xt j , (19)
and the White heteroscedasticity consistent estimator is given
by













In the fixed regressor case, this amounts to replacing the
t th diagonal element σ 2t of  given by Eq. 7 with eˆ2tn , the
t th squared residual (White 1980). The null hypothesis of
the White test is that the series is homoscedastic (i.e. it has a
time-independent variance), which is asymptotically equiva-
lent to testing the joint hypothesis that α1 = α2 = · · · =
αK (K+1)/2 = 0 using the standard R2 statistic from the
regression (Eq. 19). The LM statistic equal to n R2 has asymp-
totic χ2 distribution with K (K + 1)/2 degrees of freedom.
If the statistic is small, we have reason to reject the null
hypothesis. In our case, the number of observations n is con-
stant and K is fixed.
It is important that the proposed parameter-covariance-
matrix estimator is consistent even when the disturbances of
the linear regression model are heteroscedastic. This estima-
tor does not depend on the formal model of the structure of
heteroscedasticity.
2.4 Testing the trial-to-trial variability of power spectra
We used an algorithm similar to the one introduced by Ben-
dat and Piersol (1966) and later applied by, for example,
Kawabata (1976), but we focussed on the properties of the
variability of power spectra only. In accordance with that
study, we applied a three-step procedure which includes: (1)
signal segmentation, (2) estimation of parameters and (3)
testing for stationarity, but we introduced some important
modifications. Kawabata (1976) divided the sample record
into T time intervals of equal duration, the data of which
might be assumed as mutually independent. We also divided
the measurement signal into T epochs of equal length, but
each epoch was time-locked to the stimulus onset, or, in those
measurements which were performed without any external
stimulation, to a well-defined trigger point. Due to the con-
stant stimulus–onset interval (SOI) of the experimental ses-
sions used in our study (Sect. 3.1), neighbouring epochs were
separated from each other by the same constant time interval,
which was determined by the difference between the overall
duration of a trial and the duration of an epoch, and which
was large enough to assume that the data of such subse-
quent epochs were mutually independent. Subsequently, we
computed the power spectrum for each epoch, and derived
a sequence of selected coefficients from these spectra,
{Pi1, Pi2, Pi3, . . . , PiT }, where i = 1, 2, 3, . . . , N indicates
the selected coefficients. Like Kawabata (1976), we esti-
mated the power spectra by using the fast Fourier transform
(FFT). Note that only one spectral coefficient for each seg-
ment was selected at a time. Contrary to Kawabata (1976),
where also the sequences of mean and variance were tested
with regard to underlying trends or unexpected variations,
we did not need to compute cross-sectional means and vari-
ances because in the final testing for stationarity we applied
the KPSS test, the PP test and the White test for stationarity,
which is a new and innovative approach in the analysis of
encephalographic time series in brain research.
3 Experimental procedures
3.1 Stimuli and experimental conditions
The statistical tests described in Sect. 2.3 were applied to
MEG recordings from a healthy subject who was exposed to
a specifically designed stimulation protocol. The experiment
consisted of five consecutive sessions. During the first ses-
sion, spontaneous brain activity was acquired, i.e., the subject
was not exposed to any external stimulation. The stimulus
of session 2 was a series of sinusoidal 1-kHz tones (dura-
tion 500 ms, SOI 2 s). This session was followed by another
session without any external stimulation (session 3). During
sessions 4 and 5, the same set of frequency-modulated (FM)
sweeps (duration 500 ms, SOI 2 s) was presented, in two dif-
ferent experimental conditions. In session 4, referred to as
FM/P, the subject was passively listening to the FM sweeps.
In session 5, abbreviated as FM/T, the subject was instructed
to categorize the sweeps with regard to the direction of their
frequency modulation (upward or downward), and to indi-
cate the respective category by pressing one of two response
keys. The use of stimuli of different complexity (pure tones,
FM sweeps) and different conditions within a stimulus class
(passive listening to FM sweeps and the FM categorization
task) allowed studying the impact of brain responses result-
ing from different experimental sessions on the stationarity
of the MEG time series. Detailed description of the stimulus
material is given in König et al. (2008).
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Fig. 1 a Schematic of the
arrangement of the 148
magnetic field sensors (black
rings) around a standard head.
The two sensors displaying the
strongest positive and negative
signals over the left hemisphere,
as well as the selected frontal
and occipital sensors (see text),
are marked with semitransparent
large circles. Iso-magnetic field
lines reconstructed from all
sensor signals at a point in time
near the peak of the M100 are
also shown. b Projection of the
148 magnetometers onto a
plane. The sensors show
averaged auditory evoked
magnetic fields recorded during
session 2 (stimulation with
1-kHz tones). Zoomed channels
[two sensors above the auditory
cortices of the left (#79, #97)
and the right (#87, #110)
hemisphere, one frontal sensor
(#51) and one occipital sensor
(#122)] were selected for further
analysis. Ordinate: B(t),
abscissa: t
For each condition with auditory stimulation, 96 stimuli
were presented to the subject. Data in sessions 1 and 3 were
continuously acquired over a period of time, the duration of
which equalled the duration of the sessions with auditory
stimulation (96 × 2 s = 192 s). MEG data were acquired with
a 148-channel whole-head system (Magnes 2500WH; 4-D
Neuroimaging, San Diego, USA), using a sampling rate of
1,017.25 Hz. The lower and upper frequencies of the band-
pass filter during acquisition were set to 0.1 and 100 Hz.
3.2 Data processing
Rejection of artefacts (e.g. due to eye blinks) led to a reduc-
tion of the number of trials by approximately 15%. To have
an equal number of artefact-free trials among all five ses-
sions, we chose 79 trials for all sessions for further anal-
ysis, which was the smallest number of artefact-free trials
across the five sessions. Since testing for stationarity of the
variability of trial-to-trial power spectra required equal time
intervals between consecutive observations, that particular
analysis was performed on all measured trials.
We selected some characteristic MEG sensors for the
detailed analysis as follows. We first computed the aver-
age auditory evoked magnetic field (AEF) across all arte-
fact-free trials separately for each stimulus, and picked, for
each hemisphere, those two channels above the auditory cor-
tices that revealed the strongest MEG signal at a latency of
about 100 ms. This signal is known as the auditory M100
peak (Näätänen and Picton 1987), see Fig. 1. The result-
ing spatial distribution, i.e. the bipolarity, of the correspond-
ing magnetic field pattern as shown in Fig. 1 is typical
for magnetometers as MEG sensors, and is expected from
a source located underneath the midpoint of a line con-
necting the two extrema. To study the impact of the audi-
tory stimulation, we compared the findings from the 2 × 2
channels exhibiting the strongest M100 peak (for the pos-
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Fig. 2 MEG signals from the measurement with the 1-kHz stimulus.
Ordinate: [fT], abscissa: [ms]. The auditory evoked fields were detected
by the four sensors with the strongest mean M100 peak (arrows) over
the left (rows 1, 2) and the right (rows 3, 4) hemisphere. Columns 1–3
show the first three single trials of the measurement. Column 4 displays
the mean signal, and column 5 the standard deviation across all 79
trials. The panels with the light-grey background show the correspond-
ing signals of the two reference sensors in the frontal (row 5) and occip-
ital (row 6) area, for which no prominent stimulus-related activity was
observed at about 100 ms.
itive and the negative polarity of two hemispheres) with
those for two additionally selected “reference” channels, one
located above the frontal and one above the occipital brain
region, that did not reveal any stimulus-related signal. The
results presented were obtained from the separately grouped
auditory and reference channels, not from the individual
channels.
Figure 2 shows, as an example, the MEG signals of the
first 250 ms after stimulus onset, taken from the measure-
ment where the subject was exposed to the 1-kHz stimulus.
The AEFs shown were detected by the four MEG sensors
with the strongest mean M100 peak over the left (rows 1, 2)
and the right (rows 3, 4) hemisphere. Columns 1–3 show the
first three single trials of the measurement. Column 4 dis-
plays the mean signal and column 5 the standard deviation
across all 79 trials. The prominent maxima or minima indi-
cated by an arrow in column 4 at a latency of about 100 ms
refer to the M100. Rows 5 and 6 display the first three single
trials, the average signal, and the standard deviation of the
selected frontal (row 5) and occipital (row 6) sensor. Note
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that the mean signal of these sensors did not reveal any sig-
nificant stimulus-related features at a latency of about 100 ms
(M100).
In order to study the influence of the epoch duration and
the pre-stimulus baseline period on the (non)stationarity of
the signal, we examined three different cases in which the
epochs lasted (1) from stimulus onset to 250 ms, (2) from
stimulus onset to 500 ms and (3) from 150 ms prior to stim-
ulus onset to 350 ms after stimulus onset.
4 Results
All calculations were performed using the R Project envi-
ronment with the freely available “tseries” package (Time
Series Analysis and Computational Finance, the R Project;
Trapletti and Hornik 2011). The significance level applied in
all tests was α = 0.05.
4.1 Testing for mean-stationarity: the KPSS-mean test,
the KPSS-trend test and the PP test
Figure 3 shows, on the left ordinate, the percentage of rejec-
tion of the null hypothesis for the consecutive stimulus
sessions obtained from the analysis using the KPSS-mean
test (H0: mean-stationarity; circles) and the KPSS-trend test
(H0: trend-stationarity; squares). To allow a direct compar-
ison of these findings with the PP test (H0: unit root; H1:
mean-stationarity; triangles), the right ordinate shows the
percentage of acceptance of the null hypothesis of the PP
test. Separately for auditory and reference channels, the sub-
plots of Fig. 3 display the findings for the three different time
intervals investigated: the 250-ms interval (Fig. 3a), the 500-
ms interval which starts at stimulus onset (labelled 500a,
Fig. 3b), and the 500-ms interval which starts 150 ms prior
to stimulus onset (labelled 500b, Fig. 3c). A common result
obtained from all three tests is that there are only small differ-
ences between the findings for the auditory (closed symbols)
and the reference (open symbols) channels. These differ-
ences appear to be slightly more pronounced for the PP test,
yet without any clear systematic tendency. Figure 4 shows
the corresponding dependence of the percentage of rejection
[KPSS-mean (a) and KPSS-trend test (b)] or acceptance [PP
test (c)] for all stimulus sessions on the three different time
intervals for the auditory channels only.
4.1.1 KPSS tests for mean- and trend-stationarity
The null hypothesis of mean- or trend-stationarity was
rejected only in a small percentage of trials, typically
between 5% and 15% (Fig. 3). This observation holds for




Fig. 3 Percentage of rejection (left ordinate, KPSS tests) or of accep-
tance (right ordinate, PP test) of the null hypothesis (of mean-
stationarity in the KPSS tests and mean-nonstationarity in the PP
test, respectively) for the five experimental sessions for the 250-
ms interval (a), the 500-ms interval starting at stimulus onset (b)
and the 500-ms interval starting 150 ms prior to stimulus onset
(c). Solid symbols display results obtained for the channels located
above the auditory cortices, open symbols for the reference chan-
nels. Circles KPSS-mean test; squares KPSS-trend test; triangles
PP test.
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Fig. 4 Percentage of rejection (a KPSS-mean test, b KPSS-trend test)
or of acceptance (c PP test) of the null hypothesis of mean-stationarity
(KPSS tests) or mean-nonstationarity (PP test) for three different time
intervals. See Sect. 4.1 for details on epoch duration
Table 1 Results for the mean-stationarity
Channel Test 250 ms 500 ms (a) 500 ms (b)
Auditory KPSS mean 9.7 12 8.4
KPSS trend 4.9 7.6 5.6
PP 92 91 93
Reference KPSS mean 12 6.2 5.5
KPSS trend 4.6 6.3 5.6
PP 86 92 91
The table shows the percentage of rejection of the null hypothesis (sta-
tionarity of epochs for the two KPSS tests; presence of a unit root for
the PP test) averaged across all five stimulus sessions for the auditory
and the reference channels (a) and (b) refer to different starting points
of the 500-ms intervals (see Sect. 4.1)
variability among the results. Table 1 shows a comparison
of the mean percentage of rejection (i.e. data were averaged
across the five stimulus sessions). The results obtained from
the two KPSS tests lead to the conclusion that the majority
of the studied epochs of the single trials were stationary.
For the auditory channels, the mean percentage of rejected
trials was somewhat smaller in the case of the test for
trend-stationarity, compared with the findings of the test
for mean-stationarity (Table 1). This observation may indi-
cate the presence of a linear trend. The findings regarding
the dependence of the percentage of rejection on the epoch
duration do not allow unambiguous conclusions to be drawn
(Fig. 4a, b). The most noticeable observation for the auditory
channels is the increase in the percentage of rejection for the
FM/T condition (solid triangles) with increasing epoch dura-
tion from 250 to 500 ms for both the mean (a) and the trend (b)
test. Furthermore, for FM/T, we observed a larger percentage
value for the 500-ms interval which starts at stimulus onset
(500a) compared with the interval which starts 150 ms prior
to stimulus onset (500b). The percentage of rejection for the
first session without auditory stimulus (session 1, open cir-
cles) is, partly even clearly, smaller for all three epochs com-
pared with the second stimulus-free session 3 (solid circles)
for both tests. The results for the 1-kHz tones did not reveal
any clear systematic pattern.
4.1.2 PP test for unit roots
The percentage of rejection of the null hypothesis using
the PP test (H0: unit root; H1: mean-stationarity) was, with
only two exceptions, always larger than 80% for all sessions
and intervals, which corresponds to a percentage of accep-
tance of 20% or less (Fig. 3c). This observation leads to the
conclusion that most of the investigated epochs were mean-
stationary, thus confirming the findings of the corresponding
KPSS test. Furthermore, we observed a similar dependence
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of the percentage of acceptance on the duration of the epoch
(Fig. 4c) for the FM/P and the FM/T condition, with larger
values for the task condition.
The results obtained for the two sessions without stim-
ulation confirmed the corresponding findings of the two
KPSS tests: for all three epochs, the percentage of accep-
tance for the first session was smaller than for the third ses-
sion. This observation means that in the first session more
epochs were identified as mean-stationary, which is in line
with the smaller rejection percentage obtained from the KPSS
tests. Moreover, the percentage of acceptance decreased from
the 250- to the 500-ms intervals for the two non-auditory
sessions.
4.2 Testing for variance-stationarity: The White test
The most systematic results were obtained for the White test
of variance-stationarity (H0: homoscedasticity; H1: hetero-
scedasticity). Figure 5 shows the corresponding results of the
percentage of rejection of the null hypothesis obtained for
the auditory channels for the different time intervals. The
large rejection values clearly indicate that the majority of the
epochs of the single trials were heteroscedastic, i.e. the var-
iance changed over time. Furthermore, the longer the dura-
tion of the analysed epoch, the larger the number of rejected
epochs, i.e. the more epochs were heteroscedastic. In addi-
tion, we also found a dependence of the percentage of rejec-
tion of the null hypothesis on the experimental session. For
the shortest epoch (250 ms), considerably fewer epochs of
Fig. 5 The percentage of rejection of the null hypothesis of homo-
scedasticity of the White test for the signals recorded with the channels
located above the auditory cortices. Large percentage values reflect het-
eroscedasticity, i.e. the variance within the epochs changes with time.
Note the systematic dependence of heteroscedasticity on the experimen-
tal session, especially for the 250-ms epoch. See Sect. 4.1 for details on
epoch duration
Table 2 Results for the variance-stationarity obtained from the White
test
Channel 250 ms 500 ms (a) 500 ms (b)
Auditory 87 96 97
Reference 89 91 93
The table shows the percentage of rejection of the null hypothesis
(homoscedasticity of epochs) averaged across all five stimulus sessions
for the auditory and the reference channels (a) and (b) refer to different
starting points of the 500-ms intervals (see Sect. 4.1)
the sessions with auditory stimulation were heteroscedastic
compared with the epochs containing the subject’s spontane-
ous brain activity only. This difference became less evident
for the two 500-ms intervals. The percentages of rejection
averaged across all five sessions are summarized in Table 2.
4.3 Testing for stationarity of the trial-to-trial variability
of power spectra
The three aforementioned tests were also applied in search
for information on the stochastic nature of the sequence of
selected coefficients of the power spectra of single trials.
Given the inherent limitation of the Fourier transform in
its frequency resolution, which equalled 4 Hz (1/250 ms−1)
and 2 Hz (1/500 ms−1), respectively, we found two pro-
nounced peaks—at 8 Hz and at 12 Hz—in the FT spectra of
the averaged 250-ms epochs, and three peaks—at 8, 10 and
12 Hz—in the spectra of the averaged 500-ms epochs. We
performed time-series analysis of the trial-to-trial variability
of the power spectra at those frequencies, having six series
(corresponding to the number of selected MEG channels) for
each type of stimulation for the 250-ms epochs, and, anal-
ogously, 12 series for the two kinds of epochs of 500-ms
duration.
Similar to the results described in Sect. 4.1, the null
hypothesis of the KPSS test was not rejected for the majority
of the trials. We also found that, for the PP test, the percentage
of acceptance of H1, i.e. of mean-stationarity, was not fully
compatible with the results obtained with the corresponding
KPSS-mean test. This inconsistency may reflect the different
power of the individual tests. Since the KPSS test is a test of
high power, we assume its results are more objective. There
were also no reasons to reject H0 of the White test.
The series of the Fourier coefficients of trial-to-trial var-
iability of power spectra was, in the majority of the cases,
stationary in the wide sense. This property seemed to be
independent of the duration of the analysed epoch; however,
it is important to note that the influence of the (poor) fre-
quency resolution remains unknown. No significant differ-
ences between the results of the examined frequencies were
observed.
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5 Discussion
We have introduced three specific statistical tests devel-
oped in econometrics—the KPSS test (Kwiatkowski et al.
1992), the PP test (Phillips and Perron 1988) and the White
test (White 1980)—to analyse the stationarity of encepha-
lographic time series using an exemplary set of MEG data.
Unlike the commonly used tests (Bendat and Piersol 1986),
which test randomness or presence of a trend rather than sta-
tionarity, these tests were particularly designed to infer about
some specific aspects of stationarity of time series.
Our study revealed that the majority of the investi-
gated MEG signals were variance-nonstationary and mean-
stationary. We would like to emphasize that the testing
procedure applied in the KPSS test and the PP test verifies
the hypothesis of the presence or the absence of a unit root
under the assumption that there is at most one unit root. To
exclude the possibility of the presence of multiple unit roots,
it is advisable to consider the procedure proposed by Pantula
(1989). Moreover, note that we have considered only a linear
deterministic term (see Eq. 10) and, from an experimental
point of view, trends might have reflected the presence of a
slowly varying quasi-periodic component in the series.
In contrast to the findings of McEwen and Anderson
(1975), Kawabata (1976) and Cohen and Sances (1977), who
evaluated relatively long (of the order of seconds) epochs of
EEG data as being stationary, the application of the afore-
mentioned tests showed that the majority of trials even as
short as 250 ms were nonstationary; to be more precise, vari-
ance-nonstationary (Fig. 5). Furthermore, our observation of
a systematic increase of heteroscedasticity from the 250-ms
epoch to the 500-ms epoch (Fig. 5) is in accordance with
theoretical considerations, according to which stationarity is
expected to disappear with increasing epoch duration. From a
neuroscientific point of view, this result is conceivable, since
longer time intervals may contain more complex features
related to stimulus processing, cognitive processes, changes
in spontaneous activity, etc. One possible way to model the
heteroscedastic character of brain signals is to use the para-
metric stochastic models for variance regression, which use
Kalman filtering, and especially state-space GARCH mod-
elling. Examples of such an approach can be found in the
literature (see Galka et al. 2004a; Wong et al. 2005; Galka
et al. 2004b; Ozaki et al. 2006).
The presence and the kind of external sensory stimulation
did not significantly affect the findings as to the stationarity
of the analysed MEG time series. This may be due to the fact
that the evoked activity is relatively weak with respect to the
spontaneous (background) activity, and therefore does not
significantly alter the stochastic properties of the acquired
signal. We thus conclude that our findings may reflect some
general characteristic properties of MEG (and most likely
also of EEG) time series, regardless of whether those sig-
nals carry information on the background activity only or, in
addition, on evoked brain responses too.
The application of the tests to the power spectra of the
MEG data showed a weakly stationary character at several
selected frequencies. Here, the results did not depend on the
presence (or kind) of stimulation, either. This observation is
similar to the results obtained by Kawabata (1976) or Cohen
and Sances (1977), but our conclusions are somewhat differ-
ent. These authors found the evoked brain signals stationary.
Our results obtained from the White test showed that the sin-
gle-trial brain signals were variance-nonstationary (Fig. 5),
whereas time series composed from selected Fourier coeffi-
cients were both mean- and variance-stationary.
One possible explanation for why the variance-nonsta-
tionarity disappeared once the data were transformed into the
frequency domain is the estimation method used in the anal-
yses. Like other authors, we used the fast Fourier transform
(FFT), which is designed to efficiently handle stationary data.
The temporal resolution of the FFT is limited by the length
of the time window to be transformed, since the FFT pro-
vides only one power spectrum for such a window. The fre-
quency resolution is limited too, since the lowest observable
frequency is given by the inverse of the length of the time
window. Therefore, the intrinsic limitations of the FFT might
have biased our results. This could potentially explain why
Kawabata (1976) observed stationarity of EEG power spec-
tra. We applied the same procedure (based on FFT), but the
statistical tests used in our analysis were more accurate. The
results are similar, but the conclusions drawn from the over-
all analysis are different. Kawabata (1976) claimed that short
fragments of encephalographic time series (EEG) are station-
ary. We conclude that the calculation of power spectra using
FFT is responsible for the observation of the stationarity of
time series. One should keep in mind the properties of the
Fourier transform, in which contributions of the components
of the analysed signal to the resulting spectrum are integrated
across the entire time range. Hence, in a stationary series of
Fourier coefficients, they do not necessarily correspond to
the same phenomenon. Therefore, there is a strong uncer-
tainty as to how one might translate the statistical properties
of such a series into the signal from which it was derived by,
for example, computing the Fourier spectrum for each of the
subsequent/consecutive short epochs of MEG/EEG.
Bearing the disadvantages of the aforementioned nonpara-
metric estimation in mind, one might consider the parametric
approach with autoregressive models, where the limitations
in resolution, and hence the related uncertainty, do not
occur. Unfortunately, however, AR models are suitable for
stationary processes, and hence, in general, not suitable
for the analysis of varying MEG/EEG spectra. Therefore,
an alternative solution might be, in analogy to the spectral
approach described above, to examine a series of trial/epoch-
dependent amplitudes of Gabor functions—which have the
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best properties in terms of the trade-off between time and
frequency resolution—obtained from the multivariate adap-
tive approximation with the matching pursuit algorithm
(Sieluz˙ycki et al. 2009a,b) instead of examining a series of
Fourier coefficients. In contrast to the Fourier transform, the
matching pursuit with stochastic dictionaries provides fits of
Gabor functions to the local structures present in the signal
(Durka 2007).
The combination of distinct tests for mean-, trend- and var-
iance-stationarity and for the presence of unit roots allows
a considerably refined analysis of the stationarity of MEG
and EEG time series as well as of the corresponding spectra.
The findings obtained from the application of these tests have
two important consequences: (1) they question the applica-
bility of the commonly used tests, which were not devel-
oped to test stationarity per se; (2) they support deciding
whether or not the application of analysis methods, which
specifically require stationarity in the first place, is justi-
fied. Finally, one should bear in mind that MEG or EEG
time series have a highly individual, i.e. subject specific,
character. Therefore, the application of the KPSS test and
the PP test, which in the presented study revealed mean-
stationarity, as well as the White test, which revealed vari-
ance-nonstationarity, to data acquired on a population of sub-
jects will be required in order to draw more generally valid
conclusions.
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