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11. Overview
Dyadic analysis plays an important role in harmonic analysis, both as a method
and in its own right: Many non-dyadic problems can be converted into dyadic prob-
lems, and dyadic problems can serve as a laboratory for studying new phenomena.
A central object of dyadic analysis is the system of dyadic cubes. Its key prop-
erty is nestedness: Two dyadic cubes are either disjoint or one is contained in the
other. This property is implicitly behind powerful dyadic techniques, such as stop-
ping cubes, and it is also exploited explicitly in many combinatorial or covering
arguments.
A crucial observation behind the passage between dyadic and non-dyadic prob-
lems is that dyadic cubes behave similarly to geometric cubes, once several dyadic
systems are used: In finitely many adjacent dyadic systems, each cube is contained
in a dyadic cube of comparable size. With a positive probability in a randomized
dyadic system, the dyadic expansion of each cube expands similarly to its geometric
expansion.
Using this observation, many non-dyadic operators of harmonic analysis can be
proven to be comparable to dyadic model operators: For example, both singular
and positive integral operators, such as fractional integral operators (see Cruz-Uribe
and Moen [12]) and Caldero´n–Zygmund operators (see Hyto¨nen, Lacey, and Pe´rez
[30] and Lerner [46] combined with Conde-Alonso and Rey [9], Lerner and Nazarov
[47], or Lacey [37]), are pointwise dominated by positive dyadic operators of the
form
f ↦ ∑
Q∈DλQ ∫Q f dx1Q.
We can use this comparison to deduce properties for a non-dyadic operator from
the properties of its dyadic model operator. A striking example of this is the proof
of the A2 theorem for Caldero´n–Zygmund operators; see Hyto¨nen’s survey [27].
This thesis is about two themes: The first is domination and representation of
integral operators by dyadic model operators, and the second is testing conditions
for dyadic operators. The latter refers to characterizing the Lp → Lq boundedness
of an operator by its action on a restricted class of functions.
The contributions of this thesis to domination and representation of integral
operators by dyadic model operators are:● The median oscillation decomposition by Lerner [43] can be used as a
method to pointwise dominate operators by positive dyadic operators. In
the articles [A] and [E], this decomposition is extended to Banach space
valued functions and to non-doubling measures.● The dyadic representation theorem by Hyto¨nen [26] states that each Caldero´n–
Zygmund operator can be represented as a series of dyadic shifts and para-
products averaged over randomized dyadic systems. In the article [B], this
theorem is extended to Caldero´n–Zygmund operators with operator-valued
kernels.
Next, we discuss the contributions of this thesis to testing conditions for dyadic
operators. Let σ and ω be locally finite Borel measures. A recurring testing condi-
tion is the Sawyer testing condition: An operator T ( ⋅σ) ∶ Lp(σ)→ Lq(ω) is said to
satisfy the Sawyer testing condition if and only if∥1QT (1Qσ)∥Lq(ω) ≲ σ(Q)1/p for every Q ∈ D.(1.1)
2Using such testing condition and its dual, the Lp(σ)→ Lq(ω) boundedness for the
exponents 1 < p ≤ q <∞ of many positive integral operators has been characterized.
Among these are: A large class of positive integral operators, in particular, frac-
tional integrals and Poisson integrals, by Sawyer [58]; dyadic maximal operators
by Sawyer [57]; and positive dyadic operators by Nazarov, Treil, and Volberg [51]
and Lacey, Sawyer, and Uriarte-Tuero [41]. Such testing condition and its dual has
also been used to characterize the boundedness of singular integral operators, for
example: The unweighted L2 → L2 boundedness of Caldero´n–Zygmund operators
by David and Journe´ [14]; and the two-weight L2(σ) → L2(ω) boundedness of the
Hilbert transform by Lacey, Sawyer, Shen, and Uriarte-Tuero [36, 40].
However, in certain cases, the Sawyer testing condition can be proven to be
insufficient for the boundedness. For example, this is the case for the Lp → Lp with
p ≠ 2 boundedness of martingale transforms, as shown by Nazarov in an unpublished
manuscript.
In the article [C], we study testing conditions in the upper triangular case
T ( ⋅σ) ∶ Lp(σ) → Lq(ω) with 1 < q < p < ∞. We show that in this case the
Sawyer testing condition is insufficient even for the boundedness of positive dyadic
operators. Instead, we use the sequential testing condition: A positive linear op-
erator T ( ⋅σ) ∶ Lp(σ) → Lq(ω) with 1 < q < p < ∞ satisfies the sequential testing
condition if and only if, for the auxiliary exponent r ∈ (1,∞) defined by 1
r
∶= 1
q
− 1
p
,
we have
( ∑
F ∈F (∥1FT (1Fσ)∥Lq(ω)σ(F )1/p )r)1/r ≲ 1 for every σ-sparse F ⊆ D.
By definition, a collection F is σ-sparse if and only if for each F ∈ F there exists
E(F ) ⊆ F such that σ(E(F )) ≳ σ(F ) and such that the collection {E(F )}F ∈F
is pairwise disjoint. The particular operators that we study are positive dyadic
operators Aλ( ⋅σ) defined by
Aλ(fσ) ∶= ∑
Q∈DλQ ∫Q f dσ1Q,
linearized dyadic maximal operators ME,λ( ⋅σ) defined by
(1.2) ME,λ(fσ) ∶= ∑
Q∈DλQ ∫Q f dσ1E(Q),
and their bilinear analogues Aλ( ⋅σ1, ⋅σ2) and ME,λ( ⋅σ1, ⋅σ2) defined by
Aλ(f1σ1, f2σ2) ∶= ∑
Q∈DλQ ∫Q f1 dσ1 ∫Q f2 dσ21Q,
ME,λ(f1σ1, f2σ2) ∶= ∑
Q∈DλQ ∫Q f1 dσ1 ∫Q f2 dσ21E(Q).
By means of sequential testing conditions, we obtain alternative characterizations
for the Lp(σ) → Lq(ω) boundedness of these linear operators in the range of the
exponents 1
p
< 1
q
. Furthermore, we are able to characterize the Lp1(σ1)×Lp2(σ2)→
Lq(ω) boundedness of these bilinear operators in the range of the exponents 1
p1
+ 1
p2
<
1
q
. In this range, no characterization for either of these bilinear operators was
available until now.
In the article [B] and the article [C], we study testing condition in the vector
valued case T ( ⋅σ) ∶ LpC(σ)→ LqD(ω) with Banach spaces C andD and 1 < p ≤ q <∞.
3We use the L∞ testing condition: An operator T ( ⋅σ) ∶ LpC(σ) → LqD(ω) satisfies
the L∞ testing condition if and only if
∥1QT (f1Qσ)∥Lq
D
(ω) ≲ ∥f∥L∞C (Q,σ)σ(Q)1/p for every Q ∈ D and f ∈ L∞C (Q,σ).
By using this testing condition, we are able to obtain the following characterizations:● Let C and D be Banach lattices with the Hardy–Littlewood property. (This
property refers to the boundedness of a certain maximal operator; see Def-
inition 2.14 for a precise definition.) Assume that {λQ}Q∈D are positive
linear operators from the Banach lattice C to the Banach lattice D. In the
article [D], the boundedness of Aλ( ⋅σ) ∶ LpC(σ) → LqD(ω) is characterized
by means of the direct and the dual L∞ testing condition. This extends
Scurry’s [59] characterization for the Lp(σ) → Lq(ω) boundedness of the
sequence-valued operator
f ↦ ( ∑
Q∈D (βQ ∫Q f dσ)s1Q)1/s
associated with non-negative real numbers {βQ}.● Let C and D be Banach spaces. Assume that b is a function whose value at
each point is an operator from the Banach space C to the Banach space D.
In the article [B], the boundedness of the dyadic paraproduct Πb ∶ LpC → LqD,
defined by
Πbf ∶= ∑
Q∈DDQb⟨f⟩Q1Q,
is characterized by means of the direct L∞ testing condition. This extends
the classical scalar-valued result that the paraproduct Πb ∶ Lp → Lp is
bounded if and only if b ∈ BMOp.
We remark that both the vector-valued and two-weight settings are similar in
one technical aspect: We need to work directly with the Lp space. This is because
interpolation in these settings is of limited use: In the two weight setting, an oper-
ator T ∶ Lp(σ) → Lp(ω) is typically bounded for exactly one exponent p ∈ (1,∞),
and, in the vector-valued setting, the space L2E is no more tractable than any other
LpE with p ∈ (1,∞). In the article [B], we give alternative (in our opinion simple)
proofs for the Lp tools that we use: the Lp variant of Pythagoras’ theorem, and a
decoupling inequality of martingale differences.
Among the conceptual highlights are the vector-valued median introduced in
the article [A], and the abstract Wolff potential associated with any positive linear
operator introduced in the article [C].
In the next section, we summarize those aspects of dyadic and vector-valued
analysis that are relevant for this work. In the subsequent sections, we discuss each
article: What is new and what is its relation to what was known. Besides stating
what is proven, the author also aims at giving a flavour of how it is done.
2. Preliminaries
2.1. Dyadic analysis.
4Dyadic cubes. The standard dyadic system D on Rd is the collection of cubes defined
by D ∶= {2−k([0,1)d + j) ∶ k ∈ Z, j ∈ Zd}.
The dyadic children chD(Q) of a dyadic cube Q ∈ D is the collection of the maximal
(with respect to the set containment) R ∈ D such that R ⊊ Q. The dyadic parent Qˆ
of a dyadic cube Q ∈ D is the minimal R ∈ D such that R ⊋ Q.
For a cube, its dyadic children are determined by bisecting each side, whereas
its dyadic parent can be chosen: Each side can be extended either to the right or
to the left. Starting from the cube [0,1)d and extending each side of each ancestor
to the right determines the standard dyadic system. We could also start from the
translated cube [0,1)d + s with s ∈ [0,1)d and choose for each side of each ancestor
whether to extend to the right or to the left.
This can be parameterized as follows: Let ω ∶= (ωj)j∈Z ∈ ({0,1}d)Z =∶ Ω. The
shifted dyadic cube Q+˙ω is defined by Q+˙ω ∶= Q + ∑j∶2−j<`(Q) 2−jωj . The shifted
dyadic system Dω is defined byDω ∶= {Q+˙ω ∶ Q ∈ D}.
The shifted dyadic systems Dω can be randomized by equipping the parameter set
with the natural probability measure: Each component ωj ∈ {0,1}d has an equal
probability 2−d of taking any of the 2d values, and all components are stochastically
independent. We can also use finitely many choices of these shifted dyadic systems,
such as the adjacent dyadic systems
Du ∶= {2−k([0,1)d + j + (−1)ku ∶ k ∈ Z, j ∈ Zd} for u ∈ {0, 1
3
,
2
3
}d.
A dyadic system D can be viewed as a sequence {Dk}∞k=−∞ of refining partitions
of the Euclidean space (Rd, ∣ ⋅ ∣), where each partition Dk ∶= {Q ∈ D ∶ `(Q) = 2−k}
consists of sets of diameter approximately 2−k. Taking these as the defining prop-
erties, dyadic systems can be extended to geometrically doubling metric spaces; for
more about that, see, for example, Hyto¨nen and Kairema’s article [22].
Dyadic operators. Among the central tools in dyadic analysis is the dyadic Hardy–
Littlewood maximal operator Mµ defined by
Mµf ∶= sup
Q∈D∣⟨f⟩µQ∣1Q,
and the dyadic martingale transform Tµ associated with the signs {Q}Q∈D defined
by
Tµ f ∶= ∑
Q∈D QD
µ
Qf.
Whenever we are implicitly assuming that the function f is non-negative, we omit
the absolute value in the formula for the Hardy–Littlewood maximal function, and
write Mµf = supQ∈D⟨f⟩µQ1Q. Here, ⟨f⟩µQ denotes the average ⟨f⟩µQ ∶= 1µ(Q) ∫Q f dµ,
and DµQf the difference of averages D
µ
Qf ∶= ∑Q′∈chD(Q)⟨f⟩µQ′1Q′ − ⟨f⟩µQ1Q. The
central estimates for the dyadic Hardy–Littlewood maximal operator and dyadic
martingale transforms are:
Theorem 2.1 (Boundedness of the dyadic Hardy–Littlewood maximal operator).
Let p ∈ (1,∞]. We have ∥Mµ∥Lp(µ)→Lp(µ) ≤ p′.
5Theorem 2.2 (Boundedness of the dyadic martingale transform). Let p ∈ (1,∞).
We have ∥Tµ ∥Lp(µ)→Lp(µ) ≲ max{p, p′} − 1.
By using the boundedness of the dyadic Hardy–Littlewood maximal operator,
one can prove the dyadic Carleson embedding theorem:
Theorem 2.3 (Dyadic Carleson embedding theorem). Let {λQ} be non-negative
real numbers. Then ( ∑
Q∈DλQ(⟨f⟩µQ)p)1/p ≲ ∥f∥Lp(µ)
if and only if ∑Q∈D∶
Q⊆R λQ ≲ µ(R) for every R ∈ D.
Stopping time techniques. The basic idea of stopping time is that something has
not happened until the first moment it happens.
For example, consider moments t0 < t1 < ⋯ < tN . We can start from a moment
t0, and single out the first later moment tn1 at which something bad happens. By
iteration, we obtain bad moments t0 < tn1 < tn2 < . . . < tN and good moments
t1, . . . , tn1−1, tn1+1, . . . , tn2−1, . . .. Now, since the good moments are good, we can
deal with them, and, if the bad moments are few enough, we can deal with them,
too.
In dyadic analysis, this means starting from a dyadic cube F and choosing the
maximal (with respect to the set inclusion) dyadic subcubes F ′ ⊆ F satisfying a
certain condition. This condition may depend on the cube F and other relevant
quantities. This condition is called the stopping condition, and the cubes F ′ are
called the stopping children of F . Now, by maximality, if a dyadic cube Q ⊆ F is
such that Q ⊆ F ′ for no F ′, then Q satisfies the opposite of the condition. The
choice of stopping children can be iterated: Assume that for each F ∈ D we have
chosen a collection ch(F ) = {F ′ ⊆ F} of dyadic subcubes of F . Let F0 = {F0} be
an initial cube. Define recursively Fk+1 ∶= ⋃F ∈Fk ch(F ). Let F ∶= ⋃∞k=0F0. This
collection F is called the family of stopping cubes starting from F0.
Typically, the stopping cubes are few in the sense that the stopping family is
sparse:
Definition 2.4 (Sparse collection). A collection S of sets is µ-sparse if for every
S ∈ S there exists E(S) ⊆ S such that µ(E(S)) ≳ µ(S) and the collection {E(S)}S∈S
is pairwise disjoint.
Sparseness of a collection is almost as good as pairwise disjointness: For example,
an Lp variant of Pythagoras’ theorem holds for such collections:
Lemma 2.5 (Lp variant of Pythagoras’ theorem). Let 1 ≤ p < ∞. Let S be a
collection of dyadic cubes, and {fS}S∈S a family of locally integrable functions.
Assume that, for every S ∈ S, we have that● fS is supported on S,● fS is constant on each S′ ∈ chS(S).
Furthermore, assume that the collection S is µ-sparse. Then
∥∑
S
fS∥Lp(µ) ≤ 3p (∑
S
∥fS∥pLp(µ))1/p.
6Moreover, the reverse estimate(∑
S
∥fS∥pLp(µ))1/p ≤ 6p′∥∑
S
fS∥Lp(µ)
holds if, in addition, one of the following conditions holds: For every S ∈ S, we have
that ● ∫S fS dµ = 0, or● fS ≥ 0.
This theorem holds also for Banach space (where the cancellative condition is
assumed for the reverse estimate) or Banach lattice (where the positivity condition is
assumed for the reverse estimate) valued functions. This Lp variant of Pythagoras’
theorem was proven by Katz and Pereyra [34] by using a multilinear estimate. In
the article [B], we give an alternative (in our opinion simple) proof for the theorem.
Martingale techniques.
General martingales. We merely summarize the definition of martingales and mar-
tingale difference sequences, and state Doob’s and Burkholder’s inequalities. For
more about martingales, see, for example, Williams’s [70] textbook ‘Probability
with martingales’. A filtration on a measure space (X,F , µ) is a refining sequence{Fk}∞k=−∞ of σ-finite σ-algebras. A sequence {fk}∞k=−∞ of locally integrable functions
adapted to the filtration {Fk}∞k=−∞ is a sequence of functions such that every fk isFk measurable and such that 1Fkfk is integrable for every Fk ∈ Fk with µ(Fk) <∞.
Definition 2.6 (Locally integrable martingale, martingale difference sequence,
and a predictable sequence). A sequence {fk}∞k=−∞ of locally integrable functions
adapted to a filtration {Fk}∞k=−∞ is a martingale if
E[fk+1∣Fk] = fk.
A sequence {dk}∞k=−∞ of locally integrable functions adapted to a filtration {Fk}∞k=−∞
is a martingale difference sequence if
E[dk+1∣Fk] = 0.
A sequence of functions {vk}∞k=−∞ is predictable with respect to the filtration {Fk}∞k=−∞
if each vk is Fk−1 measurable.
For our purposes, the central tools in the martingale tool box are:
Theorem 2.7 (Doob’s inequality). Let {fk}1≤k≤K be a locally integrable martingale.
Then ∥ sup
1≤k≤K∣fk ∣∥Lp ≤ p′∥fK∥Lp .
The expression sup1≤k≤K fk is called Doob’s maximal function.
Theorem 2.8 (Burkholder’s inequality). Let {dk}1≤k≤K be a martingale difference
sequence. Let {vk}1≤k≤K be a predictable sequence. Then
∥ K∑
k=1 vkdk∥Lp ≤ (max{p, p′} − 1) sup1≤k≤K∥vk∥L∞∥
K∑
k=1dk∥Lp .
The expression ∑Kk=1 vkdk is called the martingale transform associated with pre-
dictable multipliers {vk}∞k=−∞ of the martingale {fk ∶= ∑ki=1 di}1≤k≤K .
7Typical martingales in dyadic analysis. The basic idea is to recognize something as
a martingale and then apply martingale inequalities. In dyadic analysis, a typical
martingale and martingale difference sequence have the following form:
Observation 2.9 (Typical martingale difference sequences and martingales in
dyadic analysis). Let {Sk}∞k=−∞ be a sequence of collections of pairwise disjoint
dyadic cubes. Assume that the sequence {Sk}∞k=−∞ is nested in the sense that
for every S′ ∈ Sk, there is S ∈ Sk−1 such that S′ ⊆ S. For each S ∈ Sk, let
chS(S) ∶= {S′ ∈ Sk+1 ∶ S′ ⊆ S}. Let S ∶= ⋃∞k=−∞ Sk.
A family {dS}S∈S of locally integrable functions is a martingale difference se-
quence (with respect to the filtration generated by {Sk}∞k=−∞), if and only if, for
every S ∈ S, we have that● dS is supported on S;● dS is constant on each S′ ∈ chS(S);● ∫S dS dµ = 0.
A family {fS}S∈S of locally integrable functions is a martingale (with respect to the
filtration generated by {Sk}∞k=−∞), if and only if, for every S ∈ S, we have that● fS is supported on S;● fS is constant on S;● ∑S′∈chS(S) µ(S′)fS′ = µ(S)fS.
Example 2.10. a) The sequence {Dk}∞k=−∞ with Dk ∶= {Q ∈ D ∶ `(Q) = 2−k}
is a nested sequence of collections of pairwise disjoint dyadic cubes. The family{⟨f⟩µQ1Q}Q∈D is a martingale, and the Doob maximal function corresponding to
it is the dyadic Hardy–Littlewood maximal function. The family {DµQf}Q∈D with
DµQf ∶= −⟨f⟩µQ1Q +∑Q′∈ch(Q)⟨f⟩µQ′1Q′ is a martingale difference sequence, and the
martingale transform corresponding to it is the dyadic martingale transform.
b) Let S be a collection of dyadic cubes that contains a maximal cube S0. Let
chS(S) ∶= {S′ ∈ S ∶ S′ maximal with S′ ⊊ S}. Define recursively S0 ∶= {S0}, andSk+1 ∶= ⋃S∈Sk ch(S). Then, the sequence {Sk}∞k=0 is a nested sequence of collections
of pairwise disjoint dyadic cubes.
Note that from the Lebesgue differentiation theorem together with the observa-
tion that the sum is a telescoping sum of averages, it follows that every function
f ∈ Lp(µ) can be decomposed as
1Rf = ⟨f⟩µR1R + ∑
Q∈D∶
Q⊆R
DµQf both in L
p(µ) and pointwise almost everywhere.
Martingale differences enter to many problems via this decomposition.
Decoupling. Roughly speaking, decoupling means introducing more independence
to the problem at hand. The following decoupling inequality is available for typical
martingales in dyadic analysis:
Theorem 2.11 (Decoupling of martingale differences). Let 1 < p <∞. Let (X,F , µ)
be a σ-finite measure space. Let {Ak}∞k=−∞ be a refining sequence of countable par-
titions of X into measurable sets of finite positive measure. For each A ∈ Ak, let
chA(A) ∶= {A′ ∈ Ak+1 ∶ A′ ⊆ A}. Let A ∶= ⋃∞k=−∞Ak.
Equip each set A ∈ A with the σ-algebra generated by {A}∪ chA(A) and with the
normalized measure 1
µ(A)µ∣A. Consider the product measure space of the measure
8spaces {A,σ(A ∪ chA(A)), 1µ(A)µ∣A}A∈A. Let
dµ¯(y) ∶= ∏
A∈A
1
µ(A) dµ∣A(yA) for y = {yA}A∈A ∈ ∏A∈AA
denote the product measure on it.
Let {dA}A∈A be a family of functions such that, for every A ∈ A, the following
conditions are satisfied:● dA is supported on A;● dA is constant on each A′ ∈ chA(A);● ∫A dA dµ = 0.
In probabilistic language, this is to say that {dA}A∈A is a family martingale differ-
ences adapted to the family A. Then, we have
1
βp
(E∥∑
A∈A εA1A(x)dA(yA)∥pLp(dµ(x)×dµ¯(y)))1/p≤ ∥∑
A∈AdA(x)∥Lp(dµ(x))≤ βp(E∥∑
A∈A εA1A(x)dA(yA)∥pLp(dµ(x)×dµ¯(y)))1/p.
Here, the expectation E is taken over independent, unbiased random signs (εn)Nn=1.
This decoupling inequality holds also for UMD space valued functions. A variant
of it was proven by Hyto¨nen [28] as a corollary of McConnell’s [49] decoupling
inequality for UMD-valued martingale difference sequences. In the article [B], we
give an alternative proof for the decoupling: We define the auxiliary martingale
differences uA(x, yA) and vA(x, yA) by the pair of equations
1A(x)dA(x)1A(yA) = uA(x, yA) + vA(x, yA),
1A(x)dA(yA)1A(yA) = uA(x, yA) − vA(x, yA),
from which the decoupling equality follows by Burkholder’s inequality.
2.2. Vector-valued analysis. The by-now-usual paradigm of doing Banach-space
valued harmonic analysis beyond Hilbert space is replacing the orthogonality of vec-
tors by the unconditionality of martingale differences, and the uniform boundedness
of operators by the R-boundedness. This paradigm was pionereed by Burkholder’s
[3] and Bourgain’s [1] characterization stating that the Hilbert transform is bounded
on LpE if and only if the Banach space E has the UMD property, and by Weis’s [69]
operator-valued Fourier multiplier theorems.
Definition 2.12 (UMD property). A Banach space (E, ∣ ⋅ ∣E) is said to have the
UMD (unconditional martingale difference) property if for some p ∈ (1,∞) there
exists a constant βp(E) such that
∥ N∑
n=1 ndn∥LpE ≤ βp(E)∥ N∑n=1dn∥LpE
for all E-valued Lp-martingale difference sequences (dn)Nn=1 and for all choices of
signs (n)Nn=1 ∈ {−1,+1}N .
9Definition 2.13 (R-boundedness). A family of operators T ⊆ L(E,F ) from a
Banach space (E, ∣ ⋅ ∣E) to a Banach space (F, ∣ ⋅ ∣F ) is said to be R-bounded if for
some p ∈ (1,∞) there exists a constant Rp(T ) such that
(E∣ N∑
n=1 εnTnen∣pF )1/p ≤Rp(T )(E∣ N∑n=1 εnen∣pE)1/p
for all choices of operators (Tn)Nn=1 ⊆ T and vectors (en)Nn=1 ⊆ E. Here, the expec-
tation is taken over independent, unbiased random signs (εn)Nn=1.
A close relative of the UMD property is the Hardy–Littlewood property: Bour-
gain, and Rubio de Francia (see [2], and [56]) proved that a Ko¨the function space
X with the Fatou property has the UMD property if and only if both X and its
function space dual X ′ have the Hardy–Littlewood property.
Definition 2.14 (Hardy–Littlewood property). A Banach lattice (E, ∣ ⋅ ∣E ,≤) is said
to have the Hardy–Littlewood property if for some p ∈ (1,∞) there exists a constant
Cp,E such that ∥sup
Q∈D⟨f⟩Q1Q∥LpE ≤ Cp,E∥f∥LpE
for every f ∈ LpE and every finite collection D of dyadic cubes. Here, the supremum
is taken in the lattice order.
The UMD property, the Hardy–Littlewood property, and R-boundedness are
independent (up to the involved constants) of the exponent p ∈ (1,∞). For an
exposition on Banach-space-valued martingales, UMD spaces, and R-boundedness,
among other things, see Neerven’s lecture notes [66]. The Hardy–Littlewood prop-
erty is studied by Garc´ıa-Cuerva, Mac´ıas, and Torrea in [18] and [19], where, among
other things, they obtain various characterizations of the property.
2.3. Caldero´n–Zygmund operators. A singular integral operator T is an opera-
tor that has an integral representation outside the diagonal of the kernel: For every
compactly supported f ∶ Rd → R, we have
Tf(x) = ∫RdK(x, y)f(y)dy
for every x that lies outside the support of f . (Depending on the operator at hand,
it may be required that the function f satisfies certain integrability or continuity
conditions so that the integration is defined.) A kernel K ∶ Rd × Rd → R satisfies
the standard estimates if it satisfies the following decay and regularity conditions:
There exists a constant ∥K∥CZ such that
sup
x,y∈Rd∶
x≠y
∣K(x, y)∣ ⋅ ∣x − y∣d ≤ ∥K∥CZ,
(2.1)
and there exist a Ho¨lder exponent α ∈ (0,1] and a constant ∥K∥CZα such that
sup
x,x′,y∈Rd∶∣x−x′∣< 12 ∣x−y∣
∣K(x, y) −K(x′, y)∣( ∣x − y∣∣x − x′∣ )α∣x − y∣d ≤ ∥K∥CZα(2.2a)
sup
x,y,y′∈Rd∶∣y−y′∣< 12 ∣x−y∣
∣K(x, y) −K(x, y′)∣( ∣x − y∣∣y − y′∣ )α∣x − y∣d ≤ ∥K∥CZα .(2.2b)
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An operator T ∶ Lp → Lp satisfies the weak boundedness property if there exists a
constant ∥T ∥WBP such that
(2.3) sup
Q∈D
1∣Q∣ ∫ 1QT (1Q)dx ≤ ∥T ∥WBP.
Definition 2.15 (Caldero´n–Zygmund operator). A Caldero´n–Zygmund operator,
abbreviated as CZO, is a singular integral operator whose kernel satisfies the stan-
dard estimates and that is bounded from Lp to Lp.
As mentioned in Section 2.2, in the setting of an operator-valued kernel, the
suprema of the real numbers in the standard estimates (2.1) and (2.2), and in the
weak boundedness property (2.3) are replaced by R-boundedness of the operator
family.
3. Median oscillation decomposition
3.1. Background.
Median and mean oscillation. The basic idea is to approximate a function locally
by a constant. The discrepancy between the function and any constant is quantified
and the approximating constant is taken to be any constant that minimizes this
discrepancy.
Definition 3.1 (Median and median oscillation). The relative median oscillation
about zero (f1Q)∗(λµ(Q)) of a function f on a set Q is defined by
(3.1) (f1Q)∗(λµ(Q)) ∶= min{r ≥ 0 ∶ µ(Q ∩ {∣f ∣ > r}) ≤ λµ(Q)}.
The median m(f ;Q) of a function f on a set Q is defined as any real number such
that
(3.2) µ(Q ∩ {f >m(f,Q)}) ≤ 1
2
µ(Q) and µ(Q ∩ {f <m(f,Q)}) ≤ 1
2
µ(Q).
The median oscillation ωλ(f ;Q) of a function f on a set Q is defined by
(3.3) ωλ(f ;Q) ∶= inf
c∈R((f − c)1Q)∗(λµ(Q)).
Remark. The decreasing rearrangement f∗ ∶ R+ → R+ of a function f ∶ Rd → R is
defined by
f∗(t) ∶= min{r ≥ 0 ∶ µ({∣f ∣ > r}) ≤ t}.
Thus, by definition, the quantity (f1Q)∗(λµ(Q)) is the value of the decreasing re-
arrangement (1Qf)∗ at the point λµ(Q). In this exposition, we refer to this quantity
as ‘relative median oscillation about zero’. We also use the term ‘quasiminimal’ to
mean ‘minimal up to a constant’. In this terminology, the fact
(3.4) ((f −m(f ;Q))1Q)∗(λµ(Q)) ≂ inf
c∈R((f − c)1Q)∗(λµ(Q))
can be phrased as ‘each median is a constant about which the relative median
oscillation is quasiminimal’.
A median, the relative median oscillation about zero, and the median oscilla-
tion are analogous to the mean ⟨f⟩µQ, the relative mean oscillation about zero
1
µ(Q) ∫Q∣f ∣dµ, and the mean oscillation ψ(f ;Q) ∶= infc∈R 1µ(Q) ∫Q∣f − c∣dµ. In this
exposition, we use the term ‘relative mean oscillation about zero’ to emphasize
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Table 1. Analogy between median and mean oscillation. It is
assumed that λ ∈ (0,1/2). The properties of median and mean
oscillation are well-known.
Relative
oscillation
(about zero)
(f1Q)∗(λµ(Q)) 1µ(Q) ∫Q∣f ∣dµ
Minimal oscillation ωλ(f ;Q) ψ(f ;Q)
∶= infc∈R((f − c)1Q)∗(λµ(Q)) ∶= infc∈R 1µ(Q) ∫Q∣f − c∣dµ
Quasiminimizing
center of oscilla-
tion
m(f ;Q) ⟨f⟩µQ
Quasiminimization ((f −m(f ;Q))1Q)∗(λµ(Q)) 1µ(Q) ∫Q∣f − ⟨f⟩Q∣dµ
≂ ωλ(f ;Q) ≂ ψ(f ;Q)
Control ∣m(f ;Q)∣ ≲ (f1Q)∗(λµ(Q)) ∣⟨f⟩Q∣ ≤ 1µ(Q) ∫Q∣f ∣dµ
Linearity m(f + c;Q) =m(f ;Q) + c ⟨f + c⟩µQ = ⟨f⟩µQ + c
Approximation limQ∈D∶Q∋x,
`(Q)→0 m(f ;Q) = f(x) limQ∈D∶Q∋x,`(Q)→0 ⟨f⟩µQ = f(x)
for µ-a.e x ∈ Rd for µ-a.e x ∈ Rd
Triangle inequality ωλ(f + g;Q) ψ(f ;Q)
≤ ωλ/2(f ;Q) + ωλ/2(g;Q) ≤ ψ(f ;Q) + ψ(g;Q)
the analogy between median oscillation and mean oscillation. This analogy is il-
lustrated in Table 3.1. However, median oscillation is more accurate than mean
oscillation: Firstly, the median oscillation is controlled by the mean oscillation,
(3.5) (f1Q)∗(λµ(Q)) ≤ 1
λ
⋅ 1
µ(Q) ∫Q∣f ∣dµ,
and, secondly, the median oscillation is controlled by the weak L1 norm, whereas
the mean oscillation is controlled by the strong L1 norm:
(3.6) (f1Q)∗(λµ(Q)) ≤ 1
λ
∥1Qf∥L1,∞
µ(Q) whereas 1µ(Q) ∫Q∣f ∣dµ ≤ ∥1Qf∥L1µ(Q) .
The realisation of a close relation between median and mean oscillation goes
back to John [33] and Stro¨mberg’s [61] work. They proved that, for the Lebesgue
12
measure, the uniform bounds for mean oscillations and median oscillations are
comparable: We have
∥f∥BMO1 ∶= sup
Q∈D
1∣Q∣ ∫Q∣f − ⟨f⟩Q∣dx ≂λ supQ∈Dωλ(f ;Q) =∶ ∥f∥BMO0,λ
for every λ ∈ (0,1/2).
Median and mean oscillation decomposition. Lerner [43, 45] obtained the following
median oscillation decomposition:
Theorem 3.2 (Median oscillation decomposition, [43, 45]). Assume that µ is dou-
bling. Let S0 be an initial cube. Let f ∶ Rd → R be a measurable function. Then,
there exists a sparse collection S of dyadic subcubes of S0 such that
(3.7) ∣f −m(f ;S0)∣1S0 ≲ ∑
S∈S((f −m(f ;S))1S)∗(λµ(S))1S
µ-almost everywhere. The collection S depends on the measure µ, the initial cube
S0, and the function f . The parameter λ depends on the doubling constant of the
measure µ.
The original decomposition by Lerner [43, 45] contains an additional term (a
median oscillation maximal function), which was removed by Hyto¨nen [27]. Fur-
thermore, the localization on an initial cube can be removed, as shown by Lerner
and Nazarov [47].
By using the estimate ωλ(f ;Q) ≤ 1λ 1µ(Q) ∫Q∣f − ⟨f⟩µQ∣dµ (or by using Lerner’s
proof with median replaced by mean), the median oscillation decomposition implies
the mean oscillation decomposition:
(3.8) ∣f − ⟨f⟩S0 ∣1S0 ≲ ∑
S∈S
1
µ(S) ∫Q∣f − ⟨f⟩S ∣dµ1S .
A precursor (which has a less sharp dependence on the oscillations) of the decom-
positions (3.7) and (3.8) was obtained by Fujii [17]. This was based on Garnett and
Jones’s [20] dyadic reformulation of Carleson’s [4] representation theorem for BMO
functions.
Domination via median oscillation decomposition. Many operators of harmonic
analysis are pointwise dominated by positive averaging operators. By using the
median oscillation decomposition, such a domination has been obtained, for exam-
ple, for:● dyadic shifts (see [10], [11], [35], [29]),● square functions (see [44]),● and Caldero´n–Zygmund operators (see [30], [46]).
The by-now-standard procedure is as follows. Let T be an operator. Fix a cube
S0. By the median oscillation decomposition,
1S0 ∣T (f1S0)∣ ≲ (T (f1S0)1S0)∗(λµ(S0)) + ∑
S∈S ωλ(1STf ;S).
The oscillation ωλ(1STf ;S) is split into a localized (in both the range and the
domain side) and a tail part: Decompose 1STf = 1ST (f1S) + 1ST (f1Sc) and use
the triangle inequality
ωλ(1STf ;S) ≤ ωλ
2
(1ST (f1S);S) + ωλ
2
(1ST (f1Sc);S).
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The localized part is controlled by using the weak L1 norm as a black box,
ωλ
2
(1ST (f1S);S) ≲λ ∥T ∥L1→L1,∞⟨f⟩S ,
whereas the tail part ωλ
2
(1ST (f1Sc);S) is controlled by exploiting the specific
structure of the operator hands-on.
Example 3.3. As an example, we apply this procedure to the dyadic Hardy–
Littlewood maximal function Mf . Recall that Mf ∶= supR∈D⟨f⟩R1R. Observe that
the tail part 1SM(f1Sc) is constant on S, because 1SM(f1Sc) = 1S supR∈D∶R⊋S⟨f⟩R,
which implies that ωλ/2(1SM(f1Sc);S) = 0. Thus,
ωλ(1SMf ;S) ≤ ωλ/2(1SM(1Sf);S) + ωλ/2(1SM(f1Sc);S)≲λ ∥M∥L1→L1,∞⟨f⟩S + 0 = ⟨f⟩S .
Therefore, we have Mf ≲λ ∑S∈S⟨f⟩S1S almost everywhere. (In passing, we remark
that this domination can also be proven by using the principal cubes.)
Pointwise dyadic domination for CZOs. The following pointwise dyadic domination
for CZOs was proven by Hyto¨nen, Lacey, and Pe´rez [30] and Lerner [46]:
Theorem 3.4 (Pointwise dyadic domination for CZOs; [30, 46]). Let T be a
Caldero´n–Zygmund operator. Let α denote the Ho¨lder exponent in the Ho¨lder con-
dition for the kernel. Let f ∶ Rd → R. Fix a cube S0. Then, there exists a sparse
collection Suk in each shifted dyadic system Du and for each complexity k such that
1S0 ∣T (1S0f)∣ ≲T ∑
u∈{0, 12 , 23 }d
∞∑
k=0 2
−αk( ∑
S∈Su
k
⟨f⟩S(k)1S).
The outline of their proof is as follows. First, they use the median oscillation
decomposition together with Jawerth and Torchinsky’s [32] oscillation estimate,
ωλ(Tf ;S) ≲ (∥T ∥L1→L1,∞ + ∥K∥CZα) ∞∑
k=0 2
−αk⟨f⟩2kS ,
to yield
1S0 ∣T (1S0f)∣ ≲T ∞∑
k=0 2
−αk ∑
S∈S⟨f⟩2kS1S .
Then, the geometric averages are reduced to dyadic averages, by using Hyto¨nen,
Lacey, and Pe´rez’s [30] observation that for each cube Q, there is a shifted dyadic
cube R ∈ Du for some u ∈ {0, 1
2
, 2
3
}d such that Q ⊆ R, 2kQ ⊆ R(k), and `(Q) ≂ `(R).
Therefore,
1S0 ∣T (1S0f)∣ ≲T ∑
u∈{0, 12 , 23 }d
∞∑
k=0 2
−αk ∑
R∈Ru
k
⟨f⟩R(k)1R.
3.2. Articles [A] and [E]. One by-now-standard application of the median oscil-
lation decomposition is to dominate an operator by positive averaging operators,
as explained in Section 3.1. Thus, it is of interest to extend the median oscillation
decomposition to more general settings. The purpose of the article [A] is to ex-
tend the median oscillation decomposition to Banach space valued functions, and
the purpose of the article [E] to non-doubling measures. The combination of these
extensions reads as follows:
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Theorem 3.5 (Median oscillation decomposition for Banach space valued functions
and non-doubling measures). Let (E, ∣ ⋅ ∣E) be a Banach space, and µ be a locally
finite Borel measure. Let 0 < λ < κ < 1/2. Let S0 be an initial cube. Let f ∶ Rd → E
be a strongly measurable function. Then, there exists a sparse collection S of dyadic
subcubes of S0 such that
∣f − cκ(f ; Sˆ0)∣1S0 ≲ ∑
S∈S (((f − cκ(f ;S))1S)∗(λµ(S)) + ∣cκ(f ;S) − cκ(f ; Sˆ)∣)1S
µ-almost everywhere. The collection S depends on the measure µ, the initial cube
S0, and the function f . Here, the vector cκ(f ;S) is any vector-valued median
(notion which is defined in the next paragraph) of f on a cube S, and the dyadic
cube Sˆ is the dyadic parent of the cube S.
First, we consider the vector-valued extension. Many definitions and compu-
tations in the real-valued setting translate verbatim to the vector-valued setting,
with only the typographical change of replacing the absolute value ∣ ⋅ ∣ by the Banach
space norm ∣ ⋅ ∣E . This is the case for the definition of median oscillation, which is
given by (3.3). However, the definition of median, given by (3.1), makes explicit
reference to the order of the real numbers. We recall that any real-valued median
quasiminimizes the median oscillation in the sense of the equation (3.4). The key
point of the article [A] is the following observation:
Observation 3.6. Any constant that quasiminimizes the median oscillation has
the properties of median that are summarized in Table 3.1.
Now, a vector-valued median cλ(f ;Q) of f ∶ Rd → E on Q is defined as any
vector cλ(f ;Q) ∈ E that quasiminimizes the median oscillation in the sense of the
equation (3.4), that is:
((f − cλ(f ;Q))1Q)∗(λµ(Q)) ≂ ωλ(f ;Q).
Once we are equipped with vector-valued median, we can adapt Lerner’s origi-
nal proof to extend the median oscillation decomposition to Banach space valued
functions.
Next, we consider the non-doubling extension. The decomposition (3.8) can not
hold for non-doubling measures: If it held, then it would imply the John–Nirenberg
inequality for non-doubling measures,
∥f∥BMO(µ) ≂p ∥f∥BMOp(µ) for all f ∈ Lp(µ) and all measures µ,
which is known to be false. Hence, we are forced to modify the decomposition. The
key point of the article [E] is the following observation:
Observation 3.7. The quantity ((f −m(f ; Qˆ))1Q)∗(λµ(Q)) is analogous to the
quantity 1
µ(Q) ∫Q∣f − ⟨f⟩µQˆ∣dµ, which appears in the definition of the (martingale)
dyadic BMO norm for non-doubling measures.
Once we use the quantity ((f −m(f ; Qˆ))1Q)∗(λµ(Q)) in place of the quantity((f −m(f ;Q))1Q)∗(λµ(Q)), we can adapt Lerner’s original proof to extend the
decomposition to non-doubling measures µ.
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3.3. Applications. Equipped with the vector-valued median oscillation decompo-
sition, we can verbatim run through the proof of Hyto¨nen, Lacey, and Pe´rez’s [30]
and Lerner’s [46] domination theorem (see Theorem 3.4). Combining this with
Conde-Alonso and Rey’s [9] domination theorem yields:
Theorem 3.8 (Pointwise dyadic domination for CZOs). Let T be a vector-valued
Caldero´n–Zygmund operator. Let α denote the Ho¨lder exponent in the Ho¨lder con-
dition for the kernel. Let f ∶ Rd → E be supported on a cube S0. Then, there exists
a sparse collection Su in each shifted dyadic system Du such that
1S0 ∣T (1S0f)∣E ≲T ∑
u∈{0, 12 , 23 }d ∑S∈Su⟨f⟩S1S
almost everywhere.
As in the real-valued setting, this together with the A2 estimate for the operator
f ↦ ∑S∈S⟨f⟩S1S , which was proven in three lines by Cruz-Uribe, Martell, and Pe´rez
[10], implies:
Corollary 3.9 (A2 theorem for vector-valued CZOs, in [A]). Let T be a vector-
valued CZO. Then, ∥T ∥L2
E
(w)→L2
E
(w) ≲T [w]A2
for all weights w ∈ A2.
We can use the non-doubling median oscillation decomposition together with
Conde-Alonso and Rey’s [9] domination theorem to yield an alternative proof for
the following domination theorem by Lacey [37]:
Corollary 3.10 (Alternative proof for Lacey’s [37] domination theorem). Let µ be
a (possibly non-doubling) locally finite Borel measure. Let Tµ be a dyadic martingale
transform associated with the coefficients {Q}Q∈D satisfying ∣Q∣ ≤ 1 for every Q ∈D. Let f ∶ Rd → R be supported on a cube S0. Then, there exists a µ-sparse
collection S of dyadic subcubes of S0 such that
1S0 ∣Tµ (f1S0)∣ ≲T ∑
S∈S⟨f⟩µS1S
µ-almost everywhere.
3.4. Recent developments. Hyto¨nen, Lacey, and Pe´rez [30] and Lerner [46] proved
that CZOs are pointwise dominated by sparse dyadic operators of complexity k (see
Theorem 3.4), which are operators of the form
f ↦ ∑
S∈S⟨f⟩S(k)1S
associated with a non-negative integer k (which is called complexity) and a sparse
collection S. Further, Lerner [45] proved that CZOs are dominated in any Banach
function space norm (in particular, in the Lp norm) by sparse dyadic operators
of complexity zero, and, at present, it is known that this domination holds even
pointwise:
Theorem 3.11 (Pointwise dyadic domination for CZOs). Let T be a Caldero´n–
Zygmund operator. Let α denote the Ho¨lder exponent in the Ho¨lder condition for
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the kernel. Let f ∶ Rd → R be supported on a cube S0. Then, there exists a sparse
collection Su in each shifted dyadic system Du such that
1S0 ∣T (1S0f)∣ ≲T ∑
u∈{0, 12 , 23 }d ∑S∈Su⟨f⟩S1S .
By now, there are three proofs for this theorem:● by Conde-Alonso and Rey [9]. They proved that each positive dyadic op-
erator of arbitrary complexity is pointwise dominated by an operator of
complexity zero, with a linear dependence in the complexity. (Combining
this with the result of Hyto¨nen, Lacey, and Pe´rez [30] and Lerner [46] yields
the theorem.)● by Lerner and Nazarov [47];● by Lacey [37]. This approach works also for kernels such that the modulus
of continuity ω ∶ R+ → R+ in the regularity estimate
∣K(x, y) −K(x′, y)∣ ≤ ∥K∥CZωω( ∣x − x′∣∣x − y∣ ) 1∣x − y∣d for ∣x − x′∣∣x − y∣ < 12
satisfies the Dini condition ∫ ∞0 ω(t) dtt < ∞, whereas the other approaches
work only under the stronger regularity condition ∫ ∞0 ω(t) log 1t dtt < ∞,
which originates from the summability of the series ∑∞k=0 ω(2−k)k.
We remark that Lerner and Nazarov’s [47] and Lacey’s [37] proof each work for
Banach space valued functions. Thus, these methods, which have appeared after
the article [A], can be alternatively used to prove pointwise dyadic domination
theorems in the vector-valued setting, without using vector-valued median.
The key observation behind all the pointwise domination results discussed in this
section is that the weak L1 → L1,∞ estimate implies that the operator 1QT (f1Q)
is dominated by the average ⟨f⟩Q, except for a small portion of the cube Q:
∣{∣1Q(Tf1Q)∣ > 2∥T ∥L1→L1,∞⟨∣f ∣⟩Q}∣ ≤ 1
2
∣Q∣.
This is implicit in the estimate ωλ(1QT (f1Q);Q) ≲λ ∥T ∥L1→L1,∞⟨f⟩S , which is used
to yield pointwise domination via the median oscillation decomposition.
However, the median oscillation decomposition is tailored for functions, not for
operators. Thus, applying it to the function Tf takes into account the range side
(the function Tf) but ignores the domain side (the function f). Roughly speaking,
the improved domination results stem from exploiting the structure of the operator
hands-on so that both the domain and the range side are controlled.
4. Testing conditions
The basic idea is to characterize the boundedness of an operator T ∶ Lp → Lq by
its action on a restricted class of functions. We study quantitative norm inequalities:
The aim is to understand how the operator norm ∥T ∥Lp→Lq depends on certain
relevant quantities, such as the constants in the testing conditions, or the constant
in the estimates for the kernel of an integral operator.
4.1. Testing conditions for CZOs. For CZOs, the pioneering testing condition
was obtained by David and Journe´ [14]:
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Theorem 4.1 (Global T1 theorem for CZOs, [14]). Let T be a singular integral
operator whose kernel satisfies the standard estimates. Then the operator T ∶ L2 →
L2 is bounded if and only if it satisfies the weak boundedness property,
(4.1) ⟨1Q, T1Q⟩ ≲ ∣Q∣ for every Q ∈ D,
and the testing conditions
T1 ∈ BMO,
T ∗1 ∈ BMO.(4.2)
As shown by Stein [60], the global conditions (4.2) together with the weak bound-
edness property (4.1) are equivalent to the local conditions (4.3). Therefore:
Theorem 4.2 (Local T1 theorem for CZOs). Let T be a singular integral operator
whose kernel satisfies the standard estimates. Then the operator T ∶ L2 → L2 is
bounded if and only if it satisfies the testing conditions:∥1QT (1Q)∥L2 ≲ T∣Q∣1/2,∥1QT ∗(1Q)∥L2 ≲ T∗∣Q∣1/2(4.3)
for every Q ∈ D.
The idea of a global Tb theorem was introduced by David, Journe´ and Semmes
[13], and McIntosh and Meyer [50]: Instead of testing the operators T and T ∗
against the function 1 as in Theorem 4.1, they are tested against non-degenerate
functions b and b∗. The idea of a local Tb theorem was introduced by Christ [8]:
Instead of testing the operators T and T ∗ against the family of function {1Q}Q∈D as
in Theorem 4.2, they are tested against family of functions {bQ}Q∈D and {b∗Q}Q∈D,
such that each function bQ satisfies certain non-degeneracy and integrability con-
ditions on its cube. One advantage of more flexible testing conditions is that they
are easier to check.
The subsequent development of the T1 theorems for CZOs includes, among other
things, proceeding along (or combining) the following lines:● Weakening the integrability conditions bQ, b∗Q, T bQ, T ∗b∗Q in local Tb theo-
rems.● Extending T1/Tb theorems to non-homogeneous setting, pioneered by Tolsa,
and by Nazarov, and Treil, and Volberg [52].● Extending T1/Tb theorems to vector-valued functions, pionereed by Figiel
[16], and to operator-valued kernels, pioneered by Hyto¨nen and Weis [24].
For the current state of art, see Hyto¨nen and Nazarov [23] for a local Tb theorem
with the weakest integrability conditions, Hyto¨nen and Va¨ha¨kangas [31] for a non-
homogeneous, operator-valued, local Tb theorem, and Lacey and Martikainen [38]
for a non-homogeneous, local Tb theorem with the L2 integrability conditions.
4.2. Two weight testing conditions for positive operators. For an operator
T ( ⋅σ) ∶ Lp(σ) → Lq(ω) and its adjoint T ∗( ⋅ω) ∶ Lq′(ω) → Lp′(σ), the direct and
the dual testing condition (4.3) reads∥1QT (1Qσ)∥Lq(ω) ≲ σ(Q)1/p∥1QT ∗(1Qω)∥Lp′(σ) ≲ ω(Q)1/q′ .(4.4)
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Characterizing the Lp(σ)→ Lq(ω) boundedness by means of such testing conditions
was pioneered by Sawyer [58, 57]. He used them to characterize the boundedness of
a large class of integral operators with non-negative kernels, in particular, fractional
integrals and Poisson integrals, and of dyadic maximal operators.
We consider the following positive dyadic operators:
Definition 4.3 (Dyadic maximal operator). The dyadic maximal operator Mλ( ⋅σ)
is defined by
Mλ(fσ) ∶= sup
Q∈DλQ ∫Q f dσ1Q.
Definition 4.4 (Positive dyadic operator). The positive dyadic operator Aλ( ⋅σ) is
defined by
Aλ(fσ) ∶= ∑
Q∈DλQ ∫Q f dσ1Q,
We use the convention that, for a dyadic operator T defined by a formula that
involves an indexing (typically a summation or supremum) over the collection D
of dyadic cubes, the localized operator TR is the operator defined by the same
formula, except that the indexing is now over the localized collection D(R) ∶= {Q ∈D ∶ Q ⊆ R}. Following this convention, the localizations Mλ,R( ⋅σ) and Aλ,R( ⋅σ)
are defined by
Mλ,R(fσ) ∶= sup
Q∈D∶
Q⊆R
λQ ∫
Q
f dσ1Q and Aλ,R(fσ) ∶= ∑
Q∈D∶
Q⊆R
λQ ∫
Q
f dσ1Q.
For dyadic maximal operators, the Lp(σ) → Lq(ω) boundedness was character-
ized by Sawyer [57]:
Theorem 4.5 (Two-weight testing condition for dyadic maximal operators, [57]).
Let 1 < p ≤ q <∞. Let {λQ}Q∈D be positive real-numbers. Then∥Mλ( ⋅σ)∥Lp(ω)→Lq(ω) ≂p,q M,
where M is the least constant in the direct Sawyer testing condition:∥Mλ,R(1Rσ)∥Lq(ω) ≤Mσ(R)1/p
for every R ∈ D.
For positive dyadic operators, the Lp(σ)→ Lq(ω) boundedness was first charac-
terized for p = q = 2 by Nazarov, Treil, and Volberg [51] by the Bellman function
technique, and for 1 < p ≤ q < ∞ by Lacey, Sawyer, and Uriarte-Tuero [41] by
techniques that are similar to the ones used by Sawyer [58]:
Theorem 4.6 (Two-weight testing condition for positive dyadic operators, [51,
41]). Let 1 < p ≤ q <∞. Let {λQ}Q∈D be positive real numbers. Then,∥Aλ( ⋅σ)∥Lp(σ)→Lq(ω) ≂q,p A +A∗,
where A and A∗ are the least constants in the direct and the dual Sawyer testing
condition: ∥Aλ,R(1Rσ)∥Lq(ω) ≤ Aσ(R)1/p,∥A∗λ,R(1Rω)∥Lp′(σ) ≤ A∗ω(R)1/q′
for every R ∈ D.
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Alternative proofs were obtained by Treil [65] by splitting the summation over
dyadic cubes in the dual pairing by the condition ‘σ(Q)(⟨f⟩σQ)p > ω(Q)(⟨g⟩ωQ)q′ ’,
and by Hyto¨nen [27] by splitting the summation by using parallel stopping cubes.
The technique of parallel stopping cubes originates from the work of Lacey, Sawyer,
Shen, and Uriarte-Tuero [40] on the two-weight boundedness of the Hilbert trans-
form.
Flavour of the proof by the technique of stopping cubes. In the unweighted case, the
characterization for the boundedness of positive dyadic operators can be proven by
the technique of stopping cubes as follows. For f ∈ Lp(σ), let F be the stopping
family F defined by the stopping children
chF(F ) ∶= { F ′ ⊆ F maximal with ⟨f⟩µF ′ > 2⟨f⟩µF }.
Now,∥Aλ(fµ)∥Lq(µ)= ∥∑
F ∈F ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥Lq(µ) ∑
Q∈D = ∑F ∈F ∑Q∈D∶
piF(Q)=F
≂q ( ∑
F ∈F∥ ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥q
Lq(µ))1/q the Lp variant of Pythagoras’ theorem
≲p ( ∑
F ∈F (⟨f⟩µF )q∥Aλ,F (1Fσ)∥qLq(µ))1/q ⟨f⟩µQ ≲ ⟨f⟩µpiF(Q)≲ A( ∑
F ∈F (⟨f⟩µF )qµ(F )q/p)1/q the direct testing condition≤ A( ∑
F ∈F (⟨f⟩µF )pµ(F ))1/p ∣ ⋅ ∣`q ≤ ∣ ⋅ ∣`p whenever q ≥ p≲p,C A∥f∥Lp(µ). the Carleson embedding theorem
In the two weight case, the obstacle to applying the Lp variant of Pythagoras’
theorem is that a σ-sparse collection (resulting from the stopping condition related
to f ∈ Lp(σ)) fails in general to be ω-sparse. This obstacle can be circumvented by
using parallel stopping cubes: The norm inequality is dualized, a stopping family F
related to f ∈ Lp(σ) and a stopping family G related to g ∈ Lq′(ω) are introduced,
and the sum over dyadic cubes Q is splitted by the condition ‘piF(Q) ⊆ piG(Q)’.
5. Dyadic representation for CZOs and the T1 theorem
The basic idea is to represent a complicated operator by means of simple opera-
tors and deduce properties for the complicated operator from the properties of the
simple operators.
5.1. Background.
Dyadic shifts and paraproducts. The shifted Haar projection DiK of complexity (i+1)
associated with a dyadic cube K ∈ D is defined by
DiKf ∶= ∑
I∈D∶I⊆K,
`(I)=2−i`(K)
DIf.
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The averaging operator AK is defined by
AKf(x) ∶= 1K(x)∣K ∣ ∫K aK(x, y)f(y)dy.
Definition 5.1. A (cancellative) dyadic shift Sjia associated with parameters (j, i)
and kernels {aK ∶ Rd ×Rd → R}K∈D is defined by
Sjia f ∶= ∑
K∈DD
j
KAKD
i
Kf.
In the definition, we assume that the family {aK(x,x′) ∶ K ∈ D, x ∈ K,x′ ∈ K} of
real-numbers is bounded. We use the shorthand sup{∣a∣} ∶= supx,x′∈K,K∈D ∣aK(x,x′)∣.
Definition 5.2. The dyadic paraproduct Πb associated with a function b ∶ Rd → R
is defined by
Πbf ∶= ∑
Q∈DDQb ⟨f⟩Q.
Dyadic representation for CZOs. Dyadic shifts and paraproducts are dyadic model
operators for CZOs: Petermichl [54] proved that the Hilbert transform can be
represented as a particular dyadic shift averaged over randomized dyadic systems,
and Hyto¨nen [26] that every CZO can be represented as a series of dyadic shifts
and paraproducts averaged over randomized dyadic systems:
Theorem 5.3 (Dyadic representation theorem, [26, 25]). Let T be a Caldero´n–
Zygmund operator. Then, for some dyadic shifts Sij
aijω ,Dω and for the dyadic para-
products ΠT1,Dω and ΠT ∗1,Dω , we have⟨g, Tf⟩ ≂ Eω⟨g, ( ∑
i≥0,j≥0S
ij
aijω ,Dω +ΠT1,Dω + (ΠT ∗1,Dω)∗)f⟩
for all g ∈ C10 and f ∈ C10 . Moreover,
sup{∣aijω ∣} ≲d,α (∥K∥CZ0 + ∥K∥CZα + ∥T ∥WBP)Pd,α(max{i, j})2−αmax{i,j}
for some polynomial Pd,α.
For a detailed proof of the dyadic representation theorem, see Hyto¨nen’s [25]
lecture notes on the A2 theorem. The dyadic representation is closely related to
T1 theorems: In fact, the dyadic shifts originate from singling out certain terms as
model operators in the decomposition involved in the proof of T1 theorems.
Flavour of the proof of the dyadic representation theorem. A rough outline of the
proof is as follows. (We assume that T1 = 0 and T ∗1 = 0, or, in other words, we
ignore the extraction of paraproducts.) First, we single out the dyadic shifts. By
using the Haar decompositions g = ∑J DJg and f = ∑I DIf , we have ⟨g, Tf⟩ =∑I,J⟨DJg, TDIf⟩. We use a dyadic system in which every pair I and J of dyadic
cubes has a common dyadic ancestor. Now, we can rearrange the summation ac-
cording to the least common dyadic ancestor K = I ∨ J of I and J , and according
to the side lengths of I and J relative to K:∑
I,J
= ∑
i≥0,j≥0∑K ∑I,J ∶I∨J=K
`(I)=2−i`(K)
`(J)=2−j`(K)
.
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By using this, we can write⟨g, Tf⟩ =∑
I,J
⟨DJg, TDIf⟩ = ∑
i≥0,j≥0⟨g,∑K DjKAjiKDiKf⟩ = ∑i≥0,j≥0⟨g,Sijaijf⟩,
from which we can read out the kernels
(5.1) aijK(x′, x) ∶= ∣K ∣ ∑
I,J ∶I∨J=K
`(I)=2−i`(K)
`(J)=2−j`(K)
hJ(x′)hI(x)⟨hJ , ThI⟩.
Next, we estimate the kernels of the dyadic shifts. A randomization of dyadic
systems is introduced in order to force that every dyadic cube lies far away from
the boundary of its dyadic ancestors. This together with the standard estimates
implies an exponential decay for the kernels of dyadic shifts:
(5.2) sup{∣aijK(x′, x)∣ ∶K ∈ D, x′ ∈K,x ∈K} ≲T Pd,α(max{i, j})2−αmax{i,j}
for some polynomial Pd,α.
Boundedness of dyadic shifts. Dyadic shifts are bounded on Lp for 1 < p < ∞.
Indeed, they are bounded on L2, which follows from Pythagoras’ theorem together
with the orthogonality of Haar projections,∥Djif∥L2 = ( ∑
K∈D∥DjKAKDiKf∥2L2)1/2 ≲ ( ∑K∈D∥AKDiKf∥2L2)1/2≤ sup{∣a∣}( ∑
K∈D∥DiKf∥2L2)1/2 = sup{∣a∣}∥ ∑K∈DDiKf∥L2 = sup{∣a∣}∥f∥L2 .
Their boundedness from L1 to L1,∞ can be proven by using the Caldero´n–Zygmund
decomposition together with their boundedness on L2. Now, from the Marcinkiewicz
interpolation theorem, it follows that dyadic shifts are bounded on Lp for 1 < p ≤ 2,
and hence, by duality, on Lp for 2 ≤ p <∞.
Note that, in order to sum the series in the representation, it is required that the
bound for dyadic shifts does not grow too rapidly with the complexity. The weak-L1
bound with an exponentially increasing dependence on the complexity was proven
by Lacey, Petermichl, and Reguera [39], and with linearly increasing dependence
by Hyto¨nen [26]:
Theorem 5.4 (Dyadic shifts are bounded with linear depence on complexity, [26]).
Let Ska be a dyadic shift of complexity k and associated with the kernels {aK}K∈D.
Then ∥Ska∥Lp→Lp ≲p k ⋅ sup{∣a∣}.
Testing conditions for dyadic paraproducts. The characterization of the Lp → Lp
boundedness of dyadic paraproducts is classical:
Theorem 5.5 (Testing conditions for real-valued dyadic paraproducts). We have∥Πb∥Lp→Lp ≂ ∥b∥BMOp .
T1 theorem via the dyadic representation. Combining Theorem 5.3 and Theorem
5.4 yields:
Corollary 5.6 (Quantitative T1 theorem for CZOs, [25]). Let T be a Caldero´n–
Zygmund operator. Then∥T ∥Lp→Lp ≲d,α,p ∥K∥CZ0 + ∥K∥CZα + ∥T ∥WBP + ∥T1∥BMO + ∥T ∗1∥BMO.
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5.2. Article [B]. In the article [B], we study operator-valued CZOs. The operator-
valued setting follows the by-now-usual paradigm of doing Banach-space valued
harmonic analysis beyond Hilbert space: Orthogonality of vectors is replaced with
unconditionality of martingale differences, and uniform boundedness of operators
withR-boundedness. The proof of the dyadic representation theorem for real-valued
CZOs works verbatim for operator-valued CZOs:
Theorem 5.7 (Operator-valued dyadic representation theorem, [B]). Let E be a
Banach space. Let T be an operator-valued CZO. Then, for some operator-valued
dyadic shifts Sij
aijω ,Dω and for the operator-valued dyadic paraproducts ΠT1,Dω and
ΠT ∗1,Dω , we have⟨g, Tf⟩ ≂ Eω⟨g, ( ∑
i≥0,j≥0S
ij
aijω ,Dω +ΠT1,Dω + (ΠT ∗1,Dω)∗)f⟩.
for all g ∈ C10(Rd;R)⊗E∗ and f ∈ C10(Rd;R)⊗E. Moreover,R{aijω } ≲d,α (RCZ0 +RCZα +RWBP)2(1/)2−(1−)αmax{i,j}
for any auxiliary parameter  with 0 <  < 1.
Remark. For computational simplicity, in the operator-valued case, the result is
proven with the decay factor 2(1/)2−(1−)αmax{i,j}. Nevertheless, as in the scalar-
valued case, the result also holds with the decay factor Pd,α(max{i, j})2−αmax{i,j}
for some polynomial Pd,α. The specific decay factor originates from a specific choice
of the boundary function in the definition of goodness.
However, as seen from the equality (5.1), the family {aK}K∈D of kernels involved
in a dyadic shift Sa and also the function T1 involved in the paraproduct ΠT1 are
now operator-valued. This leads to the following operators:
Definition 5.8 (Operator-valued dyadic shifts). Let E be a Banach space. A
dyadic shift Sjia associated with parameters (j, i) and operator-valued kernels {aK ∶
Rd ×Rd → L(E)}K∈D is defined by
Sjia f ∶= ∑
K∈DD
j
KAKD
i
Kf.
It is assumed that the R-bound for the family of operators,R{a} ∶=R{aK(x,x′) ∈ L(E) ∶K ∈ D, x ∈K,x′ ∈K},
is finite.
Definition 5.9 (Operator-valued dyadic paraproducts). Let E be a Banach space.
The dyadic paraproduct associated with an operator-valued function b ∶ Rd → L(E)
is defined by
Πbf ∶= ∑
Q∈DDQb ⟨f⟩Q.
The main results of the article [B] are about the boundedness of dyadic shifts
and paraproducts:
Theorem 5.10 (Operator-valued dyadic shifts are bounded, [B]). Let E be a UMD
space. Let Ska be an operator-valued dyadic shift associated with a family of kernels{aK ∶ Rd ×Rd → L(E)}K∈D and having the complexity k. Then∥Ska∥LpE→LpE ≲p kβp(E)2R{a}.
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Theorem 5.11 (Boundedness of operator-valued dyadic paraproduct is character-
ized by the direct L∞ testing condition, [B]). Let E be a Banach space. Let Πb be
an operator-valued paraproduct associated with a function b ∶ Rd → L(E). Then
∥Πb∥Lp
E
→Lp
E
≂p P,
where P is the least constant in the direct L∞ testing condition:
∥Πb,Rf∥Lp
E
≤P∥f∥L∞
E
(R)∣R∣1/p
for every R ∈ D and f ∈ L∞E (R).
Note that, in the real-valued case, this reduces to the characterization by the
BMO condition (see Theorem 5.5) because in that case Burkholder’s inequality
implies that
∥ ∑
Q∈D∶
Q⊆R
DQb⟨f⟩Q∥Lp ≤ βp∥f∥L∞(R)∥ ∑
Q∈D∶
Q⊆R
DQb∥Lp
= βp∥f∥L∞(R)∥1R(b − ⟨b⟩R)∥Lp ≤ βp∥b∥BMOp∥f∥L∞(R)∣R∣1/p.
Flavour of the proof of the boundedness of dyadic shifts by decoupling of martingale
differences. The outline of a typical proof involvingR-boundedness is to randomize,
useR-boundedness, and remove the randomization. The UMD property is typically
used in introducing or removing the randomization.
The twist in our proof is rewriting the integration by means of an auxiliary
probability measure, which has the advantage that it can be integrated out: By
using the normalized infinite product measure dµ¯(x) =∏K∈D 1µ(K) dµ∣K(xK) with
x = (xK)K∈D, we rewrite
⟨g,Sjia f⟩ =∑
K
∫ gDjKAaDiKf dµ =∑
K
∫ DjKgAaDiKf dµ
=∑
K
∣K ∣∫ DjKg(yK)∫ aK(yK , xK) 1∣K ∣ dµ∣K(xK)DiKf(xK) 1∣K ∣ dµ∣K(yK)= ∫ ∫ ∫ (∑
K
1K(z)DjKg(yK)aK(yK , xK)DiKf(xK))dµ¯(y)dµ¯(x)dµ(z).
By introducing random signs using the identity ∑K = ∑K,L δKL = ∑K,LE(LK),
applying Ho¨lder’s inequality, and applying the definition of R-boundedness, we
obtain
⟨g,Sjia f⟩ ≤(E∥∑
L
L1L(z)DjKg(yK)∥LpE(dµ¯(y)dµ(z)))1/p′
×R{a} × (E∥∑
K
K1K(z)DiKf(xK)∥pLp
E
(dµ¯(x)dµ(z)))1/p.
Now, the key observation is that {DiKf}K∈D becomes a martingale difference se-
quence (see Observation 2.9), once the dyadic scales in the collection D are sepa-
rated by the integer (i + 1). Then, we can remove the randomization by using the
decoupling of martingale differences (see Theorem 2.11).
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5.3. Corollaries. By using the direct L∞ testing condition, we can give a new
proof for the following sufficient condition:
Corollary 5.12 (A new proof of a sufficient condition for the boundedness of
operator-valued paraproducts, [28]). Let p ∈ (1,∞). Let E be a UMD space. Let
b ∶ Rd → L(E). Assume that b takes values in a UMD subspace U of L(E). Then∥Πbf∥Lp
E
→Lp
E
≲p βp(E)2βp(U)∥b∥BMOpU .
This sufficient condition for the boundedness of the paraproduct Πb ∶ LpE → LpE
associated with an operator-valued function b ∶ Rd → L(E) was proven by Hyto¨nen
[28] by using interpolation and decoupling of martingale differences. Precursors of
this operator-valued result (under stronger assumptions) were obtained by Hyto¨nen
and Weis [24], based on unpublished ideas of Bourgain recorded by Figiel and
Wojtaszczyk [15] in the case of a scalar-valued function b ∶ Rd → R.
Similarly as in the real valued case, the dyadic representation theorem together
with the boundedness of dyadic shifts and paraproduct gives a new proof for an
operator-valued global T1 theorem:
Corollary 5.13 (A new proof of a T1 theorem for operator-valued kernels). Let T
be an operator-valued CZO. Assume that T1 ∈ BMOpU and T ∗1 ∈ BMOp′U∗ for some
UMD subspaces U ⊂ L(E) and U∗ ⊂ L(E∗). Then∥T ∥Lp
E
→Lp
E
≲d,p,α,U,U∗ (RCZ0 +RCZα +RWBP + ∥T1∥BMOpU + ∥T ∗1∥BMOp′U∗ )βp(E)2.
This T1 theorem is a particular case of Hyto¨nen’s operator-valued, nonhomoge-
neous, global Tb theorem [28]. Earlier results of this type include the first vector-
valued T1 theorem by Figiel [16], and the first operator-valued T1 theorem by
Hyto¨nen and Weis [24].
5.4. Related developments. Pott and Stoica [55] study the dependence of the
operator norm ∥T ∥Lp
E
→Lp
E
of vector-valued Caldero´n–Zygmund operators on the
UMD constant βp(E). First, by using the Bellman function technique, they prove:
Theorem 5.14 (Self-adjoint vector-valued dyadic shifts depend linearly on the
UMD constant [55]). Let 1 < p < ∞. Let E be a UMD space. Let Sk be a self-
adjoint dyadic shift with the complexity k. Then∥Sk∥Lp
E
(R)→Lp
E
(R) ≲ k2k/2βp(E).
Then, by using the dyadic representation theorem, they pass the estimate to
CZOs: ∥T ∥Lp
E
(R)→Lp
E
(R) ≲T βp(E) whenever T1 = T ∗1 = 0 and the kernel is even
and satisfies the Ho¨lder condition with the Ho¨lder exponent α > 1/2. (The condition
T1 = T ∗1 = 0 implies that the paraproducts vanish, the condition that the kernel is
even implies that only self-adjoint dyadic shifts appear, and the condition α > 1/2
implies that the series converges.)
Both we (Theorem 5.10) and Pott and Stoica (Theorem 5.14) prove an estimate
for vector-valued dyadic shifts. However, the goals are different: Our goal is an
estimate with a linear dependence in complexity, whereas theirs is an estimate with
a linear dependence in the UMD constant. It is interesting that in the statements
there is a tradeoff between complexity and UMD constant: On the one hand, our
estimate depends linearly on the complexity, whereas theirs exponentially; on the
other hand, their estimate depends linearly on the UMD constant, whereas ours
depends quadratically.
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5.5. Open questions. A well-known open question is whether the operator norm
of vector-valued Caldero´n–Zygmund operators depends linearly on the UMD con-
stant? Especially, does the operator norm of the Hilbert transform depend linearly
on the UMD constant? As in Pott and Stoica’s proof strategy, an affirmative an-
swer to this question would follow via the dyadic representation theorem from an
affirmative answer to the following open question:
Question 5.15. Does the operator norm of vector-valued dyadic shifts satisfy an
estimate that is linear in the UMD constant and polynomial in the complexity? Does
the operator norm of vector-valued paraproducts satisfy an estimate that is linear
in the UMD constant?
In the article [B], the LpE(µ) → LpE(µ) boundedness of operator-valued dyadic
paraproducts Πµb is characterized by the direct L
∞ testing condition, in the case of
an arbitrary (possibly non-UMD) Banach space E but a doubling measure µ. (This
characterization is stated in the case of the Legesgue measure as Theorem 5.11, but
the proof of the characterization works verbatim also in the case of any doubling
measure.) Does the characterization by means of the L∞ testing condition hold
even for an arbitrary (possibly non-doubling) measure? In particular:
Question 5.16. Let E be a Banach space with the UMD property. Let µ be a locally
finite (possibly non-doubling) measure. Let b ∶ Rd → L(E) be a locally integrable
function. Then, is the boundedness of the dyadic paraproduct Πµb ∶ LpE(µ)→ LpE(µ),
which is defined by
Πµb f ∶= ∑
Q∈DD
µ
Qb⟨f⟩µQ1Q,
characterized by the direct L∞ testing condition?
6. Testing condition for positive operators: Case Lp → Lq with
1 < q < p
In this section, the coefficients {λQ}Q∈D are non-negative real numbers.
6.1. Background.
Linear case. Generalizing Hedberg and Wolff’s [21] dyadic non-linear potential as-
sociated with the fractional integral operator, Cascante, Ortega, and Verbitsky [6]
introduce the discrete Wolff potential
W p
′
λ,σ[ω] ∶= ∑
Q∈DλQσ(Q)( 1σ(Q) ∑R⊆QλRσ(R)ω(R))p
′−1
1Q
associated with the dyadic positive operator Aλ( ⋅σ) ∶ Lp(σ)→ Lq(ω) defined by
Aλ(fσ) ∶= ∑
Q∈DλQ ∫ f dσ1Q.
In another paper [7], they characterize the boundedness of Aλ( ⋅σ) ∶ Lp(σ)→ Lq(σ)
for 0 < q < p < ∞ and p > 1 by means of the discrete Wolff potential W p′λ,σ[ω],
under the additional assumption that the pair (σ,λ) satisfies the dyadic logarithmic
bounded oscillation condition. Tanaka [62] characterizes the boundedness without
this additional assumption, but for the more restricted range of exponents 1 < q <
p <∞, which is easier in that duality can be used:
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Theorem 6.1 (Characterization by means of discrete Wolff potentials, [62]). Let
1 < q < p <∞. Define r ∈ (1,∞) by 1
r
∶= 1
q
− 1
p
. Then,
∥Aλ( ⋅σ)∥ ≂p ∥(W p′λ,σ[ω])1/p′∥Lr(ω) + ∥(W qλ,ω[σ])1/q∥Lr(σ).
From the proof of Tanaka’s characterization [62], we can single out the following
characterization by sequential testing conditions, which can be viewed as a gen-
eralization of the Sawyer testing conditions (in fact, the Sawyer testing conditions
correspond to the sequential testing conditions with the value r =∞ of the auxiliary
exponent):
Theorem 6.2 (Characterization by sequential testing conditions, [C]). Let 1 < q <
p <∞. Define an auxiliary exponent r ∈ (1,∞) by 1
r
∶= 1
q
− 1
p
. Then,∥Aλ( ⋅σ)∥ ≂p A +A∗,
where A and A are the least constants in the sequential testing conditions:
∣{∥AF (1Fσ)∥Lq(ω)
σ(F )1/p }
F ∈F ∣`r(F) ≤ A
∣{∥AG(1Gω)∥Lp′(σ)
ω(G)1/q′ }
G∈G∣`r(G) ≤ A∗
for every σ-sparse collection F ⊆ D, and ω-sparse collection G ⊆ D.
The dyadic maximal operator Mλ( ⋅σ) ∶ Lp(σ)→ Lq(ω) is defined by
Mλ(fσ) ∶= sup
Q∈DλQ ∫Q f dσ1Q.
Its Lp(σ) → Lq(ω) boundedness for the exponents satisfying 0 < q < p < ∞ and
p > 1 is characterized by Verbitsky [67]:
Theorem 6.3 ([67]). Let 0 < q < p < ∞ and p > 1. For each finite subcollectionQ ⊆ D of dyadic cubes, define the auxiliary function Mλ,Q(σ) by
Mλ,Q(σ)(x) ∶= inf
Q∈Q∶
Q∋x supR∈D∶R⊆Q
R∋x
λRσ(R).
Then the maximal function Mλ( ⋅σ) ∶ Lp(σ)→ Lq(ω) is bounded if and only if
(6.1) ∫ sup
Q∈Q ( 1Qσ(Q) ∫QMλ,Q(σ)q dω)
q
p−q
Mλ,Q(σ)q dω ≲ 1
for all finite subcollections Q ⊆ D of dyadic cubes.
For each collection E = {E(Q) ⊆ Q} of pairwise disjoint sets, the linearized
maximal operator ME,λ( ⋅σ) is defined by
ME,λ(fσ) ∶= ∑
Q∈DλQ ∫Q f dσ1E(Q).
The linearized maximal operator is related to the maximal operator via the obser-
vation that for each function f there exists pairwise disjoint sets Ef = {E(Q) ⊆ Q}
such that Mλ(fσ) =MEf ,λ(fσ). Therefore,∥Mλ( ⋅σ)∥Lp(σ)→Lq(ω) = supE ∥ME,λ( ⋅σ)∥Lp(σ)→Lq(ω).
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Flavour of the proof of the sufficiency of sequential testing conditions for positive
dyadic operators in the unweighted case. For f ∈ Lp(µ), let F be the stopping familyF defined by the stopping children
chF(F ) ∶= { F ′ ⊆ F maximal with ⟨f⟩µF ′ > 2⟨f⟩µF }.
Now,∥Aλ(fµ)∥Lq(µ)= ∥∑
F ∈F ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥Lq(µ) ∑
Q∈D = ∑F ∈F ∑Q∈D∶
piF(Q)=F
≂q ( ∑
F ∈F∥ ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥q
Lq(µ))1/q the Lp variant of Pythagoras’
≲p ( ∑
F ∈F (⟨f⟩µF )q∥Aλ,F (1Fµ)∥qLq(µ))1/q ⟨f⟩µQ ≲ ⟨f⟩µpiF(Q)≲ ( ∑
F ∈F (⟨f⟩µF )pµ(F ))1/p
× ( ∑
F ∈F (∥Aλ,F (1Fµ)∥Lq(µ)µ(F )1/p )r)1/r Ho¨lder’s inequality≲ A( ∑
F ∈F (⟨f⟩µF )pµ(F ))1/p the direct sequential testing condition≲p,C A∥f∥Lp(µ). the Carleson embedding theorem
Multilinear case. The bilinear dyadic positive operator Aλ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) ×
Lp2(σ2)→ Lq(ω) is defined by
Aλ(f1σ1, f2σ2) ∶= ∑
Q∈DλQ ∫Q f1 dσ1 ∫Q f2 dσ21Q.
The bi(sub)linear maximal operator Mλ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) × Lp2(σ2) → Lq(ω) is
defined by
Mλ(f1σ1, f2σ2) ∶= sup
Q∈DλQ ∫Q f1 dσ1 ∫Q f2 dσ21Q.
The bilinear linearized maximal operator ME,λ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) × Lp2(σ2) →
Lq(ω) associated with pairwise disjoint sets E = {E(Q) ⊆ Q}Q∈D is defined by
ME,λ(f1σ1, f2σ2) ∶= ∑
Q∈DλQ ∫Q f1 dσ1 ∫Q f2 dσ21E(Q).
Note that, similarly to the linear case, for each pair of functions (f1, f2) there exists
pairwise disjoint sets Ef1,f2 such that
Mλ(f1σ1, f2σ2) =MEf1,f2 ,λ(f1σ1, f2σ2),
from which it follows that∥Mλ( ⋅σ1, ⋅σ2)∥Lp1(σ1)×Lp2(σ2)→Lq(ω) = supE ∥ME,λ( ⋅σ1, ⋅σ2)∥Lp1(σ1)×Lp2(σ2)→Lq(ω).
Li and Sun [48] characterized the boundedness of Aλ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) ×
Lp2(σ2) → Lp′3(ω) for the exponents p1, p2, p3 ∈ (1,∞) with the restriction that
1
pi
+ 1
pj
≥ 1 for every i ≠ j, and Tanaka [63] with the weaker restriction 1
p1
+ 1
p2
+ 1
p3
≥ 1.
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The idea is to reduce the bilinear case to the linear case. A bilinear operator can
be reduced to a linear operator by fixing one of the arguments: From the bilinear
operator Aλ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) × Lp2(σ2) → Lq(ω), we obtain the localized linear
operator Aλ,R( 1Rσ1(R)1/p1 σ1, ⋅σ2) ∶ Lp2(σ)→ Lq(ω) given by
Aλ,R( 1R
σ1(R)1/p1 σ1, f2σ2) ∶= 1σ1(R)1/p1 ∑Q∈D∶Q⊆RλQσ1(Q)∫Q f2 dσ21Q.
The linear operator is then characterized by the Sawyer testing conditions or the
discrete Wolff potential depending on the exponents (Theorem 4.6 for 1 < p ≤ q <∞
or Theorem 6.1 for 1 < q < p <∞). In this way, Li and Sun, and Tanaka prove:
Theorem 6.4 (Characterization for bilinear positive dyadic operators; [48], [63]).
Let p1, p2, p3 ∈ (1,∞). Assume that 1p1 + 1p2 + 1p3 ≥ 1. Then, the bilinear operator
Aλ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) ×Lp2(σ2)→ Lp′3(σ3)
is bounded if and only if the linear operator
Aλ,R( 1R
σi(R)1/pi σi, ⋅σj) ∶ Lpj(σj)→ Lp′k(σk)
is bounded for every R ∈ D and every permutation (i, j, k) of the indices (1,2,3).
For bilinear linearized maximal operators ME,λ( ⋅σ1, ⋅σ2) ∶ Lp1(σ1) ×Lp2(σ2) →
Lq(ω), a similar characterization was proven by Li and Sun [48] for the exponents
p1, p2, q ∈ (1,∞) under the restriction 1p1 ≥ 1q and 1p2 ≥ 1q .
6.2. Article [C]. The discrete Wolff potential, defined by (6.1), relies explicitly on
the structure of positive dyadic operators. Also, in Tanaka’s [62] work, the necessity
of the sequential testing conditions for the boundedness of dyadic positive operators
is proven by using this discrete Wolff potential.
In the article [C], we realise that the sequential testing condition and the Wolff
potential can be used for any positive linear operator:
Proposition 6.5 (Sequential testing condition and a Wolff potential for any posi-
tive linear operator, [C]). Let 1 < q < p <∞. Define the auxiliary exponent r ∈ (1,∞)
by 1
r
∶= 1
q
− 1
p
. Let T ( ⋅σ) ∶ Lp(σ) → Lq(ω) be any positive linear operator. Let
TR( ⋅σ) denote the localization 1RT ( ⋅1Rσ) or the localization T ( ⋅1Rσ). Define the
sequential testing constant Tr by
(6.2) Tr ∶= supF⊆D∶F σ-sparse ∣{
∥TF (1Fσ)∥Lq(ω)
σ(F )1/p }
F ∈F ∣`r(F),
and the abstract Wolff potential W qT,σ[ω] by
(6.3) W qT,σ[ω] ∶= sup
Q∈D
1Q
σ(Q)∥TQ(1Qσ)∥qLq(ω).
Then, the sequential testing constant (6.2) and a norm bound for the abstract
Wolff potential (6.3) are equivalent,
Tr ≂p,q ∥(W qT,σ[ω])1/q∥Lr(σ).
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Futhermore, either of them is necessary for the boundedness of the operator T ( ⋅σ) ∶
Lp(σ)→ Lq(ω),∥(W qT,σ[ω])1/q∥Lr(σ) ≂q,r Tr ≲p,q ∥T ( ⋅σ)∥Lp(σ)→Lq(ω).
Then, in the article [C], we use sequential testing conditions systematically to
characterize the Lp(σ) → Lq(ω) boundedness of linearized maximal operators and
positive dyadic operators and their bilinear analogues. In the linear case, our char-
acterizations offer alternatives to Tanaka’s [62] characterization for linear positive
dyadic operators by means of discrete Wolff potentials, and Verbitsky’s [67] char-
acterization for dyadic maximal operators. For example, for linearized maximal
operators, our characterization reads as follows:
Theorem 6.6 (Boundedness of linearized maximal operators is characterized by
the direct sequential testing condition, [C]). Let 1 < q < p <∞. Define the auxiliary
exponent r ∈ (1,∞) by 1
r
∶= 1
q
− 1
p
. Then∥ME,λ( ⋅σ)∥Lp(σ)→Lq(ω) ≂p T,
where T is the least constant in the sequential testing condition:
∣{∥ME,λ,F (1Fσ)∥Lq(ω)
σ(F )1/p }
F ∈F ∣`r(F) ≤ T
for every σ-sparse collection F .
This yields an alternative characterization for the boundedness of dyadic maxi-
mal operators via the identity∥Mλ( ⋅σ)∥Lp(σ)→Lq(ω) = supE ∥ME,λ( ⋅σ)∥Lp(σ)→Lq(ω).
We remark that Verbitsky’s condition (see Theorem 6.3) for the boundedness of
dyadic maximal operators is more tractable in that it does not involve linearizing
sets E .
In the bilinear case, we obtain characterizations for linearized dyadic maximal
operators and positive dyadic operators for a range of exponents for which there was
no characterization until now. For positive dyadic operators, our characterization
reads as follows:
Theorem 6.7 (Boundedness of bilinear positive dyadic operators is characterized
by sequential testing conditions, [C]). Let p1, p2, p3 ∈ (1,∞). Assume that 1p1 + 1p2 +
1
p3
< 1. We have ∥A( ⋅σ1, ⋅σ2)∥Lp1(σ1)×Lp2(σ2)→Lp′3(σ3) ≂ ∑
φ∈S3T
φ
where S3 is the set of all permutations φ of (1,2,3), and the sequential testing
constant Tφ is defined by
Tφ ∶= supFφ(2),Fφ(3)∣{∣{
∥AFφ(2)(σφ(2), σφ(3))∥Lp′φ(1)(σφ(1))
σφ(2)(Fφ(2))1/pφ(2)σφ(3)(Fφ(3))1/pφ(3) }Fφ(2)∈Fφ(2)∶
Fφ(2)⊆Fφ(3)
∣
`r
φ
2
}
Fφ(3)∈Fφ(3) ∣`r ,
where● the supremum is over all σφ(2)-sparse collections Fφ(2) and all σφ(3)-sparse
collections Fφ(3);
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● the exponents are defined by
1
rφ2
+ 1
pφ(1) + 1pφ(2) = 1, and 1r + 1p1 + 1p2 + 1p3 = 1.
Tanaka [63] suggests that some kind of three-weight generalization of the discrete
Wolff potential is needed to characterize the Lp1(σ1) × Lp2(σ2) → Lp′3(σ3) bound-
edness in the case 1
p1
+ 1
p2
+ 1
p3
< 1. However, it is not obvious how to generalize
the discrete Wolff potential (6.1), and, as far as we know, no such generalization
was found until now. By exploiting sequential testing conditions, we are able to
generalize the discrete Wolff potential in the article [C]. Later, Tanaka [64] extends
the pattern to the n-linear case, with n ≥ 3, from where the notation used in the
statement of the following theorem is taken.
Theorem 6.8 (Characterization by a discrete Wolff potential in the bilinear case,
[C]). Let p1, p2, p3 ∈ (1,∞). Assume that 1p1 + 1p1 + 1p1 < 1. Let φ be a permutation
of (1,2,3). Define the auxiliary exponents by
1
r0
= 1,
1
rφ1
+ 1
pφ(1) = 1,
1
rφ2
+ 1
pφ(1) + 1pφ(2) = 1,
1
r3
+ 1
pφ(1) + 1pφ(2) + 1pφ(3) = 1.
Define the auxiliary coefficients recursively by(λφ0)Q = λQ,
(λφ1)Q = (λφ0)Qσφ(1)(Q)( 1σφ(1)(Q) ∑R∶R⊆Q(λφ0)R
3∏
i=1 σφ(i)(R))r
φ
1 /r0−1
,
⋮
(λφ3)Q = (λφ2)Qσφ(3)(Q)( 1σφ(3)(Q) ∑R∶R⊆Q(λφ2)Rσφ(3)(R))r3/r
φ
2 −1
.
Then, the discrete Wolff potential Wφσφ(1),σφ(2)[σφ(3)] is defined by
Wφσφ(1),σφ(2)[σφ(3)] ∶=∑
Q
(λφ2)Q1Q.
We have
∥Aλ( ⋅σ1, ⋅σ2)∥Lp1(σ1)×Lp2(σ2)→Lp′3(σ3) ≂p ∑
φ∈S3∥(Wφσφ(1),σφ(2)[σφ(3)])1/r
φ
2 ∥Lr3(σφ(3)).
6.3. Recent developments. Tanaka [64] extends his Theorem 6.4 and our Theo-
rem 6.8 to multilinear positive dyadic operators Aλ( ⋅σ1, . . . , ⋅σk) ∶ Lp1σ1 ×⋯×Lpkσk →
Lq(ω) with k ≥ 3. Vuorinen [68] introduces an alternative testing condition, a
randomized testing condition, to characterize the Lp(σ) → Lq(ω) boundedness of
positive dyadic operators for any p, q ∈ (1,∞).
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7. Testing conditions for positive operators: Operator-valued
kernels
7.1. Background. Vector-valued positive dyadic operators have been studied lit-
tle. Let {λQ}Q∈D be non-negative real numbers. In the two weight case, Scurry
[59] considers the sequence-valued operator Sλ,s( ⋅σ) ∶ Lp(σ)→ Lp(ω) defined by
(7.1) Sλ,s ∶= ( ∑
Q∈D (λQ ∫Q f dσ)s1Q)1/s.
and its localization Sλ,s,R( ⋅σ) defined by Sλ,r,R(fσ) ∶= (∑Q∈D∶
Q⊆R (λQ ∫Q f dσ)s1Q)1/s.
Note that the endpoints correspond to maximal operators and positive dyadic opera-
tors: Sλ,s=∞( ⋅σ) =Mλ( ⋅σ) and Sλ,s=1( ⋅σ) = Aλ( ⋅σ). Scurry views this operator as
an operator Lp(σ)→ Lq
`s(D)(ω). Thus, the adjoint operator Uλ( ⋅ω) ∶ Lq′`s′(D)(ω)→
Lp
′(σ) is given by
Uλ( ⋅ω) ∶= ∑
Q∈DλQ ∫Q gQ dω1Q.
By adapting Lacey, Sawyer, and Uriarte-Tuero’s [41] proof of the characterization
for positive dyadic operators, he obtains:
Theorem 7.1 (Sequence-valued two weight testing conditions, [59]). Let 1 < p ≤
q <∞. Let s ∈ (1,∞). Let Sλ,s( ⋅σ) ∶ Lp(σ)→ Lq(ω) be defined as in (7.1). Then,∥Sλ,s( ⋅σ)∥Lp(σ)→Lq(ω) ≂p,q A +A∗,
where A and A∗ are the least constants in the testing conditions:∥Sλ,s,R(1Rσ)∥Lq(ω) ≤ Aσ(R)1/p,∥Uλ,R(gω)∥Lp′(σ) ≤ A∗∥g∥L∞`s′ (D)(R,ω)ω(R)1/q′
for every R ∈ D, and g = (gQ)Q∈D ∈ L∞`s′(D)(R,ω).
In the unweighted case, Nazarov, Treil, and Volberg [52] consider the operator
Sλ,s( ⋅µ) ∶ Lp(µ)→ Lq(µ) defined by
(7.2) Sλ,s( ⋅µ) ∶= ( ∑
Q∈DλQ(⟨f⟩µQ)s1Q)1/s.
Note that the operators (7.1) and (7.2) are reparameterizations of each other:
Scurry’s operator with the coefficients {λQ}Q∈D corresponds to Nazarov, Treil, and
Volberg’s operator with the coefficients {λsQµ(Q)s}Q∈D. By using the Bellman
function technique, Nazarov, Treil, and Volberg prove:
Theorem 7.2 (Sequence-valued unweighted testing condition, [52]). Let p ∈ (1,∞).
Let s ∈ (1,∞), and let {λQ} be non-negative real numbers. Then the following
assertions are equivalent:● The operator Sλ,s( ⋅µ) ∶ Lp(µ)→ Lp(µ) is bounded.● The operator Sλ,s( ⋅µ) ∶ Lp(µ)→ Lp(µ) satisfies the direct testing condition:∥Sλ,s,R(1Rµ)∥Lp
`s(D,β)(µ) ≤ Aµ(R)1/p
for every R ∈ D.
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● The coefficients {λQ} satisfy the Carleson condition:∑
Q∈D∶Q⊆RλQµ(Q) ≤ Cµ(R)
for every R ∈ D.
Moreover, ∥Sλ,s( ⋅µ)∥Lp(µ)→Lp(µ) ≂p,s A ≂p,s C1/p.
7.2. Article [D]. Positive dyadic operators Aλ( ⋅σ) are readily interpreted in the
operator-valued setting: Let (C, ∣ ⋅ ∣C ,≤) and (D, ∣ ⋅ ∣D,≤) be Banach lattices. Let{λQ ∶ C → D}Q∈D be positive linear operators. Then, the operator Aλ( ⋅σ) and its
localization Aλ,R( ⋅σ) are defined by the same formulas as before,
(7.3) Aλ(fσ) ∶= ∑
Q∈DλQ ∫Q f dσ1Q and Aλ,R(fσ) ∶= ∑Q∈DλQ ∫Q f dσ1Q.
The adjoint A∗λ( ⋅ω) and its localization A∗λ,R( ⋅ω) are given similarly,
A∗λ(gω) ∶= ∑
Q∈Dλ
∗
Q ∫
Q
g dω1Q and A
∗
λ,R(gω) ∶= ∑
Q∈Dλ
∗
Q ∫
Q
g dω1Q.
To the author’s knowledge, characterizations of two-weight norm inequalities have
not been studied in an abstract operator-valued setting until the article [D]. Note
that this setting includes the sequence-valued operators (7.1) and (7.2) studied by
Scurry; and Nazarov, Treil, and Volberg.
We emphasize that the crux of the problem of characterizing the LpC(σ)→ LqD(ω)
boundedness of the operator Aλ( ⋅σ) defined by (7.3) is the operator-valuedness of
the coefficients {λQ ∶ C →D}. This is because, in the case that the coefficients {λQ}
are just non-negative real numbers, the vector-valued operator Aλ( ⋅σ) ∶ LpC(σ) →
LqC(ω) and the scalar-valued operator Aλ( ⋅σ) ∶ Lp(σ)→ Lq(ω) have an equal norm,∥Aλ( ⋅σ)∥Lp
C
(σ)→Lq
C
(ω) = ∥Aλ( ⋅σ)∥Lp(σ)→Lq(ω),
and, in this case, the problem of characterizing the boundedness of the vector-
valued operator reduces to characterizing the boundedness of the scalar-valued op-
erator. This equality of the norms follows from realising that, in the case that the
coefficients {λQ} are just non-negative real numbers, the vector-valued operator
Aλ( ⋅σ) ∶ LpC(σ) → LqC(ω) can be viewed as the tensor extension of the (positive
and linear) scalar-valued operator Aλ( ⋅σ) ∶ Lp(σ) → Lq(ω) and applying the fol-
lowing elementary fact:
Proposition 7.3 (Tensor extension of a positive linear operator; see, for example,
[66]). Let E be a Banach space. Let T ∶ Lp(σ) → Lq(ω) be a bounded operator.
Assume that T is linear and positive. Then, the tensor extension T ⊗ IE of the
operator T , which is defined by setting(T ⊗ IE)(∑
n
fnen) ∶=∑
n
T (fn)en
for every finite collection {fn} ⊆ Lp(σ) and {en} ⊆ E, extends to a bounded linear
operator T ⊗ IE ∶ LpE(σ)→ LqE(ω). Furthermore,∥T ⊗ IE∥Lp
E
(σ)→Lq
E
(ω) = ∥T ∥Lp(σ)→Lq(ω).
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Proof. Note that the tensor extension T ⊗ IE is defined on simple functions, which
are functions of the form ∑Nn=1 1Anen with en ∈ E and An ⊆ Rd for n = 1, . . . ,N ,
N ∈ N. Observe that for every simple function f , we have
∣(T ⊗ IE)f ∣E ≤ ∣T (∣f ∣E)∣,
which implies the norm inequality
∥(T ⊗ IE)f∥Lq
E
(ω) ≤ ∥T (∣f ∣E)∥Lq(ω) ≤ ∥T ∥Lp(σ)→Lq(ω)∥f∥Lp
E
(σ).
The proof is completed by extending the operator T ⊗ IE from simple functions to
the whole space LpE(σ) by appealing to the fact that simple functions are dense in
LpE(σ). For complete details, see, for example, Neerven’s lecture notes [66]. 
Our purpose is to characterize the LpC(σ) → LqD(ω) boundedness of positive
dyadic operators Aλ( ⋅σ) in the case that the coefficients {λQ ∶ C → D} are posi-
tive linear operators. The main results of the article [D] are that the two-weight
boundedness of operator-valued dyadic positive operators is characterized by the
direct and the dual L∞ testing conditions, and the unweighted boundedness by the
endpoint direct L∞ testing condition:
Theorem 7.4 (Two-weight boundedness of operator-valued dyadic positive oper-
ators is characterized by the direct and the dual L∞ testing conditions, [D]). Let
1 < p ≤ q < ∞. Let C and D be Banach lattices. Assume that C and D∗ each
have the dyadic Hardy–Littlewood property. Let {λQ ∶ C →D}Q∈D be positive linear
operators. Let the operator Aλ( ⋅σ) and its localization Aλ,R( ⋅σ) be defined as in
(7.3), and the localization A∗λ,R( ⋅ω) of the adjoint A∗λ( ⋅ω) similarly. Then
max{A,A∗} ≤ ∥Aλ( ⋅σ)∥Lp
C
(σ)→Lq
D
(ω) ≲q,p ∥M¯∥Lp
C
→Lp
C
A + ∥M¯∥
Lq
′
D∗→Lq′D∗A∗,
where the testing constants A and A∗ are the least constants in the direct and the
dual L∞ testing conditions:
∥Aλ,R(fσ)∥Lq
D
(ω) ≤ A∥f∥L∞C (R,σ)σ(R)1/p,∥A∗λ,R(g ω)∥Lp′
C∗(σ) ≤ A∗∥g∥L∞D∗(R,ω)ω(R)1/q′ ,
for every R ∈ D, every f ∈ L∞C (R,σ), and every g ∈ L∞D∗(R,ω).
Theorem 7.5 (Unweighted boundedness of operator-valued dyadic positive op-
erators is characterized by the endpoint direct L∞ testing condition, [D]). Let
1 < p ≤ q < ∞. Let C and D be Banach lattices. Assume that C has the Hardy–
Littlewood property. Then, we have
A ≤ ∥Aλ( ⋅µ)∥Lp
C
(µ)→Lq
C
(µ) ≲q,p ∥M¯∥Lp
C
→Lp
C
A,
where the testing constants A is the least constant in the end-point direct L∞ testing
condition: ∥Aλ,R(fµ)∥L1
D
(µ) ≤ A∥f∥L∞C (R,σ)µ(R)1/p+1/q′
for every R ∈ D and every f ∈ L∞C (R,µ).
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Flavour of the proof. The proof is based on the technique of stopping cubes. The
proof boils down to cooking up a stopping condition ch(F ) and a function fF such
that the replacement rule
∫
Q
f dµ ≤ ∫
Q
fF dµ whenever piF(Q) = F
and the summability condition
( ∑
F ∈F∥fF ∥pL∞C (F,µ)µ(F ))1/p ≲p,C ∥f∥LpC(µ)
hold. Then, the crux of the proof is captured by the following computation.
∥Aλ(fµ)∥Lq
D
(µ)= ∥∑
F ∈F ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥Lq
D
(µ) ∑
Q∈D = ∑F ∈F ∑Q∈D∶
piF(Q)=F
≂q ( ∑
F ∈F∥ ∑Q∈D∶
piF(Q)=F
λQ ∫
Q
f dµ∥q
Lq
D
(µ))1/q the Lp variant of Pythagoras’ theorem
≲p ( ∑
F ∈F∥Aλ,F (fFσ)∥qLqD(µ))1/q the replacement rule≲ A( ∑
F ∈F∥fF ∥qL∞C (F,µ)µ(F )q/p)1/q the direct L∞ testing condition≤ A( ∑
F ∈F∥fF ∥pL∞C (F,µ)µ(F ))1/p ∣ ⋅ ∣`q ≤ ∣ ⋅ ∣`p whenever q ≥ p≲p,C A∥f∥Lp(µ). the summability condition
In the two-weight case, the obstacle to immediately applying the Lp variant of
Pythagoras’ theorem is that a σ-sparse collection (resulting from the stopping con-
dition related to f ∈ LpC(σ)) fails in general to be ω-sparse. This obstacle is cir-
cumvented by using parallel stopping cubes, similarly as in Hyto¨nen’s [27] proof of
the real-valued case.
7.3. Corollaries.
Corollary 7.6 (Sufficient condition for the boundedness of operator-valued positive
dyadic operators). Let C and D be Banach lattices. Assume that C and D∗ each
have the Hardy–Littlewood property. Assume that {λQ ∈ L(C →D)}Q∈D are positive
linear operators. Define the operator Pµλ by
Pµλ f ∶= ∑
Q∈DλQ⟨f⟩µQ1Q.
Then ∥Pµλ ∥LpC(µ)→LpD(µ) ≲p∥M¯∥LpC→LpC ∥M¯∥Lp′
D∗→Lp′D∗× sup
Q∈D
1
µ(R)1/p ∥ ∑Q∶Q⊆RλQ1Q∥LpL(C→D)(µ).
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Proof. By Theorem 7.5 (which is from the article [D]), the direct L∞ testing con-
dition,∥Pµλ,Rf∥LpD(µ) ≲P∥f∥L∞C (R,µ)µ(R)1/p for every R ∈ D and f ∈ L∞C (R,µ),
implies that ∥Pµλ ∥LpC(µ)→LpD(µ) ≲p ∥M¯∥LpC→LpCB.
Now, we check the direct L∞ testing condition by using duality. Let R ∈ D, f ∈
L∞C (R,µ), and g ∈ Lp′D∗ . By positivity and Ho¨lder’s inequality, we have
∫ gPµλ,Rf dµ = ∫ ∑
Q∈D∶
Q⊆R
⟨g⟩µQλQ1Qf dµ ≤ ∫ ( sup
Q∈D⟨g⟩µQ1Q)( ∑Q∈D∶
Q⊆R
λQ1Q)f dµ
≤ ∥( sup
Q∈D⟨g⟩µQ1Q)∥LpD∗(µ)∥∣( ∑Q∈D∶
Q⊆R
λQ1Q)f ∣D∥Lp(µ)
≤ ∥M¯µ∥
Lp
′
D∗(µ)→Lp′D∗(µ)∥g∥Lp′D∗(µ)∥∣( ∑Q∈D∶
Q⊆R
λQ1Q)∣C→D ∣f ∣C∥Lp(µ)
≲ ∥M¯∥
Lp
′
D∗→Lp′D∗ ∥g∥Lp′D∗(µ)∥( ∑Q∈D∶
Q⊆R
λQ1Q)∥LpL(C→D)(µ)∥f∥L∞C (R,µ).

Remark. The operator Pµλ f can be viewed as a positive analogue of the (cancella-
tive) paraproduct Πbf ∶= ∑Q∈DDQb⟨f⟩µQ1Q. In this light, this sufficient condition
for operator-valued positive dyadic operators is analogous to Hyto¨nen’s [28] suffi-
cient condition for operator-valued dyadic paraproducts (see Theorem 5.12).
7.4. Recent developments. Lai [42] proves a new characterization for the Lp(σ)→
Lp(ω) boundedness of Scurry’s [59] sequence-valued positive operator Sq( ⋅σ) de-
fined in (7.1). His proof is based on a scaling trick, which can be stated as follows:
Proposition 7.7 (Scaling trick, [42]). Let 0 < q < p < ∞ and p > 1. Let µ be
a locally finite Borel measure. Let F ∶ RD+ → R+ be a function. Assume that the
function F is monotone in the sense that
F ({aQ}Q∈D) ≤ F ({bQ}Q∈D) whenever {aQ}Q∈D ≤ {bQ}Q∈D,
where the notation {aQ}Q∈D ≤ {bQ}Q∈D means that aQ ≤ bQ for every Q ∈ D. Then,
the following assertions are equivalent:
i) We have that
F ({(⟨f⟩µQ)q}Q∈D)1/q ≲p,q ∥f∥Lp(µ) for every f ≥ 0.
ii) We have that
F ({⟨f⟩µQ}Q∈D) ≲p,q ∥f∥Lp/q(µ) for every f ≥ 0.
Proof. We suppress µ and D in the notation. We prove the equivalence by cases.
Case ‘1 ≤ q < ∞’. First, we prove that i) implies ii). We observe that ⟨f⟩Q =⟨⟨f⟩1/qQ ⟩qQ ≤ ⟨(Mf)1/q⟩qQ. Using the monotonicity together with this observation, the
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assumed estimate, and the boundedness of the dyadic Hardy–Littlewood maximal
operator, we obtain
F ({⟨f⟩Q}) ≤ F ({⟨(Mf)1/q⟩qQ}) ≲ ∥(Mf)1/q∥qLp = ∥Mf∥Lp/q ≲p,q ∥f∥Lp/q .
Next, we prove that ii) implies i). We observe that, by Jensen’s inequality, ⟨f⟩qQ ≤⟨fq⟩Q. Using the monotonicity together with this observation, and the assumed
estimate, we obtain
F ({⟨f⟩qQ})1/q ≤ F ({⟨fq⟩Q})1/q ≲ ∥fq∥1/qLp/q = ∥f∥Lp .
Case ‘0 < q < 1’. First, we prove that ii) implies i). We observe that ⟨f⟩qQ =⟨⟨f⟩qQ⟩Q ≤ ⟨(Mf)q⟩Q. Again, using the monotonicity together with this observa-
tion, the assumed estimate, and the boundedness of the dyadic Hardy–Littlewood
maximal operator, we obtain
F ({⟨f⟩qQ})1/q ≤ F ({⟨(Mf)q⟩Q})1/q ≲ ∥(Mf)q∥1/qLp/q = ∥Mf∥Lp ≲p ∥f∥Lp .
Finally, we prove that i) implies ii). We observe that, by Jensen’s inequality, ⟨f⟩Q ≤⟨f1/q⟩qQ. Again, using the monotonicity together with this observation, and the
assumed estimate, we obtain
F ({⟨f⟩Q}) ≤ F ({⟨f1/q⟩qQ}) ≲ ∥f1/q∥qLp = ∥f∥Lp/q .

In the article [C], we prove the potential-type characterization
(7.4) ∥ME,λ( ⋅σ)∥Lp(σ)→Lq(ω) ≂ ∥W qM,σ[ω]∥1/qLr/q(σ)
for a linearized maximal operator ME,λ( ⋅σ) defined by
ME,λ(fσ) ∶= ∑
Q∈DλQ⟨f⟩σQ1E(Q).
For this operator, the abstract Wolff potential W qM,σ[ω] is written out as
W qM,σ[ω] ∶= sup
R∈D
1R
σ(R)∥ME,λ,R∥qLq(ω) = supR∈D 1Rσ(R) ∑Q∈D∶Q⊆RλqQω(E(Q))σ(Q) σ(Q).
By using Lai’s scaling trick, we can prove the following variant of this characteri-
zation:
Theorem 7.8. Let 0 < q < p <∞ and p > 1. Define the auxiliary exponent r ∈ (0,∞)
by 1
r
∶= 1
q
− 1
p
. Let {E(Q) ⊆ Q}Q∈D be pairwise disjoint sets. Let {λQ}Q∈D be positive
real numbers. Define the linearized maximal operator ME,λ( ⋅σ) by
ME,λ(fσ) ∶= ∑
Q∈DλQ⟨f⟩σQ1E(Q).
Then, we have
∥ME,λ( ⋅σ)∥Lp(σ)→Lq(ω) ≂ ∥∑
Q∈Dλ
q
Q
ω(E(Q))
σ(Q) 1Q∥1/qLr/q(σ).
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Remark. This potential-type characterization also follows from the potential-type
characterization (7.4). Indeed, Cascante, Ortega, and Verbitsky’s lemma [5] states
that ∥∑
Q∈D aQ1Q∥Ls(µ) ≂s ∥supR∈D 1Rµ(R) ∑Q∈D∶
Q⊆R
aQµ(Q)∥Ls(µ)
for any locally finite Borel measure µ, exponent s ∈ (1,∞), and non-negative coef-
ficients {aQ}Q∈D. Applying this lemma, we obtain
∥W qM,σ[ω]∥1/qLr/q(σ) = ∥sup
R∈D
1R
σ(R) ∑Q∈D∶Q⊆RλqQω(E(Q))σ(Q) σ(Q)∥1/qLr/q(σ)
≂r,q ∥∑
Q∈Dλ
q
Q
ω(E(Q))
σ(Q) 1Q∥1/qLr/q(σ).
Proof of the alternative potential-type characterization using Lai’s scaling trick. We
observe that ∥∑
Q∈DλQ⟨f⟩σQ1E(Q)∥Lq(ω) = ∥∑Q∈DλqQ(⟨f⟩σQ)q1E(Q)∥1/qL1(ω).
Therefore, by Lai’s scaling trick (see Proposition 7.7), the norm inequality∥∑
Q∈DλQ⟨f⟩σQ1E(Q)∥Lq(ω) ≲ C∥f∥Lp(σ) for every f ∈ Lp(σ)
is equivalent to the norm inequality∥∑
Q∈Dλ
q
Q⟨f⟩σQ1E(Q)∥L1(ω) ≲p,q Cq∥f∥Lp/q(σ) for every f ∈ Lp/q(σ).
Now, by duality, the latter norm inequality is equivalent to the norm inequality
∥∑
Q∈Dλ
q
Q
1
σ(Q) ∫E(Q) g dω1Q∥L(p/q)′(σ) ≲p,q Cq∥g∥L∞(ω) for every g ∈ L∞(ω).
We observe that, by homogeneity and positivity, this norm inequality holds for
every g ∈ L∞(ω) if and only if it holds for the particular function g = 1. Moreover,
we notice that (p/q)′ = r/q. This completes the proof. 
7.5. Open question. The maximal operator Mλ( ⋅σ) is readily interpreted in the
operator-valued setting M¯λ( ⋅σ) ∶ LpC(σ)→ LqD(ω): Let C andD be Banach lattices,
and {λQ ∶ C →D} be positive linear operators. We define M¯λ(fσ) by
M¯λ(fσ) ∶= sup
Q∈DλQ ∫Q f dσ1Q,
where the supremum is now taken with respect to the lattice order. In particular,
the Fefferman–Stein vector-valued maximal function MFS(fσ) ∶ Lp`s(σ) → Lp`s(ω),
which is defined componentwise by(MFS(fσ))k = sup
Q
⟨fkσ⟩Q1Q,
is included in this setting.
The two-weight boundedness of the Fefferman–Stein vector-valued maximal op-
erator was characterized by Pere´z [53]. Typically, the norm inequality for the
Lebesgue norms such that in the range side there appears a strictly smaller Lebesgue
exponent than in the domain side is more difficult than the opposite case. For the
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Fefferman–Stein vector-valued maximal operator, in this difficult case 1 < s < p <∞,
the characterizations reads as follows:
Theorem 7.9 ([53]). Let 1 < s < p < ∞. Let r ∶= p/s. Then MFS( ⋅σ) ∶ Lp`s(σ) →
Lp`s(ω) is bounded if and only if the following condition holds: There exists a con-
stant C such that for each h ∈ Lr′ there exists H ∈ Lr′ such that ∥H∥Lr′ ≤ ∥h∥Lr′
and ∫ 1RMFS(1Rσ)sw1/rhdx ≤ C ∫
R
σ1/rH dx
for every R ∈ D.
This criterion has a different flavour than the L∞ testing condition. Nevertheless,
from the proof technique of the article [D], it follows that the unweighted (case
σ = ω = µ) boundedness of operator-valued maximal operators is characterized by
the direct L∞ testing condition. Is their two weight boundedness also characterized
by the direct L∞ testing condition?
Question 7.10. Let p ∈ (1,∞). Assume that C is a Banach lattice with the Hardy–
Littlewood property. Assume that {λQ ∶ C → C} are positive linear operators. Then,
is it true that ∥M¯λ( ⋅σ)∥Lp
C
(σ)→Lp
C
(ω) ≂pM
holds? Here M denotes the least constant in the direct L∞ testing condition:∥M¯λ,R(fσ)∥Lp
C
(ω) ≤M∥f∥L∞C (R,σ)σ(R)1/p
for every R ∈ D and f ∈ L∞C (R,σ).
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Notation and definitions
In the symbols standing for operators and spaces, we use the convention that the
underlying measure µ is suppressed in the notation if and only if it is the Lebesgue
measure dx. Thus, for example, we write BMOp ∶= BMOp(dx).
Measures
µ An arbitrary locally finite Borel measure on Rd.
dx The Lebesgue measure.
Dyadic cubes
D An arbitrary collection of dyadic cubes.
Qˆ The dyadic parent of a dyadic cube Q,
defined as the minimal R ∈ D such that R ⊋ Q.
Stopping cubes
chF(Q) The F-children of a dyadic cube Q,
defined by chF(Q) ∶= {F ′ ∈ D ∶ F ′ maximal such that F ′ ⊊ Q}.
piF(Q) The F-parent of a dyadic cube,
defined as the minimal F ∈ F such that Q ⊆ F .
EF(F ) EF(F ) ∶= F ∖⋃F ′∈chF(F ) F ′.
Mean
⟨f⟩µQ The average of f on Q with respect to µ, ⟨f⟩µQ ∶= 1µ(Q) ∫Q f dµ.
⟨f⟩Q ⟨f⟩Q ∶= ⟨f⟩dxQ .
Median and median oscillation
m(f,Q) A real-valued median of f on Q: Any real number m(f,Q)
such that µ(Q ∩ {f > m(f,Q)}) ≤ 1
2
µ(Q) and µ(Q ∩ {f <
m(f,Q)}) ≤ 1
2
µ(Q).
cλ(f ;Q) A vector-valued median of f on Q: Any vector cλ(f ;Q) ∈
E such that ((f − cλ(f ;Q))1Q)∗(λµ(Q)) ≂ ωλ(f ;Q).
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(1Qf)∗(λµ(Q)) The relative median oscillation of f (about zero) on Q,
(f1Q)∗(λµ(Q)) ∶= min{r ≥ 0 ∶ µ(Q ∩ {∣f ∣ > r}) ≤ λµ(Q)}.
ωλ(f,Q) The median oscillation of f on Q,
ωλ(f ;Q) ∶= infc∈R((f − c)1Q)∗(λµ(Q)).
Operators
Mµ Hardy–Littlewood maximal operator, Mµf ∶= supQ∈D⟨f⟩µQ1Q.
M¯µ Hardy–Littlewood lattice maximal operator,
M¯µf ∶= supQ∈D⟨f⟩µQ1Q with the supremum in the lattice order.
Mλ( ⋅σ) Dyadic maximal operator, Mλ(fσ) ∶= supQ∈D λQ ∫Q f dσ1Q
Aλ( ⋅σ) Dyadic positive operator, Aλ(fσ) ∶= ∑Q∈D λQ ∫Q f dσ1Q
DµQ Haar projection, D
µ
Qf ∶= −⟨f⟩µQ1Q +∑Q′∈chD(Q)⟨f⟩µQ′1Q′ .
DiQ Shifted Haar projection, D
i
Qf ∶= ∑ R∈D∶
R⊆Q,`(R)=2−i`(Q)DRf .
Sjia Dyadic shift, S
ji
a f ∶= ∑Q∈DDjQAQDiQf
with AQf(x) ∶= 1∣Q∣ ∫Q aQ(x, y)f(y)dy.
Πµb Dyadic paraproduct, Π
µ
b f ∶= ∑Q∈DDµQb⟨f⟩µQ1Q
Spaces
(E, ∣ ⋅ ∣E) An arbitrary Banach space.
βp(E) The UMDp constant of an UMD space E.
L(E,F ) The space of bounded, linear operators from a Banach
space E to a Banach space F .
B(E,F ) The space of bounded operators from a Banach space E
to a Banach space F .
Lp(µ) The Lebesgue space, equipped with the norm
∥f∥Lp(µ) ∶= ∫Rd ∣f ∣p dµ for p ∈ [1,∞).
LpE(µ) The Bochner–Lebesgue space, equipped with the norm
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∥f∥Lp
E
(µ) ∶= ∥∣f ∣E∥Lp(µ) for p ∈ [1,∞).
p′ The Ho¨lder conjugate exponent of an exponent p ∈ [1,∞],
defined by 1
p
+ 1
p′ = 1.
BMOp(µ) The space of functions of bounded mean oscillation,∥b∥BMOp(µ) ∶= supR∈D 1µ(R)1/p ∥1R(b − ⟨b⟩µR)∥Lp(µ).
C10 The space of continuously differentiable, compactly sup-
ported real-valued functions defined on Rd.
C10 ⊗E The space consisting of all the functions f ∶ Rd → E
that can be written as a linear combination of the fol-
lowing form: f = ∑Nn=1 hnen with {hn}Nn=1 ⊆ C10 ,{en}Nn=1 ⊆
E, and N ∈ N.
Definitions
µ-sparse A collection S of sets is µ-sparse if for every S ∈ S there ex-
ists E(S) ⊆ S such that µ(E(S)) ≳ µ(S) and the collection{E(S)}S∈S is pairwise disjoint.
References
[1] J. Bourgain. Some remarks on Banach spaces in which martingale difference sequences are
unconditional. Ark. Mat., 21(2):163–168, 1983.
[2] J. Bourgain. Extension of a result of Benedek, Caldero´n and Panzone. Ark. Mat., 22(1):91–95,
1984.
[3] D. L. Burkholder. A geometric condition that implies the existence of certain singular integrals
of Banach-space-valued functions. In Conference on harmonic analysis in honor of Antoni
Zygmund, Vol. I, II (Chicago, Ill., 1981), Wadsworth Math. Ser., pages 270–286. Wadsworth,
Belmont, CA, 1983.
[4] Lennart Carleson. Two remarks on H1 and BMO. Advances in Math., 22(3):269–277, 1976.
[5] Carme Cascante, Joaquin M. Ortega, and Igor E. Verbitsky. Wolff’s inequality for radially
nonincreasing kernels and applications to trace inequalities. Potential Anal., 16(4):347–372,
2002.
[6] Carme Cascante, Joaquin M. Ortega, and Igor E. Verbitsky. Nonlinear potentials and two
weight trace inequalities for general dyadic and radial kernels. Indiana Univ. Math. J.,
53(3):845–882, 2004.
[7] Carme Cascante, Joaquin M. Ortega, and Igor E. Verbitsky. On Lp-Lq trace inequalities. J.
London Math. Soc. (2), 74(2):497–511, 2006.
[8] Michael Christ. A T (b) theorem with remarks on analytic capacity and the Cauchy integral.
Colloq. Math., 60/61(2):601–628, 1990.
[9] Jose M. Conde-Alonso and Guillermo Rey. A pointwise estimate for positive dyadic shifts
and some applications. Preprint. 2014. arXiv:1409.4351 [math.CA].
[10] David Cruz-Uribe, Jose´ Mar´ıa Martell, and Carlos Pe´rez. Sharp weighted estimates for ap-
proximating dyadic operators. Electron. Res. Announc. Math. Sci., 17:12–19, 2010.
[11] David Cruz-Uribe, Jose´ Mar´ıa Martell, and Carlos Pe´rez. Sharp weighted estimates for clas-
sical operators. Adv. Math., 229(1):408–441, 2012.
[12] David Cruz-Uribe and Kabe Moen. One and two weight norm inequalities for Riesz potentials.
Illinois J. Math., 57(1):295–323, 2013.
[13] G. David, J.-L. Journe´, and S. Semmes. Ope´rateurs de Caldero´n-Zygmund, fonctions para-
accre´tives et interpolation. Rev. Mat. Iberoamericana, 1(4):1–56, 1985.
42
[14] Guy David and Jean-Lin Journe´. A boundedness criterion for generalized Caldero´n-Zygmund
operators. Ann. of Math. (2), 120(2):371–397, 1984.
[15] T. Figiel and P. Wojtaszczyk. Special bases in function spaces. In Handbook of the geometry
of Banach spaces, Vol. I, pages 561–597. North-Holland, Amsterdam, 2001.
[16] Tadeusz Figiel. Singular integral operators: a martingale approach. In Geometry of Banach
spaces (Strobl, 1989), volume 158 of London Math. Soc. Lecture Note Ser., pages 95–110.
Cambridge Univ. Press, Cambridge, 1990.
[17] Nobuhiko Fujii. A proof of the Fefferman-Stein-Stro¨mberg inequality for the sharp maximal
functions. Proc. Amer. Math. Soc., 106(2):371–377, 1989.
[18] J. Garc´ıa-Cuerva, R. Mac´ıas, and J. L. Torrea. The Hardy-Littlewood property of Banach
lattices. Israel J. Math., 83(1-2):177–201, 1993.
[19] J. Garc´ıa-Cuerva, R. A. Mac´ıas, and J. L. Torrea. Maximal operators and B.M.O. for Banach
lattices. Proc. Edinburgh Math. Soc. (2), 41(3):585–609, 1998.
[20] John B. Garnett and Peter W. Jones. BMO from dyadic BMO. Pacific J. Math., 99(2):351–
371, 1982.
[21] L. I. Hedberg and Th. H. Wolff. Thin sets in nonlinear potential theory. Ann. Inst. Fourier
(Grenoble), 33(4):161–187, 1983.
[22] Tuomas Hyto¨nen and Anna Kairema. What is a cube? Ann. Acad. Sci. Fenn. Math.,
38(2):405–412, 2013.
[23] Tuomas Hyto¨nen and Fedor Nazarov. The local Tb theorem with rough test functions.
Preprint. 2012. arXiv:1206.0907 [math.CA].
[24] Tuomas Hyto¨nen and Lutz Weis. A T1 theorem for integral transformations with operator-
valued kernel. J. Reine Angew. Math., 599:155–200, 2006.
[25] Tuomas P. Hyto¨nen. Representation of singular integrals by dyadic operators, and the A2
theorem. Lecture notes. 2011. arXiv:1108.5119 [math.CA].
[26] Tuomas P. Hyto¨nen. The sharp weighted bound for general Caldero´n-Zygmund operators.
Ann. of Math. (2), 175(3):1473–1506, 2012.
[27] Tuomas P. Hyto¨nen. The A2 theorem: remarks and complements. In Harmonic analysis and
partial differential equations, volume 612 of Contemp. Math., pages 91–106. Amer. Math.
Soc., Providence, RI, 2014.
[28] Tuomas P. Hyto¨nen. The vector-valued nonhomogeneous Tb theorem. Int. Math. Res. Not.
IMRN, (2):451–511, 2014.
[29] Tuomas P. Hyto¨nen and Michael T. Lacey. The Ap-A∞ inequality for general Caldero´n-
Zygmund operators. Indiana Univ. Math. J., 61(6):2041–2092, 2012.
[30] Tuomas P. Hyto¨nen, Michael T. Lacey, and Carlos Pe´rez. Sharp weighted bounds for the
q-variation of singular integrals. Bull. Lond. Math. Soc., 45(3):529–540, 2013.
[31] Tuomas P. Hyto¨nen and Antti V. Va¨ha¨kangas. The local non-homogeneous Tb theorem for
vector-valued functions. Glasg. Math. J., 57(1):17–82, 2015.
[32] B. Jawerth and A. Torchinsky. Local sharp maximal functions. J. Approx. Theory, 43(3):231–
270, 1985.
[33] F. John. Quasi-isometric mappings. In Seminari 1962/63 Anal. Alg. Geom. e Topol., vol. 2,
Ist. Naz. Alta Mat, pages 462–473. Ediz. Cremonese, Rome, 1965.
[34] Nets Hawk Katz and Mar´ıa Cristina Pereyra. Haar multipliers, paraproducts, and weighted
inequalities. In Analysis of divergence (Orono, ME, 1997), Appl. Numer. Harmon. Anal.,
pages 145–170. Birkha¨user Boston, Boston, MA, 1999.
[35] Michael T. Lacey. An Ap-A∞ inequality for the Hilbert transform. Houston J. Math.,
38(3):799–814, 2012.
[36] Michael T. Lacey. Two weight inequality for the Hilbert transform: A real variable charac-
terization, II. Preprint. 2013. arXiv:1301.4663 [math.CA].
[37] Michael T. Lacey. An elementary proof of the A2 bound. Preprint. 2015. arXiv:1501.05818
[math.CA].
[38] Michael T. Lacey and Henri Martikainen. Local Tb theorem with L2 testing conditions and
general measures: Caldero´n-Zygmund operators. Preprint. 2013. arXiv:1310.8531 [math.CA].
[39] Michael T. Lacey, Stefanie Petermichl, and Maria Carmen Reguera. Sharp A2 inequality for
Haar shift operators. Math. Ann., 348(1):127–141, 2010.
[40] Michael T. Lacey, Eric T. Sawyer, Chun-Yen Shen, and Ignacio Uriarte-Tuero. Two weight
inequality for the Hilbert transform: A real variable characterization, I. Preprint. 2012.
arXiv:1201.4319 [math.CA].
43
[41] Michael T. Lacey, Eric T. Sawyer, and Ignacio Uriarte-Tuero. Two Weight Inequalities for
Discrete Positive Operators. Preprint. 2009. arXiv:0911.3437 [math.CA].
[42] Jingguo Lai. A new two weight estimates for a vector-valued positive operator. Preprint. 2015.
arXiv:1503.06778 [math.CA].
[43] Andrei K. Lerner. A pointwise estimate for the local sharp maximal function with applications
to singular integrals. Bull. Lond. Math. Soc., 42(5):843–856, 2010.
[44] Andrei K. Lerner. Sharp weighted norm inequalities for Littlewood-Paley operators and sin-
gular integrals. Adv. Math., 226(5):3912–3926, 2011.
[45] Andrei K. Lerner. On an estimate of Caldero´n-Zygmund operators by dyadic positive opera-
tors. J. Anal. Math., 121:141–161, 2013.
[46] Andrei K. Lerner. A simple proof of the A2 conjecture. Int. Math. Res. Not. IMRN, (14):3159–
3170, 2013.
[47] Andrei K. Lerner and Fedor Nazarov. Intuitive dyadic calculus: the basics. 2014. Available
at http://www.math.kent.edu/~zvavitch/Lerner_Nazarov_Book.pdf.
[48] Kangwei Li and Wenchang Sun. Two weight norm inequalities for the bilinear fractional
integrals. Preprint. 2013. arXiv:1312.7707 [math.CA].
[49] Terry R. McConnell. Decoupling and stochastic integration in UMD Banach spaces. Probab.
Math. Statist., 10(2):283–295, 1989.
[50] Alan McIntosh and Yves Meyer. Alge`bres d’ope´rateurs de´finis par des inte´grales singulie`res.
C. R. Acad. Sci. Paris Se´r. I Math., 301(8):395–397, 1985.
[51] F. Nazarov, S. Treil, and A. Volberg. The Bellman functions and two-weight inequalities for
Haar multipliers. J. Amer. Math. Soc., 12(4):909–928, 1999.
[52] F. Nazarov, S. Treil, and A. Volberg. The Tb-theorem on non-homogeneous spaces. Acta
Math., 190(2):151–239, 2003.
[53] Carlos Pe´rez. Sharp weighted inequalities for the vector-valued maximal function. Trans.
Amer. Math. Soc., 352(7):3265–3288, 2000.
[54] Stefanie Petermichl. Dyadic shifts and a logarithmic estimate for Hankel operators with ma-
trix symbol. C. R. Acad. Sci. Paris Se´r. I Math., 330(6):455–460, 2000.
[55] Sandra Pott and Andrei Stoica. Linear bounds for Caldero´n-Zygmund operators with even
kernel on UMD spaces. J. Funct. Anal., 266(5):3303–3319, 2014.
[56] Jose´ L. Rubio de Francia. Martingale and integral transforms of Banach space valued func-
tions. In Probability and Banach spaces (Zaragoza, 1985), volume 1221 of Lecture Notes in
Math., pages 195–222. Springer, Berlin, 1986.
[57] Eric T. Sawyer. A characterization of a two-weight norm inequality for maximal operators.
Studia Math., 75(1):1–11, 1982.
[58] Eric T. Sawyer. A characterization of two weight norm inequalities for fractional and Poisson
integrals. Trans. Amer. Math. Soc., 308(2):533–545, 1988.
[59] James Scurry. A characterization of two-weight inequalities for a vector-valued operator.
Preprint. 2010. arXiv:1007.3089 [math.CA].
[60] Elias M. Stein. Harmonic analysis: real-variable methods, orthogonality, and oscillatory in-
tegrals, volume 43 of Princeton Mathematical Series. Princeton University Press, Princeton,
NJ, 1993. With the assistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III.
[61] Jan-Olov Stro¨mberg. Bounded mean oscillation with Orlicz norms and duality of Hardy
spaces. Indiana Univ. Math. J., 28(3):511–544, 1979.
[62] Hitoshi Tanaka. A characterization of two-weight trace inequalities for positive dyadic oper-
ators in the upper triangle case. Potential Anal., 41(2):487–499, 2014.
[63] Hitoshi Tanaka. The trilinear embedding theorem. Preprint. 2014. arXiv:1404.2694
[math.CA].
[64] Hitoshi Tanaka. The n linear embedding theorem. Preprint. 2015. arXiv:1501.02304
[math.CA].
[65] Sergei Treil. A remark on two weight estimates for positive dyadic operators. Preprint. 2012.
arXiv:1201.1455 [math.CA].
[66] J.M.A.M. van Neerven. Stochastic Evolution Equations. Lecture notes of the Internet Seminar
2007-2008. 2008.
[67] I. E. Verbitsky. Weighted norm inequalities for maximal operators and Pisier’s theorem on
factorization through Lp∞. Integral Equations Operator Theory, 15(1):124–153, 1992.
[68] Emil Vuorinen. Lp(µ) − Lq(ν) characterization for well localized operators Preprint. 2014.
arXiv:1412.2127 [math.CA].
44
[69] Lutz Weis. Operator-valued Fourier multiplier theorems and maximal Lp-regularity. Math.
Ann., 319(4):735–758, 2001.
[70] David Williams. Probability with martingales. Cambridge Mathematical Textbooks. Cam-
bridge University Press, Cambridge, 1991.
