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Figure 1: A graphical representation of capturing and evaluating a user’s mental model during system interaction. As users work
with an application (1), they are asked to describe noticed patterns and provide their explanations many times (2), which can then be
studied by researchers (3). This approach can encourage users to do more reflection of the system performance to reach more
informed and less impressionable understandings of system limitations. This capture method provides more comprehensive and
higher fidelity accounts of the user’s mental model while also tracking how it changes over time.
ABSTRACT
Many interactive data systems combine visual representations of
data with embedded algorithmic support for automation and data
exploration. To effectively support transparent and explainable data
systems, it is important for researchers and designers to know how
users understand the system. We discuss the evaluation of users’
mental models of system logic. Mental models are challenging to
capture and analyze. While common evaluation methods aim to
approximate the user’s final mental model after a period of system
usage, user understanding continuously evolves as users interact with
a system over time. In this paper, we review many common mental
model measurement techniques, discuss tradeoffs, and recommend
methods for deeper, more meaningful evaluation of mental models
when using interactive data analysis and visualization systems. We
present guidelines for evaluating mental models over time that reveal
the evolution of specific model updates and how they may map
to the particular use of interface features and data queries. By
asking users to describe what they know and how they know it,
researchers can collect structured, time-ordered insight into a user’s
conceptualization process while also helping guide users to their
own discoveries.
Index Terms: Human-centered computing—Visualization—
Visualization design and evaluation methods
*e-mail: j.block@ufl.edu
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1 INTRODUCTION
Interactive data systems permeate numerous contexts and facets of
life with advances in algorithm-supported tools to assist humans
in data analysis and decision making. Artificial intelligence and
machine learning algorithms are becoming ubiquitous due to their
versatile pattern matching abilities and general superior performance
at highly specific tasks. The visual analytics community continu-
ously innovates new technology and solutions to data problems with
automation to help simplify complex data, reveal patterns of interest,
or recommend potentially relevant information. Yet, concerns re-
main surrounding how model reliability, uncertainty, and bias might
affect the quality and validity of decision making [23, 60].
Practical applications of algorithms require system designs that
help users understand the underlying logic of automated support.
In many contexts, end users avoid taking advantage of the algorith-
mic support that they do not understand [20, 22, 34, 47]; in other
cases, users may over-rely on automation without a critical mind-
fulness of the system’s limitations and flaws [19, 67, 70]. There is
a growing need for researchers and designers to understand how
users perceive system functionality. Aiming to achieve transparency
and interpretability, explainable AI (XAI) research has turned to
visualization techniques as a potential antidote for elucidating the
metaphorical black-box that is machine learning [4,42,45,63]. How-
ever, without robust ways to measure what is comprehended about
the models and algorithms, claims of achieving interpretability are
limited [23, 57].
Moreover, meaningful evaluation of human understanding is
challenging [60, 61]. Human evaluation is essential to assess in-
terpretability and produce actionable design knowledge, but this
requires researchers to find ways to peer inside the heads of those
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who use data systems [44, 53]. For most studies that evaluate human
understanding, researchers often rely on numerical self-reported
measures of trust administered once at the end of the session [83] or
throughout the task [46, 69]. While easy to administer, such simple
measures lack the ability to accurately assess how specific system
features and elements of visual design influence user understanding.
In this paper, we discuss the benefits and tradeoffs of more com-
prehensive evaluation methodology for assessing users’ mental mod-
els [18] of how intelligent data systems function. While much re-
search in visualization and human-computer interaction has studied
the state and evolution of users’ thinking and sensemaking during
data analysis, we provide particular attention to the study of users’
mental models of applications’ algorithmic capabilities. To this
end, we provide grounding for a methodology that encourages more
thoughtful participation and insightful data capture. Drawing on
existing research that provides a variety of methods, our goal is to ra-
tionalize a need for more meaningful evaluation of mental models for
interactive analysis systems. In particular, we discuss the importance
of tracking the progression of user thinking over time with attention
to cause-and-effect relationships between specific system features
and user-defined understanding. By recognizing how specific user
interactions with system design elements contribute to updates in
the user’s mental model, researchers can better design supportive,
understandable and intelligent systems. We present implementation
recommendations for the discussed methodology along with a use
case in an explainable visualization application.
2 EVALUATING USER’S MENTAL MODELS
For our discussion of evaluating user understanding of interactive
data systems, we follow prior work in using the term mental model
to refer to a personal representation of the world, its relationships,
and their subsequent interactions. Expanding on Craik’s theory of
miniature worlds [18], many more nuanced definitions of mental
models and their construction have been proposed [88]. Some claim
that mental models take on different forms and levels of fidelity;
from a surrogate of the world to a complex network of the system
state and possible actions available to users [15]. Rouse and Morris
theorize a similar functional understanding: stating that mental mod-
els describe, explain, and predict a system’s purpose, form, function,
and state [78]. Norman considered mental models to be unstable
over time, emotionally and superstitiously charged, and often only
limited to the smallest subset of all things communicated by the
interface [65]. More contemporary beliefs suggest that the construc-
tion of a mental model and the reasoning with that mental model are
two disjoint systems [50]. While the mental model reduces the load
on working memory, the process of confirming our understandings
and arriving at a conclusion requires reasoning. Reasoning helps
us find the holes in our understanding, as evidenced by the Illusion
of Explanatory Depth: “[A] theory that seems crystal clear and
complete in our head suddenly develops gaping holes and inconsis-
tencies when we try to set it down on paper” [79]. It is clear that
mental model construction is intuitive for people but asking users to
consciously reason through how their model works is less common.
The realm of education commonly employs multiple assess-
ments to evaluate learning and mental model improvement over
time [5, 11, 49]. Drawing from their methodology, the use of reflec-
tive journaling techniques can benefit learners. Students can track
progress, reinforce key concepts, and review notes to anchor their
understanding. Thus, asking users to write out and refine their men-
tal models could provide researchers more succinct representations
of what is learned from an interface while also elucidating the ‘aha’
moments over time.
Many visualization researchers recognize the difficulty in con-
ducting evaluations that capture a participant’s comprehension [25,
56, 66]. Lam et al. [56] describe seven unique scenarios with dif-
ferent evaluation questions designed to target various goals. When
researchers want to understand what is communicated through a
visualization, they recommend evaluating the interface in a con-
trolled experiment with post-task learning assessments or interviews.
These techniques are beneficial because they are relatively unob-
trusive to the participant during the evaluation and conclude with
the participant explaining their behaviors, impressions and under-
standing [56]. Yet, participants have diverse communication abilities
and imperfect memories, so relying on accurate post-task retelling
as the only measure is risky. Drawing from ethnographic and so-
ciological research, Carpendale [14] encourages greater variety in
visual interface evaluations. By incorporating multiple methods,
the validity of visualizations can be confirmed while also enabling
deeper exploration into the underlying phenomena of results [14].
North et al. [66] discuss the importance of studying how users arrive
at their conclusions following analytic provenance, which can un-
cover interesting discussions into potential behavioral differences
between user groups [81]. The technique described in this paper
adopts similar priorities, but adds particular attention to capturing
the development of mental models for the underlying algorithms and
analytic models behind data systems. Since mental models are fluid
and evolve with experience, the micro-entries approach emphasises
tracking how a user’s understanding of the system model updates
over time.
Before outlining practical methodological recommendations for
interactive data applications, this section first provides an overview
of common methods used to capture mental models1. In particular,
we focus on their ability to significantly capture temporal change and
capture user reasoning for understanding of algorithmic capabilities
in analysis applications with integrated machine learning.
2.1 Quantitative Methods
Quantitative methods have the benefit of supporting simplified inter-
pretations and comparable results.
2.1.1 Matching Mental Models
Because mental models tend to be fuzzy [65], providing some clear
examples helps users bring clarity to their interpretation. Typically,
a constrained task is presented to users that helps to dissect the cog-
nitive processes underlying their mental state [53]. The matching
mental models method asks users to select an explanation or diagram
that is the “Nearest Neighbor” to their beliefs. From these selections,
the researcher can estimate understanding via a discrete and quan-
tifiable measure. For example, Hardimam et al. [37] gave physics
students a problem and asked them to select an alternative problem
that would be solved most similarly. With careful attention to the
alternatives provided, the researchers could determine if participants
decided similarity based on simply the surface features of the prob-
lem or a deeper understanding of the analogous physics formulas
employed in solving it. By comparing user responses to a refer-
ence model, this method allows for a more operational assessment
of mental model and has been applied to other contexts including
educational games [93], and graduate coursework [32]. Typically
assessed once at the end of a session, Glazer-Waldman and Cox [32]
show how it has been adapted to assess students throughout their
course.
2.1.2 Prediction Tasks
For practical uses of algorithms and intelligent systems, users want
to understand how systems work in order to know when they can
trust and rely on their results. Thus, considering the user’s abil-
ity to correctly predict system output for a given input provides a
meaningful and concrete measure of user understanding. If users
can correctly (and consistently) predict system outputs, it follows
1The discussed collection of methods is non-exhaustive; refer to Hoffman
et al. for further review [44].
that their mental model should be more complete; whereas, discrep-
ancies between expectations and actual system function indicate
limited user understanding. Many studies have employed varia-
tions of prediction tasks for assessing user understanding of systems
(e.g., [67,68,72,82]). While practical, simple prediction tasks might
not account for assessing if users accurately understand why the
predicted result will happen. Use of prediction in combination with
confidence ratings and free response elaborations can help address
this limitation [44, 67]. Typically, users are asked to predict system
responses immediately after working with the system, but there is
potential to ask users to predict system responses throughout the
session and ask them to explain their responses too.
2.2 Qualitative Methods
While quantitative approaches allow for convenient and clean in-
terpretation, they also tend to be highly specific and potentially
overly simplified. Actual human thinking and mental model de-
velopment often has a messy nature, so qualitative methods allow
greater flexibility in evaluating with higher levels of fidelity—but
often at the cost of increased effort or complexity of data capture
and interpretation. Many methods draw on Thematic Analysis to
derive conclusions [10]. In the following sections, we discuss some
relevant methods and how they capture temporal data or encourage
users to practice reflection.
2.2.1 Think Aloud Methods
In Ericsson and Simon’s original description, the think-aloud method
introduced users to the process of vocalizing thoughts with an ex-
ample, before working with the item of study uninterrupted [26, 80].
They recommended only prompting users with simple reminders
after a set waiting period expired [26]. Individual comments were
transcribed with their timings before being coded to reveal a proxy
for individuals conceptualizations. In more recent iterations, method-
ological relaxations have been made, and Boren and Ramey argue
this should only be done with justification [7]. One concern is that
requiring or requesting updates can disrupt user thinking, which
may reduce fidelity of the evaluation or interrupt the development of
their mental model. There is also evidence that users stop talking
when the cognitive load is high [21]; this should be an expected
phenomena when users work with complex visualizations. There is
a balance between staying silent for users to describe their thoughts
organically and prompting users to explain what they know.
2.2.2 Interviews
Interviews with users, after interacting with systems, is a common
practice to elicit overall user perspective and general understanding.
Interview questions can be structured or unstructured, while also
targeting specific topics or asking users to reflect on the overall
experience [59]. Alternative versions of this technique ask users
to “teach back” what they understand to an imaginary person. The
accuracy of their statement helps to communicate their personal
understanding [35]. Typically interviews are agnostic to temporal
phenomena, and this lack of context can lead users to overgeneralize
and potentially forget key details. In addition to post-task interviews,
Klein and Mitello describe cognitive task analysis, which attempts
to derive the cognitive skills involved with a task [53]. Generally,
experts are prompted to repeatedly walk through the decision mak-
ing steps in higher and higher detail to help researchers identify
strategies these experts have learned to use in their domain. This is
typically a challenging interview to conduct but can lead to valuable
insights into the cognitive processes of experts.
2.2.3 Retrospective Walk-through
Similar to the interview method described previously, retrospective
walk-throughs invite users to watch a replay of their activities and
provide explanations for their behaviors [55]. Extending this method
Method Temporal Reflection
Matching o -
Prediction o o
Think Aloud + o
Interviews - +
Walk-through + +
Diary Studies + +
Concept Maps o +
Microgenetic + +
Table 1: A glanceable summation of mental model measurement
methods. Temporal features record time as a typical component of
the method, whereas reflection generally inspires users to reason
through their understanding. Here (+) denotes the feature’s presence,
whereas (-) represents the lack of feature. Methods that could adopt
the feature are marked with a (o).
with an alternative question (“when did you make the mistake?”)
is known as fault diagnosis, and helps to identify faulty reasoning
and misconceptions [73]. As participants review their performance,
temporal signifiers such as, “at first I thought...” or “before I recog-
nized...”, can give clues to how models develop, but are not liberated
from the fabrication and forgetfulness of events [80]. Research has
demonstrated that participants can quickly forget or incorrectly re-
member details about their thinking and process when interacting
with data systems [76], though the approach can be especially useful
for clarifying observed events or ambiguous results captured through
other methods [75].
2.2.4 Diary Studies
Traditionally used to help find patterns in longitudinal use cases, the
diary study asks users to record thoughts and impressions as they
experience them [38]. Common uses are aimed at capturing the fre-
quency of events [90] or encouraging reflection on phenomena with
prompts to explain and improve behavior pattern recognition [91].
When prompted, participants can be more considerate of how they
see the world and—importantly—describe their perspective in their
own words.
2.2.5 Concept Mapping
Many forms of illustrative system and diagramming techniques
have been described for approximating and expressing mental mod-
els [27,64]. A common form is to use concept maps as either formal
or informal graph representations consisting of boxes and lines.
Cabrera et al. [12] claim that visual mapping empowers thinkers
to symbolize their ideas, interconnect their parts, and manipulate
them tangibly—referring to this as a tool of the systems thinker. In
a later work, they define the goal of systems thinking as increasing
“the probability that our mental models are in alignment with real-
ity” [13]. Their process utilizes simple rules for mapping complex
mental models and suggest that this flavor of system’s modeling will
inherently support the deconstruction of phenomena. Unfortunately,
their technique—while simple in foundation and indented to mimic
the natural cognitive process—requires practice and instruction to
implement and utilize effectively. While some may find these visual
techniques to be more in line with their personal mental modality,
written words can be generic, familiar, offer flexibility for structure
and are space efficient.
2.2.6 Microgenetic studies
The microgenetic method is traditionally applied to children’s cogni-
tive development or problem solving [28], but has also seen promise
in graduate level medical education [87]. The technique assumes
that 1) some knowledge will be gained during the observation, 2)
the researchers assess more often then the knowledge is gained,
and 3) the observed behavior is not impacted by the measurement
technique. When a key insight takes place—because of the frequent
evaluation—the potential reasons why the change occurred can be
uncovered based on the conditions of the situation before and after
the change [85]. The assessment, while dependent on the context
of the study, often consists of some rubric of expected learning out-
comes (e.g., do they do basic multiplication by writing or in their
head, etc.). Repeated reevaluations can be performed to estimate
knowledge acquisition rate. On the other hand, because they require
repeated assessments, concerns related to practice or boredom are
often considered in parallel with the microgenetic technique.
3 MICRO-ENTRY EVALUATION OF MENTAL MODEL EVOLU-
TION IN INTERACTIVE SYSTEMS
Of the previously described mental model evaluation techniques
typically used in research with interactive data systems, few ask
users to consciously reason through their understanding while also
capturing changes in understanding over time. For example, present-
ing a concept map of how the system works may require thoughtful
reflection of system performance, but typically only the final product
is evaluated by researchers. Alternatively, the think aloud method
may capture changes in thought over time, yet traditionally the user
is uninterrupted and free to explore without encouraged reflection on
previous observations. Research can benefit from greater adoption
(and adaption) of methodology that encourages users to reflect on
what they know and how it changes over time. We encourage a
mental model evaluation method that captures patterns recognized
by users and their rationale repeatedly, while also prompting users
to reflect on previously held beliefs.
We refer to this technique as capturing through micro-entries,
a neologism derived from microgenetic research that emphasises
repeated evaluation [16,58] and standardized, reflective diary entries.
3.1 Theoretical Basis for Micro-entry Evaluation
In education, reflection has been known to encourage novel and more
meaningful insight for students [8, 17, 31, 36, 49, 84]. Yet, there’s
evidence that people are not aware of how to reason through systems
and model ideas by default [48]. Asking users to conceptualize
what they understand more deeply can override default behavior and
lead to a more clear understanding; which, theoretically, facilitates
the communication of their ultimate mental model. Similar to a
student in a classroom, this belief can be extended to say that deep
reasoning about what one knows is not normal/expected cognitive
behavior in individuals presented with a new experiences but instead
encouraged by reflection prompts such as journal entries, providing
justifications, or answering a ‘why’ question. In fact, a prominent
theory of mind is that there are two cognitive systems at play: one
that hastily constructs mental models with intuitive explanations and
another that methodically deliberates on the handful of concepts in
working memory [50]. By asking users to reason through what they
know, we elicit responses from that latter, more methodical system.
We can expect that thoroughly reasoned mental models tend to be
more grounded and consistent for users, leading to more confident
responses when asked to predict system output, identify system
weaknesses, or describe what they can trust the system to do. At its
heart, asking users to reason through their mental model may involve
a form of sensemaking [71] through self reflection. The approach is
commonly included in cognitive task analysis [53] and elements of
model-facilitated learning [62]. All three encourage users to reason
through observations and describe how they construct knowledge
architecture that explains observations. When users are asked to
consider what they know and how they know it, people naturally
construct their own explanation from their past experience [52].
This leads to conclusive and corrective understanding. Micro-entries
prompt individuals to explain their understanding of patterns (with a
high sampling rate), encouraging more reflection on what they know,
and how they know it. By collecting what users notice in a list and
asking for their explanation of the pattern over time, we encourage
them to reevaluate and strengthen their understanding of the system
while also communicating rich qualitative data tied to specific times
and system phenomena.
With limited cognitive resources, we feel that user minds will
benefit from available space to record what they are seeing and con-
front their beliefs of the system, which will, in turn, help researchers
to more accurately understand the user’s mental model. We propose
incorporating flexible prompts to lead user discovery and serve as
a tether when exploring open, complicated, and ill-defined “inter-
pretable” spaces, while also providing researchers insight into what
users believe at specific times.
3.2 Implementing Micro-entries
To guide practical use of the micro-entry approach, we propose the
use of prompts to encourage users to reflect on their observations
and summarize their understanding. Repeatedly asking users, “what
pattern do you notice?” followed with, “how would you explain that
pattern?” will provide structured reasoning to their task [53]. From
most necessary, to least, we believe micro-entries should account for
the following:
1. Open data: A way to record user ideas, which could allow for
various representations or types of data collection (e.g., verbal,
textual, spatial). A basic, yet consistent, method for recording
qualitative notes and ideas is an obvious yet essential element.
2. Frequent and time-stamped data: The structured prompts
should include time-relevant data to help reveal a participant’s
patterns over time. Also, consider capturing the system state
when entries are created or modified.
3. Visible and accessible: Users can manage past patterns by
selecting them from a list and making edits. These edits must
be recorded and attributed to the original entry to extract a
hierarchy of pattern shifts over time.
4. Prompted reflection: Participants should be prompted to ex-
plain their identified patterns or reevaluate previous explana-
tions to reinforce what they can confirm or discredit anything
incorrect. Frequent reflection can lead to higher fidelity mental
models while also showing development over time.
5. Light-weight and unobtrusive: Participants should be en-
abled to note a pattern, provide an explanation, and test that
explanation quickly—ideally without additional barriers that
may distract their attention. A more responsive system, ensures
more articulate and focused data capture.
6. General or targeted capture: Depending on the research and
design goals, prompts and instructions can either prioritize
specific types of understanding or allow more freedom and ex-
ploration. Telling users that they are ‘seeking to understand the
system and communicate that understanding to the researchers’
reinforces the use of micro-entries and helps users feel more
informed. We recommend explicitly telling users of their role
to help establish an appropriate mindset: aiming to achieve a
clear understanding of the system’s performance.
Of course, there are also a few concessions to examine when
implementing micro-entries:
1. Demanding feedback: It is important to consider that the
act of requesting explanations for the system’s behavior es-
tablishes a demand structure where participants may, “feel
compelled to give a reason, even if they did not have one prior
to your question” [65]. Users may also feel expected to provide
evidence of a mental model that matches your expectations
and not representative of their own beliefs.
2. Interrupting prompts: Asking a user to review a previous
theory or describe a new pattern while they are testing the
fidelity of another observation can disrupt the user’s cognitive
process—and future discoveries may suffer. Consider ways
to control when users receive a prompt (visible timer, after
specific interactions, at predefined moments in the task, etc.)
or choose to prompt in a more subtle way (collapsible list,
specific keystroke, raising a hand) to maintain free exploration.
3. Offloading Working Memory: Simply providing a space to
describe noticed patterns may facilitate mental model evolution
in different ways from studies that do not provide this feature
during interaction. The progressive evolution of a clearer and
more solid mental model is the intention of the described
approach, but its effects have yet to be compared to alternative
mental model evaluation techniques. Thus, we do not know if
the user discoveries are a result of reflection or the offloading
of working memory into an interface element. Future research
will need to compare insights generated via micro-entries and
other techniques.
The micro-entry method lends itself especially well to written
records stored at the periphery of the screen but the fundamental
elements (discussed above) simply encourage users to reason with
their mental models. Our use case focuses on a diary-like method to
demonstrate its utility.
3.3 Interpreting Micro-entry Results
Because micro-entries capture both semantic understanding and tem-
poral relations, a number of data analysis approaches are appropriate
candidates to assist in their interpretation. With the goal of extract-
ing not only one’s final understanding, but also changes in identified
patterns over time, these time-specific rationale can be revealed.
The analysis of micro-entries may provide relevant insight to the
interpretability questions proposed by Doshi-Velez and Kim [23].
Here, we present simplified variations; appending an additional
question considering the temporal dimension captured by micro-
entries:
1. What form do the noticed patterns take?
2. How many patterns were noticed?
3. How are patterns structured or aggregated?
4. Is there evidence that users understand how patterns are re-
lated?
5. How well do users understand the uncertainty in the system’s
responses?
6. How do the patterns change over time?
Guided by such questions, analysis of micro-entry data will typi-
cally require qualitative analysis to extract a user’s mental model and
its changes. In this section, we illustrate the potential ways micro-
entries may offer insights, but these techniques are not prescriptive,
as selection of best methodology will depend on the project specifics
and implementation details when considering the pros and cons of
any given approach.
Thematic Analysis, a common approach for qualitative analy-
sis, can be especially useful when tracking patterns and changes in
users’ mental models. Reflexive thematic analysis recognizes that
the researcher plays a part in the conceptualization of themes and
can provide rich interpretations grounded in the collected data from
iterations of review [9]. Typically, there are six non-linear, recursive
phases of reflexive thematic analysis: 1) familiarization, 2) code
generation, 3) thematic prototyping, 4) prototype revising, 5) theme
defining, and 6) report producing [10]. Familiarization typically
begins the thematic analysis and requires an inductive, open-minded
reading of the data; progressing through rounds of inductive and
deductive coding. One benefit of micro-entries is that users repeat-
ably describe what they notice and explain their rationale. This
makes latent codes easier to distill because the participant provides
foundation to their claim.
On the other hand, due to their structured nature, defining a code-
book and counting the frequency of specific events or identified
patterns is also possible [54]. Drawing from microgenetic tech-
niques, there will likely be a series of common and uncommon
observations made by users. Agreeing on a set of themes, defining a
rubric and grading the users at each time step can reveal when key
insights were discovered and also the relative rates of discovery. Al-
ternatively, if the micro-entry method is used in a more exploratory
analysis, the order of what participants choose to write about may
uncover their flow of attention. Furthermore, extracting and visual-
izing the sentiment of topics (e.g., [92]) may also be relevant when
considering user understanding. By considering sentiment analysis
of user reflections, user perceptions of the system capabilities, as
well as their comforts and frustrations can be discovered. Ultimately,
micro-entries can be counted and analysed to reveal the proportion
of incorrect or correct observations about system functionality and
extract perceptual rates over time.
Since having semi-structured, qualitative, time-series, user-
defined (and refined) interpretations can be overwhelming and com-
plex, the next section discusses how visualization could be consid-
ered to help extract key insights.
3.4 Visualizing Micro-entry Data
Visualization can assist in analysis and interpretation of evolving
mental models, and prior research has contributed many viable
metaphors for visualizing textual data [30], data over time [2, 3],
and studying the progression of analytic provenance [43, 74]. As
suggested by Ragan and Goodall, for further clarification of changes
over time, researchers can combine user process representations
with user review and further commenting for additional insights on
user understanding [75].
Looking to explore qualitative data extracted from the timing of
events, Slone describes the use of spectrum [86]. After creating a
codebook, the technique could be adapted to represent themes as
rings with participants arranged around the outside of a circle. At the
intersection of each participant’s segment and thematic ring, some
metric (the relative number of entries made, the correctness of the
identified pattern, etc.) could be encoded with color. By shifting
the order of the participants according to some condition, patterns
may emerge such as: “Analysts make correct entries more frequently
then others.”
But beyond typical frequency visualizations, like word
clouds [41], the data from micro-entries lends itself to alternative ex-
ploratory visualizations because it captures the branching nature of
ideas over time. Looking at data over time more generally, a visual
design such as the ThemeRiver approach [40] can focus more on
communicating themes and attention of users over time. By captur-
ing the frequency of ideas mentioned across all entries over time, the
emergent pattern shows what individuals focus their attention on by
what they spend the most time writing about. History flow visualiza-
tions can show changes to documents over time by encoding the size
of the change vertically and its timing horizontally [89]. One benefit
of our proposed method, is how it captures change in mental model.
Each time a micro-entry is edited, the change can be captured and
attributed to it’s original entry—leading to a hierarchy of changes.
Using existing visualization techniques for understanding changes
in hierarchical themes over time, SplitStreams [6] could be adapted
to show these changes as shifts in mental model. For example, with
minor manual merging of semantically similar entries (and perhaps
some coding), a mental model could be represented as a stream
Figure 2: The proposed design concept applied to an existing explainable AI tool called ‘Summit’ by Hohman et al. [45]. The micro-entry approach
adds a journaling capability to the periphery of the main visualization. The user’s identified patterns and justifications are recorded and collapsed
into the icons at the right. Users can refine the entries as they work, or the tool will prompt them to reconsider random entries periodically.
and draw out horizontally with its margins representing changes in
ideas. By coding the themes described in an entry, vertical shifting
between streams could show how ideas develop, shift, and converge
over time.
An approach used in microgenetic research shows relative change
over time. By scoring each participant against some rubric at each
assessment interval, researchers can quantify the relative clarity of
one’s mental model. This instrument would be domain dependent,
but as an example, the rubric may help quantify the accuracy of
an identified pattern, the uniqueness of a conclusion, or its relative
overlap with the amount of seen information. Over time, these
assessment scores expectantly improve and by visualizing these
changes in a line-chart, relative rates can be compared between
users [16]. To validate a between subject rate of change, typically
the assessments (or in this case, micro-entries) need to occur along
the same time steps for all participants. Controlling for an entry’s
request interval is a logical adjustment to the proposed used case.
Alternatively, graphical chain modeling [24] has been used to
reveal the relativistic relationship of variables in complex prob-
lems [29]. In the context of micro-entries, multiple variables can be
captured and compared to see how different elements may influence
each other. Applicably, during an exploratory visual analysis task,
Reda et al. [77] discuss the use of Markov chain models to abstractly
predict the likelihood of a user’s next exploratory action based on
their current state. Relying on similar data as provided by micro-
entries, they code interaction logs and participant verbalizations
into the key processes relevant to exploratory tasks (e.g., navigating,
structural analysis, etc.). The researchers then create a sequence of
states for each user. Based on the frequency of those state transi-
tions, a probability distribution can be predicted by Markov chain
models—where frequent transitions between states represent the
core behaviors supported by the visualization.
We emphasize that the discussed options are only examples for
consideration, as many different promising and applicable visualiza-
tion techniques can be beneficial for understanding mental model
states and changes over time. Specific choices of representation and
analysis will depend on the chosen method of data capture, the un-
derlying system design, the model being studied, and the particular
research goals.
4 USE CASE
To further illustrate how micro-entries reveal changes in a user’s
mental model, we walk through their use for collecting and interpret-
ing data from an interactive session with an XAI application. We
present the use case based on Summit (see Figure 2), a visualization
that summarizes a multiclass image classifier [45]. The tool provides
an attribution graph to visualize what features a model has learned
as nodes and how they are related with edges. Additional views
show a two-dimensional embedding of all classes (upper left) and a
searchable list of available classes to compare (bottom left). Summit
is intended to give users an impression of the underlying neuron
activations in order to find areas where the model could improve.
In the interest of facilitating communication, we’ve named our
user Shelly, and a template design for micro-entries is offered at
the right of Figure 2. While this example describes a more open
exploration task, a similar method could likely be adapted to more
controlled or instance-based procedures; we leave these adaptations
for future discussion.
Shelly’s task is to inspect a list of classes with the goal of helping
researchers identify reasons the model may be making mistakes.
After being introduced to Summit and its functions, Shelly is asked
to employ the micro-entry method while completing her task. The
Time ID Ver What do you notice? How do you explain the pattern?
0:00 Activity: Inspecting the class “White Wolf”
0:04 01 a “Data flows from bottom to top” “The animation between tiles travels vertically up the graphic.”
0:06 02 a “Complexity increases vertically” “The tiles at the bottom focus on vertical lines or bumpy edges while the items
in the upper tiles look more like wolf faces.”
0:07 03 a “Layer 5A Mixed has better exam-
ples”
“The system must be using the data from this layer to get such high accuracy.”
0:08 01 b “Data flows throughout the net-
work”
“It doesn’t make sense that an input image would visit each of these nodes, but
rather that each node is a ”filter” to apply over an input image and the larger the
Node, the more important it is for determining an the class.”
0:10 Activity: Inspecting the class “Tench”
0:14 04 a “Are Tench people or fish?” “I see some finger-like and human face nodes mixed in with what look like eels.”
0:15 04 b “Tench appear to be fish” “The other similar classes are things I know are fish like a barracuda or sturgeon,
but this doesn’t explain the finger-like and human face nodes mixed in.”
0:17 05 a “Mixed layers 4a b & c all respond
primarily to faces while 4 d and e
look more like fish”
“Not sure why this happens but maybe the fish has a camoflauge that looks like
human faces or other animals.”
0:18 06 a “Tench have a high accuracy even
though they appear to have a confus-
ing tree”
“Could this mean that the system is using other features in an image of tench to
help identify the fish?”
0:20 06 b “The system uses alternative fea-
tures to recognize Tench”
“The system clearly uses features of people and fingers to recognize Tench, could
it be that these images come from holding a caught fish like a prize?”
0:22 02 b “Complexity is learned from the
lower features”
“As a neural network, the lower layers feed the patterns recognized by the upper
layers, thus more human descriptive nodes.”
Table 2: Example from the use case illustrating data collection via the micro-entry tool. Each row records a micro-entry at a specific time and is
given an identifying number and version letter. Revised entries are denoted by a new letter in the Ver (version) column. Notice how the rationales’
shift over subsequent entries, especially when an entry is revisited (Ver = b). This user reaches conclusions faster than to be expected in practice.
researchers ask her to “describe” and “justify” each pattern she
identifies while exploring a set of classes in Summit. If she changes
her mind, she’s asked to update any previous entry. The researchers
do their best to establish rapport with Shelly so she feels valued as
a participant and understands how she contributes to visualization
scholarship [33]. Table 2 shows a hypothetical early sub-set of her
entries while working through the task.
Exploring the White Wolf class, she first notices that Summit
has animated edges that turn blue as she hovers her mouse over the
tree—writing about this realization in entry 01a. As she continues,
she makes a new entry (02a) for a different observed pattern: ‘how
complexity appears to be encoded vertically.’ Information about
understanding the visual representation is common when employing
think-aloud and observation, but the temporal nature will allow us
to see how interface learning can relate to their mental model of the
computational model.
After 10 minutes of exploration, Shelly is directed to look at the
tench class. In short order, Shelly has noticed suspicious issues
involved with this class (see entry 4a) and is unsure if the class
tench should have elements of hands, faces, or fish. Entry 04 is
updated (version b) as her mental model crystallizes along with her
justification: ‘Tench must be fish because barracuda and sturgeon
are similarly classified.’ As she continues to inspect the class, she
concludes that there is bias in how the system classifies the tench
class (entry 06b) because it activates neurons that are also related to
human faces and hands.
In only the first two classes, it appears that Shelly uncovers some
unique patterns in the classifier using the Summit visualization.
Her entries feel focused and show signs of learning and pattern
recognition instead of over-generalizations because she is asked to
provide her own explanations for the patterns. Hypothetically, if we
assume additional participants completed this same task, we may
expose some answers to the six questions we introduced in Section
3.3. For example, it would be interesting to compare how different
visualizations may change what kinds of patterns are noticed and
the justifications provided for them. Alternatively, by hiding various
elements in an interface, the patterns and justifications provided
by micro-entries may help uncover the communicative potency of
each interface element. While the micro-entry method may not help
identify specifically what is working or not working in visualizations,
it could help uncover how well a visualization communicates overall.
More importantly, the method can help reveal how visual design
leads to insights or changes in the user’s understanding of a machine
learning model.
5 CONCLUSION
We argue for increased attention to shifts in human understanding
and perceptions of system capabilities in interactive data tools. The
fundamental ideas discussed in this paper pull together concepts
and methods established by a rich history of existing research, but
there is a clear need for deeper evaluation of mental models as
research advances continue for interpretable and transparent system
design [1, 23, 60]. There is potential to incorporate fundamental
elements of reflection in all tasks, as it helps refine users’ mental
model and facilitate their communication.
We chose to focus on the micro-entries technique—as described
in this paper—in our use case to illustrate it’s potential, conceptu-
alize how its data may look in practice, and lay a foundation for
future designs. Additionally, our methodology—similar to online
journaling [51]—has applications to systems that require remote
evaluation when study populations may be physically inaccessible
(e.g., during the COVID-19 pandemic). Alternative methods, like
think aloud or concept maps, appeal to alternative modalities that
may offer unique, beneficial insights and ought to be explored [39].
We conclude with three future research questions:
• How do mental models shift while working with complex
visualizations and micro-entries?
• What common understandings are communicated by specific
visualization features when users are asked to reflect?
• How do micro-entries compare to other mental model mea-
surement methods?
From the presented use case, applying our proposed methodology
to an XAI visualization and validating its effectiveness compared to
alternative techniques is an appropriate exploratory domain with im-
mediate and potentially fruitful insights. Ultimately, as researchers
in the visualization and data science communities are interested in
making algorithms more interpretable, our method aims to make
the data and decision boundaries more visible and accessible to the
users by inviting them to reflect on what they know. By prompting
users to consider their own recognized patterns—and explain to
themselves why they exist—the micro-entry method can elicit the
construction of more thorough understanding while also capturing
one’s stages of mental model development. These stages of devel-
opment carry time-specific, user-defined interpretations; enabling
generative evaluations and clearer illustrations of what a visualiza-
tion communicates.
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