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Abst rac t - -A  novel spectral element technique isexamined in which the test functions are different 
from the approximating elements. Examples are given for a simple 1-D Helmholtz equation, Burger's 
Equation with a small viscosity, and for Darcy's Equation with a discontinuous hydraulic onductivity. 
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1. POLYNOMIAL  APPROXIMATION 
Spectral element approximations have been shown to be an effective tool for the approxima- 
tions of certain classes of partial differential equations [1,2]. The approach utilized by Patera 
combines a spectral multidomain method with the variational formulation commonly used for fi- 
nite element approximations [2]. The technique proceeds by integrating against '%est" functions 
whose support is limited to either a single subdomain or two adjacent subdomains. Traditionally 
the test functions are chosen from the same class as the approximating '%rial" functions, and 
an approximation is constructed such that within each subdomain the approximation is a linear 
combination of orthogonal polynomials. In this paper, a new set of trial functions is examined. 
The new approach is similar in spirit to a mixed finite element method or a Petrov-Galerkin 
scheme. If the sequence of orthogonal polynomials is given as {pn(x)}, -1  _< x <_ 1, then the 
new trial functions are given by 
G~(x) = (1 - x~)p~_:(z), 
'qJ~ J :0 'x '=  l+x  
2 ' 
= 1 - z 
2 
I< j<N,  
(I.I) 
Integration against hese new trial functions is a simpler process than integration against hose 
used in traditional spectral element approaches and the integration can be done with respect o 
a Jacobi weight function. This new approach is discussed in detail below and is illustrated for 
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two model problems. In addition, a 2-D example for an approximation of Darcy's equation for 
porous media flow, 
V . (K(x, y) Vh(x, y)) = O, (1.2) 
with a discontinuous hydraulic conductivity, K(x, y), will be used to illustrate the effectiveness 
of the proposed method. 
In the following discussion, a brief introduction to the spectral collocation technique is given 
which is followed by an introduction to the Petrov-Galerkin scheme. Once the Petrov-Galerkin 
scheme is introduced, specific examples are examined. First, a Helmholtz equation is approxi- 
mated with Legendre polynomials and comparisons are made between a single domain technique, 
the Galerkin scheme, the Petrov-Galerkin scheme, and a cubic spline method. Next, Burger's 
equation with a small viscosity is approximated with Chebychev polynomials and comparisons 
are examined between a single domain Tau method and the two spectral element echniques. 
Finally, an approximation to Darcy's equation governing steady state flow within an heteroge- 
neous media is examined. 
2. POLYNOMIAL COLLOCATION 
To motivate our discussion, a simple one-dimensional example is examined. The technique is 
introduced via a model problem: 
uxx(x)+Au(x)=f(x) ,  - l<x<l ,  (2.1) 
u(±l) = 0. 
The approximation to be found, UN, is a polynomial of degree N and is constructed from a 
sequence of polynomials, {Pi}, 0 _~ i _~ N. The polynomials are orthogonal with respect o a 
strictly positive weight function, w(x), and the polynomial pn(x) is a polynomial of degree n. 
A collocation scheme is used to enforce an equation on a set of grid points. The grid points 
come from the abscissa of the Gauss-Lobatto quadrature, which is chosen over the Gauss and 
the Gauss-Radan quadratures because it includes both endpoints, x0 = 1 and XN = --1, which 
will be more convenient for the multidomaln problem. In the notation adopted here PN is the 
space of polynomials of degree N, and the abscissa of the quadrature are numbered in descending 
order, 
-1 = XN < XN-1 < " ' "  <~ X2 < X l  < X0 = 1. (2.2) 
The Gauss-Labotto quadrature yields a set of abscissa, xj, and a set of weights, wj, 0 _< j < N [3]. 
The quadrature is convenient due to its ease of integrating polynomials: 
1 N 
f_ p(x)w(x)dx = Zp(x j )w j ,  p(x) e P2N-1. (2.3) 
1 i----0 
An approximation is found via projection onto the space of polynomials of degree N, which 
is denoted PN. This is clone through the projection operator PN : C°[-1, 1] --* FN. For .f(x) E 
C°[-1, 1], the projection operator is defined as the unique polynomial that interpolates the 
abscissa: 
f(xj) = PN f(xj), 0 < j (_ N, (2.4) 
PN f(') E PN. 
A more complete description of the projection operator and convergence results can be found 
in [4]. Using a collocation method, the approximation is written by enforcing the equation on 
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the interior grid points via the interpolation operator: 
PN((UN)xx) + ,~UN -- PN flxfx~ = 0, 0 < k < N, (2.5) 
UN(-t-1) = 0. 
This approach is detailed in Canuto et al. [5]. 
Because the polynomials are orthogonal nd of increasing order, the span of {P0, P l , . . . ,  PN } is 
the space of polynomials of degree N. Thus, the approximation to the equation is a polynomial 
of degree N. A polynomial of finite degree can be expressed as a unique linear combination 
of the orthogonal polynomials, and using the Gauss-Lobatto quadrature the approximation is 
represented by its value on the abscissa [6, p. 59]: 
N 
UN(~) = ~UN(X j )  ~j(X), --1 < • < 1, 
j=O 
N 
1 
¢~(~) = ~ ~ ~ p, (~)  p,(x), (2.6) 
n----0 
N 
k=0 
As defined, the Cj(x)'s are the Lagrange polynomials that interpolate the grid points [6, p. 345]: 
Cj(xk) = ~k. (2.7) 
To find the derivative of the approximation, a derivative of the known function ¢5 i x) can be 
used. In this way, the approximation found in (2.6) is a polynomial of degree N or smaller and is 
used to construct the system of equations given in (2.5). For 0 < k < N, the system of equations 
is given by 
N N I 
÷ )~-~UN(X j )¢ j (x )  -- PN f(x)[ = 0, (2.8) 
jffi0 j=0 Ixfxk 
UN(:::~:I) = 0. 
From this system of equations the approximation's values on the abscissa can be determined. A 
more complete discussion of the approach can be found in [7]. 
3. SPECTRAL  ELEMENTS 
To construct a spectral multidomain approximation, the domain is first divided into sepa- 
rate subdomains (Figure 1). Within each subdomain an approximation is generated, which is a 
polynomial of degree N. An approximation can be constructed by integrating against est func- 
tions whose support includes a single subdomain or two adjacent subdomains. This approach is 
detailed below. 
0 m-1  m M 
I I • I I I I I 
a b 
Figure 1. A multidomaln example in 1-D with M + 1 subdomalns. 
First, in order to construct an approximation across the subdomains, the domain [-1, 1] is 
mapped to each subdomain. (Our notation has been adopted from the Galerkin method pro- 
posed by Patera [2].) The i th subdomain has endpoints a~ and b ~, and has length L ~, and the 
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approximation on subdomain i is u~v. A point x, in [-1, 1], is mapped to a point in subdomain i,
£~ E [ai, b~], via the linear transformation 
L ~ 
~i = 2-  (x + 1) + a~. (3.1) 
In order to employ the orthogonal polynomials, grid points are established within each subdomain, 
~.. Here, ~. is the jth grid point on subdomain i and xj is found from the abscissa of the Gausm 
Lobatto quadrature, 
L i 
-~ 1) ÷ a ~. (3.2) 
xj = T (xj  + 
With the grid points given on each subdomain, an approximation is found that is a polynomial 
of degree N within each subdomain. From equation (2.6), the approximation is written in terms 
of its value on the newly established grid points: 
N 
u~v(~) = ~-~ u~v(~') Cj(x), - i  < x < I. (3.3) 
/ffi0 
Once a mapping between the individual subdomains and [ - I ,  I] is established, it remains to 
determine the test functions to be used in the weak formulation. In [2], the test functions that are 
chosen are the Lagrange polynomials Cj(x), and the integration that is performed is done with 
respect o weight w(x) = I. These integrands have sharp gradients and are complicated functions. 
The matrices that are generated are constructed from a double sum and can be computationally 
intensive to find for a large number of grid points. To use the same idea, however, the test 
functions must satisfy the same requirements. Here, a new set of test functions is proposed and 
is constructed from the following elements defined on - I  _< x _< I: 
~)j(X) = (1 --  x2)pj- I(X), 0 < j < N. (3.4) 
In addition another test function is created, whose support is two adjacent subdomains and 
is linearly independent of the previous elements. In this way, the flux across each subdomain 
interface is balanced. This new test function is constructed from the following: 
~0(x) = 1 ~ x, (3.5) 
= 1 - 
2 (3.6) 
The test functions for the multidomain case are constructed from the given elements. On 
subdomain i a sequence of test functions, {¢~(~)} is found from the previous definitions. For 
0 _< j _< N, the trial functions are 
{ ~bj(x), ~ e [a~,b,], 
¢~(x) = O, otherwise, 
(3.7) 
where x is the mapping of ~ to the unit square, [-1, 1]. 
An approximation is found by integrating against the test functions, and a solution is sought 
that satisfies the equation on the grid points specified. The integrals are approximated using the 
polynomials found in (2.6). With respect o equation (2.1), a Petrov-Galerkin method is used to 
generate a system of equations in the weak form: 
- ~'7 , (U~v(X))x ~xx (¢~(~)w(x))dx+~ lu~(~)¢~.(~)w(x)dx 
= 1 PN f ' (~) ¢~'(~) w(x) dx. (3.8) 
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a 0 
Figure 2. 
function. 
{ .. .  - I I 
m-1 m M b 
Trial functions ~b~-1 and ~b~ combine on adjacent subdomains to assemble a "hat" 
Because the support of ¢3 is within subdomain i, the integral over the rest of the domain is zero. 
For 0 < j < N, the test function ¢~. is zero at the subdomain interface. Thus, the contribution 
to the integral of the global approximation against this test function is simply the integral on 
the one subdomain. Likewise, for the special case of ¢~ and ~b~¢ when the two test functions are 
examined on two adjacent subdomains, the test function can be viewed as the hat function with 
support across two adjacent subdomains (Figure 2). The integrals against ¢~ and ¢~v are used 
to enforce the continuity of the global approximation and conserve the flux across the subdomain 
interface. Because a variational formulation is used, only C o continuity needs to be enforced 
since the flux across subdomains is conserved. 
A system of equations is constructed by enforcing the weak solution for every ¢}. The equation 
can be approximated by substituting the interpolating polynomials in equation (2.6) and the 
polynomials in equation (3.7): 
-Eu~ ~-: ,¢~(X)~xx ~bj(x)w(x) dx + Eu~A ,¢k(x)~bJ(x)w(x)dx 
k-.---O k=O 
=  j(x)  (x)dx. (3.9) 
k=0 1 
i i - i  i Here u~ = uN(x~) and I~ = PN f~(~).  For 1 _ < j < _ N - 1, the system of equations can be 
solved to find an approximation for equation (2.1). The system that is generated gives rise to the 
stiffness and the mass matrices for the i th subdomain. The subdomains are mapped to [-1, 1], 
and the matrices are given for 0 _< j _< N - 2 and 0 < k < N: 
= ¢i( )Tz (3.10) 
U 
/ :  Ck(x) ~j(x) w(x) dx. (3.11) 
Another result is that the method can be easily implemented for the Jacobi polynomials, 
w(x) = (1 - x) a (1 + x) ~, where -½ < a, j3 _< ½. Because the test function contains the term 
(1  - x 2) the test function multiplied by the Jacobi weight yields the following: 
'~j (z)  (1 - x )  a (1 + x) f~ = p j - l (x )  (1 - z 2) (1 - x )  °' (1 + x )  f3 
= pj - l (x)  (1 - x )  l+a  (1 -4- x )  l 'k~. (3.12) 
When the variational form is examined, the values at the endpoints for this new function are 
zero: 
¢~'(x) (~j(x) w(x) dx .--- ¢~'(x) pj-l(x) (1 - x) :+a (1 + z) 1+~ dx 
1 1 
= ¢~(x)pj-l(X) (1 - x) l+a (1 + x)1+~11_1 (3.13) 
d 
- ¢~(x) -~x (pj-l(x) (1 - (1 -t- dx 
1 
f :  x) 
d 
= - ¢~(x) ~xx (pj - l (x)(1 - (1 + dx. 
1 
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This new method can be implemented for general Jacobi polynomials. Furthermore, the inte- 
gration can be done with respect o the specific weight function for the Jacobi polynomials. This 
is different from other approaches to the spectral element method. Rather than use the weight 
w(x) = 1, which is employed for the Galerkin method, the Jacobi weight can be employed, offer- 
ing a more natural framework to implement and analyze the technique. Numeric trials have been 
used to examine the matrices generated from the product of the inverse of the mass matrices 
and the stiffness matrices obtained from equation (3.9). The initial results indicate that for zero 
boundary conditions, the eigenvalues for .,V(-I5 are real and negative• 
Once the stiffness and mass matrices are generated for each subdomain, the matrices for the 
full domain can be constructed. The subdomains have been created such that there is no overlap 
between adjacent subdomalns. Because the abscissa of the Ganss-Lobatto quadrature include 
the points 1 and -1, each subdomain shares its neighbor's endpoints. When the stiffness and 
mass matrices are constructed they are found by adding the matrices along the diagonal of the 
matrix giving a block diagonal matrix. For example, the stiffness matrix G is generated from the 
stiffness matrices from each subdomain [1]: 
(SNO)# k 
] (SN,)jk 
0 
3.1. Legendre Polynomials 
] 
(SNM-1)jk t (S~M)~k ] 
An example is given for the approximation ofequation (2.1), using the Legendre polynomials, 
{Ln(x)}. The Legendre weight is w(x) -- 1 and the approximation is written as an expansion of 
the Legendre polynomials [6, p. 61]: 
N 
uN(x) = ~ UN(Xk) ¢~(X), (3.14) 
k----0 
N 
Ck(X) = Wk ~ 1 L,(x~)L,(x), 
n~O In  
2-'~-'~  n < N, 
~n= ~, n=N.  
The abscissa, xj, and the weights, wj, of the Gauss-Lobatto quadrature are not known in closed 
form for the Legendre polynomials and must be approximated [8]. 
The entries of the stiffness matrix are found by integrating against he test functions, which 
for 0 < j < N-  2 and 0 < k < N yield 
- -  - - -  ¢~(x) ~ ((1 - x 2) L~(x)) dx (3.15) (SN, )~+I ,k  L i  
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2 N 1 
= wk ~ ~_, _--" Ln(zk) s,~3, 
1~ n=0 ~/n 
where 
'_ lL:(x) d snj -- - ~xx ((1 - x 2) Lj) dx (3.16) 
2n (I - n) 
= 4ej,,~ + 2n+1 6,~,#. 
The quantity e#,n is defined by 
1, n+jeven ,  n>_ j+2,  (3.17) 
ej,,~ = 0, otherwise. 
The top and bottom rows of the stiffness matrix can be found by examining the strong form of 
the approximation and integrating by parts: 
/~U~I:I:X . I~xll /~  (1 )  
- - - -~dx=u~(x) - - - - -~_ l  - u~(x) :t= dx (3.18) 
1 1 
1-{-X )l I (~)  1 
2 U~v(X -I -- "{- UNIX) -1" 
This equation is used to balance the flux across the interfaces. When the integrals across adjacent 
subdomains are added together, the derivative terms cancel. In terms of the boundary conditions, 
when a zero flux boundary is to be implemented this integral is used to enforce the desired 
boundaries. If the boundary conditions are Dirichlet, then they can be set in the same way as is 
practiced in the Galerkin scheme [2]. 
From equation (3.18), the top and bottom rows are found: {1 -~, j=o, 
2 1 (3.19) (SN, )O j=-~"  ~, j=  N, 
0, otherwise; 
the bottom is given by 
(•N')Nj = - -  (~N'  )o j  " 
The mass matrix is found in the same manner, for 0 <_ j _< N - 2 and 0 _< k <_ N, 
L i N~ 1 
(.~N')j+,,k = wk V ~ ~--: L.(zk)re.j, 
4 6 4 6~,2, 7r$0j = ~ j,0-- 
2 (n+l '~/ j+ l '~(  2 ) 
mnj = 2n + 1 ~n,j - \2n  + I ]  \2 -~ ' I )  ~ 6,,+1j+i 
\ 2---T'~-'~ ] (2 -~ 1 ) 6n-- 1,J "{-I 
(n÷l  
-- \~-n -.~--~ ] (2j---~) (2n-n--~) ~n-{'1,j-I 
(3.20) 
(3.21) 
56 K. BLACK 
As in the situation with the stiffness matrix, the top and bottom rows of the mass matrix are 
found by integrating against ½ (1 =E x): 
(.hdN, )O,k = Wk "~ + -3 "~1 Xk , (3.22) 
"2"L'(1 31 1~,1 ) ( N ' -  N ,k  = Wk Xk  • 
Comparison of U" Errors 
Solution to U,= = cos(7rJ2x) 
8 
[ , , 
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A Legefldre 
In(Number of Grid Points) 
Figure 3. Errors for the special case of A = 0. 
The L °° errors for the special case of A = 0 and f = cos Z~x are shown in Figure 3. A com- 
parison is given between a single domain collocation technique found from the strong form [7], 
the Galerkin method for Chebychev polynomials proposed by Patera in [2], the Petrov-Galerkin 
method for Legendre polynomials, and a cubic spline method. For both of the domain decom- 
position schemes two subdomains, [-i,0] and [0, 1], were employed. For both spectral element 
techniques, spectral accuracy is maintained with the Petrov-Galerkin scheme having only a slight 
advantage in accuracy. 
3.2. Chebychev  Polynomials 
When a large number of grid points is employed, a Chebychev collocation method has an 
advantage in that derivatives can be computed via a fast discrete cosine transform (DCT) [6]. 
For example, for the Burger's equation with a small viscosity, 
Ut q - l tU  x ~ VUxx ,  
u(x ,  O) = - sin(~rx), 
x • [-1,1], t>O, 
(3.23) 
a steep gradient develops around x - 0. In this case, Chebychev polynomials are an attractive 
candidate, since the Gauss-Lobatto quadrature is known in a closed form, allowing for a larger 
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number of elements, and the derivative can be calculated via the DCT: 
lrj 
xj = cos ~-, 0 _< j _< N, 
?r 
Wj = 
c jN '  
1, O<j<N,  
c j=  2, j=0 ,N .  
(3.24) 
As in the case of the Legendre polynomials, the stiffness matrix and the mass matrix are found 
via an inner product, 
/l_ (UiN(~,t))zz(I__x2)Tj(x) N 
1 V~=7 ~ dx-~ E~iN(Xk't) (SNi)j+l'k' 
k--0 
(3.25) 
where the stiffness matrix is given below for 0 < j ~ N - 2 and 0 < k < N, 
( sNi ) j+l,k = ~ i  ~ n=j+2 CTCn COS -- N £ (j -- 1) ~-k COS ~ . 
\ nTj even 
The hat function with support over two adjacent subdomaius cannot be integrated with respect 
to 1/v/i---"~ because the derivative becomes unbounded at the subdomain interface. For the 
interface condition, the hat function is used and the weight function that is used is w(x) = 1. 
Thus, the top and the bottom rows for the stiffness matrix are the same as in equations (3.19) 
and (3.20). 
The mass matrix is found by following the same procedure that is used for the Legendre 
polynomials: 
f? UiNCX, t) (1 - ~2) T j (x)  1 
N 
dx = E UiN(Xk' t) (~Ni)j+l,k. (3.26) 
k=0 
The mass matrix is given for 0 < k < N, 
(Y~Ni)l 'k : T 1 -- COS , 
( ) (  kTr 3k~r, L ~ lr cos -~- (MN,)2,k T = - cos  7 ) '  
L' (4-~ck) ( -  1 -t- 2 cos ~-~ - cos ~-  ) , ( J~N')3,k -- -~- 
L ' (  7r ) (  (j-2)kTr jk~ 
(A//N')j+I,k = -~- 4--~Ck --COS g +2cos--~- -cos  
L ' (  7r ) (  (N-4)k l r  (N-2)kTr 
(J~Ni)N-l'k = T ~ --COS N +2cos N 
The top and bottom rows are found using the weight function w(x) = 1: 
(j +~)k~) ,
21 (_ l )k)  
(~N' )0 ,k  = - -  - -  
( . /~  N i  ) N,I¢, ---- _ _  __  
L ~ 1~-~ 1 
7 ckc. 
L ~ 1~-~ 1 
n=O 
nkTr 
cos ~ (Ak + Bk), 
nkr cos 7 (Ak -- Bk), 
(3.28) 
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-2  
Ate= n 2 -1 '  neven, 
0, n odd, 
0, n even, 
Bk = -2  
n~-_- ~, n odd. 
The previous equations are used to establish the spatial discretization. The temporal discretiza- 
tion examined here for equation (3.23) employs an Adams~Bashforth/Crank-Nicholson Scheme 
(ABCN) [9]. The approximation at the n th time step is denoted u~. The convective term is 
approximated using the explicit Adams-Bashforth discretization and the diffusive term is ap- 
proximated using the implicit Crank-Nicholson discretization. To carry out the explicit step, 
the first derivative is calculated by either multiplying by the first derivative matrix [7] or via a 
DCT [6], and the nonlinear term is approximated by element-wise multiplication of the vector, 
,~  = u~, (,,~)=, 
u~v +1 -u~r I (_3t2~ v + U'~v-') + Atv  un 
nt = ~ -3 -  (("~'+')== + (N)==), 
and the resulting matrix equations are given by 
(3.29) 
U ~ ~ =~,( N)=, 
c~,~, =.~ T 
Ate '  _ 
c =.M-- .5-s,  
Atv _ ~ =.M +--~-s .  
(3.30) 
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Figure 4. Errors for Burger's equation; t ---- 1 ,  A t  ---- ~ and u = lO~=" 
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The approximation that is defined in equation (3.30) is used for the Burger's equation with 
a small viscosity. A comparison is presented between three different methods. The methods 
include a single domain Chebychev-Tau scheme [6, p. 80], a Chebychev-Galerkin scheme [2], and 
a Chebychev-Petrov-Galerkin scheme. (A comparison between a finite difference approximation 
and the spectral techniques can be found in [9].) For the two spectral element approximations, 
z four equally spaced subdomains are implemented. In the examples given, the values u = 10o~, 
At = ~ are used. 
0.5 
>" 0.0 
-0 .5  
-1 .I 
True Solution to Burger s Equation With a Viscosity 
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./ j .... ... o. ° oO.- 
I I I I ~ I | I I 
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0.0 0.5  1 .0  
1 Figure 7. True solution to Burger's equation with a viscosity, u = zo0~" 
The L ~ errors for these values are given in Figures 4 through 6. For this test case, the L ~ errors 
are presented for the times t = I, t = 2 3 ;, and t = ; [9]. In each case, the time discretization 
is the same. Because the steep gradient that occurs develops at x = 0, both spectral element 
techniques have an advantage; the Chebychev points are clustered at the origin. Once the gradient 
is resolved, the spectral element techniques are better able to approximate the solution. For both 
spectral element approximations, the trends are similar and give comparable results. When the 
spatial approximation moves beyond the accuracy of the temporal discretization, the accuracy 
reaches its lower bound. Note that for the three trials, the L °° norm of the solution is order 1 
(Figure 7) and the L 2 errors that are given are not the percentage errors. 
The true solution that is used for reference is approximated from the convolution product given 
in Cole's transformation [10]: 
_ 
An approximation of the true solution was calculated using Gauss-Hermite integration with 9 
1 the gradient achieves its max imum near t = 0.5 [9].) digits of accuracy [3,11]. (For u = 1-"~"~, 
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Finally, an example is given of the approximation to Darcy's equation, 
'~ . (K(x, y) Vh) = 0. (4.1) 
Here, the hydraulic onductivity K(x, y) is assumed to be piecewise linear and can be discontin- 
uous across a subdomain i terface. The equation is derived from Darcy's empirical observations 
and is a mathematical model of the steady state flow of a fluid within an heterogeneous porous 
media [12]. 
Within a given groundwater system, the hydraulic onductivity is not completely known. More- 
over, its value can vary dramatically and in many cases is discontinuous. This is true even within 
groundwater systems that at first inspection appear to be homogeneous [13]. Obtaining an ac- 
curate approximation to groundwater flow is further complicated by the scale of the problem. 
The size of many groundwater systems of interest is on a regional scale and the time periods of 
interest can be on the order of 1-20 years [14]. 
Because of the obstacles that are present in the evaluation and simulation of a given ground- 
water system, a significant issue is the problem of estimating the hydraulic onductivity. That 
is, given a set of field data {h(xm,ym)} and {K(xl,yl)}, what is K(x,y)? Many of the common 
approaches to parameter identification construct an estimate of the parameter by first assuming 
that the parameter is piecewise linear [15,16]. With respect o the hydraulic onductivity and 
equation (4.1), a unique K cannot be found [17] and only an average value can be found [18]. To 
overcome this, a zonal method is used in which the domain is divided into separate subdomains 
and the hydraulic onductivity is assumed to be a linear function of x and y but can be discon- 
tinuous across the subdomain i terfaces. This approach naturally lends itself to a multidomain 
approximation. 
Given the set of field data, there are many ways to approximate K(x, y). The method of 
interest here begins by making an initial estimate to the hydraulic onductivity. The estimate 
is refined by repeated approximations of the governing equations. In this process, the estimate 
is "perturbed" and the forward problem is estimated. The results from the new approximations 
are used to update the current estimate. Within this process the variational approach as an 
advantage. In order to demonstrate he convergence of this process, the approximation scheme 
must be continuous with respect to the parameter K(x, y). The necessary conditions can be more 
easily demonstrated in the variational case. 
The approximations to the governing equations are made within the variational framework. In 
the 2D case, the approximation is constructed using the tensor product of the elements: 
• ~ i  - i  x = 
k=Oj=O 
(4.2) 
where N~ is the degree of the polynomial approximation  subdomain i in the x-direction, and 
N~ is the degree of the polynomial approximation i the y-direction. The stiffness and mass 
matrices are generated from this assumption. Here the Chebychev polynomials are examined. In 
the examples given, the domain is 0 <: x < r and 0 <_ y < 2~r. The number of subdomains in the 
x-direction was chosen to be 4, and the number of subdomains in the y-direction was 8. Each 
subdomain has the number of elements set to N~ -- Nu = 8. 
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Hydraulic Conductivity 
Piecewise Linear Elements 
K 
281.312 
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243.937 
225.25 
206.562 
187.875 
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131.812 
113.125 
94.4374 
75.7499 
57.0624 
38.375 
19,6875 
0 
0 1 2 3 4 
Figure 8. Preset hydraulic conductivities. Small values are 1 and large are 300. 
Solution to Darcy's Equation 
V .(K(x,y) Vh) = 0 
zulic Conductivities - Preset Piecewise Linear 
v=-KVh 
h 
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0 
0 1 2 3 4 
Figure 9. Approximation to Darcy's equation for the preset hydraulic onductivities. 
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rdraulic Conductivity 
ise Linear Elements - Random Values 
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0 1 2 3 4 
Figure 10. Random hydraulic onductivities. Values range from 1 to 200. 
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V .(K(x,y) Vh) = 0 
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Figure 11. Approximation to Darcy's equation for the random hydraulic onductivities. 
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Two different cases are demonstrated here. In the first case, the hydraulic conductivities are 
set to a given value. In the second, the hydraulic onductivities are random. For each case, the 
boundary conditions are given by 
h(x, 0) = 0, 
h(x, 21r) = 2~', 
0 
-K (0 ,  y) ~x h(0, y) = 0, 
0 
-g0r '  Y) ~xx h0r' y) = 0, 
O<x<~,  
0<y~2~,  
0<y<2r .  
(4.3) 
In the first situation, the hydraulic conductivities are set to 300 except for an irregular strip in 
which the hydraulic onductivity is set to 1 (Figure (8)). In the second situation, the coefficients 
for the hydraulic conductivities are set to random values ranging from 1 to 200 (Figure (10)). 
From equation (4.1), an approximation is made using the assumption in equation (4.2). Because 
the resulting matrices are not symmetric, the discretization does not lend itself to a conjugate 
gradient method. To solve the system, a GMRES technique is utilized [19,20]. 
The approximations for the two cases are shown in Figures 9 and 11. For the preset conductivity 
the result is shown in Figure 9, and for the random conductivity the result is shown in Figure 11. 
The examples demonstrate the flexibility of the spectral element approach. In both cases, the 
complex interface conditions are satisfied by simply enforcing CO continuity. In the situation with 
the preset conductivity, the ability to isolate gradients is demonstrated. Unlike a single subdomain 
spectral approximation, the gradients that occur do not affect the approximation i regions in 
which the solution is smooth. Also, the approach allows for a straightforward implementation i  
which the heterogeneous media varies dramatically across the entire domain. Again, enforcement 
of C O continuity is enough to conserve the flux across the subdomain interfaces. 
5. CONCLUSIONS 
In this paper, a novel spectral element method is introduced and examined. Rather than 
utilize the Galerkin approach of Patera [2], a Petrov-Galerkin approach is introduced, where the 
test functions that are used are simple functions of orthogonal polynomials. Two test cases are 
examined in which the Petrov-Galerkin scheme is compared to other more standard approaches 
with similar accuracy results to the Galerkin approach. In addition to the two test cases, an 
approximation to the flow given by Darcy's equation is shown. Here the spectral element method 
is used to simply and efficiently handle the intricate flux balance across the subdomain interfaces. 
The actual implementation f the method proceeds in the same manner as the Galerkin scheme. 
Unlike in the Galerkin approximation, the entries of the resultant matrices are constructed via 
a single summation. Furthermore, the inner product hat is utilized includes the Jacobi weight 
function allowing for a more natural implementation. A rigorous analysis of the proposed scheme 
is currently under investigation. Due to the difficulties of calculating the inner product for the 
linear hat functions, a weight w(x) = 1 is utilized. This poses difficulties in terms of finding a 
suitable norm in which to discuss stability and convergence. Our current efforts are focused on 
the analysis of this method. 
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