Abstract. In this paper, we apply the ideas from [2] to investigate the effect of some semantic based guidance to the crossover operator of GP. We conduct a series of experiments on a family of real-valued symbolic regression problems, examining four different semantic aware crossover operators. One operator considers the semantics of the exchanged subtrees, while the other compares the semantics of the child trees to their parents. Two control operators are adopted which reverse the logic of the semantic equivalence test. The results show that on the family of test problems examined, the (approximate) semantic aware crossover operators can provide performance advantages over the standard subtree crossover adopted in Genetic Programming.
Introduction
Since genetic programming was born, it has been seen by some researchers in and out of the field that GP is a potentially powerful method for automated synthesis of computer programs by evolutionary means. The 'program' is usually presented in a language of syntactic formalism such as s-expression trees [7] , a linear sequence of instructions, grammars, or graphs [1, 12] . The genetic operators in such GP systems are usually designed to ensure the syntactic closure property, i.e. to produce syntactically valid children from any syntactically valid parent(s). Using such purely syntactical genetic operators, GP evolutionary search is conducted on the syntactical space of programs with the only semantic guidance from the fitness of program measured by the difference of behavior of evolving programs and the target programs (usually on a finite input-output set called fitness cases). Although GP has been shown to be effective in evolving programs for solving different problems using such (finite) behavior-based semantic guidance and pure syntactical genetic operator, this practice is somewhat unusual from real programmers' perspective. Computer programs are not just constrained by syntax but also by semantics. As a normal practice, any change to a program should pay heavy attention to the change in semantics of the program and not just those changes that guarantee to maintain the program syntactical validity. To amend this deficiency in GP resulting from the lack of semantic guidance on genetic operators, recently, Beadle and Johnson have proposed a semantic-based crossover operator for genetic programming [2] . They showed that their semantically driven crossover operator could help GP in achieving better results and less code bloat on some standard Boolean test problems.
In this paper, we extend the ideas from [2] to investigate the effect of some semantic based guidance on the crossover operator in GP on a family of real-valued symbolic regression problems. We also propose a new form of semantic-aware crossover for Genetic Programming, which considers approximations of the semantics of the exchanged subtrees. In contrast to the approach of Beadle and Johnson [2] , the new semantic-aware crossover can be applied to both Boolean and continuous problem domains.
The paper is organized as follows. In the next section, we give a review of related work on crossover operators and semantic based operations in GP. Section 3 contains the descriptions of some possible methods for using semantic information to guide the crossover operator in GP. These methods are used in experiments described in section 4 of the paper. The results of the experiments are then given and discussed in section 5. Section 6 concludes the paper and highlights some potential future extension of this work.
Related Work
In a series of work, Johnson has advocated for the use of semantic information in the evolutionary process of GP [3, 4, 5, 6] . He proposed a number of possible ways for incorporating program semantics extracted by static analysis techniques into the fitness function of GP. In [2] , the authors elaborated on their suggestions by investigating the effect of using semantic information to guide the crossover operation in GP for Boolean domains, the resultant operator is called semantically driven crossover (SDC). Their main idea is to check the semantic equivalence between newly born children as the results of the crossover operator with their parents. The semantic equivalence checking of two Boolean expression trees is done by transforming the trees to reduced ordered binary decision diagrams (ROBDDs). They have the same semantic if and only if they are reduced to the same ROBDD. The semantic equivalence checking is then used to determine which of the individual participating in crossover operation will be copied to the next generation. If the children born as the result of crossover are semantically equivalent with their parents, they are not copied to the next generation, instead their parents are copied. By doing this, the author argued that it helps to increase the semantic diversity of evolving population of programs. Indeed the idea is rather similar to deterministic fitness crowding, one of the common mechanisms for promoting diversity in evolutionary algorithms [8, 9] . In the deterministic fitness crowding method, the children must compete directly with the parents to be copied to the next generation and they are copied only if they are different enough (usually measured by a distance function) from their parents. The important difference between work in [2] and deterministic fitness crowding is the use of semantic information (which seems to be attributed to GP only). Semantic driven crossover was reported useful in [2] in both increasing GP performance but also reducing code bloat on some standard Boolean test problems (even though it seems that reducing bloat was not intentionally the motivation for the introduction of semantic driven crossover).
Prior to Beadle and Johnson [2] , there were a number of works on analyzing the effect of crossover and attempts to improve them. However, the main focus of this work has been on code bloat, fitness-destructive effect of crossover [15, 16, 19] and length distributions, and how to improve it in this respect [17, 18] .
The work on semantic driven crossover operators in this paper is different from [2] in two ways. Firstly, the domain for testing semantically driven crossovers is realvalued rather than Boolean. For real-valued domains, the idea of checking semantic equivalence by reducing to common ROBDDs is no longer possible. Secondly, the semantic guidance of the crossover operator is not just derived from the whole program tree behavior but also from subtrees. This is inspired by recent work in [10] for calculating subtree semantics. This method is used in [14] as a way for measuring the fitness in GP. However, the subtree semantic calculated in this paper is for realvalued domains but not Boolean domains as in [2, 10] .
Methodologies
The aim of this study is to extend earlier work [2, 10] to real-valued domains. For such problems it is not easy to compute the semantics or semantic equivalence of two expression trees by reducing them to a common structure as for Boolean domain as in [2] . In fact, the problem of determining semantic equivalence between two realvalued expressions is known to be NP-hard [20] . Similarly, the problem of completely enumerating and comparing fitness of subtree expressions as in [10] is also impossible on real domains. We have to calculate the approximate semantics. In this paper, a simple method for measuring and comparing the semantics of two expressions is used both for individual trees and subtrees and the two methods are compared experimentally. To determine the semantic equivalence of two expressions, we measure them against a random set of points sampled from the domain. If the output of the two trees on the random sample set are close enough (subject to a parameter called semantic sensitivity) then they are designated as semantically equivalent. It can be written in pseudo-code as follows:
Return P1 is semantically equivalent to P2.
Where Abs is the absolute function and ∑ is a predefined constant called the semantic sensitivity. This method is inspired by the simple technique for simplifying s-expression program trees proposed in [11] called equivalence decision simplification (EDS), where complicated subtrees could be replaced by much simpler and template subtrees if they are semantically equivalent. The method of checking semantic equivalence of EDS is similar to the method used here and EDS has shown to be an efficient tool for removing redundant codes for tree-based genetic programming 1 [11] . To test the effect of using semantic information to guide the subtree crossover in genetic programming, we propose 4 possible scenarios based on [2, 10] .
In scenario 1, we constrain the crossover in such a way that if two crossover points are chosen the two subtrees under the crossover points are checked for semantic equivalence. If they have equivalent semantics, the operator is forced to be executed on two new crossover points. The pseudo-code for this scenario can be summarized as follows: The motivation for scenario 1 is to encourage GP individual trees to exchange subtrees that have different semantics, which is expected to encourage the change in semantics of the whole trees after each crossover.
In the second scenario, we reverse the semantic bias in the crossover operator compared to the first scenario in that the two subtrees are selected for crossover if and only if they are semantically equivalent. The only change in code is the condition of if statement in 1.2 as follows:
if (Subtree1 is equivalent with Subtree2)
The third scenario is similar to the method used in [2] . Here the semantics of newly created children are checked against the semantics of their parents. If their semantics are found to be equivalent with their parents then they are discarded and the parents would be passed to the new generation instead. The objective of such an implementation of crossover, as stated in [2] , is to enforce the semantic diversity (i.e., keep generating new individual programs with new behavior). The pseudo-code for this scenario is as follows: The last and fourth scenario tested in this paper is the reverse of the third, where the children are accepted to go in to the new population if and only if they are semantically equivalent with their parent(s).
Experiments
To investigate the possible effects of semantic aware crossovers given in the previous section, they are tested on the symbolic regression problems with target functions in a family of polynomials of increasing degree given in [13] and they are: 
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The parameters setting for GP in the experiment is as follows:
-Population size: 500. -Hit: when an individual has an absolute error < 0.01 on a fitness case.
-Termination: when a program score 20 hits or running out of generations.
The semantic sensitivities (∑) used in the experiments are: 0.01, 0.02, 0.04, 0.05, 0.06, 0.08, 0.1, 0.5, and 1. For each crossover scenario, each target problem, and semantic sensitivity, 100 runs are performed, which makes the total number of runs 14800.
Results and Discussion
The number of successful runs (out of 100 runs) is given in Table 1 . It can be seen that the effect of using semantic aware crossover depends on the manner in which it is applied. When semantics is calculated on subtrees (Scenario 1), it can improve the performance of GP in terms of the number of successful runs (e.g., 71 versus 62 on F1, and 36 versus 28 on F2). While semantics as used in a similar way to [2] by comparing the resulting children to their parents only give slight improvements in some cases (Scenario 3). When we reverse the logic of the semantic equivalence test in the Control Scenarios 2 and 4 no improvement in the number of successful runs is achieved when compared with standard GP. However, the improvement in Scenario 1 also depends on the value of semantic sensitivity (∑).The results suggest that the value of sensitivities from 0.01 to 0.1 are suitable for all four test functions, and the greater sensitivities seem to confer less improvement.
In Table 2 we show mean and standard deviation of best fitness for the 50 th generation of each run. The results shown in this table is consistent with the results in Table 1 . The semantic aware crossover as used in scenario 1 where the semantics of subtrees to be exchanged are compared, can slightly improve the performance of GP in terms of the mean and standard deviation of best fitness. Whereas in Scenario 3, where the semantics of children are compared to their parents only results in an improvement in some settings of semantic sensitivity. Again, no improvements are observed for the control scenarios 2 and 4 where the logic of the equivalence test is reversed. From these results it would appear that the more difficult problems benefit more in terms of the mean and standard deviation of the best fitness when semantic aware crossover is adopted. This claim can be confirmed when we consider the result of performing t-tests of the results in Scenario 1. These results are shown in Table 3 . 
Conclusions and Future Work
The effect of semantics with crossover in Genetic Programming is investigated in this paper. In this study we focus on the family of real-valued problem domains in form of polynomials (symbolic regression). The investigation is performed on four scenarios. The experimental results show that semantic aware crossover as adopted in Scenario 1, where the semantics of subtrees to be exchanged are analysed, can improve performance of Genetic Programming in both number of successful runs and the mean best fitness on the problems examined. In the alternative Scenario 3, where the semantics of the children resulting from crossover are compared to their parents performance gains can be observed in some cases. Comparing subtree semantic aware crossover to the individual-based form, there is an advantage for the subtree approach on the four symbolic regression instances examined. The two control scenarios (2 and 4) where the logic of the semantic equivalence tests are reversed show no improvement over standard subtree crossover. There are some interesting areas for future investigation. In contrast to the approach adopted in an earlier study on Boolean problems [2] the semantic aware crossover operators adopted here can be applied to both Boolean and real-valued domains. We also wish to examine the utility of these semantic aware operators to more difficult symbolic regression problems, and more classic benchmark problems from the literature to determine more clearly the generality of these findings.
