ABSTRACT: As anthropogenic climate change increases the temperatures of the world's oceans, the survival rates, spatial distributions, and phenology of marine species are affected. Additionally, cyclical climate oscillations, such as the North Atlantic Oscillation (NAO), influence species presences throughout the Atlantic Basin. We evaluate the potential effects of local habitat variability on the nearshore presence of 7 commercial fish species along the South Atlantic Bight. Employing random forest models, we assess the relationships between historical observed presence and bottom temperature (BT), salinity, benthic habitat structure, and the NAO. Our results suggest that for some species, the influence of BT on species nearshore presence depends on the phase of the NAO. Thus, the statistical responses of some species to changing ocean temperatures will largely depend on the phase of the NAO.
INTRODUCTION
Over the last several decades, anthropogenic greenhouse gas emissions have driven considerable increases in global and regional ocean temperatures and salinity contrasts (Levitus et al. 2012) . As ocean temperatures warm and salinity contrasts amplify, the geographic ranges of marine species have shifted and will likely continue to shift as climate change persists (Perry et al. 2005 , Nye et al. 2009 , Sumaila et al. 2011 , Pinsky et al. 2013 . In addition to species reacting to anthropogenic warming, cyclical climate oscillations affecting ocean conditions have been shown to influence marine species ranges (Nye et al. 2009 ). Considering the impacts of these natural climate oscillations as well as anthropogenic warming allows for more comprehensive understanding of the ecological processes that influence species distributions. Here, we demonstrate that the historical empirical relationship between certain species presences and local bottom temperatures (BTs) is influenced by the phase of a cyclical climate oscillation, the North Atlantic Oscillation (NAO), which influences temperatures as well as precipitation, wind stress, and currents in the region.
Although most previous research along United States coastal waters has focused on shifts in northern species in areas such as the gulfs of Maine and Alaska (Pörtner et al. 2010 , Moerlein & Carothers 2012 , the unique oceanographic conditions and economic importance of fisheries in the South Atlantic Bight (SAB) necessitate similar research in these southern regions. Cape Hatteras, North Carolina, represents a biogeographic boundary, where the meeting of the warmer Gulf Stream and the colder Labrador Shelf water from the northern Labrador Current (Talley & McCartney 1982) leads to increased levels of productivity (Aller et al. 2002) and diversity (Byrd et al. 2014) . Accordingly, this area represents the northern and southern boundary for many species ranges (Briggs & Bowen 2012) and promotes productive commercial and recreational fisheries (Steve et al. 2001) . Recent work by Morley et al. (2018) predicted shifts in the thermal habitat for species in the SAB, concluding that species will shift towards the Mid-Atlantic. Morley et al.'s (2018) models failed to include cyclical climate oscillations and instead predict shifts in species thermal habitat based on associations with ocean temperature and seafloor rugosity. Here, we argue that shifts in the relationship between species presence and local environment are influenced by the NAO phase. Thus, understanding the environmental drivers of historic probability of presence of commercial species along the South Atlantic and Mid-Atlantic bights in relation to temperature as well as salinity, benthic habitat structure, and the NAO could have significant management implications.
The NAO is a pressure and circulation pattern, which is a measurement of the sea surface pressure differences between the subtropical high and subpolar low. A positive NAO phase is associated with warmer temperatures in the eastern United States, with the opposite pattern occurring in negative phases (Hurrell 1995) . Research has demonstrated that the NAO influences ecosystem processes throughout the Atlantic Basin, and several studies have observed the importance of the NAO for predicting northern species abundances and ecosystemwide shifts (Stige et al. 2006 , Nye et al. 2009 ). In the SAB, the NAO influences temperatures, precipitation, transport of the North Atlantic Current, and the strength of the gyre circulation (Hurrel & Dickenson 2004) (Fig. 1) . During a positive phase of the NAO, warm, more saline water advances further northeastward and blocks the cooler, less saline Labrador Subarctic Shelf water from the north. Temperature fluctuations associated with the NAO have been shown to influence the recruitment of several fish stocks (Santiago 1998) , and climate oscillations have been shown to influence species recruitment through changes in ocean currents (Myers & Drinkwater 1989) . Cod and salmon recruitment and distributions have been affected by variations in shelf water dynamics resulting from NAO conditions (Drinkwater et al. 2003) . Research has indicated that most variance in the NAO occurs in the winter months, so the winter NAO (WNAO) was also used for analysis (Nye et al. 2009 , Hurrell et al. 2013 . The strong NAO in the winter is associated with a strengthening of the jet stream, which is driven by an equator−pole temperature gradient which tends to strengthen in the winter (due to less seasonal cooling in the tropics than the poles) (Hanna & Cropper 2017) . During positive WNAO phases, the jet stream flows from west to east, keeping colder air further north and resulting in warmer winters in the United States and Europe. The opposite pattern occurs during a negative phase of the WNAO (Ottersen et al. 2001) . Given the influence of the NAO on species dynamics, we examine the interactive effects of the NAO and local BTs and salinity on historical species presence to understand the understudied ecological processes influenced by the NAO that may affect species distributions.
Understanding the historic shifts in probability of presence of commercial species and how these relate to changing environmental conditions and cyclical oscillations could have significant management implications, especially in an understudied area such as the SAB. Identifying which species are more influenced by cyclical oscillations compared to chang- ing ocean temperatures will highlight specific fisheries that may need more ecologically sound species distribution models. Considering the commercial importance of these species, understanding which environmental processes inform their presence and distribution is essential, especially under expected ocean warming. Additionally, we argue that for species that are more influenced by the NAO, it may be harder to predict future distributions under climate change, as the predictability of the NAO is debatable (Rind et al. 2005) . Contrastingly, species that are more influenced by local BTs and salinities may show linear shifts in distributions going forward. As species shift out of traditional areas, fishers may be faced with lost access to stocks, and managing bodies may have to re-examine existing static management strategies. In the case of the Pacific salmon fishery, a lack of understanding of climate-related influences on stock abundance and migrations led to a breakdown of a cooperative harvesting agreement between the United States and Canada (Miller & Munro 2004) . In Alaska, the North Pacific Fishery Management Council has taken a risk-averse approach to managing their fisheries under a changing climate by closing the Arctic to commercial fishing and developing adaptive management strategies for areas where research has identified the linkage between climate change and shifting fisheries distributions (Stram & Evans 2009 ). In the Mid-Atlantic, plans for an ecosystem-based management approach have documented the necessity of including climate change impacts on species and ecosystem distributions, and these efforts are in their preliminary stages (MAFMC 2016) . Considering the precautionary lessons in the Pacific salmon fishery and the recent call for adaptive fisheries management under climate change, this paper presents a relevant and necessary study on the relative role of the NAO on species presences along the SAB.
MATERIALS AND METHODS

Species presence data
Species presence data were obtained from the Southeast Area Monitoring and Assessment Program-South Atlantic (SEAMAP-SA) bottom trawl survey dataset (SEAMAP-SA Data Management Work Group 2016). Fishery-independent surveys were conducted between 1990 and 2014 in inshore strata (4.6−9.1 m depth) and offshore strata (4−10 m depth) from Cape Hatteras, North Carolina, to Cape Canaveral, Florida, in the spring (April, May) and fall (September, October, November) of each year (Fig. 2 ) using a stratified random sampling method. We only included tows that were collected in inshore strata, as those were consistently sampled through out the study period (Morley et al. 2017 ). In total, 102 035 inshore tows were conducted in the spring and 114 982 inshore tows in the fall, all of which were included in our analysis. Species count data were recorded for 260 species, and presence−absence data were de rived for this analysis.
Collections were made at randomly selected sites in 24 predefined inshore strata. For this study, 7 commercially targeted species that occur red in at least 500 tows were selec ted for modeling (SEAMAP-SA Data Management Work Group 2014). Atlantic croaker, Atlantic menhaden, Atlantic spade fish, butterfish, spot, summer flounder, and weakfish were selected for this analysis. Each of these species is commercially caught in the South Atlantic and Mid-Atlantic bights; thus, their res ponses to changing Fig. 2 . Extent of the original Southeast Area Monitoring and Assessment Program trawl surveys (black) in the (a) fall and (b) spring. Fishery-independent surveys were conducted between 1990 and 2014 in inshore strata (4.6−9.1 m depth) using a stratified random sampling technique ocean conditions are of importance to management. Additionally, these species were selected because they represent a broad range of pelagic as well as benthic species. Atlantic croaker, Atlantic spadefish, spot, and weakfish are considered demersal consumers (or bottom-dwelling species). Butterfish and Atlantic menhaden are considered pelagic schooling species, whereas summer flounder is a benthic species (living on the sea floor). Atlantic croaker are found between the Chesapeake Bay and northern Florida, and they spawn in warm pelagic waters in the fall and winter, with larvae settling in estuarine and riverine habitats (ASMFC 1987) . Atlantic menhaden are found from northern Florida to Nova Scotia, and they migrate south during the fall and winter to spawn around North Carolina (Rogers & Van Den Avyle 1983a) . Spot are found mainly between South Carolina and the Chesapeake Bay. They migrate to bays and estuaries in the spring and summer and move offshore to spawn in the fall (Phillips et al. 1989) . Summer flounder are found between Florida and Nova Scotia, and they move offshore in the fall to spawn, with juveniles predominantly residing in inshore areas (Rogers & Van Den Avyle 1983b) . Weakfish occur between Florida and Nova Scotia and migrate inshore and northward during the spring and summer to spawn (Mercer 1989) . Butterfish occur between Florida and Nova Scotia and migrate offshore in late fall (Adams et al. 2015) . Atlantic spadefish are found from Brazil to Massachusetts and occur inshore during the summer to spawn and move offshore in the winter (Hayse 1987) .
Study area
The SAB refers to the continental shelf between Cape Canaveral, Florida, and the North Carolina− Virginia border (Fig. 1) . The SAB continental shelf extends between 40 and 140 km, with the shelf bottom comprised of rock reefs (20%) as well as sand, mud, and gravel substrates (Miller & Richards 1980) . Given the large prevalence of reef habitat, the SAB supports a large number of reef fish fisheries. Fisheries in the SAB are managed by NOAA's South Atlantic Branch and the South Atlantic Fishery Management Council. Key commercial fisheries include blue crab, clams, flounders, groupers, king mackerels, oysters, shrimp, snappers, swordfish, and tunas, and key recreational fisheries include Atlantic croaker, spot, black sea bass, bluefish, dolphinfish, king mackerel, sharks, sheepshead porgy, red drum, Spanish mackerel, and spotted seatrout (NOAA 2015) . The SAB has a higher prevalence of tropical species and habitats, a result of the influence of the Gulf Stream bringing warmer waters from the south to the area (Fig. 1) . The Gulf Stream flows at 4 to 5 knots along the SAB shelf break before it deflects to the ocean at Cape Hatteras (Stommel 1958 ).
Environmental data
We selected covariates that have been shown to influence fish species presence (Nye et al. 2009 ). For each trawl, bottom salinity, BT, benthic habitat structure, NAO, and WNAO were extracted from online datasets at the trawl location as predictor variables. BT, and salinity are key predictors for species presence, and have important implications for climate change research (Hurst & Conover 2002) . BT and salinity were obtained using the MGET toolbox for ArcGIS 10.1 (Roberts et al. 2010 ); both were downloaded for the specific trawl date and location from the data-assimilative HYbrid Coordinate Ocean Model (HYCOM) dataset using a 1 d time step. HYCOM is an oceanographic model that produces 32 vertical layers including ocean temperature, salinity, sea surface height, and wind stress as well as other 3-and 4-dimensional variables. The system uses the Navy Coupled Ocean Data Assimilation (NCODA) system (Cummings 2005) for data assimilation. NCODA uses the model forecast as a first guess in a multivariate optimal interpolation (MVOI) scheme and assimilates available satellite altimeter observations (along track obtained via the Naval Oceanographic Office Altimeter Data Fusion Center satellite) and in situ sea surface temperature as well as available in situ vertical temperature and salinity profiles from expendable bathythermographs, Argo floats, and moored buoys (Fox et al. 2002) . Seven HYCOM models (HY -COM NCODA Global 1/12° Reanalysis GLBu0.08 Expts 19.0, 19.1, 90.9, 91.0, 91.1, 91.2) were temporally concatenated to create a continuous dataset of BT and salinity, ranging from 1992 to 2017. These model runs differed slightly in their configurations (time steps, advection scheme, mixing, vertical structure, slight change in NCODA, and MVOI transition to 3-dimensional analysis in 2013), but the differences are not expected to influence the applicability of the output (Chassignet et al. 2007) . Oceanographic model data were used as these report bottom variables (BT and salinity), which should be a better measure of the environment experienced by the fish species examined in this study compared to the in situ surface temperature and salinity. Studies have shown that the HYCOM model is a good approximation of the in situ measured environment (Chassignet et al. 2007 ) (see Fig. S1 in the Supplement at www. int-res. com/ articles/ suppl/ m614 p159 _ supp. pdf).
Winter and yearly NAO (Hurrell 1995) indices were added to the dataset based on the year collected. The WNAO and NAO are measured as the difference in normalized sea level pressure between Lisbon, Portugal, and Reykjavik, Iceland. We calculated the co-correlation of each covariate and determined that no 2 variables were highly correlated (Kendall's correlation < 0.65, see Fig. S2 ). We ran each model with a 1 yr lagged NAO value to test these relationships. For the final models presented here, non-lagged values were used, as these performed similarly in terms of variable importance in the random forest models.
Benthic habitat structure
The benthic habitat structure variable was created by combining bathymetric and substrate data and using methods adopted from The Nature Conservancy's (TNC's) North Atlantic Bight Marine Assessment (NAMERA) (Greene et al. 2010) . The General Bathymetric Chart of the Oceans (GEBCO) 2014 30 arc-second grid was downloaded for the study area (GEBCO 2014) . From the GEBCO bathymetric dataset, 2 aspects of seafloor structure (topographic seabed form and substrate) were combined to create a benthic habitat structure raster for the entire study area, similar to the Ecological Marine Units variable from TNC's study.
Seabed topographic form was calculated by combining slope class and position classes acquired from the bathymetric dataset for each cell. Seabed position was determined by the elevation differences between any given cell and the mean of the surrounding cells within a 100 cell radius (Fels & Zobel 1995 , Greene et al. 2010 . Position was then grouped into 3 classes, as determined by TNC's NAMERA (see Table S1 and Fig. S3 ). Because any cell with a relative position of 0 could indicate either a side slope or a flat area, slope is needed to differentiate between these features. Slope was calculated using the ArcGIS slope tool and reclassified according to TNC's thresholds (see Table S2 and Fig. S3 ). Slope and relative position were combined to create 7 categories of seabed topographic form as determined by TNC (depression, low slope, steep, mid flat, side slope, high flat, and high slope) (see Table S3 and Fig. S3) . Finally, the substrate variable was obtained from both TNC's SAB Marine Assessment (TNC 2015) and NAMERA. The substrate variables for the 2 studies were aggregated into 1 raster dataset and reclassified into the following categories according to TNC's NAMERA: hardbottom, reef, Oculina bank, mud, sand, and gravel.
Both variables were coded using the zip code approach, where substrate was given a unique value in the 1000s place, and seabed topographic form was given a unique value in the 100s place. Thus, when all of the variables were combined, each code represented a unique combination of substrate and seabed topographic form (see Fig. S2 ). The final benthic habitat structure dataset was paired to the species presence dataset.
Random forest analysis
Random forest analyses were used to determine the relationship between species presence and salinity, BT, and habitat type as well as the climate indices (NAO, WNAO). Random forests, a machine-learning algorithm similar to classification and regression trees (Brieman 1984) , have been extensively utilized by ecologists because of their high accuracy with classification studies, ability to depict interactions between categorical and continuous variables, and greater interpretability compared to methods such as neural networks (Cutler et al. 2007 ).
For each species, a random forest analysis was conducted using the party package (Hothorn et al. 2006) for R statistical software (version 3.4.1) (R Development Core Team 2004). Each trawl in the training data set was given a value of 1 where the species of interest was present and a value of 0 where the species of interest was absent. Separate random forest models were produced for the spring and fall seasons. We used the Boruta algorithm in R (Kursa 2014) for variable selection which compares the importance of real predictor variables with those of random shadow variables for multiple runs of the random forest (Degenhardt et al. 2017) . For each species, all variables were considered important using the Boruta method except for benthic habitat structure for summer flounder in the spring. We initially ran all models with presence−absence as well as abundance and determined that the presence−absence models performed better in terms of R 2 values for 11 of 14 cases (see Table S4 ). Model performance was measured by the mean error of observed vs. predicted results, the variance explained, and sensitivity vs. specificity of predictions in the form of an area under a receiver operating characteristic (ROC) curve (Table 1) . The ROC curve is a measure of model accuracy which plots true positive rate vs. false positive rate, and the area under the ROC curve (AUC) provides a single measure of accuracy. The value of the AUC is between 0.5 and 1.0. A value of 0.8 for the AUC means that for 80% of the time, a random selection from the positive group will have a score greater than a random selection from the negative group (Fielding & Bell 1997) . In general, a model with an AUC value > 0.7 is considered a good predictor. Model performance measures were calculated by tuning the model on 70% of data points and testing the model on 30% of data points. A confidence interval for the AUC was computed using stratified bootstrap replicates of the ROC value. Individual conditional expectation (ICE) plots were constructed using the ICEbox package in R (Goldstein et al. 2015) . ICE plots are a version of partial dependence plots that graph both the average dependence of the predicted response (probability of presence) on 1 continuous predictor variable (BT, salinity) and the relationship between the predicted response and the predictor variable for individual observations. Moreover, the ICEbox package allows for the exploration of interaction effects between predictor variables by determining the partial derivative curve of the partial dependence plots as well as color coding the ICE plots by a second predictor variable. For each species, ICE and derivative plots were calculated for salinity and BT. The salinity ICE plots and BT plots were color coded based on NAO and WNAO to visualize the inter action among these variables when predicting presence.
Data availability
The datasets analyzed during the current study are derived and available in the following repositories: Species presence data are available for download on the SEAMAP website (https://www2.dnr.sc.gov/ seamap/). Salinity and BT data are available for download on the HYCOM website (https://hycom. org/ dataserver/gofs-3pt0/reanalysis). NAO 
RESULTS
Model performance
The assessment of the model fits indicates that for the variables considered in the predictive model (BT, salinity, benthic habitat structure), the random forest approach captures between 23 and 35% of the variability in species presences (Table 1) , with ROC curves ranging from 0.57 to 0.74. None of the confidence intervals for the AUCs included 0.5 except for summer flounder in the spring, where after 2000 bootstrapped replicates, the 95% confidence interval for the AUC was between 0.4888 and 0.6599. We therefore recommend caution when interpreting the results from the spring summer flounder model.
Model outcomes
The results from the random forest models provide the probability of presence for each species in the spring and fall. Although the NAO may be associated with changes in BT and salinity (Visbeck et al. 2001 , Nye et al. 2014 , the heterogeneity of these variables determined by a correlation matrix suggests that the NAO and WNAO are capturing other environmental processes as well (Pearson's correlation coefficient ranged from −0.1 to 0.08, see Fig. S2 ). Overall, salinity was the most important predictor variable for Atlantic croaker, Atlantic spade fish, spot, and weakfish in the fall and all species in the spring. BT was the most important predictor variable for summer flounder in the fall and butterfish in the spring. Either the NAO or WNAO was the most important variable for predicting presence of butterfish and Atlantic menhaden in the fall and the second-most important variable for predicting presence of spot, weakfish, and Atlantic croaker in the fall and summer flounder in the spring. Overall, the cyclical climate oscillations had more relative importance in the fall vs. spring (Fig. 3). 
ICE: partial dependence
By visualizing the centered partial dependence plots for Atlantic croaker, Atlantic menhaden, butterfish, and spot in the fall, colored by NAO or WNAO phase, we see that this climate oscillation is likely influencing the relationships between salinity and presence, and between BT and presence (Fig. 4, Fig. S4 ). For Atlantic croaker, Atlantic menhaden, butterfish, and spot, cases with a negative WNAO or NAO value (blue) result in a negative relationship between BT and presence, and cases with a positive WNAO or NAO value (red) result in a positive relationship between BT and presence. For Atlantic croaker, Atlantic menhaden, butterfish, and spot, the cyclical oscillation (NAO or WNAO) has the highest or second-highest relative importance for predicting species presence. Thus, the responses of these species to in creasing ocean temperatures and salinity may differ according to the NAO phase. In contrast, the presence of Atlantic spadefish, summer flounder, and weakfish in the fall are most influenced by BT and salinity. As a result, the centered partial dependence plots show little difference in trend depending on WNAO or NAO phase (Fig. 4) , and the responses of these species to changing ocean temperatures and salinities will depend less on the phase of this cyclical oscillation. NAO, BT, and salinity ICE plot data for each species are shown in Fig. S4 .
DISCUSSION
Our results demonstrate that the responses of several species to changing ocean BTs differ depending on the NAO phase. Thus, the predictability of species distribution shifts under changing ocean temperatures may depend on the relative importance of cyclical climate oscillations. Moreover, the direction of certain species shifts under a warming scenario may depend on the phase of the NAO. In the fall, the relative influence of BT on the presence of several species depends largely on the WNAO phase during that year. Thus, the direction that Atlantic croaker, At lantic menhaden, butterfish, and spot will shift under warming may depend on the NAO phase. Consequently, the effect of increasing CO 2 on the NAO is debated (Rind et al. 2005 , Gillett & Fyfe 2013 ; thus, it is excluded from many climate studies predicting species shifts (Morley et al. 2018) . Considering the expected continuous ocean warming (Kirtman et al. 2013 ) throughout the SAB, models predicting species distribution shifts should consider the interactive role of cyclical climate oscillations on species distributions.
The dependence of our model results on the phases of the NAO indicates that the physical variables considered here (BT, salinity) describe only a portion of the habitat associations for these species. Other processes associated with changes in the NAO, but not reflected in the local properties, appear to have important impacts on habitat distributions. Such properties might include phytoplankton or zoo plankton No effect can be seen for (e) Atlantic spadefish, (f) summer flounder, and (g) weakfish. ICE partial dependence plots for both salinity and BT influence on presence colored by NAO and WNAO for all species can be found in Fig. S4 in the Supplement at www.int-res.com/articles/suppl/m614p159_supp.pdf of Atlantic croaker occurred during relatively warm winters, our results suggest that during a positive, or warm, phase of the WNAO, BT is positively associated with the probability of presence of Atlantic croaker. This relationship is most likely due to the positive influence of the WNAO on Atlantic croaker recruitment. Additionally, nutrient supply and primary production differ between one phase of the NAO to the next (Oschlies 2001) , which may affect the statistical relationship between BT and species presences by influencing prey abundance. Butterfish and Atlantic menhaden were most influenced by the NAO, and the differing pattern of BT between NAO phases was evident for both of these species. The characteristics of both of these species may suggest that the NAO has a greater influence over pelagic distributions than local BTs. Both butterfish and Atlantic menhaden are pelagic schooling species, suggesting they can tolerate a wide range of temperatures and salinities (Rogers & Van Den Avyle 1983a) . Several studies have suggested that climatic variables that influence regional currents will affect menhaden larval transport and larval ingress (Warlen et al. 2002 , Buchheister et al. 2016 . The NAO has been associated with pelagic species distributions in Narragansett Bay, Rhode Island, where a positive NAO phase was associated with a switch from a primarily demersal-dominant community to a pelagicdominant community (Collie et al. 2008 ). In our study area, a positive NAO phase leads to warmer temperatures, increased precipitation, increased transport of the North Atlantic Current, and a strengthened gyre circulation (Ottersen & Stenseth 2005) . Perhaps increased transport leads to higher recruitment success and increased larval transport to estuaries. The NAO may influence the migrations of fish species, such as Atlantic menhaden and butterfish, through changes in environmental conditions that act as migratory cues. For example, American mackerel migrations depend on the seasonal movements of waters in a particular temperature range and mackerel will migrate at different times, depending on temperature fluctuations (Sette 1950) .
The higher relative importance of the NAO and WNAO in the fall compared to the spring may reflect the within-year lagged response of species to the oceanographic shifts related to the NAO. While we ran each model with a 1 yr lagged NAO, and the results for variable importance were the same, we suggest that there may be a within-year lagged response to the WNAO phase, and that the effects are most felt in the fall. Additionally, the higher importance in the fall could be reflective of seasonal migrations of each species. For example, Atlantic menhaden migrate south in the fall to spawn. Perhaps the influence of the NAO on the Labrador Shelf water is influencing the timing of menhaden's fall migration.
Atlantic spadefish, summer flounder, and weakfish were more influenced by salinity and BT (in terms of variable importance), and we did not show the differing influences of the NAO on their relationship with BT and salinity. Atlantic spadefish and summer flounder are demersal consumers that rely heavily on substrate for their habitats. Specifically, Atlantic spadefish are normally found around reef structures, while summer flounder typically burrow into the sandy substrate. Although habitat was not relatively important for the presence of any of the species studied, we believe that the nearshore extent of the original trawl samples might not have captured the variability in habitat across this region.
In addition to the influence of the NAO on the relationship between species presence and local BTs, our results also highlight that salinity was largely important for predicting the presence of the studied species, especially in the spring. Like many coastal marine species, the 7 studied species utilize estuaries for breeding and nursing, and they migrate between offshore and inshore environments during the spring or fall to spawn. Perhaps the high influence of salinity on presence in the spring is reflective of these migrations, as salinity tends to increase offshore. In general, the importance of salinity on these studied species presences must be considered when developing species distribution models that project distribution shifts under climate change, as many currently do not consider salinity (Marras et al. 2015 , Kleisner et al. 2017 .
Overall, the influence of the NAO phase on species responses to changing ocean temperatures presents an important question in climate change and fisheries research. We have shown that the relationship between butterfish, spot, Atlantic croaker, and Atlantic menhaden presence in the fall and increased BT differs depending on the phase of the NAO, and disentangling the underlying effects captured by the NAO that influence species relationships with BT warrants further research. While many studies that develop species distribution models (SDMs) use thermal preference as the main predictor of species occurrence, we strongly urge that SDMs focus on environmental covariates that influence biologically relevant processes. As was discussed by Fourcade et al. (2018) , current evaluation metrics are unable to assess the biological significance of distribution models; thus, many models will include covariates that are not important ecologically. In conjunction with Fourcade et al., our results highlighting the influence of the NAO and salinity on several studied species presences suggest that SDMs for these species need to more rigorously select relevant predictors according to the species' ecology.
It is important to identify the limitations of the approaches used in this study. We used a dataset that was largely collected inshore at shallow depths (< 9 m), and we recognize that the limited depth ranges do not represent the total distributions of the studied species. While datasets on the spatial distribution of catch of the studied species are unavailable, the known inshore migrations of the species as well as the lower cost of fishing nearshore suggests that the spatial extent of this survey will still prove useful for management plans. Additionally, although most of the ROC values in our models were around 0.7, few exceeded that number. This could be because of the extent of the original dataset or the inability of environmental variables alone to predict species presences. Additionally, we chose to model the influence of environmental variables on species presences instead of species abundances. While the models using presence−absence data performed better than the models using abundance, we recognize that the environmental covariates we chose may have differing impacts on species abundances. We did, however, observe the same patterns on the differential effect of the NAO on species relationships with BT for the presence−absence models as well as the abundance models. Finally, research has indicated that biotic factors are extremely important for understanding species abundances and distributions (Davis et al. 1998) , and these types of relationships, as well as population dynamics such as recruitment and population size, were not included in this study. As joint modeling techniques improve, a closer look at the joint distribution of these species may prove useful for management. Despite these limitations, we expect our results will be valuable for fisheries managers as they anticipate the likelihood of species distribution shifts in their management areas given the relative importance of habitat, BT, and salinity as well as cyclical climate oscillations on commercially important species.
CONCLUSIONS
In general, the Mid-Atlantic and SAB are expected to experience increased ocean warming and salinity levels in the near future as a result of anthropogenic climate change. Consequently, species may shift distributions depending on their preferred temperature and salinity ranges and the importance of local BTs and salinities vs. other local variables influenced by climate oscillations on their distributions. For species that respond to local BTs and salinities, projected increases in BTs and salinities could linearly shift their distributions, while those that are influenced by climate oscillations would require SDMs that explore these relationships. Ultimately, future shifts in distributions will be dependent on the importance of BT and salinity relative to climate oscillations as well as local variables such as food security and circulation that affect population processes and distribution. In the end, we have shown that thermal preference will not be the only main driver of future shifts in distribution for all species.
This study demonstrates the importance of climate and fisheries research in the SAB and emphasizes a need for future research on the magnitude and direction of future species distributions and the underlying mechanisms of the NAO driving non-linear responses to changing ocean temperatures. Although modeling future species distributions requires a good understanding of species ecology, steps must be taken to predict future distribution shifts before they happen, giving management adequate time to respond.
