Non-spectrality of planar self-affine measures with three-elements digit set  by Li, Jian-Lin
Journal of Functional Analysis 257 (2009) 537–552
www.elsevier.com/locate/jfa
Non-spectrality of planar self-affine measures
with three-elements digit set
Jian-Lin Li
College of Mathematics and Information Science, Shaanxi Normal University, Xi’an 710062, PR China
Received 16 November 2008; accepted 12 December 2008
Available online 14 January 2009
Communicated by L. Gross
Abstract
The self-affine measure μM,D associated with an affine iterated function system {φd(x) =
M−1(x + d)}d∈D is uniquely determined. The problems of determining the spectrality or non-spectrality
of a measure μM,D have been received much attention in recent years. One of the non-spectral problem on
μM,D is to estimate the number of orthogonal exponentials in L2(μM,D) and to find them. In the present
paper we show that for an expanding integer matrix M ∈ M2(Z) and the three-elements digit set D given
by
M =
[
a b
d c
]
and D =
{(
0
0
)
,
(
1
0
)
,
(
0
1
)}
,
if ac− bd /∈ 3Z, then there exist at most 3 mutually orthogonal exponentials in L2(μM,D), and the number
3 is the best. This confirms the three-elements digit set conjecture on the non-spectrality of self-affine
measures in the plane
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
We follow the paper [15] to consider the three-elements digit set conjecture on the non-
spectrality of self-affine measures in the plane. The question addressed in the present paper deals
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538 J.-L. Li / Journal of Functional Analysis 257 (2009) 537–552with a dichotomy problem for certain fractals (affine iterated function systems, IFSs) which has
received a good amount of attention in recent years. The fractals under consideration arise from
an iteration scheme applied to a fixed and finite number of contractive affine mappings
φd(x) = M−1(x + d)
(
x ∈ Rn, d ∈ D)
in Rn, where M ∈ Mn(R) is an n × n expanding real matrix (that is, all the eigenvalues of the
real matrix M have moduli > 1), and the digit set D ⊂ Rn is a finite subset of the cardinality
|D|. In dynamics and in other applications of traditional Fourier series to computational math-
ematics, one is often faced with set arising as the attractor T (M,D) of IFS {φd(x)}d∈D , and
coming equipped with the equilibrium measure μM,D . This has led to attempts at adapting tradi-
tional Fourier tools to the fractal setting. The attractor or invariant set T := T (M,D) is a unique
nonempty compact set satisfying
MT =
⋃
d∈D
(T + d),
and the measure μ := μM,D is a unique probability measure satisfying
μ = 1|D|
∑
d∈D
μ ◦ φ−1d . (1.1)
The invariant set T (M,D) includes complicated geometries, and the invariant measure μM,D
which is also called self-affine measure includes the restriction of n-dimensional Lebesgue mea-
sure. They are all determined by the pair (M,D). Moreover μM,D is supported on T (M,D)
(cf. [7]). So for n = 1, in the way of examples, there are Cantor set and Cantor measure on the
line; and for n = 2 there is a rich variety of geometries, of which the best known example is the
Sierpinski gasket.
The problem considered below started with a discovery in an earlier paper of Jorgensen and
Pedersen [9] where it was proved that certain IFS fractals have Fourier bases. And further-
more that the question of counting orthogonal Fourier frequencies (or orthogonal exponentials
in L2(μM,D)) for a fixed fractal involves an intrinsic arithmetic of the finite set of functions
making up the IFS {φd(x)}d∈D under consideration. For example if (M,D) = (3, {0,2}) is the
middle-third Cantor example on the line, there cannot be more than two orthogonal Fourier fre-
quencies [9, Theorem 6.1], while a similar Cantor example using instead a subdivision scale 4
(i.e., (M,D) = (4, {0,2})), turns out to have an ONB in L2(μM,D) consisting of Fourier fre-
quencies [9, Theorem 3.4].
The present paper is motivated by these earlier results, and it solves a conjecture for the case
n = 2, so the planar case. The main result here deals with a Sierpinski family. The main theorem
shows that if the corresponding scaling matrix is integral, expansive, and has determinant indivis-
ible by 3, then the corresponding L2(μM,D) can have at most 3 orthogonal Fourier frequencies
(in vector form), and further than 3 is best possible.
Recall that for a probability measure μ of compact support on Rn, we call μ a spec-
tral measure if there exists a discrete set Λ ⊂ Rn such that the exponential function system
EΛ := {e2πi〈λ,x〉 : λ ∈ Λ} forms an orthogonal basis (Fourier basis) for L2(μ). The set Λ is
then called a spectrum for μ; we also say that (μ,Λ) is a spectral pair (cf. [10]). Spectral
measure is a natural generalization of spectral set introduced by Fuglede [5] whose famous
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(cf. [1,3,4,11,12]). Probably the most interesting question is the spectrality or non-spectrality of
a self-affine measure μM,D . We will focus our attention on the following question in the plane:
Under what conditions on M and D is μM,D a spectral measure or a non-spectral measure?
It is known that the non-spectral problem on self-affine measures consists of the following
two classes:
(I) There are at most a finite number of orthogonal exponentials in L2(μM,D), that is, μM,D-
orthogonal exponentials contain at most finite elements. The main questions here are to estimate
the number of orthogonal exponentials in L2(μM,D) and to find them (cf. [2,14,15]).
(II) There are natural infinite families of orthogonal exponentials, but non of them forms an
orthogonal basis in L2(μM,D). The main question is whether some of theses families can be
combined to form larger collections of orthogonal exponentials. The other questions concerning
this class can be found in [6,8].
Except the case that there might be no more than two orthogonal exponentials, the prob-
lem on a non-spectral measure μM,D in fact falls into one of the above two classes (see
[2, Section 3]). Let |det(M)| = m = pb11 pb22 · · ·pbrr be the standard prime factorization, where
p1 < p2 < · · · < pr are prime numbers, bj > 0 (j = 1,2, . . . , r). We use W(m) to denote the
non-negative integer combination of p1,p2, . . . , pr (cf. [11, Section 4.2], [13, Section 3]). The
known results in this direction provide some supportive evidence that the following Conjectures
1 and 2 should be true (cf. [15, Conjectures 1 and 2]).
Conjecture 1. For an expanding integer matrix M ∈ Mn(Z) and a finite digit set D ⊂ Zn, if
|D| /∈ W(m), then μM,D is a non-spectral measure and the non-spectral problem on this μM,D
falls in the class (I).
In the plane R2, the special case of Conjecture 1 with the three-elements digit set D reduces
to the following.
Conjecture 2. For an expanding integer matrix M ∈ M2(Z) and the three elements digit set D
given by
M =
[
a b
d c
]
and D =
{(
0
0
)
,
(
1
0
)
,
(
0
1
)}
, (1.2)
if ac − bd /∈ 3Z, then there exist at most 3 mutually orthogonal exponentials in L2(μM,D), and
the number 3 is the best.
The main purpose of this paper is to show that Conjecture 2 is true. That is, we get the fol-
lowing.
Theorem. The above Conjecture 2 holds.
The proof of Theorem depends mainly on the characterization of the zero set Z(μˆM,D) of the
Fourier transform μˆM,D . In the previous research, we usually need an expression for the matrices
Mj or M∗−j (j = 1,2, . . .) in order to characterize the zero set Z(μˆM,D), where M∗ denotes
the conjugate transpose of M , in fact M∗ = Mt . This certainly can be realized for all upper or
lower triangle matrices (cf. [15]). However, for a general 2 × 2 matrix M , it is more difficult to
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different from the previous research that, in the present paper, we first write M∗ = 3M˜ +Mα for
two matrices M˜ and Mα , where the entries of the matrix Mα are from the set {0,1,2}, we then
view the matrix M∗ as an operator acting on certain concrete sets, this leads us to conclude that
the operator M∗ is periodic when it acts on these concrete sets. The periodicity enables us to
characterize the zero set Z(μˆM,D) and to find more inclusion relations inside the zero set. Some
facts concerning this zero set are given in Section 2. Based on these established facts, we prove
Theorem in Section 3. We believe that the method used here can provide a way of dealing with
the non-spectral problem on μM,D .
2. Relations inside the zero set Z(μˆM,D)
In this section we will establish more relations inside the zero set Z(μˆM,D). The main inter-
esting conclusion is the periodicity of the operator M∗ (in the sense of set inclusion relation)
when M∗ acts on certain sets.
2.1. General observation
For a general expanding matrix M ∈ Mn(R) and a finite subset D ⊂ Rn, the Fourier transform
of the self-affine measure μM,D is
μˆM,D(ξ) =
∫
e2πi〈ξ,t〉 dμM,D(t)
(
ξ ∈ Rn).
From (1.1), we have
μˆM,D(ξ) =
∞∏
j=1
mD
(
M∗−j ξ
)
, (2.1)
where
mD(t) := 1|D|
∑
d∈D
e2πi〈d,t〉. (2.2)
The infinite product (2.1) converges absolutely for all ξ ∈ Rn. It also converges uniformly on
compact subsets of Rn.
For any λ1, λ2 ∈ Rn, λ1 	= λ2, the orthogonality condition
〈
e2πi〈λ1,x〉, e2πi〈λ2,x〉
〉
L2(μM,D)
=
∫
e2πi〈λ1−λ2,x〉 dμM,D = μˆM,D(λ1 − λ2) = 0 (2.3)
directly relates to the zero set Z(μˆM,D) of μˆM,D . From (2.1), we have
Z(μˆM,D) =
{
ξ ∈ Rn: ∃j ∈ N such that mD
(
M∗−j ξ
)= 0}. (2.4)
Furthermore, we have the following.
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(1) Z(μˆM,D) =⋃∞j=1 Θj ;
(2) ξ0 ∈ Z(μˆM,D) ⇔ −ξ0 ∈ Z(μˆM,D) or ξ0 ∈ Θj ⇔ −ξ0 ∈ Θj for j = 1,2, . . . ;
(3) Θj+1 = M∗(Θj ) for j = 1,2, . . . .
Furthermore, if D ⊂ Zn, then Θj ∩ M∗jZn = ∅ and Θj + M∗jZn = Θj for j = 1,2, . . . .
2.2. Expression of the zero set Z(μˆM,D)
In the following, we will restrict our discussion on the special M and D given by (1.2). Let
Θ0 = {ξ ∈ R2: mD(ξ) = 0}. Then
Θ0 = Z0 ∪ Z˜0,
where
Z0 =
{(
1/3
2/3
)
+
(
k1
k2
)
: k1, k2 ∈ Z
}
⊂ R2, (2.5)
and
Z˜0 =
{(
2/3
1/3
)
+
(
k˜1
k˜2
)
: k˜1, k˜2 ∈ Z
}
⊂ R2. (2.6)
From Proposition 1, the zero set Z(μˆM,D) can be represented as
Z(μˆM,D) =
∞⋃
j=1
(
M∗j (Z0 ∪ Z˜0)
)=
∞⋃
j=1
(
M∗j (Z0) ∪ M∗j (Z˜0)
)
. (2.7)
Let Zj := M∗j (Z0) and Z˜j := M∗j (Z˜0) for j = 1,2, . . . . We further have the following.
Proposition 2. The sets Zj and Z˜j satisfy the following properties:
(1) (x, y)t ∈ Zj ⇔ (−x,−y)t ∈ Z˜j , that is, Zj = −Z˜j or Z˜j = −Zj (j = 1,2, . . .);
(2) Zj − Zj ⊆ Z2 and Z˜j − Z˜j ⊆ Z2 (j = 1,2, . . .);
(3) Zj + Zj ⊆ Z˜j and Z˜j + Z˜j ⊆ Zj (j = 1,2, . . .).
2.3. Illustration of the method
In order to find more relations inside the zero set Z(μˆM,D), we will reduce the fractional
expression in (2.7), which may possibly come from (2.5) and (2.6), to its lowest term. The de-
nominator of the fractional expression is only the number 3. So we consider the integers a, b, c, d
in the matrix M∗ according to the residue class modulo-3 where these integers belong. The con-
dition a, b, c, d ∈ Z can be divided into the following cases:
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(B0) b = 3l2 (l2 ∈ Z), (B1) b = 3l2 + 1 (l2 ∈ Z), (B2) b = 3l2 + 2 (l2 ∈ Z),
(C0) c = 3l3 (l3 ∈ Z), (C1) c = 3l3 + 1 (l3 ∈ Z), (C2) c = 3l3 + 2 (l3 ∈ Z),
(D0) d = 3l4 (l4 ∈ Z), (D1) d = 3l4 + 1 (l4 ∈ Z), (D2) d = 3l4 + 2 (l4 ∈ Z).
There are 81 cases:
(AiBjCkDl) =: (Ai)(Bj )(Ck)(Dl)
(
i, j, k, l ∈ {0,1,2}). (2.8)
For example, the case (A1B2C0D2) denotes that a, b, c, d are of the following form:
a = 3l1 + 1 (l1 ∈ Z), b = 3l2 + 2 (l2 ∈ Z),
c = 3l3 (l3 ∈ Z), d = 3l4 + 2 (l4 ∈ Z).
Besides the condition that M ∈ M2(Z) is an expanding matrix, a, b, c, d ∈ Z also satisfy
ac − bd /∈ 3Z. (2.9)
Hereafter we always assume that the above conditions on a, b, c, d ∈ Z hold. It follows from
(2.9) that the following 33 cases:
(A0B0CkDl) (k, l ∈ {0,1,2}), (A0B1C0D0), (A0B1C1D0),
(A0B1C2D0), (A0B2C0D0), (A0B2C1D0), (A0B2C2D0),
(A1B0C0Dl) (l ∈ {0,1,2}), (A1B1C0D0), (A1B1C1D1),
(A1B1C2D2), (A1B2C0D0), (A1B2C1D2), (A1B2C2D1),
(A2B0C0Dl) (l ∈ {0,1,2}), (A2B1C0D0), (A2B1C1D2),
(A2B1C2D1), (A2B2C0D0), (A2B2C1D1), (A2B2C2D2) (2.10)
can be excluded. We divide the remainder 48 cases into three subsections according to (A0), (A1)
and (A2). Section 2.4 deals with the case (A0), that is, a = 3l1 (l1 ∈ Z). Section 2.5 is the case
(A1) a = 3l1 + 1 (l1 ∈ Z) and Section 2.6 is the case (A2) a = 3l1 + 2 (l1 ∈ Z). In each case, we
can write M∗ as
M∗ =
[
a d
b c
]
= 3
[
l1 l4
l2 l3
]
+ Mα := 3M˜ + Mα (2.11)
for a certain matrix Mα ∈ M2(Z) whose entries come from the set {0,1,2}. Each case corre-
sponds to a unique matrix Mα .
The matrix Mα can be viewed as an operator Mα on R2. We find that Mα is periodic when Mα
acts on the sets Z0 and Z˜0 successively. This leads to the periodicity of the operator M∗ when it
acts on some concrete sets, such as Zj and Z˜j for a certain fixed j ∈ N. The periodicity enables
us to simplify the expression (2.7). In fact, all the remainder 48 cases only give us four types of
representations on the zero set Z(μˆM,D). These four types of expressions are the foundation of
proving Theorem.
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In this case, a, b, c, d ∈ Z are one of the following 12 cases:
(A0B1C0D1), (A0B1C0D2), (A0B1C1D1), (A0B1C1D2),
(A0B1C2D1), (A0B1C2D2), (A0B2C0D1), (A0B2C0D2),
(A0B2C1D1), (A0B2C1D2), (A0B2C2D1), (A0B2C2D2). (2.12)
The corresponding matrices M1,M2, . . . ,M12 in (2.11) are given by
M1 =
[
0 1
1 0
]
, M2 =
[
0 2
1 0
]
, M3 =
[
0 1
1 1
]
, M4 =
[
0 2
1 1
]
,
M5 =
[
0 1
1 2
]
, M6 =
[
0 2
1 2
]
, M7 =
[
0 1
2 0
]
, M8 =
[
0 2
2 0
]
,
M9 =
[
0 1
2 1
]
, M10 =
[
0 2
2 1
]
, M11 =
[
0 1
2 2
]
, M12 =
[
0 2
2 2
]
. (2.13)
2.5. The case (A1) a = 3l1 + 1 (l1 ∈ Z)
In this case, a, b, c, d ∈ Z are one of the following 18 cases:
(A1B0C1D0), (A1B0C1D1), (A1B0C1D2), (A1B0C2D0),
(A1B0C2D1), (A1B0C2D2), (A1B1C0D1), (A1B1C0D2),
(A1B1C1D0), (A1B1C1D2), (A1B1C2D0), (A1B1C2D1),
(A1B2C0D1), (A1B2C0D2), (A1B2C1D0), (A1B2C1D1),
(A1B2C2D0), (A1B2C2D2). (2.14)
The corresponding matrices M13,M14, . . . ,M30 in (2.11) are given by
M13 =
[
1 0
0 1
]
, M14 =
[
1 1
0 1
]
, M15 =
[
1 2
0 1
]
, M16 =
[
1 0
0 2
]
,
M17 =
[
1 1
0 2
]
, M18 =
[
1 2
0 2
]
, M19 =
[
1 1
1 0
]
, M20 =
[
1 2
1 0
]
,
M21 =
[
1 0
1 1
]
, M22 =
[
1 2
1 1
]
, M23 =
[
1 0
1 2
]
, M24 =
[
1 1
1 2
]
,
M25 =
[
1 1
2 0
]
, M26 =
[
1 2
2 0
]
, M27 =
[
1 0
2 1
]
, M28 =
[
1 1
2 1
]
,
M29 =
[
1 0
2 2
]
, M30 =
[
1 2
2 2
]
. (2.15)
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In this case, a, b, c, d ∈ Z are one of the following 18 cases:
(A2B0C1D0), (A2B0C1D1), (A2B0C1D2), (A2B0C2D0),
(A2B0C2D1), (A2B0C2D2), (A2B1C0D1), (A2B1C0D2),
(A2B1C1D0), (A2B1C1D1), (A2B1C2D0), (A2B1C2D2),
(A2B2C0D1), (A2B2C0D2), (A2B2C1D0), (A2B2C1D2),
(A2B2C2D0), (A2B2C2D1). (2.16)
The corresponding matrices M31,M32, . . . ,M48 in (2.11) are given by
M31 =
[
2 0
0 1
]
, M32 =
[
2 1
0 1
]
, M33 =
[
2 2
0 1
]
, M34 =
[
2 0
0 2
]
,
M35 =
[
2 1
0 2
]
, M36 =
[
2 2
0 2
]
, M37 =
[
2 1
1 0
]
, M38 =
[
2 2
1 0
]
,
M39 =
[
2 0
1 1
]
, M40 =
[
2 1
1 1
]
, M41 =
[
2 0
1 2
]
, M42 =
[
2 2
1 2
]
,
M43 =
[
2 1
2 0
]
, M44 =
[
2 2
2 0
]
, M45 =
[
2 0
2 1
]
, M46 =
[
2 2
2 1
]
,
M47 =
[
2 0
2 2
]
, M48 =
[
2 1
2 2
]
. (2.17)
The above 48 cases correspond to 48 matrices Mα (α = 1,2, . . . ,48). For simplicity, we
use the symbol (Mα) to denote the corresponding case. For example, (M41) denotes the case
(A2B1C2D0), or the case that a, b, c, d are of the following form:
a = 3l1 + 2 (l1 ∈ Z), b = 3l2 + 1 (l2 ∈ Z),
c = 3l3 + 2 (l3 ∈ Z), d = 3l4 (l4 ∈ Z). (2.18)
Note that the expansibility of the given matrix M only corresponds to certain l1, l2, l3, l4 ∈ Z in
the representation of a, b, c, d . We cannot let l1, l2, l3, l4 be any number in Z. For instance, in the
case (2.18), we cannot choose that l1 = −1, l2 ∈ Z, l3 ∈ Z and l4 = 0.
2.7. Periodicity of the operators Mα (α = 1,2, . . . ,48)
When the operators Mα (α = 1,2, . . . ,48) act on the sets Z0 and Z˜0 successively, we find
some interesting periodic properties on the Mjα for j = 1,2,3,4, which can be classified as the
following four types. This in turn leads to the periodicity of the operator M∗ when it acts on the
corresponding sets such as Zj , Z˜j or Zj ∪ Z˜j .
With some computations, we find that the following conclusions hold, which can be classified
as
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Mα(Z0) ⊆ Z0, Mα(Z˜0) ⊆ Z˜0 (α = 6,8,13,23,32,43); (2.19)
Mα(Z0) ⊆ Z˜0, Mα(Z˜0) ⊆ Z0 (α = 1,9,18,20,34,45). (2.20)
Type 2.
M2α(Z0) ⊆ Z0, M2α(Z˜0) ⊆ Z˜0 (α = 16,17,29,31,33,39); (2.21)
M2α(Z0) ⊆ Z˜0, M2α(Z˜0) ⊆ Z0 (α = 2,7,24,30,40,46). (2.22)
Type 3.
M3α(Z0) ⊆ Z0, M3α(Z˜0) ⊆ Z˜0 (α = 11,14,15,21,27,38); (2.23)
M3α(Z0) ⊆ Z˜0, M3α(Z˜0) ⊆ Z0 (α = 4,25,35,36,41,47). (2.24)
Type 4.
M4α(Z0) ⊆ Z˜0, M4α(Z˜0) ⊆ Z0 (α = 3,5,10,12,19,22,26,28,37,42,44,48). (2.25)
From Type 1, we have
Mα(Z0 ∪ Z˜0) = Mα(Z0) ∪ Mα(Z˜0) ⊆ Z0 ∪ Z˜0 (2.26)
for α = 1,6,8,9,13,18,20,23,32,34,43,45. Furthermore, it follows from (2.7) and (2.11) that
the zero set Z(μˆM,D) has the following property.
Proposition 3. In each case (Mα) (α = 1,6,8,9,13,18,20,23,32,34,43,45), the zero set
Z(μˆM,D) is given by
Z(μˆM,D) = Z1 ∪ Z˜1 (2.27)
with
Z1 ∩ Z˜1 = (Z1 ∪ Z˜1) ∩ Z2 = ∅. (2.28)
In the same way, from Type 2, we have
M2α(Z0 ∪ Z˜0) = M2α(Z0) ∪ M2α(Z˜0) ⊆ Z0 ∪ Z˜0 (2.29)
for α = 2,7,16,17,24,29,30,31,33,39,40,46. Furthermore, it follows from (2.7) and (2.11)
that the zero set Z(μˆM,D) has the following property.
Proposition 4. In each case (Mα) (α = 2,7,16,17,24,29,30,31,33,39,40,46), the zero set
Z(μˆM,D) is given by
Z(μˆM,D) = Z1 ∪ Z2 ∪ Z˜1 ∪ Z˜2 (2.30)
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Z1,Z2, Z˜1, Z˜2 are mutually disjoint and
2⋃
j=1
(Zj ∪ Z˜j ) ∩ Z2 = ∅. (2.31)
Similarly, from Type 3, we have
M3α(Z0 ∪ Z˜0) = M3α(Z0) ∪ M3α(Z˜0) ⊆ Z0 ∪ Z˜0 (2.32)
for α = 4,11,14,15,21,25,27,35,36,38,41,47. Furthermore, it follows from (2.7) and (2.11)
that the zero set Z(μˆM,D) has the following property.
Proposition 5. In each case (Mα) (α = 4,11,14,15,21,25,27,35,36,38,41,47), the zero set
Z(μˆM,D) is given by
Z(μˆM,D) = Z1 ∪ Z2 ∪ Z3 ∪ Z˜1 ∪ Z˜2 ∪ Z˜3 (2.33)
with
Z1, Z2, Z3, Z˜1, Z˜2, Z˜3 are mutually disjoint and
3⋃
j=1
(Zj ∪ Z˜j ) ∩ Z2 = ∅. (2.34)
Similarly, from Type 4, we have
M4α(Z0 ∪ Z˜0) = M4α(Z0) ∪ M4α(Z˜0) ⊆ Z0 ∪ Z˜0 (2.35)
for α = 3,5,10,12,19,22,26,28,37,42,44,48. Furthermore, it follows from (2.7) and (2.11)
that the zero set Z(μˆM,D) has the following property.
Proposition 6. In each case (Mα) (α = 3,5,10,12,19,22,26,28,37,42,44,48), the zero set
Z(μˆM,D) is given by
Z(μˆM,D) = Z1 ∪ Z2 ∪ Z3 ∪ Z4 ∪ Z˜1 ∪ Z˜2 ∪ Z˜3 ∪ Z˜4 (2.36)
with
Z1, Z2, Z3, Z4, Z˜1, Z˜2, Z˜3, Z˜4 are mutually disjoint and
4⋃
j=1
(Zj ∪ Z˜j ) ∩ Z2 = ∅.
(2.37)
These established Propositions characterize the zero set Z(μˆM,D). The above four types cor-
respond to four kinds of representations for Z(μˆM,D) which will help us to prove Theorem in
the next section.
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If λj (j = 1,2,3,4) ∈ R2 are such that the exponential functions
e2πi〈λ1,x〉, e2πi〈λ2,x〉, e2πi〈λ3,x〉, e2πi〈λ4,x〉,
are mutually orthogonal in L2(μM,D), then the differences λj − λk (1  j 	= k  4) are in the
zero set Z(μˆM,D). That is, we have
λj − λk ∈ Z(μˆM,D) (1 j 	= k  4). (3.1)
We will use the above established facts on the zero set Z(μˆM,D) to deduce a contradiction. The
proof can be divided into four cases according to Types 1–3 and Type 4. The cases of Types 1–3
can be proved by applying the same method as that used in the paper [15]. So we only prove
Theorem in the case of Type 4. It should be pointed out that the method used in [15] can be
further modified as shown below.
In the case of Type 4, we obtain from (2.36) and (3.1) that
λj − λk ∈ Z1 ∪ Z2 ∪ Z3 ∪ Z4 ∪ Z˜1 ∪ Z˜2 ∪ Z˜3 ∪ Z˜4 (1 j 	= k  4) (3.2)
and (2.37) hold. We will use Propositions 2 and 6 to deduce a contradiction.
Observe that the following six differences:
λ1 − λ2, λ1 − λ3, λ1 − λ4
λ2 − λ3, λ2 − λ4
λ3 − λ4
(3.3)
belong to the union of the eight sets Z1,Z2,Z3,Z4, Z˜1, Z˜2, Z˜3, Z˜4. By Proposition 2 and (2.37),
the elements (or differences) in each row of (3.3) (except the final row where there is only one
element λ3 − λ4) and the elements (or differences) in each column of (3.3) (except the first
column where there is only one element λ1 −λ2) cannot belong to the same set. In particular, the
following three elements
λ1 − λ2, λ1 − λ3, λ1 − λ4 (3.4)
in the first row will be in the three different sets of the eight sets
Z1, Z2, Z3, Z4, Z˜1, Z˜2, Z˜3, Z˜4. (3.5)
There are 336 distribution methods. Note that we can regard the above eight sets in (3.5) as eight
small boxes. By Proposition 2(1), if the three elements in (3.4) belong to certain three different
small boxes, then the following three elements
λ2 − λ1, λ3 − λ1, λ4 − λ1 (3.6)
will be in the other three different small boxes. That is, the six elements
λ1 − λ2, λ1 − λ3, λ1 − λ4, λ2 − λ1, λ3 − λ1, λ4 − λ1
548 J.-L. Li / Journal of Functional Analysis 257 (2009) 537–552Box 1
Z1 Z2 Z3 Z4 Z˜1 Z˜2 Z˜3 Z˜4
λ1 − λ2 λ1 − λ3 λ1 − λ4
λ2 − λ1 λ3 − λ1 λ4 − λ1
coming from (3.4) and (3.6) will belong to six different small boxes. On the other hand, the
remainder three elements in (3.3), i.e.,
λ2 − λ3, λ2 − λ4, λ3 − λ4 (3.7)
will be in the three different small boxes also. Correspondingly, the three elements
λ3 − λ2, λ4 − λ2, λ4 − λ3 (3.8)
will be in the other three different small boxes. That is, the six elements
λ2 − λ3, λ2 − λ4, λ3 − λ4, λ3 − λ2, λ4 − λ2, λ4 − λ3
coming from (3.7) and (3.8) will belong to six different small boxes also. There are total eight
small boxes. Hence, by the well-known pigeon hole principle, there are at least four small boxes
which contain two elements each. This is impossible, since one can find a contradiction inside
these four small boxes by Proposition 2. To see this, we only consider one of 336 cases, the other
cases can be proved in the same manner. For example, let
λ1 − λ2 ∈ Z1, λ1 − λ3 ∈ Z2, λ1 − λ4 ∈ Z3. (3.9)
Then, by Proposition 2(1), we have
λ2 − λ1 ∈ Z˜1, λ3 − λ1 ∈ Z˜2, λ4 − λ1 ∈ Z˜3. (3.10)
That is, we have the Box 1.
Now, the remainder three elements in (3.3), i.e., the elements in (3.7) are also in certain dif-
ferent small boxes of Box 1. By Proposition 2, we have the following facts that
λ2 − λ3 cannot belong to the sets (or small boxes) Z1, Z2, Z˜1, Z˜2; (3.11)
λ2 − λ4 cannot belong to the sets (or small boxes) Z1, Z3, Z˜1, Z˜3; (3.12)
λ3 − λ4 cannot belong to the sets (or small boxes) Z2, Z3, Z˜2, Z˜3. (3.13)
Hence, from (3.11), (3.12) and (3.13), we have
λ2 − λ3 ∈ Z3 or Z˜3 or Z4 or Z˜4;
λ2 − λ4 ∈ Z2 or Z˜2 or Z4 or Z˜4;
λ3 − λ4 ∈ Z1 or Z˜1 or Z4 or Z˜4, (3.14)
which is impossible. We only consider the following three typical cases:
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Z1 Z2 Z3 Z4 Z˜1 Z˜2 Z˜3 Z˜4
λ1 − λ2 λ1 − λ3 λ1 − λ4
λ2 − λ1 λ3 − λ1 λ4 − λ1
λ2 − λ3 λ2 − λ4 λ3 − λ4
λ4 − λ3 λ3 − λ2 λ4 − λ2
Box 3
Z1 Z2 Z3 Z4 Z˜1 Z˜2 Z˜3 Z˜4
λ1 − λ2 λ1 − λ3 λ1 − λ4
λ2 − λ1 λ3 − λ1 λ4 − λ1
λ3 − λ4 λ2 − λ3 λ2 − λ4
λ3 − λ2 λ4 − λ2 λ4 − λ3
(i′) If
λ2 − λ3 ∈ Z3, λ2 − λ4 ∈ Z4, λ3 − λ4 ∈ Z˜4,
then, by Proposition 2(1), the above Box 1 becomes the Box 2.
The small boxes Z3 and Z4 (or Z˜3 and Z˜4) in Box 2 contain two elements respectively.
Applying Proposition 2 to the elements of small box Z4 (or Z˜4), we can get a contradiction,
since
λ2 − λ3 = (λ2 − λ4) + (λ4 − λ3) ∈ Z4 + Z4 ⊆ Z˜4
which contradicts (2.37) and λ2 − λ3 ∈ Z3.
(ii′) If
λ2 − λ3 ∈ Z˜3, λ2 − λ4 ∈ Z˜4, λ3 − λ4 ∈ Z1,
then, by Proposition 2(1), the above Box 1 becomes the Box 3.
The small boxes Z1 and Z3 (or Z˜1 and Z˜3) in Box 3 contain two elements respectively.
Applying Proposition 2 to the elements of sets Z1 and Z3 (or Z˜1 and Z˜3) respectively, we easily
get a contradiction. Since
(λ1 − λ2) + (λ3 − λ4) = (λ1 − λ4) + (λ3 − λ2),
the left-hand side is in Z1 +Z1 ⊆ Z˜1 and the right-hand side is in Z3 +Z3 ⊆ Z˜3, which leads to
a contradiction by (2.37).
(iii′) If
λ2 − λ3 ∈ Z3, λ2 − λ4 ∈ Z˜2, λ3 − λ4 ∈ Z˜4,
then, by Proposition 2(1), the above Box 1 becomes the following Box 4.
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Z1 Z2 Z3 Z4 Z˜1 Z˜2 Z˜3 Z˜4
λ1 − λ2 λ1 − λ3 λ1 − λ4
λ2 − λ1 λ3 − λ1 λ4 − λ1
λ2 − λ3 λ2 − λ4 λ3 − λ4
λ4 − λ2 λ4 − λ3 λ3 − λ2
The small boxes Z2 and Z3 (or Z˜2 and Z˜3) in Box 4 contain two elements respectively.
Applying Proposition 2 to the elements of sets Z2 and Z3 (or Z˜2 and Z˜3) respectively, we easily
get a contradiction. Since
(λ1 − λ3) − (λ4 − λ2) = (λ1 − λ4) + (λ2 − λ3),
the left-hand side is in Z2 −Z2 ⊆ Z2 and the right-hand side is in Z3 +Z3 ⊆ Z˜3, which leads to
a contradiction by (2.37).
In a word, there exists a contradiction inside the four boxes which contain two elements each.
Hence any set of μM,D-orthogonal exponentials contains at most 3 elements. One can obtain
many such orthogonal systems which contain 3 elements. For example, the exponential function
systems ES with S given by
S = {0, s1, s2} ⊂ R2 for each s1 ∈ Z1 and s2 ∈ Z˜1 (3.15)
or with S given by
S = {0, s1, s2} ⊂ R2 for each s1 ∈ Z2 and s2 ∈ Z˜2 (3.16)
or with S given by
S = {0, s1, s2} ⊂ R2 for each s1 ∈ Z3 and s2 ∈ Z˜3 (3.17)
or with S given by
S = {0, s1, s2} ⊂ R2 for each s1 ∈ Z4 and s2 ∈ Z˜4 (3.18)
are the three elements orthogonal system in L2(μM,D). Note that, in Type 1, we only have (3.15);
in Type 2, we have (3.15) and (3.16); in Type 3, we have (3.15)–(3.17); in Type 4, we have (3.15)–
(3.18). In each Type, Zj and Z˜j have different representations according to the corresponding
Propositions 3–6 and 48 cases. This shows that the number 3 is the best. The proof of Theorem
is complete.
4. A concluding remark
Finally we would like to point out that for any 2 × 2 expanding matrix M1 ∈ M2(R) and any
digit sets D1 = {0, d1, d2} ⊂ R2 (not necessarily an integer matrix and an integer set), if P =
[d1, d2] is an invertible 2 × 2 matrix (whose column vectors are d1 and d2) such that P−1M1P ∈
M2(Z) and det(M1) /∈ 3Z, then μM1,D1 -orthogonal exponentials contain at most 3 elements and
the number 3 is the best. Here d1 and d2 are two linearly independent vectors in R2. If they are
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with |p1| > 1, |p2| > 1 and p1p2 /∈ 3Z, we consider the self-affine measure μM,D corresponding
to
M =
[
p1 0
0 p2
]
and D =
{(
0
0
)
,
(
1
0
)
,
(
l
0
)} (
l ∈ Z \ {0,1}), (4.1)
then μM,D is a non-spectral measure. Furthermore, if l /∈ 3Z+2, then there are no more than two
orthogonal exponential functions in L2(μM,D); if l ∈ 3Z + 2, then there are at most 3 mutually
orthogonal exponential functions in L2(μM,D), and the number 3 is the best. In fact, in the
case when l /∈ 3Z + 2, we have mD(ξ) 	= 0 for any ξ ∈ R2, hence there are no more than two
orthogonal exponential functions in L2(μM,D). Generally, if mD(ξ) 	= 0 for any ξ ∈ Rn, then
for any expanding matrix M ∈ Mn(R), μM,D is a non-spectral measure, and μM,D-orthogonal
exponentials contain at most one element. In the case when l ∈ 3Z + 2, we have
Z(μˆM,D) = Z1 ∪ Z˜1, (4.2)
where
Z1 =
{(
2p1/3
p2a
)
+
(
p1k
0
)
: k ∈ Z, a ∈ R
}
⊂ R2, (4.3)
and
Z˜1 =
{(
p1/3
p2a˜
)
+
(
p1k˜
0
)
: k˜ ∈ Z, a˜ ∈ R
}
⊂ R2. (4.4)
Since (Z1 − Z1) ∩ Z(μˆM,D) = (Z˜1 − Z˜1) ∩ Z(μˆM,D) = ∅, we obtain that there are at most 3
mutually orthogonal exponential functions in L2(μM,D), and the number 3 is the best.
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