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Abstract
A matching M in a graph G is connected if all the edges of M are in the same
component of G. Following Figaj and Łuczak, there are a number of results using
the existence of large connected matchings in cluster graphs with respect to regular
partitions of large graphs to show the existence of long paths and other structures
in these graphs. We prove exact Ramsey-type bounds on the sizes of monochromatic
connected matchings in 2-edge-colored multipartite graphs. In addition, we prove a
stability theorem for such matchings.
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1 Introduction
Recall that for graphs G0, . . . , Gk we write G0 7→ (G1, . . . , Gk) if for every k-coloring of the
edges of G0, for some i ∈ [k] there will be a copy of Gi with all edges of color i. The Ramsey
number Rk(G) is the minimum N such that KN 7→ (G1, . . . , Gk), where G1 = . . . = Gk = G.
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Gerencse´r and Gya´rfa´s [9] proved in 1967 that the n-vertex path Pn satisfies R2(Pn) =
⌊
3n−2
2
⌋
.
A lot of progress in bounding Rk(Pn) for k ≥ 3 and Rk(Cn) for even n was achieved after
2007 (see [2, 3, 7, 8, 11, 12, 13, 17, 18] and some references in them). All these proofs used the
Szemere´di Regularity Lemma [19] and the idea of connected matchings in regular partitions
due to Figaj and Łuczak [8].
Recall that a matching M in a graph G is connected if all the edges of M are in the same
component of G. We will denote a connected matching with k edges by Mk. The use of
connected matchings is illustrated for example by the following version of a lemma by Figaj
and Łuczak [8].
Lemma 1 (Lemma 8 in [17] and Lemma 1 in [13]). Let a real number c > 0 and a positive
integer k be given. If for every ε > 0 there exists a δ > 0 and an n0 such that for every
even n > n0 and each graph G with v(G) > (1 + ε)cn and e(G) ≥ (1 − δ)
(
v(G)
2
)
and each
k-edge-coloring of G has a monochromatic connected matching Mn/2, then for sufficiently
large n, Rk(Cn) ≤ (c+ o(1))n (and hence Rk(Pn) ≤ (c+ o(1))n).
Similar problems with complete 3-partite host graphs KN,N,N and complete bipartite
host graphs KN,N instead of KN were considered by Gya´rfa´s, Ruszinko´, Sa´rko˝zy and Sze-
mere´di [10], DeBiasio and Krueger [7] and Bucic, Letzter and Sudakov [5, 6]. All of these
papers also exploited connected matchings in cluster graphs. The main result of Gya´rfa´s,
Ruszinko´, Sa´rko˝zy and Szemere´di [10] was
Theorem 2 ([10]). For positive integers n, Kn,n,n 7→ (P2n−o(n), P2n−o(n)).
They also conjectured the exact bound:
Conjecture 3 ([10]). For positive integers n, Kn,n,n 7→ (P2n+1, P2n+1).
Since the papers [10, 5, 6] were proving asymptotic bounds, they used approximate
bounds on maximum sizes of monochromatic connected matchings in edge-colored dense
multipartite graphs. But for the exact bound [11, 12] (for large N) on long paths in 3-edge-
colored KN and for the exact bound by DeBiasio and Krueger [7] on long paths and cycles in
2-edge-colored bipartite graphs, one needs a stability theorem: either the edge-colored graph
has a large monochromatic connected matching, or the edge-coloring is very special.
In this paper, we find exact bounds on the size of a maximum monochromatic connected
matching in each 2-edge-colored complete multipartite graph Kn1,...,nk . This generalizes,
sharpens and extends the corresponding results in [10] and can be considered as an extension
of one of the results in [7]. We also prove a corresponding stability theorem in the spirit
of [11] and [7]. In our follow-up paper [1] we use this stability theorem to prove among other
results that for large n, Conjecture 3 and the relation Kn,n,n 7→ (C2n, C2n) hold.
2 Notation and results
Let α′(G) denote the size of a largest matching in G and α′∗(G) denote the size of a largest
connected matching in G. Let α(G) denote the independence number and β(G) denote the
size of a smallest vertex cover in G.
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For a graph G and W1,W2 ⊆ V (G), let G[W1,W2] denote the subgraph of G consisting
of edges with one endpoint in W1 and the other endpoint in W2.
We seek minimal restrictions on n1 ≥ n2 ≥ . . . ≥ ns guaranteeing that every 2-edge-
coloring of Kn1,n2,...,ns contains a monochromatic Mn. An obvious necessary condition is
that
N := n1 + . . .+ ns ≥ 3n− 1. (1)
Indeed, even K3n−2 67→ (Mn,Mn): for G = K3n−2, partition V (G) into sets U1 and U2 with
|U1| = 2n − 1, |U2| = n − 1, and color the edges of G[U1, U2] with red and the rest of the
edges with blue. Then there is no monochromatic Mn; see Figure 1. The other natural
requirement is that
N − n1 = n2 + . . .+ ns ≥ 2n− 1. (2)
Indeed, for arbitrarily large n1 and N = n1 + 2n − 2, consider the graph H obtained from
KN by deleting the edges inside a vertex subset U1 with |U1| = n1. Graph H contains every
Kn1,n2,...,ns with n2 + . . . + ns = 2n − 2. Partition V (H) − U1 into sets U2 and U3 with
|U2| = |U3| = n − 1. Color all edges incident with U2 red, and the remaining edges of H
blue. Again, there is no monochromatic Mn; see Figure 2.
|U1| = 2n− 1
|U2| = n− 1
Figure 1: Example for condition (1).
|U1| = n1
|U2| = n− 1 |U3| = n− 1
Figure 2: Example for condition (2).
Our first main result is that the necessary conditions (1) and (2) together are sufficient
for Kn1,n2,...,ns 7→ (Mn,Mn). We prove it in the following more general form.
Theorem 4. Let x1 ≥ x2 ≥ 1, s ≥ 2, and let G be a complete s-partite graph Kn1,...,ns such
that
N := n1 + . . .+ ns ≥ 2x1 + x2 − 1, (3)
and
N − ni ≥ x1 + x2 − 1 for every 1 ≤ i ≤ s. (4)
Let E(G) = E1 ∪ E2 be a partition of the edges of G, and let Gi = G[Ei] for i = 1, 2. Then
for some i, α′∗(Gi) ≥ xi.
There are at least two types of 3-edge-colorings of K4n−3 with no monochromatic Mn.
We use Theorem 4 to show the following generalization of the existence of a monochromatic
connected matching Mn in each 3-edge-coloring of K4n−2.
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Theorem 5. Let 1 ≤ x2, x3 ≤ x1, N = 2x1 + x2 + x3 − 2, and G = KN .
Let E(G) = E1 ∪E2 ∪E3 be a partition of the edges of G, and let Gi = G[Ei] for i = 1, 2, 3.
Then for some i, α′∗(Gi) ≥ xi.
Finally, for the case x1 = x2 = n of Theorem 4, we prove a stability result which will be
used in [1] to prove Conjecture 3 for large N . This will require a few definitions to state.
Definition 6. For ε > 0 and s ≥ 2, an N-vertex s-partite graph G with parts V1, . . . , Vs
of sizes n1 ≥ n2 ≥ . . . ≥ ns, and a 2-edge-coloring E = E1 ∪ E2, is (n, s, ε)-suitable if the
following conditions hold:
N = n1 + . . .+ ns ≥ 3n− 1, (S1)
n2 + n3 + . . .+ ns ≥ 2n− 1, (S2)
and if V˜i is the set of vertices in Vi of degree at most N − εn− ni and V˜ =
⋃s
i=1 V˜i, then
|V˜ | = |V˜1|+ . . .+ |V˜s| < εn. (S3)
We do not require E1 ∩ E2 = ∅; an edge can have one or both colors. We write Gi = G[Ei]
for i = 1, 2.
Our stability result gives a partition of the vertices of near-extremal graphs called a
(λ, i, j)-bad partition. There are two types of bad partitions.
Definition 7. For i ∈ {1, 2} and λ > 0, a partition V (G) = W1∪W2 of V (G) is (λ, i, 1)-bad
if the following holds:
(i) (1− λ)n ≤ |W2| ≤ (1 + λ)n1;
(ii) |E(Gi[W1,W2])| ≤ λn
2;
(iii) |E(G3−i[W1])| ≤ λn
2.
Definition 8. For i ∈ {1, 2} and λ > 0, a partition V (G) = Vj ∪ U1 ∪ U2, j ∈ [s], of V (G)
is (λ, i, 2)-bad if the following holds:
(i) |E(Gi[Vj, U1])| ≤ λn
2;
(ii) |E(G3−i[Vj, U2])| ≤ λn
2;
(iii) nj = |Vj| ≥ (1− λ)n;
(iv) (1− λ)n ≤ |U1| ≤ (1 + λ)n;
(v) (1− λ)n ≤ |U2| ≤ (1 + λ)n.
Our stability theorem is:
Theorem 9. Let n ≥ s ≥ 2, 0 < ε < 10−3γ < 10−6 and n > 100/γ. Let G be an (n, s, ε)-
suitable graph. If max{α′∗(G1), α
′
∗(G2)} ≤ n(1 + γ), then for some i ∈ [2] and j ∈ [2], V (G)
has a (68γ, i, j)-bad partition.
In the next section, we remind the reader the notion and properties of the Gallai–Edmonds
decomposition, and in each of the next three sections we prove one of the Theorems 4, 5
and 9.
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3 Tools from graph theory
Wemake extensive use of the Gallai–Edmonds decomposition (called below the GE-decomposition
for short) of a graph G, defined below.
Definition 10. In a graph G, let B be the set of vertices that are covered by every maximum
matching in G. Let A be the set of vertices in B having at least one neighbor outside B, let
C = B − A, and let D = V (G)− B. The GE-decomposition of G is the partition of V (G)
into the three sets A,C,D.
Edmonds and Gallai described important properties of this decomposition:
Theorem 11 (Gallai–Edmonds Theorem; Theorem 3.2.1 in [15]). Let A,C,D be the GE-
decomposition of a graph G. Let G1, . . . , Gk be the components of G[D]. If M is a maximum
matching in G, then the following properties hold:
(a) M covers C and matches A into distinct components of G[D].
(b) Each Gi is factor-critical and has a near-perfect matching in M .
(c) If ∅ , S ⊆ A, then N(S) intersects at least |S|+ 1 of G1, . . . , Gk.
For bipartite graphs, we use the simpler Ko¨nig–Egerva´ry theorem, which we apply in two
equivalent forms:
Theorem 12 (Ko¨nig–Egerva´ry Theorem; Theorem 1.1.1 in [15]). In a bipartite graph, the
number of edges in a maximum matching is equal to the number of vertices in a minimum
vertex cover.
Equivalently, if H is a bipartite graph with bipartition (U, V ), then
α′(H) = min
U1⊆U
{|U | − |U1|+ |N(U1)|}.
Finally, we also will use the following theorem on Hamiltonian cycles.
Theorem 13 (Las Vergnas [14], see also Theorem 11 on p. 214 in [4]). Let H be a 2n-vertex
bipartite graph with vertices u1, u2, . . . , un on one side and v1, v2, . . . , vn on the other, such
that d(u1) ≤ . . . ≤ d(un) and d(v1) ≤ . . . ≤ d(vn). Let q be an integer, 0 ≤ q ≤ n− 1.
If, whenever uivj < E(H), d(ui) ≤ i+ q, and d(vj) ≤ j + q, we have
d(ui) + d(vj) ≥ n+ q + 1,
then each set of q edges that form vertex-disjoint paths is contained in a Hamiltonian cycle
of G.
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4 Connected matchings in 2-edge-colorings (Theorem 4)
Let G be a complete s-partite graph Kn1,...,ns satisfying (3) and (4). Let V1, . . . , Vs be the
parts of G with |Vi| = ni for i = 1, . . . , s.
We proceed by contradiction, assuming that there is a partition E(G) = E1 ∪ E2 such
that
α′∗(G1) < x1 and α
′
∗(G2) < x2. (5)
Among such edge partitions, we will find partitions with additional restrictions and study
their properties. Eventually we will prove that such partitions do not exist.
4.1 Structure of G
Among all G and partitions E(G) = E1 ∪E2 satisfying (3), (4) and (5), choose one with the
smallest N .
Claim 4.1. If n1 ≥ n2 ≥ . . . ≥ ns, then either N = 2x1 + x2 − 1 or n1 = n2 and N ≤
2x1 + 2x2 − s.
Proof. Suppose N > 2x1 + x2 − 1 and v ∈ V1. Let G
′ = G − v. Then (3) and (5) hold
for G′. Hence by the minimality of G, (4) does not hold for G′. Since (4) does hold for
G, we conclude that n1 = n2 and N − n1 = x1 + x2 − 1. The last equality implies that
n2 = (x1 + x2 − 1)− n3 − . . .− ns ≤ x1 + x2 + 1− s. Hence
N = n1 + (N − n1) = n2 + (x1 + x2 − 1) ≤ 2x1 + 2x2 − s,
as claimed. 2
Claim 4.2. G is not bipartite; that is, s ≥ 3.
Proof. Suppose s = 2. Then by (4), n1 = N−n2 ≥ x1+x2−1 and n2 = N−n1 ≥ x1+x2−1.
It is sufficient to consider the situation that n1 = n2 = x1 + x2 − 1.
Suppose that for some i ∈ {1, 2}, α′(Gi) = α
′
∗(Gi) (and so by (5), α
′(Gi) < xi). By
Theorem 12, Gi has a vertex cover C with |C| ≤ xi − 1. Hence all edges of G connecting
V1 − C with V2 − C are in E3−i. Thus G3−i contains Kx1+x2−1−|C|,x1+x2−1−|C|, which in turn
contains Kx3−i,x3−i. Therefore α
′
∗(G3−i) ≥ x3−i, contradicting (5).
Therefore α′(Gi) > α
′
∗(Gi) for both i ∈ {1, 2}. This means that each of G1 and G2 has
more than one nontrivial component. Let A be the vertex set of one nontrivial component
in G2 and B = (V1 ∪ V2) − A. For each i ∈ {1, 2}, let Ai = Vi ∩ A, Bi = Vi ∩ B, ai = |Ai|,
and bi = |Bi|.
Then for both i ∈ {1, 2}, G1[Ai ∪ B3−i] = Kai,b3−i . So if there is at least one edge
connecting A1 with A2 or B1 with B2 in G1, then G1 is connected and so α
′
∗(G1) = α
′(G1),
a contradiction. Thus, G2[A1 ∪A2] = Ka1,a2 and G2[B1 ∪B2] = Kb1,b2 .
This means that min{a1, a2} < x2 and min{b1, b2} < x2. By the symmetry between a1
and a2, we may assume a1 < x2. Then b1 = (x1+x2−1)−a1 ≥ x1 ≥ x2. Hence b2 < x2, and
a2 = (x1 + x2 − 1)− b2 ≥ x1. But G1 contains Kb1,a2, so it contains Kx1,x1, a contradiction
to (5). 2
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4.2 Components of Gi
Next, by analyzing the components of G1 and G2, we will reduce the problem to a case where
G1 and G2 have no nontrivial components. Then it will be enough to find a large matching
in either G1 or G2; the matching will automatically be connected, which will contradict
assumption (5).
Claim 4.3. For any i ∈ {1, 2}, if Gi is disconnected, then α
′
∗(G3−i) = α
′(G3−i).
Proof. Suppose G1 is disconnected. LetW1 induce a component of G1 andW2 = V (G)−W1.
We consider three cases:
Case 1. For some j ∈ [s], W1 ⊆ Vj . Since Vj is independent, W1 = {v} for some v ∈ Vj.
Then all vertices in V (G2) − Vj are adjacent to v. So, G2 has a component D containing
V (G2)− Vj + v. Since Vj is independent, every edge in G2 has a vertex in V (G)− Vj , and
hence lies in D.
Case 2. For some distinct j1, j2 ∈ [s], W1 ⊆ Vj1 ∪ Vj2 and has a vertex v1 ∈ Vj1 and
a vertex v2 ∈ Vj2 . By Claim 4.2, V (G) − Vj1 − Vj2 , ∅, and by the case, each vertex in
V (G)− Vj1 − Vj2 is adjacent in G2 to both, v1 and v2. Thus, a component D of G2 contains
W1 ∪ (V (G)− Vj1 − Vj2). Furthermore, each vertex in Vj1 −W1 is adjacent in G2 to v2, and
each vertex in Vj2 −W2 is adjacent in G2 to v1. It follows that G2 is connected.
Case 3. For some distinct j1, j2, j3 ∈ [s], W1 has a vertex vℓ ∈ Vjℓ for all ℓ ∈ [3]. Then
each vertex in W2 is adjacent in G2 to at least two of v1, v2 and v3. Thus, a component D
of G2 contains W2. If each v ∈ W1 has in G2 a neighbor in W2, then D = V (G), i.e. G2 is
connected. Suppose there is v ∈ W1 that has no neighbors in W2 in G2. We may assume
v ∈ Vj1. Then W2 ⊂ Vj1. This means all vertices in V (G) − D are in Vj1. Since Vj1 is
independent, every edge in G2 has a vertex in V (G)− Vj1, and hence lies in D. 2
Claim 4.3 implies that α′∗(Gi) = α
′(Gi) holds for at least one i. This equality does not
necessarily hold for both i = 1 and i = 2, but we show that it is enough to prove Theorem 4
in the case where it does.
Claim 4.4. If there are partitions E(G) = E1 ∪ E2 of E(G) such that G1 := G[E1] and
G2 = G[E2] satisfy (5), then there is one satisfying all of the following:
• α′∗(G1) = α
′(G1) and α
′
∗(G2) = α
′(G2);
• G1 has the GE-decomposition (A,C,D) such that if D0 = C and D1, D2, . . . , Dk are
the components of G1[D] with |D1| ≥ |D2| ≥ · · · ≥ |Dk|, then G1 −A has at least three
components, and G2[Dj] is empty for j = 0, 1, . . . , k.
Proof. Suppose that E(G) = E1 ∪ E2 is a partition of E(G) such that G1 := G[E1] and
G2 = G[E2] satisfy (5).
By Claim 4.3, there is some i ∈ {1, 2} such that α′∗(Gi) = α
′(Gi). Pick such an i.
Let (A,C,D) be the GE-decomposition of Gi; letD0 = C, a = |A|, and letD1, D2, . . . , Dk
be the components of Gi[D].
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We have N = |V (G)| = |V (Gi)| ≥ 2x1 + x2 − 1 ≥ 2xi, and yet by assumption (5),
α′(Gi) < xi. Therefore every maximum matching in Gi leaves at least two vertices uncovered;
by Theorem 11, this means k ≥ 2, since the number of uncovered vertices is k − a.
We want to show that Gi − A actually has at least 3 components. Since k ≥ 2, D1 and
D2 are two of them. If C = D0 , ∅, then it is a third component of Gi − A; if A , ∅, then
k ≥ a + 2 ≥ 3. If A = C = ∅ and k = 2, then D1 and D2 are components of Gi as well. By
assumption, α′∗(Gi) = α
′(Gi), so D1 and D2 cannot both be nontrivial components.
This leaves the possibility that D2 is an isolated vertex of Gi and D1 is the rest of V (G),
which we must also rule out. In this case, by Theorem 11, a maximum matching in Gi covers
all vertices of D1 except for one of them; we have
α′∗(Gi) =
N
2
− 1 ≥
2x1 + x2 − 1
2
− 1 ≥ xi +
x3−i − 3
2
.
But by assumption (5), α′∗(Gi) ≤ xi− 1, which means
x3−i−3
2
≤ −1, or x3−i ≤ 1. By (4), the
degree of the single vertex in D2 is at least N − n1 ≥ x1 + x2 − 1 ≥ 1, and it is isolated in
Gi; therefore α
′
∗(G3−i) ≥ 1 ≥ x3−i, violating assumption (5). Therefore Gi − A has at least
three components.
Let Q be the set of edges in G3−i that are either incident to A or else have both ends
in the same Di (including D0). Modify the partition E1 ∪ E2 by removing all edges of
Q from E3−i and adding them to Ei instead; let E
′
1 ∪ E
′
2 be the resulting partition, with
G′1 = G[E
′
1] and G
′
2 = G[E
′
2]. The same GE-decomposition (A,C,D) witnesses that α
′(G′i) =
α′(Gi) = α
′
∗(Gi) < xi; meanwhile, G
′
3−i is a subgraph ofG3−i, so α
′
∗(G
′
3−i) ≤ α
′(G3−i) < x3−i.
Therefore the resulting partition still satisfies (5).
Next, we show that G′3−i has at most one nontrivial component: equivalently, that
α′∗(G3−i) = α
′(G3−i). Suppose for the sake of contradiction that G
′
3−i has at least two
nontrivial components, say H1 and H2. Let u1u2 ∈ E(H1) and v1v2 ∈ E(H2).
We may rename the parts of G so that u1 ∈ V1 and u2 ∈ V2. Suppose u1 ∈ Dj and
u2 ∈ Dj′. By the definition of Q, j
′
, j. So, if v1 < V1 ∪ V2 or v1 < Dj ∪ Dj′, then
v1u1 ∈ E(G
′
3−i) or v1u2 ∈ E(G
′
3−i), and hence H2 = H1. The same holds for v2. Thus, since
v1v2 ∈ E(G
′
3−i), we may assume that v1 ∈ V1 ∩Dj′ and v2 ∈ V2 ∩Dj . We proved earlier that
Gi − A has at least three components; therefore we can choose Dj′′ , Dj, Dj′ with a vertex
w ∈ Dj′′. By the symmetry between V1 and V2, we may assume w < V1. Then w is adjacent
in G′3−i with both u1 and v1, a contradiction.
The resulting partition E ′1 ∪ E
′
2 satisfies α
′
∗(G1) = α
′(G1) and α
′
∗(G2) = α
′(G2). The
second condition of Claim 4.4 also holds if we had i = 1 in the proof above. If we had i = 2,
then we may repeat this procedure with i = 1, finding a third partition E ′′1 ∪ E
′′
2 . This still
satisfies α′∗(G1) = α
′(G1) and α
′
∗(G2) = α
′(G2), but now the Gallai–Edmonds partition of
G1 has the properties we want, proving the claim. 2
4.3 Completing the proof of Theorem 4
From now on, we assume that the partition E1 ∪ E2 satisfies the conditions guaranteed by
Claim 4.4. Let (A,C,D) and D0, D1, . . . , Dk be as defined in the statement of Claim 4.4; let
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a = |A|.
Assumption (5) implies that α′(G1) < x1 and α
′(G2) < x2. The following claim allows
us to gradually grow a connected matching R.
Claim 4.5. Let R be a matching in G2 − A. Assume that I , ∅ is a set of isolated vertices
in G1 − A, with I ∩ V (R) = ∅ and A ∪ I ∪ V (R) , V (G). Suppose that R cannot be made
larger by either of the following operations:
• Adding an edge of G2 which has one endpoint in I and the other outside A∪ I ∪V (R).
• Replacing an edge e ∈ R with two edges e′, e′′ ∈ E(G2 − A) such that e ⊂ e
′ ∪ e′′ and
e′ ∪ e′′ has one vertex in I and one in V (G)−A−R − I.
Then G violates assumption (5).
Proof. Let u be a vertex of G outside A ∪ I ∪ V (R) and let v ∈ I. Since v is an isolated
vertex in G1−A, uv cannot be an edge of G1; by the maximality of R, uv cannot be an edge
of G2. Therefore there is some part Vi of G containing both u and v.
Next, we show that every edge of R has one endpoint in Vi. Suppose not; let w1w2 ∈ R be
an edge with w1, w2 < Vi. Note that uw1, uw2, vw1, vw2 are all edges of G. Since w1w2 ∈ E2,
w1 and w2 cannot be in the same component of G1 −A. Therefore uw1, uw2 cannot both be
in E1; without loss of generality, uw1 ∈ E2. Since v is isolated in G1−A, the edge w1w2 ∈ R
can be replaced by the edges uw1, vw2 ∈ E2, violating the maximality of R.
By (4), v has at least x1 + x2 − 1 neighbors in G, so it has at least (x1 + x2 − 1) − a
neighbors in G−A. Since v is an isolated vertex in G1−A, these are all neighbors of v in G2;
by the maximality of R, they all are in R, and by the argument in the previous paragraph,
they are all in different edges of R.
Therefore |R| ≥ (x1 + x2 − 1) − a. If |R| ≥ x2, then α
′(G2) ≥ x2. By Claim 4.4, this
violates assumption (5). If not, then (x1 + x2 − 1)− a ≤ x2 − 1, so a ≥ x1. By Theorem 11,
there is a matching in G1 saturating A; therefore α
′(G1) ≥ x1, again violating assumption (5)
by Claim 4.4. 2
We consider two cases; in each, we construct the pair (I, R) of Claim 4.5 and arrive at a
contradiction.
Case 1. G2−A has no matching that covers all vertices which are not isolated in G1−A.
In this case, let D1, D2, . . . , Dr be the components of G1[D] with at least 3 vertices.
For each of these components, we pick a leaf vertex ui of a spanning tree of G1[Di]. Since
G1[Di] − ui is still connected, there is an edge ei ∈ G1[Di]. At least one endpoint of ei is a
vertex vi not in the same part of G as ui+1, and is therefore adjacent to ui+1 in G2.
To begin, let R0 be the set of the r − 1 edges ui+1vi found in this way, when r > 0, and
the empty set otherwise. If I0 is the set of all isolated vertices in G1[D], then |I0| = k − r,
and therefore |I0|+ |R0| ≥ k − 1.
Now build I and R by the following procedure. Start with I = I0 and R = R0. Whenever
an edge (in G2) connects I to V (G)−(A∪I∪V (R)), add it to R and remove its endpoint from
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I. Whenever we can replace an edge e ∈ R with two other edges e′, e′′ such that e ⊂ e′ ∪ e′′
and e′ ∪ e′′ has exactly one vertex in I, do so, and remove from I the vertex contained in
e′ ∪ e′′. Once this process is complete, R satisfies the maximality conditions of Claim 4.5.
In this process, |I| + |R| never changes. Therefore |I| + |R| ≥ k − 1 at the end of this
procedure.
By assumption (5), |R| ≤ α′(G2) ≤ x2 − 1; therefore |I| ≥ k − 1− |R| ≥ k − x2.
Theorem 11 guarantees that α′(G1) =
N−(k−a)
2
≥ N−k
2
. By assumption (5), α′(G1) ≤
x1 − 1, so we have
x1 − 1 ≥
N − k
2
≥
(2x1 + x2 − 1)− k
2
=⇒ 2x1 − 2 ≥ 2x1 + x2 − k − 1 =⇒ k − x2 ≥ 1.
Therefore |I| ≥ k − x2 ≥ 1, so I is nonempty.
Moreover, A∪I∪V (R) , V (G), since by the assumption in the case R cannot cover all the
non-isolated vertices of G1−A. Therefore Claim 4.5 applies to the pair (I, R), contradicting
assumption (5).
Case 2. G2−A has a matching that covers all vertices which are not isolated in G1−A.
In this case, let R0 be such a matching, and let R be a maximal matching in G2−A that
covers all vertices of V (R0). Let I0 = V (G)− V (R)−A.
By assumption (5), |V (R)| ≤ 2α′(G2) ≤ 2(x2 − 1), so |I0| ≥ N − 2(x2 − 1)− a. By (3),
|I0| ≥ (2x1 + x2 − 1)− 2(x2 − 1)− a = (x1 − a) + (x1 − x2) + 1 ≥ x1 − a+ 1.
By Theorem 11, there is a matching in G1 saturating A; therefore a ≤ α
′(G1) ≤ x1 − 1, and
x1 − a ≥ 1. Therefore |I0| ≥ 2.
Choose any u ∈ I0 and let I = I0 − {u}. Then Claim 4.5 applies to the pair (I, R),
with the maximality conditions holding because R is a maximum matching; once again, this
contradicts assumption (5). 2
5 Connected matchings in 3-edge-colorings (Theorem 5)
5.1 Components of Gi
To prove Theorem 5, we begin by proving bounds on the sizes of components in G2 and G3.
This is done by applying Theorem 4 to an appropriate subgraph of G.
Claim 5.1. If there is an i ∈ {2, 3} such that Gi has no component of size larger than
x1 + xi − 1, then the conclusion of Theorem 5 holds.
Proof. Without loss of generality, say i = 3. For each component of G3, delete all edges
in G between vertices of that component to create a graph G′. This graph has a 2-edge-
coloring given by G1 and G2. It satisfies Condition (3) of Theorem 4 automatically, since
N ≥ 2x1 + x2 − 1. Also, no part is larger than x1 + x3 − 1, so
N − ni ≥ (2x1 + x2 + x3 − 2)− (x1 + x3 − 1) = x1 + x2 − 1
and G′ satisfies Condition (4). By Theorem 4, we have α′∗(Gi) ≥ xi for some i ∈ {1, 2}. 2
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From now on, we assume that for each i ∈ {2, 3}, there is a component in color i on
vertex set Si ⊆ V (G), with |Si| ≥ x1 + xi.
However, neither S2 nor S3 can be too large.
Claim 5.2. If there is an i ∈ {2, 3} such that |Si| ≥ x1 + x2 + x3 − 2, then the conclusion
of Theorem 5 holds.
Proof. Without loss of generality, say i = 3. Let B = V (G) − S3. If G3[S3] contains a
matching of size x3, then we are done. If not, take the GE-decomposition (A,C,D) of
G3[S3].
We build a multipartite graph G′, with the inherited 2-edge-coloring by
1. deleting the vertices of A from G, and
2. for each component of G3[V (G)−A], deleting all edges of G inside that component.
We must have |A| ≤ x3−1 because, by Theorem 11, a maximum matching in G3[S3] matches
each vertex of A to a vertex outside A. So G′ contains at least 2x1 +x2 +x3−2− (x3 −1) =
2x1 + x2 − 1 vertices, satisfying Condition (3) of Theorem 4.
If C1, . . . , Ck are the components ofG3[S3−A], then for each Ci we have |A|+|Ci| ≤ 2x3−1
because, by Theorem 11, G3[S3] has a maximum matching that saturates the vertices in
A ∪ Ci. Therefore G
′ − Ci contains at least
2x1 + x2 + x3 − 2− (2x3 − 1) = 2x1 + x2 − x3 − 1 ≥ x1 + x2 − 1
vertices.
This verifies Condition (4) of Theorem 4 for the parts of G′ that are contained in S3. It
remains to check this condition for parts of G′ that are contained in B. Since all the vertices
of S3 −A are vertices of G
′ outside such a part, the number of such vertices is at least
|S3| − |A| ≥ (x1 + x2 + x3 − 2)− (x3 − 1) = x1 + x2 − 1.
So Theorem 4 applies to G′. Therefore, for some i ∈ {1, 2}, α′∗(Gi) ≥ α
′
∗(G
′
i) ≥ xi, and the
conclusion of Theorem 5 holds. 2
5.2 Completing the proof of Theorem 5
From now on, we assume that the hypothesis of Claim 5.2 does not hold. Let Si = V (G)−Si;
our assumption implies that |Si| ≥ x1 + 1 for both i ∈ {2, 3}. We can use this to obtain a
decomposition of V (G) in which we know the colors of many edges.
Claim 5.3. Theorem 5 holds unless there is a decomposition V (G) = Z0∪Z1 ∪Z2∪Z3 such
that:
• All edges of G[Z0, Z1] and G[Z2, Z3] are in E1.
• All edges of G[Z0, Z2] and G[Z1, Z3] are in E2.
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• All edges of G[Z0, Z3] and G[Z1, Z2] are in E3.
Proof. Define the parts as follows: Z0 = S2∩S3, Z1 = S2∩S3, Z2 = S2∩S3, and Z3 = S2∩S3.
Because S2 and S3 induce components in G2 and G3 respectively, the edges out of S2
cannot be in E2, and the edges out of S3 cannot be in E3. In particular, this implies that
all edges in G[Z0, Z1] and G[Z2, Z3] are in E1. The union of the complete bipartite graphs
G[Z0, Z1] and G[Z2, Z3] is a subgraph of G1. A vertex cover of this bipartite graph has to
include either the entire Z0 or the entire Z1, and it has to include either the entire Z2 or
the entire Z3. This means a vertex cover contains one of Z0 ∪ Z2 = S2, or Z0 ∪ Z3 = S3, or
Z1 ∪Z2 = S3, or Z1 ∪ Z3 = S2. Each of them has size at least x1 + 1 by Claims 5.1 and 5.2.
So this bipartite graph has minimum vertex cover of order at least x1 + 1; by Theo-
rem 12 theorem, its maximum matching has size at least x1 + 1. This maximum matching
is connected if there is at least one edge from E1 in any of G[Z0, Z2], G[Z0, Z3], G[Z1, Z2], or
G[Z1, Z3]. If this happens, then α
′
∗(G1) ≥ x1+1 and we obtain the conclusion of Theorem 5.
If not, then G[Z1, Z2] and G[Z0, Z3] cannot contain edges from E1. We already know they
cannot contain edges from E2, so they must all be in E3. Similarly, G[Z1, Z3] and G[Z0, Z2]
cannot contain edges from E1 or E3, so they must all be in E2, and the partition has the
structure we wanted. 2
Now we complete the proof of Theorem 5.
Proof of Theorem 5. Induct on min{x1, x2, x3}. The base case is when min{x1, x2, x3} = 0,
which holds because we can always find a connected matching of size 0.
If the theorem holds for all smaller min{x1, x2, x3}, then it holds for the triple (x1 −
1, x2 − 1, x3 − 1), so assume this case as the inductive hypothesis.
For the triple (x1, x2, x3), let G = K2x1+x2+x3−2 with a 3-edge-coloring as in Theorem 5.
If the hypotheses of any of the Claims 5.1–5.3 hold for G, then we are done. Otherwise, G
has the decomposition (Z0, Z1, Z2, Z3) described in Claim 5.3.
Construct a 3-edge-colored subgraph G′ of G by deleting a vertex v0, v1, v2, v3 from each
of Z0, Z1, Z2, Z3. G
′ still has
N − 4 = 2(x1 − 1) + (x2 − 1) + (x3 − 1)− 2
vertices, so the inductive hypothesis applies. We find a connected matching in G′i of size
xi − 1 for some i. The vertices of this matching have to be contained in two of the parts
Zj, Zk, with the edges between Zj and Zk all having color i. So we can add the edge vjvk to
this matching, getting a connected matching of size xi in the original Gi. 2
6 Stability for 2-edge-colorings (Theorem 9)
6.1 Proof setup
Among counter-examples for fixed n, γ and ε such that 0 < ε < 10−3γ < 10−6 and n > 100/γ,
choose a 2-edge-colored (n, s, ε)-suitable graph G with the fewest vertices and modulo this,
with the smallest s.
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If both (S1) and (S2) are strict inequalities, we can delete a vertex from Vs and still have
a 2-edge-colored (n, s, ε)-suitable graph contradicting the minimality of N .
If N = 3n− 1 and (S2) is strict, then s ≥ 3 and ns−1 + ns > n, since otherwise we can
consider the (s − 1)-partite graph obtained from G by deleting all edges between Vs−1 and
Vs. This also yields that for s ≥ 6, also n1 +n2 ≥ n3 +n4 ≥ ns−1 +ns > n implying N > 3n.
This contradicts the condition N = 3n − 1. Thus, if N − n1 > 2n − 1, then N = 3n − 1,
s ≤ 5 and n1 < n.
On the other hand, if N > 3n − 1 and N − n1 = 2n − 1, then n1 = n2, since otherwise
by deleting a vertex from V1 we get a smaller (n, s, ε)-suitable graph. Furthermore, in this
case n1 = n2 > (3n− 1)− (2n− 1) = n and hence n3 + . . .+ ns < (2n− 1)− n = n− 1. So,
if s ≥ 4, then we can replace the parts V3, . . . , Vs with one part V
′
3 = V3 ∪ . . . ∪ Vs. If s = 2,
then n1 = n2 = 2n− 1.
Summarizing, we will replace (S1) and (S2) with the following more restrictive conditions:
N ≥ 3n−1; moreover, if N > 3n− 1, then N − n1 = 2n− 1, n1 = n2 > n and s ≤ 3. (S1
′)
N − n1 ≥ 2n− 1; and if N − n1 > 2n− 1, then N = 3n− 1, n1 < n, s ≤ 5, ns−1 + ns > n.
(S2′)
Conditions (S1′) and (S2′) imply
N = max{n1, n}+ 2n− 1 ≤ 4n− 2, and 2n− 1 ≥ n1 ≥ . . . ≥ ns−1 > n/2. (S5)
We obtain G′ by deleting from G the set V˜ and in the case |Vs − V˜ | < 4εn also deleting
Vs − V˜ . Let s
′ = s− 1 if we have deleted Vs − V˜ and s
′ = s otherwise. Let V ′ := V (G′) and
N ′ = |V ′|. By (S3) and the construction of V ′, N ′ > N − 5εn. For j ∈ [s′], let V ′j = Vj − V˜j
and n′j = |V
′
j |. We also reorder V
′
j and n
′
j so that
n′1 ≥ n
′
2 ≥ . . . ≥ n
′
s′. (6)
For i ∈ [2], we let G′i := Gi − V˜ − Vs if |Vs − V˜ | < 4εn, and G
′
i := Gi − V˜ otherwise.
By construction, (6) and (S5), n′s′ ≥ 4εn. In particular,
for j ∈ [s′], every v ∈ V ′j is adjacent to more than half of V
′
j′ for each j
′ ∈ [s′]− {j}. (7)
The structure of the proof resembles that of the proof of Theorem 4, but everything
becomes more complicated. For example, instead of a simple Claim 4.2, we need a 2-
page Subsection 6.2 below considering the case of almost bipartite graphs. After this, in
Subsection 6.3 we prove three important claims, and present the main proof in Subsection
6.4. We will many times use that γ > 1000ε.
6.2 Almost bipartite graphs
Suppose G is an (n, s, ε)-suitable graph satisfying also (S1′), (S2′) and (S5), and that s′ = 2,
i.e., G′ is bipartite. This means 0 ≤ |V3| ≤ 4εn. By (S2) and the definition of G
′,
|V ′1 | ≥ |V
′
2 | ≥ 2n− 1− 5εn. (8)
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Suppose neither of G′1 and G
′
2 has a connected matching of size at least (1 + γ)n. Let F be
a largest component over all components in G′1 and G
′
2. By symmetry, we may think that
F is a component of G′1. Let R be the smallest of the sets V
′
1 − V (F ) and V
′
2 − V (F ), and
let r = |R|. For j = 1, 2, let Fj = V (F ) ∩ V
′
j .
Case 1: r ≤ 2εn. Since F is the only nontrivial component of G′1 − R,
α′(G′1 − R) = α
′
∗(G
′
1 −R) ≤ α
′
∗(G
′
1) < (1 + γ)n.
Hence by Theorem 12, F has a vertex cover Q with |Q| ≤ (1 + γ)n. Choose j ∈ {1, 2} so
that |Q ∩ V ′j | ≤ |Q ∩ V
′
3−j |. Then by (8),
|V ′3−j−Q| ≥ 2n−1−5εn−(1+γ)n = (1−γ−5ε)n−1 and |V
′
j−Q| ≥ (1.5−
γ
2
−5ε)n−1. (9)
Furthermore, since Q is a vertex cover in F ,
each vertex in G′2 − Q − R = G
′ − Q− R is not adjacent to at most εn vertices in
the other part.
(10)
In particular, (9) together with r ≤ 2εn implies that |Vi − R − Q| ≥ n/2 for i = 1, 2.
Hence (10) yields that G′2 − R−Q is connected, and therefore
every matching in G′2 such that each edge intersects V
′ −Q− R is a connected matching.
(11)
Suppose first that |F3−j −Q| ≥ (1 + γ)n. By (9) and the assumption r ≤ 2εn, we have
|V ′j −Q−R| ≥ (1.5−
γ
2
− 7ε)n− 1. Hence by (10), we can greedily construct a matching of
size at least (1 + γ)n in G′2[F3−j −Q, V
′
j −Q− R]. This matching is connected by (11).
Thus we may assume that |F3−j − Q| < (1 + γ)n. Let U1 = Q ∩ F3−j and U2 =
(V ′3−j − U1) ∪ V3 ∪ R ∪ V˜ (possibly, V3 = ∅). By the assumption,
|U2| = |F3−j −Q|+ |V3|+ r + |V˜ | < (1 + γ)n+ 7εn.
Thus by (8), |U1| ≥ (2− 1− γ − 12ε)n− 1. On the other hand, |U1| ≤ |Q| ≤ (1 + γ)n, and
symmetrically, |U2| ≥ (2− 1− γ)n− 1. Thus Conditions (iv) and (v) in the definition of an
(8γ, 2, 2)-bad partition (Vj , U1, U2) are satisfied.
Condition (iii) of the definition holds by (8). Since Q is a vertex cover in F , every edge
in G′1 connecting Vj with U2 intersects Q ∩ Vj or V3 ∪ V˜ ∪ R. Since |V3 ∪ V˜ ∪ R| ≤ 7εn,
γ > 1000ε and
|Q ∩ Vj| = |Q| − |U1| ≤ (1 + γ)n− (1− γ − 12ε)n+ 1 < (2γ + 13ε)n, (12)
we get |E(G1[Vj, U2])| ≤ 2n(7εn + (2γ + 13ε)n) ≤ 6γn
2. So Condition (ii) also holds for
(Vj, U1, U2).
Suppose now that |E(G2[Vj, U1])| > 8γn
2. By (S3) and the fact that |Q| ≤ (1 + γ)n,
|E(G2[V˜j ∪ R,U1])| ≤ (3εn)|Q| ≤ 3ε(1 + γ)n
2. Similarly, by (12),
|E(G2[Fj ∩Q,U1])| ≤ |Fj ∩Q| · |Q| ≤ (2γ + 13ε)n(1 + γ)n.
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Hence
|E(G2[Fj −Q,U1])| > (8γ − (2γ + 13ε)(1 + γ)− 3ε(1 + γ))n
2 > 5γn2.
Since the degree of each vertex in G[(Fj −Q)∪U1] is at most max{|Fj −Q|, |U1|} < 2n, this
implies that the size β of a minimum vertex cover in G2[Vj −Q,U1] is at least 2.5γn. Then
by Theorem 12, G2[Fj − Q,U1] has a matching M1 of size β ≥ 2.5γn. Let Z1 be the set of
the ends of the edges in M1 that are in Fj −Q. By (10), each vertex in F3−j −Q has in G
′
2
at least |Fj −Q− Z1| − εn neighbors in Fj −Q− Z1. By (8) and (12), this is at least
2n− 1− 7εn− (2γ + 13ε)n− 2.5γn− εn > (2− 5γ)n.
Thus, G′2[F3−j −Q,Fj −Q− Z1] has a matching M2 covering F3−j −Q. By (11), M1 ∪M2
is a connected matching in G′2. And by (8),
|M1 ∪M2| = 2.5γn+ |F3−j −Q| ≥ 2.5γn+ 2n− 1− 7εn− (1 + γ)n > (1 + γ)n,
a contradiction. Thus |E(G2[Vj, U1])| ≤ 8γn
2, which means Condition (i) for a (8γ, 2, 2)-bad
partition also holds. So, partition (Vj , U1, U2) is (8γ, 2, 2)-bad.
Case 2: r > 2εn. For j = 1, 2, let F j = V
′
j − Fj. By the case,
min{|F 1|, |F 2|} ≥ r ≥ 2εn. (13)
In this case, we choose j ∈ {1, 2} so that |Fj| ≥ |F3−j|.
Case 2.1: |Fj | ≤ n/2. Then each vertex w ∈ Fj is adjacent in G
′
2 to at least |V
′
3−j| −
|F3−j | − εn vertices in F 3−j. Hence by (8), the component of G
′
2 containing w has at least
1 + (2n− 1− 5εn)−
n
2
− εn ≥ (1.5− 6ε)n > n ≥ |F |
vertices, contradicting the choice of F .
Case 2.2: |Fj| > n/2 and |F3−j | ≤ (1− 5ε)n. Now each vertex in F 3−j is adjacent in G
′
2
to at least |Fj| − εn vertices in Fj , and by (8), each vertex in Fj is adjacent in G
′
2 to at least
|V ′3−j − F3−j | − εn ≥ (2− 5ε)n− 1− (1− 5ε)n = n− 1
vertices in F 3−j . Hence G
′
2 has a component containing Fj ∪ F 3−j , and the size of this
component is larger than |F |, a contradiction to the choice of F .
Case 2.3: |Fj| ≥ |F3−j| > (1− 5ε)n, and G
′
2 has an edge xy with x ∈ Fj and y ∈ F3−j .
By (13), as in Case 2.2, G′2 has a component H1 containing Fj ∪F 3−j , and symmetrically G
′
2
has a component H2 containing F3−j ∪ F j. Since x ∈ Fj ⊂ V (H1) and y ∈ F3−j ⊂ V (H2),
H1 = H2; thus H1 = G
′
2, contradicting the maximality of F .
Case 2.4: |Fj | ≥ |F3−j | > (1 + γ)n, and Case 2.3 does not hold. Then G
′[V (F )] = F .
By (10), for every A ⊆ F3−j with |A| > εn, NG′
1
(A) = Fj . Thus α
′(F ) ≥ (1 + γ)n, a
contradiction.
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Case 2.5: |Fj| ≥ |F3−j| > (1− 5ε)n, |F3−j | ≤ (1 + γ)n, and Case 2.3 does not hold. Let
W1 = V (F ) and W2 = V (G)−W1. We will show that (W1,W2) is a (2γ, 1, 1)-bad partition
of V (G). Indeed, since |F3−j | ≤ (1 + γ)n, by (8),
|W2| ≥ |V
′
3−j − F3−j | ≥ 2n− 1− 5εn− (1 + γ)n > (1− 2γ)n,
proving the left part of Condition (i) of a (2γ, 1, 1)-bad partition. On the other hand, since
|Fj| ≥ |F3−j| > (1− 5ε)n, using (8),
|W2| ≤ N − 2(1− 5ε)n ≤ (4− 2 + 10ε)n− 2
≤ (n1 − (2− 5ε)n+ 1) + (2− 10ε)n− 2 ≤ n1 + 15εn− 1 < (1 + γ)n1,
proving the right part of Condition (i).
Since Case 2.3 does not hold, E(G2[W1]) = ∅, implying Condition (iii) of a (2γ, 1, 1)-
bad partition. For every edge e in G1[W1,W2], one of the ends must be in V3 ∪ V˜ . Since
|V3∪ V˜ | ≤ 5εn, |E(G1[W1,W2])| ≤ 5εn|W1| ≤ 20εn
2 < 2γn2. Thus Condition (ii) also holds.
This proves Theorem 9 for s′ = 2.
6.3 General claims
We start from finding large matchings in G′3−i between different components of G
′
i.
Claim 6.1. Fix an i ∈ [2]. Let (W1,W2) be a partition of V
′ with 0 < |W1| ≤ |W2|. Write
|W1| in the form |W1| = n− r, where −(n− 1)/2 ≤ r ≤ n− 1. Then for every R ⊂W2 with
|R| ≤ min{r, 2r}+n−1 such that G′i[W1,W2−R] has no edges, the graph G
′
3−i[W1,W2−R]
has a matching of size at least |W1| − 7εn.
Proof. By symmetry, let i = 1. By Theorem 12, it is enough to show that for every A ⊆W1,
|NG′
2
(A) ∩ (W2 −R)| ≥ |A| − 7εn. (14)
Suppose first that A intersects at least two distinct V ′j s, say contains vertices v1 ∈ V
′
j1
and v2 ∈ V
′
j2
. Then NG′
2
(v1) contains all but εn vertices in (W2 − R) − V
′
j1
, and NG′
2
(v2)
contains all but εn vertices in (W2 −R) ∩ V
′
j1
. So |(W2 − R)−NG′
2
(A)| < 2εn. But
|W2−R| = N
′−|W1|−|R| ≥ 3n−1−5εn−|W1|−|R| ≥ (3n−1)−5εn−(n−r)−min{r, 2r}−n+1
= n− 5εn+ r −min{r, 2r} ≥ n− r − 5εn = |W1| − 5εn ≥ |A| − 5εn,
i.e., (14) holds for A.
Suppose now that A ⊆ V ′j . Then N
′−|V ′j | ≥ 2n−1−5εn, and at most |W1−A| vertices
of W1 are in V
′ − Vj . So, W2 − R has at least 2n − 1 − 5εn − |W1 − A| − |R| vertices in
V ′ − Vj. Let v ∈ A. Since v has at most εn non-neighbors in V
′ − Vj ,
|NG′
2
(v)∩(W2−R)| ≥ (2n−1)−5εn−|W1−A|−εn−|R| ≥ |A|−6εn+r−min{r, 2r} ≥ |A|−6εn;
and again (14) holds for A. 2
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A similar proof gives the following.
Claim 6.2. Suppose that for some i ∈ [2], V ′ has a partition (W1,W2,W3) such that
G′i(W1,W3) has no edges, and min{|W1|, |W3|} > (1+γ+4ε)n. If α
′
∗(G
′
3−i) < (1+γ)n, then
either
(a) there is j ∈ [s′] such that |(W1 ∪W3)− V
′
j | < (1 + γ + 4ε)n, or
(b) there are j, j′ ∈ [s′] such that W1 ∪W3 ⊆ V
′
j ∪ V
′
j′ and G
′
3−i[W1 ∪W3] is disconnected.
Proof. Suppose V ′ has a partition (W1,W2,W3) such that G
′
1[W1,W3] has no edges,
min{|W1|, |W3|} > (1 + γ + 4ε)n, and neither of (a) and (b) holds.
Case 1: There is j ∈ [s′] such that |W1−V
′
j | < 4εn or |W3−V
′
j | < 4εn. For definiteness,
suppose |W1 − V
′
j | < 4εn. Then |W1 ∩ V
′
j | ≥ (1 + γ)n. Since (a) does not hold, |W3 − V
′
j | >
(1 + γ)n. Let U1 =W1 ∩ V
′
j and U3 =W3 − V
′
j . By the construction of G
′,
for k ∈ {1, 3}, each vertex of Uk is adjacent in G
′
2 to all but at most εn vertices in
U4−k.
(15)
So the graph F = G′2[U1∪U3] is connected. Also by (15), for every U ⊆ U1, |NG′2(U)∩U3| ≥
|U3| − εn, and moreover, for every U ⊆ U1 with |U | ≥ εn, NG′
2
(U) ⊇ U3. Hence for every
U ⊆ U1, |NG′
2
(U)∩U3| ≥ |U |+min{0, |U3| − |U1|}. Then by Theorem 12, F has a matching
of size min{|U1|, |U3|} ≥ (1 + γ)n.
Case 2: Case 1 does not hold and there are distinct j1, j2, j3 ∈ [s
′] such thatW1∩V
′
jh
, ∅
for all h ∈ [3]. Suppose there are j, j′ ∈ [s′] such that
|W3 − (V
′
j ∪ V
′
j′)| < 2εn. (16)
Since Case 1 does not hold, we have |W3 ∩ V
′
j | > 2εn and |W3 ∩ V
′
j′| > 2εn. Thus (16) may
hold for at most one pair of j, j′ ∈ [s′]. For every other pair (j1, j2), any vertices v1 ∈W1∩V
′
j1
and v2 ∈ W1 ∩ V
′
j2
have a common neighbor in W3 − (V
′
j1
∪ V ′j2). This means G
′
2[W1 ∪W3]
has a component D containing W1. Furthermore, since Case 1 does not hold, each w ∈ W3
has in G′2 a neighbor in W1. Thus G
′
2[W1 ∪W3] is connected, and it is enough to show that
α′(G′2) ≥ (1 + γ)n. By Theorem 12, it is sufficient to prove that
for every W ⊆W1, |NG′
2
(W ) ∩W3| ≥ |W |+ (1 + γ)n− |W1|. (17)
Let ∅ , W ⊆W1. If W ⊆ V
′
j for some j ∈ [s
′], then since (a) does not hold,
|NG′
2
(W ) ∩W3| ≥ |(W1 ∪W3)− V
′
j | − |W1 −W | − εn ≥ (1 + γ + 4ε)n− |W1|+ |W | − εn,
and (17) holds. If W intersects two distinct V ′j s, then
|NG′
2
(W ) ∩W3| ≥ |W3| − 2εn ≥ (1 + γ + 4ε)n− 2εn ≥ (1 + γ + 2ε)n+ (|W | − |W1|),
and again (17) holds.
17
Case 3: Case 1 does not hold, and for k ∈ {1, 3} there are jk,1, jk,2 ∈ [s
′] such that
Wk ⊆ Vjk,1 ∪ Vjk,2. If {j1,1, j1,2} , {j3,1, j3,2}, then repeating the argument of Case 2, we
again find a connected matching of size at least (1 + γ)n in G′2. So, suppose W1 ∪W3 ⊆
V ′j1 ∪ V
′
j2 . Since (b) does not hold, G
′
2[W1 ∪W3] is connected. For k ∈ {1, 3} and h ∈ [2], let
Wk,h = Wk ∩ V
′
jh
. Since Case 1 does not hold, |Wk,h| ≥ 4εn for all k ∈ {1, 3} and h ∈ [2].
Then G′2[W1,1 ∪W3,2] has a matching of size min{|W1,1|, |W3,2|} for the same reason as the
graph F in Case 1 has a matching of size min{|U1|, |U3|}. Similarly, G
′
2[W1,2 ∪W3,1] has a
matching of size min{|W1,2|, |W3,1|}. Thus,
α′∗(G
′
2[W1 ∪W3]) ≥ min{|W1,1|, |W3,2|}+min{|W1,2|, |W3,1|}.
Note that the last sum of the minima is always at least (1 + γ)n: if it has the form |Wk,1|+
|Wk,2|, then it is equal to |Wk| > (1 + γ)n; otherwise this holds because (a) is false. 2
Now we discuss largest components in G′1 and G
′
2.
Claim 6.3. Suppose s′ ≥ 3. For i ∈ {1, 2}, let Ci be the vertex set of a largest component in
G′i. If |V
′ − Ci| ≥ 4εn, then G
′
3−i has only one nontrivial component D, and there is some
j ∈ [s′] such that D ⊇ V ′ − V ′j . In particular, if |V
′ − Ci| ≥ 4εn, then α
′(G′3−i) = α
′
∗(G
′
3−i).
Proof. Suppose |V ′ − C1| ≥ 4εn. If |C1| ≥ n, then let W2 = V
′ − C1. Otherwise, let
W2 be obtained from V
′ − C1 by deleting vertex sets of several components of G
′
1 so that
n ≤ |V ′ −W2| < 2n. Let W1 = V
′ −W2. In any case,
|W2| ≥ 4εn and |W1| ≥ n. (18)
Case 1. There are k ∈ [2] and j, j′ ∈ [s′] such that Wk ⊆ V
′
j ∪ V
′
j′. Suppose |V
′
j ∩Wk| ≥
|V ′j′ ∩Wk|. Since s
′ ≥ 3, there is j′′ ∈ [s′] − {j, j′}. By the case, V ′j′′ ⊆ W3−k. Then each
v ∈ Wk is non-adjacent in G
′
2 to fewer than εn vertices in V
′
j′′. Since |V
′
j′′| ≥ 4εn, every two
vertices in Wk have a common neighbor in G
′
2. So, G
′
2 has a component D containing Wk.
By (18) and the choice of j, each vertex in V (G′2) − V
′
j has a neighbor in Wk and hence
belongs to D. So, V ′ −D ⊂ V ′j and thus α
′(G′2) = α
′
∗(G
′
2).
Case 2. Case 1 does not hold. Since s′ ≥ 3 and |V ′j | ≥ 4εn for each j ∈ [s
′], there are
k ∈ [2] and j, j′ ∈ [s′] such that |Wk∩V
′
j | ≥ 2εn and |Wk∩V
′
j′| ≥ 2εn. Since |Wk∩V
′
j | ≥ 2εn,
every two vertices in W3−k − V
′
j have a common neighbor in Wk ∩ V
′
j in G
′
2. So, G
′
2 has a
component D containingW3−k−V
′
j . Similarly, G
′
2 has a component D
′ containingW3−k−V
′
j′.
Since Case 1 does not hold, there is v ∈W3−k−V
′
j −V
′
j′ . This means D = D
′ and D ⊃W3−k.
By (18), there is at most one j′′ ∈ [s′] such that |W3−k − V
′
j′′| < εn (maybe j
′′ ∈ {j, j′}).
Each vertex in Wk−V
′
j′′ has a neighbor in Wk and hence belongs to D. So, V (G
′
2)−D ⊂ V
′
j′′
and thus α′(G′2) = α
′
∗(G
′
2). 2
6.4 Main part
We work with s′ ≥ 3. For i ∈ [2], let Ci denote the vertex set of the largest component in
G′i and ci = |Ci|. From now on, we assume c1 ≥ c2. Let B = V
′−C1 and b = |B| = N
′− c1.
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Claim 6.4. b ≤ n′1/2.
Proof. Suppose b > n′1/2. Then b > 4εn, so by Claim 6.3 applied to G
′
2, there is j ∈ [s
′]
such that B ⊂ V ′j . Since V
′ − V ′j ⊆ C1 and |V (G
′)− V ′j | ≥ 2n− 1− 5εn, every two vertices
in B have in G′2 a common neighbor in V
′ − V ′j , and every two vertices in V
′ − V ′j have a
common neighbor in B. Thus G′2 has a component D that includes B and V
′ − V ′j . So
N ′ − b = c1 ≥ c2 ≥ |D| ≥ N
′ − |V ′j − B| ≥ N
′ − n′1 + b.
Comparing the first and the last expressions in the chain, we get n′1 ≥ 2b. 2
Since by Claim 6.4,
c1 ≥ N
′ −
n′1
2
=
1
2
(N ′ + (N ′ − n′1)) ≥
1
2
(3n− 1− 5εn+ 2n− 1− 5εn) > 2(1 + γ)n,
and α′∗(G1) < (1 + γ)n, we conclude that G
′
1[C1] has no perfect matching. Then there is a
partition C1 = A ∪ C ∪
⋃k
j=1 Dj satisfying Theorem 11. Let a = |A|.
If N ′ − c1 ≥ 4εn, then also N
′ − c2 ≥ 4εn, and by Claim 6.3 each vertex in B is isolated
in G′1. In this case, we view V
′ − A as the union
⋃k′
i=0 D
′
i, where k
′ = k + b, D0 = C, for
1 ≤ i ≤ k we define D′i = Di, and for k+1 ≤ i ≤ k
′, each Di is a vertex in B. By definition,
D0 could be empty.
If N ′ − c1 < 4εn, then we view V
′ − A as the union
⋃k′
i=0 D
′
i, where k
′ = k, D0 = C ∪B,
and D′i = Di for 1 ≤ i ≤ k. In both cases, we reorder D
′
is so that |D
′
1| ≥ . . . ≥ |D
′
k′| and
define di := |D
′
i| for i ∈ [k
′].
Then by Theorem 11,
α′∗(G
′
1) = α
′(G′1[C1]) =
N ′ − b− k + a
2
≥
N ′ − k′ + a
2
− 2εn. (19)
Since N ′ ≥ 3n− 1− 5εn and α′(G′1) < (1 + γ)n, (19) yields a lower bound on k
′:
k′ ≥ a+N ′ − 4εn− α′∗(G
′
1) > a+N
′ − 2(1 + γ + 2ε)n > (1− 3γ)n+ a+ 2. (20)
Claim 6.5. G′2−A has only one nontrivial component. Moreover, if G
′
2−A is disconnected,
then a ≤ 3γn, and all isolated vertices of G′2 − A are in the same V
′
j .
Proof. Suppose G′2 − A is disconnected. Recall that D
′
k′ is a smallest of D
′
1, . . . , D
′
k′.
Since N ′ ≥ 3n− 1− 5εn, (20) yields
k′
N ′
≥
(1− 3γ)n+ a
3n− 1− 5εn
>
1
4
.
Thus |D′k′| < 4. Since G
′
1[D
′
k′] is factor-critical, if |D
′
k′| = 3, thenG
′
1[D
′
k′] = K3. Pick u ∈ D
′
k′.
Suppose u ∈ V ′j . Let Q be the component of G
′
2 −A containing u. Let R = V
′−V ′j −Q−A
and R′ = V ′j −Q−A. Since R∩NG′2(u) = ∅, |R| < εn+2. Suppose G
′
2−Q−A has vertices
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v1 and v2 in different parts of G
′, say in Vj1 and Vj2. Then the set {v1, v2} is adjacent in
G′ to all but 2εn vertices. For h ∈ [2], let vh ∈ D
′
ih
(possibly, i1 = i2). Then {v1, v2} is
adjacent in G′2 to all but 2εn vertices of the set D˜ :=
(⋃k′
i=0 D
′
i
)
− D′i1 − D
′
i2
. This means
|Q ∩ D˜| ≤ 2εn and hence
|D˜ − R′| < 3εn+ 2. (21)
It follows that
|D′i1 ∪D
′
i2
∪ A| ≥ |V ′ − V ′j | − 3εn− 2 ≥ 2n− 3− 8εn. (22)
By (22), N ′ ≥ |D′i1 ∪D
′
i2
∪A|+ (k′ − 2) ≥ 2n− 3− 8εn+ (k′ − 2). Hence by (20),
k′ ≥ a+N ′− 2(1+ γ+2ε)n ≥ a+ (2n− 3− 8εn+(k′− 2))− 2(1+ γ+2ε)n ≥ a+ k′− 3γn.
Comparing the first and the last expressions, we get a ≤ 3γn. The number of components
in D˜ is at least k′− 2, and by (21), fewer than 3εn+ 2 of these components contain vertices
not in V ′j . Hence by (20), at least (1 − 3γ − 3ε)n − 2 components of G
′
1 − A in D˜ are
singletons and belong to V ′j . But each of them is adjacent in G
′
2 to all but εn vertices in the
set V ′ − V ′j −A of size at least 2n− 1− 5εn− 3γn > n. This means all of them are in Q, a
contradiction. Thus all vertices outside of Q are in the same part of G′. In particular, Q is
the only nontrivial component of G′2 −A. 2
We will finish with two lemmas that, together, complete the proof of Theorem 9.
Lemma 14. If a ≤ (1− 3γ)n− 1, then G′ has a (16γ, 1, 1)-bad partition.
Lemma 15. If a ≥ (1−3γ)n−1, then G′ has a (68γ, 2, 1)-bad or a (35λ, 2, 2)-bad partition.
6.4.1 Small a: proof of Lemma 14
Case 1: (1 + γ + 4ε)n + 1 ≤ |D′1| ≤ N
′ − a − (1 + γ + 4ε)n − 1. Let W1 = D
′
1, W2 = A,
and W3 = V
′ −W2 −W1. By the case, |W3| = N
′ − a− |D′1| ≥ (1 + γ + 4ε)n+ 1. Hence we
obtain a partition (W1,W2,W3) of V
′ satisfying conditions in Claim 6.2 with i = 1. Thus
either G′2 has a matching of size (1 + γ)n which by Claim 6.5 is connected, or
(a) there is j1 ∈ [s
′] such that |(V ′ −A)− V ′j1| < (1 + γ + 4ε)n, or
(b) there are j1, j2 ∈ [s
′] such that V ′ − A ⊆ V ′j1 ∪ V
′
j2
and G′2[V
′ − A] is disconnected.
If (a) holds, then by (S2′), |V ′ − V ′j1| ≥ 2n− 1− 5εn. So,
(2n− 1− 5εn)− a ≤ |(V ′ −A)− V ′j1| < (1 + γ + 4ε)n,
and a > (1− γ − 9ε)n, contradicting the condition a ≤ (1− 3γ)n− 1.
So, suppose (b) holds, in particular, G′−A is bipartite. Since every factor-critical graph
is either a singleton or contains an odd cycle, each of D′1, . . . , D
′
k′ is a singleton, and only D0
may have more than one vertex. Recall that either D0 = C or b ≤ 4εn andD0 = C∪B. Since
G′1[C] has a perfect matching, C is a bipartite graph with equal parts. So, |C| ≤ 2(1+γ)n−a
and |V ′j1 ∩ C| = |V
′
j2 ∩ C| ≤ (1 + γ)n− a/2. By (S2
′), for h ∈ [2],
|V ′jh − C − A− B| ≥ (N
′ − n′j3−h)− |V
′
jh
∩ C| − a− b
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≥ 2n− 1− ((1 + γ)n−
a
2
)− a− 4εn ≥ (
1
2
−
5
2
γ − 4ε)n− 1 > (
1
2
− 3γ)n.
Recall that all components of G′1 − A− C are singletons. This means that for h ∈ [2], each
vertex in V ′jh − A is adjacent to all but εn vertices in the set V
′
j3−h
− C − A − B of size at
least (1
2
− 3γ)n. But then G′2 − A is connected, and so does not satisfy (b).
Case 2: |D′1| ≥ N
′ − a − (1 + γ + 4ε)n − 1. Since k′ ≤ N ′ − |D′1| + 1, in our case
k′ ≤ (1 + γ + 4ε)n+ 1 + 1. This together with (20) yields
a ≤ 2(1 + γ + 2ε)n−N ′ + k′ ≤ 2(1 + γ + 2ε)n− 3n+ 1 + 5εn+ (1 + γ + 4ε)n+ 2
≤ (3γ + 13ε)n+ 5 < 4γn. (23)
Let W1 = D
′
1∪A and W2 = V
′−W1. We show (W1,W2) is a (16γ, 1, 1)-bad partition for
G′. We will check that all conditions (i)–(iii) of the definition of a (16γ, 1, 1)-bad partition
hold.
Part 1: Checking (i). By (20), |W2| ≥ k
′ − 1 > (1 − 3γ)n. By the case, |W2| =
N ′ − |D′1| − a ≤ (1 + γ + 4ε)n+ 1 < (1 + 2γ)n.
Part 2: Checking (ii). Since D′1 has no neighbors in W2 in G
′
1, (23) yields
|EG′
1
[W1,W2]| ≤ a|W2| ≤ (4γn)|W2| ≤ (4γn)(1 + 2γ)n < 5γn
2.
Part 3: Checking (iii). Suppose α′(G′2[W1]) ≥ (4γ+7ε)n. Let Q be a matching in G
′
2[W1]
of size (4γ + 7ε)n and V (Q) be the vertex set of Q. Let R = A ∪ V (Q). Since a ≤ 4γn,
|R| ≤ (12γ + 14ε)n. We apply to G′1 Claim 6.1 with the roles of W1 and W2 switched and
r = 3γn (using (20)). Since |R| ≤ (12γ + 14ε)n ≤ n − 1 + r, graph G′2[W1,W2] − R has a
matching P of size |W2| − 7εn ≥ k
′ − 1− 7εn. By this and (20), Q ∪ P is a matching in G′2
of size at least
|P |+ |Q| ≥ (k′ − 1− 7εn) + (4γ + 7ε)n ≥ (1− 3γ)n+ 4γn = (1 + γ)n,
and by Claim 6.5, it is connected, a contradiction. So, α′(G′2[W1]) < (4γ + 7ε)n. Hence, by
the Erdo˝s-Gallai Theorem and (S5),
|E(G′2[W1])| ≤ (4γ + 7ε)n|W1| < 16γn
2.
Case 3: |D′1| ≤ (1 + γ + 4ε)n + 1. We will construct a partition of V
′ satisfying the
conditions in Claim 6.2. We start by letting W2 = A, W1 = W3 = ∅, and then in steps add
sets to W1 and W3. On Step 1 we add D
′
1 to W1 and on Step 2 add D
′
2 to W3. Now, for
i = 3, 4, . . . we do as follows:
• Step i: If |W1| ≤ |W3|, then we add D
′
i to W1. Otherwise we add D
′
i to W3. Stop if
max{|W1|, |W3|} ≥ (1 + γ + 4ε)n and put the remaining sets in the smaller one of W1 and
W3.
Since
N ′ − a ≥ (3n− 1− 5εn)− ((1− 3γ)n− 1) > 2(1 + γ + 4ε)n,
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the algorithm stops sooner or later. Suppose it stopped after Step h. If both W1 and W3
are of size at least (1 + γ + 4ε)n, then the partition satisfies the conditions of Claim 6.2.
So, assume first that D′h ⊂ W3 (the argument in the case D
′
h ⊂ W1 is exactly the same
with switching indices). Then |W1| < (1 + γ + 4ε)n and |W3 − D
′
h| < (1 + γ + 4ε)n, but
|W3| ≥ (1 + γ + 4ε)n.
Case 3.1: |D′h| ≤ γn/2. Then
N ′ = |W3 −D
′
h|+ |D
′
h|+ |W2|+ |W1| < (1 + γ + 4ε)n+ γn/2 + (1− 3γ)n+ (1 + γ + 4ε)n
= (3 + 2.5γ + 8ε)n < (3− 6ε)n < N ′,
a contradiction.
Case 3.2: |D′h| >
γn
2
. Let h′ be the largest index such that |D′h′| >
γn
2
. By (S5) and the
definition of h′, 4n > N ′ − a ≥ h′ γn
2
, so
h ≤ h′ < 4n ·
2
γn
=
8
γ
<
n
3
.
By (20), k′ ≥ (1− 3γ)n, so G′1 − A has at least k
′ − h′ ≥ (1− 3γ)n− n
3
> 0.6n components
of size at most γn
2
. Since
N ′ − a− (1 + γ + 4ε)n ≥ (3n− 1− 5εn)− (1− 3γ)n+ 1− (1 + γ + 4ε)n ≥ (1 + 1.8γ)n,
if we add a component of size at most γn
2
to a set of size at most (1+γ+4ε)n, the remaining
set in V ′ −A has size at least (1 + 1.3γ)n > (1 + γ + 4ε)n. Therefore, if we could not get a
partition satisfying Claim 6.2 by adding to W3 −D
′
h one by one components of G
′
1 of size at
most γn
2
, then
(1 + γ + 4ε)n− |W3 −D
′
h| ≥ |
k′⋃
i=h′+1
D′i| ≥ k
′ − h′ >
2n
3
.
This means |D′2| ≤ |W3 − D
′
h| < (1/3 + γ + 4ε)n. On the other hand, |D
′
h| ≥
2n
3
. This
contradicts to the fact that |D′h| ≤ |D
′
2|.
If follows that we did construct a partition satisfying conditions in Claim 6.2. Thus either
G′2 has a matching of size (1 + γ)n which by Claim 6.5 is connected, or
(a) there is j1 ∈ [s
′] such that |(V ′ −A)− V ′j1| < (1 + γ + 4ε)n, or
(b) there are j1, j2 ∈ [s
′] such that V ′ − A ⊆ V ′j1 ∪ V
′
j2 and G
′
2[V
′ − A] is disconnected.
Repeating the argument of the end of Case 1 word by word, we see that neither (a) nor
(b) is possible.
6.4.2 Large a: proof of Lemma 15
By (20) and (S5),
k′ ≥ N ′ + a− 2(1 + γ + 2ε)n ≥ max{n1, n}+ 2n− 1− 9εn+ (1− 3γ)n− 1− 2(1 + γ)n.
So,
k′ ≥ max{n1, n}+ n− (5γ + 9ε)n− 2. (24)
Construct an independent set I in G′1 −A−D0 of size k
′ by choosing one vertex from each
component of G′1 − A−D0. Let Q = V
′ −A− I. Then by (S5),
|V ′ −A| ≤ max{n1, n}+ 2n− 1− a ≤ max{n1, n}+ 2n− 1− ((1− 3γ)n− 1),
and thus by (24),
|Q| ≤ N ′−a−k′ ≤ max{n1, n}+2n−1−((1−3γ)n−1)−(max{n1, n}+n−(5γ+9ε)n−2).
Hence
|Q| ≤ 8γn+ 9εn+ 2 < 9γn. (25)
Case 1: α′(G′2[A, V
′ − A]) ≤ 8γn. Since G′2[A, V
′ − A] is bipartite, by Theorem 12, it
has a vertex cover X with |X| ≤ 8γn. Let W2 = A−X, and W1 = V
′ −W2. We will show
that (W1,W2) is a (68γ, 2, 1)-bad partition for G
′ by checking all conditions.
Part 1: Checking (i). Since a ≥ (1− 3γ)n− 1 and |X| ≤ 8γn,
|W2| = |A−X| ≥ a− |X| ≥ (1− 3γn)− 1− 8γn ≥ (1− 12γ)n.
On the other hand, |W2| = |A−X| ≤ a ≤ (1 + γ)n.
Part 2: Checking (ii). Since X is a vertex cover in G′2[A, V
′ −A], G′2 has no edge in G2
between W2 −X = W2 and W1 −X. Thus,
|E(G′2[W1,W2])| ≤ |X ∩W1| · |W2| ≤ 8γn · a < 16γn
2.
Part 3: Checking (iii). Since I is an independent set in G′1, by (25),
|E(G′1[W1])| ≤ |Q ∪ (A ∩X)| · |W1| ≤ 17γnN
′ ≤ 68γn2.
Case 2: α′(G′2[A, V
′ −A]) ≥ 8γn. We will need the following claim.
Proposition 16. Let s ≥ 2 and k1, k2, . . . , ks be positive integers. Let S = k1 + . . .+ ks and
m = max{k1, k2, . . . , ks}. Let H be obtained from a complete s-partite graph Kk1,k2,...,ks by
deleting some edges in such a way that each vertex loses less than εn neighbors. Then
α′(H) ≥ g(H) := min{⌊
S
2
⌋, S −m} − εn. (26)
Proof. LetH be a vertex-minimal counter-example to the claim. If S ≤ 2εn, then S
2
−εn ≤ 0,
and (26) holds trivially, so S > 2εn. Let the parts of H be Z1, . . . , Zs with |Zi| = ki for
i ∈ [s]. Suppose m = k1. Since S > 2εn, either k1 > εn or S − k1 > εn. In both cases, H
has an edge xy connecting Z1 with V (H)− Z1. Let H
′ = H − x− y.
We claim that g(H ′) ≥ g(H) − 1. Indeed, ⌊S
2
⌋ decreases by exactly 1, and if S − m
decreases by 2, then m does not change, which means there is k2 = k1 such that neither
x nor y is in Z2. But in this case, since |{x, y} ∩ Z1| = 1, S ≥ 2m + 1, which yields
S −m ≥ ⌊S
2
⌋+ 1 = min{⌊S
2
⌋, S −m} + 1, and hence g(H ′) ≥ g(H)− 1.
So, by the minimality of H , α′(H ′) ≥ g(H ′) ≥ g(H)− 1. Adding edge xy to a maximum
matching in H ′, we complete the proof. 2
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Take a matching X of size 8γn in G′2 connecting A with V
′ − A. Denote the set of the
endpoints of X by V (X). Since |I| = k′, by (24),
|I−V (X)| ≥ max{n1, n}+n−(5γ+9ε)n−2−8γn = max{n1, n}+(1−13γ−9ε)n−2. (27)
Let R be a matching of size α′(G′2[I − V (X)]) in I − V (X) in G
′
2. Since a > 3γn, by
Claim 6.5, G′2 − A is connected, and hence R ∪ X is a connected matching in G
′
2. Since
α′∗(G
′
2) < (1 + γ)n,
|R|+ |X| = α′(G′2[I − V (X))]) + 8γn < (1 + γ)n;
therefore,
α′(G′2[I − V (X)]) < (1− 7γ)n. (28)
Let Xj = V
′
j ∩ V (X) ∩ I, and Yj = V
′
j ∩ I − V (X) for j ∈ [s
′]. We assume that |Yj1| =
max{|Yj| : j ∈ [s
′]}. By Proposition 16,
α′(G2[I − V (X]) ≥ min
{⌊
|I − V (X)|
2
⌋
, |I − V (X)− Yj1|
}
− εn. (29)
Since by (27) and (28),
⌊
|I − V (X)|
2
⌋ ≥ ⌊
k′ − 8γn
2
⌋ ≥ n−1−
(13γ + 9ε)n
2
> (1−7γ+2ε)n ≥ α′(G2[I−V (X)])+2εn,
(28) and (29) yield
|I − V (X)− Yj1| − 2εn ≤ α
′(G2[I − V (X)]) ≤ (1− 7γ)n. (30)
Again by (27),
|Yj1| ≥ max{n1, n}+ (1− 13γ − 9ε)n− 2− (1− 7γ)n ≥ max{n1, n} − 6.5γn. (31)
Let U1 = A − V
′
j1 and U2 = V (G) − A − V
′
j1. We now show that (V
′
j1, U1, U2) is a
(35γ, 1, 2)-bad partition.
Part 1: Checking (i). By (31), we have
|A ∩ V ′j1| ≤ |V
′
j1
| − |Yj1| ≤ n1 − (n1 − 6.5γn) = 6.5γn. (32)
Since by (30) and (25),
|U2| ≤ |I − V (X)− Yj1|+ |Q|+ |X| ≤ (1− 7γ + 2ε)n+ 9γn+ 8γn ≤ (1 + 10γ + 2ε)n, (33)
we have
|E(G′1[V
′
j1, U2])| ≤ |A ∩ Vj1| · |U2|+ |Q| · |U2|+ |Q| · |Yj1|
≤ (6.5γn)(1 + 10γ + 2ε)n+ 9γn(1 + 10γ + 2ε)n+ 9γn(2n− 1) ≤ 35γn2.
Part 2: Checking (ii). We need a refined choice of X:
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Claim 6.6. G′2 has a matchingX with |X| = 8γn from A to V (G)−A such that α
′(G′2[U1, (Vj1−
A)]) = |Xj1| and α
′(G′2[U1, (Vj1 −A)]) ≤ 7γn.
Proof. Let Mj be the subset of matching edges of X with an endpoint in Xj. By defini-
tion, |Mj1| = |Xj1|. Suppose α
′(G′2[U1, (Vj1 − A)]) > |Xj1| and S is a largest matching in
G′2[U1, (Vj1 −A)]. Each component of S∪Mj1 is a path or a cycle. Since |S| > |Mj1|, there is
a component C (a path) of S ∪Mj1 with one more edge in S than in Mj1 . Say the endpoints
of C are w1 and w2. Then we can assume w1 ∈ Yj1 and w2 ∈ A. If w2 is incident with an
edge e ∈ X −Mj1 , then we switch the edges in C (if an edge was originally in S then now it
is in Mj1 and vice versa) and delete e from X. If w2 is not incident with any matching edge
in X −Mj1, then we switch the edges in C and delete any edge e ∈ X −Mj1. In both cases,
we obtain a new matching X ′ with size 8γn and |X ′j1| = |Xj1|+1. Note that (31) still works
for X ′ and by (32),
|X ′j1| ≤ |Vj1| − |Y
′
j1
| < 7γn. (34)
Thus repeating the procedure, on every step we increase |X ′j1|, but preserve (34). Eventually
we construct a matching X ′′ with |X ′′j1| = α
′(G2[U1, (V
′
j1 − A)]) < 7γn. 2
By Claim 6.6 and (32),
|E(G′2[U1, Vj1])| ≤ 7γn · n1 + |A ∩ V
′
j1
| · |U1| ≤ 7γn(2n− 1) + 6.5γn(1 + γ)n < 22γn
2.
Part 3: Checking (iii). By (31), |V ′j1| ≥ |Yj1| ≥ (1− 6.5γ)n.
Part 4: Checking (iv). Since a ≥ (1− 3γ)n− 1, by (32),
(1− 10γ)n− 1 ≤ (1− 3γ)n− 1− 6.5γn ≤ a− |A ∩ Vj1| = |U1| ≤ a ≤ (1 + γ)n.
Part 5: Checking (v). By (31),
|U2| = N
′ − |Vj1| − |U1| ≥ (n1 + 2n− 1− 5εn)− n1 − (1 + γ)n = (1− 2γ)n.
On the other hand, by (33), |U2| ≤ (1 + 11γ)n.
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