Consider an energy-harvesting receiver that uses the same received signal both for decoding information and for harvesting energy, which is employed to power its circuitry. In the scenario where the receiver has limited battery size, a signal with bursty energy content may cause power outage at the receiver, since the battery will drain during intervals with low signal energy. In this paper, we analyze subblock energy-constrained codes (SECCs), which ensure that sufficient energy is carried within every subblock duration. We consider discrete memoryless channels and characterize the SECC capacity and the SECC error exponent, and provide useful bounds for these values. We also study constant subblock-composition codes (CSCCs), which are a subclass of SECCs where all the subblocks in every codeword have the same fixed composition, and this subblock composition is chosen to maximize the rate of information transfer while meeting the energy requirement. Compared with constant composition codes (CCCs), we show that CSCCs incur a rate loss and that the error exponent for CSCCs is also related to the error exponent for CCCs by the same rate loss term. We exploit the symmetry in CSCCs to obtain a necessary and sufficient condition on the subblock length for avoiding power outage at the receiver. Furthermore, for CSCC sequences, we present a tight lower bound on the average energy per symbol within a sliding time window. We provide numerical examples highlighting the tradeoff between the delivery of sufficient energy to the receiver and achieving high information transfer rates. It is observed that the ability to use energy in real-time imposes less of penalty compared with the ability to use information in real-time.
Subblock-Constrained Codes for Real-Time Simultaneous Energy and Information Transfer both for decoding information and for extracting energy to power its circuitry. This has applications ranging from wireline [3] , [4] to wireless [5] , [6] communications. The use of the electric power distribution grid for low-speed information transfer has been successfully employed for decades [7] . With wireless power transfer, most practical applications [8] , [9] have focused on near-field, short-distance energy transmission due to low efficiency and health concerns associated with longdistance and high-power transmissions [10] , [11] . Biomedical applications of wireless energy and information transfer have been proposed through the use of human implants that receive data and energy through inductive coupling [12] , [13] .
The fundamental tradeoff between reliable communication and delivery of energy at the receiver, in an informationtheoretic setting, was first characterized in [14] using a general capacity-power function, where transmitted codewords were constrained to have average received energy exceeding a threshold. This tradeoff between capacity and energy delivery was extended for frequency-selective channels in [15] . Since then, there have been numerous extensions of the capacitypower function in various settings, e.g. [5] , [6] , and [16] [17] [18] .
For practical applications of simultaneous energy and information transfer from a powered transmitter to an energy harvesting receiver, imposing only an average received power constraint may not be sufficient; we may also need to regularize the transferred energy content. This is because a codeword satisfying the average power constraint may still cause power outage at the receiver if the energy content in the codeword is bursty, since a receiver battery with small capacity may drain during periods of low signal energy. In order to regularize the energy content in the signal, we adopt a subblock-constrained approach where codewords are divided into smaller subblocks, and every subblock must carry energy exceeding a given threshold. The subblock length and the energy threshold may be chosen to meet the energy requirement at the receiver. This subblock approach to real-time energy transfer may also be relevant in scenario where symbols are batch-processed at the receiver.
In this paper, we consider a discrete memoryless channel (DMC) and characterize the capacity and the error exponent when each subblock is constrained to carry sufficient energy. We assume that the receiver harvests energy as a function of the transmitted symbol. Since different symbols in the input alphabet X may correspond to different energy levels, the requirement of sufficient energy within a subblock imposes a constraint on the subblock composition. Note that if x L 1 denotes a given subblock of length L, then 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
the composition of x L 1 is the empirical distribution P x L 1 on X defined by P x L 1 (x) N(x) L , x ∈ X , where N(x) is the number of occurrences of symbol x in x L 1 . An alternative to the subblock-constraint is the slidingwindow constraint, where each codeword provides sufficient energy within a sliding time window of certain duration. This approach was adopted in [17] and [18] , where the use of runlength codes was proposed. In [19] , capacity bounds were presented under a sliding window energy constraint. Note that the sliding-window constraint is relatively stricter than the subblock-constraint which corresponds to the case where the windows are non-overlapping.
A. Contribution
To meet the real-time energy requirement at a receiver which uses the received signal to simultaneously harvest energy and decode information, we introduce subblock energyconstrained codes (SECCs) which ensure that sufficient energy is carried within every subblock duration (Sec. III). For a given energy requirement, we characterize the SECC capacity (Sec. III-A) and the SECC error exponent (Sec. III-B).
We analyze a subclass of SECCs, called constant subblockcomposition codes (CSCCs), where all subblocks have the same composition (Sec. IV). Compared to general SECCs, the CSCCs have richer symmetry properties and ensure constant energy within each subblock. We exploit these properties to (i) derive a necessary and sufficient condition to avoid power outage at the receiver (Sec. IV-A), (ii) present a tight lower bound on the average energy per symbol within a sliding time window (Sec. IV-B), (iii) obtain a relatively easily computable capacity expression (Sec. IV-C), and (iv) derive bounds for the rate penalty relative to constant composition codes (Sec. IV-D).
We also provide numerical results highlighting the tradeoff between delivery of sufficient energy to the receiver and achieving high information rates (Sec. V). It is observed that the ability to use energy in real-time imposes less of a penalty than the ability to use information in real-time.
B. Related Work
Codes with different constraints on the codewords have been suggested in the past, depending on the constraints at the transmitter, the properties of the communication channel, or the properties of the storage medium. For magnetic storage [20] , codewords are usually designed to meet a runlength constraint [21] . The capacity using runlength-limited codes on binary symmetric channels was analyzed in [22] [23] [24] .
A class of binary block codes called multiply constantweight codes (MCWC) was explored in [25] and [26] for application in low-cost authentication of electronic devices based on physically unclonable functions (PUFs) [27] . PUFs give a unique signature to an electronic device by exploiting the inherent randomness and process variations in manufacturing. In a MCWC, each codeword of length mn is partitioned into m equal parts, and each part has constant weight w. MCWCs are applied as challenge words for device authentication, and codes with large minimum distance are desired to improve the reliability of PUF response [25] . Note that MCWCs form a sub-class of CSCCs with binary input alphabet, and are also useful for optical storage [28] and power line communications (PLC) [29] .
Permutation codes [30] , [31] , in conjunction with multiple frequency shift keying (MFSK), have been proposed for PLC so that information transfer does not interfere with the primary function of power delivery. Here, where each codeword is a permutation of M different frequencies, with each frequency viewed as an input symbol. Higher rates of information transfer, at the cost of local variation in power, are achieved using constant composition codes [32] with the set of M frequencies forming the input alphabet. When the codeword length is a multiple of the alphabet size, the composition may be chosen so each frequency occurs an equal number of times in each codeword [33] .
The codewords employed by an energy harvesting transmitter are constrained by the instantaneous energy available for transmission. The capacity of these constrained codes over an additive white Gaussian noise (AWGN) channel has been analyzed when the energy storage capability at the transmitter is zero [34] , infinite [35] , or a finite quantity [36] , [37] . The AWGN capacity with processing cost at an energy harvesting transmitter was characterized in [38] . The DMC capacity using an energy harvesting transmitter equipped with a finite energy buffer was analyzed in [39] . A comprehensive summary of the recent contributions in the broad area of energy harvesting communications was provided in [6] .
II. SYSTEM MODEL
Consider communication from a transmitter to a receiver where the receiver uses the received signal both for decoding information and for harvesting energy (see Fig. 1 ). We model the effective communication channel from the modulator at the transmitter to the information decoder at the receiver as a DMC, a reasonable model for certain practical communication systems. Consider, for instance, a digital modulator at the transmitter producing symbols from a signal constellation X = {x 1 , . . . , x r }. At the receiver, the signal power is split between the energy harvesting module and the information processing module in a fixed power ratio. The input to the information decoder comprises one of s quantized values Y = {y 1 , . . . , y s }, fed by a quantizer in the information processing path. The effective channel is thus a DMC with input alphabet X , output alphabet Y, and channel transition probabilities given by the likelihood Pr(y|x) for x ∈ X , y ∈ Y.
Note that the effective channels seen by the information decoder and the energy harvester may differ due to their respective pre-processing stages. In [40] , practical receiver architectures for simultaneous information and energy transfer were defined: an integrated receiver architecture has shared radio frequency chains between the energy harvester and the information decoder, whereas a separated architecture has different chains.
In our work, we assume a generic receiver architecture where the received signal power is split between the energy harvesting path and the information processing path with a static power-splitting ratio. We let b(x) denote the energy harvested when x ∈ X is transmitted, b : X → [0, ∞). The map b is assumed to be time-invariant, and reflects the scenario where the statistical nature of the effective communication channel is due to the noise in the receiver circuitry, which does not affect the harvested energy. The quantification of b helps to abstract the problem of code design for simultaneous energy and information transfer from specific implementation details based on a chosen receiver architecture.
To meet the real-time energy requirement at the receiver, we partition the transmitted codeword into equal-sized subblocks (see Fig. 2 ) and require that transmitted symbols be chosen so the harvested energy in each subblock exceeds a given threshold. This threshold is a function of the energy consumption by the receiver circuitry including the information decoder. We assume that the subblock length, denoted L, is fixed while the codeword length, denoted n, can be made arbitrarily large by increasing the number of subblocks within each codeword. If a transmitted codeword is denoted (X 1 , X 2 , . . . , X n ), then the constraint on sufficient energy within each subblock is:
where j is the subblock index, B is the required energy per symbol at the receiver, and k is the number of subblocks in a codeword. Subblock energy constraint (1) becomes trivial if b(x) is same for all x ∈ X (e.g. in phase-shift keying). However, the constraint is non-trivial when b-values are not constant (e.g. in on-off keying) and threshold B satisfies
We impose subblock energy constraint (1) because a codeword satisfying only the codeword energy constraint, n i=1 b(X i ) ≥ n B, may still cause power outage at the receiver if the energy content in the codeword is bursty, since a receiver battery with small capacity may drain during periods of low signal energy. The receiver energy update equation after i channel uses is given by
where E(i ) denotes the energy level at the receiver after the completion of i −1 channel uses, E max denotes the receiver energy storage capacity, and [z] + max(z, 0). We say an outage occurs during the i th (1) ensures sufficient energy is carried within every subblock duration, where the subblock length is chosen to avoid outage.
III. SUBBLOCK ENERGY-CONSTRAINED CODES
When N j (x) denotes the number of occurrences of symbol x in subblock j within a codeword, the subblock energy constraint (1) can equivalently be expressed as
where P j (x) N j (x)/L, and P j denotes the subblockcomposition for the j th subblock. A subblock energyconstrained code (SECC) is defined as one in which all codewords are partitioned into length-L subblocks and the composition of each subblock is chosen to satisfy (2).
Let P L denote the set of all compositions for input sequences of length L. For a given type P ∈ P L , the set of sequences in X L with composition P is denoted by T L P and is called the type class or composition class of P. Thus, the j th subblock in SECC, having subblock-composition P j , may be viewed as an element of T L P j . Since all subblocks in SECC satisfy (2) , the composition of each subblock belongs to the set L B which is defined as
We will let J denote the number of distinct compositions in L B , and let these compositions be denoted P j , 1 ≤ j ≤ J , and so L B = {P 1 , . . . , P J }. These J compositions will be used to provide bounds for the SECC capacity (Sec. III-A) and the SECC error exponent (Sec. III-B).
When SECCs are employed on DMC W : X → Y, we may view the L uses of the channel as a single use of the induced vector channel having input alphabet
and output alphabet Y L . Since the underlying scalar channel W is a DMC, the induced vector channel,
is also a DMC with transition probabilities given by
A. SECC Capacity
Let the codeword length, n, be of the form n = k L, where k is an integer denoting the number of subblocks in each codeword. We wish to quantify performance limits when the subblock length L is fixed and k → ∞. For SECC, each k L-length codeword may be viewed as an element of A k , and the received word belongs to the set
, the maximum probability of error of the code ( f, φ) is e max m∈M e m , while the rate of this code is 1 kL log |M|. We call a k L-length SECC block code with maximum probability of error upper bounded by as a (k L, )-SECC code.
Definition 1: For a fixed subblock length L, and for 0 ≤ < 1, a non-negative number R is an -SECC achievable rate for the channel W kL : A k → Y kL if for every δ > 0 and every sufficiently large k there exist (k L, )-SECC codes with rate exceeding R − δ. A number R is an SECC achievable rate if it is -SECC achievable for all 0 < < 1, and the supremum of SECC achievable rates is the SECC capacity of channel W .
The induced vector channel W L (5) is itself a DMC with input alphabet A and output alphabet Y L , and hence its capacity is max P X L
Since k L uses of channel W correspond to k uses of W L , the SECC capacity, denoted C L S ECC (B), is 1/L times the capacity of this vector channel,
where the maximization is over the distribution of subblocks over the set A, and this set is related to the required energy per symbol, B, via L B (see (4) ). Finding a capacity-achieving input distribution in (6) is not always straightforward, and one may have to resort to the Blahut-Arimoto algorithm [41] , [42] .
If U A denotes the uniform distribution of X L 1 over A, then maximum rate achievable with U A , denoted C L U A (B), acts as a lower bound for C L S ECC (B), and is expressed as
where Q L is the set of all compositions for output vectors of length L, only one representative output vector y L 1 is chosen from each type class
This follows from the fact that if X L 1 is uniformly distributed over A and vectors y L 1 , y L 1 belong to the same type class, then P Y L
, because the columns W L (y L 1 |·) and W L (ỹ L 1 |·) of the induced vector channel are permutations of each other. Here, the pairwise probability, P XY (X i = x, Y i = y), satisfies
because
An interesting, and somewhat counterintuitive, fact is that even when the underlying scalar DMC is symmetric, it is possible that its induced vector channel using SECC is not symmetric. This is formalized in the following theorem which is proved by providing a counterexample.
Theorem 1: There exist symmetric channels W : X → Y where a uniform distribution of X L 1 over A does not achieve SECC capacity.
Proof: See Appendix A. Remark: Although the uniform distribution does not necessarily achieve SECC capacity, for any given channel W , there exists a SECC capacity-achieving input distribution P *
belong to the same type class. This claim follows from the fact that if the Blahut-Arimoto algorithm (for the finding the capacity-achieving input distribution for the induced vector channel W L ), is initialized with a uniform distribution over A, then the probabilities corresponding to input x L 1 andx L 1 will remain equal after every iteration of the algorithm. This is because for any output subblock-composition Q we have the set equality
Note that elements of the random vector X L 1 , in general, are not independent as X L 1 belongs to the constrained set A. However, under a capacity-achieving input distribution, the elements of X L 1 are identically distributed. If P * X L 1 is a SECC capacity-achieving input distribution, and
then each element X i in X L 1 has identical distributionP with
where (a) follows because all vectors in T L P j have equal probability, and the fraction of vectors in T L P j with X i = x is P j (x). The distributionP for each letter in a SECC codeword will be used to bound the SECC capacity (Theorem 2), and the SECC error exponent (Theorem 3).
Theorem 2: The SECC capacity is bounded as
where I (P, W ) H (P) − HP ×W (X|Y ), and
Proof: See Appendix B. Each letter in a SECC codeword has distributionP, and Theorem 2 shows thatr is an upper bound on rate penalty due to the constraint that each subblock belongs to A. Fig. 4 in Section V presents a corresponding numerical example, where C L S ECC (B) and its bounds are plotted as a function of L. The asymptotic behavior of SECC capacity bounds is discussed in the paragraph following Theorem 7.
B. SECC Error Exponent
It is well known [43, Th. 10.2] that for every R > δ > 0 there exists an n-length constant composition code of rate R such that all codewords have composition P, and the maximum probability of error is upper bounded by exp[−n(E r (R, P, W ) − δ)] for every DMC W , whenever n is sufficiently large. Here E r (R, P, W ), characterizing the exponential rate of decay of the probability of error with the blocklength, is the random coding exponent function defined as [43] 
As discussed earlier, the L uses of channel W with SECC may be viewed as a single use of the vector channel W L (5). Thus, each n-length SECC codeword may be viewed as a sequence of n/L super-letters to be transmitted on vector channel W L . Since rate R for the scalar channel corresponds to rate L R for the vector channel, for every δ > 0 there exists a SECC code with rate R and codewords comprising n/L super-letters, for which the maximum probability of error on W L can be upper bounded as [43] 
whenever n is sufficiently large, and P * X L 1 denotes a SECC capacity-achieving distribution. The following theorem shows that the exponent E r (L R, P *
, whereP andr are given by (12) and (14), respectively.
Proof: See Appendix C.
IV. CONSTANT SUBBLOCK-COMPOSITION CODES
Constant composition codes (CCCs), where all codewords are required to have the same composition, were first used by Fano [44] to derive error exponents, and shown to be sufficient to achieve the capacity for any DMC, without incurring a rate penalty. For the case where each codeword is partitioned into equal-sized subblocks and input constraints imposed per subblock (as in (1)), it is natural to ask if a rate penalty is incurred when all the subblocks in every codeword are required to have the same composition, where this fixed subblock-composition is chosen to satisfy the respective subblock constraints.
In this section, we investigate constant subblockcomposition codes (CSCCs), where all subblocks in every codeword have the same fixed composition, and compare the capacities for SECCs, CSCCs, and CCCs. We also show that the structural properties of CSCCs can be exploited to obtain more insightful characterizations compared to general SECCs, e.g. a necessary and sufficient condition on the subblock length to avoid outage (Sec. IV-A), a tight lower bound on the average energy per symbol within a sliding time window (Sec. IV-B), capacity-achieving input distribution (Sec. IV-C), and rate penalty bounds relative to constant composition codes (Sec. IV-D). Most of the results in this section are demonstrated numerically in Section V.
A. Condition on L to Avoid Outage
Because all subblocks in every codeword have the same composition in a CSCC, the energy content carried in every subblock is constant. This property is used in the next theorem to give a necessary and sufficient condition on the subblock length to avoid power outage at the receiver for all possible CSCC sequences, where we employ the notation:
where E(i ) denotes the energy level at the receiver after the completion of i − 1 channel uses.
Theorem 4: A necessary and sufficient condition to avoid outage for all possible CSCC codeword sequences, with subblock-composition P satisfying x∈X 
, (17) and that the initial energy level satisfies E(1) ≥
, and the condition on the initial energy level E(1) prevents outage when symbols with low energy are stacked at the beginning of the subblock. This initial energy level may be ensured by transmitting a preamble, consisting of symbols with high energy content, before the transmission of codewords. This preamble has bounded length and hence does not affect the channel capacity.
B. Sliding Window Energy Constraint
An alternative to the subblock-constraint is the slidingwindow constraint, where each codeword provides sufficient energy within a sliding time window of certain duration. A codeword which satisfies the subblock energy constraint (1) may not carry sufficient energy within a sliding time window of length T = L. We present some notation towards bounding the energy per symbol within a sliding time window. Let X n 1 = {X 1 , . . . , X n } denote a sequence of length n, and define
with t ∈ {1, 2, . . . , n − T + 1}. Then β t (X n 1 , T ) denotes the average energy per symbol in X n 1 within a window of length T starting at time index t. Let S denote a set of sequences. The average energy per symbol within a sliding window over all sequences in S is lower bounded by
Let C L P denote the set of all CSCC sequences having subblock length L and composition P. We will characterize the exact value of ξ(S, T ) for the set S = C L P . Note that ξ(C L P , T ) gives a measure of least average energy per symbol within a sliding time window of length T over all CSCC sequences with subblock length L and composition P.
Let P be a given subblock composition,
is characterized via the following theorem.
Theorem 5:
is the energy per symbol within each subblock, and δ T is given by (22) or (23) below, depending on whether T ≤ L or T > L, respectively. i) T ≤ L: Let k 1 be the largest positive integer for which
Then
ii) T > L: Let q T and r T denote the quotient and remainder, respectively, when T is divided by L, i.e., T = q T L + r T . Let k 2 and k 3 be largest positive integers, for which
Proof: See Appendix E. For CSCCs, the subblock composition P may be chosen to ensure sufficient energy with every subblock duration. The δ T term in Theorem 5 denotes the penalty in the average energy per symbol when the subblock constraint is replaced by a sliding window constraint, for a window size equal to T .
Remark: ξ(C L P , T ) ≤B, and hence δ T ≥ 0, because ξ(C L P , T ) is the least value for the average energy per symbol within a sliding window over all sequences in C L P , whileB is the expected average energy per symbol within any given time window, where the expectation is taken over all sequences in C L P . Further, for CSCCs with unbounded blocklength, it follows from (23) that δ T → 0 as T → ∞.
The following corollary for binary CSCC sequences indicates that ξ(C L P , T ), as a function of T , varies in a zig-zag manner while approachingB as T becomes large.
Corollary 1: Consider binary CSCC sequences where every subblock of L bits contains exactly l 1 ones, with 1 ≤ l 1 < L, and let b(0) = 0, b(1) = 1. ThenB = l 1 /L and ξ(C L P , T ) satisfies the following:
, and
. Proof: See Appendix F. Thus, for a given T , the number of ones in each subblock, l 1 , may be chosen appropriately to ensure that the average energy per symbol in a sliding window exceeds a threshold.
Remark: Corollary 1 shows that subblock constraints may be employed to ensure sufficient energy within a sliding window. An alternate approach to meeting the sliding window constraint is to use type-1 (d, k) run-length limited (RLL) sequences [17] [18] [19] , which require that the number of ones between successive zeros are at least d and at most k. In this regard, two different constraints are said to be equivalent if they induce the same set of constrained sequences. In general, it can be shown that the constraint of having at least d ones in a sliding window of length T = d + 1 is equivalent to the type-1 (d, ∞) RLL constraint [19] . On the other hand, it can also be shown that the constraint of having at least d ones in a sliding window of length T ≥ d + 2 is not equivalent to any type-1 RLL constraint.
Theorem 5 can easily be extended for constant composition codes (CCCs). In this case, the average energy per symbol in a sliding window of length T over all CCC sequences with composition P and length n is lower bounded by n T
where T ≤ n, and k 4 is the largest positive integer for which u 4 = T − n k 4 −1 i=0 P(x i ) > 0. Further, there exist CCC sequences with composition P which meet the lower bound in (24) with equality.
In the following subsections, we characterize the CSCC capacity and the CSCC error exponent, and compare them with the CCC capacity and CCC error exponent, respectively.
C. CSCC Capacity
In a CSCC with subblock-composition P, and subblock length L, every subblock may be viewed as an element of T L P . Thus for CSCCs, the L uses of channel W induces a vector channel W L with input alphabet T L P and output alphabet Y L . Now, similar to SECCs, we assume that the CSCC codeword length is of the form n = k L, where k is an integer denoting the number of subblocks in each codeword, and define a k L-length CSCC block code for a
where f maps a finite message set M into T L P k , and φ maps Y kL into M. Analogous to SECCs, the CSCC capacity using subblock length L and composition P, C L C SCC (P), can be expressed as
where the maximization is over the distribution of X L 1 ∈ T L P . The following theorem shows that the maximum is achieved when X L 1 is uniformly distributed over T L P . Theorem 6: The CSCC capacity using subblock length L and composition P is obtained via a uniform distribution of the input vectors in T L P . Proof: See Appendix G. Remark: In contrast with SECC where the induced vector channel is not necessarily symmetric even when the underlying scalar channel is symmetric (see Theorem 1), the proof of Theorem 6 shows that induced vector channel using CSCC is always symmetric (even when the underlying scalar channel is not symmetric). This is because all the input subblock vectors in CSCC have the same composition, while general SECCs allow different subblocks to have different compositions.
The CSCC capacity using subblock length L and composition P can be computed as
where Q L denotes the set of all compositions for length L output sequences, only one representative output vector y L 1 is chosen from every type class
In a general SECC, different subblocks may have different compositions, while in a CSCC, all subblocks have the same fixed subblock-composition. When a CSCC is required to satisfy the subblock energy constraint (1), this fixed subblockcomposition for all the subblocks is chosen from L B to maximize the information rate. Thus the CSCC capacity with subblock energy constraint (1) 
As L B ⊂ P L , we have | L B | ≤ |P L | ≤ (L + 1) |X |−1 [43] , and hence the maximization in (26) is over at most (L + 1) |X |−1 distinct subblock-compositions.
D. Rate Comparison
When a CSCC is designed to satisfy the subblock energy constraint (1), the constant subblock-composition is chosen as P * = arg max P∈ L B C L C SCC (P) (see (26) ) and each subblock belongs to the set T L P * . In contrast, a general SECC has the flexibility of choosing different subblocks with different compositions: each subblock in a general SECC belongs to a richer set A =
via optimizing the subblock distribution over this richer set, it follows that
The capacity for DMC W using input distribution P is I P×W (X; Y ). Since constant composition codes (CCCs) achieve the capacity for any DMC, the CCC capacity using codeword-composition P, denoted C CCC (P), is [43] , [44] 
If we impose the energy constraint per codeword,
with blocklength n, then the capacity with this constraint can be achieved by CCCs [43] . Thus, if C CCC (B) denotes the capacity using CCC when the average energy per symbol is at least B, then [14] , [43] 
Since the subblock energy constraint (1) is stricter than the energy constraint per codeword, we have C L S ECC (B) ≤ C CCC (B), and hence combining this with (27) , we obtain
Although a CCC with codeword-composition P ensures that the average energy per symbol is at least B, it may violate the subblock energy constraint subblock (1) . We seek to quantify the rate penalty C CCC (P) − C L C SCC (P), which is the price we pay for meeting the real-time energy requirement within every subblock duration, compared to the less constrained energy requirement per codeword.
In CSCC, since each subblock X L 1 is uniformly distributed over T L P , we have [43, p. 26 ]
where r (L, P) is a function of L and P given as [43, p. 26] r (L, P) = s(P) − 1 2L log(2π L) + 1 2L
a:P(a)>0
log P(a)
with s(P) denoting the number of elements x ∈ X with P(x) > 0, and 0 ≤ ϑ(L, P) ≤ 1 and the exact value of ϑ(L, P) in this range is chosen so that (31) is satisfied.
The following theorem shows that the rate penalty by using CSCC, relative to CCC, is upper bounded by r (L, P). Theorem 7: The rate penalty is bounded as
where (a) follows from (31) and chain rule for entropy, (b) follows since conditioning only reduces entropy, (c) follows from (9), and (d) follows from (28) . The upper bound in (33) is tight for noiseless channels, while the lower bound is asymptotically tight as L → ∞ for arbitrary channels, since lim L→∞ r (L, P) = 0. Now if P * X L 1 is a SECC capacity-achieving input distribution, andP is given by (12) , thenP ensures that the average energy per symbol in a codeword is at least B. Hence, in general, C CCC (B) ≥ I (P, W ) because the expression for C CCC (B) chooses that input distribution which maximizes rate while meeting the average energy constraint. Combining this observation with (13) , (30) , and the fact that lim L→∞ C L C SCC (B) = C CCC (B), we get
The above equation indicates that if the CCC capacityachieving input distribution in (29) is unique, and denoted asP, then lim L→∞P =P. This suggests that for large L, the c j (10) become concentrated,P tends towards the P j which corresponds to c j with relatively high value, andr (14) tends to r (L, P j ) which diminishes with increasing L. Note that the r (L, P) term is independent of the underlying channel, and the upper bound on the rate penalty (33) may be improved for certain channels by using knowledge of the channel statistics. The following theorem gives improved bounds for the binary symmetric channel (BSC) and the binary erasure channel (BEC), respectively.
Theorem 8: The rate penalty bound given by (33) can be improved for BSC and BEC, respectively: (a) For a BSC with crossover probability 0 < p 0 < 0.5, P(0) = Pr(X = 0), P(1) = Pr(X = 1), and 0 < γ = min(P(0), P(1)) ≤ 0.5, we have
where the binary operator is defined as a b a ( 
h(·) is the binary entropy function, and α is chosen such that h(α)
In the above theorem, the proof of part (a) uses Mrs. Gerber's Lemma (MGL) [45] , while an extension [46] of MGL is used for proving part (b).
E. CSCC Error Exponent
The following theorem shows that the CSCC error exponent using subblock-composition P is related to the CCC error exponent by the same term, r (L, P), used in rate loss bound (33) .
Theorem 9: For every DMC W , every blocklength n which is a multiple of subblock length L, and every R > 0, there exists a CSCC with subblock-composition P, and rate R, for which the average probability of error is upper bounded as
Thus, the CSCC error exponent using subblockcomposition P, with rate R on DMC W is lower bounded by E r (R + r (L, P), P, W ). Proof: See Appendix I.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we present examples highlighting the tradeoff between delivery of sufficient energy to the receiver and achieving high information transfer rates using constrained codes such as SECC, CSCC, and CCC. We remark that the multiply constant-weight codes (MCWC) [25] form a subclass of CSCCs corresponding to X = {0, 1}, where the constant-weight within each subblock is L · Pr(X = 1), and hence the numerical results presented in this section for CSCCs can also be employed as performance benchmark for practical MCWC codes [26] . Fig. 3 compares SECC, CSCC, and CCC capacities for a BSC with crossover probability 0.01 and b(0) = 0, b(1) = 1. These b-values reflect the case of on-off keying where bit-1 (bit-0) is represented by the presence (absence) of a carrier signal. We observe that relative to CSCC, the SECC capacity is generally higher because of greater flexibility in the choice of subblocks. Note that C L S ECC (B) and C L C SCC (B), given by (6) and (26) , respectively, are non-increasing in B because the set L B only becomes smaller on increasing B. The C CCC (B) curve, given by (29) , is non-increasing concave in B [14] . Fig. 4 plots C L S ECC (B) and its bounds as a function of subblock length L for a binary noiseless channel with B = 0.75. Here, we have C L S ECC (B) = I (P, W ) −r , withP andr given by (11) and (14), respectively, and it is observed that (13) provides tighter bounds on SECC capacity relative to (30) . The plot shows that the capacity of subblock and may be computed using (7) . The figure shows that Fig. 6 plots C L C SCC (B) as a function of B for different values of L for a BSC with crossover probability p 0 = 0.1. Note that the smaller the value of L, the greater the uniformity in energy distribution within a codeword. The reduction in capacity due to choice of smaller L is the price we pay for providing smoother energy content. The plot for L = ∞ is evaluated using (29) ; this follows from (33) , and the fact that lim L→∞ r (L, P) = 0.
The CSCC capacity is plotted in Fig. 7 for a BSC as a function of the receiver energy buffer size, E max , with B = 0.5. The subblock length L is chosen as a function of E max to satisfy (17) . It is seen that C L C SCC (B) increases with E max because L is an increasing function of E max . For p 0 = 0.1, the CSCC capacity is limited by the relatively high value of the crossover probability. On the other hand, for p 0 = 0.01, the CSCC capacity is limited by the energy buffer size (since 'noise' is weak). From (17) we observe that L → ∞ as E max tends to infinity, and hence the CSCC capacity corresponding to E max → ∞ is equal to C CCC (B). Fig. 8 plots the rate penalty incurred by using CSCC instead of CCC, for a BSC with crossover probability p 0 , L = 16, and Pr(0) = Pr(1) = 0.5. As discussed in Sec. IV-D, the upper bound on the rate penalty given by r (L, P) is shown to be close to the exact value when p 0 ≈ 0. A tighter bound on the rate penalty given by h( p 0 γ ) − h( p 0 α) is also plotted (see Theorem 8) .
For information transfer, although joint decoding of subblocks within a codeword is preferred for reducing the probability of error, it also causes delay because the receiver waits for the arrival of the entire codeword. For enabling real-time information transfer, the receiver may decode each subblock independently, which we will refer to as local subblock decoding (LSD). With LSD, a CSCC code with subblock length L is viewed by the receiver as a CCC with codeword length L. Let M * (L, ) denote the maximum size of length-L CCC with average error probability no larger than . When the channel satisfies some regularity conditions, then [47] [48] [49] 1
where C is the channel capacity, V is the information variance, and Q is the Gaussian Q-function. Fig. 9 compares rates using LSD (obtained by ignoring the O(1)/L term in (43)) with rates using joint subblock decoding for a BSC with crossover probability p 0 = 0.11 when each subblock has equal number of zeros and ones. This normal approximation was shown to be accurate by Polyanskiy-Poor-Verdú [50] for the BSC in the given range of error probabilities. The lower bound on C L C SCC (P) is plotted using (40) where the probability of error can be brought arbitrarily close to zero by increasing the number of subblocks in a codeword and then jointly decoding the subblocks. The rate loss for CSCC Fig. 9 . Rates for a BSC with crossover probability p = 0.11. Fig. 10 . Lower bound for average energy per symbol in a sliding window of length T for any CSCC sequence with subblock length L = 10 and composition P given by P(0) = 0.2, P(1) = 0.8. decreases roughly as √ 1/L with L using LSD, whereas the rate loss with joint decoding decreases as log(L)/L. Thus, demonstrating the ability to use energy in real-time imposes less of a penalty than the ability to use information in real-time. Fig. 10 plots ξ(C L P , T ), where ξ is given by (19) , for CSCC sequences over a binary alphabet X = {0, 1}, where the subblock length is L = 10, composition P is given by P(0) = 0.2, P(1) = 0.8, and the b-function is b(0) = 0, b(1) = 1. For these parameters, the energy per symbol within each subblock isB = 0.8. As suggested in Corollary 1, the figure shows that ξ(C L P , T ) alternates between increasing and decreasing cycles, while approachingB as T becomes large.
VI. REFLECTIONS
We proposed the use of subblock energy-constrained codes (SECCs) for real-time simultaneous energy and information transfer. We characterized the SECC capacity and the SECC error exponent, and provided useful bounds for these values. These bounds for SECCs continue to hold for general type-constrained subblock codes where each subblock is constrained to belong to an arbitrary but fixed set of type classes.
Constant subblock-composition codes (CSCCs), a subclass of SECCs where all the subblocks have the same fixed composition, were shown to possess certain useful symmetry properties. By exploiting the property that the energy content in every subblock is constant, we obtained a necessary and sufficient condition for avoiding receiver energy outage for all possible CSCC sequences, and provided a tight lower bound on the average energy per symbol in a sliding window. We showed that relative to the classical constant composition codes (CCCs), the use of CSCCs incurs a rate loss, and the CSCC error exponent was shown to be related to the CCC error exponent by the same rate loss term. We also provided several examples highlighting the tradeoff between delivery of sufficient energy to the receiver and achieving high information rates.
Other than the application of simultaneous energy and information transfer, CSCCs are also suitable candidates for power line communications due to their ability to carry constant energy within every subblock duration, thus avoiding energy variations which interfere with the primary function of power delivery. The CSCC codes may also find application in other diverse fields. For instance, codes proposed in [25] for use in low-cost authentication methods are a special case of CSCC with binary input alphabet.
APPENDIX A PROOF OF THEOREM 1
For the proof, we will construct a simple example of a symmetric DMC W : X → Y for which the uniform distribution over A does not achieve SECC capacity.
Consider the following parameters for a BSC with crossover probability p 0 :
With the above parameters, the input alphabet for the induced vector channel is given by A = {01, 10, 11}. A uniform distribution over A will achieve SECC capacity if and only if I (
The proof is completed by numerically verifying that for the above parameters (44), we have I (X L 1 = 01; Y L 1 ) = I (X L 1 = 11; Y L 1 ). Fig. 11 shows that I (X L 1 = 01; Y L 1 ) and I (X L 1 = 11; Y L 1 ) are different when 0 < p 0 < 0.5.
APPENDIX B PROOF OF THEOREM 2
From the remark following Theorem 1, we know that for any given channel W , there exists a SECC capacity-achieving input distribution P *
1 andx L 1 belong to the same type class. Then, from (10) and the grouping axiom [52, p. 8], we have
where (a) follows from (14) . Now,
where (b) follows from (11), (46) and the fact that conditioning only reduces entropy. For a noiseless channel, the inequality (b) turns to an equality as H P *
Towards proving the SECC capacity upper bound, note that since constant composition codes achieve capacity on a DMC [43] , the SECC capacity is achieved by codewords having empirical distribution P * X L 1 with respect to alphabet A. These codewords, when viewed as a sequence of symbols from X have empirical distributionP. Thus, C L S ECC (B) ≤ I (P, W ) since achievable rates using codewords having constant com-positionP is upper bounded by I (P, W ).
APPENDIX C PROOF OF THEOREM 3
The exponent E r (L R, P * X L 1 , W L ) can be expressed as [43] 
V L ranging over all channels V L : A → Y L . Now, the D(V L ||W L |P * X L 1 ) term in (48) , is given by
where V i is the marginal distribution of V L corresponding to the i th symbol, and (a) follows from (5), (11) , and the fact conditioning only reduces the entropy. The term I (P *
where (b) follows using (46) and the fact conditioning only reduces entropy. Let V L denote that V L which achieves the minimum in (48) . Then V L is of the form [53] , [54] 
where Q Y L 1 satisfies the set of simultaneous equations
and s ∈ [0, 0.5] is chosen as a function of rate R. Now, if π is an arbitrary permutation on L letters, then
when π corresponds to a transposition which interchanges the symbols at the first and the i th index, and hence V i , the marginal distribution of V L corresponding to the i th symbol, has distribution identical to V 1 , where 1 < i ≤ L, . Because V L achieves the minimum in (48) , E r (L R, P *
where (c) follows from (49) , (50) , and the fact V i , 1 ≤ i ≤ L are identically distributed.
APPENDIX D PROOF OF THEOREM 4
The following lemma, with G = x∈X L P(x) (B − b(x) ), will be used to prove sufficiency. For proving claim (c), we note that the condition E(1) ≥ G implies that there is no energy outage during the reception of the first subblock (using claim (b)). Further, if there is no overflow then E(L +1) ≥ E(1) ≥ G (using claim (a)). In case there is energy overflow in the i th channel use for any i ∈ I , we have E(i + 1) = E max ≥ 2G, and thus E(L + 1) ≥
When L satisfies (17), then E max ≥ 2G. Since the initial energy level satisfies E(1) ≥ G, the energy level at the start of every subblock is at least G (by recursive application of Lemma 1(c)) and sufficiency follows from Lemma 1(b). To prove necessity, we will show that when
then CSCC codewords exist which will result in energy outage at the receiver. In this case
Now let L 1 = x∈X L P(x), and define
Clearly S 1 ⊂ T L P , S 2 ⊂ T L P , where S 1 (resp. S 2 ) denotes the set of subblocks of length L with first (resp. last) L 1 input symbols belonging to X . Note that E(1) ≥ G is necessary to avoid outage because if E(1) < G, then outage results when the first subblock in a codeword belongs to S 1 . Let the first subblock in a given codeword belong to S 2 . Since the last L 1 symbols (within the first subblock) belong to X , we have
If there is no outage during the reception of the first subblock,
where the last inequality follows from (56). Now let the second subblock belong to S 1 . There is no energy outage during the reception of first L 1 symbols within the second subblock if and only if E(L + 1) ≥ G. However, from (57) and (56) it follows that E(L + 1) < E max /2 < G, and hence outage cannot be avoided in the second subblock. In general, outage results if L satisfies (55) , and any two adjacent subblocks in a codeword belongs to S 2 and S 1 , respectively.
APPENDIX E PROOF OF THEOREM 5
Let X n 1 be a CSCC sequence with subblock length L and composition P. The energy contained in a sliding window of size T is smallest when the window is arranged such that the partially overlapping portions of subblocks contain symbols with low energy. We consider the two cases separately. i) T ≤ L: In this case, the total energy contained in a sliding window of size T in X n 1 is bounded as
Note that L P(x i ) is the number of occurrences of symbol x i in each subblock, and the above expression considers the case where the sliding window partially overlaps with two subblocks such that the overlapping portion contains symbols with minimum energy. Further, one can construct a CSCC sequence X n 1 and choose a starting index t for which the inequality in (58) turns to an equality. Dividing (58) by T , we get (20) with δ T given by (22) . ii) T > L: In this case, the number of subblocks which overlap completely with a sliding window of length T are either q T or q T − 1. When q T subblocks overlap completely with the window, the total energy contained in the window is lower bounded by
while the energy within the window is lower bounded by
when q T − 1 subblocks overlap completely with the window. From (59) and (60), it follows that the total energy in a sliding window is bounded as
Further, one can construct a CSCC sequence X n 1 and choose a starting index t for which the inequality in (61) turns to an equality. Dividing (61) by T , we get (20) with δ T given by (23) .
APPENDIX F PROOF OF COROLLARY 1
The number of zeros in each subblock is (L − l 1 ). Consider a CSCC sequence where the first two subblocks are such that (L − l 1 ) zeros are stacked at the end of the first subblock, and also stacked at the start of the second subblock. For this sequence, the energy per symbol within a sliding window of size 1 ≤ T ≤ 2(L − l 1 ) is zero when the window overlaps with the zeros in the first two subblock.
The average energy per symbol in window of size T = ( j + 2)L − 2l 1 is minimum when the window overlaps completely with j subblocks, while partially overlapping with two subblocks, located at the start and end, respectively, of the window, and where these partially overlapping positions contain only zeros. Hence ξ(C L P ,
APPENDIX G PROOF OF THEOREM 6
We will employ Gallager's definition of a symmetric channel [51] to show that the induced vector channel using CSCC is always symmetric.
Definition 2 [51] : A DMC is symmetric if the set of outputs can be partitioned into subsets in such a way that for each subset the matrix of transition probabilities (using inputs as rows and outputs of the subsets as columns) has the property that each row is a permutation of each other row and each column (if more than 1) is a permutation of each other column. Theorem 10 [51] : For a symmetric discrete memoryless channel, capacity is achieved by using the inputs with equal probability.
We now show that when CSCC is employed on a DMC, the induced vector channel is symmetric, even when the underlying (scalar) DMC is not symmetric. This claim will be proved if we can partition the outputs into subsets such that for each subset the matrix of transition probabilities has the property that each row (column) is a permutation of each other row (column).
If y L 1 ∈ T L Q andỹ L 1 ∈ T L Q for a given composition Q, thenỹ L 1 = π(y L 1 ) for some permutation π. Let T L P be the input alphabet for the induced vector channel using CSCC with subblock-composition P. Then it can be verified that 
For CSCC, from (31) and definition of α, it follows that
Now using (63) and applying Mrs. Gerber's Lemma [45] ,
From (62) and (64) we have C CCC (P) − C L C SCC (P) ≤ h( p 0 γ )−h( p 0 α). We only have to show that h( p 0 γ )− h( p 0 α) < r (L, P) for completing the proof. Towards this we first observe that when 0 < x ≤ 0.5 and 0 < p 0 < 0.5, then p 0 x ≥ x. Next we note that the derivative of h(x) satisfies h (x) = log 1−x x , and hence is a monotonically decreasing function of x for 0 < x ≤ 0.5. Since h(α) = h(γ ) − r (L, P), we have
If we define f (
is monotonically decreasing in x and p 0 x ≥ x. This in turn implies that f (x) is a strictly monotonically decreasing function of x. It follows that f (γ ) < f (α) (since α < γ ) and (65) is satisfied. (b) When γ = P(0) = Pr(X = 0), then for BEC we have C CCC (P) = (1 − )h(γ ). If α is chosen such that h(α) = h(γ ) − r (L, P), then from (31) it follows that H (X L 1 )/L = h(α). Now applying an extension of MGL for binary input symmetric channels [46] , we get H
, and (41) follows from the expressions for C CCC (P) and C L C SCC (P).
APPENDIX I PROOF OF THEOREM 9
As discussed in Sec. IV-C, L uses of the channel for CSCC using subblock-composition P, subblock length L, and codeword length n on DMC W , may be viewed as a single use of a vector channel having input alphabet T L P , output alphabet Y L , length-L product channel W L , and codeword length equal to n/L super-letters. Since rate R for the scalar channel corresponds to rate L R for the vector channel, the random coding bound on the average probability of error for the induced vector channel W L is [51] 
where Gallager's error exponent E r (L R) is given by [51] E r (L R) = max 0≤ρ≤1 max P X L
and the E 0 (ρ, P X L 1 ) term above is equal to − log
For CSCCs, the induced vector channel is symmetric, and hence the maximum is achieved in (67) when the input distribution P X L 1 is uniform [51] , given by
In this case, the error exponent E r (L R) is equal to the exponent of Csiszár and Körner [43] , [55] 
The D(V L ||W L |P L ) term in (70) is equal to
where V i is the marginal distribution of V L corresponding to the i th symbol, and (a) follows from the memoryless property of W and the fact conditioning only reduces entropy. The term I (P L , V L ) in (70) can be bounded as follows,
where (b) follows using (31) , and the fact conditioning only reduces entropy. Let V L denote that V L which achieves the minimum in (70). Using an argument similar to the one above (53) in Appendix C, it can be shown that for 1 < i ≤ L, the marginal distributions, V i , are identically distributed. Because 
where (c) follows from (72), (73), and the fact V i , 1 ≤ i ≤ L are identically distributed. The theorem is proved by applying (74) in (71). 
