By assuming a Boltzmann distribution for the molecular equilibrium between local and bulk environments, a general model is derived for the prediction of coordination numbers and local compositions of square-well and square-shoulder fluids. The model has no empirical parameter fitted from the data of square-well and square-shoulder fluids, but is valid from the low-density limit to the high-density limit. The applicable width of well or shoulder covers the commonly used range varying from 1.0 to 2.0. The model can accurately predict the coordination numbers of pure square-well and square-shoulder fluids, so the equation of state derived from it is superior to other equations of state based on the existing coordination number models. The model also accurately predicts the local compositions of mixtures in wide ranges of density and size ratio ͑1.0-8.0͒, as well as the configuration energy of lattice gases and highly nonideal lattice mixtures. It is remarkable that the model correctly predicts temperature-dependent coordination numbers and local compositions for both equal-and unequal-sized mixtures at close packing, which cannot be predicted by the existing coordination number models. Our derivation demonstrates that the energy parameters in local composition models should represent the potential difference of a molecule between the local and bulk environments, not the pair-interaction potential, and depend on the system conditions and different kinds of pair-interaction parameters. This result is very useful for the development of local composition and activity coefficient models and the mixing rules of equations of state.
I. INTRODUCTION
The concepts of coordination number ͑CN͒ and local composition ͑LC͒ bridge the microscopic structure and macroscopic thermodynamic properties, 1,2 such as configurational energy ͑U conf ͒, PVT ͑pressure-volume-temperature͒ properties, and free energy. Such knowledge is very useful for examining and developing activity coefficient models, equations of state ͑EOS͒, and their mixing rules, [2] [3] [4] [5] [6] [7] [8] [9] [10] especially for highly nonideal or symmetrical mixtures. In the past decades, the studies of model fluids with simple intermolecular potential functions, e.g., square-well ͑SW͒, square-shoulder ͑SS͒, and Sutherland potentials, provide many microscopic insights into real fluids from the molecular level. 11 For example, the SW fluid is of special theoretical importance because its intermolecular interaction consists of both repulsive and attractive forces, and there is a rigorous and simple link between coordination number and the configurational energy per particle, which makes it very convenient to derive an EOS ͑and thus to derive free energy and other macroscopic properties͒ from molecular interaction parameters. It has been proven that some of the theoretical results can be generalized to real fluids. 6 Several equations of state based on the CN models of SW fluid have been extended to real fluids, from simple fluids consisting of small nonpolar molecules to water, hydrocarbon, and other organic compounds, 9, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] and most of them have accuracies close to semiempirical EOS or LC models.
Many CN models have been proposed for SW and SS fluids. 2, 4, 12, 13, [15] [16] [17] [22] [23] [24] [25] [26] [27] [28] [29] Most of them are semiempirical with parameters fitted from simulated data, so they usually have good accuracy in their own applicable ranges, typically around = 1.5. Only the models of Heyes, 11 Heyes and Aston, 24 and Largo and Solana 28 are suitable for pure SW or SS fluids in the range = 1.0-2.0, where the last model is not extended to mixtures. The other models usually give a relatively large average deviation ͑about 20%͒ for the SW and SS fluids when 1.5. So far, we have not found a CN model for SW and SS fluids that meets all of the following requirements: ͑1͒ the boundary condition at the low-density limit; ͑2͒ the boundary condition at the high-density limit; ͑3͒ an EOS with a close form that can be analytically derived from the model; ͑4͒ having no empirical parameters; and ͑5͒ valid for a variable width of well or shoulder ͑especially for = 1.0-2.0͒. For example, some models cannot satisfy the low and/or the density limit conditions for pure fluids, and the models for mixtures cannot satisfy the high-density limit condition, as shown in Table I , so they cannot give a reasonable prediction of LC or the species-species CN at close packing. In addition, the models of Lee and Chao 2 and Guo et al. 23 cannot give an analytical EOS for mixtures, although they are accurate around = 1.5. The model of Yu and Chen 16 is good for pure fluids around = 1.5, but not convergent for unequal-sized mixtures at high densities due to its use of the ij function. Different from the past work, we derive the CN model from the molecular equilibrium between the local and bulk environments so that the model can satisfy the five conditions mentioned above.
II. THEORETICAL BASIS
Suppose a system of C components, where the vacancy ͑or hole͒ is also regarded as a component. At one instant, a molecule i is assumed to be located at site A, and a molecule j is located at site B in the first coordination shell of molecule i. The two molecules interact with each other by a potential u ij =−⑀ ij , where ⑀ ij is assumed to be independent of the various rotations and vibrations inside the molecules, and ⑀ ij =0 if i or j is a vacancy. At other times, site B can be occupied by all the other molecules than i itself. The average potential of molecule i at A interacting with the molecules appearing at B is −͚ k ⑀ ik k , where k is the probability of a molecule of type k appearing at B. Actually, any molecule of type i in the bulk environment interacts with the molecules at one of its nearest sites with the same average potential. Details for the two states mentioned above are summarized as follows.
For simplicity, we assume that the probabilities of all molecules appearing at locations other than B in the first coordination shell of molecule i do not differ significantly from the probabilities of appearing in the bulk environment. This assumption has been proven to be reasonable. 30 Therefore, we can neglect the related influence on the local density of molecule i near molecule j͑ ij ͒. At equilibrium, we assume a Boltzmann distribution for the relationship between the local and average ͑bulk͒ densities of molecule i:
where N i and i are the number and density of type i molecules, respectively; V is the volume of the system; and g ij ͑r͒ is the radial distribution function ͑RDF͒ of i around j. For a system consisting of equal-sized molecules, the probability ik is proportional to x k ͑the fraction of component k͒ if the calculation of x k includes vacancy; otherwise, one can use the surface-area fraction or volume fraction of component k to represent ik , just like the universal quasichemical 31 ͑UNI-QUAC͒ and universal quasichemical functional-group activity coefficient 32 ͑UNIFAC͒ models do. Specifically, if the system of interest consists of hard spheres, the local density ij can be expressed in terms of hard-sphere RDF ͓g 0,ij ͑r͔͒, i.e., ij = i g 0,ij ͑r͒. In many model systems, the molecular interaction includes both hard-core Note: "Yes" means that the limit condition is satisfied; "No" has the opposite meaning. I: ␣ = 2; II: ␣ =1/͑1−V 0,m / V͒; blank means that the model is developed for pure systems. For N ij of equal-sized mixtures at the highdensity limit, the conclusion "Yes" or "No" can be made from such facts: ͑1͒ N ij depends on temperature and molecular interactions; ͑2͒ the local composition also depends on temperature and molecular interactions if the interchange energy is not equal to zero; ͑3͒ because of the competition between different types of cells, the ratio of local compositions in a type j cell, ͑repulsive͒ potential and soft potential, e.g., SW, SS, and Sutherland potentials. In these cases, the pair interaction can also be expressed as a sum of the two parts, so the total RDF can be expressed as the product of the contributions of the two parts, i.e.,
͑3͒
Similar forms of g ij ͑r͒ have been used in some statistical mechanics theories. 33, 34 The results above can be used to develop CN and LC models and EOS of SW or SS fluids.
III. COORDINATION NUMBER MODEL
For SW or SS fluids, coordination number is defined as
where N ij denotes the number of molecules of type i around a molecule j, is the width of the well or shoulder, and ij stands for the contact distance of molecules i and j. Introducing Eq. ͑3͒ into Eq. ͑4͒ yields
ͪ.
͑6͒
In this work, the probability k in ⌬u ij is expressed in terms of volume fraction:
where V 0,kk is the volume of component k at close packing, N is the total number of molecules in the system, and ͱ 2␤ is the reduced density of a mixture at close packing, where ␤ accounts for the size effect on the reduced density, so ␤ =1 for a pure system. For binary systems, we use the ␤ function of Cao and Wang 25 because of its simplicity and reasonable accuracy:
where d 21 = 22 / 11 , and 2 is the larger molecule. Using Eq. ͑7͒ in Eqs. ͑2͒ and ͑5͒ gives
Note that ⑀ ij here stands for the well depth or shoulder height. In order to compare with some published CN models, it is necessary to transform Eq. ͑10͒. For example, by using
Eq. ͑10͒ becomes
͑12͒
Generally, the first term in the exponent represents the effect of intermolecular competition on N ij , which is insignificant at low densities, but becomes more and more important as density increases, so it cannot be neglected at high densities; while the second term in the exponent is most important at low densities, but becomes smaller and smaller as density increases, so as to vanish at the high-density limit if all the ik 's are equal. Specifically, if all the ⑀ ij 's are close to each other, the first term in the exponent of Eq. ͑12͒ will be close to zero, then Eq. ͑12͒ will reduce to
If we take I 0,ij = ͑ 3 −1͒ /3 or ͑ 3 −1͒͑1 + 0.2 * ͒ / 3, the resulting equation will be very similar to the model of Guo et al. 23 ͑GWLI͒ or Cao and Wang.
25 Some other models 13,27 also have similar exponential terms to that of Eq. ͑13͒. Such models are generally valid except for the case where the density is high and the ⑀ ij 's are not close to each other, but this case can be predicted well by Eq. ͑10͒.
For equal-sized mixtures, a CN model can be constrained by the maximum coordination number of a central molecule j ͑Z Mj ͒ at the same temperature and composition ͑i.e., the coordination number at close packing͒:
where 0 refers to vacancy. As a reasonable approximation, Eq. ͑14͒ can also be applied to unequal-sized mixtures. For example, we can use Eq. ͑14͒ to normalize Eq. ͑10͒. In this normalization, we assume ͚ k=0 x k kj 3 = ͱ 2␤ and all the I 0,kj 's ͑k =0,1,2, ... ,C −1͒ are equal. This yields
͑16͒
Equation ͑15͒ gives temperature-dependent N ij 's and LC for both equal-and unequal-sized mixtures. The CN models of Lee and Chao, 2 Guo et al., 23 Lee and Sandler, 13 and Kim and Kim 27 can be regarded as different approximations of Eq. ͑15͒. Besides, the CN models of Lee et al. 22 and Wang 29 can also be derived from Eq. ͑15͒ by a simple approximation.
For pure fluids, Eq. ͑15͒ reduces to a popular CN model of Lee and Sandler:
which satisfies both the low-and high-density limit conditions. Since Eq. ͑15͒ cannot give an analytical EOS in close form, it is necessary to make a simple transformation:
We found that the errors resulting from the approximations cancel very well, so that the net average deviation of N ij 's is less than 0.3% for pure fluids and around 1% for mixtures. The transformation above gives
where ⌬u ij and ⌬u kj are defined by Eq. ͑9͒. So far, there is no general and accurate I 0,ij expression to determine Z Mj . Nevertheless, we found that the I 0 ͑ * ͒ expression of pure systems ͑Appendix A͒ is a reasonable approximation of I 0,ij ͑ * ͒, considering it allows Eq. ͑19͒ to accurately predict LC and reasonably predict CN and PVT properties of mixtures in a wide range of density and size ratio. In this way, we have Z Mj =4 ͱ 2␤I 0 ͑ * ͒, where * = ͚ i x i ii 3 . This approximation yields
For pure components, Eq. ͑20͒ reduces to
͑21͒
According to statistical mechanics, ␣ → 1 when 3 → 0, and ␣ → 0 when 3 → ͱ 2 ͑the maximum reduced density of the pure component͒. That is, N C at close packing should be independent of temperature and molecular interaction energy. The ␣ function in Eq. ͑21͒ satisfies both of the low-and high-density limit conditions. Figure 1 shows the ␣ functions of Eq. ͑21͒ and that of Lee and Chao 2 regressed from extensive simulated coordination numbers.
Besides the exponential term, an accurate I 0 expression is also necessary for improving the CN prediction of pure systems. For example, we found that the I 0 at the low-density limit ͓i.e., I 0 = ͑ 3 −1͒ /3͔ is too small when Ͻ1.5. Generally, the I 0 expressions presented in statistical mechanics theories are either too complex or inaccurate. [35] [36] [37] [38] The empirical I 0 expressions in several CN models 2, 11, [23] [24] [25] determined from simulated CN data of SW and SS fluids are notably different from Eq. ͑6͒, which is defined by statistical mechanics. In this work, we determine a new and accurate I 0 expression from recent molecular simulation results 28 of g 0 ͑r͒ ͑Appendix A͒.
IV. LOCAL COMPOSITION MODEL
Local compositions can be directly calculated from coordination numbers according to
where x ij is the local mole fraction of i around j. This relation suggests that x ij is determined by the ratios of coordination numbers, rather than by their absolute values. Therefore, if the ratios of CN are well expressed in a CN model, the corresponding LC may be better predicted than the CN. Equation ͑20͒ is just such an example, as will be shown in the latter part. From Eq. ͑5͒ or Eqs. ͑9͒ and ͑10͒, we have
plus Eq. ͑9͒ yields Note that the ␣ function of Lee and Chao ͑Ref. 2͒ does not satisfy the high-density limit condition ͑␣ → 0 as
where 30 The improved local composition two-liquid ͑LCTL͒ model 45 qualitatively agrees with Eq. ͑25͒ at high densities. Unlike most of the previous LC models, Eq. ͑25͒ reveals the dependence of LC on temperature and molecular interactions of mixtures in a wide range of density, including both the low-and high-density limits. Additionally, because of the competition between different types of cells, x ij / x jj is not only a function of ⑀ ij and ⑀ jj , but is also related to other types of pair-interaction energy, as was demonstrated by the Monte Carlo ͑MC͒ simulation. 45, 46 This property is naturally characterized by Eq. ͑25͒, but not by the previous CN models or most of the existing LC models.
Lee et al. 22 gave a different high-density limit for the LC ratio of equal-sized mixtures:
This should be inapplicable when the exchange energy ⌬⑀ 12 0, as indicated by Eq. ͑26͒, the quasichemical theory, and the LC model of Aranovich and Donohue ͑AD͒. 8, 30, 47 We found that this conclusion is strongly supported by extensive LC or CN data obtained from MC and molecular-dynamics ͑MD͒ simulations. Lee et al. 22 also observed from their own simulated LC data of equal-sized mixtures ͑ * = 0.1-0.7͒ that the nonrandom factors x 1 x 21 / x 2 x 11 and x 2 x 12 / x 1 x 22 approach unity at high densities, so they thought that the LC effects due to attractive forces are most important at low densities and are unimportant at high densities. However, we found that the density interval ͑ * = 0.1-0.7͒ covered by the data of Lee et al. 22 is far from the high-density limit ͑ * = ͱ 2͒, so the data are insufficient to support the viewpoint above. According to Eqs. ͑25͒ and ͑9͒, whether the LC effects in mixtures due to attractive forces are important at high densities is determined by the difference between the pair interactions, as demonstrated by the AD model ͑which agrees very well with the computer simulation results of lattice systems 8, 30, 47 ͒. The LC trend varying with density observed by Lee et al. 22 is correct for pure fluids, but in the equal-sized mixtures it only occurs when the ⑀ ij 's are close to each other, or ⌬⑀ ij → 0, as was demonstrated by Wong and Johnston 45 and Yan et al. 48 ͑Fig. 2͒, so it cannot be extended to highly nonideal systems.
At the low-density limit ͑ 3 → 0͒, Eq. ͑25͒ reduces to the famous LC model of Wilson 44 x ij x jj = x i ij
͑27͒
Many practical LC models are based on this model. [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] However, the LC given by this model are no longer correct when 3 is far from zero. 1, 45, 46, 59, 60 According to Eq. ͑23͒ or ͑25͒, the energy parameters ͑typically g ij 's͒ in the LC models should represent the difference between the potentials of a molecule in the local and bulk environments, not the pair-interaction potentials ͑⑀ ij 's͒, and should be functions of the system conditions ͑PVTx͒ and more than one kind of pair-interaction parameters. However, many LC models ͓such as the Wilson and nonrandom twoliquid ͑NRTL͒ models and many of their modified or extended versions͔ cannot satisfy these requirements. This may be the principal reason why many LC models cannot give reasonable LC at high densities. The very weak volume dependence of the exponential term exp͑−␣⌫ ij / kT͒ in the model of Hu et al. 4 is actually an indirect indication of the difference in molecular potentials ͑⌬u ij ͒. Juliá et al. 61 concluded that the NRTL parameters obtained by direct correlation have no direct physical meaning and cannot be considered as a measure of pair-interaction energy. They found that ͑1͒ the parameters correlated from ternary liquid-liquid equilibrium data do not only strongly depend on the third component, but also on the number and compositions of the data, so they cannot be used to predict the behavior of a different mixture. ͑2͒ The parameters correlated at different temperatures do not show coherent behavior, and thus cannot be used for the mixture at another very different temperature. The Wilson-type LC models also have similar phenomena. 45 These phenomena, to a large extent, can be explained with Eq. ͑25͒ by considering the correspondence between ␣ ij g ij ͑or g ij ͒ and ⌬u ij and the dependence of ⌬u ij on the external conditions of the system and different kinds of pairinteraction parameters. For equal-sized systems at close packing, ␤ =1, ij = ii = jj , I 0,ij = I 0,ji = I 0,ii = I 0,jj = I 0 . Accordingly, Eq. ͑23͒ degenerates into
where
is also valid for lattice systems. For a binary lattice, Eq. ͑28͒ gives
is just the LC expression of the AD model. 30 If this equation is used to derive the excess thermodynamic properties of binary lattice mixtures, the results will rigorously depend only on ⌬⑀ ij , which is consistent with the well-known proof for binary lattice mixtures. 62, 63 Evidently, when ⌬⑀ ij =0, x ij = x i . That is, the local composition equals the bulk composition ͑i.e., the average composition͒. This result stands for a subtle concentration equilibrium phenomenon caused by the competition of intermolecular forces and is also supported by computer simulation. 45, 48 Such a limiting result can also be predicted by some LC models based on the quasichemical theory 4, 42, 64, 65 and the nonrandom factor expressions of Yan et al., 48 but not by the existing CN models or many other LC models, e.g., Wilson, NRTL, UNI-QUAC, and nonrandom surface fraction 66 ͑NRSF͒. From Eq. ͑28͒, it is easy to derive the x ij expression of the AD model for multicomponent lattice systems:
͑32͒
Equations ͑31͒ and ͑32͒ and their extension have proven to be markedly superior to many existing LC models for lattice 
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gases, lattice mixtures, and many real high-density systems, e.g., complex organic systems and aqueous systems. 8, 10 However, it should be pointed out that ͑1͒ the AD model is developed for predicting LC, so it cannot be used to predict CN or PVT properties. ͑2͒ The AD model was based on lattice systems, so it did not take into account the volume dependence of LC ͑except for lattice gases͒ and cannot be directly applied to nonlattice systems. On the contrary, the model in this work is derived on a general basis, which simultaneously takes into account the effects of temperature, volume, composition, and molecular interaction parameters, so it can be used to predict CN, LC, PVT, and many other thermodynamic properties at different PVTx conditions and pair parameter values.
V. EQUATION OF STATE
According to the generalized van der Waals theory, 1,67 a CN model can be used to derive an equation of state:
where V f is the free volume, P hs stands for the pressure resulting from the hard-sphere potential, and ⌽ represents the mean configurational energy per molecule. For mixtures, the hard-sphere term is represented with the equation of Boublik;
68 for pure fluids, it is calculated with the equation of Khoshkbarchi and Vera: 
where Z hs is the hard-sphere compressibility factor. This equation is not only simple and accurate, but also satisfies the high-density limit condition ͑P hs → ϱ as 3 → ͱ 2͒. The complete EOS derived from Eqs. ͑20͒ and ͑21͒ are given in Appendix B.
VI. COMPARISONS WITH THE RESULTS OF MOLECULAR SIMULATION
A. Pure systems
Coordination numbers
The new CN model, Eq. ͑21͒, plus the previous semiempirical models 2, 11, 16, 17, [23] [24] [25] [26] 28 in Appendix C are tested against the simulated coordination numbers of pure SW and SS fluids. The CN data of the SS fluid are taken from Heyes 11 and Heyes and Aston, 24 and those of the SW fluid are from Lee et al., 12 Lee and Chao, 2 Guo et al., 70 Heyes, 11 Heyes and Aston, 24 Cao and Wang, 25 and Largo and Solana. 28 Table II gives the total absolute average deviation ͑AAD͒ of each model. Figure 3 roughly represents the relative accuracy of the models.
It should be noted that the model of Largo and Solana 28 uses an unphysical empirical expression for the maximum reduced density: max * = 3 + ͑ ͱ 2− 3 ͒ / 3 , which should be ͱ 2 theoretically. If max * = ͱ 2 is used in the Largo-Solana model, 28 the overall AADs will rise up to 13.825% and 11.989% for the SS and SW fluids, respectively, while our model has the AADs of only 7.045% and 6.960%, respectively. included in this comparison, because it uses the integral ͑I 0 ͒ of the RDF by Chang and Sandler, 36 which is too complex to give a compact EOS for practical purposes. 18 The PVT data of the SS fluid for comparison are taken from Heyes 11,71 and Heyes and Aston, 24 and those of the SW fluid are from Alder et al., 72 Rosenfeld and Thieberger, 73 Henderson et al., 74, 75 Guo et al., 70 De Lonngi et al., 76 Heyes, 11,71 and Heyes and Aston. 24 Figure 4 shows some typical predictions for SS and SW fluids.
PVT properties

B. Mixtures
Coordination numbers and compressibility factors
There are many simulated CN and PVT data for the SW mixtures with = 1.5 in the literature, 2, 13, 14, 22, 25, 70, [77] [78] [79] where the maximum reduced density is up to 1.1. We have not found CN and PVT data for mixtures with 1.5. The data above are used to compare Eq. ͑20͒ and the previous CN models for mixtures ͑Appendix C͒. The EOS derived from Eq. ͑20͒ is presented in Appendix B and those derived from the previous CN models are available in literature. 13, 16, 27, 80 Note that the model of Yu and Chen 16 shows divergency at high densities when 22 / 11 1. Table IV gives the AADs of the CN and PVT predictions.
Local compositions
According to Eq. ͑22͒, a CN model can also be used to predict the LC of mixtures. In order to test the performance of CN models in LC prediction, we derive the LC data from the CN data mentioned above. The deviations of the LC predictions are given in Table V. Figure 5 is a typical example of the comparison.
For reduced densities larger than 1.1, no CN or LC data are available for the model comparison. Therefore, we need another way to carry out the comparison at high densities. The work of Aranovich and Donohue 30 and Wu et al. 8 demonstrated that the ratio U conf / U conf,mf of lattice systems can serve as a rigorous test of LC models, where
"mf" denotes the results of the mean-field theory. A preliminary comparison is given in Fig. 6 , which shows that the U conf / U conf,mf values of lattice gases and highly nonideal lattice mixtures are predicted very well by Eq. ͑31͒. Note that several previous models predict the same results as the mean-field theory, as shown by the horizontal line of U conf / U conf,mf = 1. That is, these models cannot predict the difference between the local and bulk compositions. In addition, some curves are partially or completely below the horizontal line. This suggests that the corresponding local compositions of these portions are qualitatively incorrect. The comparison here did not include the UNIQUAC, BornGreen-Yvon ͑BGY͒, 81 and NRSF ͑Ref. 66͒ models, because a systematic comparison of these models with the AD model has been made by Aranovich suggests that our CN model should be very promising in the thermodynamic correlation and prediction of real systems.
It is interesting that a simple CN model like Eq. ͑25͒ can well predict the local compositions of so many mixtures, although it does not contain the contribution of I 0,ij . This suggests that ͑i͒ the exponential term in Eq. ͑25͒ is reasonable in theory and ͑ii͒ is probably the most important factor for usual LC prediction, and an accurate representation of I 0,ij seems much less important than that of the exponential term. This indicates that our approximation I 0,ij I 0,ji / I 0,ii I 0,jj = 1 is generally reasonable. These results are important for the improvement of mixture EOS and activity coefficient models.
VII. CONCLUSIONS
Using the assumption of the molecular equilibrium between the local and bulk environments, we are able to derive a general coordination number model for square-well and square-shoulder systems with variable well or shoulder width ͑from 1.0 to 2.0͒. This model is valid from the low-density limit to the high-density limit for either pure systems or mixtures. It accurately predicts the coordination numbers and compressibility factors of pure fluids, the local compositions of mixtures in a wide range, and the configurational energy of lattice mixtures. For the coordination numbers and compressibility factors of mixtures, the new model also has similar accuracy to those of the semiempirical models. This is remarkable considering the model is derived on molecular basis and has no empirical parameter fitted from the data of square-well or square-shoulder fluids. The new model predicts temperature-dependent coordination numbers and local compositions for mixtures at close packing, where the x ij / x jj expression includes not only ⑀ ij and ⑀ jj , but also other types of pair-interaction energies. This cannot be done with the existing coordination number models or most local composition models. We found that the energy parameters in local composition models should represent the difference between the potentials of a molecule in local and bulk environments, not the pair-interaction potential. These results can serve as useful bases for better CN and LC models and EOS. where the C ki 's are given in Table VI . This g 0 ͑r͒ can well reproduce the molecular simulation results ͑r / ഛ 2͒ of Largo and Solana. 87 The maximum deviation is less than 1.65% and the average deviation is less than 0.14%. The g 0 ͑r͒ reproduces the molecular simulation results ͑r / ഛ 2͒ of Bakker and Henderson 88 and those recommended by Nezbeda et al. 89 within 1.99% and 3.15%, respectively, and the average deviations are less than 0.59% and 0.54%, respectively. Our g 0 ͑r͒ is much simpler than that of Largo and Solana, 37 which has 145 constants fitted from the PercusYevick solution given by Chang and Sandler. 36 
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