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Abstract














where = n =(s1; s2; : : : ; sn) is a given sequence of nonnegative integers, are considered. A such quadrature formula has
maximum degree of exactness dmax = 2
∑n




(t − )2s+1tk d(t)= 0; k =0; 1; : : : ; n− 1:
The proof of the uniqueness of the extremal nodes 1; 2; : : : ; n was given 2rst by Ghizzetti and Ossicini (Rend. Mat. 6(8)
(1975) 1–15). Here, an alternative simple proof of the existence and the uniqueness of such quadrature formulas is pre-
sented. In a study of the error term R(f), an in?uence function is introduced, its relevant properties are investigated, and in
certain classes of functions the error estimate is given. A numerically stable iterative procedure, with quadratic convergence,
for determining the nodes ; =1; 2; : : : ; n, which are the zeros of the corresponding -orthogonal polynomial, is pre-
sented. Finally, in order to show a numerical eAciency of the proposed procedure, a few numerical examples are included.
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1. Introduction and preliminaries







Ai;f(i)() + R(f); (1.1)
where Ai;=A
(n; s)
i;  ; = 
(n; s)
 (i=0; 1; : : : ; 2s; =1; : : : ; n), which is exact for all algebraic polynomials
of degree at most 2(s + 1)n − 1, was considered 2rstly by P. Tur*an (see [25]), in the case when
d(t)= dt on [−1; 1]. The case with a weight function d(t)=w(t) dt on [a; b] has been investigated
by Italian mathematicians Ossicini, Ghizzetti, Guerra, Rosati, and also by Chakalov, Stroud, Stancu,
Ionescu, Pavel, etc. (see [17] for references).
The nodes  in (1.1) must be zeros of a (monic) polynomial n(t) which minimizes the following
integral




where n(t)= tn + an−1tn−1 + · · ·+ a1t + a0. In order to minimize  we must have∫
R
n(t)2s+1tk d(t)= 0; k =0; 1; : : : ; n− 1: (1.2)
Such polynomials n(t), which satisfy this new type of orthogonality called “power orthogonality”
are known as s-orthogonal (or s-self associated) polynomials with respect to the measure d(t).
For s=0 we have the standard case of orthogonal polynomials.
An iterative (unstable) process for computing the coeAcients of s-orthogonal polynomials in a
special case, when the interval [a; b] is symmetric with respect to the origin and the weight function
w is an even function, was proposed by Vincenti [26].
Milovanovi*c [15] (see also [7,16,17]) gave a stable procedure for numerical construction of
s-orthogonal polynomials with respect to d(t) on R, taking advantage of the following interpretation
of the “orthogonality conditions” (1.2):∫
R




 d(t)= 0; =0; 1; : : : ; k − 1;
where {s;nk }k∈N0 is a sequence of monic orthogonal polynomials with respect to the new nonnegative
measure
d(t)= ds;n(t)= (n(t))2s d(t):
Thus, we can conclude that such a sequence of polynomials {s;nk }k∈N0 exists. Since the measure
d(t) involves the unknown n(t), these polynomials are implicitly de2ned (see Engels [4, pp. 214–
226]). Of course, we are interested only in n(·)= s;nn (·). The polynomials s;nk (·)= k(·); k =0; 1; : : : ;
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satisfy a three-term recurrence relation
k+1(t)= (t − k)k(t)− kk−1(t); k =0; 1; : : : ;
−1(t)= 0; 0(t)= 1




(k ∈N0); k = (k; k)(k−1; k−1) (k ∈N); (1.3)
where (f; g)=
∫
R f(t)g(t) d(t). By convention, 0 =
∫
R d(t).
Using (1.3) we can form a system of nonlinear equations in unknown recurrence coeAcients, and
then apply Newton–KantoroviPc method to solve it (see [15,7]). The convergence is quadratic.
In this paper, we consider the -orthogonal polynomials as a generalization of the s-orthogonal
polynomials. The paper is organized as follows. In Section 2, we give an interpretation of -
polynomials and their connection with quadratures with multiple nodes. In Section 3, a proof of
the existence and the uniqueness of Chakalov–Popoviciu quadrature formulas is given. In Section
4, an in?uence function is introduced, its relevant properties are investigated, and in certain classes
of functions the error estimate is given. Section 5 is devoted to a simple and numerically stable
iterative method with quadratic convergence for constructing s- and -orthogonal polynomials and
their zeros. Finally, in order to illustrate the eAciency of our method we give a few numerical
examples in Section 5.
2. -orthogonal polynomials
Take now a sequence of nonnegative integers =(s1; s2; : : :). For any n∈N we denote the corre-
sponding 2nite sequence (s1; s2; : : : ; sn) by n and consider a generalization of Gauss–Tur*an quadrature







Ai;f(i)() + R(f); (2.1)
where Ai;=A
(n;)
i;  ; = 
(n;)
 (i=0; 1; : : : ; 2s; =1; : : : ; n). Such formulas were derived independently
by Chakalov [2,3] and Popoviciu [22]. A deep theoretical progress in this subject was made by Stancu
(see [24] and references in it).
In this case, it is important to assume that the nodes (= 
(n;)
 ) are ordered, say
1¡2¡ · · ·¡n;  ∈ supp(d); (2.2)
with odd multiplicities 2s1 + 1; 2s2 + 1; : : : ; 2sn + 1, respectively, in order to have uniqueness of
Chakalov–Popoviciu quadrature formula (2.1) (cf. Karlin and Pinkus [13]). Then this quadrature
formula has the maximum degree of exactness dmax = 2
∑n




(t − )2s+1tk d(t)= 0; k =0; 1; : : : ; n− 1: (2.3)
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The last orthogonality conditions correspond to (1.2). The existence of such quadrature rules was
proved by Chakalov [2], Popoviciu [22], Morelli and Verna [20], and existence and uniqueness
subject to (2.2) by Ghizzetti and Ossicini [9].










(t − (n;) )2s+1 d(t)= 0; k =0; 1; : : : ; n− 1:
These polynomials are called -orthogonal polynomials and they correspond to the sequence
=(s1; s2; : : :). We will often write simple  or 
(n)
 instead of 
(n;)
 . If we have =(s; s; : : :),
the above polynomials reduce to the s-orthogonal polynomials.
The approach given in the previous section can be extended to the -orthogonal polynomi-
als (see [12]), providing an algorithm for constructing such polynomials. For a given sequence
n=(s1; s2; : : : ; sn), the “orthogonality conditions” (2.3) are interpreted as∫
R
(n)k;(t)t





(t − (n;) ) and d(t)=
n∏
=1
(t − (n;) )2s d(t):
Thus, {(n)k;} is a sequence of standard orthogonal polynomials with respect to the measure d(t) and
(n)n; is the desired -orthogonal polynomial n;. Unfortunately, the Newton–KantoroviPc method for
solving the corresponding system of nonlinear equations cannot be applied in this case as in [15].
Therefore in [12], it was replaced by a version of the secant method. The speed of convergence was
superlinear. In Section 5, we give an alternative approach with quadratic convergence.
Remark 2.1. A stable numerical procedure for calculating the coeAcients Ai; in (1.1) was recently
given by Gautschi and Milovanovi*c [7]. Some alternative methods were proposed by Stroud and
Stancu [24], Golub and Kautsky [10], and Milovanovi*c and Spalevi*c [18] (see also [23]). A gener-
alization of methods from [7,18] to the general case when s ∈N0; =1; : : : ; n, was derived recently
by Milovanovi*c and Spalevi*c [19].
3. A proof of the existence and the uniqueness of (2:1)
Let [a; b] be the support of the nonnegative measure d(t)=w(t) dt, where w(t) is the weight







Ai;f(i)() + R(f); (3.1)
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 ∈ (a; b), with R(f;w(t) dt)= 0 for all f∈P2(∑n=1 s+n)−1. With Pk we denoted the set of all
polynomials of degree at most k; k ∈N0.
By using some results, which have been given by Ghizzetti and Ossicini [8], we will give an
alternative proof of the existence and the uniqueness of the formula (3.1). The 2rst proof of such
kind was done in [9].
De2ne the generalized Gauss problem (see [8, pp. 41–43]). For all notions and notations we refer
to [8].







Ai;f(i)() + R(f); [E(f)= 0⇒ R(f)= 0];
where E is the linear diRerential operator of order N (see [8]). The question is whether, having
2xed nonnegative integers p(p6N − 1); =1; : : : ; n; with (∃=1; : : : ; n)p¿ 1, it is possible to
make use of the arbitrary nature of these parameters to drop from the formula the values f(i)()
of the derivatives of order higher than N − p − 1; =1; : : : ; n, that is whether there can exist a







Ai;f(i)() + R(f); (3.2)
such that E(f)= 0 ⇒ R(f)= 0. The answer give the following theorem, whose the proof can be
done in similar way as one of Theorem 2:5:I in [8] (see also Problem 2 in [8, p. 45]).
Theorem 3.1. Given the nodes 1; : : : ; n; which satis=es
a6 1¡2¡ · · ·¡n6 b; (3.3)
the linear di>erential operator E of order N and nonnegative integers p(p6N −1); =1; : : : ; n;
with (∃=1; : : : ; n)p¿ 1; consider the homogeneous boundary di>erential problem
E(f)= 0; f(i)()= 0; i=0; 1; : : : ; N − p − 1; =1; : : : ; n: (3.4)
If this problem has no nontrivial solutions (whence N6 nN −∑n=1 p) it is possible to write
a quadrature formula of the type (3:2) in ∞nN−
∑n
=1 p−N di>erent ways. If on the other hand
the problem (3:4) has q(¿ 1) linearly independent solutions Uj(t) (j=1; : : : ; q); with N − nN +∑n
=1 p6 q6p for all =1; : : : ; n; then the formula (3:2) may apply only if the q conditions∫ b
a
w(t)Uj(t) dt=0; j=1; : : : ; q;
are satis=ed; if so there are ∞nN−
∑n
=1 p−N+q possible formulae of form (3:2).
Consider (3.1), with the conditions (3.3) for ; =1; : : : ; n, for which R(f)= 0 for all f∈PN−1,
where N =2(
∑n
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(t − )2s+1; k =0; 1; : : : ; n− 1:





(t − )2s+1 dt=0; k =0; 1; : : : ; n− 1
and this shows that the nodes  must coincide with the zeros of the polynomial n;(t) of the
-orthogonal system relative to the measure w(t) dt.
With such a choice of the nodes the formula (3.1) is unique since, by the notation of Theorem
3.1, we have that nN −∑n=1 p−N +q, which in our case is nN −∑n=1 (N −2s−1)−N +n=0.
4. The bounding formulas of the remainder in Chakalov–Popoviciu quadratures
Concerning the assumptions on w(t); f(t) for the validity of (3.1) we have the following theorem:
Theorem 4.1. Formula (3:1) is valid under the following hypotheses:
(a) w(t)∈L[a; b]; f(t)∈ACN−1[a; b]; if a; b are =nite;
(b) tNw(t)∈L[a;∞); f(t)∈ACN−1loc [a;∞); f(N )(t)
∫∞
t #
N−1w(#) d#∈L[a;∞); if a is =nite; b=∞;
(c) tNw(t)∈L(−∞;∞); f(t)∈ACN−1loc (−∞;∞); f(N )(t)
∫ t
−∞ #
N−1w(#) d#∈L(−∞; 0], f(N )(t)∫∞
t #
N−1w(#) d#∈L[0;∞); if a=−∞; b=∞.
The proof is the same as one of Theorem 4:13:I in [8, pp. 132–133] and will be omitted.





(t)f(N )(t) dt; (4.1)
where the in?uence-function (t) is expressed by
(t)=’i(t) for  ¡ t¡+1; =0; 1; : : : ; n; 0 = a; n+1 = b (4.2)
and the functions ’(t), integrals of the diRerential equation ’(N )(t)=w(t) (since N is even), are









(−1)iAi; jvi(t; j); =0; 1 : : : ; n; (4.3)





w(#)v0(t; #) d#: (4.4)
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Without loss of generality, let us consider the case: s1¡s2¡ · · ·¡sn, i.e.,
N − 2s1 − 2¿N − 2s2 − 2¿ · · ·¿N − 2sn − 2:
From (4.2) and (4.3) it follows, diRerentiating k times (with 06 k6N − 1):










(−1)iAi; jvi+k(t; j) (4.6(1))















(−1)iAi; jvi+k(t; j) (4:6(+ 2–‘))
for N − 2s‘ − 16 k6N − 2s‘−1 − 2, where we put s0 =− 12 .




w(#)vk(t; #) d#; t ∈ (n; b): (4.7)
Now, we can conclude that
(k)(a)= 0; (k)(b)= 0; k =0; 1; : : : ; N − 1 (4.8)
and that the functions (t); ′(t); : : : ; (N−2sn−2)(t) are continuous in [a; b], while (N−2sn−1)(t); : : : ;
(N−1)(t) have discontinuities of 2rst kind at the points 1; 2; : : : ; n.
From (4:6(1))–(4:6(+ 1)) we conclude
(k)(t)¿ 0 for t ∈ (a; 1); k =0; 1; : : : ; N − 1: (4.9)
From (4.7) we conclude
(−1)k(k)(t)¿ 0 for t ∈ (n; b); k =0; 1; : : : ; N − 1: (4.10)
Therefore, (t)¿ 0 on (a; 1) and (n; b).
The same conclusions can be derived for an arbitrary case =(s1; s2; : : : ; sn); s ∈N0(=1; : : : ; n).
So, we have just proved that the in?uence function (t) de2ned by (4.2) (together with (4.3) and
(4.4)) belongs to the class CN−2sk−2[a; b], where N − 2sk − 2=min166n (N − 2s − 2).
Let the weight function w(t) be not identically zero in any interval contained in [a; b]. Using
only Rolle theorem, we will give a direct proof of the positivity of the in?uence function on (a; b).
Otherwise, if we identify the function (t) as a monospline, then the property (t)¿ 0 on (a; b)
is just a corollary from the Micchelli estimate [14] of the number of zeros for monosplines with
multiplicities (cf. Braess [1, p. 241]).
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We show that (N−2s‘−2)(t) (‘=1; : : : ; n) has at most 2s‘+2 zeros in each interval [; +1]; =
1; : : : ; n−1. In fact, should it have 2s‘+3 of them, for the Rolle theorem, (N−2s‘−1)(t) would have
at least 2s‘ +2 zeros inside [; +1]; (N−2s‘)(t) would have at least 2s‘ +1 zeros and so on, until
we may conclude that (N−1)(t) would have at least two zeros inside [; +1]. But this is absurd








and this function is increasing (for the hypothesis on w(t)).
(a) Firstly, consider the case
(s16 s26 · · ·6 sk) ∧ (sk¿ sk+1¿ · · ·¿ sn); k =1; : : : ; n; (4.11)
i.e., (N −2s1−2¿ · · ·¿N −2sk −2)∧ (N −2sk −26 · · ·6N −2sn−2), where k =1; : : : ; n. Since
N − 2sk − 2=min166n (N − 2s − 2), consider the function (N−2sk−2)(t), which is continuous in
[a; b].
The function (N−2s1−2)(t) is continuous in [a; 2], does not vanish in (a; 1], and has at most
2s1 + 2 zeros in [1; 2]. Further, (N−2s−2)(t) (26 6 k) is continuous in [a; 2], does not vanish
in (a; 1], and let it have 1 zeros in (a; 2]. Applying Rolle theorem (using (4.8) for the point a) on
[a; 2], we conclude that (N−2s−1)(t) has at least 1 zeros in (a; 2), etc., (N−2s1−2)(t) has at least
1 zeros in (a; 2). Since 16 2s1 + 2, we have that (N−2s−2)(t) (26 6 k) has at most 2s1 + 2
zeros in (a; 2].
The function (N−2s2−2)(t) is continuous in [a; 3], in (a; 1] does not vanish, in (a; 2] has at most
2s1 + 2 zeros, on the basis of the preceding deduction, and has at most 2s2 + 2 zeros in [2; 3],
therefore, has at most (2s1 + 2) + (2s2 + 2) zeros in (a; 3]. Further, (N−2s−2)(t) (36 6 k) is
continuous in [a; 3], does not vanish in (a; 1], in (a; 2] has at most 2s1 + 2 zeros and let it have
2 zeros in (a; 3]. Applying Rolle theorem (using (4.8) for the point a) on [a; 3], we conclude that
(N−2s−1)(t) has at least 2 zeros in (a; 3), etc., (N−2s2−2)(t) has at least 2 zeros in (a; 3). Since
26 (2s1 + 2)+ (2s2 + 2), we have that (N−2s−2)(t) (36 6 k) has at most (2s1 + 2)+ (2s2 + 2)
zeros in (a; 3].
Proceed in an analogous way, we prove that the function (N−2sk−2)(t) has at most (2s1 + 2) +
(2s2 + 2) + · · ·+ (2sk−1 + 2) zeros in (a; k]. In a similar manner, we prove that (N−2sk−2)(t) has
at most (2sk+1 + 2) + (2sk+2 + 2) + · · ·+ (2sn + 2) zeros in [k ; b). Therefore, (N−2sk−2)(t) has at
most




(2s + 2)− 2sk − 2=N − 2sk − 2 (4.12)
zeros in (a; b)= (a; k] ∪ [k ; b).
We then show that the in?uence-function does not vanish in (a; b) and therefore is positive,
because it is such in (a; 1); (n; b). In fact, if (t) should vanish at one point in (a; b), using (4.8)
and applying Rolle theorem, we 2nd that ′(t) would vanish at least two times, etc., (N−2sk−2)(t)
would vanish at least N − 2sk − 1 times, in contraposition with the deduction (4.12), because
N − 2sk − 16N − 2sk − 2 gives 16 0.
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Notice that in  which satisfy (4.11) are included and ones which satisfy s16 s26 · · ·6 sn, or
s1¿ s2¿ · · ·¿ sn, include the case =(s; s; : : : ; s) (of s-orthogonal polynomials and Gauss–Tur*an
quadrature formulas), which was considered in [8, pp. 131–139] (see also [21]).
For n=1; 2, (4.11) represents the general case. In (b) we will consider and the general case for
n¿ 3.
(b) We will give a proof for a suAcient general case. Then, proceed in analogous way, a proof
for any other case can be performed. The consideration will be given in detail.
Let n=10 and s5¿s9¿s7¿s1¿s10¿s4¿s3¿s8¿s6¿s2, i.e.,
N − 2s5 − 2¡N − 2s9 − 2¡ · · ·¡N − 2s2 − 2:
The zero  (26 6 n−1) of the -orthogonal polynomial n;(t), we will call the point of partition
of [a; b] if for it holds N − 2s−1 − 2¿N − 2s − 2¡N − 2s+1 − 2. Also, 1 is the point of
partition of [a; b] if it holds that N − 2s1 − 2=min166n (N − 2s − 2). Similarly, it is n when
N − 2sn− 2=min166n (N − 2s− 2). Denote by I the index set whose elements are the indices of
the points of partition of [a; b]. It is clear that I ⊂ {1; 2; : : : ; n}. Therefore, in our case, the points of
partition of [a; b] are 5; 7; 9, and I = {5; 7; 9}. Then [a; b] by the points of partition we divide to the
intervals of partition, in our case [a; 5]; [5; 7]; [7; 9]; [9; b], on which we consider the functions
(N−2s−2)(t); ∈ I . It is clear that [a; b] can be represented as the union of the intervals of partition.
For ∈ I , order in the decreasing sequence the values N − 2s − 2, and consider the func-
tions (N−2s−2)(t), respectively. Therefore, in our case we consider (N−2s7−2)(t); (N−2s9−2)(t);
(N−2s5−2)(t), respectively.
(b.1) Firstly, consider (N−2s7−2)(t), which is continuous in [5; 9]= [5; 7] ∪ [7; 9].
Consequently, consider [p−1; p+1] for p=6 and p=8. For ∈{p−1; p; p+1} (the indices of the
zeros belong to [p−1; p+1]), order in the decreasing sequence the values N −2s−2 so that the last
is one which corresponds to the point of partition 7, and then consider the functions (N−2s−2)(t),
respectively. Therefore, in our case we consider (N−2sp−2)(t); (N−2s7−2)(t), respectively.
The function (N−2sp−2)(t) is continuous in [p−1; p+1]= [p−1; p] ∪ [p; p+1] and has at most
(2sp + 2) + (2sp + 2) zeros in it.
Let (N−2s7−2)(t) have (p)7 zeros in [p−1; p+1]. Then, applying Rolle theorem, we conclude
that (N−2s7−1)(t) has at least (p)7 − 1 zeros in (p−1; p+1), etc., (N−2sp−2)(t) has at least (p)7 −
(2s7 − 2sp) zeros in (p−1; p+1). Therefore, we have (p)7 − (2s7 − 2sp)6 (2sp +2)+ (2sp +2), i.e.,
(p)7 6 (2s7 + 2) + (2sp + 2).
Thus, (N−2s7−2)(t) has at most
(6)7 + 
(8)
7 = (2s7 + 2) + (2s6 + 2) + (2s7 + 2) + (2s8 + 2)
zeros in [5; 9]= [5; 7] ∪ [7; 9].
(b.2) Further, consider the function (N−2s9−2)(t), which is continuous in [5; b] = [5; 9]∪ [9; b].
Firstly, consider [5; 9]. Let (N−2s9−2)(t) have 9 zeros in it. Then, applying Rolle theorem,
we conclude that (N−2s9−1)(t) has at least 9 − 1 zeros in (5; 9), etc., (N−2s7−2)(t) has at least
9− (2s9− 2s7) zeros in (5; 9). Therefore, on the basis of (b:1), we have 9− (2s9− 2s7)6 (2s6 +
2) + (2s7 + 2) + (2s7 + 2) + (2s8 + 2), i.e., 96 (2s6 + 2) + (2s7 + 2) + (2s8 + 2) + (2s9 + 2).
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Now, consider [9; b). For ∈{9; 10} (the indices of zeros belong to [9; b)), order in a decreasing
sequence the values N − 2s − 2 so that the last is one which corresponds to the point of parti-
tion 9, and then consider the functions (N−2s−2)(t), respectively. So, in our case we consider
(N−2s10−2)(t); (N−2s9−2)(t), respectively.
The function (N−2s10−2)(t) is continuous in [9; b)= [9; 10]∪[10; b) and has at most 2s10+2 zeros
in it. Let (N−2s9−2)(t) have 9 zeros in [9; b). Then, applying Rolle theorem (with the conditions
(4.8) for the point t= b), we conclude that (N−2s9−1)(t) has at least 9 − 1 zeros in (9; b), etc.,
(N−2s10−2)(t) has at least 9 zeros in (9; b). Therefore, we have 96 2s10 + 2.
Thus, (N−2s9−2)(t) has at most (2s6 + 2) + (2s7 + 2) + (2s8 + 2) + (2s9 + 2) + (2s10 + 2) zeros
in [5; b)= [5; 9] ∪ [9; b).
(b.3) Finally, consider (N−2s5−2)(t), which is continuous in [a; b] = [a; 5] ∪ [5; b].
First, consider [a; 5]. For ∈{1; 2; 3; 4; 5} (the indices of zeros belong to [a; 5]), order in the
decreasing sequence the values N − 2s − 2 so that the last is one which corresponds to the point
of partition 5, and then consider the functions (N−2s−2)(t), respectively. Thus, in our case we
consider (N−2s2−2)(t); (N−2s3−2)(t); (N−2s4−2)(t); (N−2s1−2)(t); (N−2s5−2)(t), respectively.
The function (N−2s2−2)(t) is continuous in [1; 3]= [1; 2]∪ [2; 3] and has at most (2s2 + 2)+
(2s2 + 2) zeros in it.
Depending on q∈{3; 4; 5}, we put p= q when q=3; 4 and p=1 when q=5, and suppose that
(N−2sp−2)(t) has q zeros in [1; q]. Then, applying Rolle theorem, we conclude that (N−2sp−1)(t)
has at least q − 1 zeros in (1; q), etc., (N−2sq−1−2)(t) has at least q − (2sp − 2sq−1) zeros in
(1; q). Therefore, we have q − (2sp − 2sq−1)6
∑q−1




(2s + 2) + (2sp + 2) (q=3; 4; 5):
Further, for q=3 and 4, in [1; q+1]= [1; q] ∪ [q; q+1] the function (N−2sq−2)(t) is continuous
and has at most q + (2sq + 2) zeros, i.e., at most (2s2 + 2) + (2s3 + 2) + (2s3 + 2) if q=3, and
(2s2 + 2) + (2s3 + 2) + (2s4 + 2) + (2s4 + 2) if q=4.
In (a; 5]= (a; 1] ∪ [1; 5] the function (N−2s1−2)(t) is continuous and has at most (2s1 + 2) +
(2s2 + 2) + (2s3 + 2) + (2s4 + 2) zeros.
Let in (a; 5] the function (N−2s5−2)(t) have 5 zeros. Then, applying Rolle theorem (with the
conditions (4.8) for the point t= a), we conclude that (N−2s1−2)(t) has at least 5 zeros in (a; 5).
Therefore, in (a; 5) the function (N−2s5−2)(t) has at most
∑4
=1(2s + 2) zeros.
Taking into account the last conclusion for (N−2s5−2)(t) in (a; 5) and the conclusion which we
can obtain in an analogous way from (b:2) in (5; b), we conclude that (N−2s5−2)(t) has at most∑10
=1 (2s + 2)− 2s5 − 2=N − 2s5 − 2 zeros in (a; b).
Further, in a similar way as in (a), we conclude that (t) is positive on (a; b). On the basis of
the previous considerations we have just proved the following statement:
Theorem 4.2. Under the hypothesis that the weight function w(t) is not identically zero in any
interval contained in [a; b]; the inAuence function (t) de=ned by (4:2) (together with (4:3) and
(4:4)) belongs to the class CN−2sk−2[a; b] where N − 2sk − 2=min166n (N − 2s − 2) and it is
positive inside (a; b).
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Now, we can estimate the remainder in the formulas of the type (3.1), by using (4.1).




where VN−1 denotes the total variation of the function f(N−1)(t) which is absolutely continuous
on the interval [a; b]. Because ′(t) vanish in exact one point of the interval (a; b), then there
exists 0 ∈ (a; b) such that maxa6t6b (t)=(0).
2◦ If f(N )(t) is bounded in [a; b], i.e.,
MN = sup
a¡t¡b











(t) dt; #∈ (a; b):
5. A numerical method for computing of the zeros of s- and -orthogonal polynomials
An idea for 2nding s-orthogonal polynomials, i.e., their zeros , solving the system of nonlinear
equations (1.2) in unknowns 1; 2; : : : ; n, can be found in [4, pp. 214–226] (see also [5]). In this
section, we use this idea in order to construct the corresponding s- and -orthogonal polynomials.
5.1. Numerical procedure
For a given sequence = n=(s1; s2; : : : ; sn) we rewrite the orthogonality conditions (2.3) as the
following system of nonlinear equations:





(t − )2s+1tj−1 d(t)= 0; j=1; : : : ; n (5.1)
and put




2 : : : 
(k)
n ]
; k =0; 1; : : :
and
F(t)= [F1(t) F2(t) : : : Fn(t)]:
If W =W (t) is the corresponding Jacobian of F(t), we can apply the Newton–KantoroviPc method
t(k+1) = t(k) −W−1(t(k))F(t(k)); k =0; 1; 2; : : : (5.2)
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for determining the zeros of the -orthogonal polynomial n;. If a suAciently good approximation
t(0) is chosen, the convergence of the method (5.2) is quadratic. Notice that the Newton–KantoroviPc
method was used in [15] (see also [7]), but for the system in 2n unknowns.
The elements of the Jacobian


















(t − )2s+1 d(t); (5.3)
where j; k =1; : : : ; n.
All of the integrals in (5.1) and (5.3) can be calculated exactly, except for rounding errors, by







 ) + RM (g);
taking M = n+
∑n












5.2. A choice of initial values
Let k ; k (k =0; 1; : : :) be coeAcients in the three-term recurrence relation for a system {k}+∞k=0
of (monic) orthogonal polynomials k(·)= k(·; d) relative to the measure d(t) on the real line R,





















In determining the initial value t(0) for the method (5.2), we need to take into account the condition
(2.2) which holds for all -orthogonal polynomials
n;; n=1; 2; : : : ; s=0; 1; 2; : : : (=1; 2; : : : ; n):
Starting by the zeros of the (-) orthogonal polynomial for =(0; 0; : : : ; 0), i.e., from t(0) =
[1 2 : : : n], by using (5.2) we obtain the zeros of -orthogonal polynomial for =(1; 0; : : : ; 0).
For small n (e.g., n6 5), such a choice of the initial values could be reasonable, but for bigger n
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we need a better way for getting a suAciently good approximation t(0). Then, the convergence of
the method (5.2) is quadratic. One of the simplest way to do it consists in introducing a “weight
factor” wf(¿ 0), such that t(0) =wf[1 2 : : : n]. Many numerical experiments show that wf must
be near 1. However, there is a much better way for modifying this starting vector.
According to (5.1) for the case =(1; 0; : : : ; 0), we can de2ne a new measure dˆ(t) by dˆ(t)=
(t − 1)2 d(t) and construct a sequence of (monic) polynomials ˆk(·)= k(·; dˆ) orthogonal with
respect to this measure, such that∫
R
(t − 1)2ˆn(t)tj−1 d(t)= 0; j=1; : : : ; n:
Then, the zeros ˆ1; : : : ; ˆn of ˆn(t), i.e., the eigenvalues of the corresponding Jacobi matrix Jn(dˆ),
become very appropriate initial values. Thus, we take t(0) = [ˆ1 ˆ2 : : : ˆn].
An elegant algorithm for getting Jn(dˆ) consists in applying one QR step with the shift 1. Namely,
if
Jn+1(d)− 1In+1 =QR; then Jn(dˆ)= (RQ + 1In+1)n×n:
Here, Q is an orthogonal matrix and R is upper triangular with nonnegative diagonal elements. Thus,
discarding the last row and last column in the previous matrix of order n + 1, we obtain Jn(dˆ).
This algorithm is quite stable (cf. Gautschi [6]).
5.2.1. Construction of s-orthogonal polynomials
Starting by the zeros of the (-) orthogonal polynomial for =(0; 0; : : : ; 0) and using the previous
procedure we determine the starting vector t(0) = [ˆ1 ˆ2 : : : ˆn]. Now, applying the method (5.2)
we obtain the zeros of -orthogonal polynomial for =(1; 0; : : : ; 0).
In each of following steps, we raise only one s to s+1 via the following path:
(1; 0; 0; : : : ; 0; 0); (1; 1; 0; : : : ; 0; 0); : : : ; (1; 1; 1; : : : ; 1; 1);
(1; 1; 1; : : : ; 1; 2); (1; 1; 1; : : : ; 2; 2); : : : ; (2; 2; 2; : : : ; 2; 2);
(3; 2; 2; : : : ; 2; 2); (3; 3; 2; : : : ; 2; 2); : : : ; (3; 3; 3; : : : ; 3; 3);
(3; 3; 3; : : : ; 3; 4); : : : (5.4)
until we get the desired s-orthogonal polynomial with = n=(s; s; s; : : : ; s; s). In each step, except
in the 2rst one (when we use the described procedure), the initial value for each of the zeros we
determine by Lagrange extrapolating polynomial by using the values, obtained in the previous steps,
for the corresponding zero.
5.2.2. Construction of -orthogonal polynomials
Let = n=(s1; s2; : : : ; sn). If we put Us=max{s | =1; : : : ; n}; then in the 2rst step we start by
the zeros of the -orthogonal polynomial
=(Us; Us; : : : ; Us)
(i.e., the s-orthogonal polynomial with s= Us, which is constructed in above given way). By using
(5.2) we obtain the zeros of the next -orthogonal polynomial.
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Thus, in each step we reduce only one s to s−1 via the following path:
( Us; Us; : : : ; Us; Us); ( Us; Us; : : : ; Us; Us− 1); : : : ; ( Us; Us; : : : ; Us; sn);
( Us; Us; : : : ; Us− 1; sn); : : : ; ( Us; Us; : : : ; sn−1; sn);
...
( Us; Us− 1; : : : ; sn−1; sn); : : : ; ( Us; s2; : : : ; sn−1; sn);
( Us− 1; s2; : : : ; sn−1; sn); : : : ; (s1; s2; : : : ; sn−1; sn);
until we get the desired -orthogonal polynomial with =(s1; s2; : : : ; sn−1; sn). In each step, except in
the 2rst one, the initial values (0) ; =1; : : : ; n, we determine by Lagrange extrapolating polynomial
by using the values, obtained in the previous steps, for the corresponding zero.
6. Numerical results
Using the procedures outlined in Section 5 for constructing s- and -orthogonal polynomials
we prepared corresponding software with the following types of the basic polynomials n(·; d)
(identi2ed by the integer ipoly):
c ipoly - integer identifying the kind of polynomials:
c
c 0 = Nonclassical polynomials with given coefficients
c in the three-term recurrence relation
c 1 = Legendre polynomials on [-1,1]
c 2 = Legendre polynomials on [0,1]
c 3 = Chebyshev polynomials of the first kind
c 4 = Chebyshev polynomials of the second kind
c 5 = Jacobi polynomials with parameters al=.5, be=-.5
c 6 = Jacobi polynomials with parameters al,be
c 7 = generalized Laguerre polynomials with parameter al
c 8 = Hermite polynomials
c 9 = generalized Gegenbauer polynomials with parameters al,be
c 10 = polynomials for the logistic weight
c w(t)=e^{-t}=(1+e^{-t})^2 on the real line
c
c al,be - parameters for Jacobi, generalized Laguerre
c and generalized Gegenbauer polynomials
c For ipoly=9, the weight function is given by
c w(x)=|x|^mu(1-x^2)^al, where be=(mu-1)=2.
All computations were done using FORTRAN 77 in double precision arithmetic with machine preci-
sion ≈ 2:22 × 10−16. The procedure is quite numerically stable. In order to illustrate the eAciency
of the proposed procedure, we give a few numerical examples.
Example 6.1. The zeros  of Legendre s-orthogonal polynomials, for some s; n, in the case of the
Legendre measure d(t)= dt on [− 1; 1], are given in Table 6.1. Using Q-arithmetic (with machine
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Table 6.1
(n; s)   (D-arith.)  (Q-arith.)
(9; 20) 1; 9 ∓0:983775235585653 ∓0:98377523558565291181241749393717
2; 8 ∓0:864275591060013 ∓0:86427559106001285003967390035692
3; 7 ∓0:641102332236528 ∓0:64110233223652818144231057983039
4; 6 ∓0:341008917072948 ∓0:34100891707294845864802692504924
5 0 0
(11; 15) 1; 11 ∓0:988926442955277 ∓0:98892644295527713704403721768966
2; 10 ∓0:907974418885766 ∓0:90797441888576600874957314564813
3; 9 ∓0:753899396730503 ∓0:75389939673050250397828229336754
4; 8 ∓0:539093528704772 ∓0:53909352870477194173369553961641
5; 7 ∓0:280859527675888 ∓0:28085952767588814351258569948579
6 0 0
Table 6.2
(n; s)  2−1 2




precision ≈ 1:93× 10−34) we can obtain the corresponding results with much higher precision (the
last column in the same table).
Notice that the algebraic degree of precision of the corresponding Gauss–Tur*an quadrature formula,
for example for n=9 and s=20 is 377.
Vincenti [26] also applied his process to the Legendre case and gave numerical results in the fol-
lowing cases: n=2; 3; 16 s6 10; n=4; 5; 16 s6 5; n=6; 7; 16 s6 3; n=8; 9; 16 s6 2;
n=10; 11; s=1. When n and s increase, his process becomes numerically unstable.
Example 6.2. In Table 6.2 the zeros  of Laguerre s-orthogonal polynomial L
−1=2
8;8 (t), in the case
of the measure d(t)= t−1=2 e−t dt on (0;+∞), are given. (Numbers in parentheses denote decimal
exponents.)
The method presented in Section 5 for the construction of s-orthogonal polynomials (see the path
(5.4)) can be used and for the construction of -orthogonal polynomials for  which belong to (5.4).
Table 6.3 shows the zeros one of such -orthogonal polynomial for
= 8 = (3; 3; 3; 4; 4; 4; 4; 4):
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Table 6.3
  2−1 2





  2−1 2















The number of iterations in (5.2), which correspond to the elements of path (5.4), equal:
7; 6; 6; 6; 6; 6; 6; 6; 4; 6; 6; 6; 6; 7; 7; 10; 5; 7; 6; 6; 6; 6; 6; 7; 4; 6; 6; 7; 7;
respectively.
Example 6.3. Table 6.4 shows the zeros  of -orthogonal polynomials C2n;(t) in the case
of Gegenbauer measure
d(t)= (1− t2)3=2 dt on [− 1; 1];
when n=10, and = 10 is given by
(0; 1; 2; 3; 4; 0; 1; 2; 3); (1; 4; 1; 4; 1; 4; 1; 4; 1; 4); (15; 0; 0; 12; 15; 3; 5; 7; 9; 11);
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Table 6.5
 (2; 2; 5) (2; 5; 2) (5; 2; 2)
(3; )1 −2:83566649051922 −2:79216254193118 −1:94743219873889
(3; )2 −0:76005918718102 0 0:76005918718102
(3; )3 1:94743219873889 2:79216254193118 2:83566649051922
Table 6.6
t ∓1 ±1 ∓0:6 ∓0:5 ∓0:4 ∓0:3 ∓0:2 ∓0:1
(t) 0 2:12(−13) 2:54(−11) 1:57(−10) 5:35(−10) 1:23(−9) 2:11(−9) 2:88(−9)
respectively. Notice that the corresponding quadrature formula (2.1) for the last -sequence has the
maximum degree of exactness dmax = 173.
Example 6.4. As we mentioned before, -orthogonal polynomials are unique under (2.2) with the
corresponding multiplicities m=2s+1; =1; : : : ; n. Otherwise, the number of distinct -polynomials
is
n!
k1!k2! : : : kq!
for some q (16 q6 n), where ki is the number of nodes of multiplicity mj = i, each node counted
exactly once, and
∑q
i=1 ki = n.
For example, in the case n=3, with multiplicities 2; 2; 11, we have three diRerent Hermite
-polynomials (w(t)= e−t2 on R), which correspond to =(2; 2; 5); (2; 5; 2), and (5; 2; 2) (see Table
6.5).
Notice that in the symmetric case (2; 5; 2) the zeros are symmetrically distributed with respect to
the origin. Also, we can see that the -orthogonal polynomial in the third case (=(5; 2; 2)) can be
obtained from the 2rst one by changing variable t:=− t.
Example 6.5. By using the numerical methods from Section 5, for calculating the nodes, and [19],
for calculating the coeAcients, in the Chakalov–Popoviciu quadrature formula (2.1), i.e., (3.1), we
can tabulate the corresponding in?uence function. Consider the Legendre case with w(t)= 1 on
[−1; 1]. Let =(1; 0; 1). Therefore, we have a symmetric task. The results will show that the nodes
of the corresponding quadrature are symmetrically distributed with respect to the origin, namely,
1 =− 3 =− 0:75531134455904; 2 = 0;
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Therefore, these results can be use in estimations given at the end of Section 4.
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