Luminosity functions and their integrated luminosity densities are presented for the 6dF Galaxy Survey (6dFGS). This ongoing survey ultimately aims to measure around 150 000 redshifts and 15 000 peculiar velocities over almost the entire southern sky at |b| > 10
INTRODUCTION
Arguably the most fundamental of all cosmological observables is the mean space density of galaxies per unit luminosity, or luminosity function (LF). In the local universe, the shape of the LF places strong constraints on models of dark halo formation and galaxy evolution. Current semianalytic models that invoke feedback in the form of supernovae and stellar winds are unable to satisfactorily reproduce the sharp bright-end decline, while hydrodynamic simulations typically produce LFs that are too bright (e.g. Benson et al. 2003; Kay et al. 2002, and references therein) . Alternative approaches (e.g. Cooray & Milosavljević 2005; Berlind & Weinberg 2002; Yang, Mo & van den Bosch 2003) use the LF as an empirical constraint when inferring how galaxies populate dark matter halos, thereby providing testable predictions about galaxy clustering.
In the near-infrared (NIR), LFs are effective tracers of the stellar mass function for many reasons. Unlike the visible or far-infrared, light from the NIR is dominated by the older and cooler stars that make up the bulk of the stellar mass. Compared to a survey at visible wavelengths, the balance of galaxy types in a NIR survey shifts from late to early types, which contain most of the stellar mass of the universe. Furthermore, the effects of extinction are minimal at longer wavelengths, meaning that NIR luminosities are affected little by dust, either in our own Galaxy or in the target galaxy. Mass-to-light ratios are also much better constrained in the NIR passbands (Bell & de Jong 2001) .
Our current understanding of the galaxy LF owes much to the 2dF Galaxy Redshift Survey (2dFGRS; Folkes et al. 1999; Cross et al. 2001; Norberg et al. 2002; Madgwick et al. 2002; De Propris et al. 2003; Eke et al. 2004; Croton et al. 2005 ) and the Sloan Digital Sky Survey (SDSS; Blanton et al. 2001; Goto et al. 2002; Blanton et al. 2003; Baldry et al. 2005; Berlind et al. 2005; Blanton et al. 2005) . The wide sky coverage and extremely large opticallyselected samples (∼ 10 5 ) utilised in these studies have produced a tenfold increase in the precision with which the shape of the LF is known. With the advent of the Two-Micron All-Sky Survey (2MASS; Jarrett et al. 2000) , other studies (Cole et al. 2001; Kochanek et al. 2001; Bell et al. 2003; Eke et al. 2005) have combined the 2MASS NIR galaxy samples with the 2dFGRS, SDSS and ZCAT (Huchra et al. 1992 ) redshift catalogues to yield wide sky coverage and moderately large NIR-selected samples (∼ 10 4 ). In this paper we present KHJrFbJ LFs from an interim subset of the 6dF Galaxy Survey (6dFGS; Jones et al. 2004 Jones et al. , 2005 , a NIR-selected redshift survey of 150 000 galaxies over almost the entire southern sky combined with a 15 000-galaxy peculiar velocity survey. The full target list contains 174 442 sources, although most of these (138 226) come from five main samples that are complete to (K, H, J , rF, bJ) = (12. 75, 13.00, 13.75, 15.60, 16.75) . The remainder are provided by a dozen supporting samples selected in various ways (Jones et al. 2004) . When complete, the 6dFGS will cover a sky area eight times that of 2dFGRS and twice that of the revised SDSS. The median 6dFGS redshift (z = 0.054) is roughly half of that of the other two surveys, and reflects its shallower limiting magnitudes. At completion, the 6dFGS will be two-thirds the sample size of 2dFGRS and about one-fifth of SDSS. Jones et al. (2004 Jones et al. ( , 2005 give full descriptions of the survey and show redshift maps of the galaxy distributions obtained thus far.
As well as providing initial results on the 6dFGS LFs, this paper gives a comprehensive explanation of the LF derivations used in this and related future papers. Section 2 summarises the target selection, galaxy photometry and corrections for incompleteness; surface brightness selection issues are also discussed. Section 3 examines normalisation issues via number count data, and explains how we have accounted for galaxy magnitude errors, peculiar velocities, extinctions and k-corrections. In Section 4 we present the 6dFGS LFs and compare the results to other recent work. Section 5 is devoted to a comparison of the 6dFGS luminosity density across bJrFJHK with other relevant surveys.
We have adopted the current standard cosmology (ΩM = 0.3, ΩΛ = 0.7) throughout the paper.
TARGET SELECTION AND PHOTOMETRY

Areal and Magnitude Selection
The 6dF Galaxy Survey commenced observations in 2001 May although formal observing did not start until 2002 January. Incremental public data releases were made in 2002 December, 2004 March, and May, the latter making available on-line 83 014 sources with their spectra, redshifts and photometric measurements. Jones et al. (2004) describe the First Data Release (2004 March) and the characteristics of the 6dFGS in general, while Jones et al. (2005) describe the updates in place for the Second Data Release (2005 May).
In total, there are 1564 fields and 174 442 galaxies in the 6dFGS, yielding a mean source density of 112 galaxies per field. With an instrument field size of 25.5 deg 2 and 10.2 sources deg −2 , the field tiling has effectively had to cover the southern sky twice over. Figure 1 shows the survey coverage to date from the 1 390 fields contributing to the LFs herein. Although substantial areas at mid-and equatorial declinations have been covered, some areas await a second pass, and as a result, redshift completeness will ultimately be higher. Coverage around the Pole is still largely incomplete, but will be addressed during the closing stages of the survey.
Targets for the 6dFGS were selected from the 2MASS Extended Source Catalog (2MASS XSC; Jarrett et al. 2000) for southern declinations δ < 0
• and at galactic latitudes | b | > 10
• for JHK and | b | > 20
• for bJrF. Table 1 summarises the selection criteria, sample sizes and sky coverage. The motivations for the sample selection criteria are outlined in Jones et al. (2004) .
Total magnitudes are the preferred way of quantifying galaxy flux because the related observable (total luminosity) is more physically meaningful than isophotal or aperture magnitudes that depend on selection criteria or distance. At the time the target lists were prepared, however, the total K magnitudes (Ktot) from the 2MASS XSC were not sufficiently reliable at the lowest galactic latitudes in the survey due to insufficient depth and spatial resolution. The isophotal 2MASS K magnitudes (Kiso) were more robust, however, and so formed the basis for a derived Ktot that we used for target selection in K:
Here, µK20 is the mean surface brightness within the µK = 20 elliptical isophote. The scatter in (Kiso −Ktot) is typically no more than 0.1 to 0.2 magnitudes over the range of surfacebrightnesses encountered ( Fig. 1 of Jones et al. 2004 ). This correction was eventually superseded by the revised total K magnitudes from 2MASS XSC which became available after 6dFGS observations had commenced. These show less scatter than the Ktot values used for the 6dFGS sample selection (T. Jarrett, priv. comm.) and are a superior measure of total flux.
Both the old and new magnitudes contribute to the 6dFGS luminosity functions in different ways. The original Ktot magnitudes are preserved for selection purposes and were used for deriving the selection function and completeness corrections (Sect. 2.3). However, the superior K magnitudes are used to compute galaxy luminosities after all selection cuts and completeness corrections have been made.
The first studies to use 2MASS photometry for LF work were divided over the use of isophotal (Kochanek et al. 2001) or total magnitudes (Cole et al. 2001 ). While Kochanek et al. claimed their (Kiso − Ktot) correction was only 0.20 mag, Andreon (2002) argued that it is closer to 0.3 mag. Claims that differences between the optical SDSS and 2MASS NIR luminosity densities were due to a 2MASS bias against low surface brightness systems (Wright 2001) were largely countered when the SDSS optical luminosities were re-computed to include galaxy evolution (Blanton et al. 2003) , although a small offset remains. Cole et al. (2001) have undertaken a comparison of their adopted 2MASS Kron and extrapolated magnitudes with the deeper infrared photometry of Loveday (2000) . They found scatter of around σ ≈ 0.13-0.14 magnitudes in both samples, although found that this reduced to σ ≈ 0.1 if K Kron magnitudes were derived from higher quality J data and (J − K) colours. Likewise, Bell et al. (2003) find a scatter if ∼ 0.2 mag in comparisons of 2MASS Kron magnitudes with those of Loveday (2000) . Since these studies, the 2MASS photometry has been revised. With the current total magnitudes, we find Kiso − Ktot = 0.08 for Kiso 10, rising to Kiso − Ktot = 0.12. At Kiso 11, the corrections can be as large as 0.5 mag, reflecting the lower surface brightness late-type galaxies that populate this regime. Eke et al. (2005) find that the improved 2MASS total magnitudes match the Loveday data with a scatter of 0.125 mag.
The original bJrF samples for 6dFGS were selected from the SuperCOSMOS catalogue in 2001. This photometry suffered from scatter in the field-to-field zeropoints of a few tenths of a magnitude. After the all-sky digital photometry of 2MASS subsequently became available, the original bJ, rF (and iN) SuperCOSMOS magnitudes were re-calibrated in 2003 to a common zeropoint by J. Peacock, N. Hambly and M. Read, for the benefit of the 2dF Galaxy Redshift Survey. Individual field zeropoints were characterised by the mean (bJ − J) colour. The revised SuperCOSMOS magnitudes show a significant improvement in the photometric calibration, with zeropoint scatter of 0.04 mag rms in each band . Cross et al. (2004) find a scatter of σ = 0.1 mag in a comparison of the revised SuperCOSMOS magnitudes with the CCD photometry of the Millennium Galaxy Catalogue and Sloan Early and First Data Releases (Stoughton et al. 2002; Abazajian et al. 2003) .
As with the revised K photometry, the original bJrF magnitudes were retained for selection and completeness calculations while the re-calibrated ones were used for luminosities. This is similar to the approach used by the 2dFGRS when re-calibrated bJ photometry became available mid-way through that survey (Norberg et al. 2002; Cole et al. 2005) . However, in that case, the new and old magnitudes were related by a simple transformation which imparted no additional scatter. In the case of 6dFGS, the relationship between the old and new magnitudes is not as straightforward. However, the scatter that results is small and inconsequential, largely because the dataset itself remains the same.
Surface Brightness Issues
One common misgiving surrounding apparent magnitude limited surveys is the extent to which they bias the LF against low surface brightness systems (Disney 1976; Sprayberry et al. 1997; Dalcanton 1998) . Analyses utilising bivariate brightness distributions find 1 mag arcsec −2 change in the peak surface brightness for the bJ-selected 2dF Galaxy Redshift Survey across observed luminosities (Cross et al. 2001; Driver 2004) , while Cross & Driver (2002) claim that the faint-end slope is robust to surface brightness effects.
In the case of the 2MASS XSC, Cole et al. (2001) have modelled the selection characteristics following the methods of Cross et al. (2001) and Phillipps, Davies & Disney (1990) , and find no selection bias against low surface brightness galaxies by 2MASS. Specifically, they demonstrate that their galaxies lie well within the theoretical maximum volumes corresponding to their apparent magnitude and surface brightness limits (J = 14.45 and 20.5 mag arcsec −2 respectively). The claims by Bell et al. (2003) that surface brightness selection impacts the K-band LF are based on brighter surface brightness limits (µK = 17 to 20) than the µK = 20 limit of the 6dFGS.
Taken together, these results imply that at the magnitudes used by the 6dFGS, 2MASS is virtually unaffected by bias against low surface brightness galaxies . The 6dFGS magnitude limits are ∼ 1.5 mag brighter than the incompleteness regime for the 2MASS XSC, ensuring an effective compromise between sensitivity and robust selection for the redshift survey sample.
Selection Function
The probability of obtaining a redshift for a galaxy is expected to depend on its apparent magnitude K: the fainter it is, the less the chance that its redshift will be secured. However, in a survey such as 6dFGS, the basic observable units are not the galaxies, but the fields to which they belong. Therefore, the probability that a galaxy redshift will be obtained depends not only on its apparent magnitude, but also on the overall redshift success rate of its field.
The survey selection function gives the survey redshift completeness as function of both magnitude and sky position. In short, it is obtained by taking each 6dFGS field and fitting a functional form to the decline in completeness with magnitude (Colless et al. 2001; Norberg et al. 2002) . This form is then normalised to reproduce the overall redshift completeness at that point in the sky.
Before we can compute the survey selection function we must first determine the general form for completeness as a function of magnitude for each band KHJrFbJ, modulo field completeness. Figure 2 shows how this varies if we divide galaxies into one of four groups:
Completeness
Figure 2. Generalised field completeness and its dependence on apparent magnitude (solid points with error bars) for fields in the ranges (a) 0.9 < R f 1.0, (set F = 1), (b) 0.8 < R f 0.9, (F = 2), (c) 0.7 < R f 0.8, (F = 3), and (d) 0.6 < R f 0.7, (F = 4). The magnitude bin widths (dotted histogram) and individual fit components (dashed curves) are also shown.
(i) galaxies from high quality fields with completeness in the range 0.9 < R f 1.0 (denoted set F = 1);
(ii) galaxies from lower quality fields with 0.8 < R f 0.9 (F = 2); (iii) galaxies from mediocre fields with 0.7 < R f 0.8 (F = 3); (iv) galaxies from poor fields with 0.6 < R f 0.7 (F = 4).
The completeness, R(f ), of field f was determined as
Here, Nz(f ) is the number of extragalactic redshifts obtained in the field, f , and Np(f ) is the number of confirmedextragalactic and yet-to-be-observed sources from the parent catalogue. N f (f ) and Nr(f ) are the number of redshift failures and sources remaining to be observed, respectively. N lit (f ) and N 6dF (f ) count the literature and 6dF-measured redshifts within each field boundary, respectively. Around one-eighth of our redshifts come from the literature, mainly Huchra's ZCAT Catalog (Huchra et al. 1992) or the 2dF-GRS (Colless et al. 2001) in the ratio 4 : 1 respectively. While observing for 2dFGRS is complete, ZCAT continues to be supplemented by the Two Micron All-Sky Redshift Survey (2MRS; Huchra et al. 2006) , which to date has obtained around 20 k redshifts to K = 11.25 across the full sky. Sources for which spectra were obtained, and which were found to be stars, planetary nebulae, Hii regions, or other Galactic objects, were excluded. At bJ 16.0 (K 12), ZCAT redshifts represent more than one-third of the sample. As a consequence, completeness below the 2MRS limit is comparatively high while the 6dFGS continues to fill out completeness at fainter magnitudes (K 11.25) . This dual redshift contribution is evident in our measurements of completeness as a function of magnitude, which exhibit a bump in the declining portion of the curve (Fig. 2) .
The generalised completeness curves were fit by a double-exponential,
The motivation for this model was the single exponential form adopted by 2dFGRS (Colless et al. 2001 ), modified to a double-exponential to fit the shoulder. Table 2 lists the fit parameters βF , µF and ξF according to passband and field group (F = 1, 2, 3 or 4). The shoulder occurs at ξF values typically 0.5 to 0.75 mag brighter than the survey limits.
In the near-infrared bands, the initial decline in completeness is steeper than Eqn. (3) can match. We experimented with fitting a single exponential model and in Sect. 4.1 we demonstrate that the luminosity functions are unaffected by deviations of this size from the fit. Individual uncertainties in Fig. 2 were computed as follows. Given that completeness is the ratio of Nz successful redshifts to N sources measured, then the uncertainty in completeness per bin is
With the form of the magnitude-dependent completeness known, we are in a position to determine total completeness, TF (θ, m), as a function of both sky position θ and magnitude m. We assume it is separable function with the general form
for all galaxies in a given field group F . S(θ) is a constant scaling the completeness of the individual field to that of the total completeness in the same part of sky,
Actual sky completeness, R(θ), is the ratio of extragalactic redshifts (cz 750 km s −1 ) at sky position θ, to the number of confirmed or potentially extragalactic sources at the same position. It is measured in exactly the same manner as field completeness R(f ), except on a uniform 1.5
• grid of circular regions of diameter 2
• . This geometry was unrelated to the placement of actual 6dFGS fields or the way in which they overlapped. Figure 3 shows the redshift completeness of the all KHJrFbJ samples. Typically there is little variation between bands.
N (m) is the mean number of galaxies per magnitude per field area, which we derive in Section 3.1. The magnitude limits of the survey are given by m bright and m faint .
In the case of the 1/Vmax luminosity estimator (Schmidt 1968) , the inverse of the total completeness, (TF (θi, mi)) −1 , Figure 3 . Actual survey completeness on the sky, R(θ), for each of the KHJrFbJ samples used in this paper.
is used to weight the inverse maximum accessible volume of each galaxy i. For the STY Sandage, Tammann & Yahil (1979) and SWML (Efstathiou, Ellis & Peterson 1988) estimators, TF (θ, m) is re-expressed in terms of absolute magnitude M for each galaxy using
Here, dL(zi) is the luminosity distance in Mpc, k(zi) is the kcorrection and zi the redshift of the ith galaxy. Equation (7) is written in a form that ignores the evolutionary corrections that become significant at higher redshift. TF (θ, M ) then weights the number density for all M .
LUMINOSITY FUNCTION PRELIMINARIES
Number Counts and Normalisation
Large scale structure plays an important role in defining the overall normalisation of any LF, and is a crucial factor in determining the optimal depth and sky coverage of the survey. Arguably it is the single biggest contributor to discrepancies between recent LFs and related quantities (see e.g. Cole et al. 2001; Norberg et al. 2002; Bell et al. 2003; Driver 2004; Driver et al. 2005) . While recent luminosity function determinations have been able to exploit surveys of unprecedented depth and coverage, cosmic structure is always an issue for the faintest galaxies of any survey. Cole et al. estimate that cosmic variance could introduce systematic errors as large as 15 percent in number counts from their sample combining 2MASS NIR photometry with 2dFGRS redshifts. Bell et al. (2003) has found the SDSS Early Data Release to be 8 percent overdense with respect to the 2MASS extended source counts over the whole sky, and the 2dFGRS to be slightly under-dense. To date, the 6dFGS has covered about a quarter of the sky, or ∼ 2 to 3 sr depending on passband. Compared to recent near-infrared (K-band) samples, the 6dFGS currently covers about ∼ 15 to 20 times the area of Cole et al. (2001) and Bell et al. (2003) and around 30 percent more that of Kochanek et al. (2001) . In terms of sample size, the 6dFGS is ∼ 10-15 times larger than Kochanek et al. (2001) and Bell et al. (2003) and a factor of 4 greater than Cole et al. (2001) . At optical magnitudes, current 6dFGS sky coverage quadruples that used for the 2dFGRS Norberg et al. (2002) and SDSS Blanton et al. (2003) luminosity functions, although sample size is roughly half. When complete, the sky coverage of 6dFGS will be almost double its present extent. Figure 4 shows the differential number counts for 6dFGS sources after correction for Galactic extinction (Sect. 3.4). The roll-over near the survey limit is the result of the extinction corrections blurring the sharp survey cutoffs imposed on the original uncorrected magnitudes. Unlike imaging number count surveys, we have been able to use our redshift information to remove stellar contamination from the counts. The counts were averaged over the effective area of the 6dFGS, obtained by scaling the eventual survey area by the fraction of targets in hand. Table 3 Table 3 . Poisson errors are shown.
. The counts are flat in all bands with the exception of K, (and to a lesser extent, rF). This rise has also been seen in the 2MASS number counts published previously (e.g. Cole et al. 2001; Jarrett 2004) , and was initially thought to be due to the well-known upwards bias of number count data in regimes of declining signal-tonoise (Murdoch, Crawford & Jauncey 1973) . We tested this by generating artificial random samples with the same size, flux and error distribution of the real K-band sample. This Monte-Carlo approach revealed that even uncertainties as large as ∆K ∼ 0.2 were unable to raise a nominal Euclidean 0.6 slope by more than 1 percent. Typical 2MASS flux errors are closer to ∆K ∼ 0.1 at K = 12.5. It is possible that the rise in K reflects the fact that the fainter bins are capturing more of the intrinsically lower surface brightness late-type galaxies, although no such rise is seen in the higher signal-to-noise H or J counts.
Our source density of 3.2 galaxies mag −1 deg −2 at K = 12.5 is comparable to the 3 mag −1 deg −2 found by Bell et al. (2003) and Cole et al. (2001) for the 2MASS XSC in Kron magnitudes. These are typically 0.1 to 0.2 mag brighter than the original total magnitudes of 2MASS (Cole et al. 2001) , although it should be noted that the total magnitudes we now use for 6dFGS are the recently revised ones (Jarrett, priv. comm.) . The 6dFGS number counts are identical to 2MASS number counts at Kiso = 12.2 (Jarrett 2004) , allowing for the fact that 2MASS isophotal magnitudes are typically 0.1 to 0.2 mags fainter than total magnitudes. Like Bell et al., we find that the Sloan Early Data Release counts are somewhat higher than average (3.5 mag −1 deg −2 ; Bell et al. 2003) , the likely result of an overdensity in its comparatively smaller survey region (370 deg 2 ). In the optical, the 6dFGS bJ-band counts of 2.9 mag −1 deg −2 (bJ = 16.0) are closer to the 2dFGRS counts in the SDSS-2dFGRS overlap region (2.9 mag −1 deg −2 ; Norberg et al. 2002) , although the NGP and SGP 2dFGRS regions (3.3 mag −1 deg −2 ) remain within the errors. Ultimately, such comparisons are limited by the systematics of different galaxy photometry techniques and magnitude definitions.
Disentangling Hubble and Peculiar Motions
The line-of-sight velocity measured for a galaxy has two components: the Hubble flow due to the expansion of the universe, and the peculiar velocity due to the combined gravitational attraction of all large-scale structures. To infer true luminosity distances from the Hubble flow velocity, (assuming z ≪ 1; Hubble 1934), we must first remove the peculiar motion component, especially given the low redshifts for much of our sample. We have adopted field flow corrections from software written by J. P. Huchra for the HST Key Project to measure H0 (Appendix A of Mould et al. 2000) . This uses a simple linear flow field with three spherical mass concentrations representing Virgo (cz = 1 035 km s −1 ), the Great Attractor (GA; 4 600 km s −1 ) and the Shapley Supercluster (SSC; 13 800 km s −1 ). We also examined the flow models of Tonry et al. (2000) and Burstein et al. (1989) , but did not use them since they neglect the SSC, which is a significant influence on much of the 6dFGS volume.
Peculiar velocity corrections are most significant for cz 10 000 km s −1 . Figure 5 shows how removal of the peculiar motion alters the absolute magnitudes for galaxies in the direction of the GA and SSC. The Virgo cluster direction is not shown, as it lies beyond the northern limits of the 6dFGS. In the vicinity of the GA, galaxy luminosities are affected by as much as ±0.2 mags while for the SSC the effect is clearly less ( 0.1 mag). For galaxies within either mass concentration, the correction can be almost a magnitude. This is because the flow model sets the galaxy velocity to that of the mass concentration if the galaxy lies within its sphere of influence.
With median redshifts in excess of 20 000 km s −1 , most recent surveys do not include corrections for peculiar velocities. An exception is Kochanek et al. (2001) , who employed the local flow model of Tonry et al. (2000) . Kochanek et al. also employ a low-cz cut-off of 2000 km s −1 , so as to exclude those local galaxies with a significant dependence on flow corrections, at the expense of 5 percent of their sample and ∼ 1.5 mags at their faint-end limit.
The nominal 6dFGS low-cz cut-off is 600 km s −1 , set so as to separate the obvious peak in Galactic sources at cz ≈ 0 km s −1 from the rising redshift distribution of true extragalactic objects (Fig. 6) . However, applying the flow model corrections broadens the distribution of all veloci- ties, including those sources that are quite clearly Galactic. Therefore, we adjust the low-cz limit to 750 km s −1 and use this throughout as our minimum acceptable redshift cut-off. Galaxies above the cut-off are used with their flow-corrected velocities from the model.
Effect of Magnitude Errors
The 6dFGS has been able to take advantage of the emerging availability of quality photometry over large areas of the sky. This is particularly the case for the NIR, where the digital 2MASS photometry of the whole sky permits a uniformity and precision unprecedented in wide area redshift surveys. With this kind of precision, we are motivated to examine whether photometric errors modify the shape of the luminosity distribution, and if so, by how much. For example, a non-gaussian tail in the error distribution can influence the bright end of the LF due to its rapid decline in this region. Figure 7 shows 2MASS photometric errors for JHK for 6dFGS targets. Typical errors are ∼ 0.1 mag in K and ∼ 0.06 to 0.08 mag in J and H. In terms of absolute magnitude, these translate fairly uniformly across the range of observed luminosities (Fig. 8) . Because of this, we apply the mean photometric error (σ = 0.108, 0.083 and 0.065 for KHJ respectively) to all luminosities equally when com- There are a small number of galaxies fainter than this limit due to the improvements to photometry after target selection. puting its effect on the LF. Uncertainties in bJ and rF are typically ∼ 0.1, comparable with K.
The functional form most commonly used to match the galaxy luminosity distribution is that proposed by Schechter (1976) , which gives the space density of galaxies per unit absolute magnitude, φ(M ), as
The parameter φ * is a normalisation constant, while α is the slope for faint galaxies and M * is a characteristic magnitude at the transition from the exponential to power law dependence. While both the Schechter Function and PressSchechter Mass Function (Press & Schechter 1974) are superficially similar, they are not related in any simple physical way. The exponential cutoff at the bright end of the Schechter Function is due to cooling (e.g. Rees & Ostriker 1977) and perhaps feedback by AGN. If it were caused only by the high mass cutoff of the Press-Schechter Function then M * would be ∼ 4 magnitudes brighter. In order to explore the effect of magnitude errors on this analytic fit, we convolved Schechter functions across a range of α values with the gaussian error kernels discussed above. Figure 9 shows how a generic Schechter function changes in log φ-space when convolved with gaussian magnitude distributions of σ = 0.07 to 0.1. As expected, only the brightest luminosities in the region M < M * are affected. Perhaps more surprising is that the amount of change is highly insensitive to the faint-end slope α for typical values. In the Figure 9 . The open circles show the offset between an ordinary Schechter function (log φ) and one convolved with the gaussian error kernels for KHJrFbJ (log φconv). The result is independent of α. The solid lines show the functional form of Eqn. (10) with υ = 7.37 for KrFbJ, 9.15 for H, and 12.25 for J. The vertical dotted line marks the location of M * .
case of J , the magnitude errors are too small to have any appreciable effect on the Schechter fit. In the interests of computational efficiency we have used the empirical relationship
with values of υ = 7.37 to match the convolution offsets in KrFbJ, 9.15 for H, and 12.25 for J. Figure 9 shows each of these curves. These offsets were then applied when finding optimal Schechter function fits in all bands (Section 4).
Extinction and Cosmological Corrections
One of the primary science drivers for the NIR selection of the main 6dFGS samples was the low impact of Galactic extinction over much of the sky. We use the maps of Schlegel, Finkbeiner & Davis (1998) • for bJrF). Extinction corrections were applied after the initial apparent magnitude selection.
Our cosmological k-corrections use the values computed by Poggianti (1997) , linearly interpolated with redshift. Given the 6dFGS selection bias towards early-types we adopt her k-corrections for an elliptical galaxy with solar metallicity and exponentially decreasing star-formation rate with e-folding time of 1 Gyr. These corrections are within 0.1 mag of those used by Kochanek et al. (2001) for their K-band sample, and also those of Norberg et al. (2002) for the 2dFGRS bJ-band sample.
We do not apply evolutionary e-corrections (e.g. Norberg et al. 2002; Blanton et al. 2003) , since the bulk of our galaxies are seen at relatively recent cosmic time (z 0.1).
LUMINOSITY FUNCTIONS
6dF Galaxy Survey
Several techniques have been devised over the years for measuring galaxy LFs (see e.g. Willmer 1997) . We have adopted the three most commonly used -1/Vmax, STY and SWML -all of which have merits and shortcomings. The 1/Vmax method (Schmidt 1968; Felten 1976 ) has the advantages of simplicity and no a priori assumption of a functional form for the luminosity distribution. Unlike the others, it also yields a fully normalised solution and is insensitive to magnitude incompleteness. Its main disadvantage is its assumption of a homogeneous, unclustered galaxy distribution. The STY method (Sandage, Tammann & Yahil 1979) overcomes these difficulties, being a maximum-likelihood estimator with the added advantage that it does not require binning. However, it presupposes some explicit functional model for the luminosity function. The Step-Wise Maximum Likelihood method (SWML; Efstathiou, Ellis & Peterson 1988) has similar advantages to the STY method, but does not assume an explicit form for the luminosity function. It produces a binned maximum-likelihood estimate of the LF. STY and SWML provide shape information but not the overall normalisation in the manner of 1/Vmax. We refer the interested reader to the individual references for detailed methodologies.
We have applied the 1/Vmax, STY and SWML methods to each of the 6dFGS samples in KHJrFbJ. The STY and SWML LFs were normalised by a χ 2 minimisation with respect to the equivalent 1/Vmax distribution.
Sources were excluded if they were outside the redshift range 0.0025 < z < 0.2 or had total completeness TF (θi, mi) < 0.6. Completeness corrections had much less impact on the 1/Vmax results compared to other methods, a point that has been noted by others (e.g. Kaldare 2001 ). Those sources with extinction-corrected original magnitudes outside the range m bright to m faint were also excluded. Here, m faint is simply the nominal survey limit (12.75, 13.00, 13.75, 15.60, 16.75) corrected for extinction in the direction of the source, while m bright = 8.75, 9.0, 9.75, 13.0, and 14.0 for KHJrFbJ respectively. Particular care was taken to exclude sources with rF 13 or bJ 14 because of saturated rF or bJ photometry in the original Southern Sky Survey plate material. The sizes of the samples actually used in the analysis are given in Table 1 . Figure 10 shows the KHJrFbJ LFs derived for the 6dFGS via these methods. Table 4 summarises the bestfitting error-convolved Schechter functions, while Tables 5  and 6 list the non-parametric 1/Vmax and SWML distributions. All three methods are in excellent agreement, insofar as the Schechter functions represent the data. Moving to bluer passbands we find a slight steepening of the faint-end slope, although not to the extent that has been reported previously for dense environments. This is a consequence of the optical samples harbouring a larger population of late-type galaxies, which are typically of lower luminosity.
The large sample size of the 6dFGS, even at this intermediate stage of the survey, has allowed us to beat down random uncertainties over a considerable range of luminosity. As a consequence, we can clearly see that a Schechter function (Eqn. 9) is only an approximate match to the real galaxy luminosity distribution in all bands (upper panels in Fig- The difference between the luminosity function using these models and that using the doubleexponentials of Fig. 2 for K. The change is negligible in all bins except the very faintest.
ure 10). Specifically, it is unable to turn over sharply enough around M * , and tends to slightly underestimate the true space density of M * galaxies while at the same time slightly overestimating that of M ∼ (M * − 1.5) and M (M * + 1.5) systems. The differences are typically ∼ 15 percent around M * and ∼ 30 to 40 percent beyond. Similar outcomes have been found in the LF fitting of deep SDSS data (Bell et al. 2003; Blanton et al. 2005) , prompting these authors to use double Schechter functions, or a hybrid Schechter function plus power law fit. In Sect. 2.3 we claimed that the luminosity function is unaffected by small deviations from the model used to fit the magnitude completeness. Figure 11 shows the result of recomputing the K-band luminosity function using a singlecomponent exponential, such as those used by Colless et al. (2001) for 2dFGRS. We find there is negligible change in the luminosity function (Fig. 11e ), which appears to be fairly insensitive to the exact form used to model magnitude completeness. 
Luminosity Function Extremities
At faint luminosities M (M * + 2) we find marginal evidence for an upturn, as has been suggested by a number of authors for clusters (Driver 2004, and references therein) . At the bright end we see a prominent upturn at M (M * − 2), particularly in the K and bJ samples, as has been noted by several authors previously. This excess of luminous objects is presumably due to brightest cluster galaxies, which are produced by the special merger and accretion processes that come into effect in the high density regime at the centre of cluster gravitational potentials. We experimented with fitting this feature using the gaussian LF of Saunders et al. (1990, their Eqn. 6 .1), but it only improved the bright-end fit at the expense of poorer fitting elsewhere.
We studied the luminous galaxies responsible for the bright-end upturn in detail. Incorrect redshifts or the presence of a non-gaussian tail on the magnitude error distribution could also cause an upturn if present in our data. Figure 12(a) shows the magnitude-redshift relation for the most luminous galaxies with MK < −26.5. It demonstrates that they span a range of of redshift and brightness, as expected for a luminous sample that should be visible over a large survey volume. Figure 12(b) shows the k-corrected absolute magnitudes in KHJrFbJ for the same sample of galaxies. Some galaxies do not have matching magnitudes in the shorter wavelength bands due to non-selection by the original apparent magnitude cut. Also shown in Fig. 12(b) is the location of M * in each band. From this we observe that it is the same luminous galaxies that are responsible for the bright-end upturn in all bands. Hence, galaxy membership of the luminous bins is real and not the result of an extended tail in the magnitude error distribution.
We also paid special attention to the spectra and redshifts of this luminous sample. Figure 13 shows a sub-sample of these with spectra and bJK imaging obtained from the 6dFGS database. Generally, the spectra have signal-to-noise ratios that vary from excellent to poor. This is not surprising given the large range of apparent magnitude seen in Fig. 12(a) . The imaging shows that there are a number of galaxy pairs in this luminous sample. While they are not close enough to have inflated magnitudes due to image mergers -2MASS can individually identify sources 5 ′′ apart -it supports the idea that many of these galaxies inhabit dense environments. In terms of redshift quality, Q (Jones et al. 2004) , around half the sample have Q = 4 indicating that the redshift measurements are secure. Of the remainder, half have Q = 3 while the other redshifts come from the literature. We can therefore rule out spurious redshifts as a cause of the bright-end upturn. Figure 14 shows how the 6dFGS LFs compare to those of other recent surveys. In the K-band, the 6dFGS LF agrees remarkably well with the earlier surveys using 2MASS photometry (Cole et al. 2001; Kochanek et al. 2001; Bell et al. 2003; Eke et al. 2005 ). Eke et al. find a faint-end slope which is flatter than other recent LFs, including ours. The original Kochanek et al. magnitudes have had 0.05 and 0.135 mags subtracted to convert from isophotal to Kron magnitudes, and then to our total magnitudes. The Cole et al. Kron magnitudes have also had 0.135 mag subtracted to convert to total magnitudes. The larger sample and sky area of the 6dFGS provide ∼ 1.5 to 2 mags additional coverage at both the bright and faint ends of the LF. We find that all previous surveys have tended to slightly underestimate the bright end, the likely consequence of smaller survey areas.
Comparison to Other Surveys
Kochanek et al. find a steeper faint-end which they attribute to higher completeness and their brighter apparent magnitude limit reducing sources of systematic error. However, none of the other K-band surveys, including the 6dFGS, are as steep. Bell et al. claim to see evidence of a faint-end upturn in their K-band LF and use an ordinary power law to fit the faint end beyond MK − 5 log h = −21. The faint end slope of our ordinary Schechter fit is a reasonable match to theirs over this range, and supports their estimated surface brightness incompleteness correction.
The LFs in Fig. 14(b) show how the Cole et al. (2001) and Eke et al. (2005) LFs compare with 6dFGS in J. Again, the Cole et al. Kron magnitudes have been transformed to total magnitudes by subtracting 0.135 mag. As with K, the J-band luminosity functions are in close agreement over those luminosities in common, although the 6dFGS yields slightly higher densities of high-luminosity sources. The Eke et al. LF has a flatter α and slightly higher normalisation than 6dFGS. Figure 14 (c) compares the 6dFGS rF-band LF with those from the Las Campanas Redshift Survey (LCRS; Lin et al. 1996) and Century Survey with photographic (Geller et al. 1997 ) and CCD photometry (Brown et al. 2001) . The R-band magnitudes of these surveys have been shifted to rF by subtracting 0.10 mag, following Fukugita, Shimasaku & Ichikawa (1995) for local galaxies of intermediate type. We also show the deep LF of Blanton et al. (2005) for a special low-luminosity subset of SDSS, which we have transformed to rF from SDSS r by subtracting 0.34 mag. Our rF-band LF most closely agrees with the LCRS and SDSS surveys, and we suspect that cosmic variance is largely responsible for differences with the much smaller Century Survey. Blanton et al. see evidence for an upturn in the faint end and adopt a doubleSchechter function to match it. Although not as pronounced as Blanton et al., the 6dFGS LF faint end shows marginal evidence of a steeper rise fainter than M − 5 log h ∼ −19, although this is by no means conclusive. Typically, a rising faint end is associated with dense cluster environments (Driver 2004 , and references therein). The Blanton et al. sample was deliberately chosen to be low luminosity, and therefore, of comparatively small volume. It is possible that the upturn they observe is the result of an overdensity in a nearby portion of their sample volume.
In Fig. 14(d) we show how the 6dFGS bJ-band LFs compare to those from the 2dFGRS (Norberg et al. 2002) , Stromlo-APM (Loveday et al. 1992 ) and ESO Slice surveys (ESP; Zucca et al. 1997) . We have also transformed the SDSS g-band LFs of Bell et al. (2003) and Blanton et al. (2005) by adding 0.25 mag to match bJ, following Blanton et al.. We also show the LF from the Millennium Galaxy Catalogue (MGC; Driver et al. 2005 ) which has been transformed from their blue passband to ours through bJ = BMGC − 0.13. The LF of Zucca et al. has been modified to take into account the cosmological model we have adopted. Figure 14 shows that the 6dFGS faint end slope (α = −1.21) is closest to that of 2dFGRS and ESP, although the 6dFGS normalisation is lower than the others, possibly due to our non-use of evolution corrections (which are most significant in bluer passbands). These magnitude corrections (e.g. Norberg et al.; Bell et al.) tend to lower the Figure 13 . Spectra of some luminous upturn sources at M K < −26.5. The labeling of spectral features indicates position only and does not imply detection of the feature. Also shown are postage stamp images in bJ and K, taken from SuperCOSMOS and 2MASS respectively. North is up, east is left, and image size is indicated in the lower right-hand corner. Table 5 . Near-infrared 1/Vmax and SWML luminosity functions from the 6dFGS. We note that the 6dFGS normalisation (log φ * = −1.983) most closely matches that of the Blanton et al. SDSS sample (log φ * = −1.928), which (like the 6dFGS) was not corrected for evolution. We do not find evidence for the steep faint end upturn found by Blanton et al., despite having sufficient luminosity coverage to test for it. We suspect a local overdensity is the likely culprit for this feature of their data. Ultimately, subtle differences are inevitable because of the way deeper but narrower surveys (SDSS, 2dFGRS, ESP) sample the very nearest large-scale structures compared to the shallower but wider surveys such as Stromlo-APM and the 6dFGS.
LUMINOSITY DENSITY
The total luminosity per unit volume, or luminosity density, j, is a definitive observable of any galaxy population. It is the integral of the luminosity function, weighted by luminosity, and is given in solar luminosity units by (5.442, 4.447, 3.660, 3.319, 3.280) for bJrFJHK respectively, made available by C. Willmer 1 . We note that in the similar plot of Bell et al. (2003) (their Fig. 15 ) the bJ point for Norberg et al. (2002) is located ∼ 700Å blueward of its true value. Figure 15 also shows how the luminosity densities from 6dFGS compare to those of other recent surveys. Although much has been made (see e.g. Wright 2001; Norberg et al. 2002) , of ∼ 2× discrepancies between the early SDSS optical estimates (Blanton et al. 2001 ) and 2dFGRS in the NIR (Cole et al. 2001) , the revised SDSS values of Blanton et al. (2003) , corrected for cosmological evolution, have largely ameliorated these differences. The 6dFGS values agree with most recent estimates, finding a K-band value at the lower end of recent results for this band. This is also the expectation of the spectral energy distribution (SED) for a 12 Gyr old stellar population with a 4 Gyr e-folding exponentially decreasing star formation rate, (dashed line; after Bell et al. 2003) . Models with more rapidly declining star formation rates (∼ 2 Gyr) can produce SEDs more luminous in K, but at the expense of overestimating optical luminosities by factors of ∼ 2 or more.
While the luminosity density is a convenient quantity through which to compare different surveys and infer a 1 http://www.ucolick.org/∼cnaw/sun.html volume-averaged SED, it ultimately relies on a fit to the LF and its extrapolation beyond accessible luminosities. We find that the STY fits consistently overestimate the integrated luminosity of the SWML method by ∼ 1 to 3 percent across the observable range. The observed luminosity distribution typically accounts for around 95 percent of total luminosity, with the shortfall due almost entirely to faintend extrapolation. This is comparable in size to the extra 2 to 5 percent integrated luminosity measured by the 6dFGS in reaching ∼ 1 to 2 mags fainter in the NIR passbands.
SUMMARY
We have presented luminosity functions in KHJrFbJ from the 6dF Galaxy Survey and derived luminosity densities from them. The 6dFGS target samples are drawn from the 2MASS XSC and SuperCOSMOS catalogues and are near-complete to limits of (K, H, J, rF, bJ) = (12. 75, 13.00, 13.75, 15.60, 16.75) . The samples used here represent around half the final 6dFGS in terms of sky coverage and sample size. The 6dFGS is already the largest NIR-selected redshift survey by more than an order of magnitude in both coverage and sample size. Compared to the SDSS and 2dFGRS optical LFs it has around four times the sky coverage and half the sample size.
The 6dFGS luminosity functions have been calculated using the 1/Vmax, STY and SWML estimators. The effects of magnitude and field-related incompleteness have been characterised and taken into account. Luminosity distances have been corrected for the effects of peculiar velocity, which can amount to differences as large as ∼ ±0.5 mag for some supercluster members. The influence of photometric errors on the shape of the LF has been taken into account for KHrFbJ, but was of little consequence for J .
These new 6dFGS LFs probe ∼ 1 to 2 mag fainter in absolute magnitude than previous surveys in the NIR passbands and to comparable limits in rF and bJ. We obtain excellent agreement between the 1/Vmax and SWML estimates of the LFs, but find that a Schechter function (fitted by the optimal STY method) either under-or over-estimates these values by as much as 15 to 40 percent. While the formal uncertainties on our STY fits are typically a few percent or less in log φ * , M * and α, we show that, in comparison to the observed LF, a Schechter function is unable to decline rapidly enough at the bright-end and remain as flat at the faint end.
The 6dFGS results are generally in excellent agreement with other recent LF determinations in the NIR. We do not find as steep a faint-end slope as Kochanek et al. (2001) , and suspect this is due to their shallower depth and subsequent brighter faint-end limit. The 6dFGS rF-band LF most closely matches those of the Las Campanas Redshift Survey (Lin et al. 1996) and SDSS , although we find only marginal evidence for the faint-end upturn claimed by Blanton et al. In bJ, the 6dFGS LF has a nearly identical faint end slope to those obtained by 2dFGRS (Norberg et al. 2002) and the ESO Slice Project (Zucca et al. 1997) , although the 6dFGS normalisation is closer to that found by Blanton et al.. Neither this survey nor 6dFGS used evolutionary corrections. Furthermore, we see no evidence for a faint-end up-turn in any of the 6dFGS LFs.
The luminosity densities derived in all five 6dFGS passbands concur with most other recent measurements, and support a K-band value at the lower range of recent values. This is consistent with the effective mean galaxy spectral energy distribution being represented by an old stellar population with moderately decreasing star formation rate.
