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APPROXIMATION OF FUNCTIONS DEFINED ON THE REAL AXIS 
BY OPERATORS GENERATED BY  λ-METHODS OF SUMMATION 
OF THEIR FOURIER INTEGRALS
Yu. I. Kharkevych  and  T. V. Zhyhallo UDC 517.5
We obtain asymptotic equalities for upper bounds of the deviations of operators generated by  λ-
methods (defined by a collection  Λ = ⋅{ }λσ ( )   of functions continuous on  0; ∞[ )  and depend-
ing on a real parameter  σ)  on classes of  ( , )ψ β -differentiable functions defined on the real axis.
1.  Auxiliary Assertions and Statement of the Problem
For many years, Stepanets and his followers have investigated the approximation properties of the classes
  
Lβ
ψ    and  
  
ˆLβ
ψ    defined by the property that the generalized  ( , )ψ β -derivatives of their elements belong to a
certain set   .  For numerous results concerning these problems, see [1 – 9]. 
According to [3] (Chap. IX), the classes  
  
ˆLβ
ψ    are defined as follows:  Let  Lp , p ≥ 1,  be the set of  2π-pe-
riodic functions  ϕ( )⋅   with finite norm  ϕ p,  where 
ϕ ϕ
π
p
p
p
t dt=



∫0
2 1
( )
/
      for    p ∈ ∞[ )1;
and  ϕ ϕ ϕ
∞
= =M tess sup ( ) ,  so that  L M∞ = . 
The spaces  ˆLp , p ≥ 1,  are introduced as the sets of (not necessarily periodic) functions  ϕ( )⋅   defined on
the entire real axis  R  and having a finite norm  ϕ pˆ,  where 
ϕ ϕ
π
ˆ
/
sup ( )p
a R a
a
p
p
t dt=



∈
+
∫
2 1
      for    p ∈ ∞[ )1,
and  ϕ ϕ
ˆ
sup ( )
∞
= ess t . 
It is obvious that, for all  p ≥ 1,  the inclusion  L Lp p⊂ ˆ   is always true. 
Let    denote the set of functions    ψ( )v   convex downward for all  v ≥ 1  and such that 
  
lim ( )
v
v
→∞
=ψ 0.
We extend every function    ψ ∈   to the segment  0 1,[ )   so that the function obtained (denoted, as before, by
ψ( )⋅ )  is continuous for all  v ≥ 0,  ψ( )0 0= ,  and its derivative   ′ = ′ψ ψ( ) ( )v v + 0   has a small variation on the
segment  0, ∞[ ).  Denote the set of these functions by  .  The subset of functions  ψ ∈   for which 
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1
∞∫ < ∞ψ( )tt dt
is denoted by  F. 
We set 
  
ˆ ( ) ˆ ( ) ( ) cosψ ψ
π
ψ βπβt t t d= = + 
∞∫1 20 v v v ,
where  ψ ∈F   and  β  is a certain fixed number. 
If  ψ ∈F ,  then, as shown in [4], for any  β ∈R   the transformation  ˆ ( )ψ t   is summable on the entire axis: 
–
ˆ ( )
∞
∞∫ < ∞ψ t dt .
Let  ˆLβ
ψ
  denote the set of functions  f x L( ) ˆ∈ 1  that, for almost all  x R∈ ,  can be represented in the form 
f x A x t t dt( ) ( ) ˆ ( )
–
= + +
∞
∞
∫0 ϕ ψ , (1)
where  A0   is a certain constant,  ϕ( ) ˆ⋅ ∈L1,  and the integral is understood as the limit of integrals over symmet-
rically expanding intervals. 
If  f L( ) ˆ⋅ ∈ βψ   and, in addition,   ψ ∈,  where    is a certain subset of continuous functions from  ˆL1,
then we assume that  
  
f L( ) ˆ⋅ ∈ βψ .  The subsets of continuous functions from  ˆLβψ    
ˆLβ
ψ ( )  are denoted by  ˆCβψ
  
ˆCβ
ψ ( ).  If    coincides with the set of functions  ϕ( )⋅   satisfying the condition  ess sup ( )ϕ ⋅ ≤ 1,  then the
class  ˆCβ
ψ   is denoted by  ˆ
,
Cβ
ψ
∞
.  If  f L∈ ˆβψ   and  fβψ ˆ1 1≤ ,  then we say that  f L∈
ˆ
,β
ψ
1. 
In [3] (Chap. IX), it was shown that if  ϕ( )⋅   is a  2π-periodic summable function, then the sets  
 
ˆLβ
ψ  ,
ˆ
,
Lβ
ψ
1,  and  ˆ ,Cβ
ψ
∞
  transform into the classes  
  
Lβ
ψ  ,  Lβ
ψ
,1,  and  Cβ
ψ
,∞
,  respectively.  In the periodic case where
relation (1) holds, we have  ϕ βψ( ) ( )⋅ = ⋅f   almost everywhere.  In this connection, any function equivalent to the
function  ϕ( )⋅   in relation (1) is called, as in the periodic case [see, e.g., [1] (Chap. I) and [4] (Chap. III)], the
( , )ψ β -derivative of  f ( )⋅   and is denoted by  fβψ ( )⋅ . 
As mentioned above, the classes  
 
ˆLβ
ψ    were introduced by Stepanets.  He also considered the problem of
the approximation of functions from the classes  
 
ˆLβ
ψ    by using the so-called Fourier operators, which, in the
periodic case, are Fourier sums of order  [ ]σ  ;  in the general case, they are entire functions of exponential type
≤  σ  (see [4, 5]).  In these works, Stepanets obtained a representation on the classes  
 
ˆLβ
ψ    for the deviations of
the operators  U f xσ λ( , , ),  which are integral analogs of the polynomial operators generated by triangular  λ-
methods of summation of Fourier series.  These results were applied in [6 – 9] to the problem of approximation of
functions from the classes  
  
ˆLβ
ψ    by the operators of Zygmund, Steklov, de la Vallée-Poussin, etc. 
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The aim of the present paper is to study the deviations (on the classes  ˆ
,
Lβ
ψ
1  and  ˆ ,Cβ
ψ
∞
)  of the operators
U f xσ λ( , , )  generated by  λ-methods (defined by a collection  Λ = λσ( )⋅{ }  of functions continuous on  0, ∞[ )
and depending on a real parameter  σ)  of summation of Fourier integrals.  In the periodic case, for   ψ( )v v= −r ,
r > 0,  the most complete results in this direction were obtained in [10];  for functions  ψ  decreasing to zero, the
most complete results were obtained in [11]. 
Let  
  
Λ =  { }λ σσ v   be a collection of functions continuous for all  v ≥ 0  and depending on a real parameter
σ.  We associate every function  f L∈ ˆβψ   with the expression 
Uσ( )Λ   =  U f xσ( , , )Λ   =  
  
A f x t t d dt0
0
1
2
+ +   + 
−∞
∞ ∞∫ ∫βψ σπ ψ λ σ βπ( ) ( ) cosv v v v . (2)
Further, we assume that the functions  ψ( )v   and  
 
λ
σσ
v    are such that the transformations
  
$
ψλ
π
ψ λ
σ
βπ
σ σ=
  + 
∞∫1 20 ( ) cosv
v
v vt d
are summable on the entire number axis. 
Then, using relations (1) and (2), for every function  f C( ) ˆ⋅ ∈ βψ   we obtain 
f x U f x( ) ( , , )− σ Λ   =  
  −∞
∞ ∞∫ ∫+   + f x t r t dβψ σπ σ βπ( ) cos1 20
v
v vdt , (3)
where, for  v ≥ 1, 
  
rσ σ
v    =    1 −
  λ σ ψσ
v
v( ) , (4)
and, on the segment  0 ≤ v ≤ 1,  the function  rσ σ
v    is arbitrarily defined so that it is continuous for all  v ≥ 0,
equal to zero at the origin, and such that its Fourier transform 
  
ˆ ( ) cosr t r t dσ σ
π σ
βπ
=
  + 
∞
∫1 20
v
v v
is summable on the entire number axis.
In the present paper, we investigate the quantities
  
 ˆ , ( ) sup ( ) ( , , )
,
ˆ
,
C U f x U f x
C f C
Cβ
ψ
σ σ
β
ψ∞
∈
( ) = −
∞
Λ Λ , (5)
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 ˆ , ( ) sup ( ) ( , , )
, ˆ
ˆ
ˆ
,
L U f x U f x
f L
β
ψ
σ σ
β
ψ1 1 1
1
Λ Λ( ) = −
∈
, (6)
where  U f xσ( , , )Λ   are the operators defined by (2).
First, we present several auxiliary definitions and statements necessary for what follows. 
Definition 1 [10].  Let a function    τ( )v   be defined on  0, ∞[ ),  absolutely continuous, and such that
τ( )∞ = 0 .  We say that    τ( )v ∈a   if the derivative    ′τ ( )v   can be defined at the points where it does not exist
so that, for a certain  a ≥ 0,  the following integrals exist: 
0
2a
d
/
( )∫ ′v vτ ,      
 a
a d
/
( )
2
∞∫ − ′v vτ .
Let  K  and  K i  denote constants that are, generally speaking, different in different relations. 
Lemma 1′  [10].  If    τ( )v ∈a ,  then 
τ( )v   ≤  τ( )0  + τ( )a  + 
  0
2a
d
/
( )∫ ′v vτ  + 
 a
a d
/
( )
2
∞∫ − ′v vτ   = :  H( )τ . (7)
Theorem 1′  [10].  Suppose that   τ( )v ∈a   and  sin
βπ
τ
2
0 0( ) = .  In order that the integral 
A t d dt( ) ( ) cosτ
π
τ
βπ
= + 
∞ ∞∫ ∫1 20 0 v v v (8)
be convergent, it is necessary and sufficient that the integrals 
 
sin ( )βπ τ
2 0
∞∫ vv vd ,       0
a
a a d∫ − − +τ τ( ) ( )v vv v
be convergent.  In this case, the following estimate is true: 
  
A j a a d KH( ) sin ( ), ( ) ( ) ( )τ
π
ξ βπ τ τ τ τ− − − +[ ]  ≤
∞∫4 22 0 v v v
v
v
v , (9)
where  ξ( , )A B   is the function defined as follows [12]: 
ξ
π
( , )
, ,
arcsin , ,
A B
A B A
A A
B
B A B A
=
≤
+ − >



2
2 2
(10)
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j
a
a
v
v
v
=
< <
≥



1 0
0
, ,
, .
(11)
Let    ψ ∈ .  Following [2, pp. 159, 160], we set 
η ψ ψ( ) : ( )t t=  −1 2 ,      µ η( ) : ( )t
t
t t
=
−
,
  0 0 1= ∈ < ≤ ∀ ≥{ }ψ µ ψ: ( , )t K t ,
   c K t K t= ∈ < < ≤ ∀ ≥{ }ψ µ ψ: ( , )0 11 2 .
If  ψ ∈   and, moreover,    ψ ∈0   or    ψ ∈C   for  t ≥ 1,  then, following [4, p. 112], we write    ψ ∈0
or   ψ ∈C ,  respectively. 
Theorem 2′  [2, p. 161].  A function  ψ ∈   belongs to    0   if and only if the quantity 
α
ψ
ψ
( ) ( )( )t
t
t t
=
′
,      ′ = ′ +ψ ψ( ) : ( )t t 0 ,
satisfies the condition 
α( )t K≥ > 0     ∀ ≥t 1.
Theorem 3′  [2, p. 175].  In order that a function   ψ ∈   belong to  0 ,  it is necessary and sufficient
that there exist a constant  K  such that, for all  t ≥ 1,  the following inequality is true: 
ψ
ψ
( )
( )
t
ct
K≤ ,
where  c  is an arbitrary constant that satisfies the condition  c > 1. 
2.  Asymptotic Relations for   ˆ , ( )
,
C U
Cβ
ψ
σ∞( )Λ
For convenience, performing a change of variables, we rewrite relations (3) and (4) in the form 
f x U f x( ) ( , , )− σ Λ   =  
 
ψ σ
σ π
τ
βπ
β
ψ
σ( ) ( ) cos
−∞
∞ ∞∫ ∫+  + f x t t d1 20 v v vdt , (12)
  
τ τ λ ψ σ
ψ σσ σ
( ) ( ) ( ) ( )( )v v v
v
= = −( )1 ,      
 
v ≥ 1
σ
, (13)
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where, as before, the function    τσ( )v   is arbitrarily defined on the segment  0
1
,
σ



   so that it is continuous for all
v ≥ 0,  equal to zero at the origin, and such that its Fourier transform 
 
ˆ( ) ( ) cosτ
π
τ
βπ
t t d= + 
∞
∫1 20 v v v (14)
is summable on the entire number axis. 
Then the following theorem is true: 
Theorem 1.  Suppose that the following conditions are satisfied: 
(i)   ψ( )v ∈F ∩ 0 ; 
(ii)   τ( )v ∈a  ; 
(iii) sin ( )βπ τ
2
0 0= ; 
(iv) the following integrals converge: 
sin ( )βπ τσ
2 0
∞∫ vv vd ,      0
a
a a d∫ − − +λ λσ σ( ) ( )v vv v. (15)
Then the function 
τ τ
λ ψ
ψ σ σ
λ ψ σ
ψ σ σ
σ
σ
σ
( ) ( )
( ) ( )( ) , ,
( ) ( )( ) , ,
v v
v v
v
v
v
= =
−( ) ≤ ≤
−( ) ≥





1 1 0 1
1 1
(16)
satisfies the following relation: 
 
 ˆ , ( )
,
C U
Cβ
ψ
σ∞( )Λ  
=  
  
4
22 0π
ψ σ ξ βπ τ τ τσ σ σ( ) sin ( ), ( ) ( )
∞∫ − − +[ ] v v v vvvj a a d   +  O Hψ σ τσ( ) ( )( ),      σ → ∞, (17)
where  H( )τσ ,  ξ( , )A B ,  and    jv   are defined by (7), (10), and (11), respectively. 
Proof.  Using Theorem 1′, we show that the integral  A( )τσ   converges, and, hence, by virtue of Lemma 1
in [8], the following relation holds as  σ → ∞  : 
 ˆ , ( )
,
C U
Cβ
ψ
σ∞( )Λ   =  ψ σ τσ( ) ( )A . (18)
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One of the conditions of Theorem 1′ is the convergence of the integral 
  0
a
a a d∫ − − +τ τσ σ( ) ( )v vv v , (19)
whereas one of the conditions of Theorem 1 is the convergence of the integral 
  0
a
a a d∫ − − +λ λσ σ( ) ( )v vv v. (20)
Let us show that if    ψ ∈ 0 ,  then 
  0
a
a a d∫ − − +τ τσ σ( ) ( )v vv v   =    
ψ σ
ψ σ
λ λ
τσ σ σ
( )
( )
( ) ( ) ( ) ( )a a a d H O
a
0
1∫ − − +v vv v + , (21)
where  O( )1   is a quantity uniformly bounded in  σ.  Therefore, the convergence of integral (20) yields the con-
vergence of integral (19). 
Using relation (16), we get 
τ
λ ψ
ψ σ σ
λ ψ σ
ψ σ σ
σ
σ
σ
( )
( ) ( )( ) , ,
( ) ( ( ))( ) , ,
a
a a a
a
a
a
− =
− −( ) − ≤ ≤
− −( ) − ≤ −





v
v v
v
v
v
1 1 1
1 1
(22)
  
τ
λ ψ
ψ σ σ
λ ψ σ
ψ σ σ
σ
σ
σ
( )
( ) ( )( ) , ,
( ) ( ( ))( ) , .
a
a a a
a
a
a
+ =
− +( ) − ≤ ≤ −
− +( ) + ≥ −





v
v v
v
v
v
1 1 1
1 1
(23)
First, we consider the case  a > 1
σ
  and represent relation (19) as a sum of two integrals: 
0
a
a a d∫ − − +τ τσ σ( ) ( )v vv v   =  0
1
a
a a d
−
∫ − − +σ σ στ τ( ) ( )v vv v + 
a
a
a a d
−
∫ − − +
1
σ
σ στ τ( ) ( )v v
v
v. (24)
Let us estimate the first term on the right-hand side of (24).  To this end, we add and subtract the quantity 
 
ψ σ
ψ σ
λ λσ σ
( )
( ) ( ) ( )
a
a a− − +( )v v
under the modulus sign in the integrand.  As a result, we obtain 
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 0
1
a
a a d
−
∫ − − +σ σ στ τ( ) ( )v vv v  
=  
  
ψ σ
ψ σ
λ λσ σ σ( )
( )
( ) ( )a a a d
a
0
1
−
∫ − − +v vv v 
+  
 
O
a a
a
a a
d
a
0
1
−
∫
− − + + − − +( )





σ σ σ σ στ τ
ψ σ
ψ σ
λ λ( ) ( ) ( )( ) ( ) ( )v v v v
v
v  . (25)
Since relations (22) and (23) are true, for  
  
v ∈ −

0
1
, a
σ
  we get 
  
λ ψ σ
ψ σ
τσ σ( ) ( )( ) ( )a a a− = − −( ) −v v v1
and 
  
λ ψ σ
ψ σ
τσ σ( ) ( )( ) ( )a a a+ = − +( ) +v v v1 .
Then 
 0
1
a a a
a
a a
d
−
∫
− − + + − − +( )σ σ σ σ στ τ ψ σψ σ λ λ( ) ( )
( )
( ) ( ) ( )v v v v
v
v  
≤  
  0
1
1
a
a
a
a
d
−
∫ − −
−( )
σ
στ
ψ σ
ψ σ
( ) ( )( )v v
v
v
 + 
  0
1
1
a
a
a
a
d
−
∫ + − +( )
σ
στ
ψ σ
ψ σ
( ) ( )( )v v
v
v
. (26)
Since    τσ( )v ∈a ,  according to Lemma 1′  we get 
  0
1
1
a
a
a
a
d
−
∫ − −
−( )
σ
στ
ψ σ
ψ σ
( ) ( )( )v v
v
v
 + 
  0
1
1
a
a
a
a
d
−
∫ + − +( )
σ
στ
ψ σ
ψ σ
( ) ( )( )v v
v
v
  
=  
  
H O a a
a
d a a
a
d
a a
( ) ( ) ( )( )
( ) ( )
( )τ
ψ σ ψ σ
ψ σ
ψ σ ψ σ
ψ σσ
σ σ
0
1
0
1
− −
∫ ∫−( ) −
−( ) +
+( ) −
+( )






v
v v
v
v
v v
v  . (27)
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Let us show that, as  σ → ∞, 
 
I a a
a
d O
a
1
0
1
1
,
:
( ) ( )
( ) ( )σ
σ ψ σ ψ σ
ψ σ
=
−( ) −
−( )
−
∫ vv v v = , (28)
 
I a a
a
d O
a
2
0
1
1
,
:
( ) ( )
( ) ( )σ
σ ψ σ ψ σ
ψ σ
=
+( ) −
+( )
−
∫ vv v v = , (29)
where the quantity  O( )1   is uniformly bounded in  σ.  Indeed, the function  
 
1 − −( )ψ σ ψ σ( ) / ( )a a v
v
  is bounded
for all  v ∈ −

δ σ, a
1
,  0 < δ < a − 1
σ
,  and, furthermore, by virtue of Theorem 2′, we have 
  
lim ( ) / ( ) ( )( )v
v
v→
− −( )
=
′
≤
0
1 ψ σ ψ σ σ ψ σ
ψ σ
a a a
a
K .
Therefore,    I O1 1, ( )σ =   as  σ → ∞. 
Passing to the estimation of the integral  I2,σ ,  we note that 
  
I
a
a a d
a
2
0
1
1
2 1, ( )
( ) ( )
σ
σ
ψ σ
ψ σ ψ σ
<
−
− +( )
−
∫ vv v .
Performing the change of variables   u a= +σ( )v ,  we get 
I2,σ   <  
1
2 1
2 1
ψ σ
ψ σ ψ
σσ
σ
( )
( ) ( )
a
a u
u a
du
a
a
−
−
−
−
∫   <  12 1
2
ψ σ
ψ σ ψ
σ
σ
σ
( )
( ) ( )
a
a u
u a
du
a
a
−
−
−
∫ .
Using Lemma 1.5 from [13] and Theorem 3′ for the right-hand side of the last inequality, we obtain 
I K a
a
K a
a
K2 1 2 32 1 2,
( )
( )
( )
( )σ
ψ σ
ψ σ
ψ σ
ψ σ
<
−
≤ ≤ .
Thus, equalities (28) and (29) are true. 
Combining relations (25) – (29), we get 
  0
1
a
a a d
−
∫ − − +σ σ στ τ( ) ( )v vv v  =   
ψ σ
ψ σ
λ λ
τ
σ
σ σ
σ
( )
( )
( ) ( ) ( ) ( )a a a d H O
a
0
1
1
−
∫ − − +v vv v + . (30)
Let us estimate the second term on the right-hand side of (24).  It is obvious that 
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a
a
a a d
−
∫ − − +
1
σ
σ στ τ( ) ( )v v
v
v 
=  
  
ψ σ
ψ σ
λ λ
σ
σ σ( )
( )
( ) ( )a a a d
a
a
−
∫ − − +
1
v v
v
v 
+ 
  
O
a a
a
a a
d
a
a
−
∫
− − + + − − +( )




1
σ
σ σ σ στ τ
ψ σ
ψ σ
λ λ( ) ( ) ( )( ) ( ) ( )v v v v
v
v  . (31)
Using relations (22) and (23), for  
  
v ∈ −

a a
1
σ
,   we get 
 
λ ψ σ
ψ
τσ σ( ) ( )( ) ( )a a− = − −v v1 1 (32)
and 
  
λ ψ σ
ψ σ
τσ σ( ) ( )( ) ( )a a a+ = − +( ) +v v v1 .
Hence, by virtue of Lemma 1′, we obtain 
a
a a a
a
a a
d
−
∫
− − + + − − +( )
1
σ
σ σ σ στ τ
ψ σ
ψ σ
λ λ( ) ( ) ( )( ) ( ) ( )v v v v
v
v  
=  
  
a
a
a
a
a
a
a
d
−
∫
− −



 − + − +( )




1
1
1
1
σ
σ στ
ψ σ
ψ
τ
ψ σ
ψ σ
( ) ( )( ) ( )
( )
( )v v v
v
v  
=  
  
H O a d a a
a
d
a
a
a
a
( ) ( ) ( )( )
( ) ( )
( )τ
ψ ψ σ
ψ
ψ σ ψ σ
ψ σσ
σ σ
− −
∫ ∫− + +( ) −+( )





1 1
1
1v
v
v
v v
v  . (33)
We estimate the right-hand side of (33) as follows: 
  
a
a
a d a a
a
O
−
∫ −  
−
=
1
1
1
1
1 1
1
σ
ψ ψ σ
ψ
ψ σ
ψ
σ
( ) ( )
( )
( )
( ) ln ( )v v = - . (34)
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By analogy with the proof of relation (29), we get 
  
a
a
a a
a
d
−
∫ +( ) −+( )1
σ
ψ σ ψ σ
ψ σ
( ) ( )
( )
v
v v
v  ≤  1
2 2 1
2
ψ σ
ψ ψ σ
σσ
σ
( )
( ) ( )
a
u a
u a
du
a
a
−
∫ −
−
  
≤  1
2
2
ψ σ
ψ ψ σ
σ
σ
σ
( )
( ) ( )
a
u a
u a
du
a
a
∫ −
−
  ≤  ψ σ
ψ σ
( )
( )
a
a2
  =  O( )1 . (35)
Using relations (31) – (35), we obtain 
  
a
a
a a d
−
∫ − − +
1
σ
σ στ τ( ) ( )v v
v
v  =  
 
ψ σ
ψ σ
λ λ
σ
σ σ( )
( )
( ) ( )a a a d
a
a
−
∫ − − +
1
v v
v
v + H O( ) ( )τσ 1 . (36)
Combining relations (36) and (30), we arrive at equality (21). 
By analogy with the proof of relation (21), for  a > 1
σ
  one can show that equality (21) is also valid for
1
2
1
σ σ
< ≤a .
For  0 1
2
< ≤a
σ
,  relation (32) is true and 
 
λ ψ σ
ψ
τσ σ( ) ( )( ) ( )a a+ = − +v v1 1 .
Then 
0
a
a a d∫ − − +τ τσ σ( ) ( )v vv v   =  ψψ σ λ λσ σ( )( ) ( ) ( )1 0
a
a a d∫ − − +v vv v.
The convergence of integral (20) yields the convergence of integral (19).  Thus, for  a ≥ 0,  all conditions of
Theorem 1′ are satisfied.  Then, substituting relation (9) into equality (18), we get (17). 
Theorem 1 is proved. 
Note that an analogous theorem was proved in [10] in the periodic case where    ψ( )v v= − r ,  r  > 0,  and in
[11] for the classes  Cβψ,∞,    ψ ∈ C  .
Corollary 1.  Suppose that the conditions of Theorem 1 are satisfied.  If 
  
τ τ
βπ
τσ σ σ( ) ( ) sin ( )a a− − + ≤v v v2 ,      v ∈[ ]0, a ,    a > 0, (37)
then 
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σ β
ψ
σ
ˆ
, ( )
,
C U
C∞( )Λ   =  
  
2
2 0π
ψ σ βπ τσ( ) sin ( )
∞∫ vv vd  + 
  
O dψ σ βπ τ
σπ
σ( ) sin ( )
2 0
2
∫






v
v
v  
+  
  
O a a a d
a
ψ σ λ λσ σ( ) ( ) ( )
0
∫ − − +( )v vv v  + O Hψ σ τσ( ) ( )( ) ,      σ → ∞. (38)
If 
  
sin ( ) ( ) ( )βπ τ τ τσ σ σ2 v v v< − − +a a ,        v ∈[ ]0, a ,    a > 0. (39)
then 
 
σ β
ψ
σ
ˆ
, ( )
,
C U
C∞( )Λ   =  
  
4
2
0π
ψ σ λ λσ σ( ) ( ) ( )a a a d
a
∫ − − +v vv v 
+  
  
O a
j a a
dψ σ λ λ
σπ
σ σ( ) ( ) ( )
0
2
∫ − − +






v v v
v
v  
+  
  
O dψ σ βπ τσ( ) sin ( )
2 0
∞∫ )vv v   O Hψ σ τσ( ) ( )( ) ,      σ → ∞. (40)
Proof.  Relation (38) follows directly from equality (17) and the definition of the function  ξ( , )A B .  To
prove relation (40), note that, by virtue of (39) and (40), the following equalities are true: 
 0 2
∞∫ − − +[ ] ξ βπ τ τ τσ σ σsin ( ), ( ) ( )v v v vvvj a a d   
=  
  
0 2
2
a
a a∫ − − +


 sin ( ) arcsin
sin ( )
( ) ( )
βπ
τ
βπ
τ
τ τσ
σ
σ σ
v
v
v v
 
+  
  
τ τ
βπ
τσ σ σ( ) ( ) sin ( )a a d− − +( ) −  



v v v
v
v
2
2
2
  
=  
  
0
2
2
1
2
2
1 2
a
a a
d∫ −
 
− − +( )






sin ( )
sin ( )
( ) ( )
βπ
τ
βπ
τ
τ τ
σ
σ
σ σ
v
v
v v
v
v
  +  
  
O dsin ( )βπ τσ
2 0
∞∫ vv v ,      σ → ∞. (41)
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Since relation (39) is true, we conclude that 
sin ( )
( ) ( )
,
βπ
τ
τ τ
σ
σ σ
2 0 1
2
2
v
v v
 
− − +( ) ∈ [ ]a a       if     v ∈[ ]0, a .
Using relation (41) and the expansion of the function   1 − v ,    v ∈[ ]0 1, ,  in a power series, we obtain 
  0 2
∞∫ − − +[ ] ξ βπ τ τ τσ σ σsin ( ), ( ) ( )v v v vvvj a a d   
=  
  0 02 2
a d O d∫ ∫+  
∞
sin ( ) sin ( )βπ τ βπ τσ σv v
v
v
v
v ,      σ → ∞. (42)
Substituting (42) into (17) and using relation (21), we get (40). 
Corollary 1 is proved. 
Corollary 2.  Let  Λ = { }λn k, ,  where  n, k = 1, 2, …  and   λn,0 1=   for all  n,  be a rectangular nu-
merical matrix that associates every function  
 
f C∈ ˆβψ  with series (2).  Suppose that the matrix  Λ  is such
that series (2) is the Fourier series of a certain continuous function denoted by  U f xn( , , )Λ .  Also assume that
the matrix  Λ  is determined by a sequence of functions  λn u( ),  0 ≤ u < ∞,  such that  λ λn k n k
n
,
=
    and
λn,0 1=   for all  n. 
The asymptotic equalities for the quantities 
 
 ˆ , ( )
,
C Un Cβ
ψ
∞( )Λ   =  sup ( ) ( , , )
ˆ
,
f C
n Cf x U f x
∈
∞
−
β
ψ
Λ
can be obtained by setting  σ = n,  n N∈ ,  in relations (17), (38), and (40), provided that all conditions of The-
orem 1 are satisfied.  We get 
  
 ˆ , ( )
,
C Un Cβ
ψ
∞( )Λ   =  4 22 0π ψ ξ
βπ
τ τ τ( ) sin ( ), ( ) ( )n j a a dn u n n
∞∫ − − +[ ] v v v vv  + O H nψ σ τ( ) ( )( ) ,    σ → ∞,
where the functions  τn( )v ,  n = 1, 2, … ,  are defined by the equalities 
  τn( )v   =  
 
1 1 0 1
1 1
−( ) ≤ ≤
−( ) ≥





λ ψ
ψ
λ ψ
ψ
σ
σ
( ) ( )( ) , ,
( ) ( )( ) , .
v v
v
v
v
n n
n
n n
If 
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τ τ
βπ
τn n na a( ) ( ) sin ( )− − + ≤v v v2 ,      v ∈[ ]0, a ,    a > 0,
then 
 
 ˆ , ( )
,
C Un Cβ
ψ
∞( )Λ   =  
  
2
2 0π
ψ βπ τ( ) sin ( )n dn
∞
∫ vv v + 
  
O n d
n
nψ βπ τ
π
( ) sin ( )
2 0
2
∫






v
v
v  
+  
  
O an a a d
a
n nψ λ λ( ) ( ) ( )
0
∫ − − +( )v vv v  + O n H nψ τ( ) ( )( ),      σ → ∞.
If 
  
sin ( ) ( ) ( )βπ τ τ τ
2 n n n
a av v v< − − + ,       v ∈[ ]0, a ,    a > 0,
then 
  
 ˆ , ( )
,
C Un Cβ
ψ
∞( )Λ   =  
 
4
2
0π
ψ λ λ( ) ( ) ( )an a a d
a
n n∫ − − +v vv v 
+  
  
O an j a a d
n
n nψ λ λ
π
( ) ( ) ( )
0
2
∫ − − +






v v v
v
v  
+  
  
O n dnψ βπ τ( ) sin ( )
2 0
∞∫ vv v  + O n H nψ τ( ) ( )( ),      n → ∞.
3.  Asymptotic Relations for   ˆ , ( )
, ˆ
L Uβ
ψ
σ∞( )Λ 1
In this section, we study the behavior of upper bounds of (6). 
First, we give several definitions and auxiliary results. 
Assume that  f L∈ ˆβψ ,  ψ ∈F ,  and the function   τσ( )v   is defined by (13) and such that its Fourier trans-
form  ˆ ( ) ˆ ( )τ τσt t=   (14) is summable on  R.  Then, at almost every point  x R∈ ,  we have 
  
f x U f x f x t t d dt( ) ( , , ) ( ) ( ) cos− = +  + 
−∞
∞ ∞∫ ∫σ βψ σψ σ σ π τ βπΛ 1 20 v v v . (43)
Note that the function    τσ( )v   can be chosen so that it is continuous for  v ≥ 0  and its Fourier transform
ˆ ( )τσ t   is summable on  R.  Using relation (43), we establish the following statement: 
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Lemma 1.  Suppose that  ψ ∈F ,  the function   τσ( )v   is defined by (13) and continuous for all  v  ≥ 0,
and integral (8) converges.  Then the following relation holds as  σ → ∞: 
 
 ˆ ; ( ) sup ( ) ( , , ) ( ) ( ) ( ) ( )
, ˆ
ˆ
ˆ
,
L U f x U f x A
f L
β
ψ
σ σ σ
β
ψ
ψ σ τ ψ σ γ σ1 1 1
1
Λ Λ( ) = − = +
∈
, (44)
where  γ σ( ) ≤ 0   and 
  
γ σ τ βπ
σπ
σ( ) ( ) cos= + 






≥
∞∫ ∫O t d dt
t
2
0 2
v v v . (45)
Proof.  Taking into account that 
−∞
∞
∫ + f x t t dtσ τσˆ ( )
ˆ1
  =  sup ˆ ( )
a R
f x a t t dt dx
∈
− −∞
∞
∫ ∫ + + 
π
π
σσ
τ   ≤  f t dtˆ ˆ ( )1
−∞
∞
∫ τσ
and using equalities (6) and (43), we get 
  
 ˆ , ( )
, ˆ
L Uβ
ψ
σ1 1
Λ( )   =  sup ( ) ( , , )
ˆ
ˆ
,
f L
f x U f x
∈
−
β
ψ
σ
1
1Λ   ≤  ψ σ τσ( ) ˆ ( )
−∞
∞
∫ t dt   =  ψ σ τσ( ) ( )A . (46)
On the other hand, by virtue of Proposition 1.1 in [3, p. 169], we have  ˆ ( , )L L Lβψ π βψ0 20 = ,  where  L( , )0 20 π   is
the set of  2π-periodic functions with mean value zero on  ( , )0 2π .  Therefore,  ˆ
, ,
L Lβ
ψ
β
ψ
1 1⊃ .  Hence, 
sup ˆ ( )
ˆ
ˆ
,
f L
f x t t dt
∈
−∞
∞
∫ + 
β
ψ σ
τσ
1 1
  ≥  sup ˆ ( )
,
f L
f x t t dt
∈
−∞
∞
∫ + 
β
ψ σ
τσ
1 1
. (47)
Moreover, it is shown in [11, p. 41] that 
sup ( ) ˆ ( ) ( ) ( ) ( ) ( )
,
f L
f x t t dt A
∈
−∞
∞
∫ +  = +
β
ψ
ψ σ
σ
τ ψ σ τ ψ σ γ σσ
1 1
, (48)
where  γ σ( ) ≤ 0  and relation (45) is true. 
Using (46) – (48), we obtain relation (44). 
The lemma is proved. 
In the periodic case, an analogous lemma was proved in [11] for the classes  Lβψ,1. 
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Comparing the lemma proved with Lemma 1 in [8], we conclude that the quantities  
  
 ˆ , ( )
, ˆ
L Uβ
ψ
σ1 1
Λ( )   and
  
 ˆ , ( )
,
C U
Cβ
ψ
σ∞( )Λ   may differ only by a quantity that does not exceed  γ σ( )  in order, i.e., the following relation
holds as  σ → ∞  : 
 
 ˆ , ( ) ˆ , ( ) )
, ˆ ,
L U C U O
Cβ
ψ
σ β
ψ
σ γ σ1 1Λ Λ( ) = ( ) + (( )∞ .
Using the last equality, we can prove an analog of Theorem 1 for functions of the classes  ˆ
,
Lβ
ψ
1. 
Theorem 2.  Suppose that the following conditions are satisfied: 
(i)   ψ( )v ∈F ∩ 0  ; 
(ii)   τσ ( )v ∈a  ; 
(iii) sin ( )βπ τσ2 0 0= ; 
(iv) integrals (15) converge. 
Then, for the function    τ τσ( ) ( )v v=   defined by (16), the following asymptotic equality is true: 
 
 ˆ , ( )
, ˆ
L Uβ
ψ
σ1 1
Λ( )   =  4 22 0π ψ σ ξ
βπ
τ τ τσ σ σ( ) sin ( ), ( ) ( )
∞
∫ − − +[ ] v v v vvvj a a d  
+  O j a a dψ σ βπ τ τ τ
σπ
σ σ σ( ) sin ( ) ( ) ( )
0
2
2∫ + − − +[ ] 





v v v
v
v
v  
+  O Hψ σ τσ( ) ( )( ) ,      σ → ∞,
where  H( )τσ ,  ξ( , )A B ,  and    jv   are defined by (7), (10), and (11), respectively. 
If, in addition, inequality (37) is true, then 
 
σ β
ψ
σ
ˆ
, ( )
, ˆ
L U1 1Λ( )   =  
  
2
2 0π
ψ σ βπ τσ( ) sin ( )
∞
∫ vv vd  + 
  
O dψ σ βπ τ
σπ
σ( ) sin ( )
2 0
2
∫






v
v
v  
+  
  
O a a a d
a
ψ σ λ λσ σ( ) ( ) ( )
0
∫ − − + v vv v   +  O Hψ σ τσ( ) ( )( ) ,      σ → ∞.
If inequality (39) is true, then 
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σ β
ψ
σ
ˆ
, ( )
, ˆ
L U1 1Λ( )   =  
  
4
2
0π
ψ σ λ λσ σ( ) ( ) ( )a a a d
a
∫ − − +v vv v 
+  
  
O a j a a dψ σ λ λ
σπ
σ σ( ) ( ) ( )
0
2
∫ − − +






v v v
v
v  
+  
  
O dψ σ βπ τσ( ) sin ( )
2 0
∞
∫ vv v   +  O Hψ σ τσ( ) ( )( ) ,      σ → ∞.
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