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図2．1 ファインマンの径路積分法：
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      あ ∂を微分演算子一一で置きかえることができる．）すると，ハミル       ゴ∂σ。
／一アゾ・の部分は一1ル／ソ演算子百刈の，㍑）とだ1，積分∫州の外に出す
ことができる．結局，シュレーディンガー方程式












































               ∂      δ∫（3・2）    ∂≠σ（κ，左）＝一万  十η（κ，C）・
                        g二q‘x・f）
ただし，∫は量子化したい物理系を記述する作用である．
 δS    は，5のオイラー微分を行なった後で（3．1）のおきかえを実行したものである．
 δo   q－g（π，±〕
        δ∫以下，これを単に  と書くことにする．また，η（κ，オ）はガウス型自色雑音であり，集団平均        δσ
＜…〉ηについて次の性質を持つとする．
 （3．3a）               〈η（κ，広）〉η＝0，
 （3．3b）               〈η（κ，左）η（κ’，〆）〉η＝2あδ（κ一κ’）δ（C一〆）．
ここであはプランク定数であり，ちょうどこの確率過程の拡散定数に対応している．（3．3b）の
δ（才一〆）は，この確率過程がマルコフ過程であることを意味している．（3．2）と（3．3）が確率過
































                                    ∂  ∂で表わされるmは粒子の質量である．対応するラソンユハソ方程式は（□≡事∂、、∂、7とし
て），
              ∂（4・2）     万φ（い）＝一（一口十m2）φ（κ，1）十η（パ），
 （4．3a）                ＜η（κ，C）〉＝O，
 （4．3b）            ＜η（κ，C）η（パ，〆）〉二2δ（κ一κ’）δ（アープ）
とたる．（4．2）はφについての線形の微分方程式であるから簡単に解ける．§6では，グリーン





 （415）            ［一乞ω十（々2＋m2）］φ（々，ω）＝ヴ（々，ω），
 （4．6a）           〈ヴ（々，ω）〉＝0，
 （4．6b）            〈ヴ（々，ω）ヴ（后’，ω’）＞＝2δ（々十〆）δ（ω十ω’）
となる．これらを用いると，相関関数〈φ（κ，玄）φ（ツ，〆）〉は，ただちに計算できる．ト〆を固定
したままト○○とした場合，





























                 γ：系の体積
を考えると，これに対しては有限の1卜〆1に対しても，
（4．13） ／州の（〆）／＋÷1、。。。（一m・11一〆1）






                       ユ   。 （4．15）                   σ（σ）＝一mω蕎σ                       2
という調和振動子の場合，
（4．ユ6・）    〈σ（κ，才）ル，プ）〉Tr→＊・・P［一mω1け一1’口；
                    1 （416b）         ＜Q（C）Q（〆）〉＝  2exp［＿mω看I≠＿プ■］，






 （4．17）                    σ（σ）＝一σo／［cosh（ασ）］2
による1次元粒子（質量m）の非相対論的運動をとりあげる．このモデルに対するエネルギー
レベルは正確にわかっていて，
 （4．18）  ε”＝亙、／σ。＝一ζ…’［一（2m＋！）十円12，ζ＝8mσ。／α2，m＝O，1，2，…
で与えられる．従ってσ。で測ったエネルギー差は，





        ∂      ∂2（4・20） が（κ・1）一m7σ（κ・1）’2ασ・・i・h［α・（κ，1）］／…h3［ασ（κ，1）1
              ＋η（κ，c），
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図4．1仮想時間方向からの∠εの導出：数値計算の結果が理論曲線に










                       1 。 （5．1）            S＝一α                       2
で与えられる．対応するランジュバン方程式は
                  a （5．2）           α（≠）＝一σ（C）十η（左）                  a左
である．これをIto型の確率微分方程式
 （5．3）         吻（C）＝一α（広）励十am（広）
に書き直す．ランジュバン方程式（5．2）との対応でいえば，伽（広）＝η（C）a左である．am（左）に対
する統計的性質は，
 （5．4a）         ＜伽（左）〉＝0，
 （5．4b）                       〈a〃（≠）a〃（左）＞＝2aC
である．また，a〃（才）とσ（玄）とは互いに独立である．なお，（5．4ろ）より，伽の大きさが
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（5・6） @舳）一宕2州）・鳩；（舳）戸・・（州
             ＝一2α2（C）〃十2α（才）am（左）十a〃（才）a〃（彦）十0（a左3’2）．
ここで，確率微分方程式の計算でよく使われる公式
 （5．7）           伽（左）伽（才）：2栃
を用いると，0（が／2）の項を無視して，
 （5．8）           物2（C）＝一2σ2（才）励十2σ（玄）a〃（左）十2a左
を得る．これがσ2（C）に対するランジュバン方程式である．なお，（5．7）式の等号は確率収束の
意味で成立している．（5．7）の両辺の平均をとると，＜σ（左）伽（≠）〉＝＜σ（≠）〉〈伽（≠）〉＝Oより，
 （5．9）         a〈σ2（広）〉＝一2＜σ2（C）〉励十2流
となる．これはただちに解けて，ト○・での〈42〉は，













                 ∂ （5．13）             一φ（々，C）＝＿（々2＋m2）φ（々，左）十η（々，C），                 ∂6
 （5．14a）        〈η（々，才）〉＝O，
 （5．ユ4b）                  〈η（々，Z）η（々∫，〆）＞＝2δ（后十々’）δ（広一〆），
となる．（5．2）式から（5．8）式を作ったのと同様にしてφ（后，才）φ（κ，≠）に対する方程式を作ると
次のようにたる．
 （5．！5）     a［φ（后，ご）φ（后ノ，C）］＝一｛（后2＋m2）十（后’2＋m2）｝φ（々，C）φ（々’，才）aC
                 ＋2δ（冶十々’）aC
                 ＋φ（々，才）a〃（后’，8）十φ（冶’，≠）十φ（々’，∠）a〃（々，才）．
よって，
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 （5．16）        a＜φ（后，’）φ（々’，左）〉
         二一｛（々2＋m2）十（后’2＋m2）｝〈φ（后，才）φ（后’，6）〉励十2δ（々十后’）励．
この方程式の形と，そのト○○でのふるまいは，
 （5．17）     ＜φ（后，才）φ（々’，≠）〉＝const・exp［一（后2＋m2）≠一（尾’2＋m2）左］









 （6．1）              φ（后，左）＝φo（々）exp［一（后2＋m2）（玄一≠o）］
・∫・（い一・）1（川・・
とたる．ただし，φ。（々）＝φ（冶，才＝広。）は初期分布，
 （6．2）              Gl（々；C一〆）＝θ（C一〆）exP［一（后2＋m2）（C一〆）］，
 （6．3）               θ（広一〆）＝1（C＞〆），









 （6．6a）           〈φ（々，’）φ（后’，〆）〉：D（々；≠一〆）δ4（后十后’），
（・…）   ・（い一・）一・∫励”舳H”）・（・；H”）














       ∂（6・8） 万φ（い）＝’（々2＋m2）φ（い）十η（い）









       ・（排∫…∫［・（・（・1）（・／））（・1）・・（・1）（・（・1）（・1））1…
（6．10）は図で表わすと見やすくたる．今，
 （6，1！）            白G，
                →  く：＝〉Gη，
                 イ←・・一音
という対応で図を書くと，
（・・1・）  1一一・一く
                 一く・！
十
と表わされる．（例えばrくは   ／メ  と分解して考えると（6．11）との関係がわ
  ＼
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かるだろう．）（6，5）式で表わされるφをm個がけあわせ，（5．14）式と
 （6．13）    〈η（力1，ム）η（力。，云。）…η（力，、，才、）〉










 （6．15）  ＜φ（后，C）φ（々’，才）＞｛2〕
十            十
十 十
       一÷・δ（州∫給∫給／・（・一・1一加）1ω，
（・．1・） ∫1・〕一∫・1・∫・1・
          X［G（冶；ト広1）D（々1；オ1一オ。）D（々。；才1－C。）G（冶；ト≠。）
           十D（々；チーC1）G（々1；才。一オ1）D（々。；才。イ1）G（々；C－C。）
           十D（々；C－C1）D（々；≠。一C1）G（々。；ZrZ、）G（々；トオ。一）
           十G（后；C一ナ1）0（々1；C1一彦。）D（々。；≠r才。）D（々；ト左。）




                         ∂ （617）      G（后，ト〆）＝θ（才一〆） D（后，才一〆），                        ∂〆
を用いると簡単に整理できる一（（6．17）の成立は，（6．2）と（6．6）から明らかであろう．）やってみ
よう．
（・・1・）   ∫（・〕一r・l1∫二・わ
                ・［1（1－l1）舟・（叶11）1・（いH1）
            ∂・D（々。；C。一C1）θ（オーC。） D（々；広一才。）            ∂＾
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・・（い一・）1（H1）［∂い（・1，Hl）





         ＝［D（々；卜広。）D（々1；0）D（后。；0）D（々；卜C。）1三。。















                     ∂    ∂（71）      F〃＝∂、、ん一∂、レん・
を用いて，
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亙。，亙。）と磁場∬＝（∬1，∬。，∬。，）の各3成分を，
                   F．5＝疵ゴ
 （7．4）                ・                   ハ5＝Σε榊H尾，










                         ∂ （76）        ん一→λ’μ＝ん十 λ（κ），                         ∂κμ




                ∂2      ∂                   λ（κ）＝一  λμ               ∂κμ∂κμ    ∂κμ
を満すように選ぶと，
                     ∂ （77）             〃μ＝0                    ∂ル
を得る．（7．7）のようだ，一種の拘束条件を課すことを，「ゲージ固定」と言う．これをフーリエ
表示で再考しよう．
                δ∫作用（75）が与える運動方程式δλ、＝O，すたわちマクスウール方程式（72）をフーリェ表
示で書くと，
 （7．8）                   々2（δμレー局μ為レ／々2）λレ（々）：O
となる．λレ（々）の定義は（5．12）のφ（々，C）と同様である．ここで（7．8）式の左辺の（δμレー々μ々レ／
々2）という因子が物議のタネにたる．







 （7．9a）          横波：〃（々）＝（δμμ一々μ后レ／々2）λ、（后），
 （7．9b）          縦波：ノ1タ（后）＝（々μ后レ／冶2）λレ（冶）．
〃（后），北（々）はそれぞれ々μ〃二0（横波条件），々μ北＝々μん（縦波条件）を満足している．ま
た，作用∫を刈と〃で汎関数微分すると，
                    δ（7・！0・）      δ批∫＝州
                    δ（710b）                 ∫＝0                   δ片
となる．これから作用Sの中には，縦波成分は入っいたいことがわかる．ゲージ変換（7．6）の
フーリェ変換は，





































 （8．3）                 〈ノし（々）λレ（后’）〉＝δ4（后十〆）∠7μレ（后），







 （8．4）             ∂‘λμ（后，才）＝一々2（δμレー尾μ為レ／后2）λレ十ημ（尾，広），
 （8．5a）             〈ημ（后，C）〉＝O，
 （8．5b）             ＜ημ（后，C）ηレ（々’，〆）＞＝2δμリδ4（々十々’）δ（C一〆）
となる．パリジとウーは
 （8．6）          ん（々，≠＝O）＝0
という初期条件を設定して（8．4）式を解いた．その解は，
（・．・）  舳，1）一ズ・・（い一・）1・（・，・）・・，
          Glμレ（々；≠一〆）＝［（δμレー々μ虎レ／々2）exP［一々2（≠一〆）］





 （8．9）     〈λμ（々，≠）λレ（々’，〆）〉








 （8．10a）      ∂土地（々，C）＝η左（后，≠），
 （8．ユOb）                ∂一4ゑ（冶，才）＝一冶2．4乏（后，∠）十η乏（后，才）
となる．（8．10a）は減衰項を欠くため，北はランダムウォークを行ない，初期値北（々，∠＝0）
                                 δsはト○oでも生き残るこれは，作用Sのケーノ不変性，言いかえればδ北＝0の反映である．
ゆえに初期値をゼロと置くことは，ある特別た場合を選択したことを意味する．
 一般に，〃に対する初期値を















（・一1・）     ÷∫岬（舳戸
に頼ることなく量子化できて，（8．9）式と同形の2点関数を得る．すたわち，
 （8．！4）     〈〃（后，≠）〃（々’，左）＞






















 （9．1）           ∂μ（∂レκ）＝O
を課すことを意味する．対応するランジュバン方程




いる（図9．1参照）．                        拘束面（ゲージ固定
                                       による） そこで，（9．1）のかわりに，
 （9．2）    〃b（∂レ〃）＝0                         図9．1 ゲージ固定によって定められる拘
という拘束条件を課してみよう．ただし，〃b＝    束面とゲージ変換の方向．点線は，
                            通常のゲージ固定により現れる拘∂μδαb＋g戸bC〃は共変微分である．この場合，ラゾ                            束力の方向．
ジュバン方程式に

























 （10．2b）       aμ二πaσゴπδ（Fσ（o））ソ所exp（一∫）
              ｛     α
と書ける．ここに，行列Dは，その（α，ろ）要素が



















統計数理 第34巻 第1号 1986
音州一＾（一篶・孔）










 （10．9a）       σ｛（左十〃）＝σゴ（広）十助；τ〕（∠），






図10．1a 拘束面からのとび出し 図10．1b 拘束面への引き戻し
 この問題はr拘束条件をゆるめる」ことで解決できる．（10．4b）の拘束条件を，
















 （10．12a）          S＝一五ΣΣ∫，、σgσタ，
                     21，5α
                      M （10．12b）         ハ（σ）＝Σσ9σ月一1
















01234567      IteratiOnS
図10．3拘束面に引き戻す力の効果
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外たらばゼロとする．（10．12b）で決まる拘束面は，内部空間における半径1のN次元球の球面
である．（10．12）から（10．11）に対応するランジュバン方程式をつくると
 （10．13a）   σ9（才十∠け）＝σ9（才）十∠一σ戸〔T〕（ア）十∠’σg｛州（オ），
（1・。1・・）〃（・）（1）一尋［／lバチ絵／／β亭んσ1・11／14，
                 C
（1・一1・・）〃（州（ト音／1一Σ妄、仏1）〃
                 C
となる．この方程式を用いて，内部エネルギー
                  1               亙＝一  ＜ΣΣ∫、。σ9σタ〉                  2γ．α馬

































 （11．3）                G＝（Z）≡＜φ～φo〉乃一〇L＜φ王〉ん一〇〈φo〉乃一〇，
                   a                  ＝肋＜φ1＞1■加・・













  01020304050      j
図11．1a ポテンシャルモデルの相関関数
    （ランジュバン方程式による）
  01020304050        互
図11，1b ポテンシャルモデルの相関関数
    （メトロポリス法）
G（’）
10o ．     O｛3）・β＝1・5
      ．“・
・ ． 一 ●
10－l                J     5    10    15
図11．20（3）非線形シグマモデルの相関関数
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  Stochastic Quantization Method
          Mikio Namiki
（Department of Physics，Waseda University）
   The stochastic quantization method（hearafter SQM），Proposed by Parisi and Wu in
1981，offers us a new way of quantizing dynamica1systems different from the conventiona1
methods，i．e．the canonica1and path－integra1ones．The method is so designed as to
produce quantum theory as a therma1equi1ibrium1imit of a hypothetica1stochastic process
with respect to a“fictitious time”other than the ordinary time．Every quantum－mechani－
ca1average can be obtained from so1utions of the“Langevin equation”．
   After a brief survey of SQM，we deve1op the perturbative approach to the corre1ation
functions to give propagators and energy gaps．New theoretica1prescriptions are a1so
presented to extract energy gaps from the ictitious－time dependence of the corre1ation
fmctions，and to formu1ate the“Langevin equation”direct1y for a genera1physica1
quantity．
   ApP1ying SQM to gauge丘e1ds，we observe that it is not necessary to introduce．the
gauge丘xing term and ghost ie1d in Lagrangian，contrary to the conventiona1quantizations．
It is a1so shown that we can formu1ate the stochastic gauge丘xing without destruction of
the gauge invariance and the unitarity．
   Fina11y we formu1ate a genera1theory to quantize constrained systems by means of
SQM and apP1y itto numerica工simu1ationsofthe0（N）non1inearσ一mode1．Thenumeri－
ca1simu1ations te11s us that SQM Provides us a powerfu1too1to obtain1ong－range
corre1ation functions．
