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surtout grâce à Doron Levy et Franck Nicolini. J’espère continuer à travailler longtemps
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Parcours
J’ai effectué ma thèse entre septembre 2007 et décembre 2009 au sein du laboratoire
Jacques Louis Lions et de l’équipe projet commune Inria Bang sous la direction de
Jean Clairambault, Stéphane Gaubert et Benôıt Perthame. Elle était intitulé Analyse
et modélisation de phénomènes de croissance et mouvement issus de la biologie. Mes
thématiques étaient principalement l’étude de propriétés de la valeur propre dominante
dans des modèles de dynamique de populations structurées en âge. J’ai aussi commencé
dès ma thèse à m’intéresser aux problèmes de diffusion croisée.
J’ai eu l’opportunité d’être recruté dès la sortie de ma thèse en tant que chargé de
recherches Inria à Lyon dans l’équipe Dracula qui se finalisait (elle a officiellement été
créé en 2011), équipe commune à l’Institut Camille Jordan.
Le document suivant a pour but de présenter une synthèse (non exhaustive) des travaux
effectués et en cours pour certains depuis mon recrutement en 2010. Je mettrai ici l’accent
sur mes contributions concernant
• la diffusion croisée,
• les équations de type Keller Segel intervenant en dynamique de polarisation des
levures,
• les équations de renouvellement intervenant dans la sous-diffusion,
• la modélisation en leucémie myélöıde chronique.
Les trois premières sont plus axées EDP linéaires ou nonlinéaires et ont en commun l’uti-
lisation de structure d’entropie soit pour établir l’existence globale de solutions faibles,
soit pour étudier le comportement en temps long. La dernière partie, assez différente est
menée en collaboration avec un clinicien sur des données de patients.
1 Modèles de diffusion croisée
Une partie importante de mes travaux a concerné l’étude de systèmes dits de diffusion
croisée (cross diffusion pour les anglophiles). Ce type de système a été introduit par les
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japonais Shigesada, Kawasaki et Terramoto dans [SKT79] et sous sa version généralisée
prend la forme suivante{
∂tui −∆(pi(u1 . . . uI)ui) = uiri(u1 . . . uI) i = 1 . . . I, x ∈ Ω,
∂n(pi(u1 . . . uI)ui) = 0, sur ∂Ω.
Une des motivations est d’introduire un mécanisme menant à la ségrégation entre les
espèces. Nous nous focaliserons sur le cas où une structure d’entropie est présente, per-
mettant d’obtenir des estimations de type gradient. Le coeur des résultats est l’obtention
de solutions faibles globales lorsque la structure d’entropie peut être combinée à des es-
timations de type dualité.
2 La polarisation (modèles de type Keller Segel)
En 2012, ma participation à l’ANR MODPOL de Vincent Calvez m’a amené à un séjour
parisien de longue durée dans le bureau de Nicolas Meunier. J’ai eu la chance de col-
laborer (et de collaborer encore) avec lui et son étudiant, aujourd’hui docteur, Nicolas
Muller. Nous nous sommes intéressés à des systèmes de type drift-diffusion ou la force de
drift représente l’attraction par les microtubules ou les filaments d’actine. J’ai pu ainsi
regarder des problèmes de convergence en temps long via des méthodes d’entropie pour
des modèles de type Keller-Segel.
3 Equations de renouvellement pour la sous-diffusion
Dans le cadre de la thèse d’Alvaro Mateos Gonzales (co-encadré avec Hugues Berry
et Vincent Calvez), nous avons étudié des équations de renouvellement intervenant en
sous diffusion. Cela modélise des déplacements où le déplacement quadratique moyen se
comporte en tµ avec µ < 1 au lieu de t (comme dans l’habituel mouvement brownien).
Ceci nous a amenés à regarder une équation de renouvellement au final sans espace mais
qui possède un comportement asymptotique intéressant.∂tn(t, a) + ∂an(t, a) +
µ
1+an(t, a) = 0, a > 0,
n(t, 0) =
∫ ∞
0
µ
1 + a
n(t, a)da.
Dans le cas µ < 1, le comportement asymptotique est autosimilaire. Nous avons obtenu
pour cette équation une quantification fine de ce comportement asymptotique qui pourra
être utile dans des travaux futurs.
4 Modélisation en leucémie myélöıde chronique
Avec Doron Levy de l’université du Maryland nous nous sommes intéressés à la leucémie
myélöıde chronique. Cette collaboration a commencé lors d’un séjour à l’université du
Maryland dans le cadre du programme explorateur d’Inria. Nous avons prolongé nos
échanges par le biais d’un programme équipes associées ’Modelling Leukemia’1. Motivés
1http://dracula.univ-lyon1.fr/modelling_leukemia.php
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par ce soutien, nous avons contacté un clinicien lyonnais. L’accueil du Dr Franck Nicolini
des Hospices Civils de Lyon a été au delà de mes espérances puisqu’il nous permet de
travailler sur les données de patients réels. Ceci nous a amenés à étudier des modèles
d’apparence plus simples mais avec un objectif plus concret et plus direct. Nous avons
proposé dans [A11] un modèle pour expliquer les oscillations résiduelles chez les patients
sous traitements via l’intervention du système immunitaire. Sur ce thème, je co-encadre
avec Samuel Bernard la thèse d’Apollos Besse.
Travaux
Le manuscrit sera principalement axé sur les travaux [P1 ; A16 ; P3 ; A11 ; A12 ; A8 ; P4 ;
A10] Les travaux [A2 ; A3 ; A4 ; A9 ; A13] sont (pour certains seulement partiellement)
issus de ma thèse. Les travaux [P1 ; P4] ont été soumis et [P2 ; P3] sont proches de l’être.
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Chapitre 1
Diffusions croisées
1.1 Introduction
La partie qui suit traite essentiellement de mes contributions dans le domaine de la
diffusion croisée. Les modèles de diffusion croisée (au moins dans l’esprit d’application
à l’écologie que nous avons en tête ici) ont pour but de modéliser l’interaction entre
des espèces ayant une tendance à s’éviter. Ces équations sont de type paraboliques (dé-
générées) et l’exemple le plus fameux est le système dit SKT (Shigesada Kawasaki et
Terramoto) introduit dans [SKT79]. Il se présente sous la forme suivante : étant données
deux espèces que nous noterons 1 et 2, nous supposerons qu’il existe des interactions de
type compétition entre les deux espèces (terme de réaction) et, ce qui est nouveau, une
interaction au sein même du mouvement. Dans un ouvert Ω de Rd que nous suppose-
rons aussi régulier que nécessaire (afin que les régularités elliptique et parabolique ne
rencontrent pas de difficultés liées à la forme de la frontière), les densités de population
évoluent selon le modèle :
∂tu1 −∆[(d1 + a11u1 + a12u2)u1] = f1(u1, u2),
∂tu2 −∆[(d2 + a21u1 + a22u2)u2] = f2(u1, u2),
∂nu1 = ∂nu2 = 0, sur ∂Ω.
(SKT)
On discutera peu ici de la forme des termes de réactions. On se place typiquement dans
le cas fi = ui(1 − u1 − u2). Ceci nous permettra en particulier d’avoir les estimations
de dualité. De plus en l’absence de couplage à l’intérieur du laplacien (aij = 0 pour
tout i, j), cela permet d’avoir un principe du maximum sur chaque équation séparément.
Les difficultés n’ont pas vocation à venir des termes de réaction. Comme les termes
de réaction ne sont pas au coeur de la structure d’entropie qui m’intéresse, supposons
désormais
fi = 0.
Les théorèmes seront présentés dans ce cadre même si pour la plupart une version avec
réaction existe.
On peut voir ce système sous une forme vectorielle en notant U =
(
u1
u2
)
,
∂tU = ∆A(U) = div (D(A)(U)∇U) .
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Notons au passage que les systèmes de diffusion croisée ne se limitent pas à cette forme
∆A(U) mais cette structure sera importante pour l’utilisation des estimations de dualité.
La difficulté essentielle vient du caractère non parabolique du système. Dans le cas SKT,
on a
D(A)(U) =
(
d1 + 2a11u1 + a12u2 a12u1
a21u2 a21u1 d2 + 2a22u2 + a21u1
)
qui n’est pas forcément elliptique pour tout U . Plaçons-nous dans le cas aii = 0, di = 1, et
aij = 1 pour i 6= j. En regardant la partie symétrique de A qui détermine son ellipticité
ou non, on a
det
(
DA+DAT
2
)
= (1 + u)(1 + v)− (u+ v)
2
4
.
Ce déterminant peut devenir négatif. Si on fixe u (à 1 par exemple), on obtient une
fonction de v qui devient négative pour les v grands. L’énergie L2 n’est donc pas dissipée
comme dans le cas de la chaleur. Cependant, la matrice DA(U) est dite normalement
elliptique, ses valeurs propres sont bien localisées dans Re(z) > 0. Toute une partie de
la littérature, en particulier sur les solutions classiques, cherche à transformation près, à
rendre cette matrice elliptique (ce qui amène une énergie L2). Concernant les solutions
classiques, l’existence vient essentiellement du théorème d’Amann [Ama88 ; Ama90a ;
Ama90b] qui permet d’obtenir l’existence et unicité locale de solutions en temps court
en utilisant le caractère normalement parabolique du système pour des données initiales
W 1,p où p > d. La condition de structure clef derrière tous ces résultats est la suivante :
∀U > 0, Sp(DA(U)) ⊂ {z, Re(z) > 0}. (1.1)
Dans tout ce qui suit, cette hypothèse sera faite (et renforcée). Dans le cas SKT, c’est
bien le cas puisqu’on a
Tr(DA(U)) > 0,
det(DA(U)) = (d1 + 2a11u1 + a12u2)(d2 + 2a22u2 + a21u1)− a12u1a21u2 > 0,
ce qui assure que (1.1) est bien satisfaite. L’existence locale est obtenue sous ces hy-
pothèses, c’est la globalité qui est le point difficile (depuis les travaux d’Amann tout
du moins). Pour obtenir cette dernière il faut prouver un contrôle sur ‖(u, v)(t)‖W 1,p .
C’est même une alternative : soit cette norme explose en temps fini soit la solution est
globale. On peut obtenir ceci de plusieurs façon : soit en renforçant la self-diffusion (en
augmentant les aii), soit en affaiblissant le couplage, et c’est souvent ce qui fournit l’esti-
mation qui permet d’obtenir la globalité de solutions fortes. Une autre approche consiste
à s’intéresser au cas où le couplage est faible (a21 = 0) ce qu’on appelle les systèmes tri-
angulaires. Typiquement, on y gagne un principe du maximum sur l’équation faiblement
couplée (sur u2), qui nous permet d’avoir des propriétés de régularité plus forte (sur u2)
qu’on réutilise ensuite dans l’équation avec le couplage fort. C’est ce type d’approche qui
prévaut dans [CLY04 ; Deu87 ; HNP15 ; Kim84 ; LNW98 ; LW15 ; LZ05 ; Tuo08 ; Wan05].
A noter le cas de [DT15] où les estimations de dualité (dont nous reparlerons très vite)
sont utilisées de façon fortes.
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La structure d’entropie : le cas SKT
Un important jalon pour l’étude des solutions faibles de SKT a été posé par Chen et
Jüngel dans les années 2000 [CJ06 ; CJ07]. Ces auteurs ont en effet mis en évidence une
structure générale sous-jacente à SKT : l’entropie. En effet, toujours dans un domaine
borné, pour les solutions positives, on peut réécrire formellement, le système SKT de la
façon suivante :
∂tU = div
(
d1 + 2a11u1 + a12u2 a12u1
a21u2 a21u1 d2 + 2a22u2 + a21u1
)
∇
(
u1
u2
)
=
(
(d1+2a11u1+a12u2)u1
a21u1
u1u2
u1u2
(d2+2a22u2+a21u1)u2
a12u2
)
︸ ︷︷ ︸
S(u)
∇
(
a21 log u1
a12 log u2
)
.
En multipliant par le vecteur (a21 log u1 a12 log u2) on a l’estimation
d
dt
∫
Ω
a21(u1 log u1 − u1 + 1) + a12(u2 log u2 − u2 + 1)
+
∫
Ω
∇
(
a21 log u1
a12 log u2
)( (d1+2a11u1+a12u2)u1
a21u1
u1u2
u1u2
(d2+2a22u2+a21u1)u2
a12u2
)
∇
(
a21 log u1
a12 log u2
)
= 0
La généralisation de cette structure est au coeur des travaux que nous avons menés
avec Laurent Desvillettes, Ayman Moussa et Ariane Trescases.
Pour des raisons de lisibilité, fixons nous arbitrairement a12 = a21 = 1. Cette structure
permet d’obtenir un contrôle sur des gradients qui donnera de la compacité et permettra
ensuite de construire des solutions faibles. On aboutit au résultat
Théorème (Chen et Jüngel [CJ06]). Soit Ω un domaine borné et régulier de Rd, on
note s = 1 + d
2
2d+2 , r =
2d+2
2d+1 , on se donne des données initiales u
0
i satisfaisant
• u0i ≥ 0
•
∫
Ω u
0
i log u
0
i < +∞ (entropie finie).
Alors il existe une solution faible globale u1, u2 ≥ 0 au problème et elle vérifie
∂tui ∈ L1loc(0,∞; (Hs(Ω))′),
u1u2 ∈ Lrloc(0,∞;W 1,r(Ω)),
ui ∈ L4/3loc (0,∞;W
1,4/3(Ω)),∫
Ω
ui log ui ≤
∫
Ω
u0i log u
0
i .
La dernière inégalité se remplace par une croissance contrôlée de l’entropie en présence
de réaction.
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1.2 Généralisation de la structure d’entropie
Nous nous plaçons dans le cadre formel suivant :
• conditions de Neumann au bord,
• l’ouvert Ω sera pris aussi régulier que nécessaire (nous ne sommes pas intéressé par
les questions liées à sa régularité), pour fixer les idées on peut le supposer C∞, (ce
n’est pas optimal car en pratique, ce qu’il nous faut, c’est assez de régularité pour
avoir la régularité elliptique identique à celle d’un domaine C∞ source Lp donne
solution dans W 2,p pour tout p 6= 1,+∞),
• les systèmes sont de la forme
∂tui −∆pi(U)ui = 0, x ∈ Ω,
∂n(pi(U)ui) = 0, sur ∂Ω,
U0 ∈ L1(Ω;RI+), donné.
(1.2)
Nous donnerons les exemples pour I = 2 (pour des soucis de lisibilité) mais certains
théorèmes seront énoncés pour I général. Fixons quelques hypothèses qui seront toujours
exigées sur les pi
pi ∈ C0(RI+,R+) ∩ C1((R∗+)I ,R+), inf
RI+
pi ≥ ν > 0. (1.3)
On rappelle à toute fins utiles que dans ce cadre, pour la réécriture vectorielle du système
en ∂tU −∆A(U) = 0, A correspond à l’application
A :RI+ → RI+
U 7→ (pi(U)ui)1≤i≤I .
On définit alors le cadre suivant pour généraliser la notion d’entropie.
Définition 1.2.1. On considère le système (1.2) vu sous la forme vectorielle
∂tU −∆A(U) = 0.
Soit
H : (R∗+)I 7→ R+,
une fonction convexe C2. On dit que H est une entropie pour le système si
∀X ∈ RI , ∀U ∈ (R∗+)I , X(D2H(U)DA(U))X ≥ 0.
En pratique nous supposerons une inégalité non dégénérée (stricte dès que X 6= 0). No-
tons que dans ce dernier cas, cela implique (1.1). On a alors formellement, en multipliant
l’équation par le vecteur DH(U)
d
dt
∫
Ω
H(U) +
∫
Ω
∇U(D2H(U)DA(U))∇U = 0.
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Dans le cas strictement convexe, où l’on a D2H inversible, nous écrirons souvent direc-
tement la forme qui implique le vecteur des variables entropiques H′(U), soit, sous la
forme la plus générale
d
dt
∫
Ω
H(U) +
∫
Ω
∇H′(U)(DA(U)(D2H(U))−1)∇H′(U) = 0.
Dans le cas SKT par exemple, on a H(U) = u1 log u1 − u1 + 1 + u2 log u2 − u2 + 1. A
travers des exemples nous allons regarder ce que l’entropie n’apporte pas toujours et
comment utiliser une autre structure présente dans ces équations. Nous allons examiner
plusieurs cas pour deux espèces avec des pi de la forme
p1 = d1 + a2(u2), p2 = d2 + a1(u1).
On suppose également ai(0) = 0, a
′
i > 0 (on met toute la diffusion naturelle dans di et
le couplage dans ai). On est donc ici sans self diffusion, ce qu’on fera dans tout ce qui
suit (plus à nouveau pour la lisibilité que parce que ça poserait problème). La matrice
DA est donnée par
DA(U) =
(
d1 + a2(u2) u1a
′
2(u2)
u2a
′
1(u1) d2 + a1(u1)
)
.
Une première remarque : comme on a toujours ici Tr(DA(U) > 0), le caractère norma-
lement elliptique (valeurs propres dans Re(z) > 0) est alors conditionné à la positivité
du déterminant sur R2+, c’est à dire
((d1 + a2(u2))(d2 + a1(u1))− u1u2a′1(u1)a′2(u2) ≥ 0.
Pour la suite, on se placera souvent dans le cadre un peu plus restrictif suivant.
Exemple 1.2.2. On se place dans le cas à deux espèces. On suppose que pi = di+aj(uj)
avec di > 0, a
′
j > 0, alors (1.1) est satisfaite dès que
a1(u1)a2(u2)− u1u2a′1(u1)a′2(u2) ≥ 0.
C’est en particulier le cas
• si les ai sont tous deux concaves croissants, par exemple si on a ai(ui) = usii avec
s1 < 1, s2 < 1, traité dans [A8],
• si les ai sont de la forme usii avec
s1s2 ≤ 1.
Ce cas est traité en particulier dans [A12].
Dans ces cas, l’entropie H est définie par
H(U) = ψ1(u1) + ψ2(u2),
avec
ψi(ui) =
∫ ui
1
∫ x
1
a′i(y)
y
dy.
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Laissons de côté le cas où un des ai crôıt linéairement. A deux espèces, on peut alors
réécrire le système sous la forme suivante
∂t
(
u1
u2
)
− div
(
(d1+a2(u2))u1
a′1(u1)
u2u1
u1u2
(d2+a1(u1))u2
a′2(u2)
)(
a′1(u1)
u1
∇u1
a′2(u2)
u2
∇u2
)
= 0.
A nouveau on a symétrisé le système. Il est alors naturel d’introduire les fonctions ψi
définies plus haut et caractérisées par
ψ′′i (ui) =
a′i(ui)
ui
, ψi(1) = ψ
′
i(1) = 0.
La dissipation d’entropie est alors donnée par la multiplication de l’équation par(
ψ′1(u1) ψ
′
2(u2)
)
.
d
dt
∫
Ω
ψ1(u1)+ψ2(u2)+
∫
Ω
(
∇ψ′1(u1) ∇ψ′2(u2)
)( (d1+a2(u2))u1a′1(u1) u2u1
u1u2
(d2+a1(u1))u2
a′2(u2)
)(
∇ψ′1(u1)
∇ψ′2(u2)
)
= 0.
La structure d’entropie se généralise donc très bien. En particulier, étant donné la
contrainte qu’on s’est fixée, on peut sortir les termes en di qui nous donnent alors une
mâıtrise de
∫
QT
di
ui
a′i(ui)
ψ′′i (ui)
2|∇ui|2 =
∫
QT
di
a′i(ui)
ui
|∇ui|2.
Des généralisations sont possibles à plusieurs espèces même si c’est un peu plus exi-
geant, le principe reste le même. Nous donnons dans le tableau 1.1 quelques exemples
importants qui permettent de délimiter les difficultés auxquelles nous devons faire face.
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Coefficient ai x x
s, s > 0 1− e−x
Fonctionnelle ψi x log x− x+ 1
xs−1 − sx+ s− 1
s− 1
∫ ∫ e−z
z
Variable entropique ψ′i logx
s
s− 1
(xs−1 − 1)
∫ e−z
z
contrôle de gradient 1ui |∇ui|
2 us−2i |∇ui|2
e−ui
ui
|∇ui|2
gradient donne compacité L1 ? oui dépendant de s non
Table 1.1 : Contributions à l’entropie, variable entropiques et contrôle de gradient pour
différentes situations. La première colonne correspond à la situation SKT classique, la
seconde au cas des puissances, traité dans [A8 ; A12] et la dernière colonne donne un
exemple de coefficients que nous pouvons traiter avec [P4]
• Si ai(ui) = usi et s > 0, s 6= 1, on a ψi(x) =
xs−1 − sx+ s− 1
s− 1
, et surtout la
variable entropique naturelle est donnée par ψ′i(ui) =
s
s−1(u
s−1
i − 1). On retrouve
au passage le logarithme à la limite s = 1. Cependant, on a, dès lors que s 6= 1 une
limite − ss−1 pour ψ
′
i soit en 0 soit en +∞. Dans les deux cas, on perd la propriété
du logarithme faisant une bijection entre R∗+ et R. On y perd en particulier la
propriété qu’il est naturel de chercher wi = ψ
′
i(ui) dans un quelconque espace
vectoriel.
• un cas encore plus pathologique consiste à prendre ai(ui) = 1 − e−ui . On a alors
comme mâıtrise typique du gradient
∫
QT
e−ui
ui
|∇ui|2 < +∞ ce qui est extrêmement
faible et en particulier rend inaccessible l’utilisation d’un lemme d’Aubin Lions
Simon classique. Il faudra pour cela maitriser au moins
∫
QT
uie
ui ce qui n’a aucune
raison d’être le cas. En particulier l’intégrabilité des termes dans le laplacien ne
s’obtiendra pas par l’entropie ni par les estimations de gradients qu’elle génère.
Selon la dimension on peut déjà avoir ce problème avec le cas ai(x) = x
s et s petit.
On a donc besoin soit de se restreindre, soit d’exploiter des propriétés de l’équation non
liées à l’entropie.
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1.3 Les estimations de dualité
1.3.1 Le lemme de dualité
Dans l’article [PS00], Michel Pierre et Didier Schmitt ont mis en place les bases d’un outil
extrêmement robuste pour les systèmes d’équations paraboliques. L’application typique
en est la résolution faible de systèmes de réaction diffusion où les coefficients de diffusion
dépendent de l’espèce considérée [Des+07]. Nous allons ici en énoncer une version, sous
la forme d’un principe de stabilité.
Lemme 1.3.1. Soit a une fonction régulière positive et u une solution régulière et
positive de l’inéquation {
∂tu−∆(a(t, x)u) ≤ 0 dans Ω,
∂n(au) = 0.
Alors on a l’estimation suivante∫
QT
a(t, x)u2(t, x)dxdt+
∫
Ω
∣∣∣∣∇ ∫ T
0
(a(t, x)u(t, x)dt
∣∣∣∣2 dx ≤ 〈u0〉∫
QT
a(t, x)dxdt+‖u0−〈u0〉‖H1(Ω)′ .
Démonstration. La preuve classique (l’originale si l’on peut dire) est basée sur l’utilisa-
tion d’un problème dual
∂tφ+ a(t, x)∆φ = F (t, x), t ∈ (0, T ), x ∈ Ω,
∂nφ = 0, sur ∂Ω,
φ(T, .) = 0.
(1.4)
En multipliant l’équation par ∆Φ, on obtient un contrôle sur ‖∇Φ(0)‖2, ‖
√
a∆φ‖L2(QT ), ‖∂tφ/
√
a‖L2(QT )
qui permet ensuite d’aboutir à l’inégalité (sans le deuxième terme). On peut cependant
obtenir l’estimation de manière plus directe en intégrant l’équation sur u en temps
u(t, .)−∆
∫ t
0
au ≤ u0.
On multiplie cette équation par au et on intègre sur Ω∫
Ω
a(t, x)u2(t, x)dx+
∫
Ω
∇(au)(t, x)∇
∫ t
0
au(s, x)dsdx ≤
∫
Ω
u0(x)a(t, x)u(t, x)dx,∫
Ω
a(t, x)u2(t, x)dx+
1
2
∫
Ω
d
dt
|∇
∫ t
0
au(s, x)ds|2dx ≤
∫
Ω
u0(x)a(t, x)u(t, x)dx.
On intègre en temps entre 0 et T et on a
A =
∫
QT
a(t, x)u2(t, x)dxdt+
∫
Ω
∣∣∣∣∇ ∫ T
0
a(s, x)u(s, x)ds
∣∣∣∣2 dx ≤ ∫
Ω
u0(x)
∫ T
0
a(t, x)u(t, x)dtdx,
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A ≤
∫
Ω
〈u0〉
∫ T
0
a(t, x)u(t, x)dtdx+
∫
Ω
(u0 − 〈u0〉)
∫ T
0
a(t, x)u(t, x)dtdx,
A ≤ 〈u0〉
∫
QT
a(t, x)u(t, x)dtdx+ ‖u0 − 〈u0〉‖H1(Ω)′‖∇
∫ T
0
a(t, .)u(t, .)dt‖L2(Ω),
A ≤ 1
2
〈u0〉2
∫
QT
a(t, x)dtdx+
1
2
∫
QT
a(t, x)u2(t, x)dtdx+
‖u0 − 〈u0〉‖H1(Ω)′
2
+
1
2
‖∇
∫ T
0
a(t, .)u(t, .)dt‖2L2(Ω).
Et on obtient le résultat. Je précise ce schéma de preuve qui mène plus facilement aux
estimations équivalentes pour le système discrétisé en temps (en remplaçant les intégrales
en temps par des sommes discrètes).
Remarque. Ces estimations sont basées sur un calcul direct et sont très robustes. Dans
le cas de coefficients bornés, de meilleures estimations peuvent être obtenues dans des
espaces avec p > 2, on pourra pour cela consulter [CDF14]. C’est une piste importante
pour de futurs travaux de recherches.
Dans le cas de données initiales L∞, on peut avoir plus de régularité sur
∫ t
0 au. C’est
une remarque que nous avons utilisé dans [A6] et qui est à la base du théorème 1.4.2.
Lemme 1.3.2. Si on suppose de plus
‖u0‖∞ < +∞,
∥∥∥∥∫ t
0
a(s, x)u(s, x)ds
∥∥∥∥
1
≤ C(t)
alors on a en plus∥∥∥∥∫ t
0
au
∥∥∥∥
L∞(Ω)
≤ C(Ω)
(
‖u0‖L∞(Ω +
∥∥∥∥∫ t
0
au
∥∥∥∥
L1(Ω)
)
Cela est essentiellement une conséquence du principe suivant, dont on peut retrouver
une preuve dans [A6], lemme 3.2). Soit W une solution régulière positive (c’est un point
crucial) de {
−∆W ≤ f, dans Ω,
∂nW = 0 sur ∂Ω,
vérifie
‖W‖∞ ≤ C(Ω) (‖f‖∞ + ‖W‖1) .
On applique ceci avec f = u0, et W =
∫ t
0 au.
1.3.2 Bootstrap des estimations de dualité
Dans ce qui précède, nous avons une sorte de théorème sous condition. On arrive à
contrôler les solutions si on arrive à contrôler∫
QT
a,
∫
QT
au.
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On a donc besoin d’une première borne pour utiliser les énoncés de la section précédente.
Nous allons voir qu’un argument de bootstrap proposé dans [A1] permet de les obtenir.
On se place dans le cas d’un système de la forme
∂tui = ∆(pi(U)ui).
On a gardé les mêmes conditions au bord. On suppose l’hypothèse (1.3) satisfaite. On
somme les équations et on obtient sur w =
∑
i ui la chose suivante
∂tw −∆aw = 0, a =
∑
i pi(U)ui∑
i ui
.
On a vu qu’on a facilement (on a évidemment w ≥ 0)∫
QT
aw2 ≤ 〈w0〉
∫
QT
a+ ‖w0 − 〈w0〉‖H1(Ω).
La clé est dans le principe suivant : pour les grandes valeurs de w, le terme de gauche
crôıt plus vite que celui de droite. La fonction U 7→ a est continue par construction. On
note
α(R) = sup
U∈RI+, 0≤w≤R
a
On remarque qu’alors, par simple continuité,∫
QT ,w≤R
aw ≤ Rα(R)|QT |.
D’autre part∫
QT ,w≥R
aw ≤ 1
R
∫
QT ,w≥R
aw2 ≤ 〈w
0〉
R
∫
QT ,w≥R
a+
〈w0〉α(R)
R
+
‖w0 − 〈w0〉‖H1(Ω)
R
ce qui donne donc∫
QT ,w≥R
aw ≤ 〈w
0〉
R2
∫
QT ,w≥R
aw +
〈w0〉α(R)
R
+
‖w0 − 〈w0〉‖H1(Ω)
R
En prenant R2 > 〈w0〉 on en déduit aisément une borne sur
∫
QT
aw a priori. On a par
la même méthode une borne a priori (à l’origine c’est fait dans [A1]), sur
∫
QT
a. Ce qui
permet en général d’initier le lemme 1.3.2
Remarque. Il est important de noter que pour cette étape on fait usage de façon cruciale
de la continuité des coefficients sur RI+ (plus précisément de l’existence de α(R)).
Ce qu’il faut retenir c’est la philosophie suivante : si les coefficients sont continus et
les données initiales L∞ (c’est largement sous optimal mais ça fixe bien les idées pour le
procédé d’approximation), alors on a des bornes a priori sur
‖aw‖L1(QT ), ‖
√
aw‖L2(QT ), ‖a‖L1(QT ), ‖∇
∫ T
0
(aw)‖L2(Ω).
De plus, à l’aide du lemme 1.3.2, nous avons en plus des bornes a priori sur
‖
∫ T
0
aw‖L∞(Ω),
∫ T
0
‖
∫ t
0
aw‖2H2(Ω)dt
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1.3.3 Extension au semi-discret en temps
Nous arrivons à ce qui est à mes yeux une étape essentielle de nos travaux : l’extension
à une version discrétisée implicite en temps de ces estimations de dualité
Lemme 1.3.3. On considère des solutions régulières positives de{
uk+1(x)− uk(x)− τ∆(ak+1(x)uk+1(x)) ≤ 0, x ∈ Ω, k ≤ N
∂n(a
k+1(x)uk+1(x)) = 0 sur ∂Ω.
Alors on a
N−1∑
0
τ
∫
Ω
ak+1(x)|uk+1|2(x)+
∫
Ω
∣∣∣∣∣τ∇
N−1∑
k=0
ak+1uk+1
∣∣∣∣∣
2
≤ 〈u0〉
N−1∑
k=0
τ
∫
Ω
ak+1(x)dx+‖u0−〈u0〉‖H1(Ω)′
Si de plus les données initiales sont L∞, on a également
‖τ
∑
k=1N
ak+1uk+1‖∞ ≤ C(Ω)
(
‖u0‖∞ + ‖τ
∑
k=1N
ak+1uk+1‖1
)
.
La preuve de la première est très proche de celle du lemme 1.3.1, il suffit de remplacer
les intégrales en temps par des sommes discrètes et de faire des intégrations par parties
discrètes. Pour la seconde, on applique la procédure du lemme 1.3.2 en prenant W =
τ
∑n
k=1 a
k+1uk+1, f = u0. On essaie de donner une idée de la robustesse des constantes
qui aura une importance pour la suite. A peu de choses près les bornes a priori (avec les
mêmes constantes) vérifiées par une fonction f le seront (relativement) naturellement
par l’analogue discret f τ =
∑
k f
k(x)χ](k−1)τ,kτ ](t).
1.4 Construction de solutions
Nous arrivons désormais au coeur du travail sur la diffusion croisée. Si la mise en évidence
de structures est évidemment un point important, à mes yeux notre apport majeur est
d’avoir construit une méthode robuste pour construire des solutions en combinant les
deux informations : entropie et dualité. Toutes les approches que nous examinerons va-
rient sur les moyens d’atteindre la construction de solutions à un système semi discrétisé
en temps que nous écrivons
uk+1i − uki
τ
−∆(pi(uk+1)uk+1i ) = 0,
∂n(piui) = 0.
(1.5)
Toujours avec les mêmes conditions au bord. Le coeur du travail sur les systèmes de
diffusion croisée a consisté à construire ces solutions après avoir identifié la structure
sous-jacente.
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1.4.1 Approche orienté entropie : le cas xs avec s ≤ 1
Nous l’avons mentionné précédemment, dans le cas SKT, les variables entropiques wi =
log ui, sont des logarithmes. La propriété de bijection entre R∗+ et R du log permet
lorsque l’on cherche non pas les ui mais les wi de contourner un problème du modèle,
l’absence de principe du maximum, qui fait que la propriété ui > 0 n’est pas immédiate.
Elle découle en fait du changement de variables : on cherche les wi et qu’ensuite on passe
à l’exponentielle, on cherche donc ui sous la forme e
wi . Plus précisément le schéma de
construction est le suivant :
• On se donne τ > 0 et Vn espaces réguliers de discrétisation de dimension n (généré
par les vecteurs propres du laplacien par exemple),
• pour k = 1 . . . N (indice de temps), on cherche (wk,n1 , w
k,n
2 ) dans l’espace vectoriel
V 2n tels que
∀(ϕ1, ϕ2) ∈ V 2n ,
∫
Ω
∂τu
k,nϕ+
∫
Ω
∇ϕS(uk,n)∇wk,n = 0.
On a noté ici
ϕ = (ϕ1, ϕ2), w
k,n = (wk,n1 , w
k,n
2 ),
uk,ni = e
wk,ni , uk,n = (uk,n1 , u
k,n
2 ),
∂τu
k,n =
uk,n − uk−1,n
τ
,
et
S(u) =
d1 + u2u1 u1u2
u1u2
d2 + u1
u2
 .
Ce problème se résout par une approche de point fixe de Brouwer (après une régula-
risation supplémentaire). En prenant alors ϕ = w comme fonction test, on retrouve
une version discrète de l’inégalité d’entropie. Si on tente cette approche dans le cas par
exemple ai(x) =
√
x, on chercherait − 1√ui dans un espace vectoriel, ce qui serait absurde.
Une façon de palier à ce problème est de pertuber le système. En effet, dans notre cas
particulier, si on remplace
ai(x)→ ai(x) + εx,
les variables entropiques naturelles sont
ψ′i(ui) + ε log ui.
La propriété de bijection entre R∗+ et R est restaurée. Il faut cependant vérifiée que le
système perturbé garde une structure d’entropie. C’est le cas si a1 et a2 sont concaves,
ce qui est le cas traité das [A8]. Dans les autres cas, il faudrait payer le prix d’une
self diffusion (approche utilisée par Chen, Daus et Jüngel dans [CDJ16] même si la
perturbation est plus dans la matrice de diffusion). On peut alors résoudre le système
perturbé de la même façon que (SKT) et faire tendre ε vers 0. Cependant on rencontre
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alors une difficulté importante. Si on se base sur les seules estimations d’entropie, on
n’a pas forcément suffisamment d’intégrabilité pour passer à la limite dans les termes
nonlinéaires. La solution consiste alors à montrer que l’estimation de dualité est bien
satisfaite à la limite. C’est une des difficultés pour le travail [A8]. Une des clefs vient du
fait que pour le problème dual, on a plus facilement de la régularité en temps discret (on
passe du parabolique à l’elliptique). On aboutit au théorème suivant
Théorème 1.4.1 (Cas si < 1, Desvillettes, L. et Moussa, [A8]). On suppose 0 ≤
(u01, u
0
2) ∈ L2(Ω)2. On considère le système (1.2) avec pi = (di + u
sj
j ) (j 6= i, di > 0,
si, sj < 1).
Alors pour tout T > 0 il existe un couple (u1, u2) de solutions faible au système sur
[0, T ] au sens suivant i = 1, 2,∫ T
0
∫
Ω
(
(d1 + u
s2
2 )u
2
1 + (d2 + u
s1
1 )u
2
2
)
dx dt < +∞, (1.6)
et pour tout θ ∈ D([0, T [;C∞ν (Ω)) (fonctions régulières à support compact en temps avec
dérivée normale nulle au bord), on a la formulation faible suivante
−
∫
Ω
u01(x) θ(0, x) dx−
∫ ∞
0
∫
Ω
u1(t, x) ∂tθ(t, x) dx dt
−
∫ ∞
0
∫
Ω
∆θ(t, x)
[
a12(u2(t, x))
]
= 0.
et
−
∫
Ω
u02(x) θ(0, x) dx−
∫ ∞
0
∫
Ω
u2(t, x) ∂tθ(t, x) dx dt
−
∫ ∞
0
∫
Ω
∆θ(t, x)
[
a22(u2(t, x)) + u2(t, x) a21(u1(t, x))
]
= 0.
De plus on a les estimations∥∥∥∇us1/21 ∥∥∥
L2(QT )
+
∥∥∥∇us2/22 ∥∥∥
L2(QT )
+
∥∥∥∇(us1/21 us2/22 )∥∥∥
L2(QT )
≤ KT (1 + ‖(u01, u02)‖L2(Ω)),
où KT est une constante qui ne dépend que de T et des données initiales.
1.4.2 Approche orientée dualité
Une approche assez radicalement différente consiste à remarquer que le problème semi
discret en temps, comme esquissé en section 1.3.3, a beaucoup de compacité et se prête
bien à un théorème de type Leray Schauder. Plus précisément, si on part de données
bornées et loin de 0 (ce qu’on peut toujours faire en tronquant la donnée initiale), on a le
résultat suivant qu’on donne directement sous la forme multi espèces. On va introduire
une nouvelle hypothèse structurante : l’inversibilité de A.
Théorème 1.4.2 (Desvillettes, L, Moussa et Trescases[A12]). On suppose le domaine
Ω régulier, on suppose que l’hypothèse (1.3) est satisfaite et que de plus A défini comme
précédemment sur RI+ dans RI+ par Ai(U) = pi(U)ui, définit un homéomorphisme de
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RI+ dans lui-même et un C1− difféomorphisme sur (R∗+)I dans lui-même. On se donne
des données initiales bornées par au-dessus L∞(Ω) 3 U0 ≥ η > 0. Alors il existe une
suite (Uk)1≤k≤N−1 dans L
∞(Ω) satisfaisant (1.5). Enfin, pour k ≥ 1 et p ∈ [1,∞[, la
solution vérifie
Uk ∈ C0(Ω), (1.7)
Uk ≥ cη,A,τ,k > 0 on Ω, (1.8)
A(Uk) ∈W 2,pν (Ω), (1.9)
où cη,A,τ,k dépend de la fonction A de τ , et ∫
Ω
Uk ≤
∫
Ω
U0, (1.10)
N−1∑
k=0
τ
∫
Ω
(
I∑
i=1
uki
)(
I∑
i=1
A(Uk)i
)
≤ C(Ω, U0, A,Nτ), (1.11)
où C(Ω, U0, A, ρ,Nτ) est une constante Ω, A, Nτ et ‖U0‖L1∩H−1(Ω).
Remarque. Nous présentons ici la version conservative, le cas avec une réaction de
type ri(ui − gi(U)) est inclus dans le théorème complet.
Remarque. De façon assez étonnante, la partie C1 difféomorphisme est peu restrictive
dans le cadre que nous considérons. En effet, l’hypothèse (1.3) combinée à l’hypothèse
d’entropie le donnent directement via le théorème d’inversion globale d’Hadamard Levy
(cf [P4] p 13-14). A noter que dans ce travail, on se limite au cas d’une entropie à
variables séparées ce qui permet de transférer la structure d’entropie sur le bord. La
principale difficulté est de montrer l’inversibilité de l’application induite par A sur la
frontière de RI+. En pratique cela se fait ’composante par composante’ au sens où l’hy-
pothèse (1.3) (la minoration surtout) garantit que Ai(U) = 0⇔ ui = 0.
Les estimations (1.10)(1.11), sont relativement prévisibles (elles étaient essentiellement
annoncées plus haut). Les estimations (1.7)(1.8),(1.9) sont par contre liées à une vision
plus fine de la propriété de dualité. L’idée est la suivante. Comme on l’avait vue on a a
priori beaucoup de régularité a priori sur
∫ t
0 pi(U)ui et donc en semi discret du type
‖
N∑
k=1
τpi(U
k)uki ‖∞ ≤ C(Nτ).
Il s’en hérite une borne qui passera très mal au continu
‖pi(Uk)uki ‖∞ ≤
C(Nτ)
τ
.
De la même façon, le caractère W 2,p peut s’obtenir en écrivant
−∆Ai(Uk) = −∆pi(Uk)uki =
uk−1i − uki
τ︸ ︷︷ ︸
L∞
.
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On procède de même pour les autres bornes. L’important ici n’est pas d’affiner les
constantes (pour la simple et bonne raison qu’elles exploseront avec τ → 0) mais bien
d’obtenir de la compacité.
Ce côté très régulier des solutions du problème semi discret donne alors tous les avan-
tages des deux méthodes :
• les estimations de dualité s’appliquent naturellement (avec des constantes robustes),
• la positivité des solutions vient d’un simple principe du maximum,
• de plus la structure d’entropie si elle est présente (il est assez remarquable de
noter qu’elle n’est pas nécessaire pour avoir des solutions du système semi-discret),
s’intègre naturellement dans ce cadre. Les solutions sont suffisamment régulières
et majorées minorées pour pouvoir multiplier l’équation par H′(Uk+1) et obtenir
sur les solutions∫
Ω
H′(Uk+1).(Uk+1 − Uk) +
∫
Ω
∇Uk+1H′′(Uk+1)DA(Uk+1∇Uk+1 = 0.
Comme H est convexe on a par l’inégalité de Young∫
Ω
H′(Uk+1).(Uk+1 − Uk) ≥
∫
Ω
H(Uk+1)−H(Uk).
Et ceci aboutit à l’inégalité d’entropie discrète∫
Ω
H(Uk+1)−H(Uk) +
∫
Ω
∇Uk+1H′′(Uk+1)DA(Uk+1)∇Uk+1 ≤ 0.
On a donc construit une approximation de la solution qui préserve les deux structures.
1.4.3 L’étape délicate τ → 0.
Dans ces problèmes, contrairement à l’usage, l’équiintégrabilité des termes nonlinéaires
peut venir d’une structure (la mâıtrise des gradients issus de l’entropie) comme de l’autre
(l’intégrabilité L2 des solutions et un peu mieux que L1 sur les nonlinéarités). Dans [A8]
et [A12], nous avons abordé cette étape de la façon classique, en cherchant à avoir une
version d’Aubin Lions Simon [Aub63 ; Sim87] adaptée à nos translations en temps. Cela
induit de fait une contrainte assez forte. En effet si les estimations sur ∂tu sont déjà
données par le schéma qui assure un contrôle du type ∂tu ∈ L1(0, T,W 1,1(Ω)′) par
exemple, il est potentiellement difficile d’assurer ∇u ∈ L1(QT ) ce qui semblerait un
minimum. Ceci exclut donc de fait le cas ai = 1 − e−x mais autorise les puissances pas
trop grandes
∇ui = u
1− s
2
i × u
s
2
−1
i ∇ui︸ ︷︷ ︸
L2(QT )
Avoir ∇ui ∈ L1(QT ) nécessite un contrôle de u1−s/2i dans L2(QT ). Ceci ne pose pas de
problème si 0 ≤ 1 − s/2 ≤ 1. Ce qui nous permet en particulier de traiter s < 1 dans
[A8]. Si s est trop grand il faut faire appel à des versions nonlinéaires d’Aubin-Lions
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et c’est celles qu’on trouve dans [Mou16] que nous avons utilisées. Si dans [A12], nous
nous sommes cantonnés à des puissances, en revanche nous avons étendu cela dans [P4]
à un cadre plus général contenant les entropies à variables séparées. Comme on en a
l’habitude, regarder des dérivées discrètes en temps ou des vraies dérivées n’est pas le
vrai problème. Pour ces raisons on écrira un peu abusivement qu’on mâıtrise ∂tu
τ quand
on contrôle en u
τ (t,.)−uτ (t−τ,.)
τ . L’idée est la suivante en plusieurs étapes, on peut travailler
indice par indice
• les uτi sont positifs par constructions,
• de par la structure forte, on a une fonction gi positive croissante strictement telle
que gi(u
τ
i ) est bornée dans L
2(0, T ;H1(Ω)) (quitte à la prendre très peu croissante,
le but n’est pas l’optimalité),
• de par les autres bornes et l’équation, on peut écrire que ∂tuτ est bornée dans
L1(0, T ;H−m(Ω)) avec m assez grand et uτi est bornée dans L
2(QT )
• on ne peut pas encore appliquer Aubin-Lions ou Simon. En revanche on peut faire
converger faiblement uτi ⇀ ūi et gi(u
τ
i ) ⇀ ḡi, la proposition 3 de [Mou16], permet
d’affirmer ∫
QT
uτi gi(u
τ
i )ϕ→
∫
QT
ūiḡiϕ
il reste à identifier ḡi = gi(ūi) et à obtenir de la convergence presque partout.
• Pour cette étape on utilise l’astuce de Minty-Browder, qui consiste à utiliser cette
convergence faible dans
0 ≤
∫
QT
(uτi − ūi)(gi(uτi )− gi(ūi))→ 0.
On a alors en utilisant la monotonie de gi, à extraction près
(uτi − ūi)(gi(uτi )− gi(ūi)→ 0, p.p.
ce qui implique immédiatement ui → ūi, p.p. Dès lors, l’intégrabilité L2 assure
uτi → ūi Lp fort, p < 2.
Ceci va permettre d’obtenir des solutions très faibles de façon robuste.
Pour finir, il nous reste à introduire une contrainte sur l’entropie qui donne un peu
plus de marge de manoeuvre que la simple inégalité D2(H)(X)D(A)(X) > 0 pour tout
X.
Définition 1.4.3 (Entropie uniforme). On appelle entropie uniforme une fonction H :
(R∗+)I → R+, C2, convexe et telle que pour tout X ∈ (R∗+)I , on a
D2(H)(X)D(A)(X) ≥ Diag(fi(xi)), ∀xi > 0, fi(xi) > 0,
au sens des matrices symétriques où les fi : R∗+ → R∗+ sont continues et strictement
positives.
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On aboutit au théorème suivant qui étend le cadre de [A12].
Théorème 1.4.4 ( L et Moussa [P4]). Soit Ω ⊂ Rd domaine borné régulier. On suppose
• Les fonctions pi satisfont (1.3).
• A est un homéomorphisme de RI+ dans lui-même.
On suppose que A admet une entropie uniforme H.
Alors pour 0 ≤ U0 ∈ L1(Ω) ∩H−1(Ω), tel que H(U0) ∈ L1(Ω), on a 0 ≤ U ∈ L1(QT )
avec A(U) ∈ L1(QT ) solution du système (1.2) pour les données initiales U0, i.e. pour
Ψ ∈ C1c ([0, T );C2(Ω)I) satisfaisant ∂nΨ = 0 on ∂Ω, on a
−
∫
Ω
U0 ·Ψ(0, ·) =
∫
QT
(
A(U) ·∆Ψ
)
.
De plus on a l’estimation sur [0, T ] :∫
Ω
H(U(t)) +
∫ t
0
∫
Ω
〈∇U,D2(H)(U)D(A)(U)∇U〉 ≤
∫
Ω
H(U0). (1.12)
1.5 Autres travaux sur la diffusion croisée
Au cours de ma thèse, j’ai travaillé sur un modèle régularisé ayant la forme suivante
∂tui = ∆pi(Ũ)ui,
ũi − δ∆ũi = ui,
∂nui = ∂nũi = 0.
Avec Michel Pierre et Guillaume Rolland nous avons établi le résultat d’existence globale
suivant pour ce système.
Théorème 1.5.1 (L., Pierre et Rolland). [A6]] On suppose que les pi sont continus et
U0 = (u01, ..., u
0
I) ∈ L∞(Ω, [0,∞))I . Alors il existe une solution positive U = (u1, ..., uI)
au problème
∀T ∈ (0,∞),∀i = 1, ..., I, ∀p ∈ [1,∞),
ui ∈ Lp(QT ); ũi ∈ Cα(QT ) ∩ Lp
(
0, T ;W 2,p(Ω)
)
pour uncertain α ∈ (0, 1],∫ t
0 ai(ũ)ui ∈ L
p
(
0, T ;W 2,p(Ω)
)
,
ui(t)−∆[
∫ t
0 ai(ũ)ui] = u
0
i dans QT ,
ũi − δi∆ũi = ui in QT
∂n
(∫ t
0 ai(ũ)ui
)
= 0 = ∂nũi sur ΣT .
(1.13)
Si de plus
∀i = 1, ..., I, pi : [0,∞)I → [0,∞) est localement Lipschitz (1.14)
alors, ∀i = 1, ..., I, ∀T > 0, ∀p ∈ [1,∞),
ui ∈ L∞(QT ), ∀τ ∈ (0, T ), ∂tui,∆(pi(Ũ)ui) ∈ Lp ((τ, T )× Ω)
and ∂tui − ∆(pi(Ũ)ui) = 0, ∂n(pi(Ũ)ui) = 0. Enfin, sous l’hypothèse(1.14), la solution
de (1.13) est unique.
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Il est notamment basé sur deux ingrédients
• l’estimation L2 que nous obtenions dans ma thèse en utilisant la régularité elliptique
et qui donnait un résultat dépendant de la dimension peut en fait s’obtenir de façon
bien plus robuste, très similaire à la section 1.3.2.
• le fait que les estimations de la section 1.3 (type L∞ ou autre) sur
∫ t
0 piui s’ap-
pliquent ici à δũi +
∫ t
0 piui, ce qui permet d’avoir efficacement une borne forte sur
ũi, elle-même permettant d’avoir des estimations L
p sur ui pour tout p > 1.
Un argument bootstrap permet d’arriver à prouver que les ũi sont continus et on peut
alors finaliser par régularité maximale. Avec Salome Martinez de l’université du Chili
(Santiago, CMM) nous avons achevé dans [A9] un travail débuté dans ma thèse pour
comprendre les formations de patterns obtenus dans ce modèle selon les moyennes et les
fonctions pi considérées, ceci pour I = 2 uniquement. Au passage, nous nous servons aussi
de la preuve proposée dans ma thèse pour montrer la stabilité nonlinéaire de l’équilibre
constant quand δ est grand (rendant l’équilibre constant stable au sens de Turing).
1.6 Principales questions et perspectives
1.6.1 Termes de réactions
Même si on peut toujours raffiner, il me semble qu’avec le théorème (1.4.4) nous arrivons
à la limite de notre approche à un détail près : nous n’avons pas parlé de réaction pour
le moment. En fait, nous arrivons à traiter les réactions raisonnables au sens suivant :
on se restreint à des réactions de la forme uiri(U) avec des ri majorées (donc croissance
au plus exponentielle, les estimations de dualité fonctionnent encore) mais généralement
non minorées. On ajoute la contrainte suivante dite de compatibilité
∀U > 0,
∑
ri
∂H(U)
∂ui
≤ C
(
1 +
∑
ui +H(U)
)
.
Qui permet de remplacer la dissipation d’entropie par un contrôle de sa croissance et
donc de garder un contrôle sur les gradients.
Plus délicat, il faut pouvoir assurer que la convergence presque partout de U entrâıne
la convergence L1 des termes de réactions.∑
ui|ri(U)| = o
(∑
ui
∑
piui +H(U)
)
quand
∑
i
ui → +∞.
Ce type d’hypothèse permettra d’avoir de l’uniforme équiintégrabilité et donc d’appliquer
le théorème de Vitali pour obtenir de la convergence L1.
C’est le point un peu frustrant pour le moment. En effet, ceci ne permet pas (encore)
de couvrir certains cas qui seraient pourtant fort logiques. On peut toujours (à la com-
patibilité près) gérer des termes de réaction strictement sous-quadratiques (qui seront
donc contrôlés via l’estimation de dualité). En revanche, si l’entropie ne donne pas de
contrôle supérieur à celui de l’estimation de dualité, on peut se trouver en difficulté avec
des termes très classiques et très naturels u1(1− u1 − u2). A noter que si les coefficients
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sont bornés on peut contourner le problème grâce aux estimations de dualité améliorées
de [CDF14] qui donnera l’intégrabilité L2+ε qui devrait permettre de conclure.
La piste la plus prometteuse est l’obtention de compacité supplémentaire dans le cas
général. Il semblerait que dans tous les cas de figures on ait de la compacité L2. Ces
questions sont en train d’être étudiées avec Laurent Desvillettes, Ayman Moussa, Michel
Pierre et Ariane Trescases.
1.6.2 Quelques perspectives sur la construction de solutions
Le théorème d’existence peut être raffiné légèrement dans le cas conservatif. Ce qui peut
sans aucun doute se faire facilement est de supprimer l’hypothèse d’entropie uniforme
qui permet de séparer les variables. Comme son utilité vient uniquement au moment de
la convergence τ → 0, elle doit pouvoir sans dommage être remplacée par
∇UH′′(U)DA(U)∇U ≥ |∇F (U)|2 ,
où F : RI+ 7→ RI+ est une fonction strictement monotone au sens vectoriel du terme, i.e.,
(U − V )(F (U)− F (V )) > 0, si U 6= V.
1.6.3 Passage de modèles régularisées aux modèles locaux
Il existe différentes façons d’approcher les modèles de diffusions croisées. L’une d’elles
consiste à régulariser les pi(U) en pi(Ũ) ce qui correspond aux modèles étudiés dans [A1 ;
A6 ; A9] et dans l’esprit aux modèles de [FM14]. Une autre approche, utilisée à l’origine
dans [IM08] et affinée récemment dans [CD14 ; DT15] consiste à séparer les espèces en
rapides et lentes, la transition entre les deux états se faisant à un taux dépendant des
densités locales des espèces. Dans le cas conservatif à deux espèces représentées par u
et v. On imagine qu’on veut à terme un modèle de pure diffusion sur v et de diffusion
croisée sur u {
∂tu−∆a(v)u = 0,
∂tv −∆v = 0.
On sépare l’espèce u en deux sous espèces us, uf (slow, fast)
∂tus −∆dsus = 1ε (koff (v)uf − kon(v)us) ,
∂tuf −∆dfuf = 1ε (kon(v)us − koff (v)uf ) ,
∂tv −∆v = 0.
On cherche alors à choisir ds, df , kon, koff tels que quand on passe formellement à la
limite ε = 0, on ait
koff (v)uf − kon(v)us,
u = us + uf ,
us =
koff (v)
kon(v) + koff (v)
u,
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uf =
kon(v)
kon(v) + koff (v)
u, dsus + dfuf =
dskoff (v) + dfkon(v)
kon(v) + koff (v)
u.
On aurait alors a(v) =
dskoff (v)+dfkon(v)
kon(v)+koff (v)
. A noter que ça implique, quel que soit le choix
de taux d’échange (positifs tout de même) a(v) borné. Le problème constant de cette
approche est la recherche d’un principe du maximum qui n’est pas naturel pour nos
équations. Soit on obtient un principe local en temps, i.e. une borne en u ≤ C(t) et le
choix de ds, df , kon, koff dépend de l’horizon temporel T choisi. Soit ce n’est pas le cas
mais cela n’arrive que pour un cadre très restreint. Cette approche ne pourra par exemple
marcher sur SKT que si on arrive (problème ouvert rappelons-le) à obtenir une borne
globale L∞ sur les solutions (sachant qu’on ne sait déjà pas en obtenir une dépendant
de l’horizon T ). A mon sens une piste intéressante consiste à changer de point de vue et
à saturer les taux de diffusion. Dans ce cas, les valeurs de ds, df sont naturellement les
valeurs extrêmes de a et kon, koff peuvent être relativement intrinsèques. On pourrait
alors envisager un passage à la limite sans principe du maximum et peut être dans un cas
non triangulaire. C’est une piste que j’ai commencé à explorer avec Laurent Desvillettes,
Ayman Moussa et Ariane Trescases.
1.6.4 Les cas pathologiques
Que se passe-t-il quand on n’a pas d’entropie ? Dans le cas où on est vraiment hors du
cadre du théorème d’Amman. Dans le cadre de ma thèse je m’étais penché sur le système{
∂tu−∆(1 + v2)u = 0,
∂tv −∆(1 + u2)v = 0.
Pour des données initiales petites on est dans le cadre d’Amman, mais pas en général.
Cependant un contrôle a priori un peu étrange peut être obtenu formellement
d
dt
∫
Ω
(1 + v2)(1 + u2) +
∫
Ω
∣∣∇(1 + v2)u∣∣2 + ∣∣∇(1 + u2)v∣∣2 .
Ce contrôle est en fait dégénéré
(u, v) 7→ (u(1 + v2), v(1 + u2)
n’est pas inversible. Néanmoins, on s’attend à contrôler en dimension 1 u(1 + v2) dans
L∞ et donc u, v aussi. Mais le comportement des éventuelles solutions n’est pas clair.
La conjecture est celle d’une explosion en gradient. Si on écrit le système sous la forme
vectorielle ∂tU − ∆A(U) = 0, on a A non inversible (avec potentiellement des valeurs
propres négatives pour DA). On s’approche un peu des questions délicates liées à la
diffusion rétrograde [EP04] qui sont déjà fort complexes pour les équations scalaires.
1.6.5 Solutions régulières
Comme mentionné précédemment, pour les solutions régulières, la globalité est assez
difficile à établir et donne lieu à des hypothèses de structure forte pour permettre de
prolonger des solutions locales en temps. Il me semble qu’il reste beaucoup de choses à
faire sur le cas où une simple structure d’entropie apparâıt. L’unicité des solutions faibles
représente un chantier important également. Une piste intéressante a été proposée dans
[ZJ15].
Chapitre 2
Modèles de polarisation cellulaire
2.1 Introduction aux modèles et aux équations
Ce chapitre est dédié au travail effectué en collaboration avec Vincent Calvez, Nicolas
Meunier et Nicolas Muller. Rappelons assez brièvement la modélisation amenant à ces
équations. Je reprends ici assez largement la thèse de Nicolas Muller [Mul13] et les
habilitations de Vincent Calvez et Nicolas Meunier. Puis j’expose mon travail sur la
quantification du comportement asymptotique de ces modèles.
La polarisation cellulaire désigne un phénomène qui va amener une cellule à perdre sa
symétrie sphérique. Elle est caractérisée dans les premières étapes par une distribution
inhomogène de marqueurs. Elle peut être déclenchée par un signal extérieur, un des cas
qui nous intéresse étant le dialogue. Certaines levures (Saccharomyces cerevisiae pour
être précis) peuvent opérer une fusion entre deux cellules de deux types sexués distincts
(A et α). Des phéromones sont alors émises par les membranes de chacune des deux
cellules qui polarisent en direction de l’autre. La polarisation spontanée peut aussi se
produire chez certains mutant indépendamment de signal externe.
Une des pistes très étudiées pour la perte de symétrie est un mécanisme de type
instabilité de Turing basé sur la différence de diffusion de substance entre la membrane
et le cytoplasme. Un autre point de vu consiste à baser la polarisation sur le mécanisme
de transport des marqueurs dans le cytoplasme par le cytosquelette (principalement les
filaments d’actine ou les microtubules).
Le principe sous-jacent à tous ces modèles, et proposé dans [Haw+09] est le suivant :
la cellule est représentée par un demi espace R+×Rd−1 dont la frontière {0}×Rd−1 (qui
sera notée Rd−1) représente la membrane. A l’intérieur de la cellule deux phénomènes
sont en compétition :
• la diffusion passive des protéines (qui sera modélisé par une équation de diffusion
classique)
• un rappel vers le bord dû aux filaments d’actine ou aux microtubules (qui sera
représenté par un drift u).
Les protéines sont représentées par une densité n(t, x) pour x ∈ R∗+ × Rd−1. On obtient
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toujours à l’intérieur de la cellule une équation de drift-diffusion{
∂tn−∆n+ div(nu) = 0, t > 0, x ∈ R∗+ × Rd−1,
∂x1n(t, 0, y) + n(t, 0, y)u(t, 0, y) = 0, y ∈ Rd−1.
(2.1)
Ce qui va alors principalement caractériser le modèle est alors le champ de vitesses u. Il
est émis par la frontière
• si on considère des filaments d’actine qui nucléent depuis la membrane de façon
isotrope, comme illustré dans la figure 2.1 le champ de vitesse est donné u = ∇c
avec {
−∆c = 0, t > 0, x ∈ R∗+ × Rd−1,
−∂x1c(t, 0, y) = n(t, 0, y), y ∈ Rd−1.
(2.2)
Figure 2.1 : Schématisation du mécanisme correspondant à un drift généré par l’action
des filaments d’actine proposé dans [Haw+09].
• dans un cas illustré par la figure 2.1 correspondant plus à des microtubules issus
du noyau, on aurait
u(t, x1, y) = −n(t, 0, y)ex1 .
Figure 2.2 : Schématisation du mécanisme correspondant à un drift généré par l’action
des microtubules proposé dans [Haw+09].
Il est à noter que pour d = 1, les deux modèles sont identiques. Les modèles font une
hypothèse quasi statique commune, la densité de microtubules et directement proportion-
nelle à la quantité de marqueurs sur la membranes (elles se forment donc instantanément
dans toute la longueur de la cellule). Une catégorie supplémentaire de modèles consiste
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à séparer la membrane et étudier aussi la dynamique sur cette membrane, on aura alors
des modèles de la forme{
∂tn−∆n+ div(nu) = 0, t > 0, x ∈ R∗+ × Rd−1,
∂x1n(t, 0, y) + n(t, 0, y)u(t, 0, y) = ∂tµ(t, y), y ∈ Rd−1.
C’est dans cette catégorie qu’entrent les modèles (2.4) et (2.5).
2.1.1 Modèle où les cellules sont vues comme des demi-droites
On s’intéresse à trois modèles différents en 1d :
• Le premier modèle élaboré dans [Cal+12] correspond au cas (2.1) en 1d.{
∂tn− ∂xxn− n(t, 0)∂xn = 0,
∂xn(t, 0) + n(t, 0)
2.
(2.3)
• Le second modèle correspond à une description d’échanges au niveau de la mem-
brane décrite par un point. La membrane devient un compartiment, avec une quan-
tité µ(t) de protéines, et non juste le bord de la cellule
∂tn− ∂xxn− µ(t)∂xn = 0,
µ̇ = ∂xn(t, 0) + µ(t)n(t, 0),
µ̇ = n(t, 0)− µ(t).
(2.4)
• Assez proche du précédent, on considère le dialogue entre deux cellules via des
phéromones émises par la membrane (notons qu’on fait encore une fois une hypo-
thèse quasi statique puisque lesdites phéromones sont envoyées immédiatement à
la cible). Le terme de drift est alors proportionnel à la quantité de marqueurs dans
la membrane des deux cellules.
∂tni − ∂xxni − χµ1(t)µ2(t)∂xn = 0,
µ̇i = ∂xni(t, 0) + χµ1(t)µ2(t)ni(t, 0),
µ̇− i = ni(t, 0)− µi(t).
(2.5)
Dans ce modèle on suppose de plus que les deux masses valent 1, i.e. µi(0) +∫∞
0 nidx = 1. Le modèle (2.5) existe dans une version symétrique correspondant
au cas n1 = n2 = n, µ1 = µ2 = µ (si c’est vrai initialement, c’est propagé au cours
du temps). Dans ce cas, on est ramené à une équation
∂tn− ∂xxn− χµ2(t)∂xn = 0,
µ̇ = n(t, 0)− µ,
µ̇ = ∂xn(t, 0) + χµ
2(t)n(t, 0)
(2.6)
Dans la pratique, on utilisera souvent cette version comme un pivot dans les preuves
de stabilité (ce qui est justifié notamment par la symétrie des équilibres).
Mes travaux sont centrés autour des modèles (2.3) et (2.5).
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2.1.2 Masses critiques et équilibres
Tous les modèles présentés ci-dessus préservent la masse. On a donc selon les cas
dt
dt
∫ ∞
0
n(t, x)dx = 0,
dt
dt
(
µ(t) +
∫ ∞
0
n(t, x)dx
)
= 0,
dt
dt
(
µi(t) +
∫ ∞
0
ni(t, x)dx
)
= 0.
On note alors M la masse ainsi définie (bloquée à 1 pour le modèle de dialogue (2.5)).
Pour faire apparâıtre le principe de masse critique, on suppose que le premier moment
est fini et on obtient pour (2.3)
d
dt
∫
xn = n(t, 0)(1−M).
On a donc alors clairement une distinction entre les cas M < 1,M = 1,M > 1. Il est
établi dans [Cal+12] (avec des restrictions sur les données initiales) que ça sépare les
comportements en
• M < 1 comportement autosimilaire type chaleur,
• M = 1 convergence vers une distribution exponentielle (de même premier moment
que la donnée initiale),
• M > 1 explosion.
Pour le modèle avec échanges (2.4), il est établi dans [Cal+12] que pour M > 1 on a
convergence de µ vers µ̄ = M − 1 et de n vers µ̄e−µ̄x.
Pour le modèle de dialogue (2.5), les équilibres sont symétriques et sont de la forme
µi = µ̄, n̄i = µ̄e
−χµ̄2x.
Et on a la condition de compatibilité suivante
P (µ̄) = χµ̄2 − χµ̄+ 1.
Et évidemment la nécessité d’avoir µ̄ ∈]0, 1[. Un calcul élémentaire permet alors de
conclure qu’on a 0, 1, 2 équilibres selon qu’on a χ < 4, χ = 4, χ > 4. Nous allons voir que
dans le dernier cas, une structure intéressante de bistabilité peut être exhibée.
2.2 Principe de comparaison-concentration
2.2.1 Principe général
Les modèles (2.3),(2.4),(2.5), possèdent une structure en commun. Si on peut affir-
mer qu’une donnée initiale est plus concentrée vers le bord qu’une autre (dans un
sens que nous allons préciser) alors la comparaison restera vraie au cours du temps
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d’existence commun entre les deux solutions issues des dites données initiales. Pour les
modèles (2.3),(2.4),(2.5), on mesure la concentration via les quantités décrites dans le
tableau 2.2.1. Ces quantités mesurent la masse totale entre 0 et x > 0, bord compris.
Modèle Mesure de la concentration
(2.3) N(t, x) =
∫ x
0 n(t, y)dy.
(2.4) N(t, x) = µ(t) +
∫ x
0 n(t, y)dy.
(2.5) N(t, x) =
(
µ1(t) +
∫ x
0 n1(t, y)dy, µ2(t) +
∫ x
0 n2(t, y)dy
)
.
Table 2.1 : Mesure de la concentration selon les modèles
La condition au bord sur le flux pour n devient alors une condition de Dirichlet au
bord pour N , respectivement
N(t, 0) = 0, N(t, 0) = µ(t), Ni(t, 0) = µi(t).
Les équations correspondantes obtenues en intégrant les EDP (2.3),(2.4),(2.5) entre 0 et
x > 0 sont {
∂tN(t, x)− ∂xxN(t, x)− ∂xN(t, 0)∂xN(t, x) = 0,
N(t, 0) = 0.
∂tN(t, x)− ∂xxN(t, x)− µ(t)∂xN(t, x) = 0,
µ̇ = ∂xN(t, 0)− µ(t),
N(t, 0) = µ(t).
∂tNi(t, x)− ∂xxNi(t, x)− χµ1(t)µ2(t)∂xNi(t, x) = 0,
µ̇ = ∂xN(t, 0)− µ(t),
Ni(t, 0) = µi(t).
Proposition 2.2.1 (Comparaison de solutions, Calvez, L., Meunier et Muller [A10] et
[P3]). Si pour les données initiales on a N1(0, x) ≥ N2(0, x) pour tout x, alors cela reste
vrai pour tout temps où les deux solutions existent.
Sous et sur-solutions Le principe de concentration comparaison s’applique pour
comparer des sous et sur-solutions.
Proposition 2.2.2 (Comparaison de sur et sous-solutions, Calvez, L., Meunier et Muller
[A10] et [P3]). La proposition reste vrai si on suppose simplement que N1 est sur-solution
et N2 sous solution avec initialement N1 ≥ N2.
Nous donnons ensuite les principales applications de cette approche. Il est à noter que
cette approche a été historiquement utilisée pour l’étude de solutions radiales de Keller
Segel (voir par exemple [Per07] section 5.4.1).
32 Chapitre 2. Modèles de polarisation cellulaire
2.2.2 Application 1 : explosion pour (2.3) en masse surcritique
La preuve d’explosion proposée dans [Cal+12] est basée sur un argument de type viriel
mais se limite aux données initiales décroissantes ce qui est assez contraignant. On peut se
libérer de cette contrainte en regardant les quantités intégrées. L’équation sur le moment
donne toute l’information pour l’explosion . . . si on arrive toutefois à minorer n(t, 0). Les
données décroissantes (qui donnent des solutions décroissantes) résolvent ce problème.
Pour des données générales, on peut commencer par remarquer que le premier moment
décroit et donc que pour tout temps positif (admissible), on a
N(t, L) =
∫ L
0
n(t, x)dx ≥M −
∫ ∞
L
n(t, x)dx ≥M − 1
L
∫ ∞
0
xn,
par l’inégalité de Markov Chebychev. On utilise alors la décroissance du premier moment
et on a
N(t, L) ≥M − 1
L
∫ ∞
0
xn0.
En prenant L assez grand (typiquement L =
∫∞
0 pour avoir M−1 > 0 comme minorant),
on peut donc garantir
N(t, L) ≥ ν > 0, ∀t > 0.
On peut alors remarquer que sur l’intervalle [0, L], on a{
∂tN − ∂xxN = n(t, 0)n(t, x) ≥ 0,
N(t, 0) = 0, N(t, L) ≥ ν > 0, N(0, x) ≥ 0,donnée.
Par un simple principe de comparaison, sur ce même intervalle, on a N ≥ Ñ où Ñ est
solution de {
∂tÑ − ∂xxÑ = 0,
Ñ(t, 0) = 0, Ñ(t, L) = ν > 0, Ñ(0, x) = 0.
Et comme on a N(t, 0) = Ñ(t, 0) = 0 on a de plus n(t, 0) = ∂xN(t, 0) ≥ ∂xÑ(t, 0). Il ne
reste plus qu’à estimer (via les séries de Fourier par exemple) ∂xÑ(t, 0) et on aura
d
dt
∫
xn ≤ ∂xÑ(t, 0)(1−M).
On majore alors le temps d’explosion par T ∗ défini implicitement par
(M − 1)
∫ T ∗
0
∂xÑ(t, 0) =
∫ ∞
0
xn0.
En raffinant un peu le choix de L on obtient du coup la borne suivante
Théorème 2.2.3 (L., Meunier et Muller [A10]). On suppose M > 1 et J(0) =
∫∞
0 xn <
+∞, alors la solution explosion avant le temps
Texp ≤ 4
J(0)2
M2(M − 1)
(
1 +
M − 1
6
)
.
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Cette borne est à comparer à celle (évidemment meilleure) qu’on obtient dans le cas
des données initiales décroissantes Texp =
J(0)2
M2(M−1) , c’est sans doute lié au fait qu’on
n’a pas cherché à utiliser le bootstrap lié au transport et à l’amélioration progressive
de N(t, L). En particulier je pense que le terme en M−16 doit pouvoir être éliminé. A
noter au passage qu’une borne tombe immédiatement si on est capable de comparer la
donnée initiale à un cas décroissant (c’est moins restrictif qu’on le croit car on peut
comparer à une donnée de masse plus faible). On suppose ici
∫
n = M ≥
∫
n′ = M ′, et
n′ décroissante
Si ∀x > 0, N(0, x) ≥ N ′(0, x), Texp ≤ T ′exp ≤
J ′(0)2
(M ′)2(M ′ − 1)
.
Essayer de s’approcher de la borne du cas décroissant pourrait faire l’objet d’un stage
de découverte (pas forcément beaucoup plus sauf à aller très loin dans l’optimisation).
En revanche, l’obtention d’un profil d’explosion est ouverte et plus complexe.
2.2.3 Application 2 : bistabilité (version non quantitative) dans le cas
de (2.5)
Pour simplifier, on va se ramener à (2.6) mais on peut voir la même structure dans un
cadre non symétrique. On commence par la remarque la plus importante. On rappelle
qu’on a des masses normalisées à 1. On note alors Nµ la distribution suivante (en fait
dédoublée puisqu’on est dans le cadre du dialogue)
Nµ(x) = µ+ (1− µ)e−χµ
2x.
La distribution Nµ a des propriétés intéressantes
• elle correspond à un équilibre si P (µ) = χµ2 − χµ+ 1 = 0
• elle correspond à une sursolution si P (µ) > 0
• elle correspond à une sous-solution si P (µ) < 0.
Comme on l’a vu plus haut, on a des équilibres uniquement si χ ≥ 4. Dans le cas (le
plus intéressant) χ > 4, on a deux racines 0 < µ− < µ+ < 1 et on a la structure résumée
dans le tableau 2.2.3.
µ 0 < µ < µ− µ− µ− < µ < µ+ µ+ µ+ < µ
Nµ sur-solution équilibre instable sous-solution équilibre stable sur-solution
Pour la stabilité linéaire, les calculs sont effectués dans [P3]. On a donc rien que par
cette structure le premier résultat suivant (dans le cas χ > 4).
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Lemme 2.2.4 (Calvez, L., Meunier et Muller [P3]). Soit
µ− ≤ µ ≤ µ+ ≤ µ̄, on suppose que les données initiales on a
Nµ(x) ≤ Ni(0, x) ≤ Nµ̄.
Alors on a pour tout temps
Nµ(x) ≤ Ni(t, x) ≤ Nµ̄.
Il s’agit juste de redire qu’on a des sous/sur solutions et que le principe de comparaison
est respecté. La convergence vers les équilibres sera un peu mieux quantifiée dans la suite.
Quand on est moins concentré que la solution instable, alors c’est la chaleur qui domine
et on a un comportement asymptotique autosimilaire semblable à celui de l’équation de
la chaleur (avec des petites corrections).
2.3 Dissipation d’entropie et inégalités fonctionnelles
2.3.1 Rappel des deux inégalités fonctionnelles Log-Sob et HWI
Dans ce qui suit, nous utiliserons fréquemment les deux inégalités suivantes (écrites
pour les distributions gaussiennes et exponentielles qui nous intéressent). On rappelle
la définition de l’entropie relative pour deux densités de probabilité sur R+, on note
h(x) = x log x− x+ 1, et en faisant allègrement la confusion entre ρ, ρ(x), ρ(x)dx,
H(ρ|p) =
∫ ∞
0
ρ log
ρ
p
=
∫ ∞
0
ph(
ρ
p
) ≥ 0.
On introduit également l’information de Fisher
I(ρ|p) =
∫ ∞
0
ρ
∣∣∣∣∂x log ρp
∣∣∣∣2 .
On rappelle l’inégalité suivante due à Gross [Gro75].
Lemme 2.3.1 (Inégalité Sobolev logarithmique pour les gaussiennes). Soit
γ(x) =
e−λx−c
x2
2∫∞
0 e
−λx−cx2
2 dx
une gaussienne sur la demi-droite (c > 0, λ ≥ 0), alors on a (sous réserve que les
quantités soient finies)
I(ρ|γ) ≥ 2cH(ρ|γ).
On n’insiste jamais assez sur le fait que la constante ne dépend pas de λ (l’auteur de
ces lignes a perdu suffisamment de temps par ignorance de ce fait). Pour prendre une
terminologie classique, γ vérifie LSI(c).
Une autre inégalité fort utile est l’inégalité HWI [OV00], donnée ici dans le cadre un
peu spécifique des distributions exponentielles. On introduit la distance de Wassertein
quadratique directement (comme on est sur R+) avec les pseudo-inverses (de bonnes
introductions sont disponibles dans la littérature, la plus célèbre étant sans doute [Vil03]).
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Définition 2.3.2. Soit p, q deux densités de probabilités sur R+, ayant un second mo-
ment fini. On note P,Q leurs fonctions de répartitions et P−1, Q−1 leurs pseudo-inverses
P−1(t) = inf{y ≥ 0, P (y) > t},
alors on définit la distance de Wasserstein quadratique par
W2(p, q) =
√∫ 1
0
|P−1(t)−Q−1(t)|2 dt.
Lemme 2.3.3 (HWI). Soit ν = e−V avec V convexe une densité de probabilité sur R+
alors √
I(ρ|ν)W2(ρ, ν) ≥ H(ρ|ν).
Remarque. L’inégalité HWI est pour nous à peu près toujours utilisée sous la forme
I(n|ν) ≥ H
2(n|ν)
W 2(n|ν)
,
dans le cas où ν est une distribution exponentielle E(λ) := λe−λx. Dans les preuves que
nous regardons, la première difficulté consiste alors à majorer la distance de Wasserstein,
on peut souvent utiliser l’astuce suivante : comme c’est une distance, on peut mettre δ0
comme point intermédiaire et l’inégalité triangulaire donne
W2(ρ, ν) ≤W2(ρ, δ0) +W2(δ0, ν) ≤
√∫ ∞
0
x2ρ+
√∫ ∞
0
x2ν.
Si ν ne dégénère pas (autrement dit λ 6→ 0, c’est un point à contrôler), alors on arrive
à maitriser W dès lors qu’on maitrise le second moment. Ceci s’obtient facilement par
exemple dans le cadre du lemme 2.2.4.
Principe d’utilisation de ces inégalités pour notre cadre
Pour tous les résultats un peu quantitatifs qui suivent, la même approche prévaut. On
a, éventuellement après changement de variables autosimilaires dans le cas sous-critique,
à établir la convergence de n ou (n, µ) vers un équilibre. On cherche systématiquement
à quantifier la convergence de l’entropie relative vers 0. On fait alors appel à une fonc-
tionnelle de Lyapunov de la forme
L(t) = H(n|n̄) + fcor(t).
Le terme correctif peut prendre plusieurs formes. Dans les modèles avec échanges de
marqueurs (avec µ), il quantifie la convergence de µ vers µ̄. Dans d’autres modèles il sert
à contrôler le moment d’ordre 2 par exemple. Dans tous les modèles, il sert à compenser
une chose importante : l’information de Fisher qui apparait naturellement lorsqu’on
dérive H(n|n̄) n’est pas I(n|n̄) mais l’information de Fisher par rapport à une autre
mesure I(n|ν(t) (ν(t) est toujours une gaussienne ou une exponentielle malgré tout, elle
n’a juste pas les même paramètres que l’équilibre). Ici, on ne donnera que les résultats
de convergence en entropie car le gros du travail est là mais on rappelle à toutes fins
utiles qu’elle mène à une convergence en norme L1 via l’inégalité de Cszizar-Kullback
[Csi67 ; Kul68].
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Lemme 2.3.4 (Inégalité de Csiszar-Kullback). Pour deux fonctions positives f, g posi-
tives L1 de même masse M > 0, on a
‖f − g‖2L1(R+) ≤ 2M
∫ ∞
0
f(x) log
f(x)
g(x)
dx.
2.3.2 Quantification de la convergence vers l’équilibre stable dans le
modèle de dialogue
Pour obtenir une stabilité locale asymptotique, c’est très utile d’avoir via le lemme 2.2.4
le contrôle sur les µi (qui restent donc dans l’intervalle [µ−, µ+] au cours du temps).
Si on a µ− < µ, cela permet de quantifier un taux de convergence pour des solutions
symétriques (µ1 = µ2, N1 = N2).
On va chercher à quantifier la décroissance d’une fonctionnelle L(t) = H(t) + f(µ(t)).
Cette fonctionnelle se décompose en deux parties. On note n+ = ∂xNµ+/(1 − µ+) =
χµ2+e
−χµ2+x la distribution renormalisée correspondant à l’équilibre linéairement stable.
On a
∫
n+ = 1 et on note ñ = n/(1 − µ). On prend alors l’entropie relative entre ñ et
n+ (avec un facteur (1− µ)),
H(t) =
∫
n log
ñ
n+
.
Le facteur correctif est
f(µ) = µ log
µ
µ+
+ (1− µ) log 1− µ
1− µ+
+
χµ3
3
− χµ2+µ+ 2
χµ3+
3
,
La fonction est évidemment construite pour avoir L = 0 ssi µ = µ+, ñ = n+. Elle est
aussi construite pour décrôıtre tant qu’on peut assurer
µ ≥ µ−
On se place alors dans un cadre qui assure cela via le lemme 2.2.4 (à noter qu’on peut
également assurer ceci en partant d’une valeur assez petite pour L, la contrainte µ > µ−
se retrouvant préservée par la décroissance de L). Dérivons maintenant L en gardant à
l’esprit la propriété µ ≥ µ− + ε. On rappelle le polynôme qui intervient dans la stabilité
P (µ) = χµ2 − χµ+ 1 = χ(µ− µ+)(µ− µ−).
En dérivant L et en notant E(λ) la distribution λe−λx, on a (après quelques calculs plus
détaillés dans [P3])
L′(t) ≤ −(1− µ)I(ñ|E(χµ2))− χ(µ2 − µ2+)P (µ).
Les conditions font que les deux termes de dissipation sont positifs. Le second terme est
minoré par (µ − µ+)2. En utilisant la majoration Nµ ≤ N ≤ Nµ̄ du lemme 2.2.4, on
obtient sans difficulté une majoration de W2(ñ|E(χµ2)) qui permet d’utiliser l’inégalité
HWI. En combinant, on arrive à une inégalité du type
(1− µ)I(ñ|E(χµ2)) ≥ CH2(ñ|E(χµ2)) ≥ C ′(H2(ñ|E(χµ2+)) +K(µ− µ+)2).
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Il ne reste plus qu’à prendre C (et donc C ′) assez petit pour pouvoir compenser sans
problème le terme en −C ′K par le terme en −χ(µ− µ+)P (µ) ≥ c(µ− µ+)2. On aboutit
à une inégalité du type
L′(t) ≤ −CL2.
Notons que C est une constante plutôt petite. Mais cela donne une convergence en
Théorème 2.3.5 (Calvez, L., Meunier et Muller [P3]). Sous les hypothèse du lemme 2.2.4
avec N1 = N2 et avec les notations précédentes, il existe C > 0 tel que
L(t) ≤ L(0)
1 + Ct
.
Nous n’avons pas nécessairement cherché à optimiser toutes les constantes ici.
Remarque. Nous n’avons pas encore fini de traiter la convergence en entropie dans le
cas non-symétrique mais nous avons déjà le résultat comme conséquence du principe de
comparaison
µ→µ+, Ni → Nµ+ .
Il suffit de comparer au solutions symétriques vérifiant initialement N0 = Nµ̄ ou N
0 =
Nµ.
2.3.3 Convergence vers l’équilibre dans (2.3), cas critique
Dans le cas critique M = 1, les équilibres sont les distributions exponentielles
E(λ) : x→ λe−λx.
Quand le premier moment est fini,
J(0) =
∫
xn0 < +∞,
son invariance au cours du temps impose un candidat naturel : λ = J(0)−1. On regarde
alors comme précédemment la dissipation d’entropie
d
dt
∫
n log
n
E(λ)
= −
∫
n (∂x log n+ n(t, 0))
2 = −I(n|E(n(t, 0))).
On retrouve ici typiquement le fait que l’information de Fisher qu’on obtient par dis-
sipation n’est pas la ’bonne’. Le deuxième problème est que n(t, 0) n’est pas minoré
nécessairement de façon quantitative. Le fait que l’entropie tend vers 0 est déjà éta-
bli dans [Cal+12]. Notre apport est plus sur le côté quantitatif. On peut alors essayer
d’appliquer HWI, en supposant que n(t, 0) > 0 (ce qui peut se prouver sans trop de
difficultés si on ne cherche pas à être optimal). On peut faire des calculs du même type
que précédemment si par exemple on suppose qu’initialement on a N ≤ (1− e−αx) (avec
α < λ) qui nous donnera un contrôle sur les distances de Wasserstein. En effet, on a alors
W (n, E(λ)) ≤W (δ0, E(λ)) Néanmoins, deux autres approches peuvent être signalées.
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• on peut, sous la seule condition de second moment fini quantifier la convergence vers
une gaussienne proche C(t)λe−λx−c(t)
x2
2 (C(t) étant la constante de renormalisation
liée à c(t)) en ayant dans le même temps c(t) → 0 (et donc C(t) → 1). De cette
façon, on obtient un taux qui semble sous optimal mais une bonne maitrise des
constantes. C’est le premier point du théorème 2.3.6. Un choix plus fin de c(t)
permet alors de montrer qu’on a convergence en O(t−β) pour tout β < 2/3.
• Sous la seule hypothèse d’un moment d’ordre 3 initialement fini, on peut obtenir
une majoration du type
∫ t
0
∫
x2n ≤ C(1 + t) légèrement plus faible qu’une majora-
tion directe de
∫
x2n mais qui suffit à utiliser HWI et conclure à une convergence
en taux t−1. C’est le dernier point du théorème 2.3.6.
Au final on obtient le théorème
Théorème 2.3.6 (L., Meunier et Muller [A10]). On suppose∫ ∞
0
x2n0(x)dx < +∞,
∫ ∞
0
n0 log
n0
E(λ)
< +∞,
où λ = (
∫∞
0 xn
0)−1. Alors on a
H(n|E(λ)) ≤ 1√
1 + 2t
(
H(n0|να) +
∫ ∞
0
x2
2
n0(x)dx
)
.
On a de plus pour tout β < 2/3
sup
t
H(n|E(λ))(1 + t)β < +∞.
Si de plus, on a ∫ ∞
0
x3n0(x)dx < +∞,
alors,
sup
t
H(n|E(λ))(1 + t) < +∞.
On peut essayer de raffiner les constantes pour les deux derniers points mais je préfère
laisser le résultat sous cette forme car cela trace mieux une limite entre le premier cas, où
elles dérivent naturellement de la fonctionnelle construite qui décroit exponentiellement
et les deux autres où elles résulteraient d’une étude plus fine et sous optimale.
2.3.4 Convergence vers un profil autosimilaire dans les cas sous cri-
tiques
Aussi bien dans (2.3),(2.4) avec masse sous-critique que dans (2.5) avec χ < 4 ou des
données initiales sous l’équilibre instable (peu concentré) N−, le comportement attendu
est celui où la diffusion l’emporte sur le drift. On s’attend donc essentiellement à un
comportement proche de celui d’une équation de la chaleur. Plus précisément, la densité
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doit asymptotiquement se comporter en 1√
1+2t
ū
(
x√
1+2t
)
, (et en plus µ → 0 si on a
matérialisé les marqueurs au bord) où ū sera une gaussienne bien choisie,
ū(y) = ū(0)e−λy−
y2
2 .
La partie quadratique est toujours la même, cela vient de la diffusion identique en ∂xxn
qui est la même d’une équation à l’autre). La valeur de λ peut varier d’un modèle à
l’autre (λ = ū(0) dans (2.3) par exemple), ū(0) est fixé par la renormalisation (masse
M < 1 pour (2.3) sous critique masse 1 pour les autres cas). Pour obtenir efficacement un
taux de convergence (optimal, je pense pour (2.3) vu qu’on récupère le taux de la chaleur,
clairement non-optimal pour (2.5), où l’objectif était surtout de montrer la convergence),
l’idée basique mais très utile consiste souvent à remarquer que l’équation peut être vue
comme une équation de type Fokker Planck
∂τu− ∂y
(
u∂y log
u
e−V (τ,y)
)
= 0.
Cette gaussienne intermédiaire qui n’est pas forcément la limite servira alors de pivot
dans la plupart des calculs. On commence dans tous les cas par effectuer le changement
de variables autosimilaire
τ = log
√
1 + 2t, y =
x√
1 + 2t
,
aboutissant à une réécriture des équations dans les nouvelles variables. Le modèle (2.3)
devient ainsi {
∂τu− ∂yyu− u(τ, 0)∂yu− ∂y(yu) = 0,
∂yu(τ, 0) + u(τ, 0)
2 = 0.
(2.7)
L’état stationnaire étant ici la gaussienne déterminée de façon unique par sa masse
γα = αe
−αx−x
2
2 ,
∫ ∞
0
γα = M. (2.8)
Pour les équations avec µ, la quantité naturelle à considérer est µ̃(τ) = µ( e
2τ−1
2 ) qui
rend l’équation sur µ̃ non autonome (on s’empresse de le noter µ tout court par la suite).
Ainsi sur les équations (2.4),{
∂τu− ∂yyu− ∂y(yu)− µeτ∂yu = 0,
µ̇(τ) = ∂yu(0) + µe
τu(0) = eτu(0)− e2τµ.
(2.9)
Pour le modèle (2.5), où plutôt pour des raisons pratiques justifiées par ailleurs par le
principe de comparaison, sur sa version symétrisée (2.6){
∂τu− ∂yyu− ∂y(yu)− χµ2eτ∂yu = 0,
µ̇(τ) = ∂yu(0) + χµ
2eτu(0) = eτu(0)− e2τµ.
(2.10)
Pour les modèles avec µ on peut se faire une idée du comportement en regardant les
contraintes que satisferait un équilibre. Il faut supposer en premier lieu que µeτ (resp.
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χµ2eτ ) a une limite. On a alors si la limite est nulle une gaussienne Ce−
y2
2 , et si la limite
est Un des points clefs de ces preuves consiste à réaliser que le modèle ressemble à une
équation de Fokker Planck,
∂τu = ∂y
(
u
(
∂y log
u
γ
))
,
où γ est de la forme C(τ)e−λ(τ)−
y2
2 (C(τ) étant déterminé par la renormalisation). Il
faut donc réintroduire la ’bonne’ gaussienne et compenser les termes qui restent. Dans
ces modèles, l’expérience prouve qu’étonnamment, il est plus simple pour les calculs
d’appliquer l’inégalité de Sobolev logarithmique puis d’utiliser l’identité
H(u|γ1) = H(u|γ2) +
∫
u log
γ2
γ1
.
On obtient alors le premier théorème pour le modèle (2.7)
Théorème 2.3.7 (L., Meunier et Muller [A10]). Dans le cadre M < 1, avec α défini
par (2.8) on suppose H(u0|γα) < +∞ et
∫∞
0 x
2n < +∞, alors si on note J(τ) =
∫∞
0 xu
et
L(τ) = H(u|γα) +
J(τ)− α(1−M))2
2(1−M)
,
on a
L(τ) ≤ L(0)e−2τ .
et donc
H(u|γα) ≤ L(0)e−2τ .
Pour mieux comprendre le terme correctif, nous laissons le soin au lecteur de vérifier
qu’on a bien
∫
xγα = α(1−M). Pour le modèle de dialogue, on a un taux moins précis
mais on a également une décroissance exponentielle. Précisons le cadre
Théorème 2.3.8 (Calvez, L., Meunier et Muller [P3]). On se place dans le cadre du
modèle symétrisé (2.6). On suppose χ > 4 (pour avoir la bistabilité) et qu’il existe 0 <
µ0 < µ− tel que les données initiales satisfont
N(0, x) ≤ Nµ0(x),
(on rappelle que cela implique au passage µ(0) ≤ µ0), alors, si on note
γ =
√
2
π
e−
y2
2
et h la fonction convexe h(x) = x log x− x+ 1, on a
(1− µ̃)
∫ ∞
0
γh
(
u
(1− µ̃)γ
)
+ h(1− µ̃) ≤ Ce−rτ .
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2.4 Explosion pour un modèle de dialogue presque 2d
Un dernier résultat sur ce type de modèle rappelle un peu les arguments de Nagai [Nag95]
pour l’explosion dans Keller Segel. On regarde cette fois un modèle de dialogue entre deux
cellules représentées par des demi-plans. On rappelle brièvement l’heuristique qui guide le
modèle. On commence par considérer deux cellules qui se font face, représentées par des
demi plans distants de h. On fait l’hypothèse que le drift est de la forme filament d’actine
(2.2) (pour le cas microtubules, la membrane ne voit pas le drift et cette approximation
aboutirait à une équation de la chaleur) avec une légère modification :{
−∆c = 0, t > 0, x ∈ R∗+ × R,
−∂x1c(t, 0, y) = S(t, y)n(t, 0, y), y ∈ R.
(2.11)
Ici, S(t, y) modélise la réception de phéromones extérieures (qui accélèrent le processus
de polarisation vers la membrane). On peut alors directement (et formellement) obtenir
le drift sur la membrane
u.ey(t, 0, y) = −v.p.
∫
R
n(t, 0, x)
y − x
dx = −πH(n(t, 0, .)).
En faisant alors (formellement) l’ansatz n(t, x, y) = δx=0ν(t, y), on obtient alors une
équation sur ν de la forme
∂tν − ∂yyν − ∂y (νH(Sν)) = 0. (2.12)
On va maintenant appliquer ce principe au dialogue, on aura donc deux densités ν1, ν2
sur les deux membranes et on va considérer que le signal Si transmis par la cellule i est
donné par la solution d’une équation elliptique du type{
−∆Ci + αCi = 0,
Ci(t, 0, y) = νi(t, y),
dont on prend la trace en h. Ce qui va donner typiquement
Si(t, y) = Cj(t, y, h) =
∫
R
F (
√
h2 + |y − y′|2)νi(t, y′)dy′.
On notera souvent ceci Si = Fh ∗ νi. Si on couple deux équations sur ce modèle, avec la
convention i 6= j, on a sur R le modèle suivant{
∂tν1 − ∂xxν1 − ∂x(ν1H((Fh ∗ ν2)ν1) = 0,
∂tν2 − ∂xxν2 − ∂x(ν2H((Fh ∗ ν1)ν2) = 0.
La principale question que nous nous sommes posée sur ce modèle est celle de l’existence
ou non d’un effet de seuil. En un sens on a présupposé la concentration dans la direction
normale. L’ansatz qui en est issu permet-il de prédire une concentration dans la direction
tangentielle ? Nous avons donné une réponse à cette question dans [P3], les résultats ayant
déjà été annoncés dans [Mul13]. Il s’agit d’un argument de type moment dans l’esprit
de ceux de Nagai pour Keller Segel [Nag95]. Une sorte d’historique de nos calculs (en
partant du dialogue avec un Dirac jusqu’au calcul présenté ici) est donné dans [Mul13].
Dans tout ce qui suit nous faisons les hypothèses suivantes
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• on a le même Fh pour les deux densités (nous n’avons pas encore regardé le cas de
deux potentiels différents),
• les deux masses sont identiques
∫
νi = M > 0 (c’est plus pour des raisons pratiques,
le cas à masses distinctes ne change pas le raisonnement à part le fait de remplacer
M2 partout par MM ′).
Nous regardons le premier moment joint
E(t) =
∫
R
∫
R
(x− y)2
4M2
ν1(t, x)ν2(t, y)dxdy.
Le calcul clef est alors le suivant
Théorème 2.4.1 (Calvez, L., Meunier et Muller [P3]). Tant que les solutions sont
régulières, on a
d
dt
E(t) = 1− M
2Fh(0)
2π
+OE→0(
√
E).
En particulier si
• la masse est assez importante
1− M
2Fh(0)
2π
< 0,
• les données initiales sont concentrées i.e. E(0) assez petit.
On a explosion en temps fini.
Remarque. Ce résultat met donc en évidence une masse critique pour que le dialogue
aboutisse à une concentration des densités. Si on prend des données initiales régulières et
dans un Lp, on peut trouver un temps minimal d’existence dans Lp. Ce phénomène n’est
donc pas une explosion à t = 0+. En revanche, l’explosion n’est pas a priori simultanée
car si on regarde le comportement face à une cellule où tout est concentré en un point
ν1 = Mδ0, il faudra un certain temps non nul à ν2 pour se concentrer. Enfin, il n’est
pas certain que les deux densités explosent parfaitement en face l’une de l’autre. La
dynamique après explosion pourrait apporter des informations sur l’alignement ultérieur
de ces points de concentration.
2.5 Perspectives
Sur ces modèles, plusieurs pistes peuvent être examinées.
• Sur des modèles à trois cellules (où une des cellules doit choisir entre deux autres
qui cherchent à fusionner), nous avons commencé à regarder la structure de multi-
stabilité engendrée (couplage avec l’une, avec les deux, avec aucune ?)
• L’heuristique aboutissant au modèle avec transformée de Hilbert permet d’isoler
une masse critique mais il faudrait regarder (ce qui a été fait numériquement dans
[Mul13]) des cellules plus réalistes (des disques par exemple en 2d).
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• Sur le modèle avec transformée de Hilbert, la question du profil d’explosion est
ouverte. Sur le modèle 1d avec drift en n(t, 0) aussi d’ailleurs.
• Il reste un travail de raffinage à faire sur le taux de convergence exponentielle pour
le dialogue en cas sous critique.
• Pour le moment, nous n’avons pas de fonctionnelle de Lyapunov à décroissance
exponentielle (en variables autosimilaires) pour le modèle (2.4) dans le cas sous
critique. Il semble à première vue plus simple que (2.5) mais la difficulté provient
du fait que le terme de drift rescalé dans (2.9) en µeτ a désormais la bonne (ou
la mauvaise, question de point de vue) homogénéité. On attend typiquement un
comportement en µeτ → α mais ce n’est pas établi. Dans le cas du dialogue, le drift
devenait négligeable y compris en variables autosimilaires, ce qui au final simplifiait
l’étude. Dans les deux cas en revanche on retrouve cette difficulté que l’équation
obtenue n’est pas autonome et n’a pas d’équilibre naturel (contrairement au cas du
passage de la chaleur à Fokker Planck). Néanmoins, heuristiquement, on obtient
comme candidat pour la limite les gaussiennes du modèle 1d en sous critique (2.8).
• le cas critique pour le modèle (2.4) (M=1) est à ma connaissance ouvert. Néanmoins
on peut déjà prédire µ → 0 grâce au principe de concentration comparaison, en
comparant avec des données initiales sur critiques (pour lesquelles on aura µ →
M − 1, qu’on pourra ajuster de plus en plus proche de 0).
44 Chapitre 2. Modèles de polarisation cellulaire
Chapitre 3
Equations de renouvellement
pour la diffusion anormale
Cette dernière partie est consacrée aux travaux que nous menons en ce moment avec
Hugues Berry, Vincent Calvez et Álvaro Mateos González que nous encadrons tous les
trois.
3.1 Introduction
Le développement récent de technologies permettant de suivre le déplacement de molé-
cules à l’intérieur de cellules vivantes. Cela a mis en évidence le fait que le mouvement
de ces molécules ne suit pas un mouvement brownien comme attendu. Le déplacement
quadratique moyen a un comportement sous linéaire au lieu de linéaire[Bro+09 ; Di +14 ;
GC06 ; Par+14]
〈r2(t)〉 ∼ tµ.
Si on voit les déplacements comme un processus de sauts, on peut expliquer cela par
un temps d’attente entre des sauts qui serait distribué τ ∼ φ(τ) où φ(τ) se comporte
comme τ−(1+µ) pour τ grand. On peut représenter cela en structurant la population
de molécules en age (temps écoulé depuis le dernier saut) en plus de l’espace, on peut
retrouver ce genre de modèle dans [FF12 ; MFH10]. On aboutit à une équation de la
forme ∂tu+ ∂au+ β(a)u(t, x, a) = 0,u(t, x, 0) = ∫
x
∫
a
β(a)ω(x− x′)u(t, a, x′)dadx′.
(3.1)
La fonction ω représente l’intensité des sauts. On fait classiquement les deux hypothèses
suivantes : hypothèse d’isotropie des sauts ω(x) = ω(|x|) et second moment de ω fini.
On a donc
ω ≥ 0,
∫
y
ω(y)dy = 1,
∫
yω(y)dy = 0,
∫
y2ω(y)dy = D.
Le premier cas particulier classique est le cas β = β0 constant qui modélise un temps
d’attente exponentielle entre deux sauts. Le déplacement quadratique moyen est alors
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linéaire (et si on fait le scaling approprié, on peut connecter cette équation à celle de la
chaleur). La propriété de perte de mémoire de l’exponentielle fait que le processus sous-
jacent en espace seul est markovien (rien ne distingue des cellules ayant sauté récemment
ou non).
Le second exemple, qui va nous intéresser dans ce qui suit, consiste à prendre β = µ1+a .
Ceci permet de retrouver la propriété sur le comportement de φ(τ) = β(τ)e−
∫ τ
0 β(s)ds =
µ
(1+a)µ+1
. La différence assez essentielle est que pour µ < 1, on a∫ ∞
0
τφ(τ)dτ = +∞.
Le temps d’attente moyen est donc infini. Nous allons regarder ce cas particulier µ < 1
avec plus de détails en nous concentrant sur la dynamique en âge, i.e., nous allons
regarder l’équation vérifiée par
n(t, a) =
∫
x
u(t, a, x)dx.
3.2 Convergence en variables autosimilaires
L’équation vérifiée par n est la suivante∂tn+ ∂an+ β(a)n(t, a) = 0,n(t, 0) = ∫ ∞
0
β(a)n(t, a)da.
(3.2)
L’équation conserve la population totale
d
dt
∫ ∞
0
n = 0
On fixera celle-ci à 1 dans tout ce qui suit. Dans la suite on prendra d’abord
β(a) =
µ
1 + a
.
Pour µ > 1, il existe un état d’équilibre donné, à renormalisation près, par la formule
e−
∫ a
0 β(a
′)da′ .
On peut facilement montrer (au moins si on ne cherche pas à établir un taux) la conver-
gence des solutions vers l’équilibre.
Pour µ ≤ 1, nous n’avons pas d’état d’équilibre. Pour comprendre le comportement
asymptotique, examinons l’évolution du premier moment (formellement). On a
d
dt
∫ ∞
0
an(t, a)da =
∫ ∞
0
(
1− µa
1 + a
)
n(t, a)da = (1− µ) +
∫ ∞
0
µ
1 + a
n(t, a)da.
On a notamment
1− µ ≤ d
dt
∫
an ≤ 1.
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En particulier, pour µ < 1, le premier moment croit de façon linéaire. C’est précisément
ce cas qui va nous intéresser. Le comportement linéaire en temps justifie le passage à
l’échelle
n(t, a) =
1
1 + t
w
(
log(1 + t),
a
1 + t
)
.
On utilisera la convention de notation w = w(τ, b) pour les noms de variables. L’équation
sur w est alors 
∂τw + ∂b((1− b)w) +
µ
e−τ + b
w = 0,
w(τ, 0) =
∫ ∞
0
µ
e−τ + b
w(τ, b)db,
w(τ = 0, b) = n0(b).
A droite de 1, la population correspond à ceux qui n’ont jamais sauté. Cette population
disparâıt en temps long (
∫∞
1 w → 0). La partie intéressante de la dynamique se passe
dans l’intervalle [0, 1]. Prenons des données initiales à support dans [0, 1]. L’analyse des
caractéristiques permet de montrer que la solution reste dans [0, 1] au cours du temps et
on peut envisager, en prenant τ = +∞ la solution de
∂b((1− b)w̄) +
µ
b
w̄ = 0, w̄ =
C
bµ(1− b)1−µ
, b ∈ (0, 1),
comme état asymptotique possible. On a le problème de la condition au bord et de la
valeur en 0 (on se retrouve avec +∞ pour w(0) et l’intégrale
∫ 1
0
µ
b
w̄(b)db). Cette distri-
bution w̄ ne peut pas être injecté dans l’équation. On a alors recours à une distribution
intermédiaire que nous appelons pseudo-équilibre,
W (τ, b) =
C(τ)
(e−τ + b)µ(1− b)1−µ
. (3.3)
La constante est bien sûr uniquement un facteur de renormalisation. La stratégie est
alors la suivante :
• Montrer que ‖w −W‖L1(0,1) → 0, et surtout le quantifier
• Montrer que ‖w̄ −W‖L1(0,1) → 0, le quantifier.
La remarque cruciale est la suivante W vérifie l’équation
∂τw + ∂b((1− b)w) +
µ
e−τ + b
w = C
′(τ)
C(τ) W, 0 < b < 1,
W (τ, 0) =
∫ 1
0
(
µ
e−τ + b
− C
′(τ)
C(τ)
)
W (τ, b)db,
Il y a plusieurs façons d’écrire la condition au bord, mais celle-ci facilite les calculs de
dissipation. On obtient le résultat suivant
Théorème 3.2.1 (Berry, L. Mateos Gonzáles [A14]). On a la convergence suivante
‖w −W‖L1 ≤
{
C1(µ)e
−µτ + C2(µ)e
−(1−µ)τ , pour µ 6= 1/2,
C(1 + τ)e−τ/2 pour µ = 1/2.
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Il est à noter que les constantes sont données par une expression explicite dépendant
de µ, ‖w −W‖L1(τ = 0). Dans un second temps, on peut s’intéresser à des taux plus
généraux, vérifiant β(x) ∼+∞ µ1+x . Le pseudo équilibre est donné par
W (τ, b) =
C(τ)
eB(eτb)(1− b)1−µ
vérifie alors l’équation∂τw + ∂b((1− b)w) + e
τβ(eτ b)w = C
′(τ)
C(τ) W, 0 < b < 1,
W (τ, 0) =
∫ 1
0
(
eτβ(eτ b)− C
′(τ)
C(τ)
)
W (τ, b)db,
Théorème 3.2.2 (Berry, L. Mateos Gonzáles [A14]). On suppose que β est une fonction
décroissante qui s’écrit sous la forme
β(x) =
µ
1 + x
+ g(x),
et que la décroissance de g se quantifie∫ ∞
x
|g| ≤ K
(1 + x)α
, α > 0.
Alors, si α > (1− µ), on retrouve le même résultat que précédemment
‖w −W‖L1 ≤
{
C1(µ)e
−µτ + C2(µ)e
−(1−µ)τ , pour µ 6= 1/2,
C(1 + τ)e−τ/2 pour µ = 1/2.
Si α ≤ 1− µ,
‖w −W‖L1 ≤

C(e−ατ + e−µτ ) si µ 6= α < 1− µ,
C(1 + τ)e−µτ si µ = α < 1− µ,
C(τe−(1−µ)τ + e−µτ ) si 1/2 6= 1− µ = α,
C(1 + τ2)e−τ/2 si µ = α = 1− µ = 1/2.
Pour obtenir la convergence de w vers w̄, il ne reste alors plus qu’à estimer la conver-
gence de W − w̄. Elle est en fait meilleure que celle de w −W et on a (au raffinage de
constantes près) le résultat précédent en remplaçant juste W par w̄.
3.3 Perspectives
Je concentre actuellement mes efforts vers la compréhension d’un modèle spatial hétéro-
gène. Dans la version la plus simple, l’espace se compose de deux compartiments où les
taux de saut sont de la forme µi1+a , avec dans l’idée d’avoir deux coefficients µi distincts.
On aurait par exemple le modèle suivant (en variables autosimilaires)
∂τwi + ∂b((1− b)wi) + µie−τ+bwi = 0, i = 1, 2,
w1(τ, 0) =
∫
µ2
e−τ + b
w2,
w2(τ, 0) =
∫
µ1
e−τ + b
w1.
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L’enjeu est de comprendre ce qu’il se passe quand µ1 > µ2. Ce qui est attendu est que le
compartiment 2 (avec le µi le plus petit donc) soit celui où se concentre la population. Ce
serait lié au fait que, bien qu’on alimente en permanence le compartiment 1, le temps de
résidence dans ce compartiment est négligeable devant celui passé dans le compartiment
2. Dans le cadre de la thèse d’ Álvaro Mateos González nous avons obtenu quelques
résultats préliminaires (nous pensons avoir le bon ansatz correspondant au pseudo équi-
libre mais dans un cadre vectoriel) mais il reste des difficultés importantes pour passer
du cas scalaire (un compartiment) au cas vectoriel (plusieurs compartiments). Il semble
qu’il faille comprendre de façon plus fine la dynamique avant de pouvoir appliquer les
outils quantitatifs obtenus dans le cas à un compartiment. Cela serait un premier pas
vers la modélisation totalement spatiale avec un coefficient de saut de la forme µ(x)1+a .
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Chapitre 4
Modélisation en leucémie
myéloide chronique
4.1 Introduction
Ce dernier chapitre représente une partie importante de mon travail. Elle est liée à une
collaboration qui dure depuis 2012 avec Doron Levy de l’université du Maryland et
Franck Nicolini, hématologue aux Hospices civils de Lyon. Ce travail est aussi mené en
collaboration avec Samuel Bernard avec qui j’encadre la thèse d’Apollos Besse centrée sur
ce sujet. Cette partie a une structure un peu différente car je préfère d’abord expliquer
les problèmes médicaux qui motivent le travail, y compris ceux qui n’ont pas encore pu
être abordé dans le cadre de mon travail mais qui restent clairement en ligne de mire.
Nous travaillons sur la leucémie myélöıde chronique noté (LMC par la suite). La leucé-
mie myélöıde chronique (LMC) est un trouble myéloprolifératif causé par l’oncogène de
fusion BCR-ABL, qui code pour une tyrosine kinase active. Les inhibiteurs de tyrosine ki-
nase (notés ITK), tels que l’imatinib (IM), sont des thérapies ciblées qui ont révolutionné
le traitement de la LMC, produisant des remissions durables chez de nombreux patients,
[OBr+03]. Pour se faire une idée de l’impact de ces thérapies, les patients sous traite-
ment ont désormais une espérance de vie quasiment correspondante à celle de personnes
saines. Malgré leur succès, leur effet thérapeutique global est imparfaitement compris.
De plus, on ne sait pas si les ITK sont à eux seuls capables d’éliminer la charge leucé-
mique dans son ensemble, étant donné que de nombreux patients dans les rémissions à
long terme continuent d’héberger de petites charges leucémiques résiduelles, même après
de nombreuses années de traitement. La question de l’évolution à long terme est ce qui
nous intéresse ici. Nous parlerons dans la section 4.1.2 des questions de modifications de
dose à long terme. Je préfère d’abord exposer la question d’une rémission complète qui
est, avec la problématique des patients résistants, la question majeure en LMC. Cette
question est vraiment à l’origine de nos travaux. On entend par là une rémission qui per-
siste sans traitement. Plusieurs essais cliniques récents ont été menés pour étudier l’arrêt
du traitement. Résumons une partie des enseignements des principaux essais cliniques
• l’arrêt de traitement peut marcher ([Rou+07] puis essai STIM [Mah+10]). Dans
le petit sous-ensemble de patients selectionnés pour [Mah+10 ; Rou+07] (LMC
indétectable), la moitié des patients n’ont pas eu à reprendre le traitement (LMC
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reste indétectable).
• Le risque est mâıtrisé [Mah+10]. Les patients ayant une LMC détectable après
l’arrêt de traitement répondent toujours (pas de résistance générée par l’arrêt de
traitement).
• Les patients à LMC indétectable (au sens des mesures classiques par RT-PCR)
peuvent en fait avoir des cellules leucémiques (détéctée par des moyens beaucoup
plus fins) mais qui ne génèrent pas (semble-t-il) la leucémie [Cho+11 ; RHM11].
• Motivé par les essais précédents, le critère est changé [Rou+13]. On définit la
rechute non par la possibilité de détecter des cellules leucémiques mais d’en détecter
suffisamment. En dessous d’un certain seuil, le patient reste considéré comme en
rémission. Un phénomène intéressant commence à apparâıtre. Certains patients
restent détectables mais sous le seuil. Il semble que la maladie soit maitrisée. Toute
la question est de savoir comment.
Il est à noter que dans les modèles les plus répandus [Mic+05 ; Roe+06], la rémission
s’explique soit par une éradication de la leucémie, soit par une croissance exponentielle
si faible que le patient meurt de façon naturelle avant que la leucémie puisse être à
nouveau détectable (l’âge médian au diagnostic se situe autour de 60 ans). Dans le même
ordre d’idée, dans [Tan+12], c’est interprété comme un effet durable sur les cellules
leucémiques. Leur comportement après un traitement longue durée serait modifié (en
l’absence de traitement s’entend) par exemple par la sélection de clones moins agressifs.
Une autre approche consiste à envisager un contrôle de la croissance des cellules leucé-
miques plutôt qu’une croissance faible. Plusieurs hypothèses se concurrencent (ou sans
doute se complètent). L’une d’elles est un rôle d’une altération du microenvironnement
tumoral, l’autre est une intervention du système immunitaire. C’est sur cette dernière
hypothèse que nous nous concentrons. Différentes études appuient l’hypothèse d’une
intervention du système immunitaire dans la réaction au traitement
• des études récentes ont mis en avant une corrélation entre l’activation de certains
facteurs liés à la réponse immunitaire [Bur+15] et le succès de l’arrêt de traitement.
• L’exposition aux médicaments de type Interferon α (IFNα) dont l’un des effets
est de stimuler le système immunitaire semble avoir un effet positif sur l’arrêt des
traitements.
En dehors de cet objectif de long terme, avant même l’arrêt de traitement, nous souhai-
tons avoir un modèle qui explique mieux les données que les plus classiques [Mic+05 ;
Roe+06] qui se concentrent sur la décroissance bi-exponentielle de la charge tumorale.
En effet, les données dont nous disposons ne se prêtent pas forcément à une description
par un comportement biexponentiel.
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Figure 4.1 : Deux exemples de comportements complexes qu’on peut retrouver dans les
données. Les modèles classiques prédisent une décroissance continue qui ne capturent ni
les oscillations du patient de gauche ni le rebond (passage sous le seuil de détection) du
patient représenté à droite. Patients traités par Imatinib.
Nous avons donc deux premiers objectifs en tête lorsque nous essayons de modéliser le
système immunitaire :
• Comprendre si cela peut expliquer des comportements plus riches (que la décrois-
sance bi-exponentielle) observés sur les données.
• Comprendre ce qui fait le succès ou l’échec d’un arrêt de traitement.
La modélisation en LMC remonte aux travaux de Michael Mackey dans les années 70
(qui ont par ailleurs eu pour descendance plus tard ceux de plusieurs collègues[ACR05 ;
PM04]). Pour le traitement par Imatinib, les références les plus connues sont [Mic+05 ;
Roe+06]. L’un est un modèle individu centré l’autre un système d’équations différen-
tielles. Les deux capturent bien la dynamique bi-exponentielle de la charge tumorale.
Dans un cas c’est expliqué par la présence de cellules souches quiescentes, plus longues
à éradiquer, dans l’autre principalement par les effets différents des ITK sur des cel-
lules de maturité différentes (pour schématiser, moins les cellules sont matures moins
elles sont sensibles, les différentes décroissances correspondent alors à l’éradication des
cellules matures puis des immatures). Plusieurs auteurs ont proposé d’inclure une mo-
délisation de l’effet du système immunitaire sur la dynamique de réponse au traitement
ou de résistance, notamment [ML04] ou [KLL08b].
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4.1.1 Modélisation de l’effet de la réponse immunitaire
Description du modèle
Dans [A11] nous avons comparé notre modèle aux données et établi qu’il pouvait repro-
duire certains comportement complexes inaccessibles aux modèles classiques qui s’inté-
ressent de façon quasi exclusive à la décroissance biexponentielle.
Dans sa version la plus complète et la plus générale, le modèle a la forme suivante
ẏ0 = b1y1 − a0y0,
ẏ1 = a0y0 − b1y1 + ry1(1− y1K )− d1y1 − µ1y1z,
ẏ2 = a1y1 − d2y2 − µ2y2z,
ẏ3 = a2y2 − d3y3 − µ3y3z,
ż = s− dz + α y3z
1 + εy23
.
(4.1)
Décrivons les différentes variables et leurs interactions. Nous représentons ici un total
de quatre populations de cellules leucémiques dont la dynamique suit la modélisation
proposée par [Mic+05] :
• les cellules souches leucémiques dans un état quiescent avec des échanges linéaires
b1y1 pour l’entrée en quiescence de cellules souches actives et −a0y0 pour l’acti-
vation de cellules souches quiescentes) avec le compartiment des cellules souches
actives,
• les cellules souches actives, qui outre, les échanges avec le compartiment quiescent
croissent de façon logistique (terme ry1(1 − y1/K) et subissent des pertes due à
la dégradation ou l’entrée en maturation (terme en −d1y1) et à la destruction par
des cellules du système immunitaire (terme en −µ1y1z),
• un compartiment de cellules leucémiques plus matures (progéniteurs) contenant
un terme source a1y1 correspondant au résultats de la maturation et la division de
cellules souches et des termes de pertes analogues au compartiment précédent,
• un compartiment ayant vocation à représenter les cellules leucémiques matures en
circulation, ayant la même structure que le précédent.
Bien que son impact dans la LMC fasse plutôt l’objet d’un consensus, les mécanismes de
la réponse immunitaire dans la LMC sont largement mal connus. Nous sommes obligés
de le décrire de façon très simplifiée (et hypothétique) par une source constante, une
dégradation naturelle (au taux d) et un terme de stimulation de la production de cellules
liée à la présence de cellules leucémiques en circulation. Le coeur du modèle est dans ce
terme en
α
y3z
1 + εy23
.
Le taux de production de cellules immunitaires est non monotone en y3. Il est petit s’il
y a peu de cellules leucémiques (ce qui est pour le moins logique). Il est grand pour une
charge leucémique ’moyenne’ (y3 ∼ 1√ε) puis décroit à nouveau vers 0. On appelle cet effet
l’immunosuppression. Il s’agit d’une hypothèse forte qui consiste à supposer que pour
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des charges leucémiques fortes, il y a une action d’inhibition du système immunitaire
(représenté ici dans l’inhibition de la production). La non monotonie permettrait alors
d’expliquer les oscillations par l’effet de la réponse immunitaire. Précisons un peu l’idée.
Pour α assez grand, il existe deux racines positives à l’équation
α
y3
1 + εy23
− d = 0.
Nous noterons ces deux racines ymin et ymax. L’effet de l’immunosuppression peut se
voir de la façon suivante :
• tant que la population y3 est au-dessus de ymax, la population immunitaire peut
éventuellement crôıtre mais de façon contrôlée. Le terme de production α y3z
1+εy23
ne
peut excéder la dégradation en dz.
• Quand y3 ∈ [ymin, ymax], zone que nous avons appelé fenêtre immunitaire, la pro-
duction s’emballe et z crôıt de façon exponentielle jusqu’à ce que y3 soit descendu
en dessous de ymin.
On pourrait alors avoir un comportement non monotone de y3 lié au comportement
de z qui augmenterait fortement puis diminuerait (et recommencerait potentiellement).
Ceci pourrait expliquer des oscillations. On chercherait alors également à expliquer le
succès d’un arrêt de traitement par l’existence d’un état d’équilibre du système avec
y3 > 0 mais petit (notamment en dessous de ymin). Notons qu’on s’attend tout de même
(sans traitement) à l’existence d’un état malade avec y3 grand. La section suivante est
dédiée à cette question.
Analyse du modèle simplifié
Dans [P1], nous analysons une version simplifiée du modèle précédent (on supprime le
compartiment quiescent et celui des progéniteurs)
ẏ1 = ry1(1− y1/K)− µy1z,
ẏ2 = a1y1 − d2y2 − µy2z,
ż = s− dz + αy2z
1+εy22
,
(4.2)
pour en extraire la structure bistable (en fait nous analysons au passage d’autres formes
de l’équation sur z, ż = s − f(y2)z mais nous nous concentrons sur celle-ci dans ce
manuscrit). On s’intéresse aux équilibres positifs du système
0 = rȳ1(1− ȳ1/K)− µȳ1z̄,
0 = a1ȳ1 − d2ȳ2 − µȳ2z̄,
0 = s− dz̄ + αȳ2z̄
1+εȳ22
.
(4.3)
On a facilement (on enlève les .̄ par la suite)
0 ≤ y1 ≤ K, 0 ≤ y2 ≤M =
a1K
d2
, z ≥ 0.
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Restons dans le cas où α est assez grand pour qu’on puisse définir ymin et ymax. Le cas
intéressant est celui où on a
0 < ymin < ymax < M.
Dans ce cas, l’équation sur z et la contrainte de positivité des solutions ajoutent la
contrainte
y2 6∈]ymin, ymax[.
Dans ce cas, on a génériquement la situation suivante : on a pour s = 0 quatre équilibres,
pouvant être entièrement décrits par valeur prise par ȳ2. Cette dernière prend les valeurs
0 (équilibres sain, on a alors z = 0), ymin (dit équilibre bas), ymax et M (dits équilibres
hauts, on a à nouveau z = 0). On a alors les points suivants
• L’équilibre sain est instable pour s petit, il devient instable dès que µs > rd (il est
même alors globalement asymptotiquement stable).
• Tant que l’équilibre sain est instable (µs < rd donc), l’équilibre bas existe et est
stable. Il traverse l’équilibre sain pour µs = rd.
• Des équilibres hauts (ȳ2 ≥ ymax) peuvent exister et la situation générique reste avec
deux équilibres : une branche (instable) qui vient de ȳ2 = ymax pour s = 0, l’autre
(stable) venant de M . Ces deux branches se rapprochent lorsqu’on augmente s,
jusqu’à fusionner et disparâıtre.
Le tout est résumé dans la figure suivante
Figure 4.2 : Diagramme de bifurcation selon la valeur de s représenté sur la variable
y2. La représentation est en échelle log, donc on ne voit pas l’équilibre sain (y2 = 0).
L’équilibre le plus haut est stable (ligne en trait plein rouge) quand s augmente il finit
par fusionner avec l’équilibre haut instable (ligne en pointillés bleus) avant la disparition
des deux. La ligne rouge du bas correspond à l’équilibre bas stable qui finit par traverser
y2 = 0. Ceci correspond la chute de la branche rouge du bas.
4.1. Introduction 57
Nous en avons profité pour comparer les résultats du modèle complet (4.1) au modèle
réduit (4.2). Nous montrons les deux fits en même temps sur des patients réels dans la
figure 4.3.
Figure 4.3 : Comparaison des deux modèles sur des données de 6 patients. Le fit du
modèle complet est en pointillé, le fit du modèle réduit en trait plein. Les patients (points)
sont traités par Imatinib uniquement. Le temps est en mois et on compare avec le ratio
BCR-ABL (ce n’est pas l’objet de décrire ce que c’est précisément ici) qui représente
la charge leucémique. La ligne pointillée horizontale correspond au seuil de détection
(données censurées). Les points sur cette ligne correspondent donc à des mesures 0.
Le modèle complet avait été ajusté avec plus de paramètres libres. Le modèle le plus
adapté peut varier d’un patient à l’autre. Les deux modèles sont bien adaptés pour
décrire les plateau des patients 3 et 4 par exemple. Pour ce qui concerne les oscillations,
le modèle réduit a tendance à les forcer. Notons que dans le cas du modèle réduit, il
s’agit d’oscillations amorties si on se fie à l’analyse de stabilité. C’est sans doute le cas
aussi pour le modèle complet.
Cette structure de multistabilité correspond bien à ce que nous souhaitons pour l’objec-
tif de l’arrêt de traitement décrit au début du chapitre. L’interprétation que nous avons
en tête est la suivante : le succès d’un arrêt de traitement correspondrait à l’existence
d’un équilibre bas stable. L’enjeu deviendrait alors de déterminer pour quels patients un
tel état d’équilibre bas existe et quand le système rentre dans le bassin d’attraction de
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cet équilibre.
4.1.2 Etude de la réponse au traitement en temps long
Dans cette section nous nous intéressons au problème de l’efficacité du traitement en
temps long selon la dose administrée. Nous basant sur la modélisation due à Roeder et
ses collaborateurs, [Roe+06] et plus précisément [Gla+12], nous ne regardons ni l’arrêt
de traitement ni le système immunitaire. Nous nous concentrons sur le mécanisme de
quiescence des cellules souches. Si nous nous sommes initialement penchés sur ce modèle
dans l’idée de l’appliquer à la question des thérapies combinées, nous obtenons déjà des
résultats non intuitifs dans le cadre d’un seul traitement ITK.
La modélisation est assez différente : il s’agit avant tout d’un modèle complexe de
dynamique des cellules souches saines et leucémiques en compétitions (dans la section
précédentes, nous ne modélisions que les leucémiques). Ce modèle est à la base un modèle
computationnel individu-centré qui a été adapté sous forme d’EDP dans [KLL08a]. Une
analyse de stabilité sous diverses hypothèses simplificatrices a menée dans [DKP10], dont
une que nous ferons également. Le grandes lignes sont les suivantes :
• les cellules souches sont séparées en deux états : proliférant (P) ou quiescent (Q),
et en deux types : sain (h pour heatlhy) et leucémique (l),
• les cellules sont caractérisé par une variable dite d’affinité x ∈ [0, 1] qui décrit la
tendance qu’a la cellule à entre en maturation. La variable x décroit à vitesse ρQ
dans le compartiment quiescent et crôıt à vitesse ρP dans le compartiment prolifé-
rant. Quand x = 1, la cellule quitte le compartiment souche et se divise plusieurs
fois jusqu’à donner des cellules matures en circulation. Quand x = 0, l’affinité est
bloquée. Il est donc nécessaire de décrire un compartiment Q∗ contenant les cellules
quiescentes ayant atteint l’affinité 0.
• une hypothèse faite par rapport au modèle de Roeder et faite également dans
[DKP10] consiste à considérer que seules les cellules quiescentes ayant atteint l’af-
finité 0 peuvent entrer en prolifération à un taux β. Ce taux dépend de la popu-
lation proliférante totale et dans le cadre leucémique uniquement est une cible du
médicament.
• Les cellules proliférantes entrent en quiescence avec un taux α, qui dépend de leur
affinité x et de la population quiescente totale et meurent à un taux m qui dépend,
dans le cadre leucémique uniquement du médicament (m = 0 pour les cellules
saines ou les leucémiques sans traitement).
• Enfin, les cellules en prolifération se divisent (si elles ne sont pas parties en quies-
cence) au bout d’un temps de cycle C fixé. Elles sont divisées en deux sous popula-
tions P1, P2 correspondant à deux phases du cycle cellulaire distinctes dans lesquels
la cellule passe un temps fixe c1, c2 (avec c1 +c2 = C). La sortie en quiescence n’est
possible que dans la première phase. L’entrée en prolifération ne se fait qu’en début
de phase 2. Le fait d’avoir une affinité qui crôıt à vitesse constante et de n’autoriser
une entrée qu’à l’affinité x = 0 permet une bijection entre l’horloge des cellules en
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prolifération et leur affinité. Nous pouvons donc structurer directement les popula-
tions P par la seule variable affinité ce qui simplifie grandement l’analyse. Chaque
sous populations Pi a un support précis en affinité. La population P2 (popula-
tion d’entrée) a pour support l’union des intervalles (après intersection avec [0, 1])
[0, ρP c2], [ρPkC, ρP (kC + c2), jusqu’à avoir ρPkC ≥ 1. De façon complémentaire,
la population P1 a pour support l’union des intervalles [ρP (c2 + kC), ρP (k + 1)C].
En pratique, avec les paramètres de [Gla+12], on est limité à k = 0, 1, 2.
On aboutit ainsi au modèle suivant :

∂Q
∂t
− ρQ
∂Q
∂x
= α(x,Qtot)P
∗
∂Q∗
∂t
= ρQQ(t, 0)− β(0, Ptot) Q∗(t)
∂P ∗1
∂t
+ ρP
∂P ∗1
∂x
= −mP ∗1 − α(x,Qtot) P ∗1
∂P ∗2
∂t
+ ρP
∂P ∗2
∂x
= −mP ∗2
(4.4)
Avec les conditions au bord :

Q(t, 1) = 0
ρPP
∗
2 (t, 0) = β(0, Ptot) Q
∗(t)
P ∗2 (t, ρPkC) = P
∗
1 (t, ρPkC), k = 1, 2,
P ∗1 (t, ρP (c2 + kC)) = 2P
∗
2 (t, ρP (c2 + kC)), k = 0, 1, 2.
Les populations Ptot, Qtot sont définies par
Ptot =
∫ 1
0
(P h1 + P
h
2 + P
l
1 + P
l
2).
Qtot = Q
∗,h +Q∗,l +
∫ 1
0
(Qh +Ql).
Le modèle est résumé dans la figure 4.1.2
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Figure 4.4 : Modèle de Roeder simplifié : les cellules souches profliférantes (P) et
quiescentes (Q) sont décrites par une variable dite d’affinité (tendance à se différen-
cier) x ∈ [0, 1]. si x = 1 les cellules se différencient, au minimum x = 0. Cette variable
décroit pour Q et crôıt pour P . Les cellules matures passent en quiescence à un taux
alpha et seules les quiescentes d’affinité 0 qui sont dans la population Q∗ (ce qui est une
modification proposée dans [DKP10]) passent en prolifération à un taux β.
Dans ce cadre, un traitement efficace correspond sur le long terme à l’éradication des
cellules leucémiques. Les populations tendent vers l’état d’équilibre sain
(Q∗,l, Ql, P li )→ (0, 0, 0),
(Q∗,h, Qh, P hi )→ (Q̄∗,h, Q̄h, P̄ hi ).
Cet état d’équilibre est unique et surtout ne dépend pas de la dose de médicament
administrée (car seules les coefficients associés aux populations leucémiques dépendent
de la dose).
On s’intéresse alors à la vitesse de convergence vers l’état d’équilibre sain. On linéarise
l’équation autour de l’état sain et on cherche la valeur propre dominante λ associée. Cette
valeur propre dépend en revanche de la dose. On cherche à comprendre comment elle
varie selon la dose administrée. Dans ce travail, nous utilisons les paramètres de [Gla+12]
pour des patients sans traitement (dose 0, coefficients correspondant taux de mort m = 0,
taux d’activation β = β0) et avec dose standard (dose 1, coefficients correspondant taux
de mort m > 0, taux d’activation β = β1) et nous définissons l’effet d’une dose ξ ∈ [0, 1]
via une interpolation linéaire (pour les taux de morts) ou géométrique (sur les taux de
naissance) de la façon suivante en notant ξ ∈ [0, 1] le paramètre décrivant la dose (pour
les besoins de l’analyse, on s’autorise à considérer ξ > 1)
m(ξ) = mξ, β(ξ) = β1−ξ0 β
ξ
1.
Intuitivement, l’interpolation géométrique peut se comprendre si on autorise la dose à
prendre des valeurs plus grandes que 1. Dans ce cas, si on prend pour β une interpolation
linéaire, le taux d’activation β pourrait être négatif pour des grandes doses ce qui n’a
pas de sens.
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Figure 4.5 : Variation de la valeur propre dominante λ selon la dose ξ pour différents
modèles selon les simplifications. Le modèle complet autorise l’activation des cellules
quiescentes d’affinité non nulle. Pour le modèle simplifié on compare l’exposant obtenu
par une simulation en temps long avec la valeur (théorique) qu’on peut obtenir comme
solution d’une équation implicite. Figure issue de [A16].
Cette dépendance à la dose est pertinente en temps long une fois que la charge leu-
cémique a été fortement réduite. Pour le début du traitement on a bien une réponse
monotone à la dose.
Figure 4.6 : Évolution de la masse leucémique pour 3 doses (renormalisées) en échelle
log. On part d’une masse tumoral à l’équilibre. La décroissance initiale est d’autant
plus forte que la dose est importante. Si la dose 0.5 donne la meilleure décroissance
exponentielle asymptotiquement, l’avantage de baisser la dose se voit à charge leucémique
faible. Figure issue de [A16].
Ceci permet d’envisager une stratégie où on commence par donner la dose maximale
possible pour réduire la charge tumorale au plus vite. Ensuite, on pourrait baisser la
dose en prenant une dose correspondant à la plus forte décroissance pour le linéarisé (au
λ(ξ) le plus négatif).
4.2 Perspectives
Une grande partie de ce qui a été exposé dans l’introduction reste clairement dans les
perspectives. Nous n’en sommes qu’au début ! Au delà de ce qui a déjà été exposé comme
problématique, je détaille ici un peu la question des thérapies combinées pour lesquelles
j’aurai accès à des données de très bonne qualité.
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Thérapies combinées Les médicaments de de type Interferon α étaient le traitement
de première ligne avant l’arrivée des ITK. Ils avaient été un peu oubliés mais connaissent
une sorte de renaissance comme traitement supplémentaire associé aux ITK. Il semble
qu’ils puissent avoir des effets complémentaires. On peut citer [Pre+10], mais les travaux
qui m’intéressent le plus en terme de modélisation sont clairement [Nic+15] et [Bur+10]
qui se basent sur une vision dynamique de la stimulation du système immunitaire. L’idée
directrice de [Nic+15] (et de l’essai de phase 3 PETALs qui en découle) est de donner de
l’IFNα (sous une forme pégylée) au début du traitement (quand la masse leucémique est
importante) afin de maximiser la reconnaissance des cellules leucémiques par le système
immunitaire. Cette approche va nécessiter une modélisation nouvelle : on doit pouvoir
prendre un compte un effet mémoire. Nous avons deux objectifs
• Modéliser l’effet du système immunitaire lors d’une thérapie combinée pour com-
prendre à quel moment il est le plus efficace d’administrer l’IFNα.
• Déterminer si la stimulation de la réponse immunitaire peut être durable et per-
sister après l’arrêt du traitement (et donc améliorer les chances de succès pour un
arrêt de traitement).
Je travaillerai en particulier sur les données de l’essai clinique de phase 3 (2 × 100
patients dont un groupe contrôle) PETALs2 coordonné par F. Nicolini et qui fait suite à
l’essai de phase 2 (50 patients sans groupe témoin) NILOPEG [Nic+15]. Ces deux essais
comparent l’effet de traitement combiné (ITK+Peg-IFNα 2a) par rapport à ITK seul.
Pour les données de l’essai clinique PETALs, nous aurons un important problème pour
l’estimation de paramètres. En effet le traitement se fait alors en pas moins de quatre
phases, ce qui multiplie d’autant les paramètres à estimer. Ceci se fera avec l’aide de
Céline Vial dans les prochaines années. Nous envisageons notamment de regarder nos
données avec une approche type effets-mixtes [Lav14]. Pour rappel, il s’agit de prendre
tous les patients en même temps et de supposer que les paramètre qui expliquent la
dynamique sont issus d’une distribution, ainsi au lieu d’identifier un paramètre p patient
par patient, on identifie la distribution de p, généralement caractérisée par un ou deux
réels comme l’espérance et la variance par exemple pour un paramètre positif (ce qui est
toujours notre cas)
log p ∼ N (p̄, σ2).
On réduit ainsi de façon drastique la dimension puisqu’au lieu d’estimer p pour chaque
patient (N paramètres à estimer) nous cherchons à identifier p̄ et σ2 uniquement (2
paramètres). Ceci rend envisageable d’estimer plus de paramètres à condition en quelque
sorte de les estimer sur tous les patients en même temps. J’y vois un autre avantage :
c’est une approche qui permet de comparer le bras des patients sous thérapie combinée
et les patients témoins.
Stratégie de réduction de dose Un autre axe de travail consiste à étendre les ré-
sultats de [A16]. Si les résultats prédisant sur le long terme un meilleur effet pour une
dose plus faible (qui se basent sur des hypothèses fortes) correspondent à la réalité, alors
il pourra être intéressant d’étudier une stratégie d’optimisation sous contraintes afin de
2https://clinicaltrials.gov/ct2/show/NCT02201459
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baisser la dose de traitement une fois la masse leucémique réduite. Parmi les questions
naturelles, une me paraitrait importante : quand baisser la dose (à partir de quel niveau
de charge leucémique) ?
64 Chapitre 4. LMC
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Contributions en dynamique de populations
Résumé : Le document suivant a pour but de présenter une synthèse des travaux effectués depuis mon
recrutement. Dans la première partie j’y expose des résultats obtenus sur l’existence en temps long de
solutions faibles pour des systèmes de diffusion croisée avec une structure d’entropie. La seconde partie est
consacrée aux comportements asymptotiques d’équations de type Keller-Segel intervenant en modélisation
de la polarisation des levures. La troisième partie concerne des équations de renouvellement ayant un
comportement asymptotique autosimilaire. Je termine par mes travaux sur la leucémie myélöıde chronique
en collaboration avec des cliniciens avec un intérêt particulier sur le rôle du système immunitaire dans la
réponse aux traitements.
Mots clés : Modélisation en dynamique des populations, équations aux dérivées partielles, diffusion
croisée, équation de transport-diffusion.
English title of the thesis
Abstract : The purpose of this document is to present a summary of the work carried out since my
recruitment. In the first part, I present results obtained on the global existence of weak solutions for cross
diffusion systems having an entropy structure. The second part is devoted to the asymptotic behavior of
Keller-Segel equations involved in modeling the polarization of yeasts. The third part deals with renewal
equations with autosimilar asymptotic behavior. I conclude my work on chronic myeloid leukemia in
collaboration with clinicians with a particular interest in the role of the immune system in the response
to treatments.
Keywords : Population dynamics, partial differential equations, cross-diffusion, transport-diffusion equa-
tion.
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