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 本論文では web カメラで撮影された顔動画像から各顔パーツ(眉、目、鼻、唇、顔輪郭)の特徴
点を実時間で抽出・追跡し、似顔絵アニメーションを自動生成する方法について述べる。まず、
各顔パーツの存在領域を抽出するために動画像から取得した初期フレーム画像に対し円形分離度
フィルタを用いて瞳を検出する。瞳の位置を基準とし、各顔パーツの存在領域を限定した後、そ
れぞれの領域でＹＩＱ変換、エッジ抽出などの処理によって顔特徴点を検出する。唇については、
赤いという色特徴を利用してＹＩＱ変換のＱ成分の閾値を変化させていくことで抽出する。誤抽
出を防ぐために、あらかじめ用意された複数の唇テンプレート画像（母音 a,i,u,e,o を発話した
際の唇形状に対して大きさを４段階変化させた画像）と抽出した唇を比較して最適な唇形状を抽
出する。目輪郭については、目のエッジを検出して目尻、目頭、まぶたの頂点の 3 点を抽出し、
この 3 点からスプライン曲線を求めることで目輪郭を抽出する。鼻については、鼻の下付近で輝
度値の低い領域の重心位置を求める。重心位置が決定したら、その点を基準として機械的に鼻の
形状をした特徴点を配置する。眉については、複数の閾値により抽出された眉の中から最も適し
た形状の眉を抽出する。顔輪郭については、顔輪郭のエッジを検出してエッジに沿って特徴点を
配置していく。 
 各顔パーツに対して、これらの検出処理を毎フレーム実行することで顔特徴点の追跡を行う。
取得された特徴点を繋ぎ合わせて似顔絵アニメーションを描画する。また、顔特徴点の抽出処理
を GPGPU による並列演算で実行できるようにすることにより処理の高速化を図り、顔特徴点の検
出から似顔絵生成までを実時間で行えることを明らかにした。 
 
