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Abstract
Vortex patterns associated with the sinh-Poisson equation arise in a remarkable manner as relaxation states of
the Navier–Stokes equations. Here, doubly periodic and multiple-pole solutions of the sinh-Poisson equation are
generated via the Hirota bilinear operator formalism and exploitation of the phenomenon of coalescence of wave
numbers. It is then shown how the multi-parameter reciprocal transformations of gas dynamics may be applied to
a seed doubly periodic solution of the sinh-Poisson equation to generate associated periodic vortex structures valid
in the subsonic ﬂow of a generalized Kármán–Tsien gas.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The two-dimensional nonlinear elliptic equation
∇2 = xx + yy = − sinh  (1.1)
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arises in various important contexts, notably as a vorticity equation in classical hydrodynamics
[19,18,21,6,15,8], in physico-chemical hydrodynamics [23] and in the geometry of constant mean curva-
ture surfaces [24]. In the vorticity connection, it occurs in a remarkable manner out of natural relaxation
states in the long-time computation of two-dimensional ﬂuid motion [19,18,21].
The classical two-dimensional hydrodynamic vorticity () equation
xx + yy = −() (1.2)
in terms of the stream function  has been extensively studied. Thus, Stuart introduced a one-parameter
class of exact periodic vortex street solutions of (1.2) when it adopts the form of Liouville’s equation
[26]. Two-dimensional vortex trains arise naturally in geophysical ﬂuid dynamics [10]. The Stuart solu-
tions have attracted much interest, in particular, because they may be regarded as providing an inviscid
model of a two-dimensional shear layer with embedded co-rotating column vortices [26]. In recent work,
homentropic extension of the Stuart vortices has been investigated in [20] while analogues in spherical
geometry have been recently constructed in [9].
The sinh-Poisson vorticity model equation (1.2) is privileged in that it is S-integrable.As such, it admits
iterative solution-generating techniques associated with invariance under Bäcklund transformations, and
is also amenable to the Hirota bilinear operator method [24,8]. Breather-type solutions representing a row
of counter-rotating vortices have been isolated in [18]. Doubly periodic wave pattern solutions of (1.2)
have been described in [15,8]. In fact, doubly periodic solutions may likewise be generated for the more
general (2 + 1)-dimensional sinh-Gordon system [13,14,5]. Recently, a novel class of doubly periodic
waves expressed as a rational function of quadratic expressions in elliptic functions has been constructed
by the Hirota operator method for the (2 + 1)-dimensional Davey–Stewartson system [7] as well as for
other continuous and discrete nonlinear evolution equations [14].
Here, it is shown how a multi-parameter class of transformations may be applied to novel doubly
periodic seed solutions of the hydrodynamic vorticity equation to generate associated doubly periodic
vortex patterns valid for the subsonic ﬂow of a generalized Kármán–Tsien gas. Importantly, these vortex
conﬁgurations represent continuous deformations of the original hydrodynamic motions.
2. The gas dynamics system. The class of reciprocal transformations
The governing equations of steady, plane inviscid gas dynamics comprise
(u)x + (v)y = 0,
(uux + vuy) + px = 0, (uvx + vvy) + py = 0,
ux + vy = 0, (2.1)
together with an equation of state
 = R(p, ), p

∣∣∣∣

> 0. (2.2)
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Here, the velocity q adopts the form
q = uex + vey , (2.3)
while p,  and  designate, in turn, the gas pressure, gas density and speciﬁc entropy.
The continuity equation in (2.1) is conveniently embodied in the relation
d = −v dx + u dy, (2.4)
while the isentropic condition (2.1) then yields =(). The equations of motion provide, on integration,
the Bernoulli integral
q2 + 2H(p,) = 0 (2.5)
with
H(p,) =
∫ p
p0
d
(, ())
= h(p,) − h(p0,), (2.6)
where q = |q| is the gas speed and
h(p,) =
∫ p
0
d
(, ())
(2.7)
is the speciﬁc enthalpy. It is readily shown that(
x

)
x
+
(
y

)
y
+ H = 0 (2.8)
which, together with the Bernoulli integral(
x

)2
+
(
y

)2
+ 2H = 0, (2.9)
completely describes steady, two-dimensional rotational gas dynamics once the constitutive law (2.2) is
prescribed. The vorticity vector = curl(q) = ez has magnitude
 = −
(
x

)
x
−
(
y

)
y
, (2.10)
whence
 = H. (2.11)
In the hydrodynamic reduction with  = 1, (2.10) reduces to the classical vorticity equation,
xx + yy = B(), (2.12)
where
H(p,) = p − B(). (2.13)
The Bernoulli integral (2.9) serves to determine the pressure distribution.
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Here, our objective is to construct a novel class of solutions of the gas dynamics system (2.1) by the
action of multi-parameter reciprocal transformations which leave the system invariant up to the equation
of state. The class of reciprocal transformations to be applied has its origin in the work of Bateman on lift
and drag functions in planar gas dynamics [4]. The subject was elaborated upon in [28,22]. Invariance
properties of these reciprocal relations and their status as Bäcklund transformations were investigated
in [3].
The derivation of the reciprocal relations is based on the equivalence of the gas dynamics system (2.1)
to the set of conservation laws.
(u)x + (v)y = 0,
(p + u2)x + (uv)y = 0, (uv)x + (p + v2)y = 0. (2.14)
The latter pair of relations allows the introduction of new independent variables x′, y′ via
dx′ = −11 [(p + 2 + v2) dx − uv dy], dy′ = −11 [−uv dx + (p + 2 + u2) dy] (2.15)
subject to the requirement 0< |J (x′, y′; x, y)|<∞ so that
0< |(p + 2)(p + 2 + q2)|<∞. (2.16)
It may be established that the gas dynamics system (2.1) is invariant under the four-parameter class of
reciprocal transformation [22]
u′ = 1u
p + 2
, v′ = 1v
p + 2
, (2.17)
p′ = 4 −
213
p + 2
, ′ = 3(p + 2)
p + 2 + q2
,
together with the change of independent variables (x, y) → (x′, y′) given by (2.15). It is readily shown
that, under the reciprocal transformations,
′ = 3. (2.18)
It is important to observe that the one-parameter family of reciprocal transformations with
1 = 2 = 4 = , 3 = 1,
reduces to the identity transformation in the limit  → ∞. Thus, the reciprocally associated ﬂows may
be regarded as deformations of the original motions.
3. A Kármán–Tsien gas law
In general, the equation of state (2.2) is not invariant under the class of reciprocal transformations.
However, this lack of invariance can be turned to our advantage. Thus, if we start with a seed state
corresponding to the classical hydrodynamic reduction then the reciprocal density becomes
′ = 3(p + 2)
p + 2 + 2(B − p)
, (3.1)
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and, on elimination of p, the reciprocal pressure relation becomes
p′ = − 
2
13
2(B() + 2)
(
3
′
+ 1
)
+ 4. (3.2)
This model law represents a nonhomentropic extension of the celebrated Kármán–Tsien gas law. The
latter is retrieved when the original hydrodynamic motion is irrotational so that
 = −B ′() = 0,
where B is constant. Circumstances under which the equation of state is invariant under the reciprocal
transformations lead to a novel class of functional equation investigated in [3]. The reciprocal speed of
sound c′ is given by
c′2 = p
′
′
∣∣∣∣
′
= 
2
1
2
3
2(B + 2)′2
, (3.3)
whence it is required that
B + 2 > 0. (3.4)
The reciprocal Mach number M ′ is given by
M ′2 = q
′2
c′2
= 1 −
[
p + 2
p + 2 + 2(B − p)
]2
= 1 − 
′2
23
< 1 (3.5)
so that the reciprocal motions are subsonic everywhere.
In the present work, the above reciprocal transformations will be applied to a doubly periodic solution
of the sinh-Poisson hydrodynamic vorticity (1.1) to generate an associated class of doubly periodic vortex
solutions of the original gas dynamics system valid in subsonic régimes for a generalized Kármán–Tsien
gas law of the type (3.2).
4. Doubly periodic solutions
New exact solutions of (1.1) are obtained by the Hirota bilinear method, a well-established technique
in the modern theory of nonlinear waves [1,25]. Thus, we set  = 4 tanh−1(g/f ) where
(D2x + D2y + C)(g·g + f ·f ) = 0, (D2x + D2y + C + )g·f = 0. (4.1)
Here, D is the Hirota bilinear operator deﬁned by
Dmx D
n
t g·f =
(

x
− 
x′
)m( 
t
− 
t ′
)n
g(x, t)f (x′, t ′)|x=x′,t=t ′ (4.2)
and C is a constant.
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Fig. 1. The streamline pattern for the doubly periodic solution (4.4) with k = 0.25, k1 = 0.95 and r = 1.
The ﬁrst class of exact solutions to be constructed is doubly periodic and is obtained via the Hirota
representation by exploitation of theta function identities [2,17]. The validity of the new solutions may
be veriﬁed by direct substitution into (1.1) and use of Mathematica. Thus, the choice
g = 2(x, 	)3(x, 	)3(y, 	1)4(y, 	1), (4.3)
f = [22(x, 	) + 23(x, 	)][23(y, 	1) + 24(y, 	1)],
leads to the doubly periodic class of solutions
 = 4 tanh−1
⎡
⎢⎢⎣
2s
(
1 +
√
1 − k21
)
(1 − k21)1/4
r
(
cn(rx, k)dn(rx, k)
k cn2(rx, k) + dn2(rx, k)
)
×
(
dn(sy, k1)
(1 − k21)1/2 + dn2(sy, k1)
)⎤⎥⎥⎦ , (4.4)
subject to the constraints
r2
√
k(1 + k) = s2(1 − k21)1/4
(
1 +
√
1 − k21
)
(4.5)
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and
 = r2(1 + 6k + k2) − s2
(
2 − k21 + 6
√
1 − k21
)
,
where r, s are wavenumbers and k, k1 are the distinct, independent moduli of the elliptic functions. The
ﬂow conﬁguration consists of doubly periodic arrays of vortices (Fig. 1 ).
5. Multiple-pole solution
In the context of the inverse scattering transform, conventional solitons correspond to simple poles of
the reﬂection coefﬁcient. Multiple-pole solutions have been derived for well-known nonlinear evolution
equations like single-component and coupled nonlinear Schrödinger equations [11,12], the modiﬁed
Korteweg–deVries equation [30,27], and the sine-Gordon equation [29]. Here, multiple-pole solutions of
the sinh-Poisson equation (1.1) are generated via an approach involving the coalescence of wavenumbers
in the Hirota bilinear formulation [16].
Our starting point is the 4-soliton expansion [6] of the sinh-Poisson equation (1.1) with  = +1,
namely [6]
 = 4 tanh−1
(
g4
f4
)
, (5.1)
where
f4 = 1 + m12 exp(
1 + 
2) + m13 exp(
1 + 
3) + m14 exp(
1 + 
4)
+ m23 exp(
2 + 
3) + m24 exp(
2 + 
4) + m34 exp(
3 + 
4)
+ m12m13m14m23m24m34 exp(
1 + 
2 + 
3 + 
4), (5.2)
g4 = exp(
1) + exp(
2) + exp(
3) + exp(
4)
+ 1 exp(
2 + 
3 + 
4) + 2 exp(
1 + 
3 + 
4) + 3 exp(
1 + 
2 + 
4)
+ 4 exp(
1 + 
2 + 
3). (5.3)

n = pnx + qny + 
(0)n , p2n + q2n = −1, n = 1, 2, 3, 4, (5.4)
mij = Sij + 1
Sij − 1 , Sij = pipj + qiqj ,
1 = 3 = m12m14m24, 2 = 4 = m12m13m23. (5.5)
An important ingredient in the above is the introduction of the phase factors exp(
(0)n ), which permits a
special limit to be taken. One now considers a coalescence of wavenumbers:
p1 = r − (a + )i
r
, q1 = a +  + i, (5.6)
p2 = s − (a − )i
s
, q2 = a −  + i, (5.7)
p3 = r + (a + )i
r
, q3 = a +  − i, (5.8)
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p4 = s + (a − )i
s
, q4 = a −  − i, (5.9)
r = r0 + r1 + r2 + O(3), s = r0 − r1 + 2r2 + O(3), (5.10)
r0 = a√
a2 + 1 , r1 =
1
(a2 + 1)3/2 , r2 = −
a
(a2 + 1)5/2 . (5.11)
The phase factors are now chosen as
exp(
(0)1 ) = exp(
(0)3 ) =
a2

√
1 + a2 , exp(

(0)
2 ) = exp(
(0)4 ) = −
a2

√
1 + a2 , (5.12)
so that the limit of  → 0 yields
 = c(x, y, a) = 4 tanh−1
(
gc
fc
)
,
2c
x2
+ 
2c
y2
= − sinh c, (5.13)
gc = 4 cosh ay
⎡
⎣a cos
(√
1 + a2x
)
(1 + a2)3/2 −
a3x sin
(√
1 + a2x
)
1 + a2
⎤
⎦
+ 4 sinh ay
⎡
⎣a cos
(√
1 + a2x
)
(1 + a2)3/2 −
a2y cos
(√
1 + a2x
)
√
1 + a2
⎤
⎦ , (5.14)
fc = cosh 2ay + 2a
4x2
1 + a2 + 2a
2
(
y − 1
a(1 + a2)
)2
+ 2a
4 sin2(
√
1 + a2x)
(1 + a2)2 +
1 + 2a2 − a4
(1 + a2)2 .
(5.15)
It remains to be seen if other modes of wavenumbers coalescence lead to additional nonsingular solutions.
In particular, if we perform a similar calculation with the choice
p1 = i
√
1 + a2
[
1 + a
1 + a2 +
2
2(1 + a2)2
]
+ O(3), q1 = a + ,
p2 = i
√
1 + a2
[
1 − a
1 + a2 +
2
2(1 + a2)2
]
+ O(3), q2 = a − ,
p3 = − i
√
1 + a2
[
1 + a
1 + a2 +
2
2(1 + a2)2
]
+ O(3), q3 = a + ,
p4 = − i
√
1 + a2
[
1 − a
1 + a2 +
2
2(1 + a2)2
]
+ O(3), q4 = a − , (5.16)
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Fig. 2. The streamlines of the double-pole solution (5.13)–(5.15) for a = 1.
then we obtain again the solution (5.13)–(5.15). It is emphasized that it requires special limits to retrieve
the above class of solutions. Thus, the naïve choice of identical wavenumbers in the 4-soliton solution
(5.1)–(5.5) according to
p1 = p2 = p∗3 = p∗4 = i
√
1 + 2, (5.17)
q1 = q2 = q3 = q4 = ,
leads to the degenerate case of 2-soliton or Mallier–Maslowe vortices. The above method of ‘coalescence
of wavenumbers’ turns out to yield genuinely new classes of solution to nonlinear evolution equations. It
is interesting to observe that the ﬂow pattern for (5.13)–(5.15) will range, depending on the values of a,
from Mallier–Maslowe breather-type vortices to a tripolar structure (Fig. 2).
Note: The validity of solution (5.13)–(5.15) of the sinh-Poisson equation may be veriﬁed by direct
substitution and use of Mathematica.
6. Generation of doubly-periodic solutions in gas dynamics via reciprocal transformations
The sinh-Poisson hydrodynamic model equation (1.1) corresponds to
B() = K −  cosh , (6.1)
where K is a constant of integration. The reciprocal Kármán–Tsien gas law (3.2) then becomes
p′ = −
2
13
2(K + 2 −  cosh )
(
3
′
+ 1
)
+ 4. (6.2)
Here, compressible analogues of hydrodynamic doubly periodic solutions are sought by the action thereon
of the reciprocal transformations. In this connection, it is observed that, with  = 1 and B() given by
(6.1), the reciprocal coordinates (2.15) become
1 dx′ = [K + 2 −  cosh  + 12 (2x − 2y)] dx + xy dy, (6.3)
1 dy′ = xy dx + [K + 2 −  cosh  + 12 (2y − 2x)] dy. (6.4)
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Fig. 3. The streamlines  = ′ = const of the doubly periodic solution (6.5) and its reciprocal counterpart for  = 10, k = 12 ,
k1 = 14 and r = 1.
Fig. 4. The pressure distributions p and p′ for the doubly periodic solution (6.5) and its reciprocal counterpart for = 10, k = 12 ,
k1 = 14 and r = 1.
Here, attention is restricted to action of the class of reciprocal transformations on the doubly periodic
solution [15]
 = 4 tanh−1
[
sk1
r
√
1 − k2 cn(rx, k)cn(sy, k1)
]
(6.5)
with the auxiliary constraints
r4k2(1 − k2) = s4k21(1 − k21), r2(1 − 2k2) + s2(1 − 2k21) = .
The reciprocal relations (6.3), (6.4) can be integrated via Mathematica to yield
1x
′ = (K + 2 − )x +
∫ 8r2(1 − k2)
cn2(rx, k)
dx + G1,
1y
′ = (K + 2 − )y +
∫ 8s2(1 − k21)
cn2(sy, k1)
dy + G2,
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Fig. 5. The reciprocal density ′ for  = 10, k = 12 , k1 = 14 and r = 1.
where
G1 = 8r
3(1 − k2)dn(rx, k)sn(rx, k)
cn(rx, k)[k2r2 − r2 + s2k21cn2(rx, k)cn2(sy, k1)]
,
G2 = 8r
2s(1 − k2)dn(sy, k1)sn(sy, k1)
cn(sy, k1)[k2r2 − r2 + s2k21cn2(rx, k)cn2(sy, k1)]
,
∫ 8r2(1 − k2)
cn2(rx, k)
dx = −8r
cn(rx, k)dn2(rx, k)
× {k2E(Amp(rx, k), k)cn3(rx, k)
− dn3(rx, k)sn(rx, k) + (1 − k2)cn(rx, k)
× [E(Amp(rx, k), k) − rx dn2(rx, k)]},∫ 8s2(1 − k21)
cn2(sy, k1)
dy = −8s
cn(sy, k1) dn2(sy, k1)
× {k21E(Amp(sy, k1), k1)cn3(sy, k1)
− dn3(sy, k1)sn(sy, k1) + (1 − k21)cn(sy, k1)
× [E(Amp(sy, k1), k1) − sy dn2(sy, k1)]},
where E denotes the complete elliptic integral of the second kind and Amp is the Jacobi amplitude
function.
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In Fig. 3 , the streamlines of the doubly periodic solution (6.5) are displayed along with those of its
reciprocal counterpart for  = 10, k = 12 , k1 = 14 and r = 1. In both cases, the vortices are separated by
the straight streamlines  = 0 and ′ = 0, respectively. The associated pressure distributions are shown
in Fig. 4 . The reciprocal density is depicted in Fig. 5.
In conclusion, some new exact solutions of the sinh-Poisson equation are derived. Multi-parameter
reciprocal transformations are employed to extend the consideration to the compressible regime. In
particular, the streamlines and the associated density and pressure are computed for one doubly periodic
solution. The same calculations can in principle be applied to other doubly periodic solutions, but details
are left for future studies.
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