Two eye-tracking experiments investigated how and when pointing gestures and location descriptions affect target identification. The experiments investigated the effect of gestures and referring expressions on the time course of fixations to the target, using videos of human gestures and human voice, and animated gestures and synthesized speech. Ambiguous, yet informative pointing gestures elicited attention and facilitated target identification, akin to verbal location descriptions. Moreover, target identification was superior when both pointing gestures and verbal location descriptions were used. These findings suggest that gesture not only operates as a context to verbal descriptions, or that verbal descriptions operate as a context to gesture, but that they complement one another in reference resolution.
Despite this increasing consensus, however, several blind spots remain. For instance, relatively little is known about how speech and gesture interact as referential communication unfolds (see Kelly, Manning, & Rodak, 2008) . Studies investigating the time course of referring expressions have found that people can rapidly integrate linguistic and nonlinguistic information (Hanna & Brennan, 2007; Hanna & Tanenhaus, 2004; Richardson, Dale, & Kirkham, 2007; Spivey, Tanenhaus, Eberhard, & Sedivy, 2002; Trueswell & Tanenhaus, 2005) . Also, much research has focused on iconic gestures. But there is reason to believe that processes of gesture comprehension may vary according to the type of gesture involved. For one thing, gesture production varies according to gesture type. Iconic gestures decrease when partners are not mutually visible, whereas beat gestures do not (Alibali, Heath, & Myers, 2001) . The fact that gesture production varies according to gesture type suggests that comprehension may as well. The different relation between different gesture types and speech may affect comprehension. Iconic gestures typically mimic particular aspects of their lexical affiliates, for example, physical properties or motion (Kelly et al., 2010) , whereas deictic gestures focus attention of addressees on a subregion of shared visual space, thereby constraining interpretation by listeners (Bangerter, 2004) . It may even be the case that different kinds of deictic gestures (e.g., pointing or gaze) affect comprehension differently, for instance depending on whether the gesture unambiguously identifies the target. Thus, although gaze may serve as a cue to the speaker's attention in a similar way as a pointing gesture (Hanna & Brennan, 2007) , there is evidence that processing of gaze is more reflexive than processing of pointing cues, possibly because of the neural architecture specialized in eye processing (Friesen, Ristic, & Kingstone, 2004) . Thus, there may be differences in the way pointing and gaze is processed in conjunction with verbal information.
There are currently no studies of the time course of integration of pointing gestures and speech in the resolution of referential expressions. Thus, the goal of the research reported here is to investigate how and when pointing gestures affect comprehension in real-time referential communication. How does referential communication unfold? It has been proposed that people typically identify a referent by describing its features so as to uniquely specify it among competitors within a domain (Olson, 1970) . But with a large domain, such a strategy is not feasible, nor pragmatically appropriate. In real conversational situations, speakers do not design a perfectly unambiguous referential expression before initiating speech, and addressees do not wait for the speaker to do so. Rather, both speaker and addressee collaborate over several interactive turns to ground a contribution, often in a piecemeal, iterative fashion (Clark & Wilkes-Gibbs, 1986 ). An important initial component of this collaborative iterative design of referential expressions is circumscribing a subset of the domain. If speaker and addressee are mutually aware that they share a joint focus of attention, they will be able to identify the referent with less complex expressions. If the speaker knows the addressee is looking at a subset that contains only one red referent, it's the red one will be felicitous even though the whole domain may contain several red objects (Beun & Cremers, 1998) . But speakers and addressees do not just try to guess where the other is looking (Hanna & Brennan, 2007) . Rather, they try to actively manipulate each other's gaze, by using attention-focusing devices like pointing gestures (Clark, 2003) to substitute for descriptions of spatial location (e.g., the top left), thereby reducing verbal effort in referring (Bangerter, 2004) .
This study used eye-tracking methodology to test how and when ambiguous yet partly informative pointing gestures (e.g., pointing to the approximate region of the target) and verbal descriptions of spatial location (e.g., on the right) help addressees identify a target together with verbal descriptions identifying target features. Pointing gestures and location descriptions may facilitate identification by focusing addressee attention on a subdomain. If so, information enabling attention-focusing presented early in the time course should lead addressees to fixate on the target faster than when such information is not present. The key question is how fast such information can be processed. In naturalistic situations, gestures in production can be decomposed into a preparation, hold, and retract component (Kendon, 2004) . We assume that it is possible to extract information from the pointing gesture starting with the onset of the hold, that is, when the gesture is immobile and focused on its target. Similarly, it should be possible to extract information from a location description soon after its utterance is complete. Therefore, we expected conditions where one of these two attention-focusing devices is present in addition to descriptions of target features to lead to earlier target identification relative to a baseline condition with only descriptions of target features. We also added a condition where both gestural information and location descriptions were present in addition to descriptions of target features.
In two experiments, we investigated the effects of location descriptions and pointing gestures on the time course of target identification during referring expressions. Participants viewed video clips on a computer monitor where a target was verbally identified by an unambiguous description of its features, for example, John has a hat, a bowtie and glasses. Their task was to identify the target. In the baseline condition, there was no other information. In the pointing condition, this feature description was accompanied by a pointing device (a human hand in Experiment 1, an arrow in Experiment 2) pointing ambiguously to the approximate target region. In the location description condition, this feature description was preceded by an ambiguous description of the approximate target location. Finally, in the pointing and location description condition, both attention-focusing devices were present.
Experiment 1
1.1. Method
Participants
Twenty-eight undergraduate students at the University of Memphis participated for course credit.
Materials
Participants saw 30 short movies where a human pointer described and ⁄ or pointed to a target among an array of faces (see Fig. 1 ). Only the pointer's arm was visible in the pointing conditions. While describing the target, the pointer stood next to the array facing the participant and raised his arm in a natural motion with his fingertip being approximately at the same distance from the array of faces across conditions. Thus, the situation was two-dimensional. Arrays consisted of 12 smiley faces (three columns, four rows) differing in props (e.g., hat, bowtie, glasses) and emotion (happy, sad). Each face could be unambiguously described by three features. The factorial combination of the presence versus absence of a location description and the presence versus absence of pointing resulted in four conditions. In the baseline condition (no pointing, no location description), the feature description (specifying three features in sequence) was the only information available to the participants. In the other conditions, it was accompanied by the onset of a pointing gesture, or preceded by a location description, or both. Conditions and example instructions are shown in Table 1 . Location descriptions specified a subset of the array (e.g., in the middle, at the top, on the left). Pointing gestures similarly highlighted a subset of the array (e.g., a row, see Fig. 1 ). Participants cycled through each condition five times in random order (each time with different targets and consequently different pointing gestures and ⁄ or descriptions), totaling 20 trials. In addition, they completed 20 filler trials. These fillers of short movies and unrelated text comprehension tasks (e.g., coherence relations tasks) were inserted as pilot stimuli for another study. John has a happy face, dark hair and glasses 1.1.3. Apparatus Participants' eye movements were tracked using a Model 501 Applied Science Laboratories eyetracker (Bedford, MA; temporal resolution 60 Hz, spatial resolution <0.5°). Magnetic head tracking equipment was used to compensate for head movements. Participants were calibrated using a 9-point grid on a 1024 · 768 monitor both before and throughout the session to ensure reliable data. They were seated about 700 mm in front of the monitor.
Procedure
Participants watched each clip while their eye movements were recorded. After each clip, they selected the target by clicking one of the 12 faces.
Results and discussion
Because clips differed in duration (M = 8,050 ms, SD = 819 ms), we normalized data by calculating the percentage of fixations on the target relative to 40 time bins for each clip. Each bin lasted approximately 200 ms. Percentages were subjected to an empirical logit tranformation (Barr, 2008) . We then conducted a 2 (presence ⁄ absence of location description) · 2 (presence ⁄ absence of pointing) mixed-effects model analysis on the empirical logit of fixation percentages to the target with experimental conditions and bin as fixed factors, and participants and items as random factors (Baayen, Davidson, & Bates, 2008) . In addition to being more robust with regards to unequal cell sizes (Littell, Stroup, & Freund, 2002) , the advantage of a mixed-effects model analysis over an analysis of variance (ANOVA) is that both differences between participants and differences between items are taken into account at the same time. The model was fitted using the restricted maximum likelihood (REML) estimation. F-test denominator degrees of freedom were estimated using the Kenward-Rogers adjustment for degrees of freedom, reducing the potential for a Type I error (Littell et al., 2002, p. 296) .
As predicted, more fixations were made to the target for clips featuring pointing, F(1, 26357.88) = 12.44, p < .001. This was also the case for clips featuring location descriptions, F(1, 26354.9) = 7.90, p = .004. An interaction was found between pointing and location description, F(1, 26349.79) = 6.82, p = .009, showing that when a location description is missing, pointing leads to more fixations to the target than when a location description is present (Fig. 2B) .
1 In Fig. 2A , earlier fixations to the target are clearly visible when an attention-focusing device (pointing, location description, or both) is present. The fixation curves are graphed in relation to the distributions of the onset and offset of the main parameters of the referential expressions: the pointing gesture, its hold, the speech stream, and the location description, as represented by box-and-whisker plots (boxes indicate the average onset and offset times and whiskers indicate standard errors). (Seber & Wild, 2003) 3 was superior across the four data conditions ( Table 2 ). The fitted curves can be seen in Fig. 2C . The derivative of the MMF function provides an estimate of the velocity of the eye fixations to the target (De'Sperati, 2003; Wojnowicz, Ferguson, Dale, & Spivey, 2009 ). The rate of change of position of the eye gaze is indicative of the moment of target identification, something that cannot be unambiguously determined by fixation time alone. The velocity curves are bell shaped and asymmetrical (Fig. 2D) . In the pointing and pointing and location description conditions, the onset of the hold of pointing (bins 10-12) coincides with increase in velocity of fixations to the target. Also, in the location and pointing and location description conditions, the offset of the location description (bins 19-22) coincides with a slower rate of increase of velocity (i.e., a deceleration) of fixations toward target. In other words, the offset of the location description shortly precedes maximum velocity of fixations to the target. In the baseline condition, increase in velocity is more gradual and linear. This corresponds to the sequential integration of the three features in the feature description. In short, in the conditions where an attention-focusing device is present, fixations to the target take place very differently from the baseline condition. Interestingly, the peak velocity for fixations in the pointing condition was attained later after this information became available (i.e., about 15 bins after the onset of the hold) than in the location description and pointing and location description conditions (i.e., about six bins after the offset of the location description). A mixed-effects analysis of the velocity data showed a significant interaction between the pointing condition and time bin, F(1, 155) = 12.27, p = .001, between the location description condition and time bin, F(1, 155) = 30.03, p < .001, but no three-way interaction, F(1, 155) = .111, p = .74.
Experiment 1 used videos with human-generated gestures and speech. These are naturally integrated because they share processing stages in production (De Ruiter, 2007) . It is possible that subtle, uncontrolled differences in the stimuli like intonation, energy of the gesture, or speech-gesture synchrony may have affected eye gaze. We tried to eliminate these sources of variance in Experiment 2 by using artificially generated speech and gesture.
Experiment 2
Experiment 2 tested the same predictions as Experiment 1 except for two differences. First, an artificial environment was used where pointing gestures and linguistic expressions were generated independently from one another, using synthesized speech and a ClipArt hand. Second, a different eye tracker was used that stabilized the participant's head and used a higher sampling rate.
Method

Participants
Twenty-four undergraduate students at the University of Memphis participated for course credit.
Materials
As in Experiment 1, participants saw 30 short movies, with 12 smiley faces differing in props and emotion (see Fig. 1 ). A ClipArt hand with an extended index finger was used to point at the target; it appeared instantaneously at the onset of the referring expression and did not move. The voice was generated by the Rhetorical Systems' rVoice speech engine, using the default intonation. The position of the faces and the hand, the feature description of the smiley faces using three distinctive features, and the location description (left and right vs. top, middle, and bottom) were the same as in Experiment 1, with each participant being exposed to all conditions.
Apparatus
An SMI iView X Hi-Speed eyetracker (Boston, MA) was used (temporal resolution 240 Hz, spatial resolution <0.5°). Participants were calibrated using a 9-point grid before and throughout the experimental session to ensure reliable data. The monitor was placed about 700 mm in front of the subject.
Procedure
The procedure was identical to that of Experiment 1.
Results and discussion
Even though speech synthesis and computerized pointing allowed for better control, video clips differed slightly in duration (M = 3,655 ms, SD = 342 ms). As in Experiment 1, we normalized the data by calculating the percentage of fixations on the target in 40 time bins for each clip, and computed the empirical logit for percentage fixations in each bin. Each bin lasted approximately 100 ms.
As in Experiment 1, we used a mixed-effects model fitted using REML and the Kenward-Rogers adjustment for degrees of freedom. The percentage of fixations on the target again was higher when pointing was present, F(1, 18523.93) = 29.20, p < .001, and when a location description was present F(1, 18521.68) = 154.25, p < .001 (Fig. 3B) . As before, an interaction was found between pointing gestures and spatial descriptions, F(1, 18508.16) = 7.20, p = .007. These results replicate findings from Experiment 1. Earlier fixations to the target are clearly visible when an attention-focusing device is present (Fig. 3A) .
As in Experiment 1, online effects of pointing gestures and location descriptions on target identification were investigated by fitting the data points with sigmoidal models. The MMF model best fitted the data (Table 3 ). The fitted curves can be seen in Fig. 3C . Following the procedure we used in Experiment 1, the derivative of the MMF function was computed to obtain an estimate of the velocity of the eye fixations to the target (Fig. 3D) .
Because the pointer appeared instantaneously, gestural information was available from the onset of the referring expression. This information is used quickly: In the pointing and pointing and location description conditions, velocity of fixations to the target increases from the second bin onward. Also, in the location description condition the offset of the location description (bins 12-15) precedes maximum velocity of fixations to the target. As in Experiment 1, in the baseline condition, increase in velocity is more gradual and linear. This corresponds to the sequential integration of the three features in the feature description. That is, in the conditions where an attention-focusing device is present, fixations to the target take place very differently from the baseline condition. A mixed-effects analysis of the velocity data showed a significant interaction between the pointing condition and time bin, F(1, 155) = 5.12, p = .03, the location description condition and time bin, F(1, 155) = 202.98, p < .001, and a marginally significant three-way interaction, F(1, 155) = 3.89, p = .05.
General discussion
This study investigated how and when ambiguous yet informative information about the approximate location of a target in a referring expression is used by participants. We found that both gestural (pointing) and verbal (location descriptions) cues affected the time course of fixations to targets. In conditions where this information is present, participants fixated to targets earlier than in the baseline (no pointing, no verbal descriptions) condition. The velocity of fixations is also very different in conditions where attention-focusing information is present than in the baseline condition. Moreover, the peak in velocity of fixation to targets was temporally linked to the moment where this information became available (i.e., the onset of the hold for pointing gestures and the offset of the location description). In both experiments, it seems that the velocity of fixations peaked earlier after the offset of location descriptions than after the onset of the hold. It may in fact be easier to integrate location descriptions faster because they constitute intramodal information. Alternatively, using information in the pointing gesture may require fixations to the hand to relate the direction of the gesture to the target area. However, additional analyses revealed that the proportion of fixations on the gesture was quite low at around 7-9%. This corroborates previous research on gestures showing that addressees do not attend to gestures very much (Gullberg & Holmqvist, 2006) . Even though the percentage of fixations was low, it was apparently sufficient for addressees to extract the relevant information-perhaps through the use of peripheral vision.
Our findings have two important implications. First, they address the question of how pointing gestures impact comprehension together with speech in shared task environments. The answer to this question is far from obvious (Goldin-Meadow, 1999) , and it requires an experimental setup that moves away from paradigms employed to study how pointing is used to specify the referent of a deictic verbal expression. Such paradigms (e.g., Pechmann & Deutsch, 1982; Thompson & Massaro, 1994) typically study pointing used to disambiguate binary choices between stimuli. In this study, (a) the pointing information was ambiguous, and (b) linguistic information about target features was sufficient to identify the referent. We were therefore able to investigate how and when pointing helps addressees to focus attention on a referential subdomain (so that they do not need to systematically exclude all possible competitors linguistically). Although pointing is undoubtedly also used to specify a referent on its own, we argue that this is a special case of focusing attention, one where the subdomain is reduced to one referent. We have focused here on the more general case. The results add to an increasing body of evidence showing that integration of verbal and nonverbal information in complex visual worlds is fast and early (Trueswell & Tanenhaus, 2005) .
Second, our findings have implications for the design of systems capable of generating multimodal references like embodied conversational agents (Cassell, Kopp, Tepper, Ferriman, & Striegnitz, 2007; Louwerse, Graesser, McNamara, & Lu, 2009; van der Sluis & Krahmer, 2007) . In Experiment 1, human speech and gestures were used, possibly yielding subtle effects in eye gaze due to intonation, energy of the gesture, and speech-gesture synchrony. Interestingly, the fixation time courses were similar in Experiment 2 in which a cartoon hand and synthesized speech were used. Thus, both natural and artificial referring expressions have similar effects on target identification. Taken together, these findings show that gesture not only operates as a context to verbal descriptions, or that verbal descriptions operate as a context to gesture, but that they complement one another in reference resolution.
Notes
1. The percentage of fixations are proportions of fixations on the target. A fixation percentage of 20% might seem low, but is in fact high given that the target area is 11 times smaller than the nontarget areas. 2. All parameters were precisely timed by visual inspection using the linguistic annotation program ELAN. Onset and offset of individual words were determined by inspection of the wave form. Onset and offset of the gesture and each individual phase (preparation, hold, retract) were determined by frame-by-frame analysis of arm position. The onset of the preparation phase is determined by the frame where the pointer arm appears. The onset of the hold is determined by the frame where the arm stops moving. The offset of the hold is determined by the frame where the arm starts retracting. The offset of the retraction is determined by the frame where the arm disappears. 3. The function for the asymmetric sigmoidal four-parameter mathematical growth model (MMF) model is
