Functional imaging studies investigating perception of depth rely solely on one type of depth cue based on non-natural stimulus material. To overcome these limitations and to provide a more realistic and complete set of depth cues natural stereoscopic images were used in this study. Using slow cortical potentials and source localization we aimed to identify the neural correlates of monocular and binocular depth cues. This study conWrms and extends functional imaging studies, showing that natural images provide a good, reliable, and more realistic alternative to artiWcial stimuli, and demonstrates the possibility to separate the processing of diVerent depth cues.
Introduction
Sense of depth and the associated perception of a threedimensional (3D) world is something natural to us. For this seemingly simple task our visual system has to re-construct this 3D-world from its two-dimensional (2D) representations on the two retinas. Pointers or "depth cues" for the reconstruction of depth are embedded in the 2D retinal images. Wheatstone (1938) was the Wrst to demonstrate that binocular disparity, based on the interocular diVerence between the left and the right eye, can elicit perception of depth. Monocular depth cues also elicit depth perception based on the input of one eye, e.g., textures, shading, geometrical perspective, or occlusion (Reading, 1983) .
Functional imaging techniques such as positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) suggest the involvement of occipital and parietal cortices in 3D-vision (see, e.g., Gulyás, Roland, Heywood, Popplewell, & Cowey, 1994; Nishida et al., 2001; Naganuma et al., 2005) . Within these cortices particularly caudal parietal regions respond to diVerent levels of disparity (Rutschmann & Greenlee, 2004) , 3D-geometrical features (Nishida et al., 2001; Naganuma et al., 2005) , or surface orientation (Shikata et al., 2001) . Activations in the temporal cortex near the occipito-temporal junction were reported while perceiving depth from spatial features or shadings (Faillenot, Decety, & Jeannerod, 1999; Taira, Nose, Inoue, & Tsutsui, 2001 ) and while extracting depth from motion (Iwami et al., 2002) . In addition, frontal regions get activated when perceiving depth information (Gulyás et al., 1994; Taira et al., 2001) . However, the above-mentioned studies have several limitations. At Wrst, most of these studies use only one type of depth cue, either binocular disparity or monocular cues. Binocular disparity alone, although producing impressive changes in 3D-perception, cannot explain certain depth phenomena, e.g., what is located at certain positions (Todd, 2004) . Monocular cues on the other side are not equally eVective but help to understand the perception of 3D-shape and perceptual grouping. They are therefore necessary to complete the reconstruction of depth from our 2D-retinal images (Todd, 2004; Anderson, 1998) . Thus, using only one set of depth cues does not provide a complete picture of the neural processing of depth.
A further limitation comes from the visual stimulus material. For instance, random dot stereograms (RDS) (Julesz, 1960) , based on spatial diVerences between corresponding dots, provide an eVective way to generate 3D-shapes that are solely deWned by binocular disparity. These shapes do not contain any monocular depth cues and can therefore only be seen after fusion of the two retinal images. Yet the fusion of these RDS images has to be learned (Ramachandran, 1976) . Using evoked-potentials Skrandies and Jedynak (1999) showed that this perceptual learning inXuences the spatial distribution of activated neuronal assemblies in the parietal-occipital cortex. Monocular depth perception is constrained by other limitations like view-point dependency (cf. Inui et al., 2000 , investigating depth perception of Necker cubes), or attentional biases (Meng & Tong, 2004) . Finally, most studies so far applied only artiWcial stimulus material, e.g., random dot stereograms, textures, or shadings, to investigate the cortical mechanisms underlying the perception of depth.
To overcome some of these limitations it is necessary to use visual material containing both types of depth pointers: monocular and binocular cues. Such a combination of cues can be found in real world viewing conditions. Therefore, in contrast to previous studies, natural stereoscopic images are used to achieve a realistic and complete set of depth cues to investigate the perception of depth as a whole. To further emphasize real world viewing conditions all images were presented by means of a head mounted display presenting to each eye its own visual stimulus.
This study pursues to Wrst answer the question which cortical areas get activated while perceiving natural stereoscopic images. Second, we aimed to separate the processing of monocular and binocular depth cues and attempted to connect these aspects of depth perception to their cortical counterparts. Thus, extending previous work using functional imaging techniques, this is the Wrst study aiming to determine the neural correlates of monocular and binocular cues based on natural stereoscopic images.
Materials and methods

Subjects
Thirty male subjects aged between 18 and 22 years participated in this study. All subjects were right-handed as tested with the Annett handedness inventory (Annett, 1985) and had normal or corrected-to-normal vision. None of the participants reported any diYculties perceiving depth. All subjects gave their written informed consent to participate in this study.
Visual stimuli and presentation
The visual stimuli used consisted of three diVerent scenes (a tree, an arcade, and a building) and were presented in three diVerent modes: stereoscopic, monoscopic, and scrambled. To obtain these images, three digital cameras of the same model (JVC GR-DV J70) were mounted next to each other on a tripod. Stereoscopic images were taken with the two outer cameras; camera-lenses were spaced 8 cm apart. The third camera, placed exactly in between, was used to take images serving as monoscopic stimuli. This procedure ensures that all scenes are photographed with identical height and distance to the object, level of detail, and focus of the camera. Moreover, it ensures identical photographic quality since resolution, sharpness, and exposure of all three cameras were identical. Using the image of the centre camera a scrambled version of each scene was generated by randomly displacing single pixels of the image. The resulting scrambled image is physically equal to the original monoscopic image but has no meaningful resolvable content.
The images of the diVerent scenes generated this way were presented with a head mounted display (HMD: Sony LDI-D100B 3D SVGA). Via this HMD it was possible to present to each eye a diVerent view of the same scene via a small SVGA-LCD device. For the stereoscopic presentation each eye received one of the photographs taken with the two outer cameras (the left eye from the left side and vice versa) to induce a solid 3D-eVect. For the monoscopic and the scrambled presentations, both eyes received exactly the same input.
Experimental conditions
All trials were presented via the HMD and consisted of the three scenes that randomly switched between scrambled, monoscopic, and stereoscopic presentation mode at randomly varied intervals of 8-16 s (mean 12 s.). One block consisted of 75 such changes of mode of one scene (trials) and was repeated once. All together 450 mode changes, e.g., from monoscopic to stereoscopic, in 6 blocks, two per scene, were presented. Subjects were instructed to follow these constant changes actively and attentively. To preserve natural viewing conditions, no instruction to Wxate a certain point was given and thus no crosshair was presented within the images. Furthermore they were not required to give an overt response. In functional mapping of speciWc visual cortical areas such a passive viewing procedure has been shown to be as eVective as procedures requiring the subjects to actively judge certain stimulus features, e.g., by pressing a button (Kanwisher, Chun, McDermott, & Ledden, 1996) .
To determine which cortical areas get activated while perceiving the diVerent presentation modes, the following conditions were extracted: "switch from scrambled to monoscopic" (ScMo), "switch from scrambled to stereoscopic" (ScSt), "switch from monoscopic to stereoscopic" (MoSt), and "switch from stereoscopic to monoscopic" (StMo) presentation.
The major advantage of this design is that it allows to target neural responses related to speciWc aspects of visual perception. Since, certain parts of the visual information are constant across switching presentation modes, any neuronal activity observed after the switch can be attributed to new or missing attributes of the visual image. Therefore, it can be expected that any neuronal activity observed in the ScMo condition can be related to monoscopic depth perception and general perception of the image content, since brightness, colour, and other physical properties are not altered. ScMo and ScSt are distinguishable only by the binocular disparity cues included in the latter condition. In condition MoSt only those cortical areas should be active that are sensitive for binocular disparity since monocular cues, scene, and physical properties do not vary across that modechange. Finally, StMo should be inverse to MoSt, and only activities not related to disparity should be observable.
Data acquisition
EEG was recorded using a multi-channel DC-ampliWer with high baseline stability and an input impedance of 200 G . Signals were sampled with 125 Hz within a frequency range from DC to 35 Hz. To allow the elimination of artefacts related to EOG and blinks, vertical eye movements, using electrodes above and below the right eye, and horizontal eye movements, using electrodes on the left and right outer canthi, were recorded simultaneously. Electrodes were mounted on small plastic adaptors that were individually Wxed to the subjects' scalp and skin using collodium or adhesive tape, respectively. To minimise skin potential artefacts and to ascertain an electrode impedance that is homogeneous, stable, and below 1 k , the skin was slightly scratched at all recording sites using a sterile single-use needle. Electrodes and adaptors were previously Wlled with degassed electrode gel (Electro-Gel, Electrode-Cap International, Inc., Eaton/OH, USA) (Bauer, 1998) .
EEG was recorded from 22 locations evenly distributed across the scalp surface against a true non-cephalic, sterno-vertebral reference (Stephenson & Gibbs, 1951) . Individual 3D coordinates of these electrodes referenced to nasion, inion, and the two preauricular points of all subjects were measured using a photogrammetric head digitizer (PHD: Bauer et al., 2000) . Mean electrode coordinates were close to the coordinates of the 10-20 electrode system by Jasper (1958) .
Analyses of EEG
Prior to analyses, eye movement and blink related artefacts were eliminated oZine using a linear regression approach with channel speciWc correction parameters. EOG parameters were determined separately for vertical and horizontal eye movements in an EOG calibration trial. Blink coeYcients were calculated using a template matching procedure (see Vitouch, Bauer, Gittler, Leodolter, & Leodolter, 1997; Lamm, Fischmeister, & Bauer, 2005 , for a detailed description). Using this parameters weighted eye movement and blink related signals were subtracted from each EEG channel trial by trial. Afterwards all EOG and blink corrected trials were visually inspected to exclude artefact contaminated trials and trials with insuYcient EOG or blink correction.
Artefact-free single trials were averaged per condition and subject using the mean amplitude in the interval of 500 ms preceding the presentation switch as baseline. Such a long baseline ensures that only stable activations are subtracted and therefore, changes induced by the presentational switch can be optimally assessed. Furthermore the grand mean for each condition across all subjects was calculated. Subsequently, the mean amplitudes over 50 ms epochs in the range of 1250 ms after stimulus onset (switch of presentation modes) to 1750 ms were determined for all single-subject averages and the grand means. During this time range settled and to a large extent stable slow cortical potentials evoked only by the presented images can be expected.
To validate the inverse solution algorithm used in this study, the P1 component of the visual evoked potential was used. The P1 component is a positive going waveform with a peak latency of around 100 and 130 ms whose generators can be reliably localized to the lateral extrastriate cortex (Brodmann area 18) (Di Russo, Matinez, Sereno, Pitzalis, & Hillyard, 2001 . Base on visual inspection of the grand mean waveforms and topographies of all conditions per subject, the P1 was deWned as the maximum within the occipital electrodes O3, Oz, and O4 in the interval of 80-130 ms after mode-change.
The extracted ten amplitude values plus the P1 component were transformed by means of low resolution electromagnetic tomography (LORETA: Pascual-Marqui, Michel, & Lehmann, 1994; Pascual-Marqui, 1999 ) using individual electrode coordinates acquired via PHD and crossregistered to the standard Talairach atlas (Talairach & Tournoux, 1988) . According to Pascual-Marqui et al. (1994) current density distributions found by LORETA are the smoothest of all possible solutions that optimally describes the observed surface potentials. The LORETA implementation for this study uses a three-shell spherical head model registered to a standardized stereotactic space (Talairach & Tournoux, 1988) . The solution space is restricted to cortical grey matter and hippocampus, deWned via a reference brain from the Montreal Neurological Institute (MNI), and is subdivided into 2394 voxels with a spatial resolution of 7 £ 7 £ 7 mm. For the transformation the smoothest possible inverse solution, where the regularisation parameter is zero, was used.
Like other distributed source imaging techniques (for a review, see e.g., Michel et al., 2004) , LORETA does not require any assumptions about the number, localization, conWguration, or extent of neuronal sources. Although there is an ongoing debate about the constraints used by this algorithm, a growing number of studies support the usefulness (e.g., Park et al., 2002; Esslen, Pascual-Marqui, Hell, Kochi, & Lehmann, 2004; Lamm et al., 2005) For a descriptive analysis of the diVerent viewing conditions, grand mean LORETA averages were calculated and thresholded at 3 £ 10 ¡3 V/ mm 2 . Coordinates, anatomical structures, and Brodmann areas (BA) for cortical regions activated above this threshold throughout the whole time range of 1250-1750 ms after stimulus onset were determined using the Talairach atlas implemented in the LORETA software .
Statistical analyses
To target aspects of the perception of depth the following pairwise contrasts were calculated: Contrasting "StMo versus MoSt" should reveal those neuronal areas that get activated by binocular disparity only. This can be expected since the only diVerence between these two condition is the presence (MoSt), respectively, absence (StMo) of disparity information. DiVerences between the conditions ScSt and MoSt should yield cortical areas responsive to monoscopic depth cues and general image perception. These two aspects are present since binocular disparity processing is common to both conditions. Finally, activities induced by monoscopic perception compared to stereoscopic perception will be assessed by contrasting conditions ScMo and ScSt.
All statistical analyses were performed using the approach of Statistical non-parametric Mapping (Holmes, Blair, Watson, & Ford, 1996, SnPM; Nichols & Holmes, 2002) implemented in the LORETA software. DiVerences between conditions were assessed by calculating dependentsample t-values for every voxel using log-transformed, but not subjectwise normalised-attenuation of possible diVerences in the amplitudes should be avoided-LORETA-values. The resulting T max statistic was based on 5000 permutations-randomly drawn condition conWgurations tested against the original conWguration. The signiWcance threshold was set at p 6 0.05; no correction for multiple comparisons is needed since this is already inherently accounted for (Nichols & Holmes, 2002, see) . Coordinates, anatomical structures, and Brodmann areas for all signiWcant activity diVerences exceeding this threshold will be reported.
Results
According to post-experimental questionnaire all subjects were motivated and reported a vivid perception of depth during the stereoscopic conditions. DiVerences between the monoscopic and the stereoscopic conditions were easily recognisable for all participants. Some subjects reported initial problems perceiving a 3D-image that they could overcome with a single blink immediately after the mode-change. These initial problems are presumably only related to the presentational switching from monoscopic to stereoscopic.
The EEG data were generally of good quality and no subject had to be excluded from the study. In the grand mean (i.e., average across all conditions and subjects), the maximum current density value for the P1 could be localized to the Cuneus (BA 18: X D 4, Y D ¡74, Z D 8). Evaluating the localization of the P1 component separately for all single conditions revealed consistent current density maxima within the striate area (BA 17) and in directly adjoining visual areas (BA's 18, 19, and 7).
Descriptive analysis of the diVerent viewing conditions revealed large and stable activity in temporal and parietooccipital regions. Current density maxima were found bilaterally within the Cuneus (BA 7, 31, and 18) and the Precuneus (BA 7 and 31) for all conditions across all time-frames. Maxima within temporal cortices were localized in middle and inferior temporal regions (BA 37 and 39), again within all conditions. Additional smaller activity was located in frontal regions-middle and superior frontal gyri-when switching from the monoscopic to the stereoscopic presentation condition and vice versa. Tables 1 and 2 give an overview of the current density maxima found within the diVerent switching conditions. Direct comparison of StMo to MoSt revealed generally higher cortical activities for the MoSt condition at the parietal-occipital border (cf. Table 2 ). Statistically signiWcant activity diVerences (p < 0.05, mean t-threshold D 3.8807) were found in the left Brodmann area 7 (Precuneus) and the Cuneus (BA 19). A further somewhat smaller cluster was found in the right Brodmann area 7 (see Table 3 and Fig. 1A for details) .
Examining ScSt and MoSt large current densities were found in the Precuneus (BA 7 and 31), extending up to the superior parietal lobe and to a smaller extent into the Cuneus (BA 17 and 18). Additional areas of activity were localized at the border between the middle temporal and the occipital lobe of both hemispheres (BA 39 and 37), extending along the middle and inferior temporal (BA 37, 20, and 21) and fusiform gyrus in the scrambled to stereo condition (ScSt) (see Tables 1 and 2 ). Statistically signiWcant diVerences (p < 0.05, mean t-threshold D 3.8050) between these two conditions were found in the middle temporal gyrus; maxima in the right BA 37 and the left BA 39. In the right hemisphere this signiWcant region was larger and extended into the fusiform gyrus of the occipital cortex and the limbic lobe. Two additional signiWcant regions of activity were identiWed in the inferior parietal lobe (Precuneus, BA 19) and middle frontal cortex (BA 10) exclusively within the left hemisphere. Detailed results are listed in Table 4 and presented in Fig. 1B .
Comparisons between monoscopic and stereoscopic perception were done by contrasting the conditions ScMo and ScSt. In both conditions brain areas of nearly identi- Table 1 Current density activity maxima separated for the switching from scrambled to monoscopic (ScMo) and stereoscopic (ScSt) presentation Note that only cortical regions activated throughout the whole time range-1250-1750 ms after stimulus onset-exceeding a current density value of 3 £ 10 ¡3 are listed. Note: First column: activated brain area, in parentheses hemisphere and Brodmann areas are given, second column: Talairach coordinates of the maximal activated voxel within this structure in mm for X-, Y-, and Z-axes together with its current density value in V/mm 2 £ 10 ¡3 (third column). 
Fusiform gyrus (right BA 37)
Middle temporal gyrus (left BA 39)
Fusiform gyrus (left BA 37)
Inferior temporal gyrus (left BA 37)
Middle temporal gyrus (right BA 21)
cal activation were found in parietal (BA's 7, 31, 37, and 39) and occipital areas (BA's 18 and 19). Descriptive comparisons of the frontal cortex revealed higher current density values when switching from scrambled to stereoscopic presentation ScSt (see Table 1 ). Statistically signiWcant diVerences (p < 0.05, mean t-threshold D 3.7601) were found for the superior frontal gyrus (BA 10 and 11) of both hemispheres. On the left hemisphere this cluster extended into the medial frontal gyrus (BA 10) and the anterior cingulate cortex (BA 24 and 32). Another signiWcant cluster, although rather small, was detected within the parietal-occipital junction (BA 31 and 18) (see Table 5 and Fig. 1C ).
Discussion
The aim of the present study was to assess the neural correlates of monocular and binocular cues in natural stereoscopic images. Natural monoscopic and stereoscopic pictures were used to receive a picture of depth perception as complete as possible. This is in contrast to previous studies that used either random dot stereograms or visual stimuli based on shading, perspective, or surface orientation. The images used were presented via a head mounted display presenting to each eye either its own slightly diVerent view of the same scene (stereocondition), or the same input (monoscopic and scrambled presentation). Thus it was possible to induce a realistic perception of depth as reported by all subjects. Due to the randomised presentation of the diVerent viewing modes and the randomisation of the presentation duration artefacts caused by expectation or fatigue could be excluded. Out of this random sequence of presentational changes we extracted those conditions containing only certain aspects of depth perception.
Results of the inverse solution calculated with LORETA provided generally valid results. Maximum current density values for the P1 were correctly localized in cortical areas involved in visual perception. Tomographic analyses of the whole sample revealed widespread cortical networks involved in visual perception. Regardless of the presenta- tional mode clusters of activity within striate areas extending into the parietal and the temporal cortex were found. This pattern of results is in line with previous studies associating activities in ventral stream areas (temporal cortex) with "what" information, and dorsal stream areas with "where" information (parietal lobe) (Ungerleider & Mishkin, 1982) . In agreement with functional imaging studies in humans (e.g., Gulyás et al., 1994; Iwami et al., 2002; Naganuma et al., 2005) we observed signiWcantly higher current density values in the parietal cortex (BA 7) extending into occipital regions (BA 19) while processing binocular disparity cues. Additional support for this result can be derived from studies on the sensitivity of dorsal areas of the occipito-parietal cortex to diVerent levels of disparity (Backus, Fleet, Parker, & Heeger, 2001; Rutschmann & Greenlee, 2004) . Thus, as already pointed out by (Gulyás et al., 1994) and (Taira et al., 2001 ), these cortical areas play an important role in the integration of binocular disparity cues. Nishida et al. (2001); Fortin, Ptito, Faubert, and Ptito (2002) , and others reported a dominance of the right hemisphere while processing binocular disparity. In contrast to these studies no systematic asymmetric cortical activation could be observed. This discrepancy might be due to the diVerent stimulus material or the design used in this study.
Neuronal activity related to the processing of monocular cues were found bilaterally in the temporal lobe (BA 37 and 39). In the right hemisphere activations were generally higher and extended into occipital regions (fusiform gyrus). These regions, in particular ventral and lateral occipitotemporal regions, are reported to be involved in representing the shape of objects and in perceiving objects in recognition tasks (Grill-Spector, 2003) . This view is also put forward by Blonder et al. (2004) investigating neuronal responses to a variety of stimuli (faces and houses) in the fusiform gyrus. The results, particularly activations in more posterior regions of BA 37, may putatively overlap with regions reported to play a role in the detection of stereodeWned borders (Mendola, Dale, Fischl, Liu, & Tootell, 1999) . Right hemisphere activations reported here are also close to brain areas involved in the recognition of 3D-features (Faillenot et al., 1999; Naganuma et al., 2005) and depth from shading (Taira et al., 2001) or motion (Iwami et al., 2002) . From these Wndings we deduce, therefore, that occipito-temporal regions are important for the neural computation of depth based on edges and shapes and the spatial orientation and conWguration of objects independent of binocular disparity.
Like Gulyás et al. (1994) this study revealed signiWcant bilateral activations in the medial and superior gyri of the frontal cortex. Evidence from other functional imaging studies showed either no diVerence (Paradis et al., 2000) or no coverage of the frontal cortex. Although eye movements may inXuence frontal activity, they cannot serve as explanation for these activations. First, keeping this possibility in mind, we employed a very strict correction of eye movement related artefacts using a regression approach and subsequent visual inspection of all epoch trails. Second, no activations in the frontal eye Welds were found in any of the statistical comparisons. Support against this explanation also comes from imaging studies. Investigating vergent eye movements mainly occipito-parietal activity and no diVerences within the frontal eye Welds were reported (Hasebe et al., 1999) . Furthermore, eye movements in response to disparity without depth perception are elicited at ultrashort latencies within 90-160 ms after stimulus presentation (Masson, Busettini, & Miles, 1997) . However, the time interval chosen for the analyses in the present study started 1.25 s after the presentational switch. Thus, although we concede that eye movements might play a role here, we think that they cannot serve as an explanation.
One possible interpretation for the observed frontal activity during the perception of depth can be deduced from studies that delve into intercortical connections between frontal and parietal cortical areas. Lesion studies together with various fMRI and PET studies have shown Table 3 for an explanation of the diVerent columns. Table 5 SigniWcant diVerences for the comparison ScMo and ScSt (p < 0.05, mean t-threshold D 3.7601)
Higher current density activities were found when switching from scrambled to stereoscopic presentation ScSt. Note: See Table 3 for an explanation of the diVerent columns.
Anatomical area Talairach the importance of the frontal cortex for the encoding, memory and retrieval of spatial layouts (Kessels, Postma, Wijnalda, & de Haan, 2000) . Frontal activations in this study were higher when perceiving stereoscopic compared to monoscopic images. Therefore it might be possible that stereoscopic presentation, being a more realistic view of the scene, induced processes of object localization or spatial search. Furthermore, stereoscopic information apparently provides new additional information which is processed within frontal regions. This view is inspired by Frey and Petrides (2000) indicating that orbitofrontal regions are involved in the process of encoding of new information. Future research will have to address the precise role of the frontal lobe for depth perception. In summary, the results of our study-obtained with slow cortical potentials and LORETA-are in accordance with previous functional imaging studies of depth perception. Therefore, natural stereoscopic images provide a good, reliable, and more realistic alternative to stimuli based solely on one type of depth cues. Furthermore, it has been shown that the presented study approach allows to separate diVerent aspects of depth perception provided by natural images. Therefore, to achieve a more complete picture of depth perception we recommend further studies using images that contain a variety of diVerent binocular and monocular depth cues.
