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Abstract
The normal distribution based likelihood ratio (LR) statistic is widely used in structural equationmodeling.
Under a sequence of local alternative hypotheses, this statistic has been shown to asymptotically follow a
noncentral chi-square distribution. In practice, the population mean vector and covariance matrix as well
as the model and sample size are always ﬁxed. It is hard to justify the validity of the noncentral chi-square
distribution for the resulting LR statistic even when data are normally distributed and sample size is large.
By extending results in the literature, this paper develops normal distributions to describe the behavior of
the LR statistic for mean and covariance structure analysis. A sequence of local alternative hypotheses is
not necessary for the proposed distributions to be asymptotically valid. When the effect size is medium
and above or when the model is not trivially misspeciﬁed, empirical results indicate that a reﬁned normal
distribution describes the behavior of the LR statistic better than the commonly used noncentral chi-square
distribution, as measured by the Kolmogorov–Smirnov distance. Quantile–quantile plots are also provided
to better understand the different distributions.
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1. Introduction
Mean and covariance structure analysis has been widely used in modeling survey data, espe-
cially in social and behavioral sciences. Many statistics have been developed for model evaluation
(see [15]). Considering that any model is only an approximation to the real world, the distribution
of a statistic under an alternative hypothesis is important from the standpoint of both statistical
inference and practical applications. Under the assumptions of a sequence of local alternative
hypotheses and normally distributed data, the likelihood ratio (LR) statistic has been shown to
follow a noncentral chi-square distribution [5,7]. Although these assumptions are hard to justify
in any real data and models, and evidence exists for the LR statistic not following a noncentral
chi-square distribution [4,17], it is widely applied in the practice of structure equation model-
ing (SEM). For example, the default output of most SEM software contains conﬁdence intervals
(CIs) of ﬁt indices solely based on the LR statistic following a noncentral chi-square distribution.
Research papers using SEM routinely report such CIs to quantify the goodness of the model.
The purpose of this paper is to explore approximations to the distribution of the LR statistic in
mean and covariance structure analysis under alternative hypotheses for both normal and non-
normal data.
When data are normally distributed and the null hypothesis speciﬁes that the population mean
equals a given vector and the population covariance matrix equals a given matrix, Sugiura [8]
and Sugiura and Fujikoshi [9] showed that, under a ﬁxed alternative hypothesis, the LR statistic
asymptotically follows a normal distribution.When data are not normally distributed,Yanagihara
et al. [14] also showed that, under a ﬁxed alternative hypothesis, the normal distribution based
LR statistic asymptotically follow a normal distribution. Under a ﬁxed alternative hypothesis
in covariance structure analysis, Shapiro [6] showed that the commonly used statistics approach
normal distributions rather than chi-square distributions, but he did not considermean structures. In
the context ofmodel comparison,Vuong [11] showed that, under a ﬁxed alternative hypothesis, the
LR statistic generally approaches a normal distribution. However, this result has not been applied
to mean and covariance structure analysis. Both the results of Shapiro andVuong are quite general
and can be extended/applied to mean and covariance structure analysis. The setup in Vuong [11]
is from the standpoint of model comparison and the involved models are not necessarily nested,
which is a little more general than the setup of Shapiro [6]. Thus, our development will mainly use
Vuong’s setup in obtaining a general description to the distribution of the LR statistic for mean
and covariance structure analysis. We will relate the general result to those in the literature. By
combining the results of Vuong [11] and Shapiro [6], a reﬁned normal distribution to describe the
behavior of the LR statistic will also be obtained.
Another aim of the paper is to empirically compare the noncentral chi-square distribution with
the derived normal distributions for the ﬁnite sample behavior of the LR statistic under a ﬁxed
alternative hypothesis. Such a comparison is of fundamental interest because the LR statistic
is the default procedure in essentially all SEM programs (Amos, EQS, LISREL, Mplus, SAS
Calis).
In Section 2 of the paper we will provide the technical details for the normal distribution
based LR statistic to asymptotically follow a normal distribution, we will also brieﬂy review
conditions under which the noncentral chi-square distribution holds. In Section 3, by using
Monte-Carlo simulation, the noncentral chi-square distribution will be contrasted with the nor-
mal distribution for describing the empirical behavior of the LR statistic across several model
misspeciﬁcations and sample sizes. In Section 4, we will summarize our results and discuss their
implications.
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2. Noncentral chi-square distribution versus normal distribution
Let y1, y2, . . . , yn be a random sample from a population F(y). In practice F is generally
unknown and we choose yi ∼ G(y; ) and hope that F = G with a proper choice of . We
would like to distinguish two possible misspeciﬁcations in G(y; ). One is that the distribution
form of G is misspeciﬁed or F = G. For example, G = N(μ,) and F is a nonnormal distri-
bution. Another is that the model is under-parameterized while the distribution form is correctly
speciﬁed (G = F). Suppose the density function of G is g(y; ) and EF {log[g(y; )]} has a
unique maximum ∗; and let ˆ be the corresponding maximum likelihood estimate (MLE). In
the context of model comparison, one might also choose yi ∼ H(y; ) whose density function is
h(y; ). Let the MLE corresponding to H be ˆ and EF {log[h(y; )]} have a unique maximum ∗.
The most widely used procedure for comparing G(y; ) and H(y; ) is that G = H and  is nes-
ted in .
In the context of mean and covariance structure analysis, the interest is tomodelμ0 = E(y) and
0 = Cov(y), and the most widely used assumption is G = H = N(μ,). When μ and  are
parameterized as μ = μ1() and  = 1(), the log likelihood function based on G = N(μ,)
is given by
ln(μ1(),1()) = −
n
2
log |1()| − 12
n∑
i=1
(yi − μ1())′−11 ()(yi − μ1()).
With another parameterization (μ2(),2()), possibly nested within (μ1(),1()), the LR
statistic is
TLR = 2[ln(μ1(ˆ),1(ˆ)) − ln(μ2(ˆ),2(ˆ))]
= n[DML(y¯,S, μˆ2, ˆ2) − DML(y¯,S, μˆ1, ˆ1)] (1)
with
DML(y¯,S, μˆ, ˆ) = tr(Sˆ−1) − log |Sˆ−1| + q(y¯, μˆ, ˆ) − p,
where y¯ is the sample mean of yi , S = ∑ni=1(yi − y¯)(yi − y¯)′/n, μˆ1 = μ1(ˆ), ˆ1 = 1(ˆ),
μˆ2 = μ2(ˆ), ˆ2 = 2(ˆ), q(y¯, μˆ, ˆ) = (y¯ − μˆ)′ˆ−1(y¯ − μˆ) and p is the number of variables
in y.
A sequence of local alternative hypotheses is needed in order for the TLR in (1) to follow a
noncentral chi-square distribution. Let ¯ be a p × p matrix and μ¯ be a p × 1 vector. Suppose
(μ1(),1()) are correctly speciﬁed or saturated and within which (μ2(),2()) are nested.
Parallel to that in the one-dimensional case (see [10, Theorem 14.7]), the needed sequence of
alternatives is
Ha : 0n = ∗2 + ¯/
√
n and μ0n = μ∗2 + μ¯/
√
n, (2)
where μ∗2 = μ2(∗), ∗2 = 2(∗) and ∗ minimizes DML(μ0n,0n,μ2(),2()). Under the
conditions in (2) and G = H = F = N(μ,), we have
TLR
L→ 2b−a() and  = limn→∞ nDML(μ0n,0n,μ
∗
2,
∗
2), (3)
where b and a are the numbers of free parameters in  and , respectively. Note that the  in (3)
does not depend on n due to (2), which is also the main point of the sequence of local alternatives.
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Under a ﬁxed alternative, the result in (3) no longer holds. In the context of general ML with
possiblemisspeciﬁed distribution aswell as under-parameterization,Vuong [11] showed thatTLR/√
n approaches a normal distribution as n → ∞. Speciﬁcally, a result in Vuong’s Theorem 3.3
can be stated as the following lemma.
Lemma 1. Under a set of standard regularity conditions,
n−1/2TLR − 2n1/2E
{
log
[
g(y; ∗)
h(y; ∗)
]}
L→ N(0,2),
where
2 = 4
(
E
{
log
[
g(y; ∗)
h(y; ∗)
]}2
−
{
E log
[
g(y; ∗)
h(y; ∗)
]}2)
and  does not need to be nested in .
In order to apply Lemma 1 to mean and covariance structure analysis, we need some prepa-
rations. For a p × p matrix A, let vec(A) be the p2-dimensional vector formed by stacking the
columns of A and vech(A) be the p∗ = p(p+ 1)/2-dimensional vector by stacking the elements
of the lower triangle ofA. There exists a uniquep2×p∗ matrixDp such that vec(A) = Dpvech(A)
[3, p. 55]. Especially, we have s = vech(S) and  = vech(). Denote
 = Cov{vech[(yi − μ0)(yi − μ0)′]},  = Cov{vech[(yi − μ0)(yi − μ0)′], yi},
and D+p = (D′pDp)−1D′p. When data are normally distributed,  = 0 and  becomes
N = 2D+p (0 ⊗ 0)D+
′
p .
Let  = (μ′, ′)′. The following regularity conditions are needed for ˆ, ˆ and TLR to have desired
properties: (C1) ∗ is an interior point of which is a compact subset of Ra and ∗ is an interior
point of B which is a compact subset of Rb; (C2) 1(1) = 1(2) only when 1 = 2 and
2(1) = 2(2) only when 1 = 2; (C3) 1() and 2() are twice continuously differentiable;
(C4) the matrices
˙ ∗1 = (1()/′|∗), ˙ ∗2 = (2()/′|∗),  =
(
0 ′
 
)
are of full ranks. Let μ∗1 = μ1(∗) and ∗1 = 1(∗). Applying Lemma 1 directly to the LR
statistic leads to the following result.
Corollary 1. Under conditions (C1) to (C4) and the ﬁxed alternative hypothesis μ0 = E(y)
and 0 = Cov(y),
√
n(TLR/n − 1) L→ N(0,21), (4)
where
1 = log |∗2∗−11 | + tr(∗−12 0 − ∗−11 0) + q(μ0,μ∗2,∗2) − q(μ0,μ∗1,∗1) (5)
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and
21 = 4[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]′0[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]
+ 2 tr{[(∗−12 − ∗−11 )0]2}
+ tr{D′p[(∗−12 − ∗−11 ) ⊗ (∗−12 − ∗−11 )]Dp(− N)}
+ 4 tr
(
{[(μ0 − μ∗2)′∗−12 − (μ0 − μ∗1)′∗−11 ] ⊗ (∗−12 − ∗−11 )}Dp
)
. (6)
Proof. It follows directly from the normal density function that
2 log
[
g(y; ∗)
h(y; ∗)
]
= log |∗2∗−11 | + q(y,μ∗2,∗2) − q(y,μ∗1,∗1). (7)
Using
q(y,μ∗2,∗2) = q(y,μ0,∗2) + 2(y − μ0)′∗−12 (μ0 − μ∗2) + q(μ0,μ∗2,∗2), (8)
we have
E[q(y,μ∗2,∗2)] = tr(∗−12 0) + q(μ0,μ∗2,∗2). (9)
Similarly,
E[q(y,μ∗1,∗1)] = tr(∗−11 0) + q(μ0,μ∗1,∗1). (10)
The 1 in (5) follows from (9) and (10). The appendix provides the outline leading to (6). 
Comparing (4) with (3), both need the sample size n to approach inﬁnity. The result in (4)
does not need the assumptions in (2) which are hard to verify in practice. Also, the assumption
G = H = F = N(μ,) is not necessary for (4). For the result in (4), the larger the n the better
the approximation is, but this does not hold for the result in (3).Also,  does not need to be nested
in  in (4), which is more ﬂexible for model comparison. For example, when the CI for 1 sits
on the right of zero then the model μ1() and 1() ﬁts the data better than μ2() and 2()
statistically. See Vuong [11] for further discussions of comparing nonnested models.
When μ1() and 1() are saturated models, μ∗1 = μ0 and ∗1 = 0. Then 1 and 21 become
11 = tr(0∗−12 ) − log |0∗−12 | + q(μ0,μ∗2,∗2) − p (11)
and
211 = 4(μ0 − μ∗2)′∗−12 0∗−12 (μ0 − μ∗2) + 2 tr[(∗−12 0 − Ip)2]
+ tr{D′p[(∗−12 − −10 ) ⊗ (∗−12 − −10 )]Dp(− N)}
+ 4 tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ (∗−12 − −10 )}Dp
)
.
Especially, when only a covariance structure model is considered, we have μ∗2 = μ0 as well.
Then 11 and 211 further reduce to
12 = tr(0∗−12 ) − log |0∗−12 | − p (12a)
and
212 = 2 tr[(∗−12 0 − Ip)2]
+ tr{D′p[(∗−12 − −10 ) ⊗ (∗−12 − −10 )]Dp(− N)}. (12b)
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Eq. (12) corresponds toTheorem5.4(b) of Shapiro [6], who showed certain statistics in covariance
structure analysis asymptotically follow normal distributions.
When data are elliptically distributed with a common kurtosis ,  = 0 and
 = E = 2D+p (0 ⊗ 0)D+
′
p + (− 1)0′0.
Then 21 becomes
213 = 4[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]′0[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]
+ (− 1)[tr(∗−12 0 − ∗−11 0)]2 + 2 tr[(∗−12 0 − ∗−11 0)2].
When μ1(), 1() and μ2() are saturated or correctly speciﬁed, μ∗1 = μ0, ∗1 = 0 and
μ∗2 = μ0. Then 213 reduces to
214 = (− 1)[tr(∗−12 0) − p]2 + 2 tr[(∗−12 0 − Ip)2]. (13)
When 2() is a given covariance matrix or when 2() speciﬁes that the variables in y are
uncorrelated, (13) is identical to the result in Corollaries 3.1.3, 3.2.2 and 3.3.2 of Yanagihara et
al. [14].
When data are normally distributed, 21 becomes
215 = 4[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]′0[∗−11 (μ0 − μ∗1) − ∗−12 (μ0 − μ∗2)]
+ 2 tr{[(∗−12 − ∗−11 )0]2}.
When μ1() and 1() are saturated models, μ∗1 = μ0 and ∗1 = 0. Then 215 reduces to
216 = 4(μ0 − μ∗2)′∗−12 0∗−12 (μ0 − μ∗2) + 2 tr[(∗−12 0 − Ip)2].
This corresponds to Theorem 3.2 of Sugiura [8]. When only a covariance structure model is
considered, then μ0 = μ∗2 and 216 further reduces to
217 = 2 tr[(∗−12 0 − Ip)2].
This corresponds to Theorem 2.2 of Sugiura [8].
Note that Corollary 1 is a direct application of Lemma 1, which is essentially a result of the
central limit theorem. Consider the situation when F = N(μ0,0) and μ1() and 1() are
saturated as well as when μ2() and 2() are correctly speciﬁed but not saturated. Then it is
obvious that, in (11), 11 = 0. However, asymptotic statistical theory tells us that TLR L→ 2b−a
for this situation and (see [12])
E(TLR) = (b − a) + O(1/n). (14)
For covariance structure models, Shapiro [6] noted that the asymptotic mean in (12a) can be
reﬁned. The reﬁnement is also applicable to Corollary 1 and extra notation is needed for such a
purpose. Let
W0 = 2−1D′p(−10 ⊗ −10 )Dp, W∗1 = 2−1D′p(∗1−1 ⊗ ∗1−1)Dp,
1=∗−11 (μ0 − μ∗1)=(11, . . . , 1p)′, 1=∗−11 [0 + (μ0 − μ∗1)(μ0 − μ∗1)′]∗−11 ,
M1 =
(
∗−11 2−1(′1 ⊗ ∗−11 )Dp
2−1D′p(1 ⊗ ∗−11 ) W∗1
)
˙ ∗1,
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H1 = (h1ij ) = ∗−11 − 1, V1 = diag(∗−11 ,W0) be a block-diagonal matrix, and
Q1 = ˙ ∗1 ′
(
∗−11 (′1 ⊗ ∗−11 )Dp
D′p(1 ⊗ ∗−11 ) D′p[(1 − 2−1∗−11 ) ⊗ ∗−11 ]Dp
)
˙ ∗1
+1
2
p∑
i=1
p∑
j=1
h1ij 	¨
∗
1ij −
p∑
i=1
1i 
¨
∗
1i ,
where
	¨∗1ij =
(
2	1ij ()
 ′
∣∣∣∣∣ ∗
)
and 
¨∗1i =
(
2
1i ()
 ′
∣∣∣∣∣ ∗
)
are Hessian matrices of the elements of 1 = (	1ij ) and μ1 = (
11, . . . , 
1p)′ with respect to .
Parallel notations ˙ ∗2, W∗2, 2, 2, M2, H2, V2, and Q2 will apply to 2(). Further, let
U1 = V1 − M1Q−11 M′1, U2 = V2 − M2Q−12 M′2.
Applying Theorem 5.6 of Shapiro [6] to the statistic TLR in Corollary 1 leads to
E(TLR/n) = 2 + o(1/n),
where
2 = 1 + tr[(U2 − U1)]/n (15)
and 1 is given by (5). Thus, we have the following reﬁned result.
Corollary 2. Under the regularity conditions (C1) to (C4) and the ﬁxed alternative hypothesis
μ0 and 0,
√
n(TLR/n − 2) L→ N(0,21),
where 21 is given in (6).
Note that Corollary 2 has no conﬂict with Lemma 1 because the extra term tr[(U2−U1)]/√n
in Corollary 2 approaches zero. When models or data satisfy certain conditions, special cases for
2 also exist. We can obtain them by adding tr[(U2 − U1)]/n to the corresponding 11 or 12.
When μ1() and 1() are correctly speciﬁed, ∗ = 0 that satisﬁes μ0 = μ1(0) and
0 = 1(0). Then ˙ ∗1 = ˙ 10 = ˙ 1(0), V1 = V0 = diag(−10 ,W0), M1 = V0 ˙ 10 and
Q1 = ˙ ′10V0 ˙ 10. Similarly, when μ2() and 2() are correctly speciﬁed, we have V2 = V0,
M2 = V0 ˙ 20 and Q2 = ˙ ′20V0 ˙ 20. When data are normally distributed,  = V−10 . Then
tr[(U2 − U1)] = tr(P1 − P2),
where
P1 = V1/20 ˙ 10(˙ ′10V0 ˙ 10)−1 ˙ ′10V1/20 and P2 = V1/20 ˙ 20(˙ ′20V0 ˙ 20)−1 ˙ ′20V1/20 .
Notice that P1 and P2 are projection matrices with rank b and a, respectively. Consequently,
tr[(U2 − U1)] = b − a.
For correctly speciﬁed models, 1 = 0. Thus, (14) can be regarded as a special case of (15).
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The implementation of the correction term in Corollary 2 needs second derivatives of the
involved model structures, which are usually quite complicated.When the models are not grossly
misspeciﬁed, one can drop the terms involving second derivatives and use V∗j = diag(∗j ,W∗j ),
Mj = V∗j ˙ ∗j and Qj = ˙ ∗j ′V∗j ˙ ∗j to construct the correction factor.
A consistent estimate of 21 is also needed for the implementation of the two corollaries. Let
xi = vech{(yi − y¯)(yi − y¯)′}, Sxx be the sample covariance matrix of xi , Sxy be the sample
covariance matrix of xi and yi . A consistent ˆ21 follows when replacing μ0, μ∗1, μ∗2, 0, 
∗
1,
∗2, , N and  by y¯, μ1(ˆ), μ2(ˆ), S, 1(ˆ), 2(ˆ), Sxy, ˆN = 2D+p (S ⊗ S)D+′p and Sxx,
respectively.
Notice that we cannot replace the unknown parameters in the means in the two corollaries to
make the distribution descriptions valid. For example, with the above ˆ21 we have
√
n(TLR/n − 1)
ˆ1
L→ N(0, 1). (16)
But
√
n(TLR/n − ˆ1)/1 generally does not converge to the standard normal distribution even
when ˆ1 is consistent! Actually, TLR/n is consistent for 1, replacing 1 by TLR/n in (16) leads
to a degenerated distribution.
3. Empirical comparison
In this section we will empirically compare the normal distributions with the noncentral chi-
square distribution for describing the behavior of TLR. Because the normal distribution based ML
procedure is typically applied in practice regardless of the distribution of the data, we consider
both normally and nonnormally distributed data.
Normally distributed data are generated by
y = + , (17a)
where  ∼ N(, 1) and  ∼ N(0,) are independent with  being a diagonal matrix. So the
mean vector and covariance matrix of y are
μ0 =  and 0 = ′ +, (17b)
respectively. Nonnormally distributed y is generated by
y = μ0 + (+ )/r, (17c)
where  ∼ N(0, 1),  ∼ N(0,) and r ∼
√
35/3 are independent. Because E(1/r
2) = 1, the
mean vector and covariancematrix of the y in (17c) are also given by (17b).Actually, the y in (17c)
is elliptically distributed with  = 3. In the population, we let  = 0.1, 0.2, . . . , 1.0. Because
Var() = 1,  is also the effect size for the latent variable . The selected values of  cover the
most interesting range of effect sizes deﬁned by Cohen [1] as small  = 0.2, medium  = 0.5 and
large  = 0.8. Let  = (0.70, 0.70, 0.75, 0.75, 0.80, 0.80)′ and iis are chosen so that 0 is a
correlation matrix. For each of the normal populations, three sample sizes n = 50, 100, and 300
are chosen. For the nonnormally distributed data, a larger sample size n = 1000 is also included
to better understand the convergence in Corollaries 1 and 2. For each of the combinations, 500
replications are performed.
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Table 1
Effect size (), 12, RMSEA and tr(U2)a
 Model 1 (df = 15) Model 2 (df = 25)
12 RMSEA tr(U2) 12 RMSEA tr(U2)
0.1 0.009 0.024 15.037 0.058 0.048 24.988
0.2 0.035 0.048 15.145 0.085 0.058 25.000
0.3 0.077 0.072 15.312 0.128 0.071 25.017
0.4 0.133 0.094 15.522 0.185 0.086 25.036
0.5 0.201 0.116 15.757 0.255 0.101 25.055
0.6 0.278 0.136 16.001 0.334 0.116 25.070
0.7 0.362 0.155 16.244 0.421 0.130 25.082
0.8 0.451 0.173 16.476 0.513 0.143 25.090
0.9 0.543 0.190 16.692 0.608 0.156 25.093
1.0 0.636 0.206 16.890 0.706 0.168 25.093
aThe is calculated based on y ∼ N(μ0,0).
Two misspeciﬁed models are used. The ﬁrst is generated by (17a) with H01 :  = 0. That is,
the model speciﬁes that the population mean vector equals zero while the covariance matrix is
generated by a one-factor model with free loadings and free error variances. So only the mean
structure is misspeciﬁed in this model. But the misspeciﬁcation will also affect the estimation
of the covariance structure [16]. The second model is generated by (17a) with H02 :  = 0,
 = (, . . . , )′ and  = diag(, . . . ,). That is, the model speciﬁes that the population mean
vector equals zero and the six measurements in y are parallel. Both the mean and covariance
structures are misspeciﬁed in this model. The LR statistic tests each of the models against the
saturatedmodel. Thus,μ∗1 = μ0 and∗1 = 0 in the notations of the previous section; andμ∗2 = 0
and ∗2 are generated by the corresponding misspeciﬁed models with μ0n = μ0 and 0n = 0.
The degrees of freedom are b − a = 15 under H01 and b − a = 25 under H02. The  in (3) is
evaluated at the ﬁnite n instead of n = ∞.
Table 1 lists the correspondence of effect size, root mean square error of approximation
RMSEA =
√
DML(μ0,0,μ
∗
2,
∗
2)/(b − a),
and tr(U2) for the simulation conditions with normally distributed data. Thus, 0.3 may not
be of great interest according toMacCallum et al. [2]. Power analysis or sample size determination
should pay attention to misspeciﬁcation above  = 0.4 or 0.5. Of course, a reliable CI for RMSEA
or DML(μ0,0,μ
∗
2,
∗
2) needs an accurate description of TLR at all levels of misspeciﬁcations.
When assuming normally distributed data, there is only one noncentral chi-square description
for TLR, as given in (3). With y ∼ N(μ,), there are two different population means in the
normal distribution description for TLR, given, respectively, by Corollaries 1 and 2. For each of
the normal distributions, two consistent estimates of 21 can be used. One is ˆ216 and the other
is ˆ211. Their difference is that y ∼ N(μ,) is not assumed when obtaining ˆ211 using ˆ = Sxx
and ˆ = Sxy. So there are four normal distributions to describe the behavior of TLR. Denote
T1 = √n(TLR/n − 11)/ˆ16; T2 = √n(TLR/n − 11)/ˆ11; T3 = √n(TLR/n − 21)/ˆ16,
where 21 = 11 + tr(U2)/n and tr(U2) is given in Table 1; T4 = √n(TLR/n − 21)/ˆ11.
Because the calculation of tr(U2) involves second derivatives, we might approximate tr(U2)
by the degrees of freedom b − a. Thus, two more statistics T5 = √n(TLR/n − 3)/ˆ16 and
T6 = √n(TLR/n − 3)/ˆ11 are also included in the comparison, where 3 = 11 + (b − a)/n.
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Table 2
(a) Kolmogorov–Smirnov distance and (b) the average Kolmogorov–Smirnov distance, model 1 with normally distributed
data
n  KS(1) KS(2) KS(3) KS(4) KS(5) KS(6) KS(7)
(a)
50 0.1 0.870 0.862 0.077 0.074 0.076 0.076 0.072
0.2 0.836 0.830 0.069 0.070 0.067 0.066 0.084
0.3 0.788 0.789 0.062 0.060 0.060 0.058 0.076
0.4 0.743 0.738 0.051 0.050 0.050 0.042 0.069
0.5 0.701 0.699 0.046 0.042 0.042 0.039 0.070
0.6 0.664 0.659 0.055 0.052 0.039 0.039 0.073
0.7 0.630 0.624 0.048 0.043 0.044 0.042 0.083
0.8 0.602 0.598 0.046 0.043 0.045 0.040 0.086
0.9 0.582 0.581 0.048 0.048 0.047 0.044 0.094
1.0 0.574 0.570 0.055 0.050 0.046 0.046 0.097
100 0.1 0.865 0.859 0.095 0.094 0.094 0.092 0.054
0.2 0.795 0.808 0.081 0.080 0.075 0.075 0.069
0.3 0.714 0.713 0.065 0.064 0.055 0.054 0.059
0.4 0.630 0.636 0.058 0.055 0.045 0.040 0.056
0.5 0.571 0.578 0.052 0.054 0.040 0.032 0.068
0.6 0.540 0.545 0.053 0.053 0.037 0.034 0.073
0.7 0.513 0.515 0.060 0.057 0.038 0.032 0.077
0.8 0.494 0.493 0.059 0.058 0.034 0.031 0.082
0.9 0.470 0.470 0.058 0.054 0.031 0.028 0.086
1.0 0.457 0.456 0.062 0.061 0.032 0.030 0.093
300 0.1 0.813 0.811 0.090 0.089 0.089 0.088 0.059
0.2 0.665 0.660 0.076 0.076 0.072 0.071 0.047
0.3 0.527 0.525 0.064 0.061 0.057 0.053 0.053
0.4 0.441 0.440 0.053 0.051 0.043 0.040 0.056
0.5 0.387 0.386 0.048 0.048 0.033 0.033 0.053
0.6 0.353 0.352 0.039 0.037 0.025 0.026 0.053
0.7 0.331 0.331 0.043 0.042 0.024 0.024 0.068
0.8 0.318 0.318 0.034 0.036 0.025 0.027 0.081
0.9 0.313 0.314 0.045 0.045 0.031 0.036 0.094
1.0 0.302 0.302 0.042 0.042 0.032 0.036 0.100
n  AKS(1) AKS(2) AKS(3) AKS(4) AKS(5) AKS(6) AKS(7)
(b)
50 0.1 0.470 0.471 0.045 0.042 0.045 0.042 0.043
0.2 0.462 0.463 0.040 0.037 0.041 0.038 0.044
0.3 0.450 0.451 0.031 0.029 0.032 0.029 0.044
0.4 0.435 0.436 0.024 0.022 0.024 0.022 0.043
0.5 0.419 0.421 0.021 0.020 0.019 0.016 0.042
0.6 0.404 0.406 0.022 0.021 0.016 0.015 0.043
0.7 0.392 0.393 0.024 0.023 0.016 0.016 0.044
0.8 0.381 0.383 0.025 0.024 0.019 0.020 0.045
0.9 0.374 0.375 0.026 0.026 0.022 0.023 0.046
1.0 0.368 0.370 0.027 0.027 0.025 0.026 0.049
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n  AKS(1) AKS(2) AKS(3) AKS(4) AKS(5) AKS(6) AKS(7)
100 0.1 0.465 0.466 0.049 0.046 0.049 0.046 0.026
0.2 0.448 0.449 0.045 0.043 0.044 0.042 0.025
0.3 0.421 0.422 0.035 0.034 0.033 0.031 0.024
0.4 0.390 0.391 0.029 0.028 0.022 0.021 0.024
0.5 0.362 0.363 0.028 0.028 0.016 0.015 0.025
0.6 0.340 0.341 0.028 0.028 0.012 0.010 0.027
0.7 0.323 0.325 0.028 0.028 0.010 0.009 0.030
0.8 0.311 0.313 0.028 0.028 0.010 0.010 0.033
0.9 0.303 0.304 0.028 0.028 0.011 0.012 0.038
1.0 0.296 0.297 0.029 0.028 0.014 0.014 0.043
300 0.1 0.448 0.449 0.036 0.036 0.036 0.036 0.027
0.2 0.395 0.395 0.026 0.026 0.025 0.025 0.022
0.3 0.336 0.336 0.022 0.022 0.019 0.019 0.020
0.4 0.290 0.290 0.021 0.020 0.016 0.016 0.021
0.5 0.258 0.258 0.019 0.018 0.013 0.013 0.024
0.6 0.237 0.237 0.017 0.017 0.010 0.010 0.027
0.7 0.222 0.222 0.017 0.016 0.009 0.009 0.032
0.8 0.212 0.212 0.017 0.016 0.009 0.009 0.037
0.9 0.205 0.205 0.017 0.016 0.011 0.011 0.042
1.0 0.199 0.200 0.017 0.016 0.012 0.012 0.048
We use two discrepancy measures to compare the goodness of the distribution descriptions in
(3) and Corollaries 1 and 2. One is the Kolmogorov–Smirnov (KS) distance deﬁned by
KS = sup
−∞<t<∞
|Fˆ (t) − F(t)|,
where Fˆ (t) = #{ti t}/N for a sample t1, . . . , tN. Here, the sample is a collection of values of
each statistic inN = 500 replications. The F(t) is the cumulative distribution function ofN(0, 1)
for T1 to T6 or of 2b−a() for TLR. Using the ordered statistics t(1) t(2) · · ·  t(N), the KS is
calculated by
KS = max
1 iN
KSi with KSi = max
{∣∣∣∣ i − 1N − F(t(i))
∣∣∣∣ ,
∣∣∣∣ iN − F(t(i))
∣∣∣∣
}
.
Because KS is decided by one point on the real line, it does not tell us the whole picture of the
approximation. The other measure we use is the average of the KSi ,
AKS =
N∑
i=1
KSi/N,
which is a reasonable measure of the average discrepancy between Fˆ (t) and F(t), and we may
call it the average Kolmogorov–Smirnov distance.
Table 2(a) and (b) contain, respectively, the KS and AKS for model 1 with normally distributed
data, where KS(j) and AKS(j) correspond to Tj for j = 1 to 6, KS(7) and AKS(7) correspond to
TLR. According to KS or AKS, T1 is similar to T2, T3 is similar to T4, T5 is similar to T6, implying
that, for normally distributed data, estimating the extra matrices and in211 does not make T2,
T4 and T6 behave differently from their counterparts T1, T3 and T5 that have used the normality
assumption on y. In each row of Table 2(a),KS(1) orKS(2) is the largest; in each row of Table 2(b),
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Table 3
(a) Kolmogorov–Smirnov distance and (b) the average Kolmogorov–Smirnov distance, model 2 with normally distributed
data
n  KS(1) KS(2) KS(3) KS(4) KS(5) KS(6) KS(7)
(a)
50 0.1 0.932 0.927 0.094 0.081 0.094 0.080 0.071
0.2 0.874 0.873 0.076 0.077 0.076 0.077 0.027
0.3 0.901 0.900 0.077 0.074 0.077 0.074 0.070
0.4 0.875 0.871 0.065 0.065 0.067 0.067 0.070
0.5 0.850 0.847 0.055 0.052 0.057 0.053 0.072
0.6 0.829 0.820 0.059 0.050 0.061 0.053 0.080
0.7 0.796 0.791 0.058 0.053 0.061 0.056 0.084
0.8 0.768 0.768 0.058 0.056 0.061 0.058 0.090
0.9 0.746 0.751 0.064 0.062 0.067 0.065 0.097
1.0 0.732 0.743 0.067 0.062 0.070 0.065 0.103
100 0.1 0.899 0.896 0.082 0.082 0.083 0.083 0.027
0.2 0.874 0.873 0.076 0.077 0.076 0.077 0.027
0.3 0.830 0.827 0.074 0.071 0.073 0.071 0.033
0.4 0.780 0.780 0.063 0.063 0.062 0.062 0.033
0.5 0.731 0.737 0.056 0.049 0.055 0.048 0.041
0.6 0.695 0.700 0.047 0.042 0.046 0.041 0.038
0.7 0.659 0.668 0.044 0.037 0.042 0.036 0.039
0.8 0.634 0.639 0.034 0.032 0.033 0.032 0.045
0.9 0.614 0.616 0.031 0.032 0.030 0.031 0.055
1.0 0.593 0.598 0.031 0.031 0.029 0.029 0.062
300 0.1 0.763 0.759 0.081 0.072 0.081 0.073 0.056
0.2 0.714 0.712 0.064 0.056 0.064 0.056 0.055
0.3 0.639 0.644 0.051 0.048 0.051 0.048 0.050
0.4 0.572 0.574 0.039 0.036 0.039 0.036 0.044
0.5 0.534 0.528 0.028 0.027 0.028 0.028 0.047
0.6 0.501 0.497 0.032 0.032 0.034 0.034 0.053
0.7 0.470 0.468 0.034 0.034 0.036 0.036 0.057
0.8 0.450 0.449 0.038 0.038 0.040 0.040 0.065
0.9 0.433 0.430 0.047 0.046 0.048 0.048 0.069
1.0 0.417 0.412 0.053 0.052 0.054 0.054 0.077
n  AKS(1) AKS(2) AKS(3) AKS(4) AKS(5) AKS(6) AKS(7)
(b)
50 0.1 0.490 0.490 0.043 0.038 0.043 0.038 0.039
0.2 0.475 0.476 0.037 0.036 0.037 0.036 0.010
0.3 0.484 0.484 0.037 0.033 0.037 0.033 0.038
0.4 0.479 0.479 0.033 0.030 0.034 0.030 0.037
0.5 0.472 0.473 0.029 0.026 0.029 0.026 0.037
0.6 0.465 0.466 0.025 0.022 0.025 0.022 0.037
0.7 0.458 0.459 0.022 0.020 0.023 0.020 0.038
0.8 0.452 0.453 0.021 0.018 0.022 0.019 0.039
0.9 0.446 0.447 0.020 0.018 0.021 0.020 0.040
1.0 0.441 0.442 0.020 0.019 0.022 0.021 0.042
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n  AKS(1) AKS(2) AKS(3) AKS(4) AKS(5) AKS(6) AKS(7)
100 0.1 0.481 0.482 0.041 0.039 0.041 0.039 0.010
0.2 0.475 0.476 0.037 0.036 0.037 0.036 0.010
0.3 0.464 0.465 0.032 0.031 0.032 0.031 0.010
0.4 0.450 0.451 0.027 0.026 0.027 0.026 0.012
0.5 0.434 0.435 0.022 0.021 0.021 0.020 0.014
0.6 0.419 0.420 0.017 0.017 0.016 0.016 0.016
0.7 0.406 0.407 0.013 0.012 0.012 0.011 0.019
0.8 0.395 0.396 0.010 0.010 0.010 0.009 0.022
0.9 0.386 0.387 0.009 0.008 0.009 0.008 0.025
1.0 0.379 0.380 0.009 0.009 0.009 0.009 0.028
300 0.1 0.448 0.448 0.026 0.026 0.026 0.026 0.024
0.2 0.427 0.427 0.017 0.017 0.017 0.017 0.021
0.3 0.397 0.397 0.013 0.013 0.013 0.013 0.020
0.4 0.366 0.366 0.012 0.012 0.012 0.012 0.020
0.5 0.340 0.339 0.013 0.013 0.013 0.013 0.020
0.6 0.319 0.319 0.013 0.013 0.013 0.013 0.023
0.7 0.303 0.303 0.013 0.013 0.013 0.013 0.026
0.8 0.291 0.291 0.013 0.013 0.014 0.013 0.031
0.9 0.282 0.282 0.013 0.013 0.014 0.014 0.036
1.0 0.275 0.276 0.014 0.014 0.014 0.015 0.041
AKS(1) or AKS(2) is the largest. This implies that the normal distribution in Corollary 1 does
not provide a better description for the behavior of TLR than 2b−a(). KS(1), AKS(1), KS(2) and
AKS(2) decrease as n increases, implying that the law of convergence in Corollary 1 is at work. It
is interesting to see that, at a given n,KS(1), AKS(1),KS(2) and AKS(2) also decrease as  increases,
which is not implied by the asymptotic results. Comparing KS(1), AKS(1), KS(2) and AKS(2) to
KS(3), AKS(3),KS(4) and AKS(4), the normal distribution in Corollary 2 improves that in Corollary
1 greatly. KS(5), AKS(5), KS(6) and AKS(6) are also very comparable to KS(3), AKS(3), KS(4) and
AKS(4), implying that, for normally distributed data, the quantity tr[(U2 − U1)] in Corollary 2
might be replaced by the degrees of freedom b − a.
According to Table 2, when  = 0.1 and n = 50, 2b−a() describes the empirical behavior
of TLR slightly better than the normal distribution in Corollary 2. When 0.2, the normal
distribution better describes the behavior of TLR. At  = 1.0, KS(7) is about twice the size of
KS(3) to KS(6) and AKS(7) is about twice the size of AKS(3) to AKS(6). When n = 100 and 300,
2b−a() may better describe the behavior of TLR than the normal distribution in Corollary 2 up
to  = 0.3. When  is above 0.3 or 0.4, the normal distribution is more accurate. When  = 1.0,
KS(7) or AKS(7) is about 2 to 3 times the size of KS(3) to KS(6) or AKS(3) to AKS(6).
As  increases,KS(7) andAKS(7) tend to increasewhile theKS andAKS corresponding toT3 toT6
tend to be stable, especiallyAKS.As n increases, theKS orAKSmaynot necessarily always become
smaller for a ﬁxed . This is because there is a lower bound for the limit of
√
N log(log(N))KS (see
[10, p. 268]). Relating to KS, this bound is given by /√8N log(log(N)) ≈ 0.037 at N = 500.
Some of the numbers in Table 2(a) are below the limit, the variations around the limit should be
due to sampling errors. Of course, most of the numbers in Table 2(a) are above the limit because
the ti are not a random sample from F(t).
Table 3 contains the KS and AKS when both the mean and covariance structures are misspec-
iﬁed in model 2. The normal distribution in Corollary 1 is still the poorest description for TLR.
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Table 4
Kolmogorov–Smirnov distance and the average Kolmogorov–Smirnov distance, model 2 with elliptically symmetric data
n  KS(2) KS(4) KS(6) KS(7) AKS(2) AKS(4) AKS(6) AKS(7)
50 0.1 0.859 0.482 0.425 0.558 0.472 0.327 0.236 0.349
0.2 0.856 0.489 0.420 0.552 0.471 0.327 0.237 0.347
0.3 0.855 0.489 0.419 0.529 0.470 0.327 0.238 0.343
0.4 0.851 0.492 0.413 0.509 0.469 0.326 0.240 0.337
0.5 0.844 0.486 0.416 0.495 0.468 0.325 0.241 0.330
0.6 0.832 0.486 0.411 0.489 0.467 0.323 0.243 0.324
0.7 0.828 0.476 0.409 0.485 0.465 0.321 0.244 0.318
0.8 0.821 0.471 0.401 0.472 0.464 0.320 0.246 0.312
0.9 0.815 0.473 0.406 0.457 0.463 0.318 0.247 0.307
1.0 0.812 0.467 0.409 0.452 0.461 0.316 0.248 0.302
100 0.1 0.828 0.389 0.419 0.543 0.460 0.279 0.235 0.355
0.2 0.823 0.383 0.422 0.538 0.458 0.277 0.234 0.348
0.3 0.822 0.384 0.416 0.536 0.456 0.274 0.234 0.339
0.4 0.800 0.380 0.415 0.516 0.452 0.270 0.233 0.329
0.5 0.781 0.374 0.404 0.500 0.449 0.265 0.233 0.319
0.6 0.775 0.361 0.394 0.489 0.445 0.260 0.232 0.310
0.7 0.766 0.360 0.391 0.480 0.441 0.255 0.232 0.301
0.8 0.753 0.353 0.389 0.462 0.437 0.250 0.232 0.293
0.9 0.742 0.342 0.386 0.445 0.434 0.246 0.231 0.286
1.0 0.730 0.335 0.383 0.430 0.431 0.241 0.231 0.279
300 0.1 0.786 0.273 0.435 0.557 0.445 0.207 0.245 0.359
0.2 0.773 0.258 0.417 0.535 0.440 0.200 0.242 0.345
0.3 0.743 0.256 0.410 0.502 0.432 0.191 0.238 0.329
0.4 0.718 0.250 0.388 0.474 0.423 0.181 0.234 0.312
0.5 0.695 0.240 0.380 0.454 0.412 0.170 0.231 0.297
0.6 0.668 0.232 0.385 0.432 0.403 0.160 0.228 0.284
0.7 0.643 0.225 0.372 0.419 0.394 0.150 0.225 0.272
0.8 0.625 0.213 0.374 0.412 0.386 0.141 0.223 0.262
0.9 0.613 0.202 0.366 0.396 0.379 0.134 0.220 0.252
1.0 0.596 0.193 0.359 0.384 0.373 0.127 0.218 0.244
1000 0.1 0.648 0.199 0.344 0.438 0.387 0.147 0.203 0.289
0.2 0.610 0.189 0.322 0.414 0.371 0.136 0.195 0.268
0.3 0.570 0.165 0.298 0.370 0.352 0.123 0.186 0.245
0.4 0.532 0.153 0.282 0.334 0.331 0.110 0.176 0.224
0.5 0.497 0.143 0.264 0.297 0.313 0.098 0.167 0.206
0.6 0.463 0.130 0.254 0.277 0.297 0.088 0.160 0.191
0.7 0.432 0.114 0.230 0.261 0.283 0.079 0.154 0.179
0.8 0.413 0.108 0.227 0.246 0.271 0.073 0.149 0.168
0.9 0.390 0.106 0.213 0.232 0.262 0.067 0.144 0.160
1.0 0.371 0.102 0.203 0.221 0.253 0.062 0.141 0.153
Like in Table 2, using the fact that y ∼ N(μ,) does not make the normal distributions in
Corollaries 1 and 2more accurate in describing the behavior of TLR.At n = 50, 2b−a() describes
TLR better than the normal distribution in Corollary 2 when  = 0.1 and 0.2. For 0.4 in Table
3(a) and 0.3 in Table 3(b), the normal distribution provides a better description for TLR. At
n = 300, 2b−a() describes TLR better when 0.2 in Table 3(a) and when  = 0.1 in Table
3(b). At n = 100, 2b−a() better describes the behavior of TLR when 0.6 in Table 3(a) and
when 0.7 in Table 3(b). Actually, at n = 100, the KSs for  = 0.1 to 0.4 are below the lower
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Fig. 1. QQ plots of TLR against 215() and T2, T4, T6 against N(0, 1) with a misspeciﬁed mean structure
(n = 50,  = 0.1,  ≈ 0.443).
limit 0.037. This is probably because the conditions in (2) are approximately satisﬁed by these
s. However, because the conditions in (2) do not specify the values of μ¯ or ¯, we do not know
exactly when 2b−a() can best describe the behavior of TLR.
Table 4 contains theKS andAKS formodel 2when y follows the elliptical distribution according
to (17c). At n = 50, neither the normal distribution in Corollary 1 or 2 nor 2b−a() describes the
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Fig. 2. QQ plots of TLR against 215() and T2, T4, T6 against N(0, 1) with a misspeciﬁed mean structure
(n = 50,  = 0.5,  ≈ 10.040).
behavior of TLR well, though T6 behaves the best. This is because tr[(U2 −U1)] in Corollary 2
involves the fourth-order moment matrix , which accounts for the fourth-order sample moments
in TLR.Actually, under the null hypothesis, TLR is approximately a quadratic form of the elements
of y¯ and S. For the y in (17c) and model 2, the population quantity tr[(U2 − U1)] = tr(U2)
ranges from 63.010 to 65.282. When the population kurtosis is larger than that of the normal
distribution, sample fourth-order moments generally underestimate their population counterparts
(see e.g., [13]). So the simple correction b − a = 25 makes T6 performing better than T4. Of
course, this also reﬂects the intrinsic difﬁculty for statistical modeling involving nonnormally
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Fig. 3. QQ plots of TLR against 215() and T2, T4, T6 against N(0, 1) with a misspeciﬁed mean structure
(n = 50,  = 1.0,  ≈ 31.815).
distributed data. At n = 100, the normal distribution in Corollary 2 best describes the behavior of
TLR according to KS. However, T6 still performs the best according to AKS. This reﬂects that T6
may have a few values that deviate a lot from N(0, 1), these values are usually at the tails. When
n = 300 and 1000, the normal distribution in Corollary 2 describes the distribution of TLR the
best and T6 describes the behavior of TLR the second best.
In Table 4, when either n or  increases, both KS and AKS become smaller. The effect of n on
KS(2) andKS(4) is the result of asymptotics in Corollaries 1 and 2. The asymptotics also predict the
pattern of change in KS(6) because b− a sits between 0 and tr[(U2 −U1)] for all the conditions
in Table 4. However, asymptotics cannot predict the pattern of change in KS(7).
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To better understand the difference of the normal distribution and the noncentral chi-square
distribution in describing TLR, Figs. 1–3 provide the quantile–quantile (QQ) plots for T2, T4, T6
and TLR in model 1 when y ∼ N(μ,) with n = 50 and  = 0.1, 0.5 and 1.0, respectively.
When  = 0.1, most of the quantiles of TLR in Fig. 1 are greater than the corresponding ones of
2b−a(). At the left tail, 2b−a() describes the behavior of TLR pretty well, but it poorly describes
the behavior of TLR towards the right tail. The quantiles of T4 and T6 basically overlap in Fig. 1,
N(0, 1) poorly describes the behavior of T4 or T6 at the left tail and around x = 2. The quantiles of
T2 are far above those ofN(0, 1).At  = 0.5 in Fig. 2, the right tail of TLR is still poorly described
by 2b−a() while mainly the left tail of T4 or T6 is poorly described by N(0, 1). The quantiles of
T2 moves towards the corresponding ones of N(0, 1) as  increases but they are still far above. At
 = 1.0 in Fig. 3, except at the left tail, most of the quantiles of T4 and T6 match those of N(0, 1)
well; the quantiles of TLR below the median are greater than the corresponding ones of 2b−a()
while those above the median are smaller than the corresponding ones of 2b−a(). The quantiles
of T2 are still far above those of N(0, 1). QQ plots for other conditions follow a similar pattern
as in Figs. 1–3, we will not present them to save space.
As expected, the empirical results in this section do not tell us exactly when the normal dis-
tribution in Corollary 2 can better describe the behavior of TLR than 2b−a(). But they give us a
pretty good picture of the strength of each distribution.
4. Conclusion and discussion
The noncentral chi-square distribution has been regularly used to characterize the distribution
of TLR in the practice of SEM. By extending the work ofVuong [11] and Shapiro [6], Corollaries 1
and 2 provide normal distribution characterizations of TLR formean and covariance structure anal-
ysis. Our study indicates that the direct application ofVuong’s [11] result to mean and covariance
structure analysis, as given in Corollary 1, does not work well. The reﬁned normal distribution in
Corollary 2 improves that in Corollary 1 greatly. When data are normally distributed, the reﬁned
normal distribution may describe TLR better than the commonly used noncentral chi-square dis-
tribution when RMSEA is greater than 0.05 or 0.07 or the effect size of the latent variable is above
0.03 in a one-factor model. For nonnormally distributed data, the reﬁned normal distribution is
also preferred when n is not too small.
In practice, we would recommend that CI for model ﬁt indices (e.g., RMSEA or DML(μ0,0,
μ∗2,
∗
2)) be reported using both the normal and the noncentral chi-square distributions. When a
CI for RMSEA is above 0.05 and data are normally distributed, then the CI based on Corollary
2 is more reliable; otherwise, the one based on (3) is more reliable. When data are nonnormally
distributed, TLR will no longer asymptotically follow 2b−a() and its ﬁnite sample behavior is
hard to predict. When the sample size is large, the reﬁned normal distribution will better describe
the behavior of TLR. For medium sized samples, the reﬁned normal distribution in Corollary 2
may not be good enough in describing the behavior of TLR. For nonnormally distributed data,
one may use the bootstrap to approximate the distribution of TLR before a better characterization
is obtained (see [17]). When the sample size is small and data are nonnormally distributed, there
may not exist any procedure that works well.
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Appendix
This appendix provides the outline for obtaining the 21 in (6). It follows from (7) that
4
{
log
[
g(y; ∗)
h(y; ∗)
]}2
= (log |∗2∗−11 |)2 + q2(y,μ∗2,∗2) + q2(y,μ∗1,∗1)
+ 2 log |∗2∗−11 |q(y,μ∗2,∗2) − 2 log |∗2∗−11 |q(y,μ∗1,∗1)
− 2q(y,μ∗1,∗1)q(y,μ∗2,∗2). (A1)
Using (8) together with
E[q2(y,μ0,∗2)] = tr(∗−12 0∗−12 0) + tr{[D′p(∗−12 ⊗ ∗−12 )Dp]} (A2)
and
E[q(y,μ0,∗2)(y − μ0)′∗−12 (μ0 − μ∗2)] = tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ ∗−12 }Dp
)
, (A3)
we obtain
E[q2(y,μ∗2,∗2)] = tr(∗−12 0∗−12 0) + tr{[D′p(∗−12 ⊗ ∗−12 )Dp]}
+ 4 tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ ∗−12 }Dp
)
+ 2q(μ0,μ∗2,∗2)tr(∗−12 0)
+ 4(μ0 − μ∗2)′∗−12 0∗−12 (μ0 − μ∗2) + q2(μ0,μ∗2,∗2). (A4)
Similarly,
E[q2(y,μ∗1,∗1)] = tr(∗−11 0∗−11 0) + tr{[D′p(∗−11 ⊗ ∗−11 )Dp]}
+ 4 tr
(
{[(μ0 − μ∗1)′∗−11 ] ⊗ ∗−11 }Dp
)
+ 2q(μ0,μ∗1,∗1)tr(∗−11 0)
+ 4(μ0 − μ∗1)′∗−11 0∗−11 (μ0 − μ∗1) + q2(μ0,μ∗1,∗1) (A5)
and
E[q(y,μ∗1,∗1)q(y,μ∗2,∗2)] = tr(∗−11 0∗−12 0) + tr{[D′p(∗−11 ⊗ ∗−12 )Dp]}
+ 2 tr
(
{[(μ0 − μ∗1)′∗−11 ] ⊗ ∗−12 }Dp
)
+ 2 tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ ∗−11 }Dp
)
+ q(μ0,μ∗1,∗1)tr(∗−12 0)
+ q(μ0,μ∗2,∗2)tr(∗−11 0)
+ 4(μ0 − μ∗1)′∗−11 0∗−12 (μ0 − μ∗2)
+ q(μ0,μ∗1,∗1)q(μ0,μ∗2,∗2). (A6)
It follows from (5), (A1) and (A4) to (A6) that
21 = 4E
({
log
[
g(y; ∗)
h(y; ∗)
]}2)
− 21
= tr(∗−12 0∗−12 0) + tr{[D′p(∗−12 ⊗ ∗−12 )Dp]}
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+ 4 tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ ∗−12 }Dp
)
+ 4(μ0 − μ∗2)′∗−12 0∗−12 (μ0 − μ∗2)
+ tr(∗−11 0∗−11 0) + tr{[D′p(∗−11 ⊗ ∗−11 )Dp]}
+ 4 tr
(
{[(μ0 − μ∗1)′∗−11 ] ⊗ ∗−11 }Dp
)
+ 4(μ0 − μ∗1)′∗−11 0∗−11 (μ0 − μ∗1)
− 2 tr(∗−11 0∗−12 0) − 2 tr{[D′p(∗−11 ⊗ ∗−12 )Dp]}
− 4 tr
(
{[(μ0 − μ∗1)′∗−11 ] ⊗ ∗−12 }Dp
)
− 4 tr
(
{[(μ0 − μ∗2)′∗−12 ] ⊗ ∗−11 }Dp
)
− 8(μ0 − μ∗1)′∗−11 0∗−12 (μ0 − μ∗2)
−
(
[tr(∗−12 0)]2 + [tr(∗−11 0)]2 − 2 tr(∗−12 0)tr(∗−11 0)
)
. (A7)
It follows from Theorems 4.8 and 4.14(ii) of Magnus [3] that
tr{[D′p(∗−11 ⊗ ∗−12 )Dp]N} = tr(∗−11 0)tr(∗−12 0) + tr(∗−11 0∗−12 0), (A8)
tr{[D′p(∗−11 ⊗ ∗−11 )Dp]N} = [tr(∗−11 0)]2 + tr[(∗−11 0)2] (A9)
and
tr{[D′p(∗−12 ⊗ ∗−12 )Dp]N} = [tr(∗−12 0)]2 + tr[(∗−12 0)2]. (A10)
Combining (A7) to (A10) leads to the 21 in (6).
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