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Abstract 
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closed submodules of infinitely generated projective module is investigated. 
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J. Wedderburn in the early 1900s characterized the isomorphisms between ma-
t r i x rings over division rings in the following manner. 
Let $ : EndD 1 (V i ) — ^ EndD2(V2) be a r ing isomorphism w i th a finite 
dimensional vector space VJ over division ring Di . Then there exists an isomor-
phism a : Di ——> D2 and a a-semilinear isomorphism g : Vi ——> such that 
= g°f°9~1 for al l f G EndDiiYi). I t is natural to ask to what extent that 
Wedderburn's theorem can be generalized. I t was shown by Wolfson in 1962 
that the semilinear description remains true for isomorphisms between matr ix 
rings over left principal ideal domains. In the same year, Mor i ta showed that 
any isomorphism between endomorphism rings of fai thful modules over self-
basic quasi-Frobenius rings is also induced by a semilinear isomorphism of the 
underlying modules. This result generalized Wedderburn's theorem by going 
f rom division rings to self-basic quasi-Probenius rings as well as replacing the 
free modules by fa i thful modules. 
From the categorical point of view, a finite dimensional vector space is 
a progenerator of the underlying category of modules. Thus, the isomorphism 
between matr ix rings can be regarded as the isomorphism between the progen-
erators. M. Bolla in 1984 showed that the isomorphism between the progenera-
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tors can be induced by categorical equivalence. In this thesis, we wi l l generalize 
Bolla， s theorem and we wi l l use this generalization to describe the isomorphisms 
between general linear groups. Some results on the endomorphism rings of pro-
jective modules are also obtained. 
In chapter 1 of this thesis, terminlogy and notations are introduced. Some 
basic tools and theorems which wi l l be used in the rest of this thesis are included. 
In chapter 2, we wi l l give a generalized version of Bolla's theorem. Application 
to this theorem on linear groups wi l l be provided. In chapter 3, some generalized 
results on the endomorphism ring of infinitely generated projective modules 
obtained by B. R. McDonald in [8] wi l l be given. The relationship between the 
infinitely generated projective module and its submodules wi l l be described. 
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Chapter 1 
Rings, Modules and Categories 
The object of our investigation is endomorphism rings. In this chapter, we in-
troduce some fundamental tools for this study. In Section 1, we review the basic 
facts about rings, subrings, ideals and ring homomorphisms. Some notations 
and examples that wi l l be used later are given. 
I t has been well known that rings admits a valuable and natural repre” 
sent at ion theory which is analogous to the permutation representation theory 
for groups. As we shall see, throughout this chapter, that each ring admits 
a lot of representation as an endomorphism ring of an abelian group. Some 
important information can be involuted from the study of the class of modules 
which admits representation theory. In Section 2, the basic theory of modules 
wi l l be introduced. Also some basic concepts of categories which are powerful 
language in module theory wi l l be described. In Section 3, the category of left 
jR-modules and some important functors wi l l be discussed. 
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1.1 Rings, Subrings and Ideals 
By a r ing we always mean an associative ring. In fact, a r ing is a system 
(沢， + , •，0) consisting of a set R and two binary operations, namely the addi t ion(+) 
operation, and the mult ipl icat ion(.) operation such that ( i ? ,+ ,0 ) is abelian 
group and (R, 1) is a semigroup, where the mult ipl icat ion is both left and 
r ight distr ibut ive over the addition. A subset S of R containing 0 and 1 is a 
subring of R i n case if (5, + ’ 0) is an abelian group and (S, •) is a semigroup. 
Here, we assume that R contains an identity element 1. However, in some sec-
t ion we w i l l drop the assumption that a ring must contain the identity 1. A 
subset I of R is called a left ideal of i f / is a subring and xy E I for all x G J 
and any y G R. The notion of r ight ideal is defined symmetrically. I f I is both 
a r ight and a left ideal, then I is called an ideal of R. 
Let R and S be rings. A mapping f : R ——> S is called a r ing homomor-
phism i f for al l a,b e R, f(a + b) = f{a) + f(b) and f(ab) = f(a)f(b). A r ing 
homomorphism f : R ——> S that is bijective is called a r ing isomorphism. I f R 
and S are bo th rings, then we say that they are isomorphic and write R^ S in 
case there is a r ing isomorphism f : R —> S. 
We now give some examples, notations, and special constructions that we 
shall need subsequently. 
Example 1 The Symbols Z, Q, M, and C stand for the set of integers, rational 
numbers, real numbers, and complex numbers. They are also rings when the 
usual r ing structure are imposed on them. 
• 
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Example 2 Let be a ring. Then the center of R is the set Cen(R) = {x e 
R ..  xy = V x^ y e Cen(R) is clearly a subring of R. R is said to be a 
commutat ive r ing i f Cen(R) = R. 
• 
Example 3 A r ing R° deduced from R is called the opposite r ing of R i f both 
the underly ing set and additive structure of R° are just the same as those of R 
and the mul t ip l icat ion (*) of R° is defined by (r, s) \——> r * s such that r * s = sr. 
Let R and S be rings. Then f : R ——> S is called a r ing anti-homomorphism 
in case if f is an abelian group homomorphism and f(ab) = f(b)f(a) for all 
a, 6 G R. Thus the funct ion f : R ——> 5 is a r ing anti-homomorphism if and 
only i f the same funct ion f : R° ——> 5 is a r ing homomorphism. 
• 
Example 4 Let A be an abelian group wr i t ten additively. By an endomorphism 
of A we mean a group homomorphism which maps A into A. We wi l l wri te 
the group homomorphism on the left. I t is easy to check that the set E of 
al l such endomorphism of A is ail abelian group w i th respect to the addit ion 
I ^ > f + g which is defined by ( / + g){a) 二 / ( a ) + f{b) for all a e A. The 
ident i ty and the inverse elements of this endomorphism ring are given by 
0(a) = 0 Va G 力 
and 
( - / ) ⑷ 一 / ⑷ yaeA 
Now on E , i t also happens that the composition of function is an associative 
operation that distributes over the additive operation on E. So if A ^ 0, then 
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E i s actual ly a r ing whose identi ty is just the identity map 1A : A ^ A. I t 
should be noted that i f / , p G E, then, in general, the product fgeE depends 
on whether we consider these as function operating on the left or right, that is, 
(f9)(a) = f(g(a)) Va G A 
and 
(a)(fg) = ((a)f)g Wa e A 
I n other words, i t arises natural ly that for every abelian group (nonzero) A, there 
are two endomorphism rings, namely, a ring of left endomorphisms and a r ing 
of r ight endomorphism, denoted them by End1 {A) and Endr (A) Respectively. 
• 
Example 5 Let R be a, ring. Let Mn(R) be the set of n x n-square matrices 
over R. Then Mn(R) is a ring, called i t the ring of n x n matrices over R w i th 
respect to the mat r ix addit ion and matr ix multipl ication. 
• 
Example 6 Let be a ring. A n element e e R is an idempotent i f e2 = e. 
Clearly, a r ing always contains at least two idempotents, namely, 0 and 1. A n 
idempotent e e R is called a central idempotent i f e lies in the center of R. 
• 
Example 7 The antithesis of idempotent of a r ing are its nilpotent elements. 
A n element x^Ris called nilpotent if there is n G. N such that xn = 0. 
• 
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1.2 Modules and Categories 
I n this section, we introduce some basic concept of module theory. Let 丑 be a 
ring. Then a pair ( M , A) is called a left 丑-module if M is an abelian group (which 
we shall wr i te addit ively) and A is a map from R to the set of left endomorphism 
of M such that i f M is not zero, then 
A : R > End\M) 
is a r ing homomorphism. This means that for each a G Ry there is a mapping 
入(a) : M ——> M such that for al l a,b 6 R and for all oc,y C M, the following 
condit ions are satisfied: 
(1) A(a)(x + y) = A(a)(x) + A ⑷ ⑷ 
(2) X(ab)(x) = X(a)(X(b)(x)) 
(3) A(a + 6)(x) = A(a)(x) + A(6)(x) 
(4) A ( l ) ( x ) = x 
I n pratice, we usually suppress the A and the excess paretheses, just write ax for 
A(a)(x). A may now be regarded as a left scalar mult ipl ication Rx M > M 
via (a, x) I ^ ax satisfying the following axioms for a left i?-vector space, that 
is, for al l a,b e R and oc,y G M, we have: 
(1) a(x -\-y) = ax + ay 
(2) (ab)x 二 a(6:c) 
(3) (a + b)x = az + 6a; 
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(4) lx = x 
A t the same time, we shall usually simply say that M , rather than (M, A), is a 
left i?-module and denote i t by R M , Similarly, we can define right 丑-modules. 
Now suppose that MR, NR are right 丑-modules. Then, a mapping / ： 
MR > NR is called an i^-homomorphism if the following conditions are satis-
fied: 
(1) f{x + y) = f { x ) + f { y ) \/x,yeM 
(2) f ( x r ) = f(x)r Vr G R,yx e M 
Denote the set of all i?-homomorphisms by HOM^M, N). We always write 
the i?-homomorphisms on the side opposite to scalar. I t is easy to check that 
Hoi71r(M, N) is an abelian group under the operation defined by ( / + g){x)= 
f { x ) + g(x) for all x in M. When MR = NR, we denote i t by EndR(M) which 
is a r ing under the composition of mappings. The concept of a bimodule arises 
natural ly in the context of endomorphism ring of module. Let R and S be 
rings. A n abelian group M is a left R-hght ^-bimodule in case M is both a left 
丑-module and a right ^-module such that 
r{xs) = {rx)s Vr e Rys e syx e M 
There are other types of bimodules which depends on the sides on which R 
and S operate. We summarize the following notations for various modules as 
follows: 
(a) RM means M is a left R-module. 
(b) Mr means M is a right E-module. 
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(c) RMS means M is a left 及-right S-bimodule 
In the rest of this section, we shall introduce some basic concept of cate-
gory. The term class, just like that of set, wi l l be undefined. Thus, every set 
is class and there is a class containing all sets. Let C be a calss for each pair 
A , B e C and let Morc(A,B) be a set; wri te the elements of Morc(A,B) by 
the arrow f : A —> B for which A is called the domain and B is called the 
codomain. Finally, suppose that for each triple C, there is function o 
such that : 
o : M o r c ( B , C) x Morc{A, B)〜Morc(A, C) 
We denote an arrow which is assigned to the following pair 
g : B ^> C 
f : A — B 
by the arrow 
g 0 f : A — C 
Thus, the system (C, Morc, o) consisting the class C together w i th the map 
More ： (A,B) ^^ Morc(A,B) 
and the rule o is a category if the following conditions are satisfied: 
(1) For each tr iple h : C > D, g : B > C a,nd f : A ^ ^ B, we have 
ho(go f ) = (hog) o f 
(2) For each A e C there is a unique 1A ^ Homc(A,A) such that if f ： 
A > B and g:C > A, then f o 1A = f , and 1A o g = g. 
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I n practice, we just denote the category (C, Morc,.) by its object C. 
In order to compare the algebraic structures, we need some device to do 
so. A functor can be viewed as a homomorphism of categories. Let C and V 
be two categories. A pair of functions F = (F1: F2) is called a covariant functor 
f rom the category C to the category V i f F1 is a function from the object C 
to the object D , F2 is a funct ion from the morphism of C to those of V such 
that A,B,C 6 C and for all f : A > B and g : B ^^ C in C, the following 
condit ions are satisfied: 
( F l ) F 2 ( f ) : F 1 ( A ) - ^ F l ( B ) mD; 
M 凡 ( p o / ) = 凡 ⑷ 。 & ( / ) ; 
(F3) F2(1a) = l F l { A ) 
A contravariant functor is a pair F = F2) satisfying condition (F3) and the 
duals of (F2) and (F3), that is, the following conditions are satisfied: 
( F l ) * F 2 ( / ) : Fj(B) 一 _ 】 i n D-
(F2)* F如 f ) 二 F2、f) o F2(g)., 
(F3) F2(lA) = 1 顯 
Thus, a contravariant functor is "arrow reversing". 
Given a functor F = (F i , F2 ) , then rather than using subscripts, we usually 
wr i te F(A) and F ( f ) instead of F^A) and F 2 ( / ) . 
To compare two functors between the same category, we have to introduce 
the concept of a natural transformation. Let F and G be functors from C and 
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V , s a y b o t h a r e covariant. Let {rjA)AeC be an indexed class of morphisms in V 
indexed by C such that 
r]A G HomD(F(A),G(A)) 
Then rj is called a natural transformation from F to G if for each pair A,B eC 
and each f G Homc、A,B), the following diagram is commutative: 
F(A)——型 ^ F(B) 
r]A tjb 
G(A)——^ ^ G(B) 
I n otherwords, in the diagram, we have t]b ° F [ f ) = G(f)〇 t\a- I f each t\a is an 
isomorphism, then 77 is called a natural isomorphism. 
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1.3 Module Theory 
We now provide some basic results in module theory. These results w i l l be used 
in chapter 2 and chapter 3. We shall use M r , RM to denote the categories 
of r ight i?-modules and left 丑-modules respectively. I f MR, NR G MRL then 
HomR(M, N) becomes an additive group of iMiomomorphisms from MR into 
NR. Suppose that R and S are rings and U =RUS ^ left i?-right ^-module. 
Then for each left i^-module RM, i t is easy to check that HomR{Us, M) is a 
left /S-module under the following operation: 
{u)(sf) = {us)f Wu e f / ,Vs G S,yf e HomR(Us, M) 
Similarly, H o m j i ( M , Us) is a r ight module under the following operation: 
( m ) ( / s ) 二 ( ( m ) / ) s Vm E M , V / G HomR(M,Us)^s G S 
These two functions can be extended to additive functors from r M to s M and 
to Ms- Let f \r M ——>r N be an .R-homomorphism in RM. Then for each 
7 g HomR(U, M ) , we have 7 0 / g HomR(U, N) which is an ^-homomorphism 
HomR{U, f ) : HomR(U, M) 一 HomR{U, N) 
For if 71,72 G HomR{U, M) and s1 ? s2 G S, then for all ueU,we have 
糊 哪 十 哪 = ( W ( > i 7 i 0 / ) + (w)(s272 0 / ) 
=(usi)(7i of) + (ws2)(72 o /) 
= ( 以 ) 0 l ( 7 l 0 / ) + S 2 (72。 / ) ) 
Thus,(5i7i + s2l2)HomR(UJ) = sx^HomRiU, f ) ) + s2(MHomR(UJ)) 
This shows that , HomR(UJ) is a ^-homomorphism. Now, we have a functor 
HomR{U, -) :R M >s M 
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defined by 
HomR、U, - ) \ r M \ > HomR(U, M) 
and 
HomR{U, _) : / HomR(U, f ) 
I t is not diff icult to check that the functorHomR(U, _) defines an additive 
covariant functor f rom RM to SM, By using similar arguments, we can show 
tha t if f :R M ——>R TV is a i?-homomorphism, then 
HomR(-, U): M i > HomR(M, U) 
and 
HomR(一, Horn鈦 f , U) 
define an addit ive contravariant functor from r M to s M , where 
HomR〔f, [/) : 7 I ^ > / � 7 
For the sake of convenience, we summarize the above facts in the following 
theorem: 
Theorem 1.1 Let R and S be rings andU =R Us a bimodule. Then we have: 
(a) HomR(U, _) :R M >s M is an additive covariant functor. 
(b) HomR[_, U) :R M >s M is an additive contravariant functor. 
• 
Before studying these Horn。, _) functors, we state here a couple of results on 
addit ive functors which wi l l be used later on. Al though the proofs of these 
14 
results are ommited, the concepts which have been used in the proofs are stated. 
These two impor tant concepts are the so called direct sums and direct products. 
The cartesian product xAMa of the set (Ma)aeA is an 尺 - m o d u l e i f the 
operations are defined coordinatewisely. That is, if 7ra is the a-th. coordinate 
map, then for each pair x,y in the product xAMa and each r e R, we have 
-\-y) = 7Ta(x) + 7Ta(y) 
7Ta(rx) = r7Ta(x) 
I f the A-tuple notat ion are adopted, then the operation on the product are 
given, somewhat imprecisely, by 
{xa) + {ya) = (xa + ya) 
r(xa) = (rxa) 
The constructed module, called the direct product of (Ma)aeA, is denoted by 
II Ma 
aeA 
If Ma = M for all aeA, then we write 
MA = Y[M 
A 
I n fact, MA is simply the set of all functions from Am M under coordinatewise 
operations. I f A 二 0, then the product has exactly one element (the empty 
funct ion) and 
n M a = O = M 0 
0 
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Proposition 1.1 Let {Ma)aeA be an indexed set of R-modules. Let N be an 
R-module and {fa)aeA homomorphisms f a : N > Ma. Then there exists a 





The unique homomorphism f : N ——> [1a in Proposition 1.1 is called the 
direct product of (fa)aeA and is often denoted by / = YIa fa. I t is characterized 
by 
A 
The universal mapping properties of Ua M a described in Proposi t ionl . l actually 
serves to characterize the direct product. Thus, a pair (M , {pa)aeA} consisting 
of a module M and homomorphisms 
pa : M > Ma a G A 
is called a direct product of (Ma)aeA in case if for each module N and each 
set of homomorphisms f a : N M a , there exists a unique homomorphism 
f ： N > M such that 
fa = Pa °f ^ae A 
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Observe that Proposit ion 1.1 says, in particular, that the indexed set (Ma)aeA 
of left 丑 - m o d u l e s does have at least one direct product, namely the cartesian 
product (EU (7ra)aeA). The following theorem says that all product of the 
{ ^a )aeA are actually isomorphic in a stronger sense. 
Theorem 1.2 Let (M, (pa)aeA) be a product of (Ma)aeA. Then a pair [M' 
where each p'a : M' > Ma is an R-homomorphism for all a e A, is also a 
product of (Ma)aeA if and only if there is a (necessarily unique) isomorphism 
p : M'——> M such that pap = p' for each a ^ A. 
• 
I t is realized that a direct product of {M a ) a e A can be regarded as a computation 
too l for dealing homomorphisms of (M a ) a E A into each Ma. The definition of di-
rect sums is almost self-evident; we simply reverse the arrows in the definition of 
a product. A pair ( M , (ja)aeA) consisting of a module M and homomorphisms 
f rom ja : Ma ^ M is called a direct sum(or a coproduct) of (Ma)aeA i f for 
each module N and for each set of homomorphisms 
f a : M a — N ^aeA 
then there is a unique homomorphism / : M > N such that 
fa = f o j a VaG A 




be the set of elements x e U A ^ a such that x is almost always zero. Then, i t is 
easy to check that Ma is a submodule of Ua Ma. This submodule is called 
the direct sum of {Ma)aeA； as we shall see, the use of direct sum is justified. I f 
M = Ma for al l a G A, then 
A 
designates the external direct sum of card(A) copies of M. Now suppose that 
TVis a module and that (fa)aeA is an indexed set of homomorphisms 
fa ： Ma aeA 
Then, for each x G Ma, the set S(x) = {a E A : 7ra(x) ^ 0} is finite and so 
there is a funct ion 
A 
defined by 
f ( x ) = /a0 丌 
aes(x) 
(where we let f ( x ) = 0 if S(x) = 0). I t is easy to check that f is homomorphism, 
f is called the direct sum of (fa)aeA and for f = ® A f a and for each, x = 
{xa)aeA e © A Ma, we have 
f ⑷ = M 工 J 
A 
Also, i t is clear that for each a e A, we have f j a = f a 
Proposition 1.2 Let C and V be full subcategories of the categories MR and 
j[4s respectively. Let F : C ^> V, and G : C > V be additve covariant and 
contravariant functors respectively. If the following sequence 
0 > K > M > N ^ 0 
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splits exactly in C, then both the following sequences 
0 — F ( K ) —> F{M) —> F(N) 0 
0 一 G(N) —> G{M) — G(M) 一 0 
a/so split exactly in V. In particular, if g : M ^^ N is an isomorphism, then 
both F(g) and G(g) are isomorphisms. 
• 
We now have the following proposition: 
Proposition 1.3 Let C, T>: F and G be given as in Proposition 1.2. If M, Mi, M2;- • • 
,Mn are modules in C and i / M 二 M i ㊉ M2 ㊉ ‘ • •㊉ Mn is a direct sum with 
injections 乙2，.. •, ^  cmd projections 7Ti,丌2，•.，, 7rn, then we have 
(a) F(M) is a direct sum ofF(M1), F{M2),. • •, F{Mn) with injections F^x), 
F(l
2
), •. .，F(in) and projections F(tt1)1 F(7t2), ...，F(?rw). 
(b) G(M) is a direct sum G(M2), •.., G(Mn) with injections G ( j i i ) , 
G(tt2), . . •，G{nn)and projections G{ii), . . . , G{in). 
• 
Suppose again that C,V,F and G are given as in Proposition 1.2. Let fi : 
M{ ^ TV ( i = 1, 2 , . . . , n) be homomorphisms in C. Applying F to the appro-
priate diagrams we have for each i = 1,2, • • - n, the diagram: 
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F(^Mj) . F(N) 
H M j ) 
is commutat ive. Thus, by Proposition 1.3 and the uniqueness of the direct sum 
map, we have 
n n 
F ( ㊉ ㊉ 巧 / 0 
i=l i=l 
I n otherwords, relative to the injections F b ) , F ( l 2 ) ,…，F ( L n ) , the additive 
functors preserve finite direct sums. Of course, we always write 
n f i 9 i ) = f i F ( 9 i ) 
i=l i=l 
n n 




a n 认 ) = ㊉ 彻 ） 
i二 1 i=l 
We are interested in the relationship between Horn functor, the direct sum 
and the direct product. Given a bimodule RUS the functors HomR。, U) and 
HomR{U, -) which are both additive functors, so by Proposition 1.3，these func-
tors preserve f inite direct sums. In fact, they would perform even better as the 
next proposit ion shows. 
Proposition 1.4 Let RUS be a bimodule and let (Ma)aeA be an indexed set of 
left R-modules. Then the following statements hold: 
(a) If (M, {qa)aeA) ^ a direct product of (Ma)aeA, then 
(HomR(US) M ) , [HomR{Us, qa))aeA) 
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ls a d^ ect product of left S-module {HomR(Us, Ma))aeA 
(b) V、M, Ua)aeA) is a direct sum of {Ma)aeA, then 
(HomR(M, Us), (HomR(ja, Us))aeA) 
is a direct product of the right S-module (HomR(Ma, Us))aeA-
• 
By reversing the variables, we see that Proposition 1.4 relates the functors 
Hom(^A Ua, 一) and Hom(-, H A Ua) to the functors HomR(Ua, _) and HomR(^ Ua). 
Tha t is 
HomR(㊉ Ua,M)兰由Horn氣 M) 
A A 
HomR(M, l J [ / a ) = ]jHomR(M,Ua) 
A A 
The fol lowing corollary states that this relationship is natural. 
Corollary 1.1 Let {Ua)aeA be an indexed set of left R-modules. If M,N are 
left R-modules, then there exist Z-isomorphism r ] M , f ] N , uM and vN such that 
for all f : M > N the following diagrams: 




HomR(N^UAUa)崎軌),HomR(M, nA Ua) 
VM 
nAHomR(N,Ua)  U A H o m ^ , UAHomR(M,Ua) 
are commutative. 
• 
We have seen the Horn functor preserves split exact sequence, but in general, 
they need not preserve all exactness. We now examine the behaviour of the 
Horn functor on exact sequences. Let C and V be fu l l subcategories of the 
categories of modules. Let F : C ——> P be a covariant functor. I f for every 
short exact sequence in C 
0 > K ^> M > N ^ 0 
the corresponding sequence 
0 、F(K) > F(M) 一 F(N) 
is exact in V, then F is called left a exact functor. On the other hand, i f the 
sequence 
F{K) > F(M) > F(N) > 0 
is exact in V, then F is called a right exact functor. I f a functor is both left 
exact and r ight exact, then i t is called an exact functor. Al though the Horn 
functor is not an exact functor, i t is a left exact functor. 
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Proposition 1.5 The Horn functors are left exact Thus, in particular, if RU 
is a left R-module, then for every exact sequence 
0 . K M L^ N . 0 
in RA4, the sequences 
0 HomR{U, K) - A ^ HomR(U, M ) - ^ HomR(U, N) 
and 
0 ^ HomR{N, U) HomR(M, HomR(K, U) 
are exact. 
• 
We close this chapter by introducing a class of modules which is important for 
our study. We begin w i th the following definition. 
Definition 1.1 Let P be a right R-module. Then P is said to be a projective 
module if the functor HomR(P, _) preserves the exactness of the following exact 
sequence 
MR ^ NR ^ 0 





Endomorphism rings of 
Quasiprogenerators 
M. Bolla published a paper [5] in 1985 in which he used categorical equiv-
alence of modules over rings to study the isomorphism between the endormor-
phism rings of progenerators. Then, the isomorphism induced by catergorical 
equivalence can be used to to describe the isomorphism between matr ix rings. 
Several characterization theorems are obtained by Bolla. In this chapter we wi l l 
generalize the results of Bolla to a more general situation. 
2.1 Preliminaries 
Unless state otherwise, all rings are arbitrary associative rings wi th identity. 
Let R and S be rings. Denote the categories of right R- modules and right 
S'-modules by MR and Ms respectively. 
Suppose that C C MR and V C Ms are full subcategories of MR and 
Ms respectively, and F : C ^ > V, G V 一 C aie their inverse categorical 
equivalences. Let R) : GF LC ^D I : FG LV be the natural isomor-
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phisms. W i t h these notations, we first establish the following lemma: 
Lemma 2.1 For M, M' G C, then the restriction 
F ： HomR(M, M') > Homs{F(M), F(M')) 
is an abelian group isomorphism such that 
(a) F ( f ) is epimorphism if and only if f is epimorphism. 
(b) F ( f ) is monomorphism if and only if f is monomorphism. 
Moreover, if M 0 then the restriction 
F : EndR{M) > Ends(F(M)) 
is a ring isomorphism. 
Proof. To prove this lemma, i t suffices to show that F is a bijective homomor-
phism. Define 
H : Homs(F(M),F(M')) > HomR(M, M') 
by 
H : g\> rjM'。G(g)〇 Vm 
Then i t is easy to see that H is group homomorphism. Moreover, H is clearly 
monic since H{g) 二 0 implies G(g) = 0. Thus, 0 二 ^ f ( m ' ) 。 F G 、 g ) 。 - g. 
We now show that H is surjective. Let f G HomR(M, M'). Then we have 
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This shows that H is an isomorphism w i th inverse F. 
Suppose that f e HomR(M, M') is monic and /i is in P such that F(f)h = 
0. Then 0 = G{F{f)h) = GF(f)G(h). Since f is monic, so is GF(f). Hence, 
G i h ) = 0. This implies that 0 二 F(G(h)) = Fo G{h). Thereby h = 0. This 
shows that F ( f ) is monic. Conversely, suppose that F ( f ) is monic and foh = 0 
w i t h h in C. Then, we have FGF(f) o FGF(h) = 0. But F ( f ) is monic i f and 
only i f FGF(f) is monic. Thus, we have FGF(h) = 0. This implies that 
F(h) = 0 since FG is natural ly isomorphic to l v . By acting G on F{h) — 0, 
we obta in GF{h) 二 0. Thus, h = 0. Hence, we conclude that f is monic in V i f 
and only i f F [ f ) is monic in V. By using similar arguments, we can also show 
that F { f ) is epimorphism if and only if f is epimorphism in C. The proof is 
completed. 
• 
Now, let MR eC and Ns G V. Define 
0 : Homs、N,F[My) 一 HomR(G{N),M) 
by 
4>: 7 1 、 m ° GW 
and 
6 ： Homs(F{M),N) —> HomR(M, G{N)) 
by 
U H G(8) O iim1 
W i t h the above notations, we have the following lemma: 
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Lemma 2.2 The homomorphisms (j) and 0 are isomorphisms which are natural 
zn each variable. In particular, for each 
7 ^ Homs(Nu F ( M X ) ) 6 e HomS(F{M2), N2) 
7 G Hom^G^), Mx) 8 G HomR{M2) G(N2)) 
and for each h : Mx > M2,k: N2 > Nx we have 
(a) ^(F{h)jk)= 
(b) 0(k8F(h)) = G(k)0{6)h 
(c) ^ ( h j G i k ) - F ( h ) ^ l ( i ) k 
(d) 0-\G{k)Sh) = k6~ l{&F{h) 
In addition, we also have 
(1) 0(7) is a monomorphism(epimorphism) if and only if 7 is monomor-
phism(epimorphism), 
(2) 0(6) is a monomorphism(epimorphism) if and only if 6 is monomor-
phism(epimorphism). 
Proof. Since r]M and G both are Z-isomorphisms, we have (f)(j) = r j M 。 
and so 0 is a isomorphism. Similarly, we can see that (9 is a isomorphism. We 
now show that statement (a) holds. This can be easily seen as 
ct>(F(hhk) = VM2GF(h)G^)G(k) 
= T i M 2 G F 、 h X m M 佩 
= h ^ ) G ( k ) 
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Thus, (a) holds. The statemnets(6), (c) and (d) can be similarly proved. We 
omi t the details. 
For the f inal assertion, we let 7 G Homs(N, F(M)). Then we have 0 ( 7 ) = 
Clearly (^(7) is monic i f and only if ^ (7) is monic since r ]M is an 
isomorphism. But by Lemma 2.1, G(j) is monic if and only if 7 is monic. The 
other assertions can be proved likewisely. 
• 
I n the following proposition, we show that if C is closed by taking direct 
sum, then so is V. 
Proposition 2.1 Suppose that UR, U^ G C for any index set I. If VS = 
F{Ur), then F{U^) = V^. 
Proof. For each a G / , let r a : UR ——> U^ be the canonical embeding. Now, 
suppose that ga : Vs > Ns for each a e I. Then 0(ga) G HomR{U, G(N)). By 
the def ini t ion of direct sum, there exists a unique mapping g : U⑴——> G(N) 
such that 6(ga) = g o ra, or ga = e~ l{g o ra). Then by Lemma 2.2, we have 
ga = 6-\g)F(ra). Thus, ( F ( r a ) a € / ) is a direct sum of (Vs)aei- By 
the uniqueness of the direct sum, we immediately obtain F ( U ^ ) = V / . 
• 
Now, we now replace the progenerator in Bella's theorem by using quasipro-
generator which is a projective generator of a complete additive subcateory. We 
start w i t h the following definit ion of quasiprogenerator. 
28 
Definition 2.1 Let UR E MR, then UR is said to be quasiprojective if the 
functor HomR{U, _) preserves the exactness of the following sequence 
UR ^> Mr > 0 
Lemma 2.3 Suppose that UR is a finitely generated quasiprojective module. 
Then UR is projective relative to U^' for any index set I. 
Proof. We first show that UR is projective relative to U ㊉ U. Consider the 
fol lowing commutat ive diagram w i th exact row and exact column: 
0 U U U 0 
Vi V2 V3 
0 U + L/L U ㊉ U/L——^U^U/U + L - 0 
0 0 0 
where L is a submodule of [ / ㊉ a n d 7/1,772 and r]3 are canonical projections. 
We now apply the functor HomR(U, _) to the above diagram and use the Five 
lemma in homological algebra, we can show that UR is projective relative to 
U 趙 U. I t is easy to check that UR is projective relative to U各 for all n G N as 
well. 
We now show that UR is projective relative to for any index set I. 
Suppose that we have an epimorphism P, say, 
P ’ U{r] MR 
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Let a G HomR(U, M). Then the image of a, Im(a), is f initely generated since 
U R i s finitely generated. Let { x i , x2 , • • •, x n } be a subset of U ^ such that 
{P{xi),P(x2), • •. ,P(xn)} is a spanning set for Im(a). Then there exists a finite 
subset J of I such that Im(a) C By using previous arguments, we can 
show that UR is projective relative to . Thus, there is a 7 G HomR(U, U^) 
such that a = (3 o j . I n other words, UR is projective relative to U^. 
• 
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2.2 The Fundamental Theorem 
I n this section, we w i l l provide a generalized version of Bolla' theorem given in 
[5]. A l though this theorem is fundamental, i t is rather important for the rest of 
our work. I t is well known that if F : Mr ~~> MS is a categorical equivalence, 
where MR G M r . Then the restriction 
.F : EndR(M) 、Ends(F(M)) 
is a r ing isomorphism. Bolla [5] in fact proved the converse of this statement. 
Tha t is, given progenerators PR and Qs and an isomorphism 
$ : EndR(P) ~~> Ends(Q) 
there exists a unique (up to natural isomorphism) categorical equivalence 
F^ : MR > MS 
such that F^(Pr) = Qs and 二 $ ( / ) for all f G EndR(P). I t is natural 
to ask whether the result can be further generalized to the ful l subcategory of 
M r , for example, complete additive subcateory. The aim in this section is to 
describe the isomorphism between endomorphism rings of quasiprogenerators 
by categorical equivalence. We start w i th the following definitions 
Definition 2.2 A right R- module UR is called a quasiprogenerator if it satisfies 
the following conditions: 
(a) UR is quasiprojective; 




(C) UR generates each of it's S'abmodulcs. 
We now introduce some notations. Throughout this section, the symbols 
a n c l Vs wi l l be used to denote the quasiprogenerators of MR and of MS, 
respectively. The ful l subcateory of MR that contains UR which is closed b^y 
tak ing submodules, direct sums and epimorphic image of UR, Similarly, the ful l 
subcategory containing Vs w i th the same properties for C is denoted by V. 
Assume the above not at ions, we have tlie following theorem which is ob-
tained by K.Puller in his paper [2]. The proof wi l l be omitted. 
Theorem 2.1 Let R be a ring (not necessarily with identity) and, A a ring with 
identity. If aUr is a bimodule such that Ur has spanning set, then the following 
statements are equivalent: 
(a) The functors 
HomR(U, _) : C ^> MA 
-^A U ： M A > C 
are inverse categorical equivalences. 
(b) UR is a quasiprogenerator and A = EndR(U) canonically. 
• 
Now, let F : C 、P be a categorical equivalence such that F(UR) = Vs. 
Then, by Lemma 2.1, the restriction 
F : EndR{U) > Ends(V) 
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is a r ing isomorphism. We wi l l show that such equivalence is uniquely deter-
mined by the isomorphism. The following theorem is a generalized version of 
Bolla's theorem. 
Theorem 2.2 Let UR and VS be quasiprogenerators of MR and Ms over the 
ring R and S respectively. If 
$ : EndR{U) > Ends{y) 
is a ring isomorphism then there exists a unique (up to natural isomorphism) 
categorical equivalence 
F^ : C >V 
such that F(Ur) = and = $ ( / ) for all f G EndR{U). 
Proof. We divide the proof into two parts, namely, the existence part and the 
uniqueness part. We first prove the existence part. 
Let A = EndR(U), and A = Ends(V). We make A into a left A- module 
v ia the isomorphism $ such that 
入 w = VA G A,Vx G A 
Then A becomes a A - A bimodule. By Theorem 2.1, the following functors 
are categorical equivalences: 
F1 : C >Ma 
defined by 
Fx : M r \ > HomR(U,M) 
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and 
F3 : Ma >V 
defined by 
F3： N 
Moreover, we also have the functor 
F2 ： MA ^ MA 
defined by 
F2 : M a I > M ® A A 
which is also a categorical equivalence. We now define the functor 
F : C > V 
by 
F = F3OF2OF1 
Obviously, this is also a categorical equivalence. We wi l l use this categorical 
equivalence to construct the desired functor F龟.Observe that we have the 
fol lowing natural isomorphism 
cf): HomR(U, U) 0 A A V ^ V 
defined by 
for al l generators h^S^ve HomR{U, U) 0 a A 仏 In order to show that 
0 is n a t u r a l , we only need to show that the following diagram commutes: 
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HUR) ^ ^ F{UR) 
0 4> 
V — • ^ _ _ _ . 7 
Let 6 ^v e HomR(U, U) 0 A A y and f G EndR(U). Then we have 
c/)o F(f)(h^>8^v) 二 (p((f o h) 8 <S> v) 
= 
= 剛 哪 ) ㈦ 
= ^ ( f ) m h ) 6 ) ( v ) ) 
This leads to 0 o F ( f ) = <!>(/) o 小.Hence, the diagram is commutative. Conse-
quently, we have 
H f ) = ^ o F ( f ) o r 1 V / g A 
Now, i t is not diff icult to construct the desired functor. Define 
by F认Mr) = F(MR) except F^(UR) 二 ％ and ii f \ NR ^> NR E C, then 
F^F) = TN o F ( f ) o T^1 w i th T n 二 idN except TV = cj). Then, we have 
F^{UR) = VS a n d 
M f ) = T u 0 H f X 
二 於 。 F C / X 1 
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= H f ) 
for al l / G A. Thus, F电 is one of our desired functors. 
We now prove the uniqueness of F屯.Suppose that 
G : C>V 
is another functor w i t h the properties G{UR)=仏 and G(f) = $ ( / ) for all 
/ G A. We want to show that G is natural isomorphic to F屯.Thus, when the 
inverse G~ l of G is fixed and 
<e ： lc >G~ loG 
is a natura l isomorphism. Then, we have to show that there exists a natural 
isomorphism 
T] : l c ^> G~ l o F屯 
Let Mr G C. Then, there is an index set J such that the sequence: 
U(RJ)f-——.Mr ^ 0 
is exact since UR is a quasiprogenerator in C. Since ker(f) is submodule of 
[ / ( J ) and C is closed by taking submodules, direct sums and epimorphic images, 
there exists an index set I such that the sequence: 
^ 9 - ^ ker{f) 0 
is exact. Thus we obtain the following exact sequence: 
U ^ — U ( R J ) f — Mr ^ 0 
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For each M EC w i t h MR • UF, we fix such a resolution. Let H = G'1 O F屯. 
Then, by applying this functor to the above sequence, we get another sequence: 
H { M r ) . 0 
which is also exact since the equivalence preserves the exactness. Now, since 
二 G{UR) and the equivalence preserves the direct sum, we have 
= G-1 o F 减 、 
=G-、G、uP) 
Thus, we have the following diagram wi th exact rows and columns: 
u ^ d — — u p 」 _ _ . M R . 0 
H{U^)  H { G \ H(MR) . 0 
Since bo th and ^/(J) are isomorphisms, by using the Four lemma, we get 
an isomorphism 
M •• MR 一 H(MR) 
such that the following diagramn is commutative: 
U^  9 一 U { R J ) F — — 
^Ud) 6u、J、 
H(U^)  H{G)> H ( U { R J ) Y ^ ^ H(MR) ^ 0 
Thus, we constructed an isomorphism RY.MR — H(MR) for each MR + 
37 
Define 
%</) ： U^ 一 孖([/⑴） 
by 
( 时 ) ) = W 收 ) ） 
Now, for each MR e C, we have isomorphism r]M such that 
r]M .. MR — H(Mr) 
In order to show that 77 is a natural isomorphism, we need to show that the 




H ( M r ) 哩 ^ H(NR) 
For this purpose, suppose that h : MR 、NR G C. Since UR is a finitely 
generated and is a quasiprojective right 丑-module, UR is, of course, projective 
relative to U{K). In general, U^ is projective relative to Um. So, there is 
a : U(RJ) — U ⑷ 





App ly ing the functor H to the above diagram, we then obtain the following 
diagram: 
u{RJ) g- ^ MR . o 
4 ) ^ NR ^ 0 
T VN  v 
。(,） H(U{r j))———^ H(MR) . 0 
H(U{rk)) H{9i) • H(NR) ^ 0 
We st i l l have to show that 
r]N o h = H{h) o t]m 
For this purpose, let x G MR. Then, there is y e such that g(y) = x. 
Now, we have 
rjN o h(x) = r]N o h、g{y)、 
= m 0 g i 0 
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= 丑 ( 仍 ） … ⑷ 
= H ( G I ) o ― o 
=H(gi)oH(a)o^u{J)(y) 
=H〔h)oH、g)oCiMy、 
=H(h) orjM o g(y) 
=H(h) or]M(x) 
Thus, 
rjNoh = H{h) o r\M 
This shows that the diagram is commutative. Hence 77 is a natural isomorphism. 
Consequently, H is natural ly isomorphic to the identity functor. Equivalently, 
F电 is natural ly isomorphic to G. This completes the proof of the theroem. 
The fol lowing theorem of Bolla now becomes an immediate corollary of 
our theorem if the progenerators are replaced by the quasiprogenerators. 
Theorem 2.3 Let PR and Qs be progenerators of the categories MR and Ms 
respectively. Suppose that 
$ : EndR(P)〜Ends{Q) 
is a ring isomorphism. Then，there exists a unique (up to natural isomorphism) 
categorical equivalence 
F^ ： MR > Ms 
such that F^(Pr) = Qs and M f ) = $ ( / ) for all f G End{PR). 
• 
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2.3 Isomorphisms Induced by Semilinear Maps 
I n this section, we apply the results of the previous section to describe the 
isomorphism between endomorphism rings of the quasiprogenerators and to 
relate these isomorphisms w i t h semilinear map. 
Throughout this section, unless otherwise state, we always assume the 
fol lowing conditions: 
(1) R and S are rings; 
(2) UR and VS are quasiprogenerators in MR and MS respectively; 
(3) $ : A ——、A is a r ing isomorphism, where A = EndR{U) and A = 
Ends{y). 
We start w i t h the following definition: 
Definition 2.3 Let a : R ——> S be a ring isomorphism. Then the mapping g 
g ‘ UR ^ 
is called a-semilinear if 
g(xr-\-y) = g(x)ra + g{y) 
Definition 2.4 The isomorphism <l> is said to be induced by a semilinear map 
g if there is a a-semilinear isomorphism g such that 
H f ) = g o f o g ' 1 V / G A 
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We now consider the case when R = S, Thus the functor F电 becomes 
an auto-equivalence of C. I t is natural to ask: what k ind of properties can be 
found by F^ when F电 is induced by a semilinear map? Under what condition 
that 尘 w i l l be induced by a semilinear map if is given? The answer wi l l be 
given in Theorem 2.4. Before proving Theorem 2.4, we first prove the following 
lemmas. 
Lemma 2.4 If F^ is naturally isomorphic to the restriction (一 Ri)\c for 
some a G Aut(R), then $ is induced by semilinear map. 
Proof. Suppose that 
V ： F^ > (_0Q RI)\C 
is a natura l isomorphism. Then we have the following commutative diagram: 
MUr) ^ ^ F^(UR) 
r] V 
UR 0 { A R I ) ^ ^ — — - U R 0 (ARI) 




where Ua-i is the r ight 丑-module created by twist ing UR via a—1. 




Thus, = r—1 o / o r and r is semilinear. Hence, i f F电 Ri)\e for 
some A G Aut(R), then $ is clearly induced by a semilinear map. 
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The fol lowing lemma show that the converse of the above lemma also holds. 
Lemma 2.5 Suppose $ : A ——> A is induced by a semilinear map R. Then 
F^ ~ ( 一 RI)\c for some a G Aut(R). 
Proof. By assumption, there is A G Aut(R) such that 
T..UR — VR 
satisfying 
r { x r ) = r(x)ra 
for dl\x eU and r e R. This implies that 
r : UA-I ~~、VR 
is a ^- isomorphism. Let F = ( 為 RI). Then i t can be easily checked that the 
fol lowing diagram is commutative: 
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vR ~ ^ i , 
Define 
F : C > V 
by F(MR) = except when F{UR) = VR and 糊 二 T N 。 糊 o T / ， 
where f G End^N) and Tn = idN, except Tu — r o r\. Then we can see 
P ( f ) = r — 咖 譯 r 1 
= r or] o F ( f ) o r]~ l o t ~ 
= T O f O 7"—1 
二 H f ) 
for al l / G A. Thus, by Theorem 2.2, F龟 is naturl ly isomorphic to ( _ 0 a Ri)\c-
• 
I n v i r tue of Lemma 2.4 and Lemma 2.5, we are now able to state the following 
theorem 
Theorem 2.4 The isomorphism $ is induced by a semilinear map if and only 
if F^ is naturally isomorphic to (_ 0a Ri)\c for some a e Aut(R). 
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• 
Now, we clearly know under what conditions the isomorphism between 
quasiprogenerators is induced by semilinear maps. At the same time, we also 
know when the isomorphism between matrix rings is induced by semilinear maps 
since i t is just a special case of our theorem. 
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2.4 Isomorphisms of General Linear Groups 
Let R be an associative ring wi th identity element 1 and Mn(B) the n x n 
matr ix r ing over R, I t is known that the study of isomorphisms between gen-
eral linear groups was init iated by O.O. Meara [4] and I.Z.Golubcliick [7]. The 
main purpose in this section is to show that the isomorphisms between general 
linear groups over an associative ring are standard types. We would like to 
point out that the isomorphism of standard type is a crucial tool for furhter 
investigation. I f we consider the linear groups over the division rings, then the 
standard isomorphism is a composition of semilinear isomorphisms between the 
underlying spaces or i t is a composition of a contragredient (transpose inverse) 
isomorphism w i th a semilinear isomorphism. However, one needs to modify the 
notion of standard isomorphism if one wishes to generalize the isomorphism 
theory by including a more general ring as its underlying rings. At this point, 
A.J. Hahn gave some nice description in [3]. In fact, he gave a new characteriza-
t ion for the isomorphism in terms of categorical equivalences of the underlying-
categories of modules. We notice here that these types of equivalence of iso-
morphism can be further characterized by Morita equivalence. We observe that 
they are the generalizations of the matrix isomorphisms and also they include 
the semilinear isomorphism as its special case. 
In section 2.2, we have already shown that the ring isomorphism between 
endomorphism rings of quasiprogenerators over arbitrary rings can be induced 
by an categorical equivalence between the underlying complete additive full 
subcategories of modules. We wi l l here use these isomorphisms of equivalence 
types to describe the isomorphisms between the general linear groups. 
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I n this section, definit ion of standard isomorphism wi l l be given. We 
first state some results which wi l l be needed in the next section. Throughout 
this section, R and S are rings w i th identity. Suppose that 只 = 丑 丄 ㊉ R2, 
and S = & ㊉ S2. Let C[R^\ and C[S^] be the complete additive categories 
containing R^ and S^1 as quasi-progenerators respectively. Then we make the 
fol lowing definit ion 
Definition 2.5 (1) Let^ : G L ^ B ^ G L J ^ — GL^i^)㊉ 
be a group isomorphism between the direct sum of the above linear 
groups. Then is called generlized contragredient isomorphism if 
变l 二 idRl © {J)~ l. 
(2) Let : GLn^) 0 GLn (丑2) —、GLm(Si)㊉ GLm[S2) be a group 
isomorphism between the direct sum of the above linear groups. Then 
$2 is said to be of equivalence type if there exists categorical equivalence 
F . ： c [ R - ] C [ s r ] 
where i = 1,2 such that F ^ ) = S? and $2(^1+^2) = ^1(^1)+^2 (^2). 
(3) Let 尘3 : GLm(S) > GLm(S) be a group isomorphism. Then is 
called a radial isomorphism if 尘3(A) = f o r some 9rouP homo-
morphism x GLm{S) 一 Cen(GLm(S)). 
An isomorphism $ : GLn(R) > GLm(S) is called a standard type 
isomorphism if it is the composition of the type (1)，(2) and (3). 
We note here that the above isomorphism of equivalence type generalizes 
the fol lowing standard type in the classical sense: 
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(a) Let a: R ~~> 5 be a r ing isomorphism. Then a induces a linear group 
isomorphism from GLN(R) into GLM(S) which acts elementwisely on 
the matrices. 
(b) I f p G GLn(R), then the automorphism $ : GLn(R) ^> GLn(R) 
defined by <l>(cr) = g~ l(jg is called an inner automorphism of GLn(R). 
Thus, i f the above two isomorphisms are given then their composition can be 
realized as an equivalence type. By making suitable modification on the identity 
auto-equivalence of M r } we can obtain an auto-equivalence of A4r which is 
natura l ly isomorphic to the identi ty equivalence given by g. I f we compose 
these isomorphisms w i t h the equivalence which changes the scalars from Mr 
to Ms afforded by a in (1)，then we get an isomorphism of equivalence type. 
The following lemma is needed for the proof of our main result: 
Lemma 2.6 Let R be a ring with identity and e a central idem-potent in R. 
Then (eR)n is a quasiprogenerator. 
Proof .The proof is routine and is hence omitted. 
• 
The following theorem obtained by I.Z.Golubchick in [7] w i l l be used for 
gett ing our main result. 
Theorem 2.5 Let R and S be rings with unity. Assume n > 4 and m>2 and 
\el ib be a group isomorphism between GLn(R) and GLm{S), that is, 
^ ： GLN(R) > GLM(S) 
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Then there exist central idempotents e and f in the rings Mn(R) and Mm(S) 
together with a ring isomorphism 
Oi ： eMn(R) 一 fMm(S) 
and a ring anti-isomorphism 
〜：（1 — e)Mn(R) — (1 — f)Mm(S) 
such that 
for all A G En(R), where En(R) is the subgroup of GLn(R) generated by the 
elementary transvections. 
• 
I n the fol lowing theorem, we use the isomorphism of equivalence type to describe 
the isomorphism given in Theorem 2.5. 
Theorem 2.6 Let R and S be arbitrary rings. Let 
$ : GLn(R) —> GLm(S) 
be a group isomorphism with n>4, m>2. Then the restriction of ^ to En(R) is 
the composition of the following types of isomorphisms: 
(a) a generalized contragredient automorphism of type (1)； that is, 
id® (J)-1 : GLn{eR) 0 GLn((l - e)R) GLn(eR) ©GLn((l - e)R°) 
for some central idem/potent e e R. 
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(b)  an isomorphism of equivalence type which is the direct sum of restriction 
0f 仇e following equivalences Fx and F2, namely 
Fx : C[(eR)n] —^ C[(fS)m] 
and 
f , ： cm ~ ewn - F i m 
satisfying 朽 _ ) « ) , = {fS)m and F2((l — e)R°)n = ((1 — f)S)m. 
Proof. By Theorem 2.5, there are r ing isomorphisms 
Oi ： eMn(R) 一 fMm(S) 
and r ing anti-isomorphism 
： ( 1 - e)Mn{R) 一 （ 1 - f)Mm(S) 
such that = ^ ( e X ) - e ) ^ - 1 ) for all X G En(R). We now use this 
result to prove this theorem. Since the idemportents e and f are central, there 
are idempotents e e R and f e S such that eln = e and f l m = / . Thus, we 
have 
eMn(R) = Mn{eR) = EndR((eR)n) 
and 
fMm(S) = Mm(fS) 二 Ends((fS)m) 
By Lemma 2.6, we know that both (eR)n and {fS)m are quasiprogenerators. 
Thus, by Theorem 2.2, there exists a unique categorical equivalence 
F, : C[(eR)n] —> C[(fSr] 
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such that FxdeR^) = (fS)m and F^eX) 二 O^eX) for all JT G Mn(R). Let 
矽 : M n ( ( l - e)R°) —> M m ( ( l — f)S) 
be the r ing isomorphism obtained from composing 02 w i th a transpose anti-
isomorphism. Then, by repeating the above arguement, we obtain a unique 
categorical equivalence 
F2 ：聊—e)R°r\ — cm - m n 
such that 
F2(((l-e)R°r) = ( ( l - f ) S r 
and 
F2((l — e)X)=傳—e)X) VX G Mn(R) 
Now, i f Q is a contragredient map from GLn(R) into GLn(R') where R'= 
吞尺㊉（1 — E)R°, then for all X G EN(R), we have 
( 凡 © 凡 ） 。 叫 义 ） 二 F 1 © F 2 ( e X + ( ( ( l - e ) X ) i ) ~ 1 ) 
二 凡(eJO + i ^ W l - d X ) ” - 1 ) 
二 O^eX) ^ e2((((l - e)X) ttr1) 
= 尘 ⑷ 




In the above theorem, the types of ^\En(R) is standard, but the types of 
the group isomorphism $ is not yet known. We wi l l show that i f En(R) is a 
normal subgroup of GLn(R) or Em(S) is a normal subgroup of GLm{S), then 
the type of the isomorphism $ must be a standard one. Before doing so, we 
need the following lemma. 
Lemma 2.7 Let R be a ring. Then the centralizer of En(R) is in the center of 
GLn{R). 
Proof. The proof of this lemma is routine and is hence omitted. 
• 
The following theorem gives a necessary condition for group isomorphism 
to be standard type. 
Theorem 2.7 Assume either En(R) is a normal subgroup ofGLn(R) or Em(S) 
is a normal subgroup ofGLm(S). Then any group isomorphism 
$ : GLn{R) 一 GLm{S) 
must be standard type. 
Proof. W i thou t loss of generality, we may assume that Em(S) is a normal 
subgroup of GLm(S). Apply ing the result of the above theorem to we get 
a standard isomorphism 
: GLm(S) 一 GLn(R) 
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C l e a r l y，a g r e e s w i t h ^ - ^ n Em(S). Now, define a group isomorphism 
^>2 : GLm(S) 一 GLm{S) 
by 
Obviously, is an automorphism of GLm(S). Moreover, i t is clearly that 
尘2|丑m(<s)=记Em[s). Let g G GLm(S). Because Em(S) is a normal subgroup of 
GLm{S), g~xXg € Em(S) for all X € Em(S). This implies that 
Consequently, $ 2 ⑷ l i e s in the centralizer of Em(S). Apply ing Lemma 2.7, 
we know that also lies in the center of GLm(S). So, we can define a 
group homomorphism 
X : GLm{S) 一 Cen{GLm(S)) 
by x(g) 二 尘2(509—i. Clearly, x is a group homomorphism from GLm(S) into 
Cen(GLm(S)). Hence ^2(9) = x(g)d and so is a standard type isomorphism. 





Endomorphism ring of 
projective module 
In this chapter, the endomorphism rings of projective modules which are in-
f initely generated wi l l be investigated. The structure of the projective module 
P which is regarded as the 丑-module wi l l be studied, where E denotes the 
endomorphism ring of P. In particular, relationships between the right anni-
hilators and left annihilators of subsets of E; also the relationships between P 
and it 's closed submodules wi l l be explored. We here drop the assumption given 
by B. R. McDonald in [8] that P contains an unimodular element. One may, 
of course, expect that the results obtained by B. R. McDonald wi l l not hold 
anymore in this situation, but surprisingly, we discover the results in [8] stil l 
hold. Thus, our results strengthen the results obtained by McDonald in [8]. 
3.1 Preliminaries 
Throughout this chapter, we assume the following conditions: 
(1) i? is a ring w i th identity; 
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(2) M is a r ight 尺-module; 
(3) M * = HomR{M, R) is the dual module of M ; 
(4) E = EndR(M). 
Now, M w i l l be regarded as an E — R bimodule in a natural way. Hereafter, i f 
A e 五 and x e M, then Xx is the image of x under the map A. I t is not hard 
to see that M* w i l l t u rn to be an R-E bimodule as well i f we define 
(ry*)x = ry*(x) r e R,x e M,y* e M* 
(y*a)x = y*((Tx) a G E,x e M,y* e M* 
Thus, by doing so, M and M* can be treated in a symmetric fashion. In order 
to ficilitate our study, we wri te (y*, x) for y*{x). We also consider the map 
of M * x M sending the pair (y*, x) into the element (y*, x) G R. We list the 
fol lowing properties of this pair: 
(1) (y*, xin + x2r2) 二 x ^ n + {y\ x2)r2y 
(2) {rlVl + r2y^ x) = niyl x) + r2(y*2, x), 
(3) - [ y \ ( j x ) , 
where y\y{,y*2 ^ M\x,xux2 G M,rur2 e R a^nd a e E. Thus, (_,_) is 
只-balanced. Hence, we have a homomorphism 
t H E M > R 
defined by 
r :y* > ("*,工） 
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Moreover T is a, R - R bimodule homomorphism. We next define a bimodule 
homomorphism fj, 
/I : M M* ^> E 
R 
Let (x,y*) be an element in M x M*. Define 
： MR—^ MR 
by 
: y ' > x(y\y) 
Then i t can be easily checked that the following equalities hold: 
(1) WIXI + a2x2,y*] 二 (JI[XI,Y*} + 
(2) [x, y \a x + y^a2] = [s, + [x, 
(3) [xr,y*] = [x,ry*]. 
These properties then imply that [_, _] is a i^-balanced product, so there is a 
map 
FI: M^RM* > E 
defined by 
m : 0 y*1~^ [工,y*} 
Since MR is a projective right i^-module, i t has a pair of dual bases {xa}aei 
and {fa}aei such that 
工二 5 > 丄 ( 工 ） y x e M 
AEI 
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We note here that f a ( x ) are all zeros except finitely many of them. Now, let E 
be the image r , namely, I； = I m { r ) . Then i t can be easily seen that I； is a two 
sided ideal of E. 
Definition 3.1 A subring B of E is said to be dense in E if for any • • • ,yn 
in M and any a in E, there is an element 8 in B such that 
KVi) ^ ^(Vi) i = 1 ,2 , . . •，n 
The fol lowing lemma can be found in [8]. For the sake ofcomprehensive purpose, 
we sketch the proof. 
Lemma 3.1 (1) T, is dense in E, 
(2) [i is injective. 
Proof. Suppose that •" ->Vn ^ M and a e E. Then there is a finite 
subset J oi I such that 







This show that a{yj) = J(〜）⑧ fa)(Vj)- Hence, E is dense in E. 
To show /J, is injective, we suppose that Vj ^ 9j) = 0, that is, 
E j - i b i ^ j ] 二 0. Since MR is a projective .R-module w i th a pair of dual bases 
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{^a}ae/ 5 and { f a } a e i - Then, for any j = 1，2，• • •，n，we have 
m 
yj = J2xiMvj) 
i= l 
m 
= K J ^ Y ) 
m 
= Y \ X ^ f i ] V j 
i=l 
Thus, we get 
n n m 
j = l j—l i=l 
二 Y^⑧、fi,yj、gj 
hj 





Hence, /x is injective. 
• 
We also have the following lemma: 
Lemma 3.2 The lattice of E-submodules of SM coincides with the lattice of 
E—submodules. 
Proof. This is a direct application of Lemma 3.1. 
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• 
Proposition 3.1 Let ^N be a E-submodule of M. Then 
Hom^M, M/N) = HomE(M, M/N) 
Proof. Let a G Hom^M, M/N) such that cr(x) = y + N. Since E is dense in 
E, for dniy P e E there is 6 e such that p{x) = 8{x) and p(y) = S(y). Then, 
we have 
a(/3x) = a(6x) 
= + N 
=(5y + N 
=/3a(x) 
Thus, Hom^(M, M/N) C HomE(M, M/N). I t is now a routine task to check 
that 
HomE(M, M/N) C HomE(M, M/N) 
Therefore, 
HomE(M, M/N) = HomE(M, M/N) 
• 
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3.2 Main Theorem 
Throughout this section, we only assume the condition that E ^ i i g u V i ) = 1. 
Our assumption here is clearly weaker than that MR containing an unimodular 
element given in the paper of B.R.McDonald [8]. Under our assumption, we 
obta in some fundamental results which are more or less analogous to those 
obtained by B.R.McDonald in [8]. 
We first introduce some concepts. Let C{R) be the lattice of left ideal 
of R, CE{M) the lattice of ^-submodules of EM and the lattice of E-
submodules of ^ M . W i t h these notations, we now quote a theorem given in 
[9]: 
Theorem 3.1 Let E = End^F), where F is a free right R-rnodule. If K is a 
left E-submodule, then there is a left ideal A of R such that K = FA. 
• 
We now prove the following theorem: 
Theorem 3.2 The lattice C{R) and C{M) are isomorphic. That is, if 
$ : C(R) ^ Ce(M) > MA 
then, it has an inverse 少 such that 
^ : Ce(M) 一 C{R) ： N h—> T(N) 
where T(N) == { E h , f ) : x e N, f G M*}. 
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Proof. Suppose TV is a E-submodule of M. We wish to show that N = MA 
for some A G C(R). Since M is a projective module, there exists KR such 
that M ® K = F which is a free 丑-module. Let E 二 EndR(F), then EN is a 
5-submodule of F. So, by Theorem 3.1, we find that there exists a left ideal 
A e C(R) such that EN = FA. Let 
丌：F > M 
be the canonical projection. Then, we have 
N = EN = ttEttTV 二 TTEN = TTFA = MA 
Thus N = MA. Now, assume N = MA = MB w i th A,B E C(R). Then, we 
have 
A = RA 
=t{M* M)A 
=t(M* 0 e MA) 
=r(M* MB) 
=T(M* 0E M)B 
二 RB 
二 B 
Hence, $ is indeed a lattice isomorphism. 
• 
We also have the following corollary: 
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Corollary 3.1 There is a lattice isomorphism $ between C{R) and £S(M) 
given as follows: 
尘 : C ( R ) —> £S(M) -.AV-^MA 
with inverse lattice isomorphism 屯 such that 
^ ： 一 C{R) : N h—^ T{N) 
where T(N) = {E(x, f ) : x e NJ e M*}. 
Proof. By usning Lemma 3.2 and Theorem 3.2, the result follows easily. 
• 
Theorem 3.3 M* ~ S) under the map g i——、[_, g]. 
Proof: Define the map (j) 
(j) : M* > Hom^M^E) 
by 
h > [_, g] 
I t can be easily checked that 0 is a T.-R homomorphism. In order to prove that 
cj) is injective, we assume that (j){g) = 0, that is, [x, g] = 0 for all x G M. Then, 
we have 







Hence, 0 is injective. We now show that 0 is surjective. Let h G i / o m E ( E M , E E) 


















= { x ) h 
This shows that (x)((f)(z)) = [x)h. Hence (p is an isomorphism. 
• 
Theorem 3.4 The following statements hold: 
(A) M r ~ Horn乙(M*, E) under the map x \> [x, 
(b) R^ Hom^(M, M) under the map r \ ^ (j)(r) where x(j){r) = xr \/x E 
M. 
(c) R - Horn^M, M) under the map r i > i>(r) where ip{r)(g) = rg, 
⑷ R 二 M* (S)s M under the map (_, _) 
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Proof. 
(a) Define a map 0 :E MR > Horn 认 i f ) by = [x, _]• We wish to 
prove that 0 is a bijective map. We first show that 4> is injective. Suppose 
沴(工）=0. Then [x, / ] = 0 for all / G M\ and hence 








This implies that cj) is injective. We now show that (j) is also surjective. 














= ( E _ 妬 侧 
i二 1 
n 
= ( E K m l m J } ) ) ^ ) 
i=l 
n 
二 W E ( 餘 ) / ) ) ⑷ i二 1 
64 
= K f ) ( x ) 
This proves that (j){y) = h. Thus, 0 is a surjective map. Obviously, 0 is a 
Y -R homomorphism. This completes the proof of (1). 
(b) I t is easy to see that 0 is a R-R homomorphism. Suppose that 0 ( r ) = 0. 
Then 





= Y ^ y r ) 
2=1 
= 0 
This shows that 0 is injective. Now, suppose that a E Hom认M, M). Let 
r 二 (认，(jjicr)). Then for any x in M, we have 
n 











Thus, 0 is surjective. This completes the proof of (2). 
(c) The arguement of this part is similar to part (2). We omit the details. 
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(d) Suppose that = 0. Then we have 
m m n 






Hence, the map (_, _) is injective. 
This complete the proof of the theorem. 
• 
We now introduce some additional notations. Let B C T,, S C M. Then 
define 
rE(5) 二 {a 6 I： : Bex = 0} 
= {ae^:aB = 0} 
rM(B) = {:r G M ：彻二 0} 
lE(S) = 二 0} 
(S:M) = {ae^:aMCS} 
n 
MB = {J2 叩 i ： cri e G M,n G N} 
i=l 
Equipped with the above notations, we have the following theorem: 
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Theorem 3.5 Suppose that S is a R-submodule of MR. Then (S : M)M = S. 
Proof. I t is easy to see that (S : M)M C S. In order to show that S C (S : 
W e l e t s ^ S. Then S = E ^ i S(9I)YI) = Note that S E S 
implies that [s，队]e {S : M) for [s,gi]x = s{gux) G S for all x G M. So, 
[s ,队 ]M C S. Thus, s e {S : M)M. In otherwords, we have S C (S : M)M. 
Thus, (S : M)M = S. 
• 
The proof of the following lemma is straightforward, hence we omit the 
details. 
Lemma 3.3 (a) < M*^ x > = 0 implies x ~ 0， 
(b) < g, M〉二 0 implies g = 0. 
We are now going to prove some fundamental lemmas which wi l l be helpful for 
gett ing the main result in this section. 
Lemma 3.4 (a) For each S C M, S C rM(h{S), 
(b) For each S CM, h(S)(S :M) = 0, 
(c) For each B (rM(B) : M) = r妖B), 
(d) For each B CE, h{BM) 二 h{B). 
Proof. The proof is routine, and we leave them for the reader to verify 
• 
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The following theorem describes the relationship between the set of R-
submodules and the set of annihilators in E. 
Theorem 3.6 (a) If S be an R-submodule of MR, then h{S) = l认S : M), 
(b) IfJ = h(B) with BCE, then J = h{rM{J)), 
(c) Let J = rs(B) with B C E, then JM is an R-submodule of MR and 
J = {JM : M), 
Proof. 
(a) Let a € fe(S)，and r € {S : M ) . Then ar(M) C a(S) = 0. This implies 
(tt = 0. Hence, a e l认S : M ) . On the other hand, i f a G l认S : M ) , then 
we have aS = a(S : M)S = 0 since a(S : M ) = 0. So，/s(5 : M) C 
Therefore, we conclude that l认S) 二 l认S : M ) . 
(b) Since fe(rs(J)} 二 = I S ( B ) = Jr we have 
J = h i f ^ J ) ) 
= k ( M J ) M ) 
=h(T^{J)tM)M) 
二 h(rM(J)) 
Thus, J = /s 
(c) I n v i r tue of Lemma ,3.4, we have r^(B) = ( r M ( B ) : M ) . Also, by Theo-
rem 3.5, we have JM = {rM{B) : M)M = rM[B). Combining these two 
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results, we have 
{JM : M) = (rM(B) : M) 
= r j ^ B ) 
= J 
The theorem is now proved. 
• 
We now introduce some notation. First, we define a pairing 
< _ , _ > : M * x M > R 
by < / , x > = / ( x ) . I f S is an 丑-submodule of Mr, then its annihilators in M^ 
is the submodule S丄 of all / in M^ satisfying / ( s ) — 0 for all s E S. I f T is a 
subset of M ^ , then T 丄 is the set of all x e MR w i th f ( x ) = 0 for all / G T. We 
now make the following definition: 
Definition 3.2 An R-submodule of MR is said to be closed if S丄丄=S. 
The following theorem is used to characterize the class of closed R- submodules. 
Theorem 3.7 Let S be an R-submodule of MR. Then S is closed if and only 
ifS = rM{h(S)). 
Proof. Suppose that S = rM(l^(S)). We need to show that S is closed. Since 
S C S丄丄 holds always, i t suffice to show that S丄丄〔 S . Let B = Then 
BS 二 0. I f CT G 丑，then we define 




Now, BS = 0 implies M*B* C 3丄.Let x 6 S丄丄.Then 0 = < S±,x > . This 
implies that < x >= 0. So, < M * , Bx >= 0. Then, by using Lemma 3.3, 
we get Bx = 0. That is, x G rM(B) = rM(l^(S)) = S. Thus, 5丄丄 C S. 
Now, suppose that S is a closed i?-submodule of MR) that is S丄丄 二 S. 
Let r be an element which is not in ^ ( the case S = M is tr ival). Then there 
exists /i G S丄 such that h(r) + 0, for if < > = 0 then r e S丄丄= S , 
a contradiction. Now, we have 0 • h(r) = 队，从)怠(r). Thus, there is 
Hi G Mr such that ijih{r) • 0. Define 
cr : MR > Mr : x I 、 V i h ( x ) 
Then a = [yi^ /i] G E and a{x) = yih{x) = 0 for all x in S since h is in Thus, 
a G l威S). Similarly, we also have a{r) — yih(r) + 0. This implies that r is 
not in rM(h(S)). Hence, we conclude that rM(k{S)) C S. As S C rM(h(S)) 
always. Thus, the closeness of S implies that S — VM{^(S)). 
• 
Corollary 3.2 If MR contains an unimodular element, then an R-submodule 
S is closed if and only if S = rM(l^(S)). 
Proof. I t is t r iv ia l to see that if MR contains an unimodular element, then MR 
must be a generator. The corollary hence follows immediately by Theorem 3.7. 
• 
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Corollary 3.3 If S is an R-dircct summand of MR, then S is closed. 
Proof. By theorem 3.7, i t suffices to show that rM(lE(S)) C S. Suppsoe that 
M = S ㊉ T . Choose an element a which is not in S. Then we have a 二 s + t 
wi th 0 t G T . Being a direct summand of a projective 丑-module, the R-
module T must be a projective as well. Thus, T has projective bases {ha}aeI, 
and {ta}aeI. Extend ha to M by ha\s = 0. Then t = ZaeFtaha(t) for some 
f inite subset F of I. Define 
『.MR > MR 
by 
aeF 
Then, cr G E w i th a(a) = t ^ 0. Thus, a is not in Hence,5 = 
• 
Corollary 3.4 If S is a closed R_ submodule of MR, then (S : M ) 。 ( 汐 ) ) • 
Proof. By Lemma 3.4, we obtain immediately that = ( r M ( h ( S ) : 
M ) 二（S : M ) . 
• 
Now, define 
C{MR) = {S CM :S = S^1} 
Ac = {JC^:J = h(B),BCE} 
An = {HC^:H = r^(B),BCl：} 
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We now call a projection a bij iection between two part ial ly ordered sets if i t 
preserves the parial orders, a duali ty a bijection between two part ial ly ordered 
sets which inverts the part ia l orders. 
The following theorem is the main result of this section. 
Theorem 3.8 (a) The map $ : Ac > C(M) by ^ \ J \^〜rM(J) and 
屯 : C ( M ) 、Ac by S i〜h(S) determine a duality between C(M) 
and Ac-
(b) The map a : An 、C(M) by H i > HM and f3 : C(M) > An by 
S I——、(S : M) determine a projection between C(M) and An-
Proof. 
(a) We suppose that S is a closed i?-submodule of MR. Then by The-
orem 3.6，we have = l认S : M) which is a left annihilator of 
S in E. Suppose that J is a left annihilator and S = r认 J), Then, 
r^h(S)) — rM(h{J)) = r M [ J ) = S. Thus, by Theorem 3.7, we con-
clude that the submodule S is closed. Moreover, for J G Ac, we have 
J I > r M ( J ) I ~ ^ h{rM{J)) = J 
since J is a left annihilator. We have, for the closed 丑-submodule S of 
MR, 
S ^ h(S) rM(k(S)) 二 S 
Thus, there is a natural bijection between C(M) and AC- I t can be 
easily seen that the part ial order is reversed. So, the map indeed de-
termines a duality. 
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(b) Suppose that the submodule S is a closed, that is, 3丄丄=S. Then, (S : 
M) = r^hiS)), by Corollary 3.4 and (S : M ) is a right annihilator. 
Suppose that iiT is a right annihilator, namely, H = r-^(B) for some 
B Then, we have H = r^(B) = {rM(B) : M ) , by Lemma 2.6 
and the fact HM = (rM(B) : M)M = rM[B). I t remains to show that 
TM{B) is closed. As = rM[B), rM(B) is clearly closed 
by Theorem 3.7. Finally, if = then we have 
H I > HM I^> (HM : M) = (rM(B) : M) = = H 
As S is closed, then by invoking theorem 3.7, we have 
>{S\M)\> (S: M)M = S 
Clearly, the part ia l ordering S is now preserved by the map 少 . W e 
hence conclude that the map determines a bijection which preserves 
the part ia l order. Hence, the mapping is indeed a projection. The 
proof is completed. 
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