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Vorwort
Das Thema der Diplomarbeit wurde gewahlt, als der Autor auf zahlreiche zwei-
felhafte Entscheidungen aufmerksam wurde, die im Rahmen von Infrastruktur-
projekten getroen wurden, und die oft zu Unterbrechungen begonnener Inve-
stitionen, zur Beseitigung erst kurzlich gebauter Objekte, zum Bau umstrittener
Ortsumfahrungen oder zu Anpassungen zu modernisierender Eisenbahnlinien an
den Linienverlauf bestehender Trassen, z. B. auf Sumpfgebieten, fuhrten.
Andere Motivation war die Schaung von fur jeden Projektierer zuganglichen, ef-
zienten und die Trassierungsaufgabe abdeckenden Algorithmen, die sonst meist
in teuren Programmpaketen verborgen sind oder nur Ansatzweise in Fachlite-
ratur behandelt werden. Das Einarbeiten der Algorithmen in kleinen Rechnern
kann insbesondere in den Entwicklungs - und Billiglohnlandern von grotem
Nutzen sein, da die vorgezogenen Infrastrukturprojekte mit teuren Technologi-
en (andere sind entweder nicht gewinntrachtig oder unbekannt) angeboten und
hauptsachlich mit Einsatz von Firmen aus industrialisierten Landern durchge-
fuhrt werden.
Das Thema der Diplomarbeit suggeriert eine beschrankte Anwendung der Op-
timierung nur auf Ortsdurchfahrten. Diese Einschrankung wurde eingefuhrt,
um die Optimierung auf die horizontale Straenlage einzuschranken, was schon
in sich als ein umfangreiches Thema die ublichen Rahmen einer Diplomarbeit
sprengt. Die Optimierung der Straen scheint bis Dato unmoglich zu sein. Die
Argumente beziehen sich auf die Komplexitat und groe Anzahl von Kompo-
nenten, die bei Projektierung der Straenlage zu berucksichtigen sind. Die Opti-
mierung in horizontaler Lage mit Rucksicht auf einzulosende Grundstucke kann
als eine der Planungskomponenten betrachtet werden. Die Optimierung in der
Hohenlage und Kombination der beiden wird es erlauben, allgemein Straen
zu optimieren. Meine Vision ist die Optimierung aller Straen, sodass die Pro-
jektierungszeit eine unwesentliche Komponente im Entstehen eines Projektes
ware. Diese futuristische Idee ruhrt von meinen Erfahrungen als Projekt- und
Bauleiter. Das Mathematikstudium sollte mich dieser Idee naher bringen. Unter-
stutzung in meinen Absichten fand ich bei Prof. Hermann Schichl, der, obwohl
das Thema verhaltnismaig weit von reiner Mathematik entfernt war, seine Zu-
stimmung gab. Er brachte mich auf die Idee, einen Spline fur die Trassenfuhrung
einzusetzen, was die Voraussetzung fur die Optimierung ist. Eine Idee, gegen die
ich mich eigentlich wegen alter Angewohnheiten strauben sollte. Ich musste be-
stehende Vorschriften (notabene seit 70 Jahren fast unverandert) teilweise auer
Acht lassen und auf die Projektierung mit Kreis- und Klothoidschablonen, mit
runden Parametern verzichten. Um die Optimierung zu verwirklichen, war dies
aber notwendig. Ich bedanke mich an dieser Stelle fur Prof. Schichls jahrelange
Fuhrung und Unterstutzung (selbst in der Zeit, in der ich vom Studium beur-
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laubt war). Mein Dank gilt vielen Kollegen, die sich fur die Optimierung begei-
stern, insbesondere Kevin Koer und Richard Velke, die sich dankenswerterweise
bei der Konstruktion schwieriger Algorithmen stark beteiligt haben. Auch vielen
Mitarbeitern der Fakultat ist zu verdanken, dass diese Diplomarbeit erfolgreich
abgeschlssen wurde. Dazu gehoren u.a. Andreas Nemeth, Ferenz Domes, die zu
jeder Zeit sehr hilfsbereit waren. Schlielich gebuhrt Dank meinem Sohn Phil-
ipp, der als vorzuglicher Maturant mir beim Beheben vieler sprachlicher Fehler
mitgeholfen hat.
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Kapitel 1
Einleitung
1.1 Zweck und Methode der Optimierung
Wenn man die Entwicklung in der Straen- und Eisenbahnbauprojektierung,
welche sich seit den sechziger Jahren des vergangenen Jahrhunderts vollzogen
hat, verfolgt, kann man die Prognose wagen, dass es schon bald reichen wird, die
Anfangs- und Endpunkte einer Trasse einzulesen, die Projektierungsgeschwin-
digkeit und das Regelprol festzulegen, sowie den Lage- und Hohenplan einzule-
sen, um mit Druck der Entertaste ein fertiges optimales Projekt zu bekommen.
Allein der Gedanke scheint aber zunachst nicht durchfuhrbare Phantasie zu sein,
wenn man sich der Komplexitat der Projektierung bewusst wird. Diese ergibt
sich aus dem Zwang der Berucksichtigung vieler Faktoren, unter anderem der
Interessen der begutachtenden Behorden und der technischen Projektierungsbe-
dingungen, wie Normen und Projektierungsrichtlinien, die sich nicht selten in
betroenen Landern bzw. Bundeslandern wesentlich unterscheiden.
Die Optimalitat eines Projektes, und damit die Optimalitat einer Trassenfuh-
rung, wird durch Projektleiter, Straenbenutzer, Umweltschutzbehorden oder
Anrainer jeweils anders interpretiert. Das Erreichen eines, alle Beteiligten zu-
friedenstellenden Kompromisses, fuhrt zur Wahl und Realisierung einer Pro-
jektvariante, die als optimale Variante gilt. Das grundlegende Wahlkriterium
ist meist der Investitionspreis. Ein Nachteil eines solchen Auswahlverfahrens ist
die Nichtberucksichtigung der theoretisch existierenden billigsten Variante. Die
zur Wahl stehenden, trassierungsmassig sehr ahnlichen Varianten, unterschei-
den sich auch kaum in den Kosten, und selbst die global billigste Variante liegt
innerhalb der Grenzen der
"
unvorhergesehenen Kosten\, die als ca. 15% des
Gesamtpreises angenommen werden.
Ein Kostenfaktor beim Bau einer Eisenbahnlinie oder Strae ist oft die Ein-
losung von Grundstucken, die zum Bau benotigt werden. Hier kann ein anderer
Straenverlauf durchaus zu einer signikanten Anderung der Kosten fuhren. Die
Bearbeitung vieler Varianten zum Herausnden der global billigsten ist okono-
misch unbegrundet, wenn die einzulosenden Grundpreise fur den Straenstreifen
niedrig sind oder sich kaum unterscheiden. Ein anderer Fall liegt vor, wenn hohe
Grundstuckspreise, die sich auch stark unterscheiden, zu berucksichtigen sind,
was insbesondere fur Siedlungs- und Umweltschutzgebiete gilt. Aufgrund der
dynamischen Preisentwicklung konzentriert sich die Aufmerksamkeit der Pro-
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jektanten immer mehr auf die Suche nach Varianten mit den schmalstmogli-
chen Straenstreifen. Sinnvoll ware hier die Bearbeitung nicht von zwei oder
drei Varianten, sondern einer wesentlich groeren Anzahl. Obwohl dies auf dem
gegenwartigen Stand der Softwaretechnik moglich und auch relativ billig auszu-
fuhren ware, ware das Auswahlverfahren dadurch nicht wirklich erleichtert und
die Wahlentscheidung bliebe oft politischer Natur und technisch unbegrundet.
In dieser Arbeit zeige ich, dass man schon heute unter der Annahme ei-
ner konstanten Breite des Straenstreifens mit mathematischen Methoden eine
optimale Trassenfuhrung festlegen und damit einen Beitrag dazu leisten kann,
die Arbeit des Projektanten auf Bearbeitung einer Variante - der okonomisch
gunstigsten - zu begrenzen.
Bereits seit Beginn der 70er Jahre des vergangenen Jahrhunderts stellte die
Bearbeitung mehrerer Varianten eines Projekts kein Schlusselproblem dar, da
zu dieser Zeit auf dem Markt die ersten Rechner und Kleincomputer erschie-
nen waren. In den osterreichischen Ingenieurburos mit wenig Personal wurden
sofort Programme fur lage- und hohenmaige Trassenberechnungen eingefuhrt.
Qualitativ auf einer Stufe mit der Software, die in auslandischen Groburos
bereits einige Zeit verwendet wurde, wurden diese zum Werkzeug jedes Pro-
jektanten und ermoglichten es, den oft muhsamen Gebrauch von Tafelwerken
fur die Koordinatenberechnung (im deutschsprachigen Raum - Tafelwerk von
Kasper, Schurba, Lorenz [4]) zu eliminieren. Leider wurde der Einuss der Gr-
undeinlosung auf die Investitionskosten in diesen Programmen nicht berucksich-
tigt und der Einbau passender Algorithmen in die zugehorigen Komponenten
verabsaumt. Noch langer gehorten Planimeter zur Buroausrustung, und auch
jetzt { nachdem in den Ingenieurburos das Zeitalter leistungsfahiger Software
wie Auto-CAD [2] begonnen hatte { stellte ein Grundeinlosungsplan ein groes
Problem dar. In den Softwarepaketen fur Auto-CAD ist nur eine Berechnung der
durch die Strae beanspruchten Gesamtache moglich. Eine Ausfuhrung eines
detaillierten Verzeichnisses mit Angabe der Eigentumer und der Preise der ein-
zulosenden Flache { wie sie in Tafel 1.1 dargestellt ist { ist nur mit groem zeit-
lichen Aufwand durchfuhrbar. Die Schatzung der Gesamtkosten eines Projekts
aufgrund der Gesamtache birgt aufgrund sich eventuell stark unterscheidender
Grundstuckspreise die Gefahr beachtlicher Fehler in sich.
Die 90 er Jahre brachten einen groen Fortschritt in der graschen Bear-
beitung der Projekte. Dank Auto-LISP [2] (List Processing Language) und der
erganzenden Programmiersprache DCL[2] (Dialog Control Language) werden
die Programme seither stets vervollkommnet, und gegenwartig nimmt die Be-
arbeitung eines Trassierungsprojektes auf der Lange einiger Kilometer so viel
Zeit in Anspruch wie die Dauer einer Projektvorstellung { etwa eineinhalb Stun-
den. Mit Hilfe der eingebauten dreidimensionalen Visualisierung lassen sich z. B.
Aussehen und Bremswege ausgezeichnet begutachten. Neu hinzukommende Al-
gorithmen basieren auf denen der 70er Jahre und erben deren Unvollkommen-
heiten. So werden weiterhin viele Losungen durch rechenaufwandiges Probieren
und nicht mit Hilfe mathematischer Methoden gefunden. Zwar fallt die groe
Menge an notwendigen Rechenoperationen durch die immer hohere Verarbei-
tungsgeschwindigkeit neuer Rechner weniger ins Gewicht, aber mittels mathe-
matischer Methoden lieen sich oft wesentlich elegantere Losungen nden. Das
Fehlen des Interesses an mathematischen Methoden der Optimierung in der Zeit
des Entstehens der ersten Programme ist auf folgendes zuruckzufuhren:
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 unzureichende Entwicklung der numerischen Mathematik im Bereich In-
terpolation und globale Optimierung,
 Nichtwahrnehmen der Entwicklungsdynamik bei Grund- und okologischen
Kosten,
 Nichtwahrnehmen des Einusses der Grundkosten auf die Investitionsko-
sten.
Diese Diplomarbeit behandelt nur die Trassenoptimierung in der Ebene. Ein
solcher Fall tritt meistens beim Planen von Ortsdurchfahrten und in achen
Gebieten auf. Die Kostenoptimierung in schwierigerem Gelande erfordert auch
die Berucksichtigung der Trassenlangsschnitte, bei der die zu optimierende Ziel-
funktion dann auch die Nivelettenlage berucksichtigen muss.
Es gibt umgekehrt auch Optimierungsfalle, fur die die horizontale Trassen-
lage unerheblich ist und unberucksichtigt bleiben kann. Die Optimierung einer
horizontal bereits festgelegten Trasse ausschlielich in der Hohenlage ist ein we-
sentlich einfacher zu losendes Problem. Erste Versuche einer automatischen Ho-
henlageoptimierung wurden bereits im Zusammenhang mit der Reparatur des
Oberbaues einer bestehenden asphaltierten Strae unternommen. Das Verfahren
besteht auf dem Aunden des kleinsten Bitumenverbrauches durch einen Ver-
gleich von mehreren Nivelettenlagen. Schon mit diesem einfachen Ansatz erwie-
sen sich die Einsparungen an kostspieligem Bitumen als wesentlich groer als der
Projektierungsaufwand. Bei Anwendung einer mathematischen Optimierungs-
weise zum Aunden des globalen Minimums der Kosten waren bei gleichzeitig
kleinerem Projektierungsaufwand naturlich die Moglichkeit zur Einsparung we-
sentlich groer. In ahnlicher Weise kann man erwarten, dass die horizontale
Trassenoptimierung mit mathematischen Methoden auch groe Einsparungen
bringt und vor allem zu einem Werkzeug wird, das die Investitionsentscheidung
bei Modernisierung und Bau von Straen und Eisenbahnlinien erleichtert und
beschleunigt.
Die Grundstuckspreise bestimmen die Straenlage und umgekehrt; die Stra-
enlage bestimmt die Projektkosten. Fur bebautes Gebiet sind das die Preise
der Baugrunde oder die Preise je Quadratmeter, die nach Berucksichtigung der
Objektwerte abgetragen werden mussen. Auf unbebauten Gebieten lasst sich
der Trassenverlauf mit Hilfe von Ersatzpreisen bestimmen. Fur den Einheits-
preis einer Wasserache nimmt man den Preis je Quadratmeter der Brucken-
konstruktion, auf Sumpfgebieten den Preis je Quadratmeter der Strae oder des
Eisenbahnoberbaues nach Berucksichtigung des Austausches des Unterbaubo-
dens, auf Wustengebieten den Preis je Quadratmeter, der sich aus der Lieferung
des Wassers fur die Dammverdichtung ergibt. Favorisieren wir irgendein Gebiet
fur den Trassenverlauf, dann setzen wir den Einheitspreis auf einen Wert nahe
0e/m2. Die zu optimierende Trasse wird einem unter Naturschutz stehenden
Gebiet ausweichen, wenn der zugehorige Preis als nahezu unendlich hoch ange-
setzt wird.
Trassenoptimierung erfordert das Herausnden einer Abhangigkeit zwischen den
Trassenparametern und der von ihr beanspruchten Flache. Um diese Abhangig-
keit einzusehen, kann man sich eines ktiven Katasterplans und einer ktiven
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Abbildung 1.1: Katasterplan mit Trassenstreifen
Trasse, wie sie in Abbildung 1.1 dargestellt ist, bedienen. Der Straenanfang
liegt in diesem Beispiel bei Punkt A1 und das Straenende bei Punkt A4. Bei
Ersetzen der Parameter der ktiven Trasse durch unbestimmte Variablen erhal-
ten wir eine Zielfunktion. Die Optimierung dieser Zielfunktion erlaubt solche
Trassenparameter zu nden, bei denen der Gesamtpreis, der von der Strae mit
zuvor beliebig festgelegter Breite B beanspruchten Flache am kleinsten ausfallt.
Die untenstehende Tabelle 1.1 listet das Resultat des betrachteten Falles aus
Abbildung 1.1 auf.
Nach Summieren der Preise fur alle Grundstuckache erhalt man
den Gesamtpreis=34376.30e.
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Tabelle 1.1: Kosten der eingelosten Grundstucke nach Abbildung 1
G-Nr 11 14 15 17 18
Preis 1631.2 6662.8 5632.6 1643.3 3607.2
G-Nr 19 20 21 22 23
Preis 6162.1 1630.2 925.8 4105.1 2376.0
G-Nr: Nummer des Grundstucks
Preis: Kosten der eingelosten Grundstucksache
Die Trasse wird durch einen Spline beschrieben, der aus einzelnen Splineseg-
menten besteht.
Die Aufgaben, die sich im Bereich der Optimierung des Trassenverlaufs stellen,
sind:
 Berechnung der Trassenachse
{ fur ein einzelnes Splinesegment,
{ fur die ganze Trasse,
 erganzende Berechnungen,
 Erfassen der Randbedingungen,
 Triangulation und Festlegung der Lage der Grundstuckseckpunkte bezug-
lich der Trasse,
{ Approximieren der Splinesegmente durch Kreisbogen,
{ Mittelpunktberechnung fur die approximierenden Kreisbogen,
{ Festlegung der Lage der Grundstuckseckpunkte bezuglich der Trasse,
 Berechnung der Zielfunktion und Modellierung der Nebenbedingungen,
 Berechnung des Optimums der Zielfunktion.
Das wichtigste Kapitel ist das Kapitel zwei. In diesem werden die Berechnun-
gen der Trassenachse und Parallelkurven ausgefuhrt. Es wird eine Formel her-
geleitet, mit deren Hilfe Koordinaten an jeder Stelle eines Splinesegments, in
Abhangigkeit von der Parametergroe, berechnet werden konnen. Desweiteren
wird ein Algorithmus konstruiert, mit dessen Hilfe die ganze Trasse koordina-
tenmaig erfasst werden kann. Die erganzenden Berechnungen beschranken sich
auf einen Algorithmus, der fur die Berechnung von Schnittpunkten gebraucht
wird. Das Kapitel drei befasst sich mit der Konstruktion eines Lageplans, auf
dem die durch den Trassenverlauf betroenen Parzellen eingetragen werden. Die
bautechnischen Unterlagen, beinhalten vorschriftmaige Angaben, die als cons-
traints bei Optimierung zu berucksichen sind. Im Kapitel vier wird die Lage
der Parzellen bezuglich der Trasse deniert. Zu diesem Zweck wird ein Spline-
segment durch einen approximierenden Kreis ersetzt. Die Grundstucke werden
trianguliert und der Typ jedes Dreiecks in Abhangigkeit von seiner Lage fest-
gelegt. Im Kapitel funf wird ein Algorithmus erstellt, der Flacheninhalte und
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Preise der beanspruchten Grundstucke berechnet. Zunachst geschieht dies durch
die Anwendung einer Approximationsmethode. In dessen Folge wird eine exakte
Methode behandelt. Diese erlaubt die Konstruktion der Zielfunktionen in ver-
schiedensten Parameterkonstellationen. Im Kapitel sechs werden Algorithmen
gezeigt, die in der Praxis am haugsten gebraucht werden. An gegebenen Bei-
spielen wird erlautert, wie leicht diese fur Projektierer, auf Basis eines Splines,
konstruierbar sind. Kapitel sieben beinhaltet Optimierungsalgorithmen. Zu gu-
ter letzt beinhaltet Kapitel acht die Formel fur die Berechnung der dreieckigen
Flacheninhalte, auf Basis der angefuhrten Skizzen.
13
Kapitel 2
Berechnung der
Trassenachse und der
Parallelkurven
2.1 Trasse als klothoidischer Spline
Die einfachste Dierentialgleichung fur die in einer Flache liegenden Kurve ist
00 = 0, wobei  eine Krummung bedeutet. Es gilt  = 1=R, wobei R der Radius
des Schmiegekreises an der Stelle ist, wo die Krummung berechnet wird. Falls
wir es mit einer nach Bogenlange parametrisierten Kurve zu tun haben (eng-
lisch: arc length parametrization), dann wird diese Gleichung durch eine Gerade
ebenso wie durch einen Kreisbogen und eine Klothoide erfullt.
Die Klothoide ist eine Kurve, die in Straen- und Eisenbahnprojektierung als
ein Ubergangsbogen zwischen einer Geraden und einem Kreisbogen eingeschal-
tet wird. Sie ist ein kurzes Stuck der Kurve, die in Mathematik als cornu spi-
rale bekannt ist. Sie hat die Eigenschaft, dass die Krummung stetig ist und
linear auf ihrer Lange verlauft. Dadurch werden vollstandig ruckartige seitliche
Beschleunigungswechsel fur Fahrgaste vermieden.
Die traditionell verwendeten Formeln fur Klothoiden sind wie folgt:
A2 = R  L und  = L
2R
(siehe[4; 1])
oder
A2 =
a

;  =
a
2
 (2.1)
A: Klothoidenparameter
R: Kreisbogenradius
L: die gesamte Klothoidenlange in bisherigen Bezeichnungen
 : Wendewinkel im Punkt (xl; yl)
a: die Gesamtklothoidenlange als neuer Klothoidenparameter
Eine stetige Kurve, die stuckweise aus solchen Elementen zusammengesetzt ist,
heit klothoidischer Spline.
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Splines nden in vielen technischen Bereichen eine zunehmende Anwendung. Es
gab sogar Vorschlage, den kubischen Spline bei Trassenfuhrungen anzuwenden.
Ein kubisches Monom, als ein Splinesegment verstanden, schien am geeignesten
zu sein, in Bezug auf gleichformige Zunahme der zentrifugalen Beschleunigun-
gen, was mit Fahrkomfort fur Verkehrsteilnehmer gleichzusetzen ist. Allerdings
wird diese Annahme nur durch einen speziellen Fall der kubischen Parabel er-
fullt, namlich durch ein klothoidisches Splinesegment. Bei Eisenbahnlinien wur-
de seit langem die kubische Parabel verwendet, allerdings nur fur kurze Uber-
gangsbogen zwischen Geraden und Kreisbogen, nach der Formel y = x
3
6A2: Diese
Formel entspricht prinzipiell dem ersten Term in der Formel 2.2. Der Unterschied
besteht darin, dass die Lange l durch die Abszisse x ersetzt wird. Bei kurzen Lan-
gen der Ubergangsbogen und fur geringe Geschwindigkeiten ist die Abweichung
von der Klothoidalen Form vernachlassigbar. Fur Hochgeschwindigkeitsstrecken
hat sich die Klothoide (Eilinie) sowohl als Ubergangsbogen als auch das Tras-
sierungselement fur die Verbindung von in Bogen gelegenen Gleisen seit den
70er Jahren bereits etabliert. Trotz zahlreicher Versuche ist es bis dato nicht
gelungen, einen in der Projektierungspraxis verwertbaren klothoidischen Spline
zu bekommen. Ahnlich wie bei CAD-Programmen sollte es moglich sein, durch
Anklicken der Punkte auf einem Lageplan eine verkehrstaugliche Kurve zu erhal-
ten. Die CAD-Programme basieren auf der Konstruktion von B-Splines. Auer
dem Zugang zu den B-Splines durch die Faltung und Fourier-Transformation
hat sich der folgende Zugang am meisten etabliert.
Sei t = (t0; :::tm) eine endliche Folge reeller Zahlen (Knoten genannt, tj  tj+1
erfullen mogen fur alle j). Fur x 2 R denieren wir die Funktionen Bi;k;t; (i =
0; :::;m  k   1) rekursiv wie folgt:
Bi;0;t(x) =

1 ti  x < ti+1
0 sonst
Bi;k;t = !i;k(x)Bi;k 1(x) + (1  !i+1;k 1(x))Bi+1;k 1(x);
!i;j(x) =
 x ti
ti+j ti wenn ti < ti+j
0 sonst.
Fur Details siehe [11]
Diese Funktionen werden B-Spline-Basisfunktionen genannt.
Fur die Vereinfachung der Berechnungen der orthogonalen Koordinaten ist es
sinnvoll, eine Formel zu nden, die alle genannten Elemente berucksichtigt. Im
Laufe der Arbeit stellte sich heraus, dass man in einer solchen Formel den Radius
R zweckmaigerweise durch eine Krummung  und den sogenannten Klothoi-
denparameter A durch die Klothoidenlange a ersetzt. Die Bezeichnungen sind
der Abbildung 2.1 zu entnehmen. Durch die Losung der Gleichung (2.1) nach
einer der Unbekannten und unter Anwendung einfacher geometrischer Abhan-
gigkeiten erhalten wir alle Groen, die fur die Dimensionierung der Klothoide
von Bedeutung sind. Das trit auch auf Klothoidenvarianten wie Eilinien (eng-
lisch: O-line), Wendelinien (englisch: S-line) und deren verschiedene Kombina-
tionen zu. Eine Eilinie wird als ein Teilstuck einer Klothoide deniert. Damit
sind beide Krummungen am Anfang und am Ende einer Eilinie gleichsinnig,
verschieden und ungleich 0: Eine Wendelinie wird als eine Zusammensetzung
zweier in entgegengesetzte Richtung gerichteten Klothoiden mit einem Wende-
punkt an der Stelle, wo die Krummung 0 betragt. Der Begrief einer Eilinie lat
sich auf Kreisbogen und eine Gerade erweitern. Damit wird z.B. eine Gerade
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als eine Eilinie betrachtet, bei der die Krummungen am Anfangs-und Endpunkt
0 sind. Die Kurve, die aus so denierten Eilinien oder Parallelkurven an Eili-
nien besteht wird ebenfalls als klothoidischer Spline bezeichnet. Allerdings bei
klothoidischem Spline, der aus Parallelkurven besteht wird es die Linearitat der
Krummung entlang der Kurvenlange nicht geben. Eine solche Betrachtenweise
eines klothoidischen Splines wird es erlauben einen die Ganze Trasse umfassen-
den Algorithmus fur ihre Berechnung zu konstruieren und folglich eine Optimie-
rung durchzufuhren. Die entsprechenden bis jetzt verwendeten Formeln fur die
Berechnung der Koordinaten (xl; yl) einer Klothoide im Grundkoordinatensy-
stem [3] schauen folgendermaen aus:
Abbildung 2.1: Eine echte Klothoide in einem Hauptkoordinatensystem
yl =
l3
6 a
  l
7
336( a )
3
+
l11
42240( a )
5
  : : : (2.2)
xl = l   l
5
40( a )
2
+
l9
3456( a )
4
  : : : (2.3)
mit folgenden Bezeichnungen:
xl: Abszisse in einem Punkt der Klothoide, der in einer Entfernung l vom
Nullpunkt liegt
yl: Ordinate in einem Punkt der Klothoide, der in einer Entfernung l vom
Nullpunkt liegt. Die Entfernung l bezieht sich auf die entlang der Klothoide
gemessene Lange.
Der Vorteil in der Verwendung der Krummung anstatt des Radius besteht dar-
in, dass man alle Splinesegmente als Vektoren mit drei Komponenten, also in
der Form (1; a; 2), beschreiben kann. Hierbei steht 1 fur die Krummung in
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dem Segmentanfangspunkt, a fur die Gesamtlange des Segments und 2 fur
die Krummung in dem Endpunkt des Segments. Es wird vorausgesetzt, dass
die Krummung stetig ist, d.h. dass die Krummung am Anfang eines Segments
mit der auf dem Ende des vorausgehenden Segments ubereinstimmt. In unse-
rem Beispiel aus Abbildung 1.1 wird ein geradliniges Splinesegment mit dem
Segmentanfangspunkt A1 und Endpunkt des Segments A2 und einer Lange von
20m durch den Vektor (0; 20; 0) beschrieben, die anschlieende Klothoide (A2-
A3) mit den ursprunglichen Parametern A = 30 und Radius R = 50m am
folgenden Kreisbogensegmentanfang durch den Vektor (0; 18; 0:02). Das Kreis-
bogensegment selbst mit einer Lange von a = 25m wird durch den Vektor
(0:02; 25; 0:02) beschrieben. Dabei steht 0 fur die Krummung am Anfang und
Ende des Geraden Segments 1 = 2 = 1=R = 1=1 = 0, 0.02 steht fur die
Krummung am Ende der Klothoide und am Anfang und am Ende des Kreis-
bogensegments 3 = 1=50 = 0:02. Es liegt auf der Hand, dass unendlich groe
Radien sich in Algorithmen nicht sinnvoll verarbeiten lassen, wahrend die An-
gabe einer Krummung durchaus Sinn ergibt. Bevor wir eine Trasse denieren,
mussen wir ihre Bestandteile denieren. Am vernunftigsten erscheint es, eine
Trasse als eine Menge aufeinanderfolgender Eilinien zu begreifen. Die Klothoide
ist dann ein Spezialfall einer Eilinie mit Anfangskrummung 1 = 0. und End-
krummung 2 = 1=R2. Die geradlinigen Segmenten waren Eilinien, bei denen
die Anfangs- und Endkrummung 1 = 2 = 0 betragen wurden.
Wir bleiben vorlaug bei der formalen Bezeichnung des Klothoidensegments
und bestimmen ihre orthogonalen Koordinaten vorlaug auf sehr allgemeine
Weise:
1(t) =
Z t
0
sin(0s+ s
2) ds; (2.4)
2(t) =
Z t
0
cos(0s+ s
2) ds; (2.5)
mit folgenden Festlegungen:
0 = 0;  6= 0: Segment ist eine Klothoide im traditionellen Sinne;
0 6= 0;  = 0: Segment ist ein Kreisbogen;
0 = 0;  = 0: Segment ist ein gerader Abschnitt;
0 6= 0;  6= 0: Segment ist eine Eilinie.
Nach Berucksichtigung der Koordinatentransformation durch Drehung und Ver-
schiebung sind die Formeln fur die orthogonalen Koordinaten in einem beliebigen
Koordinatensystem wie folgt gegeben:
x1(t) =   1(t) +   2(t) + C1 (2.6)
x2(t) =   1(t)    2(t) + C2 (2.7)
wobei  = a sin';  = a cos'; 2 + 2 = a2, und ' den Drehungswinkel
des Koordinatensystems angeben. C1 und C2 sind die Verschiebungswerte. Bei
Berucksichtigung der letzteren Denitionen in den Formeln (2.6) und (2.7)
x1(t) = a sin'  1(t) + a cos'  2(t) + C1;
x2(t) = a cos'  1(t)  a sin'  2(t) + C2;
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und durch Einsetzen der Werte von 1(t); 2(t) aus (2.4) und (2.5) erhalten wir:
x1(t) = a
Z t
0
sin(0s+ s
2) sin'+ cos(0s+ s
2) cos'ds+ C1
x2(t) = a
Z t
0
sin(0s+ s
2) cos'  cos(0s+ s2) sin'ds+ C2:
Unter Berucksichtigung der Formeln
cos(u v) = cosu cos v  sinu sin v; sin(u v) = sinu cos v  cosu sin v
ergibt sich:
x1(t) = a
Z t
0
cos(0s+ s
2   ') ds+ C1;
x2(t) = a
Z t
0
sin(0s+ s
2   ') ds+ C2:
Durch die Substitution der Variablen s durch y in der Form s = ty erhalten wir
die Integrationgrenzen [0; 1], und die Gleichungen nehmen die folgende Gestalt
an:
x1(t) = at
Z 1
0
cos(k(t)y + g(t)y2   ') dy + C1;
x2(t) = at
Z 1
0
  sin(k(t)y + g(t)y2   ') dy + C2;
wobei
k(t) = 0t; g(t) = t
2:
Fur zwei Knotenpunkte xi; xi+1; setzen wir xi = xi+1   xi und erhalten:
xi;1 = at
Z 1
0
cos(k(t)y + g(t)y2   ') dy + C1; (2.8)
xi;2 = at
Z 1
0
  sin(k(t)y + g(t)y2   ') dy + C2; (2.9)
k(t) = 0t; g(t) = t
2: (2.10)
Falls der Punkt xi = (x1;i; x2;i) am Segmentanfang liegt, so denieren die oben
genannten Formeln die absoluten Koordinaten xi+1 = (x1;i+1; x2;i+1) nach Ad-
dieren der Koordinaten des Segmentanfangs. Wie sich spater zeigt, mussen die
Tangentialvektoren T (t) und die Krummung (t) in einem beliebigen Punkt im
Intervall t 2 [0; 1] und insbesondere im Segmentanfang T (0) und (0) fur t = 0
bekannt sein. Die Komponenten des Tangentialvektors an eine Kurve sind durch
deren erste Ableitung _x bestimmt. Zur Berechnung der Krummung werden wir
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die zweite Ableitung der Kurve x benotigen.
_x1(t) = a cos(0t+ t
2   ');
_x2(t) = a sin(0t+ t
2   ');
k _x(t)k = a;
T (0) = (cos';  sin')T ;
T (t) =
 
cos(0t+ t
2   '); sin(0t+ t2   ')
T
;
T (t) = (cos(k(t) + g(t)  '); sin(k(t) + g(t)  '))T ;
x = a(0 + 2t)(  sin(0t+ t2   '); cos(0t+ t2   '))T ;
Durch Anwendung bekannter Formeln aus der Dierentialgeometrie [10] fur bo-
genlangenparametrisierte Kurven und nach entsprechenden Umformungen er-
halten wir als Endresultat:
(t) =
0 + 2t
a
=
k + 2g
at
; (2.11)
(0) =
0
a
=
k
at
; (t) =
k
at
+
2g
at
:
Jedes Splinesegment ist auf dem Intervall [0; 1] parametrisiert.
Bei Kenntnis der Kurvenradien R1 und R2 am Anfang und Ende eines Segments,
konnen wir mit Hilfe dieser Formeln 0 und  bestimmen:
0 =
1
R1
a; (2.12)
 =
a
2

1
R2
  1
R1

: (2.13)
Um die orthogonalen Koordinaten in einem Segment zu errechnen, muss
man die Integrale (2.8) und (2.9) berechnen und die so erhaltenen Resultate zu
den Koordinaten des Segmentanfangs addieren. Die Berechnungen wurden mit
Hilfe von Mathematica [6], einem Programmpaket fur symbolische Mathema-
tik, ausgefuhrt und dann in die Programmiersprache Matlab [5] ubertragen. Im
letzteren wurden dann alle Algorithmen fur die Optimierung implementiert.
Die Integralberechnungen erfolgten naherungsweise mit demGauschen Ver-
fahren mit acht Punkten [1]. Wollen wir die Parallelkurven im Abstand B=2 zur
Achse errechnen, so mussen wir die Koordinaten der Achse um einen Breitenfak-
tor des Straenstreifens verandern. Ein wesentlicher Vorteil der neuen Methode
ist die Leichtigkeit, mit der solche Parallelkurven berechnet werden konnen.
Das ist besonders fur die Ingenieurpraxis wichtig: In diesem Zusammenhang ist
besonders die so erheblich erleichterte Absteckung in unzuganglichem Gelan-
de oder die Moglichkeit der Vermeidung von Nivelettensprunge bei Knotenan-
schlusstellen zu erwahnen. Die Parallellinie kann stationiert werden und somit
als gleichberechtigte Trassenachse dienen. Die Berechnungen der Hauptpunkte
und gewunschten Hilfspunkte erfolgen automatisch. Diese Vorteile werden unter
anderem dadurch erzielt, dass die Parametrisierung durch die Bogenlange voll-
zogen wurde. Eine Berechnung der Parallelkurve oder des Breitenfaktors geht
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von folgender Uberlegung aus: Die Punkte der Parallelkurve liegen auf einem
zur Achse orthogonalen Vektor, d. h. orthogonal zum Tangentialvektor. Dieser
orthogonale Vektor hat die Form:
_x(t)? =
  a sin(0t+ t2   c); a cos(0t+ t2   c) :
Die Lange dieses Vektors ist seine Norm k _x(t)?k = a. Die von der Achse um
B/2 entfernten Punkte sind durch folgenden Vektor deniert:  B=2 sin(0t+ t2   c); B=2 cos(0t+ t2   c) :
Durch Addieren des Vektors zu den bereits errechneten Koordinaten x(t) =
(x1(t); x2(t)) erhalten wir die Formel fur die Ermittlung der Koordinatenzu-
nahme in einer Entfernung at vom Segmentanfang. Die absoluten Koordinaten
sind also die Summe der errechneten relativen Koordinaten und deren des Seg-
mentsanfangs. Dieser ist aber der Endpunkt des vorangegangenen Segments,
dessen Koordinaten im fruheren Schritt mit t = 1 errechnet wurden. Legt man
den Trassenanfang auf den Punkt A1 uber die Koordinaten (x1; x2) und den
Winkel c1 fest, so konnen wir die Koordinaten des Punktes durch Einsetzen in
die Formel mit t = 1 und den bekannten Werten fur k und g errechnen. Die
Ermittlung des Punktes A3 erfordert die Kenntnis des Winkels im Punkt A2:
Den Wendewinkel der Kurve in der Entfernung at vom Segmentanfang ermitteln
wir als die erste Ableitung der Koordinatenformel der Kurve. Die Formeln der
dierenzierten Koordinaten sind im Algorithmus 2 Klothjacobi.m dargestellt.
Die Gausche Integration ist eine interpolatorische Quadraturformel. Sie hat
folgende Gestalt: Z 1
 1
f(t)dt 
nX
i=1
wif(ti);
wo ti einen Stutzpunkt und wi das zugehorige Gewicht bezeichnet. Bei n Stutz-
punkten ist der Genauigkeitsgrad 2n  1: Man kann bei der Wahl einer Anzahl
von n Stutzpunkten eine Genauigkeit erreichen, wie sie in anderen Methoden,
z.B. Newton-Cotes [1] erst mit der doppelten Zahl von Stutzpunkten erreicht
wird, wodurch sich der Aufwand zur Berechnung halbiert. Es erwies sich die
Achtpunktemethode bei der bei Absteckungen ublichen Genauigkeitsanforde-
rungen von  1mm als die ezienteste. Die Transformation der Variable y im
Tabelle 2.1: Gausche Methode, acht Punkte
si 0.18343464 0.52553241 0.79666648 0.96028986
wi 0.36268378 0.31370665 0.22238103 0.10122854
Intervall [ a; b ] = [ 0; 1 ] auf die Variable t im Intervall [ 1; 1 ] erfolgt linear:
y = c+mt; wobei c = 12 (b+ a) und m =
1
2 (b  a)) c = 12 ; m = 12 :
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Die Integrationsgrenzen andern sich wie folgt:
falls t =  1) y = 0;
und falls t = 1) y = 1;
dy = mds = 12ds;
I =
Z b
a
f(y) dy =
Z 1
 1
1
2f(
1
2 +
1
2s) ds  12
8X
i=1
wif(
1
2 +
1
2si):
Die Funktion f(y) setzt sich aus Termen zusammen, die die Variablen k , g und
t beinhalten. Daher treten sie an der rechten Seite der untenstehenden Formeln
auf. Mit Gauscher Naherung nimmt (2.8) die folgende Gestalt an:
at
Z 1
0
cos(k(t)y + g(t)y2   c) dy = 1
2
at
Z 1
 1
cos

0t(
1
2 +
1
2s) + t
2( 12 +
1
2s)
2   c ds
 1
2
at
(
4X
i=1
wi cos
"
0t

1 + si
2

+ t2

1 + si
2
2
  c
#)
;
(2.8a)
und die Formel (2.9) wird approximativ:
at
Z 1
0
sin(k(t)y + g(t)y2   c)dy = 1
2
at
Z 1
 1
sin

0t(
1
2 +
1
2s) + t
2( 12 +
1
2s)
2   c ds
 1
2
at
(
4X
i=1
wi sin
"
0t

1 + si
2

+ t2

1 + si
2
2
  c
#)
:
(2.9a)
2.2 Berechnungen eines Splinesegmentes
Nach dem Einsetzen der Werte aus Tabelle 2.1 in die Formeln (2.8a) und (2.9a),
und dem Umordnen, erhalten wir fur die Berechnung der orthogonalen Koordi-
naten, folgenden Algorithmus Klothfunktion.m:
function K=Klothfunktion(t,B,k,g,c,a);
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Klothfunktion.m
Algorithmus 1: Klothfunktion.m
Die Ableitungen nach t werden mit folgendem Algorithmus erhalten:
function KJ=Klothjacobi(t,B,k,g,c,a);
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Klothjacobi.m
Algorithmus 2: Klothjacobi.m
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Beispiele von berechneten Splinesegmenten mit Angabe der Vorzeichenregel
in einem beliebig gewahlten Koordinatensystem sind in Abbildung 2.2 darge-
stellt.
Abbildung 2.2: Klothoide und Kreisbogen in einem Koordinatensystem (mit
Vorzeichenregel)
Die Koordinaten fur Splinesegmente und Parallelkurven wurden mit Algorith-
mus 3 Klothkoordinaten.m in Matlab [5] berechnet und diese Daten dann zur
graschen Darstellung in Auto-CAD [2] verwendet.
function A2=Klothkoordinaten(t,B,k,g,c,a)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Klothkoordinaten.m
Algorithmus 3: Klothkoordinaten.m
Mit Hilfe des folgenden Algorithmus 4 Klothkoordinaten_Test.m kann der
Algorithmus 3 Klothkoordinaten.m getestet werden.
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A2=Klothkoordinaten(t,B,k,g,c,a)
A1=[0;0]; B=20; R1=inf; R2=55; c=1.0571; t=0.5; a=157.2818;
Algorithmus 4: Klothkoordinaten Test.m
Als das Resultat erhalten wir: x1 = 39:8005; x2 = 70:7091; c = 0:6996:
2.3 Berechnungen der Splines
Die Kenntnis der beiden Koordinaten A0 des Punktes, am Anfand des Splines,
des Krummungsradius R1, und der Neigungswinkel c1, die Segmentlange a1 und
der Endradius R2 reichen aus um die Koordinaten, sowohl in der Achse als auch
in der Parallelkurve, zu errechnen. Fur die Berechnung der Koordinaten im
folgenden Splinesegment reicht nunmehr die Angabe seiner Lange a2 und des
Endradius R3. Die Koordinaten des Anfangspunktes und der Neigungswinkel
sind bereits im vorangehenden Segment durch das Einsetzen von t = 1 errech-
net worden. Auf diese Weise wird eine Trasse, die sich aus n Splinesegmenten
zusammensetzt, mit Hilfe von 2n Variablen: [a1; a2; :::; an] und [R1; R2; :::; Rn];
berechnet. Diese Variablen werden in folgenden Algorithmen als Vektoren dar-
gestellt: a = [a1; a2; :::; an] bzw. R = [R1; R2; :::; Rn]:
Die Grundlagen fur die Berechnungen des ganzen Splines stellen Algorithmus 5
Splinefunktion.m und Algorithmus 7 Splinejacobi.m dar.
function K=Splinefunktion(t,B,k,g,ci,ai)
% erste Koordinatenkomponente K(1)
winkel=ci - t*(k + g*t);
K(1)=ai*t*...
(0.1111*cos(ci -0.8983*k*t - 0.8070*g*t^2) +...
0.1568*cos(ci - 0.7627*k*t - 0.5818*g*t^2) +...
0.1813*cos(ci - 0.5917*k*t - 0.3501*g*t^2) + ...
0.1813*cos(ci - 0.4082*k*t - 0.1666*g*t^2) +...
0.1568*cos(ci - 0.2372*k*t - 0.0562*g*t^2) +...
0.1111*cos(ci - 0.1016*k*t - 0.0103*g*t^2) +...
0.0506*cos(ci - 0.0198*k*t - 0.0003*g*t^2) +...
0.0506*cos(ci - 0.9801*k*t - 0.9606*g*t^2))-...
(B*sin(winkel)/2;
% zweite Koordinatenkomponente K(2)
K(2)= ai*t*...
(0.1111*sin(ci -0.8983*k*t - 0.8070*g*t^2) +...
0.1568*sin(ci - 0.7627*k*t - 0.5818*g*t^2) + ...
0.1813*sin(ci - 0.5917*k*t - 0.3501*g*t^2) + ...
0.1813*sin(ci - 0.4082*k*t - 0.1666*g*t^2) +...
0.1568*sin(ci - 0.2372*k*t - 0.0562*g*t^2) + ...
0.1111*sin(ci - 0.1016*k*t - 0.0103*g*t^2) +...
0.0506*sin(ci - 0.0198*k*t - 0.0003*g*t^2) +...
0.0506*sin(ci - 0.9801*k*t - 0.9606*g*t^2))+...
(B*cos(winkel)/2;
K=[K(1);K(2)];
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Algorithmus 5: Splinefunktion.m
Die Koezienten im Algorithmus 5 Splinefunktion.m lassen sich zu Vektoren
bilden und die Formeln fur die Komponenten K(1) und K(2) vereinfachen.
mm=[0.8983332399999999 0.7627662049999999 0.59171732 0.40828268
0.23723379500000003 0.10166676000000002 0.019855069999999975 0.98014493];
mn=[0.8070026100888975 0.581812283490102 0.3501293867879824
0.1666947467879824 0.056279873490102036 0.010336130088897605
0.000394223804704899 0.9606840838047049];
mo=[0.111190515 0.156853325 0.18134189 0.18134189
0.156853325 0.111190515 0.05061427 0.05061427];
a=ci-t*(mm*k+mn*g*t);
a9=(B*sin(ci - t*(k + g*t)))/2;
a10=(B*cos(ci - t*(k + g*t)))/2;
K1=ai*t*mo*cos(a).'-a9;
K2=ai*t*mo*sin(a).'+a10;
K=[K1;K2];
Bei Berucksichtigung der Vektoren konnen die Formeln in vereinfachter Form
folgendermaen geschrieben werden:
x1(t) = ait(
8X
k=1
k cos(uk(t)))  B
2
 sin z(t); (2.14)
x2(t) = ait(
8X
k=1
k sin(uk(t))) +
B
2
 sin z(t); (2.15)
k = mo;
uk(t) = c0  t  (mm  k +mn  g  t);
z = (c0  t  (k + g  t)):
Der Algorithmus 5 Splinefunktion.m ist mit dem Algorithmus 6 Splinefunktion_Test.m
uberpruft. So ist etwa fur
Splinefunktion_Test
ai=55; R1=inf; R2=55; ci=1.0571; t=0.5; B=0;
k=1/R1*ai;
g=(1/(2*R2)-1/(2*R1))*ai;
K=Splinefunktion(t,B,k,g,ci,ai)
Algorithmus 6: Splinefunktion_Test.m
das Resultat: K = [34:2012; 42:2929]:
Die Ableitungen nach t erhalt man mit Hilfe des Algorithmus 7 Splinejacobi.m.
Er wird u.a. fur die Berechnung der Schnittpunkte zwischen den Parallelkurven
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und Grundstucksgrenzen eingesetzt. Die Grundstucksgrenzen werden als die mit
den Punkten xp1 und xp2 denierten und nach s pametrisierten Geraden ange-
nommen.
function KJ=Splinejacobi(t,B,k,g,ci,ai);
% Differential der ersten Koordinatenkomponente nach t
KJ(1,1)=ai*...
(0.1111*cos(ci -0.8983*k*t - 0.8070*g*t^2) +...
0.1568*cos(ci - 0.7627*k*t - 0.5818*g*t^2) +...
0.1813*cos(ci - 0.5917*k*t - 0.3501*g*t^2) +...
0.1813*cos(ci - 0.4082*k*t - 0.1666*g*t^2) +...
0.1568*cos(ci - 0.2372*k*t - 0.0562*g*t^2) +...
0.1111*cos(ci - 0.1016*k*t - 0.0103*g*t^2) +...
0.0506*cos(ci - 0.0198*k*t - 0.0003*g*t^2) +...
0.0506*cos(ci - 0.9801*k*t - 0.9606*g*t^2))+...
(B*(k + 2*g*t)*cos(ci - t*(k + g*t)))/2 +...
ai*t*...
(-0.0506*(-0.9801*k -1.9213*g*t)*sin(ci - 0.9801*k*t - 0.9606*g*t^2) -...
0.1111*(-0.8983*k - 1.6140*g*t)*sin(ci - 0.8983*k*t - 0.8070*g*t^2) -...
0.1568*(-0.7627*k - 1.1636*g*t)*sin(ci - 0.7627*k*t - 0.5818*g*t^2) -...
0.1813*(-0.5917*k - 0.7002*g*t)*sin(ci - 0.5917*k*t - 0.3501*g*t^2) -...
0.1813*(-0.4082*k - 0.3333*g*t)*sin(ci - 0.4082*k*t - 0.1666*g*t^2) -...
0.1568*(-0.2372*k - 0.1125*g*t)*sin(ci - 0.2372*k*t - 0.0562*g*t^2) -...
0.1111*(-0.1016*k - 0.0206*g*t)*sin(ci - 0.1016*k*t - 0.0103*g*t^2) -...
0.0506*(-0.0198*k - 0.0007*g*t)*sin(ci - 0.0198*k*t - 0.0003*g*t^2));
% Differential nach s und t fur die mit Null-Punkten
% definierte Gerade ist 0
% Differential der zweiten Komponente nach t hat identische Koeffizienten.
% Die Funktionen cos sind durch sin ersetzt.
KJ=[KJ(1,1),KJ(1,2);KJ(2,1),KJ(2,2)];
Algorithmus 7: Splinejacobi.m
Ahnlich wie im Algorithmus 5 Splinefunktion.m, lassen sich die Koezienten
im Algorithmus 7 Splinejacobi.m zu Vektoren bilden und die Formeln fur
Komponenten KJ(1,1) und KJ(2,1) vereinfachen.
mm=[0.8983332399999999 0.7627662049999999 0.59171732 0.40828268
0.23723379500000003 0.10166676000000002 0.019855069999999975 0.98014493];
mn=[0.8070026100888975 0.581812283490102 0.3501293867879824
0.1666947467879824 0.056279873490102036 0.010336130088897605
0.000394223804704899 0.9606840838047049];
mo=[0.111190515 0.156853325 0.18134189 0.18134189
0.156853325 0.111190515 0.05061427 0.05061427];
a=ci-t*(mm*k+mn*g*t);
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a9=(B*sin(ci - t*(k + g*t)))/2;
a10=(B*cos(ci - t*(k + g*t)))/2;
mp=[0.98014493 0.8983332399999999 0.7627662049999999 0.59171732
0.40828268 0.23723379500000003 0.10166676000000002 0.019855069999999975];
mq=[1.9213681676094099 1.614005220177795 1.163624566980204
0.7002587735759648 0.3333894935759648 0.11255974698020407
0.02067226017779521 0.000788447609409798];
mr=[0.05061427 0.111190515 0.156853325 0.18134189
0.18134189 0.156853325 0.111190515 0.05061427];
b=-mr.*(mp*k+mq*g*t);
b9=(B*(k + 2*g*t)*cos(ci - t*(k + g*t)))/2;
b10=(B*(k + 2*g*t)*sin(ci - t*(k + g*t)))/2;
ms=[0.9606840838047049 0.8070026100888975 0.581812283490102
0.3501293867879824 0.1666947467879824 0.056279873490102036
0.010336130088897605 0.000394223804704899];
cvec=ci-t*(mp*k+ms*g*t);
% Klothoid fur die erste Komponente KJ(1,1):
KJ(1,1)=ai*mo*cos(a).'+b9-ai*t*b*sin(cvec).';
% Klothoid fur die zweite Komponente KJ(2,1):
KJ(2,1)=ai*mo*sin(a).'+b10+ai*t*b*cos(cvec).';
c=atan2(KJ(2,1),KJ(1,1));
Der Algorithmus 7 Splinejacobi.m kann mit dem Algorithmus 8
Splinejacobi_Test.m uberpruft werden:
% Splinejacobi_Test
Algorithmus 8: Splinejacobi_Test.m
Die Null-Eintragungen der zweiten Spalte entsprechen der Annahme: xp1 =
xp2 = [0; 0].
Aus den Werten der ersten Spalte der Matrix KJ lasst sich der Winkel c nach
folgender Formel errechnen:
c = atan2(KJ(2; 1);KJ(1; 1));
Mit Hilfe der Algorithmen 5 Splinefunktion.m und 7 Splinejacobi.m kon-
nen alle Hauptpunkte errechnet werden. Gemeint sind damit die Koordinaten
der Punkte am Beginn und Ende aller Splinesegmente sowohl in der Achse, als
auch in den Parllelkurven. Die Berechnung erfolgt mit Hilfe des Algorithmus
9 Splinekoordinaten.m. In einer Schleife werden zuerst Werte fur die Achse
errechnet und anschlieend werden an den Hauptpunkten der Achse die Kor-
rekturwerte hinzugefugt.
Die Bezeichnungen:
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A: Anfangs- und Endpunkte der Splinesegmente,
A0: Anfangspunkt des ersten Splinesegmentes,
R: Kurvenradien am Anfang und Ende jedes Splinesegmentes (Radienvektor),
c: Anfangswinkel der Splinesegmente (Winkelvektor),
c0: Anfangswinkel des ersten Splinesegmentes (bei A0),
a: Langen der Splinesegmente (Langenvektor),
r: Radius fur approximierenden Kreisbogen,
B: Breite des Straenstreifens.
function [A,c,r,k,g]=Splinekoordinaten(A0,B,R,c0,a)
c=c0;A=A0;r=[];k=[];g=[];
for i=1:length(a);
k=[k,1/R(i)*a(i)];
g=[g,(1/(2*R(i+1))-1/(2*R(i)))*a(i)];
if (R(i)~=inf | R(i+1)~=inf)
r=[r,1/(1/(2*R(i+1))+1/(2*R(i)))+B/2];
else
r=[r,2*a(i)^2];
end
% c(1)=c0
KJ=Splinejacobi(1,0,k(end),g(end),c(i),a(i));
KJ(1,2)=0; KJ(2,2)=0;
% es werden keine Schnittpunkte Parallelkurve-Gerade ermittelt.
c=[c,atan2(KJ(2,1),KJ(1,1))];
K=Splinefunktion(1,0,k(end),g(end),c(i),a(i));
K=[K(1),K(2)];
A=[A;A(i,:)+K];
end
k0=1/R(1)*a(1);g0=(1/(2*R(2))-1/(2*R(1)))*a(1);
% Jetzt Korrekturterme einfugen
A=A+[Splinefunktion(0,B,k0,g0,c0,a(1))';[-B*sin(c(1:end-1) -...
(k + g))'/2,B*cos(c(1:end-1) - (k + g))'/2]];
Algorithmus 9: Splinekoordinaten.m
Der Algorithmus 9 Splinekoordinaten.m kann mit Hilfe des Algorithmus 10
Splinekoordinaten_Test.m uberpruft werden.
% Splinekoordinaten-Test
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinekoordinaten_Test.m.
Algorithmus 10: Splinekoordinaten_Test.m
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Fur eine grasche Darstellung des Splines werden Zwischenpunkte benotigt.
Diese werden mit dem folgenden Algorithmus 11 Splineabsteckung.m berech-
net.
function W=Splineabsteckung(A,B,c,a,k,g,dt)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineabsteckung.m.
Algorithmus 11: Splineabsteckung.m
Der Algorithmus 12 Splineabsteckung_t.m wird fur die Berechnung der
Zwischenpunkte benotigt.
function W=Splineabsteckung_t(t,B,k,g,c,a,A,n)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineabsteckung_t.m.
Algorithmus 12: Splineabsteckung_t.m
Die Algorithmen 11 Splineabsteckung.m, 12 Splineabsteckung_t.m und
Algorithmus 12a Splineabsteckung_Startwerte.m dienen zur Berechnung
der Zwischenpunkte auf dem Spline und in den Parallelkurven fur beliebig ge-
wahlte dt.
De Parameter dt bestimmt die Abstande zwischen zu berechnenden Zwischen-
punkten.
function W=Splineabsteckung_Startwerte(A0,B,R,c0,a,dt)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineabsteckung_Startwerte.m.
Algorithmus12a: Splineabsteckung_Startwerte
Der Algorithmus 13 Splineabsteckung_Test.m dient zur Uberprufung der
Algorithmen 11 Splineabsteckung.m und 12a Splineabsteckung_Startwerte.m.
% Splineabsteckung-Test
Der Test und die Resultate liegen auf der CD in der Datei
Splinabsteckung_Test.m.
Algorithmus 13: Splineabsteckung_Test.m
Das Resultat ist eine Matrix mit folgenden Daten:
In der ersten Zeile sind die Nummern der Splinesegmente .
Die zwei darunter liegenden Zeilen beinhalten die Koordinaten der Hauptpunk-
te des oberen Straenrandes (B = 20) mit dazwischen liegenden Koordinaten
der Zwischenpunkte. Zwischen den Koordinaten der Hauptpunkte liegen die Ko-
ordinaten der Zwischenpunkte. Bereits die Annahme von 20 Zwischenpunkten
dt=0.05 liefert ein zufriedenstellendes Bild eines Straenstreifens, wie es die
Abbildung 2.3 beweist.
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Abbildung 2.3: Straenstreifen nach Algorithmus 14 Graphtrasse.mmit 20 Zwi-
schenpunkten, dt=0.05.
Die Abbildung 2.3 wurde mit Hilfe des Algorithmus 14: Graphtrasse.m erzeugt.
Fur das Plottprogramm wurde drei mal der Algorithmus 13 angewandt, und
zwar fur die Straenachse und beide Straenrander.
% Graphtrasse
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Graphtrasse.m.
Algorithmus 14: Graphtrasse.m
2.4 Erganzende Berechnungen
Zu den wichtigsten fur die Trassierungspraxis erganzenden Berechnungen geho-
ren:
 die Bestimmung der Koordinaten und der Stationierung fur Bogen- und
Nivelettenhauptpunkte auf der Straenachse oder Bezugslinie,
 die Bestimmung der Koordinaten und Stationierung fur Straenkreuzun-
gen und Abzweigungen bezuglich der Straenachse oder Bezugslinie und
die Berechnung der Fupunkte,
 die Berechnung der Koordinaten fur Hektometer- und Kleinpunkte fur
Absteckungszwecke,
 die Berechnung der Koordinaten der Schnittpunkte der Trassen
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Die ersten drei erganzenden Berechnungen decken sich nicht mit der Aufgabe der
Optimierung nach der Approximationsmethode. Diese konnen in der exakten Me-
thode behandelt werden. Die Berechnung der Schnittpunkte der Trassen deckt
sich mit der Aufgabe der Berechnung der Koordinaten von Straenrandern mit
Grundstucksgrenzen, da diese fur das Optimierungsproblem magebend sind.
Der Algorithmus 15 Splinenewton.m dient zur Berechnung einzelner Schnitt-
punkte nach dem Algorithmus Armijo Liniensuche (Armijo-line search) [9], [11].
Das verwendete Verfahren ist eine der vielen Methoden fur die Losung nichtli-
nearer Gleichungssysteme, die global konvergieren und hauptsachlich darin be-
stehen, in jedem Schritt die Suchrichtung sk und Schrittweiten k zu bestimmen
und damit die Folge
xk+1 = xk   sk
zu konstruieren. Die Schrittweiten werden dabei so gewahlt, dass die Funkti-
on h(x) = kf(x)k2 streng monoton fallt und damit die xk gegen ein Minimum
von h konvergieren. Diese Vorgangsweise zur Konstruktion einer Folge heit
auch Liniensuche. In dem Verfahren Armijo Liniensuche wird der Punkt xk+1
in endlich vielen Rechenschritten konstruiert. Man beschrankt sich darauf, ei-
ne obere Schranke M fur das zu suchende j anzugeben und das Verfahren zu
terminieren, wenn j M und damit 2 j  2 M wird.
function [xS,x]=Splinenewton(A0,B,R,c0,a,absch,xp1,xp2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinenewton.m.
Algorithmus 15: Splinenewton.m
Der Algorithmus 15 Splinenewton.m wurde mit Hilfe des Algorithmus 16
Splinenewton_Test.m fur einen Schnitt der Grundstucksgrenze 22   23 des
Grundstuckes Nr.20 mit dem unteren Straenrand des zweiten Splinesegments,
wie in Abbildung 2.4 dargestellt, getestet.
% Splinenewton_Test
A0=[-23.2934,-41.2836]; a=[47.40167,157.2818,130.0]; R=[inf,...
inf, 55,55]; c0=1.0571; B=-20;
xp1=[28.26;38.73]; xp2=[84.75;7.79]; absch=2;
[xS,x]=Splinenewton(A0,B,R,c0,a,absch,xp1,xp2)
Algorithmus 16: Splinenewton_Test.m
Der Schnittpunkt im gegebenen Fall ist: xS = (34:0593; 35:5537); und die Werte
fur die Parameter t und s (siehe Abbildung 2.4) sind (0:3128; 0:1027): Die Uber-
prufung mehrerer Schnittpunkte der verschiedenen Parallelkurven mit verschie-
denen Grundstucksgrenzen erfolgte grasch in Abbildung 5.2. Im Algorithmus
15 Splinenewton.m kommen zwei Variablen s und t vor. Diesen beiden wurden
Werte s = t = 0:5 als Annaherungsstartwerte zugewiesen. Im allgemeinen Fall
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Abbildung 2.4: Beispiel fur die Berechnung eines Schnittpunktes nach Algorith-
mus 15 Splinenewton.m
ware von Vorteil eine gunstigere Naherung zu nden, um die Iterationenzahl
zu senken. Es hat sich aber gezeigt, dass die Angabe des genaueren Startpa-
rameterwertes keinen Einuss auf die Senkung der Iterationszahl hat. Daher
wurde nachtraglich auf das Unterprogramm Splinestartparameter.m verzichtet.
Die Idee dieses Programmes war, fur die Parameter t und s moglichst wenig
von den wahren Werten abweichende Annaherungsstartwerte zu nden. Diese
Werte waren dann die Werte t und s auf der Sehne Au2 - Au3 (Siehe Abbildung
2.4) bzw. auf der Grundstucksgrenze. Um bessere Parameterwerte zu errechnen,
ware es notwendig zuerst die Schnittpunkte Sp zu nden. Das ware allerdings
ein zu groer Aufwand, der dieses Verfahren nicht gerechtfertigt hatte.
31
Kapitel 3
Erfassen der
Randbedingungen
Die Randbedingungen fur das Optimierungsproblem sind in
 vermessungstechnischen und
 bautechnischen Unterlagen
enthalten.
3.1 Vermessungstechnische Unterlagen
Da wir uns nur mit der Optimierung des lagemaigen Trassenverlaufes befas-
sen, werden fur uns hauptsachlich Gelandeaufnahmen und Katasterplane inter-
essant. Die Grundstucksgrenzen werden meistens als geradlinig angenommen.
Gegebenenfalls werden sie durch gerade Linien approximiert. In dem neuen Ka-
tasterplan scheinen dann die Grundstucke in Form von Vielecken auf. Die erfor-
derlichen Daten sind in folgenden Algorithmen zusammengefasst. Sie basieren
auf einem ktiven Katasterplan aus Abbildung 3.1. Die Vermessungsunterlagen
fur das Optimierungsproblem stellen die folgenden Algorithmen dar:
Algorithmus 17 Parzellen.m,
Algorithmus 18 Splinepolygonpunkte.m.
Parz=[ 2 4 3 1 0 0 0 0 0 0
1 3 5 0 0 0 0 0 0 0
7 9 19 6 0 0 0 0 0 0
8 10 9 7 0 0 0 0 0 0];
Eigentuemer=[11;12;13;14;15;16;17;18;19;20;21;22;23];
Preis=[101;102;103;104;105;106;107;108;109;110;111;112;113];
Algorithmus 17: Parzellen.m
Die Matrix Parz (nur 4 Zeilen gezeigt) ist als schwach besetzte Matrix kon-
struiert, in deren Zeilen die Parzellen aufgelistet werden, die durch die Eckpunk-
tenummern gekennzeichnet sind. Die Preise fur die Parzellen sind im Preisvek-
tor Preis in der Reihenfolge der Parzellen dargestellt. Die Nummerierung der
32
Eckpunkte, sowie die Reihenfolge der Parzellen, konnen in beliebiger Ordnung
aufgelistet werden. Der Vektor Eigentuemer beinhaltet als Komponenten digi-
talisierte Namen der Grundstuckseigentumer.
P1 =[-62.07;-19.27]; P2 = [-22.89;-29.86]; P3 =[-46.54; 5.77];
P4 =[ -7.01;-19.28]; P5 = [ 29.92; 42.87]; P9 =[ 49.46;98.22];
P10=[ 61.81; 66.11]; P11= [ 69.60;116.21]; P12=[ 96.30;83.43];
P13=[167.44; 89.77]; P14= [139.81; 59.33]; P15=[177.33;67.54];
P16=[144.53; 52.49]; P17= [183.68; 20.26]; P18=[160.04;21.94];
P19=[ 6.30;103.78]; P51= [ 40.00; 0.00]; P52=[ 15.69;16.15];
P53=[ 28.26; 38.73]; P54= [ 84.75; 7.79]; P55=[125.38;38.81];
P56=[177.36; 8.79]; P57= [161.83;-19.03]; P58=[118.53;15.60];
P59=[ 36.58;-57.18]; P60= [ -8.65;-26.76]; P61=[ 3.46;-7.98];
P62=[ 55.38;-43.80]; P63= [126.92;-19.18]; P64=[122.87;77.52];
P65=[139.75; 76.91]; P66= [146.66; 68.37]; P67=[138.93;63.29];
P68=[128.77; 66.75];
P=[P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17
P18 P19 P51 P52 P53 P54 P55 P56 P57 P58 P59 P60 P61 P62 P63
P64 P65 P66 P67 P68];
name=[01 02 03 04 05 06 07 08 09 010 011 012 013 014
015 016 017 018 019 051 052 053 054 055 056 057 058 059
060 061 062 063 064 065 066 067 068];
Algorithmus 18: Splinepolygonpunkte.m
Der Algorithmus 18 Splinepolygonpunkte.m enthalt eine koordinative Auf-
listung aller Grundstuckseckpunkte.
P steht fur einen Zeilenvektor mit analogen Komponenten aus Grundstuckseck-
punktenamen.
name steht fur einen Zeilenvektor mit den digitalisierten Komponenten aus allen
Grundstucksnamen.
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Abbildung 3.1: Katasterplan
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3.2 Bautechnische Unterlagen
Bautechnische Unterlagen liefern Daten, die als constraints bei einer Optimie-
rung zu berucksichen sind. Sie beziehen sich hauptsachlich auf zulassige Radien
und Langen der Splinesegmente.
Die Bautechnischen Unterlagen liegen auf der CD (Seiten 13-18).
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Kapitel 4
Approximationsmethode
Das Optimierungsproblem wurde mit zwei Konzepten angegangen:
Die Zielfunktion wird durch eine Approximationsmethode berechnet,
Die Zielfunktion wird durch eine exakte Methode berechnet.
Die Approximationsmethode besteht darin, dass die Lagen der Punkte bezug-
lich des Straenstreifens aufgrund des Vergleiches der Abstande zwischen dem
Mittelpunkt des approximierenden Kreisbogens und dem gegebenen Punkt be-
stimmt wird. Die Anzahl der Punkte, fur die eine falsche Einschatzung der Lage
erfolgt, hangt hauptsachlich von der Lange des zu approximierenden klothoida-
len Splinesegments ab. Die daraus resultierenden Fehler bei der Flachenberech-
nung sind fur die Optimierung unerheblich. In Abbildung 4.1 ist das Prinzip der
Approximation mit Kreisbogen fur das zweite Splineelement, eine Klothoide,
dargestellt.
4.1 Triangulation und Festlegung der Lage der
Grundstuckseckpunkte bezuglich der Trasse
Das Bestimmen der Grundstucksachen und deren Preise erfordert eine Auftei-
lung der Grundstucke auf Dreiecke durch Triangulation.
Jedes Grundstuck kann in der Form eines Vielecks und damit als eine Men-
ge von Dreiecken dargestellt werden. Eine Triangulation der Grundstucke nach
Algorithmus 17 Parzellen.m erfolgt mit Hilfe des Algorithmus 19 Dreiecke.m.
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Abbildung 4.1: Approximation einer Trasse mit Kreisbogen fur die Bestimmung
der Lage der Parzelleneckpunkte
function A=Dreiecke
Parzellen
A=[];
k=size(Parz(:,1));
for i=1:k;
for j=2:size(Parz,2)-1;
if Parz(i,j+1)==0;
break
end
A=[A;Parz(i,1),Parz(i,j),Parz(i,j+1),Preis(i),0,Eigentuemer(i)];
end
end
A(:,1:3)=sort(A(:,1:3),2);
Algorithmus 19: Dreiecke.m
Das Resultat des Algorithmus 19 Dreiecke.m ist die Matrix A : n 6.
Dreiecke (gezeigt 4 Zeilen)
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A =
2 3 4 101 0 11
1 2 3 101 0 11
1 3 5 102 0 12
7 9 19 103 0 13
Die Spalten bedeuten:
Spalten 1  3: denieren Dreiecke mit ihren Eckpunkten,
Spalte 4: enthalt den fur die gegebene Dreiecksache geltenden Preis,
Spalte 5: ist Platzhalter fur den Dreieckstyp nach Abb.4.2,
Spalte 6 zeigt die Grundstucksnummern
Abbildung 4.2: Dreieckstypen
Im nachsten Schritt mussen Dreieckstypen, aus denen sich ein Grundstuck zu-
sammensetzt, bestimmt werden. Wie in Abb.4.2 gezeigt, unterscheidet man
sechs Dreieckstypen.
Die Bestimmung eines Dreiecktyps fur jedes Dreieck erfordert eine Bestimmung
der Lage der Dreieckseckpunkte bezuglich des Straenstreifens. Dazu wird die
Bestimmung der Mittelpunkte jedes Splinesegments benotigt. Die Splinesegmen-
te werden dabei mit Kreisbogen approximiert. Der Radius r des Kreisbogens fur
ein klothoidales Element wird mit der folgenden Formel 4.1 errechnet:
r =
1
1
2R(i+1) +
1
2R(i)
: (4.1)
Das ist ausgerechnet ein Wert, den man in der Zeichnerpraxis fur das Approxi-
mieren einer Klothoide annimmt.
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4.2 Approximieren der Splinesegmente durch
Kreisbogen
In einem Koordinatensystem ist eine gerade Linie denitionsmaig ein Graph
einer Klothoide (Liniaritat der Krummung), wie das in Abbildung 4.3 gezeigt
wird. Man kann aufgrund der Formel 2.1:  = 12  a  erkennen, dass die Flache
des Dreiecks 1 auf der Lange a = 55m dem gesamten Wendewinkel einer Klo-
thoide entspricht. Ein Kreisbogen mit der gleichen Lange a kann den gleichen
Wendewinkel nur dann beschreiben (Flache 2 rechts), wenn sein Radius R2
den doppelten Wert des Endradius R1 der Klothoide annimmt, d.h. R2 = 2 R1.
Der Kreisbogen schneidet dann die Klothoide bei der Ordinate a=2 was dem
Parameter t=2 entspricht. Der Anfangswinkel der Klothoide ist anders als der
des Kreisbogens. Sein Wert kann erst nach Berechnung des Kreismittelpunktes
(siehe Algorithmus 23 Splinemittelpunkt.m) aus einfachen geometrischen Ab-
hangigkeiten errechnet werden.
Abbildung 4.3: Grundlage fur Wahl eines approximierendes Kreisbogens
Fur die Berechnung der Flachen wurde die Greensche Integralformel fur einge-
schlossene Flache zwischen zwei parametrisierten Kurven verwendet. Die Kurven
sind parametrisiert nach s und t.
F =
1
2
Z s1
s0
(xG(s)  y0G(s)  yG(s)  x0G(s)) ds+
+
1
2
Z t0
t1
(xK(t)  y0K(t)  yK(t)  x0K(t)) dt (4.2)
wo:
G Gerade,
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K Kurve
bezeichnen.
Mit der Bezeichnung des ersten Integrals als AG und des zweiten AK ist:
F = AG +AK
Die Auosung des Integrals fur die Gerade
G :=

xa
ya

+ s

xb   xa
yb   ya

ist wie folgt:
AG =
1
2
Z 1
0
(xA + s(xB   xA)(yB   yA))  (yA + s(yB   yA)(xB   xA)) ds =
1
2
(xAyB   yAxB))
Das Integral
AK =
1
2
Z s1
s0
(xG(s)  y0G(s)  yG(s)  x0G(s)) ds
wurde mit der Simpsonschen 7-Punkte Integralformel approximiert. Diese Me-
thode ist ausreichend genau fur Flachenberechnungen.
h = (t1   t2)=6;
x1 = t2; x2 = t2 + h; ::: x7 = t2 + 6  h = t1:
1
2
Z t1
t2
f dt =
1
2
 h
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 (41  f1 + 216  f2 + 27  f3 + 272  f4 + 27  f5 + 216  f6 + 42  f7):
(4.3)
Im folgenden Algorithmus 20 Klothflaeche.m wurden folgende Bezeichnungen
verwendet:
f1; f2; :::f7 sind Funktionswerte bei entsprechenden Parameterwerten,
J1; J2; :::J7 sind Funktionsableitungswerte bei entsprechenden Parameterwer-
ten,
K1;K2; :::K7 sind Koordinaten der Kurve bezogen auf den Anfang des Spli-
neelements A. Diese Koordinaten fur den Punkt A liefert der Algorithmus 5
Splinefunktion.m.
Auf die ubliche Koordinatenberechnung mit dem Algorithmus 9 Splinekoordinaten.m
kann wegen der Translation u.U. verzichtet werden.
function F=Klothflaeche(t1,t2,B,k,g,ci,ai);
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Klotflaeche.m.
Algorithmus 20: Klothflaeche.m
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Der Algorithmus 20 Klothflaeche.m wurde fur die Flache F1 mit dem Al-
gorithmus 21 SplineflaecheF1_Test.m und fur die Flache F2 mit dem Algo-
rithmus 22 SplineflaecheF2_Test.m uberpruft:
% SplineflaecheF1_Test
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineflaecheF1_Test.m.
Algorithmus 21: SplineflaecheF1_Test.m
% SplineflaecheF2_Test
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineflaecheF2_Test.m.
Algorithmus 22: SplineflaecheF2_Test.m
Ein gerades Splinesegment wird auch durch einen Kreisbogen mit Radius r
approximiert, sodass die grote Pfeilhohe auf der Lange a nicht den Wert von
6cm ubersteigt.
Der Radius des approximierenden Kreisbogens r betragt bei obiger Annahme:
r = 2  a(i)2: (4.4)
4.3 Mittelpunktberechnung fur die approximie-
renden Kreisbogen
Das Prinzip der Berechnung ist in Abbildung 4.4 dargestellt.
Abbildung 4.4: Berechnung des Mittelpunktes
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l =
k ABk
2
; b =
p
R2   l2; P = 1
2
(A+B) ;
M = P + n( AB)
b
k ABk
wo
l - die halbe Sehne zwischen den Punkten A und B,
n(AB) - der Normalvektor zu AB, auf dem der Mittelpunkt M liegt,
sind.
Der folgende Algorithmus 23 Splinemittelpunkt.m liefert auer Koordinaten
fur den Mittelpunkt auch die Koordinaten fur Hauptpunkte.
Die Berechnung eines Kreismittelpunktes erfolgt mit Hilfe des Algorithmus 23
Splinemittelpunkt.m. In dem Algorithmus bedeuten:
A0: Anfangspunkt des ersten Klothoidensegments,
B: Breite des Straenstreifens,
R: Bogenradien,
c0: Anfangswinkel des ersten Klothoidensegments (bei A0),
a: Langen der Klothoidensegmente,
M: Mittelpunkt des approximierenden Kreises mit Radius r,
Ao: Anfangs-Endpunkte der Parallelkurve (links von der
Stationierungsrichtung gesehen),
A: Anfangs-Endpunkte der Klothoidensegmente in der Achse,
Au: Anfangs-Endpunkte der Parallelkurve (rechts von der
Stationierungsrichtung gesehen),
r: Radius fur approximierenden Kreisbogen.
function [M,Ao,A,Au]=Splinemittelpunkt(A0,B,R,c0,a)
[Ao,c,r,k,g]=Splinekoordinaten(A0,B,R,c0,a);
A=Splinekoordinaten(A0,0,R,c0,a);
Au=Splinekoordinaten(A0,-B,R,c0,a);
C=[]; P=[];l=[];nC=[];
for i=1:length(a)
C=[C,[Ao(i+1,:)-Ao(i,:)]']; % C ist damit 2x3 Matrix
l=[l,0.5*norm(C(:,i))]; % l ist 1x3 Matrix
P=[P,0.5*(Ao(i,:)+Ao(i+1,:))']; % P ist 2x3 Matrix
% Der Normalvektor zu der Gerade Ao(i)-Ao(i+1) hat links der Gerade
% die Komponenten: [-(Ao(i+1)-Ao(i))(2);(Ao(i+1)-(Ao(i))(1)],
% was einem Linksbogen entspricht und rechts von der Gerade die
% Komponenten: [(Ao(i+1)-(Ao(i))(2);-(Ao(i+1)-(Ao(i))(1)],
% was einem Rechtsbogen entspricht.
% Der Normalvektor nC zu der Gerade Ao(i)-Ao(i+1) hat die
% Komponenten: [C(2,i);-C(1,i)].
if (r(i)>0 | R(i+1)>0) % Mittelpunkt ist rechts von der Gerade
nC=[nC,[C(2,i);-C(1,i)]];
else
nC=[nC,[-C(2,i);C(1,i)]];
end
end
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b=sqrt(r.^2-l.^2); % r und l sind Zeilenvektoren
M=P+[nC(1,:).*b./(2*l);nC(2,:).*b./(2*l)];
Algorithmus 23: Splinemittelpunkt.m
Fur die Berechnungen des Mittelpunktes wurde der Bogen mit dem Radius r
und mit einer Sehne zwischen den Punkten Aoi und Aoi+1 gewahlt. Das glei-
che Resultat wird erreicht, wenn der Bogen mit einem kleineren Radius, z.B.
r   B=2, auf der Sehne AiAi+1, d.h. in der Straenachse, gewahlt wird. Der
Normalvektor nC ist jeweils mit einem Faktor b=2l multipliziert, der aus Pro-
portionalitatsgrunden stets konstant bleibt.
Die Uberprufung des Algorithmus 23 Splinemittelpunkt.m erfolgt mit dem
Algorithmus 24 Splinemittelpunkt_Test.m.
% Splinemittelpunkt_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
[M,Ao,A,Au]=Splinemittelpunkt(A0,B,R,c0,a)
Algorithmus 24: Splinemittelpunkt_Test.m
Die Resultate aus dem Algorithmus 24 Splinemittelpunkt_Test.m fur den
Rechtsbogen sind wie folgt:
M =
1.0e+03 *
3.8934 0.1062 0.0992
-2.2240 -0.0298 0.0285
Ao =
-32.0027 -36.3696
-8.7096 4.9141
122.9074 89.0247
124.8613 -31.2481
A =
-23.2934 -41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579
Au =
-14.5841 -46.1976
8.7091 -4.9139
115.6241 70.3980
116.9768 -12.8678
Fur eine symmetrisch verlaufende Trasse bezuglich der Anfangsgeraden A1 A2,
also fur gleiche Parameter bis auf die Radien (R = [inf; inf; 55; 55]), erhal-
ten wir die richtigen Koordinaten der Mittelpunkte, obwohl die Entfernungen
zwischen den Punkten Ao und den jeweiligen MittelpunktenM verschieden sind:
Fur den Linksbogen betragt die Entfernung M  A03 - 45m,
fur den Rechtsbogen betragt diese - 65m.
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Die Resultate aus dem Algorithmus 24 Splinemittelpunkt_Test.m fur den
Linksbogen sind wie folgt:
>> Splinemittelpunkt_Test
M =
1.0e+03 *
3.8934 0.0714 -0.0269
-2.2240 0.0648 0.0997
Die Matrix M:2x3 beinhaltet die gesuchten 3 Mittelpunkte M fur drei Splineseg-
mente. Die Lage der Mittelpunkte und der Hauptpunkte fur die beiden Falle ist
in Abbildung 4.5 gezeigt.
Abbildung 4.5: Trassenhaupt- und -mittelpunkte nach Algorithmus 23
Splinemittelpunkt.m
Bemerkung.
Fur die geradlinigen Splinesegmente wird der Mittelpunkt des approximieren-
den Kreises stets rechts der Trasse im Sinn der Stationierung bestimmt. Eine
solche Festlegung ist notwendig, denn es konnen bei der Optimierung Falle vor-
kommen, in denen nacheinander folgende Splinesegmente geradlinig sind. Eine
solche Annahme ermoglicht eine eindeutige Orientierung der Lage der Parzel-
leneckpunkte bezuglich der Trasse. Das ist insbesondere von Bedeutung, wenn
bei einer Optimierung die Anzahl der Splinesegmente vorbestimmt ist. Eine
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Anordnung der Mittelpunkte bei einem Spline mit zwei nacheinander folgenden
geradlinigen Splinesegmenten ist in Abbildung 4.6 gezeigt. Die Berechnungen
sind mit Berucksichtigung folgender Parameter durchgefuhrt:
% Splinemittelpunkt_Test
A0=[-23.2934,-41.2836];
a=[100,100,100];
R=[inf,inf,inf,-80]; % (fur den Rechtsbogen ware R=+80m)
c0=1.0571; B=20;
[M,Ao,A,Au]=Splinemittelpunkt(A0,B,R,c0,a)
Abbildung 4.6: Mittelpunkte nach Algorithmus 23 Splinemittelpunkte.m
fur einen Spline mit zwei nacheinanderfolgenden geradlinigen
Splinesegmenten
Wie man in Abbildung 4.6 sieht, liegen alle Mittelpunkte der approximierenden
Kreisbogen gema der Vereinbarung im Sinne der Stationierung rechts der Tras-
se. In den Abbildungen 4.5 und 4.6 sind manche Punkte grun markiert. Das sind
die Punkte, die auerhalb der mit den Radien der approximierenden Kreisbogen
r eingeschlossenen Bereiche liegen. Ihre Anzahl hangt von der Form einzelner
Parzellen und der Groe des betrachteten Areals ab. In Abbildung 4.5, in der
Parzelle mit den Eckpunkten 28; 29; 30; 31; kann der Eckpunkt 31 der Menge
der grunen Punkte zugehoren oder auch nicht. Dies hangt von der Form der
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Parzelle ab. In Abbildung 4.6 verursacht eine geringfugige Lageanderung des
dritten Splinesegments die Verschiebung des grunen Punktes 39 (P82) in den
Bereich der nicht grun gekennzeichneten Punkte.
Bei der Bearbeitung des Optimierungproblems ist es erforderlich, die grunen
Punkte in zwei Kategorien einzuteilen:
Die Punkte der Kategorie 1 gehoren der Menge des Dreiecktyps 1 an,
Die Punkte der Kategorie 2 gehoren der Menge des Dreieckstyps 2; 3; 5; 6
an.
Die Punkte der Kategorie 1 haben keinen Einuss auf das Optimierungsergeb-
nis.
Im ersten Schritt der Optimierung wird angenommen, dass die Punkte der Ka-
tegorie 2 nur einen kleinen, vernachlassigbaren Einuss auf das Optimierungser-
gebnis haben konnen und die Flacheninhalte der Parzellen mit diesen Punkten
mit 0m2 angesetzt sind. Im Falle des Auftretens solcher Punkte und einer Ab-
schatzung, dass sie wohl einen Einuss auf Optimierung haben konnten, wird
die Optimierung im zweiten Schritt wiederholt, nachdem eine der Koordinaten
so geandert wird, dass der Punkt sich in den Bereich der nicht gekennzeich-
neten Punkte verschiebt. Die Anderung der neuen Koordinaten wird im Algo-
rithmus 18 Splinepolygonpunkte.m durchgefuhrt. Wie unbedeutsam die Lage
eines grunen Punktes P82(31) auf die Trassenoptimierung ware, ist deutlich in
Abbildung 4.5 zu sehen. Die unberucksichtigte Flache in der Parzelle 21 betragt
weniger als 1m2. Die zweistuge Optimierung ist in diesem Fall uberussig und
im Allgemeinen nur in seltensten Fallen notwendig.
Ein weiteres Problem stellen solche Punkte dar, die in Bereichen verschiedener
Segmente liegen, wie in Abbildung 4.7 dargestellt ist. Wahrend die Dreieckkante
1  2 die Straenrander im Bereich des zweiten Splinesegments dh. in der Klo-
thoide schneidet, schneidet die Dreieckskante 1 3 die Straenrander im dritten
Splinesegment, im Kreisbogen. Die Schnittpunkte werden auerhalb des Spline-
segments auf dessen Verlangerung dh. bei dem Parameter t < 0 oder t > 1 be-
rechnet. Eine Einschrankung des Parameters t auf das Intervall z.B.[ 0:25; 1:25]
erlaubt eine Berechnung des Flacheninhalts mit einem akzeptablen Fehler von
1m2. Wenn die errechneten Werte t auerhalb dieses Intervalls liegen, kann die
Unterteilung der Parzelle durch Einfugen eines zusatzliches Punktes (Punkt 101
in Abbildung 4.7) Abhilfe schaen, was eventuell in der zweiten Optimierungs-
stufe durchgefuhrt werden kann. In der zweiten Optimierungsstufe konnen ge-
nauso diese selten vorkommenden Falle berucksichtigt werden, wie in Abbildung
4.8 dargestellt. Diese Ausnahmefalle bleiben in der ersten Optimierungsstufe un-
berucksichtigt, da sie den Rechenvorgang, infolge mehrmaligen Schneidens der
Straenkanten, unterbrechen. Es ist notwendig, eine Einschrankung des Para-
meters s auf das Intervall [0; 1] in dem Algorithmus 15 einzufuhren. Dadurch
wird einerseits vermieden, dass ein Schnittpunkt mit der Straenkante auer-
halb der Dreieckskante, auf deren Verlangerung, berechnet wird, und fur die
Flachenberechnung herangezogen wird. Dadurch werden auch die ausgearteten
Falle aus Abbildung 4.7 nicht berucksichtigt. In der Projektierungspraxis der
Ortsdurchfahrten kommt der in Abbildung 4.9 dargestellte Fall am haugsten
vor.
Dem Trassenverlauf in Abbildung 4.9 stehen folgende Parameter zugrunde:
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Abbildung 4.7: Eine Parzelle im Bereich zweier Splinesegmente
A0=[20.0, 40.0]; a=[100, 60, 120]; R=[inf, inf, 100, 100]; c0=0.3; B=20;
Im Gegensatz zu dem bisher betrachteten Fall aus Abbildung 1.1 besteht hier
die Moglicheit eines mehrmaligen Schnittes des selben Splinesegments. Die Par-
zellenkante P17-P21 des Grundstucks 19 schneidet den rechten Rand des dritten
Splinesegments, des Kreisbogens, in einem unerwunschten Punkt KPa anstatt im
Punkt KP.
Die zweite Optimierungsstufe wird unumganglich fur die Falle 1a und 2a der
Abbildung 4.7, da die Dreiecke als Dreiecke des Typs 1 nicht in der ersten Op-
timierungsstufe berucksichtigt werden.
4.4 Festlegung der Lage der Grundstuckseckpunk-
te bezuglich der Trasse
Die folgenden drei Algorithmen dienen dem Zweck, eine Matrix zu nden, in
der der Status aller Punkte aus dem Algorithmus Splinepolygonpunkte.m hin-
sichtlich der Nummer des Splinesegments (1; 2; 3 :::) und der Positionierung
bezuglich des Straenstreifens (1; 0;  1) eindeutig festgelegt wird.
Die folgenden Zahlen bedeuten die folgende Positionierung:
1 : links der Strae im Sinne der Stationierung,
0 : - innerhalb des Straenstreifens im Sinne der Stationierung,
 1 : rechts der Strae im Sinne der Stationierung.
Die mit dem Algorithmus 25 Punkteinnen.m errechneten Punkte stellen eine
Menge von Punkten dar, die sich innerhalb des Straenstreifens und zwischen
den Radien des approximierenden Kreisbogens des gegebenen Splinesegments
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Abbildung 4.8: Eine Parzelle im Bereich zweier Splinesegmente
Abbildung 4.9: Entwurf einer Ortsdurchfahrt
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bendet. Die umgrenzenden Radien lassen sich in folgender Form schreiben:
ax + cy   d = 0. Je nachdem ob die Gerade von M nach Ao oder umgekehrt
gesehen wird, nimmt b links von der Geraden einen negativen bzw. positiven
Wert an, wie es in Abbildung 4.10 ersichtlich ist.
Abbildung 4.10: Das Prinzip fur die Bestimmung der Lage der Parzelleneck-
punkte
Gleichzeitig muss die o.g. Punktemenge die Bedingung erfullen, dass der Ab-
standwP jedes einzelnen Punktes zum Mittelpunkt M sich im Intervall (R+B/2,
R-B/2) bendet. Diese Bedingungen sind in den Zeilen zu sehen, die mit m=find...
beginnen.
Dabei wurden sowohl die Links -, als auch die Rechtsbogen berucksichtigt. Jener
Algorithmus gibt auch die Indizes aller Eckpunkte Pin der Grundstucke an, die
durch den Straenverlauf beansprucht werden.
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function Pi=Punkteinnen(A0,B,R,c0,a)
[M,A0,A,Au]=Splinemittelpunkt(A0,B,R,c0,a);
Ergebnis=[]; Pi=[];El=[];
[P,name]=Splinepolygonpunkte;
for i=1:length(a) % Achtung! M ist i.a. 2xi Matrix hier 2x3 Matrix), % Ao ist i.a. 2x(i+1) Matrix, (hier 2x4 Matrix)
b1=-(Ao(i,2)'-M(2,i))*M(1,i)+(Ao(i,1)'-M(1,i))*M(2,i);
b2=-(Ao(i+1,2)'-M(2,i))*M(1,i)+(Ao(i+1,1)'-M(1,i))*M(2,i);
d1=norm(Ao(i+1,:)'-M(:,i));
d2=d1-B;
n=length(P(1,:));
w1=-(Ao(i,2)'*ones(1,n)-M(2,i)*ones(1,n)).*P(1,:)+(Ao(i,1)'*...
ones(1,n)-M(1,i)*ones(1,n)).*P(2,:);
w2=-(Ao(i+1,2)'*ones(1,n)-M(2,i)*ones(1,n)).*P(1,:)+(Ao(i+1,1)'*...
ones(1,n)-M(1,i)*ones(1,n)).*P(2,:);
wdq=(M(:,i)*ones(1,n)-P(1:2,:)).^2; % Differenzvektoren.^2
wP=sqrt(sum(wdq)); % wP(i)=norm(M-P(j,:), sum spaltenweise
l=length(w1);
if (R(i)>0 | R(i+1)>0) & ~ ((R(i) == inf & R(i+1) < 0) | (R(i) < 0 &...
R(i+1) == inf))
d2=d1-B;
m=find(w1<b1*ones(1,l) & w2>b2*ones(1,l) & wP<=d1 & wP>=d2);
else
d2=d1+B;
m=find(w1>b1*ones(1,l) & w2<b2*ones(1,l) & wP>=d1 & wP<=d2);
end
Ergebnis=[Ergebnis,m];
El=[El,i*ones(1,length(m))];
end
k=Ergebnis;
w=length(k);
Pi1=P(2*k-1);
Pi2=P(2*k);
Pi3=zeros(1,w);
U=name(Ergebnis);
Pi=[Pi1;Pi2;El;Pi3;U;k];
Algorithmus 25: Punkteinnen.m
Zur Uberprufung des Algorithmus 25 Punkteinnen.m dient der Algorithmus
26 Punkteinnen_Test.m.
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Punkteinnen_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
[P,name]=Splinepolygonpunkte;
Pin=Punkteinnen(A0,B,R,c0,a)
Mit Resultat:(nur 7 Spalten, Rest auf CD)
Pin =
Columns 1 through 7
-22.8900 -7.0100 -8.6500 3.4600 29.9200 61.8100 96.3000
-29.8600 -19.2800 -26.7600 -7.9800 42.8700 66.1100 83.4300
1.0000 1.0000 1.0000 1.0000 2.0000 2.0000 2.0000
0 0 0 0 0 0 0
2.0000 4.0000 60.0000 61.0000 8.0000 10.0000 12.0000
2.0000 4.0000 29.0000 30.0000 8.0000 10.0000 12.0000
Algorithmus 26: Punkteinnen_Test.m
Die erste und zweite Zeile sind Koordinaten der inneren Punkte,
die dritte Zeile steht fur die Splinesegmentnummer,
die vierte Zeile fur die innere Lage,
die funfte Zeile fur die numerische Bezeichnung der Punkte,
die sechste Zeile ist ein Index fur die Position im Vektor P.
Der Algorithmus 26 Punkteinnen_Test.m wurde in Abbildung 4.11 graphisch
uberpruft.
Der folgende Algorithmus 27 Punkteoben.m dient der Ermittlung der Menge der
oberen Punkte und ist ahnlich aufgebaut, wie der Algorithmus 25 Punkteinnen.m.
Geandert wurden lediglich die Abgrenzungsbedingungen betreend den Abstand
der einzelnen Punkte zum Mittelpunkt M . Dieser betragt (R+B=2;1):
function Po=Punkteoben(A0,B,R,c0,a)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Punkteoben.m.
Algorithmus 27: Punkteoben.m
Zur Uberprufung des Algorithmus 27 Punkteoben.m dient der folgende Al-
gorithmus 28 Punkteoben_Test.m.
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Punkteoben_Test.m.
Algorithmus 28: Punkteoben_Test.m
Der folgende Algorithmus 29 Punkteunten.m hat einen ahnlichen Aufbau
wie der Algorithmus 27 Punkteoben.m. Wie zuvor wurden lediglich die Ab-
grenzungsbedingungen geandert. Der Abstand der einzelnen Punkte zum Mit-
telpunkt M bendet sich im Intervall (R   B=2; 0): Die Punkte unterhalb des
Mittelpunktes des approximierenden Kreisbogens bleiben unberucksichtigt.
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Abbildung 4.11: Graphische Uberprufung der Lage der Eckpunkte innerhalb des
Straenstreifens nach Algorithmus 25 Punkteinnen.m
function Pu=Punkteunten(A0,B,R,c0,a)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Punkteunten.m.
Algorithmus 29: Punkteunten.m
Zur Uberprufung des Algorithmus 29 Punkteunten.m dient der folgende Al-
gorithmus 30 Punkteunten_Test.m:
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Punkteunten_Test.m.
Algorithmus 30: Punkteunten_Test.m
Die Zusammenstellung dieser drei Matrizen wird mit dem Algorithmus 31
Die Lage der Grundstuckseckpunkte.m gemacht und ergibt eine Matrix PL.
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function T=Punkte(A0,B,R,c0,a,kurz)
[P,name]=Splinepolygonpunkte;
n=length(P);
PL=zeros(6,n);
Po=Punkteoben(A0,B,R,c0,a);
Pi=Punkteinnen(A0,B,R,c0,a);
Pu=Punkteunten(A0,B,R,c0,a);
PL(:,Pi(6,:))=Pi;
PL(:,Pu(6,:))=Pu;
PL(:,Po(6,:))=Po;
if (nargin>5)
PL=PL(1:5,:);
end
T=PL';
Algorithmus 31: Die Lage der Grundstuckseckpunkte.m
Mit Hilfe des Algorithmus 32 Punkte_Test.m wird die Matrix T als trans-
ponierte Matrix PL konstruiert:
% Punkte_Test
A0=[-23.2934,-41.2836]; a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55];
c0=1.0571; B=20;
T=Punkte(A0,B,R,c0,a,1)
Algorithmus 32: Punkte_Test.m
Die im Weiteren benotigte transponierte Matrix PL = T 0 wird nicht gezeigt.
Punkte_Test (nur 4 Zeilen)
T =
-62.0700 -19.2700 1.0000 1.0000 1.0000
-22.8900 -29.8600 1.0000 0 2.0000
-46.5400 5.7700 1.0000 1.0000 3.0000
-7.0100 -19.2800 1.0000 0 4.0000
Der Algorithmus 31 Die Lage der Grundstuckseckpunkte.m listet alle Grund-
stuckseckpunkte in Form einer Matrix T:n x 5 auf, wie folgt:
die erste und zweite Spalte sind Koordinaten,
die dritte Spalte bezeichnet die Lage der Punkte bezuglich der Nummer jedes
Splinesegmentes,
die vierte Spalte bezeichnet die Lage der Punkte bezuglich des Straenstreifens,
die funfte Spalte ist der numerische Name der Punkte.
Alle Punkte aus dem Algorithmus 18 Splinepolygonpunkte.m scheinen in der
Matrix T auf. Alle Zeilen der MatrixT mit solchen Punkten, die nicht in den
obigen Algorithmen erscheinen, also auerhalb des Splines liegen, werden in der
Matrix T als mit lauter Nullen besetzte Zeilen ausgewiesen. Das trit auch auf
die Punkte zu, die sich zwischen den benachbarten Begrenzungsradien von ap-
proximierenden Kreisbogen benden. Die Folge davon ist, dass diese Punkte als
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innerhalb des Straenstreifens liegenden Punkte gedeutet werden, sie im Spli-
nesegment 0 liegen und die Koordinaten (0; 0) besitzen. Die spatere Suche nach
einem vermeintlichen Schnittpunkt der entsprechenden Dreieckskante mit den
Straenrandern scheitert und endet mit dem Absturz des Programms. Deshalb
muss eine Manahme getroen werden, die erlaubt, die Dreiecke mit solchen
Punkten fruhzeitig vor dem Einsatz des Algorithmus zur Schnittpunkteberech-
nung zu eliminieren. Als Nachteil eines solchen Vorganges ist, dass auch Dreiecke
eliminiert werden, die sogar im Straenbereich liegen konnten. Solche Dreiecke
werden aber in der ersten Stufe der Optimierung identiziert und durch gering-
fugige Verschiebung eines Eckpunktes aus der ungunstigen Lage herausgebracht,
um in der zweiten Optimierungsstufe berucksichtigt zu werden. Der Vorteil der
Vorgangsweise ist die Eliminierung groer Mengen von Dreiecken, die am Opti-
mierungsprozess unbeteiligt sind. Dies kommt insbesondere zur Geltung, wenn
groe Gebiete vermessungstechnisch erfasst werden. Zur Vermeidung einer Ver-
schiebung gabe es auch alternative Methoden. Diese werden aber aufgrund ihrer
Aufwandigkeit hier nicht behandelt.
Die Wirkung der Vorgangsweise konnte auf dem eingangs behandelten Beispiel,
mangels solcher Parzellen nicht zufriedenstellend uberpruft werden. Daher wur-
den zusatzliche Parzelle eingefuhrt und im weiteren eine neue Matrix T be-
trachtet. Die erganzenden Parzellen sind bereits in den Zeichnungen 4.5 und 4.6
eingezeichnet.
Diese sind aber nicht in Abbildung 4.12 berucksichtigt. Die Zeilen der ver-
groerten Matrix T infolge der Zugabe einiger Parzellen sind auf CD,Datei
Punkte_Test angegeben.
Abbildung 4.12: Graphische Uberprufung der Lage samtlicher Eckpunkte nach
Algorithmus 31 Die Lage der Grundstuckspunkte.m
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Das wichtigste Resultat fur die Bestimmung des Dreieckstyps liegt in der vierten
Spalte der Matrix T. Es liegt nahe, dass mit der Summe der Eckpunktewerte der
Dreieckstyp festgestellt werden kann. Es werden daher zunachst alle Eckpunkte
von Dreiecken aus Algorithmus 19 Dreiecke.m mit den Werten aus der vierten
Spalte des Algorithmus 32 ersetzt, um spater aufgrund der Summenwerte der
auf einer Dreieckkante liegenden Eckpunkte, den Dreieckstyp zu bestimmen.
Dies geschieht mit folgendem Algorithmus 33 Lage.m.
function LageA=Lage(A0,B,R,c0,a,A)
T=Punkte(A0,B,R,c0,a,1);
PL=T';
LageA =zeros(size(A,1),3);
for i=1:size(A,1)
for j=1:3
LageA(i,j)=PL(4,A(i,j));
LageA(A(i,j));
end
end
Algorithmus 33: Lage.m
Mit dem Algorithmus Lage_Test.m erfolgt die Uberprufung des Algorithmus
33.
Lage_Test
A0=[-23.2934,-41.2836]; a=[47.40167,157.2818,130.0];
R=[inf,inf,55,55]; c0=1.0571; B=20;
A=Dreiecke;
LageA=Lage(A0,B,R,c0,a,A)
Algorithmus 34: Lage_Test.m
Das Resultat (nur 4 Zeilen) aus dem Algorithmus 33 ist als Matrix LageA
nx3 angefuhrt:
LageA =
0 1 0
1 0 1
1 1 1
1 1 1
Der Dreiecsktyp wird mit dem folgenden Algorithmus 35 Dreiecktyp.m gefun-
den. Die Typen von Dreiecken wurden auf folgende Weise deniert (siehe Abb.
4.2: Dreieckstypen):
Typ 1 - drei Punkte liegen auerhalb des Straenstreifens,
Typ 2 - ein Punkt liegt im Straenstreifen, zwei liegen auerhalb,
Typ 3 - ein Punkt liegt auerhalb und zwei Punkte innerhalb des Straenstrei-
fens,
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Typ 4 - alle drei Punkte liegen im Straenstreifen,
Typ 5 - alle Punkte liegen auerhalb des Straenstreifens, wobei zwei Punkte
oberhalb und einer unterhalb des Straenstreifens liegen bzw. umgekehrt,
Typ 6 - ein Punkt liegt im Straenstreifen und je einer oberhalb und unterhalb
desselben.
function typ=Dreiecktyp(A0,B,R,c0,a,A);
LageA=Lage(A0,B,R,c0,a,A);
unten=sum(LageA<0,2);
innen=sum(LageA==0,2);
% Die Matrix LageA ist nx3 aus Eintragen {-1,0,1} und die Matrix typ ist nx6
typ=[];
for i=1:size(LageA,1)
if (innen(i)==3)
typ=[typ;4]; %"Dreieckflaeche xPreis addieren"
elseif (innen(i)==2)
typ=[typ;3];
elseif (innen(i)==1)
if (unten(i)==1)
typ=[typ;6];
else
typ=[typ;2];
end
elseif (innen(i)==0)
if (unten(i)<3 & unten(i)>0)
typ=[typ;5];
else typ=[typ;1]; % Dreiecke vom Typ1,spater geloscht
end
end;
end
behalten=typ~=1; % Behalte nur Dreiecke vom Typen 2,3,4,5,6
A(:,5)=typ;
typ=A(behalten,:);
Algorithmus 35: Dreiecktyp.m
Mit dem Algorithmus 36 Dreiecktyp_Test.m erfolgt die Uberprufung des
Algorithmus 35 Dreiecktyp.m.
% Dreiecktyp_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0];
R=[inf,inf,55,55]; c0=1.0571; B=20; A=Dreiecke;
typ=Dreiecktyp(A0,B,R,c0,a,A)
Algorithmus 36: Dreiecktyp_Test.m
Anschlieend ist das Resultat aus dem Algorithmus 36 (nur 4 Zeilen) ange-
fuhrt:
56
Dreiecktyp_Test
typ =
2 3 4 101 3 11
1 2 3 101 2 11
8 9 10 104 3 14
7 8 9 104 2 14
Die Matrix typ aus dem Algorithmus 35 Dreiecktyp.m ist eine mit der funften
Spalte erganzte Matrix A aus dem Algorithmus 19 Dreiecke.m.
In der Matrix typ kommen keine Eintrage fur die Dreiecke des Typs 1 vor, die
ganzlich im Bereich eines Splines liegen. Es treten aber Dreiecke des Typs 1 auf,
deren Eckpunkte teilweise innerhalb und auerhalb der Splinesegmente liegen,
da auerhalb liegende Punkte als innen liegend bewertet werden und mit Nul-
leintragen von den Matrizen T und Lage ubernommen werden. Ein Nulleintrag
wird als innenliegend interpretiert. Infolge dessen wird ein Dreieck, das keine
Flache beansprucht, falschlicherweise anders interpretiert. Das Entfernen sol-
cher Dreiecke erfolgt im Algorithmus 39 Dreieckegesamt.m. Eine modizierte
Matrix typneu entsteht mit Hilfe des Algorithmus 41 Dreiecktypneu.m. Sie
enthalt nur die Parzellen, die die unerwunschten Dreiecke nicht mehr enthalt.
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Kapitel 5
Berechnung der
Zielfunktion
Die Flachenberechnung erfolgt in Abhangigkeit von dem Dreieckstyp nach dem
in Abbildung 5.1 gezeigten Prinzip.
Abbildung 5.1: Berechnungsmethode der Grundstucksache am Beispiel fur ein
Grundstuck
Aus Abbildung 5.1 ist ersichtlich, dass man zwecks Berechnung der Flachenin-
halte die Koordinaten der Schnittpunkte der Dreieckkanten mit den Straen-
streifenrandern berechnen muss. Das geschieht im Algorithmus
45 Splineschnittpunkte.m. Es wird ein Hilfsprogramm im Algorithmus 42
Dreieckeseiten.m gebraucht, mit dem die schneidenden Kanten der Dreiecke
gefunden und die Anzahl der Schnitte bestimmt werden. Zum Zweck der besse-
ren Ubersichtlichkeit werden die bisher erreichten Resultate mit Hilfe des Algo-
rithmus 37 Dreieckepl.m zusammengestellt.
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Um den Algorithmus 45 Splineschnittpunkte.m konstruieren zu konnen, wer-
den folgende Algorithmen gebraucht:
Der Algorithmus 39 Dreieckegesamt.m, mit dem die Anzahl der Schnitte fur
samtliche Dreieckskante n gefunden wird und
der Algorithmus 42 Dreieckeseiten.m, mit dem die schneidenden Kanten der
Dreiecke gefunden werden.
Als Hilfe fur die Konstruktion des Algorithmus 39 Dreieckegesamt.m und des
Algorithmus 42 Dreieckeseiten.m dient der folgende Algorithmus 37 Dreieckepl.m.
function Ek=Dreieckepl(A0,B,R,c0,a,A)
T=Punkte(A0,B,R,c0,a,1);
PL=T';
typ=Dreiecktyp(A0,B,R,c0,a,A);
for i=1:size(typ,1)
for j=1:3
E1(i,j)=PL(3,typ(i,j));
E2(i,j)=PL(4,typ(i,j));
E3(i,j)=PL(5,typ(i,j));
Ek=[E1 E2 E3];
end
end
Algorithmus 37: Dreieckepl.m
Die Uberprufung des Algorithmus 37 Dreieckepl.m erfolgt mit Hilfe des
Algorithmus 38 Dreieckepl_Test.m.
% Dreieckepl-Test(A0,B,R,c0,a,A)
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
A=Dreiecke;
Ek=Dreieckepl(A0,B,R,c0,a,A)
>> Dreieckepl_Test (nur 4 Zeilen)
Algorithmus 38: Dreieckepl_Test.m
Aus dem Algorithmus erhalt man eine Matrix Ek: n x 9, in der nur die
Dreiecke des Typs 2; 3; 4; 5; 6 vertreten sind.
>> Dreieckepl_Test
Ek =
1 2 3 4 5 6 7 8 9
__________________________________________________
1 1 1 0 1 0 2 3 4
1 1 1 1 0 1 1 2 3
2 2 2 0 1 0 8 9 10
Die Spalten bedeuten:
Spalten 1   3: Lage des ersten bis dritten Dreieckseckpunktes aus den Spalten
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7 bis 9, bzgl. der Splinesegment Nr.,
Spalten 4 6: Lage des ersten bis dritten Dreieckseckpunktes aus den der Spalten
7 bis 9, bzgl. der Straenstreifen-Lage,
Spalten 7  9: Eckpunkte der Dreiecke.
Eine Zusammensetzung der Matrizen typ und Ek ergibt eine Matrix E: n 18:
Das geschieht mit Hilfe des Algorithmus 39 Dreieckegesamt.m.
function E=Dreieckegesamt(A0,B,R,c0,a,A)
Ek=Dreieckepl(A0,B,R,c0,a,A);
typ=Dreiecktyp(A0,B,R,c0,a,A);
E1=[Ek,typ];
E=[E1,abs(E1(:,5)-E1(:,4)),abs(E1(:,6)-E1(:,4)),abs(E1(:,6)-E1(:,5))];
i=find(E(:,7).*E(:,8).*E(:,9)==0);
if (length(i)>0)
E(i,:)=[];
end
SizeE=size(E);
Algorithmus 39: Dreieckegesamt.m
Der Algorithmus 39 Dreieckegesamt.m kann mit dem Algorithmus 40
Dreieckegesamt_Test.m uberpruft werden.
Dreieckegesamt_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
A=Dreiecke;
E=Dreieckegesamt(A0,B,R,c0,a,A)
Algorithmus 40: Dreieckegesamt_Test.m
Dass Resultat ist eine Matrix E: n x 18
E =
Columns 1 through 9
1 1 1 0 1 0 2 3 4
1 1 1 1 0 1 1 2 3
Columns 10 through 18
2 3 4 101 3 11 1 0 1
1 2 3 101 2 11 1 0 1
Die letzten drei Spalten 16  18 der Matrix E beschreiben, an wie vielen Stellen
die Dreieckskanten die Straenstreifenrander schneiden. Die Zahlen 0; 1; 2 be-
zeichnen:
0: keinen Schnitt,
1: einen einmaligen Schnitt,
2: einen doppelten Schnitt.
Die Spalten 16 18 der Matrix E aus dem folgenden Algorithmus Dreieckegesamt.m
bezeichnen:
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Spalte 16: die Anzahl der Schnitte einer Kante aus den Punkten der Spalten 7
und 8,
Spalte 17: die Anzahl der Schnitte einer Kante aus den Punkten der Spalten 7
und 9,
Spalte 18: die Anzahl der Schnitte einer Kante aus den Punkten der Spalten 8
und 9.
Die Bedeutung der Eintrage in der Matrix E erklart das folgende Beispiel.
In der ersten Zeile und 15. Spalte der Matrix E steht ein Wert 1,
weil abs(E(1,5)-E(1,4))=1. Das bedeutet, dass im Dreieck aus den Eckpunk-
ten 2; 3; 4 (Spalten: 7; 8; 9) die Kante 3  2 den oberen Straenstreifenrand nur
einmal schneidet. Daruberhinaus wissen wir, dass diese Kante ausgerechnet den
oberen Straenstreifenrand schneidet, da der Punkt 3 oberhalb des Straenstrei-
fens liegt. Denn der entsprechende Wert der Spalte 5 ist 1 und der entsprechende
Wert aus der Spalte 4 fur den Punkt 2 ist 0.
Die Matrix aus dem Algorithmus 41 Dreiecktypneu.m ist in unserem Fall die-
selbe wie die aus dem Algorithmus 35 Dreiecktyp.m, da alle Eckpunkte der
Parzellen sich im Bereich der Splinesegmente benden. Im Allgemeinen kann
die Matrix typ sehr umfangreich und dadurch unubersichtlich sein. Die Ma-
trix typneu beinhaltet dagegen nur die Parzellen, die durch den Straenstreifen
betroen sind und kann daher besser zu Uberprufungszwecken dienen.
function [typneu]=Dreiecktypneu(A0,B,R,c0,a,A)
E=Dreieckegesamt(A0,B,R,c0,a,A);
typneu=E(:,[10:15]);
Algorithmus 41: Dreiecktypneu.m
Nach diesen Hilfsalgorithmen kann nun der Algorithmus 42 Dreieckeseiten.m
konstruiert werden.
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function K=Dreieckeseiten(A0,B,R,c0,a,A)
E=Dreieckegesamt(A0,B,R,c0,a,A);
[P,name]=Splinepolygonpunkte;
K=sparse(size(P,2),size(P,2));
k=1; pi1=10; pi2=11; % Punktennummern bei Dreieckecken
for j=16:18
for i=1:size(E,1)
if (E(i,j)~=0)
if (K(E(i,pi1),E(i,pi2))==0)
K(E(i,pi1),E(i,pi2))=k*(-1)^E(i,j);
k=k+1;
end
end
end
if (j==16)
pi2=12;
end
if (j==17)
pi1=11;
end
end
Algorithmus 42: Dreieckeseiten.m
Der Algorithmus 42 Dreieckeseiten.m kann mit dem Algorithmus 43
Dreieckeseiten_Test.m uberpruft werden.
% Dreieckeseiten_Test
Eingaben wie ublich
Algorithmus 43: Dreieckeseiten_Test.m
Das Resultat ist eine Matrix K: nx2 (nur 4 Zeilen).
K =
(1,2) -2
(2,3) -1
(3,4) -23
(7,8) -4
Die Vektoren K sind die Dreieckskanten. Die negativen Werte in der dritten
Spalte bedeuten einen einmaligen Schnitt der Kante mit einem Straenrand;
ein positiver Wert bedeutet Schnitte beider Straenrander.
Die Koordinaten der Schnittpunkte im Bereich der ganzen Trasse werden mit
Hilfe des Algorithmus 45 Splineschnittpunkte.m ermittelt. Der Algorithmus
45 Splineschnittpunkte.m basiert auf den Algorithmen, die fur Berechnun-
gen einzelner Punkte zustandig sind. Eine Berechnung der Schnittpunkte kann
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sowohl in einem zweidimensionalen Nullstellenproblem, als auch in einem ein-
dimensionalen Nullstellenproblem erfolgen. Das zweidimensionale Verfahren ist
bei Berechnungen der Schnittpunkte notwendig, wo keine der beiden schnei-
denden Kurven eine Gerade ist. Es wurde aber auch bei Berechnungen der
Schnittpunkte zwischen geradlinigen Parzellenkanten und Splinesegmenten und
zwar mit Hilfe des Algorithmus 15 Splinenewton.m, angewandt. Da die Par-
zellenkanten geradlinig sind, werden Schnittpunkte in einem eindimensionalen
Verfahren ermittelt. Dabei wird zwischen einer Approximationsmethode und ei-
ner exakten Methode unterschieden. In der Approximationsmethode wird der
folgende Algorithmus 44 Splinenewton1.m angewandt:
function [xS,x]=Splinenewton1(A0,B,R,c0,a,absch,xp1,xp2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinenewton1.m.
Algorithmus 44: Splinenewton1.m
Eine Begrundung fur die Annahme des Wertes epsilon = :2 wird an Beispie-
len aus folgenden Abbildungen gezeigt.
Der folgende Algorithmus 45 Splineschnittpunkte.m wird nur fur typische
Falle a des Katalogs der Berechnungsfalle , angewandt.
function Ergebnis=Splineschnittpunkte(A0,B,R,c0,a,A)
K=Dreieckeseiten(A0,B,R,c0,a,A);
[ii,ij]=find(K~=0);
is=K(K~=0);
T=Punkte(A0,B,R,c0,a,1);
Ergebnis=[];
for i=1:length(ii)
xp1=T(ii(i),1:2)'; % Koordinaten des ersten Punktes
xp2=T(ij(i),1:2)'; % Koordinaten des zweiten Punktes
Abschnitt=T(ii(i),3);
Balt=(T(ii(i),4)+T(ij(i),4))*B;
if (is(i)<0)
[xS,x]=Splinenewton1(A0,Balt,R,c0,a,Abschnitt,xp1,xp2);
Ergebnis=[Ergebnis;xS',x',ii(i),ij(i),sign(Balt),Abschnitt];
else
[xS,x]=Splinenewton1(A0,-B,R,c0,a,Abschnitt,xp1,xp2);
Ergebnis=[Ergebnis;xS',x',ii(i),ij(i),-1,Abschnitt];
[xS,x]=Splinenewton1(A0,B,R,c0,a,Abschnitt,xp1,xp2);
Ergebnis=[Ergebnis;xS',x',ii(i),ij(i),1,Abschnitt];
end
end
Algorithmus 45: Splineschnittpunkte.m
Bei allen auftretenden Fallen a, b und c des Katalogs der Berechnungsfalle
muss der folgende Algorithmus 46 Splineschnittpunkte1.m verwendet werden.
63
Er liefert zusatzlich eine Matrix Ergebnis2, die u.a. Koordinaten der Schnitt-
punkte von den Kanten liefert, die maximal zwei Mal einen Straenrand schnei-
den.
function [Ergebnis,Ergebnis2]=Splineschnittpunkte1(A0,B,R,c0,a,A)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineschnittpunkte1.m.
Algorithmus 46: Splineschnittpunkte1.m
Die Uberprufung des Algorithmus 45 Splineschnittpunkte.m erfolgt mit
dem Algorithmus 48 Splineschnittpunkte_Test.m.
% Splineschnittpunkte_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
A=Dreiecke;
T=Punkte(A0,B,R,c0,a,1);
Ergebnis=Splineschnittpunkte(A0,B,R,c0,a,A)
Algorithmus 47: Splineschnittpunkte_Test.m
Das Resultat ist eine Matrix Ergebnis : n 8.
Splineschnittpunkte_Test (nur 5 Zeilen)
Ergebnis =
124.4177 -8.8071 0.9202 0.7018 27.0000 32.0000 -1.0000 3.0000
109.0251 72.4104 -0.0649 0.2296 38.0000 39.0000 -1.0000 3.0000
103.0423 93.3764 -0.1329 0.5554 38.0000 39.0000 1.0000 3.0000
117.9593 69.4082 0.0238 0.1309 38.0000 40.0000 -1.0000 3.0000
125.4094 87.9858 0.0176 0.3375 38.0000 40.0000 1.0000 3.0000
Der Aufbau der Matrix ist wie folgt:
Spalte 1  2: die Koordinaten der Schnittpunkte ,
Spalte 3  4: die Werte der Parameter s bzw. t,
Spalte 5  6: die schneidenden Dreieckkanten,
Spalte 7: zeigt die Lage des Schnittpunktes: +1 - oberhalb der Straenachse,  1
- unterhalb der Straenachse,
Spalte 8: zeigt in welcher Splinesegment-Nr. sich ein Schnittpunkt bendet.
Mit Hilfe der Abbildung 5.2 wird der Algorithmus 45 Splineschnittpunkte.m
graphisch uberpruft.
Es hat sich heraugestellt, dass der Algoritmus 15 Splinenewton.m sehr insta-
bil ist. Fur eine Trassenfuhrung, wie in Abb. 5.2 dargestellt, funktionierte er
einwandfrei. Fur die typischen Falle der Ortsdurchfahrten lieferte er manchmal
falsche Resultate, und zwar in den Fallen, in denen einer der Punkte der Par-
zellenkante auf der zu schneidenden Kurve bzw. zu nahe an ihr lag. Solche Falle
traten bei einer Optimierung der Trasse II auf. Die Berechnung der Schnitt-
punkte bei den Optimierungsstartwerten, die dem Verlauf der roten Trasse in
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Abbildung 5.2: Graphische Uberprufung der Lage der Schnittpunkte nach Al-
gorithmus 45
Abb. 5.3 entsprachen, war fehlerfrei und erfolgte mit Hilfe des Algorithmus 45
Splineschnittpunkte.m.
Der Algorithmus 45 Splineschnittpunkte.m wurde mit dem Algorithmus 48
Splineschnittpunkte_Test.m uberpruft.
>> Splineschnittpunkte_Test
A0=[20.0,40.0];
a=[100,60,120]; R=[inf,inf,100,100]; c0=0.3; B=20;
A=Dreiecke10;
T=Punkte(A0,B,R,c0,a,1);
Ergebnis=Splineschnittpunkte(A0,B,R,c0,a,A)
Algorithmus 48: Splineschnittpunkte_Test.m
Der Algorithmus lieferte folgende Resultate:
Splineschnittpunkte_Test (nur 4 Zeilen)
Ergebnis =
33.0016 54.4894 0.1670 0.9678 1.0000 2.0000 1.0000 1.0000
53.0773 60.6995 0.3772 0.8463 1.0000 4.0000 1.0000 1.0000
57.1973 61.9740 0.4203 0.8344 3.0000 4.0000 1.0000 1.0000
65.8004 43.7002 0.4485 0.6645 5.0000 7.0000 -1.0000 1.0000
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Mit Hilfe der folgenden Abbildung 5.3 konnen die Schnittpunkte graphisch uber-
pruft werden.
Abbildung 5.3: Graphische Uberprufung der Schnittpunktelage fur die Trasse II
Im Unterschied zur Abb. 5.2 sind in Abb. 5.3 nur die Koordinaten fur die Schnitt-
punkte der Parzellenkante P17-P21gezeigt. Der zweite Schnittpunkt
KPa=(218.9,59.89) wurde durch die Bedingung, dass der Parameter s sich im
Intervall 0  s  1 benden muss, ignoriert. Wie sich spater zeigen wird, ist
eine geringfugige Vergroerung dieses Intervalls um epsilon = 0:2 notwendig,
wenn die Trasse parallel zur Parzellenkante verlauft. Eine solche Lage verbirgt
auch andere Probleme, deren Nichtberucksichtigung eine Optimierung, infolge
eines Programmabsturzes, verhindert. Bei der Optimierung fur die Trasse II
erfolgte ein Absturz in den in Abbildung dargestellten Fallen.
Die Falle A, B, C kommen, infolge der stattndenden Verschiebungen der Tras-
se bei einer Optimierung vor. In Abbildung 5.5 sind solche Trassenlagen darge-
stellt, bei denen die Situationen aus der Abbildung 5.4 auftraten.
Die Parameter der grunen Trasse sind in Abbildung 5.6 dargestellt. Sie sind wie
folgt:
A0=[20,40];
a=[116.284999999999996, 83.0113999999999947, 62.3205000000000026];
R=[1/0.001939039999999999948, 1/0.002426839999999999987,...
1/0.006328379995999999785, 1/0.01324350000000000006];
c0=0.3; B=20;
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Abbildung 5.4: Besondere Falle der Lage der Parzellenkanten bei Optimierung
Der mit Hilfe des Algorithmus 15 Splinenewton.m durchgefuhrte Test lieferte
teilweise falsche Resultate. Das trit auf die Werte in der rot bezeichneten Zeile
zu. Der grote Fehler wurde namlich bei der Kante P13-P17 festgestellt.
123.2290 49.8373 0.8996 0.4200 7.0000 14.0000 -1.0000 1.0000
181.5460 49.0539 0.5875 0.9406 13.0000 14.0000 -1.0000 2.0000
182.5900 69.0500 0.5703 0 13.0000 14.0000 1.0000 2.0000
215.2749 57.5762 0.6021 0.7753 13.0000 17.0000 1.0000 2.0000
206.8740 43.9666 0.9166 0.6891 13.0000 18.0000 -1.0000 2.0000
210.9490 39.7575 0.7532 0.8047 13.0000 18.0000 1.0000 2.0000
Der gemeinsame Dreieckseckpunkt P13 fur die Parzellen 15 und 17 hat die Ko-
ordinaten 182:5915; 69:0792 und ist von dem Straenrand etwa 0:02m entfernt.
Bereits bei solcher Entfernung zeigt sich die Instabilitat des Algorithmus 15
Splinenewton.m. Gema der Abbildung soll der Parameter s Werte nahe 0
oder 1 annehmen. Der Wert s = 0:6021 ist klarerweise falsch.
Der Algorithmus 45 Splineschnittpunkte.m basiert auf dem Algorithmus 44
Splinenewton1.m und liefert folgende Resultate:
67
Abbildung 5.5: Beispiele ungunstiger Lagen der Trasse II bei einer Optimierung
123.2290 49.8373 0.8996 0.4200 7.0000 14.0000 -1.0000 1.0000
181.5460 49.0539 0.5875 0.9406 13.0000 14.0000 -1.0000 2.0000
182.5915 69.0792 0.5700 -0.0014 13.0000 14.0000 1.0000 2.0000
182.4620 69.0949 0.5685 -0.0030 13.0000 17.0000 1.0000 2.0000
206.8740 43.9666 0.9166 0.6891 13.0000 18.0000 -1.0000 2.0000
182.5578 69.0833 0.5696 -0.0009 13.0000 18.0000 1.0000 2.0000
Die Richtiegkeit dieser Resultate lasst sich mit Hilfe der Abbildung 5.6 besta-
tigen. Fur die Kante P13-P17 betragt der Parameterwert s =  0:0030 und der
Schnittpunkt liegt nahe des Punktes P13, was in der rot gekennzeichneten Zeile
der letzteren Matrix ersichtlich ist. Der gegenstandliche Fall entspricht dem Fall
A. Die Situation aus dem Fall B ist in der Abbildung 5.7 dargestellt.
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Abbildung 5.6: Ein Fall der Lage eines Dreieckeckpunktes beinahe auf dem Rand
des Straenstreifens
Abbildung 5.7: Ein Fall einer tangentiellen Lage einer Parzellenkante bezuglich
eines Straenstreifens
Der fur die Parzellen 17 und 19 gemeinsame Eckpunkt P17 liegt entweder auf
oder nahe des Straenrandes, in der Zone, die von unten mit einem approximie-
renden Kreisbogen und von oben mit dem Straenrand begrenzt ist. Auerdem
nimmt die Kante P13-P17 eine tangentielle Lage bezuglich des Straenrandes
ein. Das Aunden der Schnittpunkte KP2 und KP4 vollzieht sich wie im B darge-
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stellt ist. Als der Schnittpunkt fur die Kanten P13-P17 wird der Punkt KP3 an-
genommen. Die Koordinaten dieses Punktes werden in zwei Schritten ermittelt.
Im ersten Schritt wird der Eckpunkt KP1 als der Schnittpunkt angenommen. Im
zweiten Schritt berechnet der Algorithmus den Schnittpunkt durch die Punkte
KP1 und MP denierten Geraden mit dem Rand des Straenstreifens. Der Punkt
MP ist der Mittelpunkt des approximierenden Kreisbogens. Wenn ein Dreieckeck-
punkt zwischen einem approximierenden Kreisbogen und dem Straenrand liegt,
dann wird ein solcher Punkt als Innerer Punkt erachtet (P14 Abb.5.4, Fall C).
Infolge dessen sucht der Algorithmus den zweiten Punkt, der sich auerhalb
des Straenstreifens bendet. Die Berechnungsschnittpunkte sind als die Punk-
te KP1 und KP2 angenommen, die in den Verlangerungen entsprechender Kanten
liegen. Um das zu ermoglichen werden Uberschreitungen fur den Parameter s
zugelassen und zwar um den Wert  = 0:2 unter der Voraussetzung, dass kein
anderer Punkt im Intervall 0  s  1 existiert. Auf diese Weise bestimmte
Schnittpunkte haben kaum erkennbaren Einuss auf die Flacheninhaltsberech-
nungen.
Die Bestimmung der Funktion, deren Nullstelle gesucht wird, erfolgt in dem
Algorithmus 49 Schnittf.m. In der Herleitung der Formel wurden folgende
Bezeichnungen verwendet:
KA- Anfangspunkt der Kurve,
P1- Anfangspunkt der Geraden,
P2- Endpunkt der Geraden,
t- Parameter der Kurve,
s- Parameter der Geraden,
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Bei einem Schnittpunkt sind die Koordinaten fur die Kurve und die Gerade
gleich, daher gilt:
KA(1) + x1(t) = P1(1) + (P2(1)  P1(1))  s
KA(2) + x2(t) = P1(2) + (P2(2)  P1(2))  s
x1(t) = ait(
8X
k=1
k cos(uk(t)))  B
2
 sin z(t)
x2(t) = ait(
8X
k=1
k sin(uk(t))) +
B
2
 sin z(t)
(x1(t) +KA(1))  (x2(t) +KA(2)) = P2(1)  P2(2)
x1(t)  x2(t) = (P2(1) KA(1))  (P2(2) KA(2))
x1(t)  x2(t) = ait(
8X
k=1
k( cos(uk(t)) 
  sin(uk(t))))  B
2
( sin z(t) +  cos z(t))
t = sin
t = cos
t22 + t22 = 1  ! t = 1p
2 + 2


= tan  !  = arctan 

 cosuk(t)   sinuk(t) = 1
t
(t cosuk(t)  t sinuk(t) =
=
1
t
sin cosuk(t)  cos sinuk(t) =
=
1
t
sin(  uk(t)
K = ait)
8X
k=1
k(t)(
1
t
(sin  uk(t)) =
= ai
8X
k=1
k(t)(sin  uk(t))
Bei der Verwendung ahnlicher Substitutionen erhalt man den zweiten Term
L =  B
2
( sin z(t) +  cos z(t))
t = sin
t = cos
L =  B
2
p
2 + 2 cos(  z(t))
f = L+K   (P2(1)  P2(2))
Die endgultige Formel in der MatlabNotation ist in dem Algorithmus 49 Schnittf.m
angegeben.
71
function f=Schnittf(x,k,g,c0,xp1,xp2,a,KA1,B)
cfk=[0.8983332399999999, 0.7627662049999999, 0.59171732, 0.40828268,...
0.23723379500000003, 0.10166676000000002, 0.019855069999999975, 0.98014493];
cfg=[0.8070026100888975, 0.581812283490102, 0.3501293867879824,...
0.16669474678798, 0.056279873490102036, 0.010336130088897605,...
0.000394223804704899, 0.9606840838047049];
mi=[0.111190515, 0.156853325, 0.18134189, 0.18134189, 0.156853325,...
0.111190515. 0.05061427 0.05061427];
u=c0-x*(cfk*k+cfg*g*x);
z=(c0 - x*(k + g*x));
diff=xp2-xp1;
if(abs(diff(2))>abs(diff(1)))
gamma=diff(1)/diff(2);
alpha=1;
tif=-1;
else
gamma=1;
alpha=diff(2)/diff(1);
tif=1;
end
phi=atan2(gamma,alpha);
diff=KA1-xp1;
if (phi > 0 || phi*tif)
f=sqrt(alpha^2+gamma^2)*(a*x*sum(mi.*cos(phi+u))-B/2*sin(phi+z))...
+alpha*diff(1)-gamma*diff(2);
else
phi=abs(phi);
f=sqrt(alpha^2+gamma^2)*(-a*x*sum(mi.*cos(phi-u))-B/2*sin(phi-z))...
+alpha*diff(1)-gamma*diff(2);
end
Algorithmus 49: Schnittf.m
Nachdem alle notwendige Informationen zur Berechnung der durch die Tras-
se beanspruchten Grundstucksachen und damit der Preise gesammelt wur-
den, muss noch ein Algorithmus 50 Splineflaeche.m konstruiert werden. Die
Flachenberechnung kann naherungsweise mit einer vereinfachten Flachenberech-
nungsmethode durchgefuhrt werden. Dabei wird die Lage der Schnittpunkte auf
der Verlangerung des Splinesegments angenommen, in dem sich eines der bei-
den Kantenenden bendet. Wie man in Abb. 5.8 sieht, liefert die vereinfachte
Methode eine geringfugige Abweichung von dem wirklichen Wert der Flachen-
beanspruchung (hier 2:5m2).
Die exakte Methode fur die Flacheninhaltsberechnung berucksichtigt die wirkli-
chen Lagen der Schnittpunkte. Sie ist allerdings zeitaufwandiger als die verein-
fachte Flachenberechnungsmethode. Sie ist aber in den Fallen zu verwenden, wo
die Parzelle sich uber mehreren Splinesegmmente erstreckt. Das Prinzip der ex-
akten Methode ist in Abb.5.9 Das Prinzip fur die Flacheninhaltberechnung
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Abbildung 5.8: Fehlerabschatzung in Flachenberechnung einer in mehreren Spli-
nesegmenten liegenden Parzelle-Vereinfachte Methode
bei einer in mehreren Splinesegmenten liegenden
Parzelle - Exakte Methode dargestellt.
Fur die Berechnung der Flachen wurde, ahnlich wie im Algorithmus 20
Klothflaeche.m, die Green'sche Integralformel fur eingeschlossene Flache zwi-
schen zwei Kurven verwendet. Die Kurven sind nach t und s parametrisiert. Der
rot gefarbte Term entspricht dem Integral fur die Gerade zwischen den Punkten
SP1 und SP2: Der Teil der Formel fur die Kurven zwischen den Punkten SP1
und SP2 umfat die Terme fur vier Splinesegmente. Die Integralgrenzen fur die
zwei mittleren Terme, den grunen und den blauen Term, sind klarerweise t = 0
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Abbildung 5.9: Das Prinzip fur die Flacheninhaltberechnung bei einer in meh-
reren Splinesegmenten liegenden Parzelle - Exakte Methode
bzw. t = 1:
F =  1
2
Z s=1
s=0
(xG(s)  y0G(s)  yG(s)  x0G(s)) ds+
1
2
Z t=1
t=0:868
(xK(t)  y0K(t)  yK(t)  x0K(t)) dt+
1
2
Z t=1
t=0
(xK(t)  y0K(t)  yK(t)  x0K(t)) dt+
1
2
Z t=1
t=0
(xK(t)  y0K(t)  yK(t)  x0K(t)) dt+
1
2
Z t=0:378
t=0
(xK(t)  y0K(t)  yK(t)  x0K(t)) dt
Die Integrale wurden mit Simpsonscher 7-Punkte Integralformel, wie es in dem
Algorithmus 20 Klothflaeche.m der Fall war, aufgelost.
Die Integration uber meherere Splinesegmente erfordert eine Berucksichtigung
ihrer Reihenfolge und der Richtung der Integration. Das erfolgt im ersten Teil des
folgenden Algorithmus 50 Splineflaeche.m. Der zweite Teil des Algorithmus
ist beinahe identisch mit dem Algorithmus 20 Klothflaeche.m.
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function F4=Splineflaeche(t1,t2,B,k,g,a,c,A,abschnitt1,abschnitt2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineflaeche.m.
Algorithmus 50: Splineflaeche.m
Der folgende Algorithmus 53 Splinepreis.m berechnet die Preise der durch
die Trasse eingelosten Grundstucke in Aufteilung auf den Dreieckstyp und die
Lage der Dreiecke bezuglich der Splinesegmente. Es werden bei den verschieden
Dreieckstypen mehrere Falle unterschieden. Diese Falle samt der Berechnungs-
formeln sind im Katalog der Berechnungsfalle enthalten. Die Flachen und Preise
im folgenden Algorithmus 53 Splinepreis.m sind fur die Falle a des Katalogs
berechnet. Die Berechnungen mit einer Berucksichtigung der Falle b und c wer-
den in einem vergroerten Algorithmus, in der Exakter-Methode behandelt. Die
Flachen zwischen den Sehnen und Bogen sind, bei positiven Radien mit einem
negativen Vorzeichen bzw. bei negativen Radien mit einem positiven Vorzei-
chen, berechnet. Dank dem Vorzeichenwechsel bei der Berechnung der Gesamt-
achen F gelten die gleiche Formeln fur sowohl Links-, als auch Rechtsradien.//
Es wird noch ein wichtiger Algorithmus gebraucht, der bei gegensinnigen Ra-
dien alle Radien- und Langenvektoren in eine Form bringt, die es ermoglicht
die prasentierte Flachenberechnungsmethode anzuwenden. Das ist der folgende
Algorithmus 51 Eingabe.m:
function [R, a, B] = Eingabe(R, a, B)
h=find(1./R(1:(length(R)-1)).*1./R(2:length(R))<0);
for i=length(h):-1:1
Ri0=R(h(i));
Ri1=R(h(i)+1);
ai0=a(h(i));
ai2=-(ai0*Ri0)/(Ri1-Ri0);
ai1=ai0-ai2;
R=[R(1:h(i)),inf,R((h(i)+1):length(R))];
a=[a(1:(h(i)-1)),ai1,ai2,a((h(i)+1):length(a))];
end
Algorithmus 51: Eingabe.m
Der Algorithmus 51 Eingabe.m basiert auf der Linearitat der Krummung
und der Proportion, die man aus Abbildung 5.10 ableiten kann.
1
a11
=
1 + 2
a11 + a12
(5.1)
Fur Bestimmung der Punktelage wird eine Approximation der Splinesegmente
mit Kreisbogen verwendet. In den bisherigen Tesfunktionen wurden bereits die
Nullpunkte (Wendepunkte) mitberucksichtigt. Bei einer Optimierung mussen
die Radien- und Langenvektoren nach jedem Schritt veriziert werden. Diese
Verizierung erfolgt mit Hilfe des Algorithmus 51 Eingabe.m und ist im folgen-
den Beispiel des Algorithmus Eingabe_Test.m dargestellt.
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Abbildung 5.10: Das Prinzip fur die Konstruktion und graphische Uberprufung
des Algorithmus 51 Eingabe.m
% Eingabe_Teast.m
A0=[0,0]; B=20; c0=-1;
R=[-100, -20, Inf, 40, -50, -80, 90];
a=[50, 30, 45, 100, 30, 110];
[R, a, B] = Eingabe(R, a, B)
Algorithmus 52: Eingabe_Test.m
Die verizierten Vektoren schauen wie folgt aus:
R= -100 -20 Inf 40 Inf -50 -80 Inf 90
a= 50.0000 30.0000 45.0000 55.5556 44.4444 30.0000 58.2353 51.7647
Dieses Resultat ist graphisch in Abbildung 5.10 Das Prinzip fur die Konstruktion
und graphische Uberprufung des Algorithmus 51 Eigabe.m uberprufbar.
Eine Trasse mit eingezeichneten Wendepunkten ist in Abbildung 5.11 gezeigt.
Die graphische Darstellung der Strae wurde mit Hilfe eines Algorithmus
Roadcalculation_Test,(nicht in der Diplomarbeit) basierend auf den Parame-
tern aus dem Algorithmus 52 Eingabe_Test.m, erzeugt. Die Rechenzeit betrug
0.287403 Sekunden. Die Punkte auf den Parallelkurven wurden in Abstanden
von m = 2m errechnet und mit Geraden verbunden.
Der folgende Algorithmus 53 Splinepreis.m liefert die Zielfunktion des Opti-
mierungsproblems.
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=Splinepreis(A0,B,R,c0,a)
[R,a,B]=Eingabe(R,a,B); % Algorithmus andert Eingabeparameter fur Langen-
% und Radiusvektoren und Rechnet die Wendepunkte
% T=Splinepunkte(A0,B,R,c0,a,length(a)); Berechnung mit der exakten Metode
T=Punkte(A0,B,R,c0,a) % Berechnung mit Approximationsmethode
A=Dreiecke;
% [Ergebnis,Ergebnis2]=Splineschnittpunkte(A0,B,R,c0,a,A) als Option. Algorithmus
% berucksichtigt Flachenberechnungsfalle b und c nach dem Berechnungskatalog
[Ergebnis]=Splineschnittpunkte(A0,B,R,c0,a,A);
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Abbildung 5.11: Eine Trasse mit berechneten Wendepunkten nach dem Algo-
rithmus 51 Eingabe.m
typneu=Dreiecktypneu(A0,B,R,c0,a,A);
[A,c,r,k,g]=Splinekoordinaten10(A0,0,R,c0,a);
winkel = abs(c(2:end)-c(1:end-1));
F=[]; Preis=[];Eigentuemer=[];
for i=1:size(typneu,1)
if (typneu(i,5)==2)
Punkt=typneu(i,1:3);
innen_Punkt=Punkt(find(T(Punkt,4)==0));
oben_Punkt=Punkt(find(T(Punkt,4)==1));
unten_Punkt=Punkt(find(T(Punkt,4)==-1));
% Fall 1
if (length(oben_Punkt)==2)
% erster Schnittpunkt:
erster_Punkt=min(oben_Punkt(1),innen_Punkt);
zweiter_Punkt=max(oben_Punkt(1),innen_Punkt);
zeilengleich=Ergebnis([5,6,7])==ones(size(Ergebnis,1),1)*...
[erster_Punkt,zweiter_Punkt,1];
% Zeile auswaehlen dafuer reicht es, die drei letzen Werte aus dem
% Ergebnis mit den zwei Punkten und 1 (Punkt liegt oben) zu vergleichen
po1=Ergebnis(find(zeilengleich(:,1).*zeilengleich(:,2).*...
zeilengleich(:,3)),[1:8]); %gewuenschte Werte aus Ergebnis holen
% fuer die Zeilen, die mittels zeilengleich gefunden wird.
% zweiter Schnittpunkt;
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erster_Punkt=min(oben_Punkt(2),innen_Punkt);
zweiter_Punkt=max(oben_Punkt(2),innen_Punkt);
zeilengleich=Ergebnis([5,6,7])==ones(size(Ergebnis,1),1)*...
[erster_Punkt,zweiter_Punkt,1];
po2=Ergebnis(find(zeilengleich(:,1).*zeilengleich(:,2).*...
zeilengleich(:,3)),[1:8]);
if po1(8)<po2(8)
t1=po2(3);
t2=po1(3);
abschnitt1=po2(8);
abschnitt2=po1(8);
elseif po1(8)>po2(8)
t1=po1(3);
t2=po2(3);
abschnitt1=po1(8);
abschnitt2=po2(8);
else
t1=max(po1(3),po2(3));
t2=min(po1(3),po2(3));
abschnitt1=po1(8);
abschnitt2=po2(8);
end
B=po1(7)*abs(B);
F4=Splineflaeche10(t1,t2,B,k,g,a,c,A,abschnitt1,abschnitt2);
F=[F,0.5*abs(T(innen_Punkt,1)*(po2(2)-po1(2))+po1(1)*...
(T(innen_Punkt,2)-po2(2))+po2(1)*(po1(2)-T(innen_Punkt,2)))-F4];
Preis=[Preis,F(i)*typneu(i,4)];
Eigentuemer =[Eigentuemer,typneu(i,6)];
elseif (length(oben_Punkt)~=2)
erster_Punkt=min(unten_Punkt(1),innen_Punkt);
zweiter_Punkt=max(unten_Punkt(1),innen_Punkt);
zeilengleich=Ergebnis([5,6,7])==ones(size(Ergebnis,1),1)*...
[erster_Punkt,zweiter_Punkt,-1];
pu1=Ergebnis(find(zeilengleich(:,1).*zeilengleich(:,2).*...
zeilengleich(:,3)),[1:8]);
% zweiter Schnittpunkt pu2
erster_Punkt=min(unten_Punkt(2),innen_Punkt);
zweiter_Punkt=max(unten_Punkt(2),innen_Punkt);
zeilengleich=Ergebnis([5,6,7])==ones(size(Ergebnis,1),1)*...
[erster_Punkt,zweiter_Punkt,-1];
pu2=Ergebnis(find(zeilengleich(:,1).*zeilengleich(:,2).*...
zeilengleich(:,3)),[1:8]);
t2=min(pu1(3),pu2(3));
t1=max(pu1(3),pu2(3));
if pu1(8)<pu2(8)
t1=pu2(3);
t2=pu1(3);
abschnitt1=pu2(8);
abschnitt2=pu1(8);
elseif pu1(8)>pu2(8)
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t1=pu1(3);
t2=pu2(3);
abschnitt1=pu1(8);
abschnitt2=pu2(8);
else
t1=max(pu1(3),pu2(3));
t2=min(pu1(3),pu2(3));
abschnitt1=pu1(8);
abschnitt2=pu2(8);
end
B=pu1(7)*abs(B);
F4=Splineflaeche10(t1,t2,B,k,g,a,c,A,abschnitt1,abschnitt2);
F=[F,0.5*abs(T(innen_Punkt,1)*(pu2(2)-pu1(2))+pu1(1)*...
(T(innen_Punkt,2)-pu2(2))+pu2(1)*(pu1(2)-T(innen_Punkt,2)))+F4];
Preis=[Preis,F(i)*typneu(i,4)];
Eigentuemer =[Eigentuemer,typneu(i,6)];
end;
elseif (typneu(i,5)==3);
Algorithmus 53: Splinepreis.m
Es wurde nur ein Ausschnitt aus dem Algorithmus 53 Splinepreis.m und zwar
die Flachenberechnungsweise fur den Dreiecktyp 2 gezeigt. Die Fortsetzung be-
ndet sich auf CD. Die Berechnungen fur andere Dreiecktypen werden nach dem
selben Prinzip durchgefuhrt. Der Algorithmus 53 Splinepreis.m kann mit dem
Algorithmus 54 Splinepreis_Test.m uberpruft werden:
% Splinepreis_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55]; c0=1.0571; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=Splinepreis(A0,B,R,c0,a)
Algorithmus 54: Splinepreis_Test.m
Als Ergebnis des Algorithmus Splinepreis_Test.m werden folgende Resul-
taten, in der Tabelle 5.1 zusammengefasst, erzielt:
Tabelle 5.1: Resultate aus dem Algorithmus 54
G-Nr 11 11 14 14 15 15 17 17 18 18 19
Flache 152.9 8.58 495.4 182.0 478.6 88.3 92.4 63.2 203.7 168.62 217.20
Preis 1.544 0.086 5.152 1.893 5.026 0.927 0.989 0.677 2.200 1.821 2.367
G-Nr 19 20 20 21 21 22 23 23 23 26 27
Flache 362.5 4.9 132.9 81.4 1.9 356.5 69.9 95.8 44.5 327.2 188.2
Preis 3.958 0.054 1.4627 0.9047 0.0211 3.993 0.791 1.082 0.503 3.796 2.203
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% Splinepreis_Test (Computerausdruck)
F =
Columns 1 through 6
152.9283 8.5790 495.4003 182.0335 478.6805 88.3254
Columns 7 through 12
92.4605 63.2900 203.7676 168.6237 217.2002 362.5212
Columns 13 through 18
4.9305 132.9364 81.4761 1.9292 356.5169 69.9700
Columns 19 through 22
95.7913 44.5046 327.2203 188.2866
Preis =
1.0e+04 *
Columns 1 through 6
1.5446 0.0866 5.1522 1.8931 5.0261 0.9274
Columns 7 through 12
0.9893 0.6772 2.2007 1.8211 2.3675 3.9515
Columns 13 through 18
0.0542 1.4623 0.9044 0.0214 3.9930 0.7907
Columns 19 through 22
1.0824 0.5029 3.7958 2.2030
Eigentuemer =
Columns 1 through 11
11 11 14 14 15 15 17 17 18 18 19
Columns 12 through 22
19 20 20 21 21 22 23 23 23 26 27
Gesamtflaeche = 3.8174e+03
Gesamtpreis = 4.1447e+05
Elapsed time is 0.16 seconds.
Die Zeilen der Tabelle bedeuten:
G-Nr - Nummern der beanspruchten Dreieckachen.
Flache - Flache der Grundstucke,
Preis - Preise der Grundstucke,
Es wurden auch Gesamtache und Gesamtpreis errechnet.
Fur die Berechnungszeit des Algorithmus Splinepreis_Test.m wurden ver-
schiedene Werte erzielt. Der hochste Wert war 0:31 Sekunden.
5.1 Exakte Methode
Die exakte Methode unterscheidet sich von der Approximationsmethode in der
Art der Bestimmung der Punktelage. Die Punktelage wird durch einen Ver-
gleich der Abstande zu der Straenachse und zu einem der Straenrander be-
stimmt. Die Methode erfordert die Berechnung der Fupunkte auf den Straen-
randern; also die Losung eines Nullstellenproblems. Bei langeren Trassen mit
mehreren Parzellen und Punkten ist die Optimierung mit der exakten Methode
zeitaufwandig und soll daher nur beschrankt eingesetzt werden. Sie erlaubt aber
die Verwendung einfacherer Algorithmen fur die Berechnung der Schnittpunk-
te. Daruber hinaus liefert sie die notwendigen Algorithmen zur Erstellung der
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Graphiken. Die Graphikprogramme sind, abgesehen vom Vorteil der Anwend-
barkeit bei der Straenplanung, fur die Erforschung jeweiliger Absturzursachen
eines Optimierungsprogramms, unumganglich.
5.1.1 Fupunkte
Die Berechnung der Fupunkte ist die nachste Grundlage fur die exakte Metho-
de.
Es wird angestrebt, eine Matrix T zu bekommen, die einen identischen Aufbau,
wie jene aus dem Algorithmus 31 Die Lage der Grundstuckseckpunkte.m,
besitzt. Dadurch konnen weitere Algorithmen zur Schaung der Zielfunktion
unverandert bleiben und ubernommen werden. Zu diesem Zweck mussen meh-
rere Hilfsalgorithmen konstruiert werden.
Einer davon ist der Algorithmus 55 Splineabsteckungt.m. Er berechnet fur
einzelne Splinesegmente n und beliebige Werte t die Fupunkte, sowohl in der
Achse, als auch auf beiden Straenrandern.
function [W]=Splineabsteckungt(A0,B,R,c0,a,t,n)
[A_verschoben,c,r,k,g]=Splinekoordinaten(A0,B,R,c0,a);
%[R,a,B]=Eingabe(R,a,B);
A=Splinekoordinaten(A0,0,R,c0,a);
k=k(n); g=g(n); ci=c(n); ai=a(n); Ai=A(n,:)';
B1=0*B;
W1=Ai+Splinefunktion(t,B1,k,g,ci,ai);
B2=1*B;
W2=Ai+Splinefunktion(t,B2,k,g,ci,ai);
B3=-1*B;
W3=Ai+Splinefunktion(t,B3,k,g,ci,ai);
W=[W1,W2,W3];
Algorithmus 55: Splineabsteckungt.m
Mit dem Algorithmus 56 Splineabsteckungt_Test.m erfolgt die Uberpru-
fung des Algorithmus 55 Splineabsteckungt.m.
% Splineabsteckungt_Test
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130];
R=[inf,inf,55,55]; c0=1.0571; t=0; B=20; n=2;
W=Splineabsteckungt(A0,B,R,c0,a,t,n)
Algorithmus 56: Splineabsteckungt_Test.m
Fur oben genannte Parameter erhalt man folgende Resultate:
fur: n=2, t=1
W =
119.2658 122.9074 115.6241
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79.7113 89.0247 70.3980
Die Lage der Parzelleneckpunkten bezuglich der Splinesegmentnummer wird mit
dem Algorithmus 57 Splinepunkteabschnitt.m berechnet.
function PA=Splinepunkteabschnitt(A0,B,R,c0,a,n)
[P,name]=Splinepolygonpunkte;
[W]=[Splineabsteckungt(A0,B,R,c0,a,0,n),Splineabsteckungt(A0,B,R,c0,a,1,n)];
Ergebnis=[]; PA=[]; El=[];
W1=W(:,[1,4]);
W2=W(:,[2,5]);
W3=W(:,[3,6]);
b1=(W1(2,1)-W3(2,1))*W1(1,1)-(W1(1,1)-W3(1,1))*W1(2,1); %% fur t=0
b2=(W1(2,2)-W3(2,2))*W1(1,2)-(W1(1,2)-W3(1,2))*W1(2,2); %% fur t=1
k=length(P(1,:));
wa=(W1(2,1)*ones(1,k)-W3(2,1)*ones(1,k)).*P(1,:)-(W1(1,1)*ones(1,k)-...
W3(1,1)*ones(1,k)).*P(2,:);
wb=(W1(2,2)*ones(1,k)-W3(2,2)*ones(1,k)).*P(1,:)-(W1(1,2)*ones(1,k)-...
W3(1,2)*ones(1,k)).*P(2,:);
l=length(wa);
ind=find(wa>=b1*ones(1,l) & wb<=b2*ones(1,l));
Ergebnis =[Ergebnis,ind];
El=[El,n*ones(1,length(ind))];
s=Ergebnis;
PA1=P(2*s-1);
PA2=P(2*s);
U=name(Ergebnis);
PA=[PA1;PA2;El;U;s];
Algorithmus 57: Splinepunkteabschnitt.m
Mit dem Algorithmus 58 Splinepunkteabschnitt_Test.m erfolgt die Uber-
prufung des Algorithmus 57 Splinepunkteabschnitt.m
% Splinepunkteabschnitt_Test
A0=[-23.2934,-41.2836]; a=[47.40167,157.2818,130.0]; R=[inf,inf,55,55];
c0=1.0571; B=20; n=1;
PA=Splinepunkteabschnitt(A0,B,R,c0,a,n)
Algorithmus 58: Splinepunkteabschnitt_Test.m
Fur den ersten Abschnitt des Splines n = 1 wird folgende Matrix erhalten:
Columns 1 through 6 (gezeigt 6 Spalten aus 11)
-62.0700 -22.8900 -46.5400 -7.0100 -62.4100 36.5800
-19.2700 -29.8600 5.7700 -19.2800 31.0500 -57.1800
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1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1.0000 2.0000 3.0000 4.0000 5.0000 59.0000
1.0000 2.0000 3.0000 4.0000 5.0000 28.0000
Die Zeilen in der Matrix bedeuten:
Zeile 1-2: die Koordinaten der Punkte,
Zeile 3: die Splinesegmentnummer,
Zeile 4: die Vermessungsnummern der Punkte,
Zeile 5: die Indices der Punkte.
Mit dem Algorithmus 59 Splinefussfunktion.m erhalten wir die Funktion zur
Berechnung der t-Werte, bei denen die Fupunkte liegen.
Die im Algorithmus errechneten b1-Werte werden mit den entsprechenden w1-
Werten verglichen. Dadurch wird die Seite erkannt, auf der sich ein Punkt be-
zuglich der Geraden bendet. Sollte ein Punkt P auf der Geraden liegen, die
durch zwei Punkte: der eine in der Straenachse, der zweite auf einem der Stra-
enrander deniert ist, so muss sich nach dem Einsetzen der Koordinaten des
Punktes in die Geradengleichung der Wert 0 ergeben. Somit wird die Funktion
zur Berechnung der Fupunkte mit dem Ausdruck f=w1-b1 deniert.
function f=Splinefussfunktion(A0,B,R,c0,a,t,n,P)
[W]=Splineabsteckungt(A0,B,R,c0,a,t,n);
b1=-(W(2,1)-W(2,3))*W(1,3)+(W(1,1)-W(1,3))*W(2,3);
w1=-(W(2,1)-W(2,3))*P(1)+(W(1,1)-W(1,3))*P(2);
f=w1-b1;
Algorithmus 59: Splinefussfunktion.m
Eine Berechnung der Fupunkte in einem Splinesegment erfolgt mit dem
Algorithmus 60 Splinefusspunkteabschnitt.m.
function [Pi,Po,Pu,FPA]=Splinefusspunkteabschnitt(A0,B,R,c0,a,n)
[R,a,B]=Eingabe(R,a,B);
PA=Splinepunkteabschnitt(A0,B,R,c0,a,n);
FPA=[];FPAu=[]; FPAo=[];FPAchse=[];
wP=[]; wPu=[]; wPo=[];tvec=[]; indvec=[]; km=[];
iterations=0;
for i=1:size(PA,2)
Pi=PA(1:2,i);
fun=@(t)Splinefussfunktion(A0,B,R,c0,a,t,n,Pi);
try
[t,fval,exitflag,output]=fzero(fun,[0,1]);
iterations=max(iterations,output.intervaliterations+output.iterations);
catch
% Kein Vorzeichenwechsel, probiere mit Startwert
[t,fval,exitflag,output]=fzero(fun,.5);
iterations=max(iterations,output.intervaliterations+output.iterations);
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end
[W]=Splineabsteckungt(A0,B,R,c0,a,t,n);
FP=W(:,1); % Fusspunkt in der Achse
FPu=W(:,3); % Fusspunkt auf dem unteren Rand (unterer Rand, bei B<0)
FPo=W(:,2); % Fusspunkt auf dem oberen Rand (bei B>0)
FPAchse=[FPAchse,FP]; % Vektor der Fupunkte in der Achse
FPAu=[FPAu,FPu]; % Vektor der Fupunkte unten
FPAo=[FPAo,FPo]; % Vektor der Fupunkte auf dem oberen Rand
wP=[wP,norm(FP-Pi)]; % Abstand zum Fupunkt auf der Achse
wPu=[wPu,norm(FPu-Pi)]; % Abstand zum Fupunkt auf dem unteren Rand
wPo=[wPo,norm(FPo-Pi)]; % Abstand zum Fupunkt auf dem oberen Rand
tvec=[tvec,t];
indvec=[indvec,PA(5,i)];
end
km=sum(a(1:(n-1)))+tvec*a(n);
FPA=[PA;km;FPAchse;wP;FPAo;wPo;FPAu;wPu];
[z,s]=size(FPA);
if z<15
FPA(:,:)=[];
ind1=[];ind2=[];ind3=[];El=[];Pi3=[];U=[];Pi=[];Po1=[];El=[];Pi3=[];U=[];
Po=[];Pu1=[];El=[];Pi3=[];
U=[];Pu=[];
else
ind1=find(FPA(9,:)<=B/2); % Punkte zwischen beiden Randern
ind2=find(FPA(15,:)>FPA(9,:) & (FPA(9,:)>B/2 & FPA(9,:)>B/2));
% Punkte uber dem oberen Rand
ind3=find(FPA(15,:)<FPA(9,:) & (FPA(9,:)>B/2 & FPA(9,:)>B/2));
% Punkte unter dem unteren Rand
Pi1=FPA(1:2,ind1); % Punkte innen im n-ten Abschnit
El=FPA(3,ind1);
Pi3=zeros(1,length(ind1));
U=FPA(4,ind1);
Pi=[Pi1;El;Pi3;U;indvec(ind1)];
Po1=FPA(1:2,ind2); % Punkte oben im n-ten Abschnit
El=FPA(3,ind2);
Pi3=1*ones(1,length(ind2));
U=FPA(4,ind2);
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Po=[Po1;El;Pi3;U;indvec(ind2)];
Pu1=FPA(1:2,ind3); % Punkte unten im n-ten Abschnit
El=FPA(3,ind3);
Pi3=-1*ones(1,length(ind3));
U=FPA(4,ind3);
Pu=[Pu1;El;Pi3;U;indvec(ind3)];
end
Algorithmus 60: Splinefusspunkteabschnitt.m
Mit dem Algorithmus 61 Splinefusspunkteabschnitt_Test.m erfolgt die
Uberprufung des Algorithmus 60 Splinefupunkteabschnitt.m
% Splinefusspunkteabschnitt_Test.m
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinefusspunkteabschnitt_Test.m
Algorithmus 61: Splinefupunkteabschnitt_Test.m
Fur den zweiten Abschnitt n = 2 werden folgende Matrizen erhalten:
>> Splinefupunkteabschnitt_Test (nur die Matrix FPA gezeigt)
FPA =
Columns 1 through 7 (7 aus 18 Spalten gezeigt)
-34.2800 0.8500 29.9200 49.4600 61.8100 69.6000 96.3000
79.0400 66.7300 42.8700 98.2200 66.1100 116.2100 83.4300
2.0000 2.0000 2.0000 2.0000 2.0000 2.0000 2.0000
6.0000 7.0000 8.0000 9.0000 10.0000 11.0000 12.0000
6.0000 7.0000 8.0000 9.0000 10.0000 11.0000 12.0000
91.5075 100.3658 99.9294 145.7951 140.9625 164.0388 181.2245
23.0844 28.4464 28.1739 62.4883 58.3060 79.3442 96.2950
37.5533 44.6032 44.2624 74.2307 71.8107 81.1074 83.6558
70.7942 35.3717 2.2333 27.2988 6.6915 36.4300 0.2259
14.9814 20.6446 20.3554 57.7158 53.0694 76.6694 96.0752
43.4135 50.8587 50.4971 83.0184 80.3299 90.7430 93.6534
60.7942 25.3717 12.2333 17.2988 16.6915 26.4300 10.2259
31.1874 36.2482 35.9923 67.2608 63.5425 82.0190 96.5149
31.6931 38.3477 38.0277 65.4430 63.2914 71.4717 73.6582
80.7942 45.3717 7.7667 37.2988 3.3085 46.4300 9.7741
Die Zeilen in der Matrix FPA bedeuten:
Zeile 1-2: Koordinaten der gegebenen Punkte,
Zeile 3: Nummer der Splinesegmente,
Zeile 4: Name der Punkte,
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Zeile 5: Indicens der Punkte,
Zeile 6: Stationierung der Punkte,
Zeile 7-8: Koordinaten der Fupunkte in der Achse,
Zeile 9: Entfernungen der Punkte zur Achse,
Zeile 10-11: Koordinaten der Fupunkte auf dem oberen Straenrand,
Zeile 12: Entfernungen der Punkte zum oberen Straenrand,
Zeile 13-14: Koordinaten der Fupunkte auf dem unteren Straenrand,
Zeile 15: Entfernungen der Punkte zum unteren Straenrand.
Die Zeilen in den Matrizen:
Pi: Punkte innerhalb des Straenstreifens,
Po: Punkte oberhalb des Straenstreifens,
Pu: Punkte unterhalb des Straenstreifens
bedeuten:
Zeile 1-2: Koordinaten der Punkte,
Zeile 3: Nummer des Splinesegmentes,
Zeile 4: Punktelage,
Zeile 5: Die Vermessungsnummer der Punkte,
Zeile 6: Indizces der Punkte.
Die Losung des Nullstellenproblems im Algorithmus 60 Splinefupunkteabschnitt.m
erfolgte mit einem Matlab-Verfahren. Der folgende Algorithmus 62
Splinefupunkteabschnitt1.m liefert eine Losung des Nullstellenproblems mit
Hilfe des
Bisektionverfahrens. Der Vergleich beider Verfahren ergab keinen Unterschied
in der Berechnungszeit.
function [Pi,Po,Pu,FPA]=Splinefusspunkteabschnitt1(A0,B,R,c0,a,n)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinefusspunkteabschnitt1.m.
Algorithmus 62: Splinefupunkteabschnitt1.m
Die Berechnung der T Matrix, die die gleiche Bedeutung hat wie die gleich-
namige Matrix aus dem Algorithmus 31 Die Lage der Grundstuckseckpunkte.m,
erfolgt mit dem Algorithmus 63 Die Lage der Grundstuckseckpunkte nach
exakter Methode.m.
function [T,Pi,Po,Pu]=Splinepunkte(A0,B,R,c0,a,n)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Die Lage der Grundstuckseckpunkte nach exakter Methode.m.
Algorithmus 63: Die Lage der Grundstuckseckpunkte nach exakter
Methode.m
Mit dem Algorithmus 64 Splinepunkte_Test.m erfolgt die Uberprufung des
Algorithmus 63 Die Lage der Grundstuckseckpunkte nach exakter Methode.m.
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% Splinepunkte_Test
A0=[-23.2934,-41.2836]; a=[47.40167,157.2818,130.0];
R=[inf,inf,55,55]; c0=1.0571; B=20; n=3;
[T,Pia,Poa,Pua]=Splinepunkte(A0,B,R,c0,a,n)
Algorithmus 64: Splinepunkte_Test.m
Fur den Spline werden folgende Matrizen erhalten:
>> Splinepunkte_Test (nur 4 Zeilen gezeigt)
T =
-62.0700 -19.2700 1.0000 1.0000 1.0000 1.0000
-22.8900 -29.8600 1.0000 0 2.0000 2.0000
-46.5400 5.7700 1.0000 1.0000 3.0000 3.0000
-7.0100 -19.2800 1.0000 0 4.0000 4.0000
Die Bezeichnungen der Matrizen Pia, Poa, Pua betreen die Lage der Punkte.
5.1.2 Kleinpunkte
Die Berechnung der Kleinpunkte ist die nachste Grundlage fur die exakte Me-
thode.
Als Kleinpunkte werden solche Punkte deniert, die bei runden Stationierun-
gen, in voneinender kleinen Abstanden z.B. m= 4m, liegen. Die Kenntnis von
Koordinaten und Hohen der Punkte ist bei der Errichtung von Kunstbauten wie
Brucken, Tunnels u.s.w.,besonders wichtig. In der Matlab-Graphik tragen klei-
nere Abstande m zu einem besseren Bild bei. Die Grundlage zur Bestimmung
der Kleinpunkte stellt der Algorithmus 65 Splinelaenge.m dar, der Langen auf
einem Splinesegment zwischen zwei Werten von t1 und t2, in einem Abstand
B=2 von der Achse, berechnet.
Die Berechnung der Langen erfolgt mit Hilfe einer aus der Dierenzialgeometrie
bekannten Integralformel fur Kurven in der Parameterdarstelung.
L =
Z t2
t1
p
x0(t)2 + y0(t)2 dt:
Die Bezeichnungen:
t1 : Parameter am Anfang des zu berechnenden Splinesegments,
t2 : Parameter am Ende des zu berechnenden Splinesegments.
Die ubrigen Bezeichnungen sind wie jene aus dem Algorithmus 50 Splineflaeche.m
function L=Splinelaenge(t1,t2,A0,B,R,c0,a,n)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinelaenge.m.
Algorithmus 65: Splinelaenge.m
Mit dem Algorithmus 66 Splinelaenge_Test.m erfolgt die Uberprufung des
Algorithmus 65 Splinelaenge.m.
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% Splinelaenge_Test
Die Resultate des Algorithmus liegen auf der CD in der Datei
Splinelaenge_Test.m.
Algorithmus 66: Splinelaenge_Test.m
Der folgende Algorithmus 67 Splinestationierung.m erlaubt Stationierun-
gen am Anfang und Ende jedes Splinesegmentszu berechnen.
Die Bezeichnungen:
n: Abschnitt, dessen Stationierung gesucht ist,
sta: Station am Anfang des n-ten Splinesegments,
ste: Station am Ende des n-ten Splinesegments,
L: Lange des n-ten Splinesegments in der Achse (B=0),
Ast0: Stationierung des Splineanfangs (meistens Ast0=0).
Zusatzliche Bezeichnungen:
sto: Stationierung der oberen Parallelkurve,
stu: Stationierung der unteren Parallelkurve,
Lo: Lange der oberen Parallelkurve (B>0),
Lu: Lange der unteren Parallelkurve (B<0),
Ast0o: Stationierung des Anfangs der Parallelkurve oben,
Ast0u: Stationierung des Anfangs der Parallelkurve unten.
function [L,sta,ste]=Splinestationierung(A0,B,R,c0,a,n,Ast0)
[A,c,r,kvec,gvec]=Splinekoordinaten(A0,0,R,c0,a);
sta=Ast0;
ste=Ast0;
for abschnitt=1:n
k=kvec(abschnitt);
g=gvec(abschnitt);
ci=c(abschnitt);
ai=a(abschnitt);
Ai=A(abschnitt,:)';
sta=ste;
ste=ste+Splinelaenge(0,1,A0,B,R,c0,a,abschnitt);
end
L=ste-sta;
Algorithmus 67: Splinestationierung.m
Mit dem Algorithmus 68: Splinestationierung_Test.m erfolgt die Uber-
prufung des Algorithmus 67: Splinestationierung.m.
Die Resultate des Algorithmus liegen auf der CD in der Datei
Splinestationierung_Test.m.
Algorithmus 68: Splinestationierung_Test.m
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Im Algorithmus 68: Splinestationierung_Test.m sind die Stationierun-
gen der Splinesegmente 2 und 3 und derer Parallelkurven fur B=20, gezeigt:
Der folgende Algorithmus 69 Splineparameter.m berechnet Kleinpunkte in ei-
nem Splinesegment.
Bezeichnungen:
v: Matrix 4xn
L: Lange des Splinesegments
m: Abstande zwischen Kleinpunkten
n: Splinesegment mit gesuchten Kleinpunkten
sta: Station am Anfang des n-ten Splinesegments
ste: Station am Ende des n-ten Splinesegments
ra: Rest der Quotienten sta und m
sta_t1: erste runde Station modulo m
d1: Entfernung auf der Straenachse vom Splinesegmentanfang zur ersten run-
den Station modulo m
t1: t-Wert fur die Station bei d1
t2: Der t-Wert fur die letzte runde Station modulo m imn-ten Splinesegment
t3: t-Werte fur die runden Stationen modulo m zwischen dem t1-Wert und
t2-Wert
function [v]=Splineparameter(A0,B,R,c0,a,n,m,Ast0)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineparameter.m.
Algorithmus 69: Splineparameter.m
Mit dem Algorithmus 70 Splineparameter_Test.m erfolgt die Uberprufung des
Algorithmus 69 Splineparameter.m.
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineparameter_Test.m.
Algorithmus 70: Splineparameter_Test.m
Im Folgenden sind die Ergebnisse aus dem Algorithmus 70 Splineparameter_Test.m
fur das Splinesegment 2 und 3 und dessen Parallelkurven fur B=20, gezeigt:
fur den oberen Rand (nur 5 Spalten)
Columns 1 through 5
v =
47.4017 60.0000 80.0000 100.0000 120.0000
-8.7096 -2.4398 8.2024 20.4021 34.8887
4.9141 15.9471 33.4919 50.5557 66.3456
0 0.0801 0.2073 0.3344 0.4616
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Fur den unteren Rand
Columns 1 through 5
v =
47.4017 60.0000 80.0000 100.0000 120.0000
8.7091 14.8880 24.9849 36.0337 48.5574
-4.9139 5.9597 22.6132 38.0795 51.7455
0 0.0801 0.2073 0.3344 0.4616
Mit dem Algorithmus 71: Splinekleinpunkte.m erfolgt die Berechnung der
Kleinpunkte auf der ganzen Lange des Splines: n = length(a);. Die runden
Stationierungen beziehen sich auf die Straenachse.
function [v]=Splinekleinpunkte(A0,B,R,c0,a,n,m,Ast0)
n=length(a);
[A,c,r,k,g]=Splinekoordinaten(A0,B,R,c0,a);
k=k(1); g=g(1); ci=c(1); ai=a(1); Ai=A(1,:)';
v=[];
for i=1:n
vi=Splineparameter(A0,B,R,c0,a,i,m,Ast0);
v=[v,[vi;ones(1,size(vi,2))*i]];
end
Algorithmus 71: Splinekleinpunkte.m
Mit dem Algorithmus 72 Splinekleinpunkte_Test.m erfolgt die Uberpru-
fung des Algorithmus 71 Splinekleinpunkte.m.
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinekleinpunkte_Test.m.
Algorithmus 72: Splinekleinpunkte_Test.m
Mit dem Algorithmus 72: Splinekleinpunkte_Test.m wurde folgende Ma-
trix v erhalten:
v =
Columns 1 through 7 (nur 7 aus 22 Spalten)
0 20.0000 40.0000 47.4017 47.4017 60.0000 80.0000
-14.5841 -4.7561 5.0719 8.7091 8.7091 14.8880 24.9849
-46.1976 -28.7789 -11.3602 -4.9139 -4.9139 5.9597 22.6132
0 0.4219 0.8439 1.0000 0 0.0801 0.2073
1.0000 1.0000 1.0000 1.0000 2.0000 2.0000 2.0000
Eine zusatzliche Uberprufung stellt die Abbildung 5.12 20m-Kleinpunkte dar.
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Abbildung 5.12: 20m-Achspunkte mit Kleinpunkten an den Straenrandern
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Abbildung 5.13: 20m-Randerkleinpunkte nach dem Algorithmus 75:
Splinekleinpunkteparallel.m.
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Abbildung 5.12 entstand durch die Erganzung des Algorithmus 72
Splinekleinpunkte_Test.m mit dem graphishem Teil.
Die Kleinpunkte auf den Straenrandern wurden in Abbildung 5.12 geradlinig
verbunden. Die verwendeten Bezeichnungen:
* : Hauptpunkte in der Achse,
+ : Kleinpunkte,
o : Hektometerpunkte.
Eine Berechnung der Kleinpunkte auf Parallelkurven mit konstanten Abstanden
und runden Stationierungen modulo m basiert auf der Losung eines eindimen-
sionalen Nullstellenproblems. Es wird nun umgekehrt vorgegangen. Anstatt die
Lange auf der Kurve bei gegebenem t Wert; zu suchen, wird nun der t Wert
gesucht bei einer bekannten Lange auf der Parallelkurve. Diese Langen sind
durch einen Vektor d beschrieben. Die Funktion, deren Nullstelle gesucht ist,
entspricht dem Algorithmus 65: Splinelaenge.m und wird durch den folgenden
Ausdruck deniert:
fun = @(t)Splinelaenge(0; t; A0; B;R; c0; a; n)  d:
Die Berechnung erfolgt in folgenden Schritten:
Berechnung der Lange eines Segments und der Anfangs- und Endstationen
der Parallelkurve,
Berechnung von d1 und d2, als Restlangen am Anfang und Ende des Spli-
nesegments
Berechnung der Anzahl an der Abschnitte mit der Lange m,
Berechnung des Vektors d,
Bestimmung der t-Werte des Vektors v. v = [t1; t2; :::tn], wie in Abbildung
5.14 gezeigt.
Berechnung der Koordinaten der auf der Parallelkurve bendlichen Punkte
Pv in Abstanden des Vektors dmit Hilfe des Algorithmus 9 Splinekoordinaten.m.
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Abbildung 5.14: Das Prinzip der Berechnung der aquidistanten Kleinpunkte in
Parallelkurven
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Eine Berechnung der Kleinpunkte auf einer Parallelkurve erfolgt mit dem
Algorithmus 73: Splineparameterparallel.m
function [v]=Splineparameterparallel(A0,Ast0,B,R,c0,a,n,m)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineparameterparallel.m
Algorithmus 73: Splineparameterparallel.m
Mit dem Algorithmus 74: Splineparameterparallel_Test.m erfolgt die
Uberprufung des Algorithmus 73 Splineparameterparallel.m
n=2; m=20;
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130]; R=[inf,inf,55,55]; c0=1.0571; B=-20;
[v]=Splineparameterparallel(A0,B,R,c0,a,n,m)
Algorithmus 74: Splineparameterparallel_Test.m
Mit dem Algorithmus 74 Splineparameterparallel_Test.m wurde folgen-
de Matrix v erhalten:
v =
60.0000 80.0000 100.0000 120.0000 140.0000 160.0000 180.0000 191.7809
14.9293 25.2858 36.9333 50.5694 66.6154 84.9376 104.4639 115.6241
6.0313 23.0762 39.1959 53.5818 65.0885 72.2078 73.2368 70.3980
0.0806 0.2109 0.3441 0.4805 0.6203 0.7638 0.9112 1.0000
Die Zeilen in der Matrix bedeuten:
Zeile 1: Die runde Stationierung (m=20m),
Zeile 2-3: Die Koordinaten der Kleinpunkte,
Zeile 4: Der Vektor v der t-Werte.
Eine Berechnung der Kleinpunkte auf der ganzen Parallelkurve in allen Segmen-
ten erfolgt mit dem Algorithmus 75 Splinekleinpunkteparallel.m.
function v=Splinekleinpunkteparallel(A0,Ast0,B,R,c0,a,n,m)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinekleinpunkteparallel.m.
Algorithmus 75: Splinekleinpunkteparallel.m
Mit dem Algorithmus 76 Splinekleinpunkteparallel_Test.m erfolgt die
Uberprufung des Algorithmus 75 Splinekleinpunkteparallel.m
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% Splinekleinpunkteparallel_Test
n=3; m=20;
A0=[-23.2934,-41.2836]; Ast0=0;
a=[47.40167,157.2818,130]; R=[inf,inf,55,55]; c0=1.0571; B=-20;
[v]=Splinekleinpunkteparallel(A0,Ast0,B,R,c0,a,n,m)
Algorithmus 76: Splinekleinpunkteparallel_Test.m
Mit dem Algorithmus 76 Splinekleinpunkteparallel_Test.m wurde fol-
gende Matrix v erhalten:
v =
Columns 1 through 6 (nur 6 Spalten, Rest auf CD)
0 20.0000 40.0000 47.4017 60.0000 80.0000
-14.5841 -4.7561 5.0719 8.7091 14.9293 25.2858
-46.1976 -28.7789 -11.3602 -4.9139 6.0313 23.0762
0 0.4219 0.8439 1.0000 0.0806 0.2109
1.0000 1.0000 1.0000 1.0000 2.0000 2.0000
Die Zeilen in der Matrix bedeuten:
Zeile 1: Die runde Stationierung (m=20),
Zeile 2-3: Die Koordinaten der Kleinpunkte,
Zeile 4: Der Vektor der (t-Werte),
Zeile 5: Die Nummer des Splinesegments.
Eine zusatzliche Uberprufung liefert die Abbildung 5.13 20m-Randerkleinpunkte
nach dem Algorithmus 75 Splinekleinpunkteparallel.m.Das Bild 5.12 ent-
stand durch eine Erganzung des Algorithmus 76 Splinekleinpunkteparallel_Test.m
mit graphischem Teil.
Die 20m-Kleinpunkte in der Achse in Abb.5.13 Splinekleinpunkteparallel.m.
wurden mit dem Algorithmus 71 Splinekleinpunkte.m, berechnet.
5.2 Zielfunktionsabwandlungen
Die Zielfunktionen, die aus den Abwandlungen stammen, werden auf eine Grund-
form zuruckgefuhrt. Die Abwandlungen beziehen sich auf die Weisen, wie ein
Spline berechnet wird. Es handelt sich dabei um die Art der Eingaben, aus
denen ein Spline berechnet wird. Die Art der Eingaben wird in Abb. 5.15
Berechnungsoptionen eines Splines dargestellt.
Wie bisher wurde ein Spline mit Hilfe der folgenden Eingaben konstruiert:
 Angabe des Parameters am Anfang des Splines
{ Koordinaten des Anfangspunktes des Splines A0
{ Richtung des Splines bei Punkt A0 als der Winkel zwischen der Tan-
gente und der Achse x1
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 Langenvektor [a]
 Radienvektor [R]
Bei Trassenentwurfen ist es meistens gunstiger einen Spline mit anderen Ein-
gaben zu konstruieren. Am oftesten werden in der Trassierungspraxis die Me-
thoden angewandt, bei der die Koordinaten aller Punkte xi 2 X, uber die eine
Trasse verlaufen soll, angegeben wird. Auer diesen werden folgende Kombina-
tionen zur Splinekonstruktion praktiziert:
 Angabe des Parameters im ersten Element des Splines:
{ Richtung c0 am Punkt A0 und der Radius R2 am Ende des Elements,
(Abb. 5.15 b),
{ Richtung c0 und der Radius R1 am Punkt A0, (Abb. 5.15 c)
{ Richtung c1 am Punkt A0 und die Richtung c2 am Ende des Ele-
ments,(Abb. 5.15 d)
{ Radius R1 am Punkt A0 und der Radius R2 am Ende des Elements,
(Abb. 5.15 e)
{ Radius R1 am Punkt A0 und die Richtung c2 am Ende des Elements,
(Abb. 5.15 f)
 Angabe der Parameter im beliebigen Element des Splines mit gleichen
Eingabekonstellationen wie oben, zusatzlich Nummer des Elements el:
Die Abbildung 5.15 zeigt in Varianten von b bis f mit welchen Eingaben ein
i   tes Splinesegment berechnet werden kann. Die Variante a) stellt alle mog-
lichen Eingabeparametern in einem Splinesegment dar. Die Variante b) zeigt
Grundeingaben fur die Konstruktion eines Splines. Ein mit solchen Eingabepa-
rametern konstruierter Spline wird Spline in Grundform genannt. Ein so de-
nierter Spline hat ein eindeutiges Bild, und eine mit Spline in Grundform be-
stimmte Zielfunktion liefert, im Gegensatz zu den Eingaben aus c f , eindeutige
Resultate.
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Abbildung 5.15: Berechnungsoptionen eines Splines
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Eine Wahl der Trassenpunkte wird vorerst schatzungsweise aufgrund der
vorhandenen Situationsplane oder Katasterplane durchgefuhrt. Die aus gewahl-
ten Punkte errechnete Trasse wird im Optimierungsproblem als Anfangswert
betrachtet. Die Situationsplane konnen auch in Matlab als Terrain-Funktionen
hergestellt werden. Die bezuglich der Punkte X errechneten Splines sind nicht
eindeutige Losungen der Nullstellenmethoden. Allerdings wahlen die eingesetz-
ten Algorithmen zur Trassenberechnung die kurzeste Variante. Diese muss den-
noch nicht gunstig sein; es konnen z.B. unzumutbare Schleifen vorhanden sein,
die aber dann durch Korrekturen in der Punktewahl behoben werden konnen.
Die Aufdeckung ungunstiger Falle wird dank der graphischen Programmen er-
leichtert, die zur Trassenverlaufsuberprufung eingesetzt werden. Diese Program-
me erlauben auch das Debuggen und ermoglichen das Setzen von geeigneten
Manamen.
5.2.1 Katasterplane
Die Katasterplane wurden in folgenden Optionen bearbeitet: Terrain, Terrain1,
Terrain2, Terrain3.
Jede Trasse kann mit beliebigem Terrain... hinterlegt werden. Die in derMat-
lab - Graphik konstruierten Katasterplane sind in Anlehnung an Algorithmus 18
Splinepolygonpunkte.m und den Algorithmus 17 konstruiert. Die Programme
sind umfangreich und auf CD in den Skripten Terrain, Terrain2 zu nden.
5.2.2 Zielfunktion Variante c
Die Parameter, welche fur die Grundform eines Splines notwendig sind, werden
mit Hilfe des Algorithmus 77 Parameter.m erhalten. Der Algorithmus gilt nur
fur ein Splinesegment.
function [k,g,a,R,c1]=Parameter(X1,X2,c,Ri)
a=100;
R=-370;
x=[a;1/R];
tol=.0000001;
nmax=200;
jmax=100;
n=0;
mp=[0.98014493 0.8983332399999999 0.7627662049999999 0.59171732...
0.40828268 0.23723379500000003 0.10166676000000002 0.019855069999999975];
mr=[0.05061427 0.111190515 0.156853325 0.18134189 0.18134189...
0.156853325 0.111190515 0.05061427];
ms=[0.9606840838047049 0.8070026100888975 0.581812283490102
0.3501293867879824 0.1666947467879824 0.056279873490102036
0.010336130088897605 0.000394223804704899];
comp1=a*mr*cos(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
comp2=a*mr*sin(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
v=X1-X2+[comp1;comp2];
while max(abs(v))>=tol & n<nmax
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% comp11 ist comp1 diff. nach a
comp11=mr*cos(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).' + ...
a*mr*((ms*(1/(2*R) - 1/(2*Ri))+mp/Ri).*sin(c-ms*a*(1/(2*R) -...
1/(2*Ri))-(mp*a)/Ri)).';
% comp12 ist comp1 diff nach 1/R
comp12=.5*a*a*mr.*ms*sin(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
% comp21 ist comp2 diff. nach a
comp21=mr*sin(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).' - ...
a*mr*((ms.*(1/(2*R) - 1/(2*Ri))+mp/Ri).*cos(c-ms*a*(1/(2*R) -...
1/(2*Ri))-(mp*a)/Ri)).';
% comp22 ist comp2 diff. nach 1/R
comp22=-.5*a*a*mr.*ms*cos(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
Df=[comp11,comp12;comp21,comp22];
if abs(det(Df))<eps
Df=[1,0;0,1];
end
d=Df\v;
gam=1/cond(Df,2);
h0=norm(v,2)^2;
z=gam*norm(d,2)*norm(v.'*Df,2)/2;
h2m=[];
for j=0:(jmax-1)
x2mj=x-2^(-j)*d;
a2mj=x2mj(1); R2mj=1/x2mj(2);
b2mj1=a2mj*mr*cos(c-ms*a2mj*(1/(2*R2mj) - 1/(2*Ri))-(mp*a2mj)/Ri).';
b2mj2=a2mj*mr*sin(c-ms*a2mj*(1/(2*R2mj) - 1/(2*Ri))-(mp*a2mj)/Ri).';
v2mj=X1-X2+[b2mj1;b2mj2];
h2m(j+1)=norm(v2mj,2)^2;
if ( h2m(j+1)<=h0-2^(-j)* z)
break
end
end
j;
if (j>=jmax)
error('maximum iteration count exceeded')
end
[m,i]=min(h2m);
x=x-2^(-(i-1))*d;
a=x(1);
R=1/x(2);
comp1=a*mr*cos(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
comp2=a*mr*sin(c-ms*a*(1/(2*R) - 1/(2*Ri))-(mp*a)/Ri).';
v=X1-X2+[comp1;comp2];
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n=n+1;
end
numiter=n;
k=a/Ri;
g=(1/(2*R) - 1/(2*Ri))*a;
KJ=Splinejacobi10(1,0,k,g,c,a);
c1=atan2(KJ(2,1),KJ(1,1));
Algorithmus 77: Parameter.m
Die Uberprufung des Algorithmus 77 Parameter.m erfolgt mit dem Algorithmus
78 Parameter_Test.m
X1=[0;0]; X2=[119.2658;79.7113]; c=1.0571; Ri=inf;
[k,g,a,R,c1]=Parameter(X1,X2,c,Ri)
Algorithmus 78: Parameter_Test.m
Die Resultate bestatigen die Parameter aus der Grundform.
k = 0, g = 1.4298, a = 157.2816, R = 55.0001, c1 =-0.3727
Um Parameter fur den ganzen Spline zu bekommen, bedient man sich des Al-
gorithmus 79 Parameterschleife.m
function [k,g,a,R,c]=Parameterschleife(X,c1,R1,B)
n=size(X,1);
k=[]; g=[]; a=[]; R=[R1]; c=[c1]; ci=c1; Ri=R1;
for i=1:(n-1)
[ki,gi,ai,Ri,ci]=Parameter(X(i,:).',X(i+1,:).',ci,Ri);
k=[k,ki]; g=[g,gi]; a=[a,ai]; R=[R,Ri]; c=[c,ci];
end
Algorithmus 79: Parameterschleife.m
Die Uberprufung des Algorithmus 79 Parameterschleife.m erfolgt mit dem
Algorithmus 80 Parameterschleife_Test.m
X = [-23.2934 -41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
c1=1.0571; R1=inf; B=20;
[k,g,a,R,c]=Parameterschleife(X,c1,R1,B)
Algorithmus 80: Parameterschleife_Test.m
Die Resultate bestatigen die Parameter aus der Grundform.
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>> Parameterschleife_Test
k = 0 0.0000 2.3636
g = 0.0000 1.4298 0.0001
a = 47.4017 157.2814 130.0014
R = 1.0e+06 *
Inf 9.9217 0.0001 0.0001
c = 1.0571 1.0571 -0.3727 -2.7364
Das Bild des Splines in der Grundform wird im Graphikprogramm mit dem
Algorithmus 81 Splinepreisg.m erhalten.
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=Splinepreisg(A0,B,R,c0,a)
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=Splinepreis(A0,B,R,c0,a);
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinepreisg.m.
Algorithmus 81: Splinepreisg.m
Die Uberprufung des Algorithmus 81 Splinepreisg.m erfolgt mit dem Al-
gorithmus 82 Splinepreisg_Test.m
A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130.0]; R=[inf,inf,+55,+55]; c0=1.0571; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreisg(A0,B,R,c0,a)
Algorithmus 82: Splinepreisg_Test.m
Das Resultat ist wie folgt:
Gesamtpreis = 4.1448e+05
Gesamtflaeche = 3.8174e+03
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb. 5.15 c ohne
Graphik ist wie folgt:
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisP10g_Test(X,B,R1,c0)
[k,g,a,R,c]=Parameterschleife(X,c0,R1,B);
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreis_Test(X(1,:),B,R,c0,a);
Algorithmus 83: SplinepreisP.m
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 c
mit Graphik ist wie folgt:
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function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisPg(X,B,R1,c0)
[k,g,a,R,c]=Parameterschleife(X,c0,R1,B);
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreisg(X(1,:),B,R,c0,a);
Algorithmus 84: SplinepreisPg.m
Die Uberprufung des Algorithmus 83 SplinepreisP.m erfolgt mit dem Al-
gorithmus 85 SplinepreisP_Test.m
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1=inf;c0=1.0571;B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisP10g_Test(X,B,R1,c0)
Algorithmus 85: SplinepreisP_Test.m
Die Uberprufung des Algorithmus 84 SplinepreisPg.m erfolgt mit dem Al-
gorithmus 86 SplinepreisPg_Test.m
% SplinepreisP10g_Test
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1=inf; c0=1.0571; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisPg(X,B,R1,c0)
Algorithmus 86: SplinepreisPg_Test.m
Fur den ersten Algorithmus braucht man 1.58 Sekunden Berechnungszeit;
die Berechnung des Algorithmus mit graphischem Zusatz dauert 1.75 Sekunden.
Die Berechnungen wurden auf dem Komputer mit folgender Charakteristik aus-
gefuhrt:
CPU - intel Core 2 Duo Processor E8400, RAM - 2GB, Betriebssystem - Ubuntu
9.04. Die Resultate fur beide Algorithmen sind klarerweise identisch mit denen
der Algorithmen 53 Splinepreis.m, da die vom Algorithmus 79 Parameterschleife.m
erhaltenen Grundparameter identisch sind.
>> Parameterschleife_Test
k = 0 0.0000 2.3636
g = 0.0000 1.4298 0.0001
a = 47.4017 157.2814 130.0014
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R = 1.0e+06 *
Inf 9.9217 0.0001 0.0001
c = 1.0571 1.0571 -0.3727 -2.7364
Der Gesamtpreis = 4.1448e+05,
Gesamtflaeche = 3.8174e+03.
Eine Abwandlung des Algorithmus 83 SplinepreisP.m stellt der Algorithmus
87 SplinepreisX.m dar. Er berechnet die Trasse bei Eingabe der Koordinaten
eines der Punkte aus der Punktenmenge X.
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisX1(X,B,R1,c0,X1)
Ast0=0;
Xalt=X;
el=find(X==X1(1));
X2=X(el+1,1:2);
c1=c0;
% Trasse rechts
rechts=[X1;X2];
[k,g,a,R,c]=Parameterschleife(rechts,c1,R1,B);
% Trassenachse links
links=[X2',X1',X((el-1):-1:1,1:2)']';
R1=-R(end);
c1=c(end)+pi;
[k,g,a,R,c]=Parameterschleife(links,c1,R1,B);
c1=c(end)+pi;
R1=-R(end);
[k,g,a,R,c]=Parameterschleife(Xalt,c1,R1,B)
A0=Xalt(1,:);
c0=c(1)
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreis_Test(A0,B,R,c0,a);.
Algorithmus 87: SplinepreisX.m
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 c
mit Graphik ist wie folgt:
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisXg(X,B,R1,c0,X1)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineppreisXg.m.
Algorithmus 88: SplinepreisXg.m
Die Uberprufung des Algorithmus 87 SplinepreisX.m erfolgt mit dem Al-
gorithmus 89 SplinepreisX_Test.m
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X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
X1=[-0.0002 0.0001]; R1 =Inf; c0=1.0571; B=20; Ast0=0;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisX10(X,B,R1,c0,X1)
Algorithmus 89: SplinepreisX_Test.m
Die Uberprufung des Algorithmus 88 SplinepreisXg.m erfolgt mit dem Al-
gorithmus 90 SplinepreisXg_Test.m
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
X1=[-0.0002 0.0001]; R1 =Inf; c0=1.0571; B=20; Ast0=0;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisXg(X,B,R1,c0,X1)
Algorithmus 90: SplinepreisXg_Test.m
Fur den ersten Algorithmus braucht man 1.99 Sekunden Berechnungszeit;
die Berechnung des Algorithmus mit graphischem Zusatz dauert 2.40 Sekunden.
Die Resultate fur beide Algorithmen sind klarerweise identisch mit denen der Al-
gorithmen 53 Splinepreis.m, da die vom Algorithmus 79 Parameterschleife.m
erhaltenen Grundparameter identisch sind.
>> Parameterschleife_Test
k = 0 0.0000 2.3636
g = 0.0000 1.4298 0.0001
a = 47.4017 157.2814 130.0014
R = 1.0e+06 *
Inf 9.9217 0.0001 0.0001
c = 1.0571 1.0571 -0.3727 -2.7364
Der Gesamtpreis = 4.1448e+05 Gesamtflaeche = 3.8174e+03
5.2.3 Zielfunktion Variante d
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 d ohne
Graphik ist wie folgt:
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function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisW(X,B,c1,c2,el)
Xalt=X;
n=size(X,1);
X1=X(el,:)';
X2=X(el+1,:)';
[a,R1,R2]=Parameter_aR(X1,X2,c1,c2);
% Berechne A und R fur den Segment "el"
% Trassenachse links von dem Element "el"; X1 liegt links von X2
links=[ X2, X1, Xalt((el-1):-1:1,1:2)']';
R1=-R2;
c1=c2+pi;
[k,g,a,R,c]=Parameterschleife(links,c1,R1,B);
c1=c(end)+pi;
R1=-R(end);
[k,g,a,R,c]=Parameterschleife(Xalt,c1,R1,B);
A0=Xalt(1,:);
c0=c(1);
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreis_Test(A0,B,R,c0,a);
Algorithmus 91: SplinepreisW.m
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 d
mit Graphik ist wie folgt:
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisWg(X,B,c1,c2,el)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineppreisWg.m.
Algorithmus 92: SplinepreisWg.m
Die Uberprufung des Algorithmus 92 SplinepreisWg.m erfolgt mit dem Al-
gorithmus 93 SplinepreisWg_Test.m
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
c1=1.0571; c2=1.0571; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisWg(X,B,c1,c2,el)
Algorithmus 93: SplinepreisWg_Test.m
Die Uberprufung des Algorithmus 91 SplinepreisW.m erfolgt mit dem Al-
gorithmus 94 SplinepreisW_Test.m
106
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
c1=1.0571; c2=1.0571; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisWg(X,B,c1,c2,el)
Algorithmus 94: SplinepreisW_Test.m
Die Resultate fur beide Algorithmen sind wie folgt:
Gesamtpreis = 4.1447e+05,
Gesamtflaeche = 3.8174e+03.
Die Rechenzeit ist 2.33 Sekunden.
Die Resultate fur beide Algorithmen unterscheiden sich von denen aus den Al-
gorithmen 53 Splinepreis.m in der funften Nachkommestelle, da die vom Algo-
rithmus 95 Parameter_aR.m erhaltenen Grundparameter nicht identisch waren.
Im betrachteten Splinesegment el=1 betrugen die Radien R1 und R2 fur Win-
kelwerte c1, c2 R =1.0e+06 *(9.9176, -9.9134) anstatt [Inf, Inf).
Allerdings war die Rechenzeit beinahe doppelt so gro.
Fur die Berechnung der Eingabeparameter in der Eingabegrundform wird der
Algorithmus 95 Parameter_aR.m benotigt. Fur das Finden von drei Unbekann-
ten a,R1,R2 stehen aus dem Algorithmus 5 vier Gleichungen zur Verfugung. Die
Koordinatendierenzen sind mit zwei Punken deniert, daher gilt:
K(1) = x2(1)  x1(1);
K(2) = X2(2)  x1(2); mit
ci = c1; t = 1; B = 0
k = ai
1
2R1
g = ai

1
2R2
  1
2R1

Diese Formeln konnen von beiden Seiten angewandt werden, jedoch mit anderen
Bedingungen:
K(1) = x1(1)  x2(1);
K(2) = X1(2)  x2(2); mit
ci = c2 + ; t = 1; B = 0
k = ai
 1
2R2
g = ai
  1
2R1
+
1
2R2

Um den kurzesten Wert fur die Lange des Splinesegments a zu bekommen, wer-
den mehrere Startwerte attempta, attemptR1 und attemptR2 verwendet.
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function [a,R1,R2]=Parameter_aR(X1,X2,c1,c2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Parameter_aR.m.
Algorithmus 95: Parameter_aR.m
Die Uberprufung des Algorithmus 95 Parameter_aR.m erfolgt mit dem Al-
gorithmus 96 Parameter_aR_Test.m
% Parameter_aR_Test
X1=[-23.2934;-41.2836];
X2=[-0.0002 ; 0.0001];
c1=1.0571; c2=1.0571;
[a,R1,R2]=Parameter_aR(X1,X2,c1,c2)
Algorithmus 96: Parameter_aR_Test.m
Das Resultat ist wie folgt:
% Parameter_aR_Test
a =47.4017
R1 = 9.9253e+06
R2 = -9.9176e+06
Elapsed time is 0.06 seconds.
5.2.4 Zielfunktion Variante e
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 e ohne
Graphik ist wie folgt:
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function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisR(X,B,R1,R2,el)
Xalt=X;
n=size(X,1);
X1=X(el,:)';
X2=X(el+1,:)';
[a,c1,c2]=Parameter_ac(X1,X2,R1,R2);
% Trassenachse links
links=[ X2, X1, X((el-1):-1:1,1:2)']';
R1=-R2;
c1=c2+pi;
[k,g,a,R,c]=Parameterschleife(links,c1,R1,B);
c1=c(end)+pi;
R1=-R(end);
[k,g,a,R,c]=Parameterschleife(Xalt,c1,R1,B);
A0=Xalt(1,:)
c0=c(1);
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreis(A0,B,R,c0,a);
Algorithmus 97: SplinepreisR.m
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 e
mit Graphik ist wie folgt:
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisRg(X,B,R1,R2,el)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineppreisRg.m.
Algorithmus 98: SplinepreisRg.m
Die Uberprufung des Algorithmus 98 SplinepreisRg.m erfolgt mit dem Al-
gorithmus 99 SplinepreisRg_Test.m
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1=inf; R2=inf; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisRg(X,B,R1,R2,el)
Algorithmus 99: SplinepreisRg_Test.m
Die Uberprufung des Algorithmus 97 SplinepreisR.m erfolgt mit dem Al-
gorithmus 100 SplinepreisR_Test.m
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X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1=inf; R2=inf; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisR(X,B,R1,R2,el)
Algorithmus 100: SplinepreisR_Test.m
Das Resultat ist wie folgt:
Gesamtpreis = 4.1448e+05,
Gesamtflaeche = 3.8174e+03.
Fur die Berechnung der Eingabeparameter in der Eingabegrundform wird der
Algorithmus 101 Parameter_ac.m benotigt. Fur das Finden von drei Unbekann-
ten a; c1; c2 stehen aus dem Algorithmus 5 Splinefunktion.m functionK =
Splinefunktion(t; B; k; g; ci; ai) vier Gleichungen zur Verfugung.
function [a,c1,c2]=Parameter_ac(X1,X2,R1,R2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Parameter_ac.m.
Algorithmus 101: Parameter_ac.m
Die Uberprufung des Algorithmus 101 Parameter_ac.m erfolgt mit dem Al-
gorithmus 102 Parameter_ac_Test.m
% Parameter_ac_Test
X1=[20;40]; X2=[115.5336; 69.5520];
R1=inf; R2=inf;
[a,c1,c2]=Parameter_ac(X1,X2,R1,R2)
Algorithmus 102: Parameter_ac_Test.m
Das Resultat ist wie folgt:
a = 47.4017,c1 = 1.0571,c2 = 1.0571
5.2.5 Zielfunktion Variante f
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 f ohne
Graphik ist wie folgt:
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function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisaRc(X,B,R1,c2,el)
Xalt=X;
n=size(X,1);
X1=X(el,:)';
X2=X(el+1,:)';
[a,c1,R2]=Parameter_aRc(X1,X2,R1,c2);
% Trassenachse links
links=[ X2, X1, X((el-1):-1:1,1:2)']';
R1=-R2;
c1=c2+pi;
[k,g,a,R,c]=Parameterschleife(links,c1,R1,B);
c1=c(end)+pi;
R1=-R(end);
[k,g,a,R,c]=Parameterschleife(Xalt,c1,R1,B);
A0=Xalt(1,:);
c0=c(1);
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
Splinepreis(A0,B,R,c0,a);
Algorithmus 103: SplinepreisaRc.m
Der Algorithmus fur die Zielfunktion mit Eingabedaten wie in Abb.5.15 f
mit Graphik ist wie folgt:
function[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisaRcg(X,B,R1,c2,el)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
SplineppreisaRcg.m.
Algorithmus 104: SplinepreisaRcg.m
Die Uberprufung des Algorithmus 104 SplinepreisaRcg.m erfolgt mit dem
Algorithmus 105 SplinepreisaRcg_Test.m.
% SplinepreisaRcg_Test
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1 =Inf; c2=1.0571; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisaRcg(X,B,R1,c2,el)
Algorithmus 105: SplinepreisaRcg_Test.m
Die Uberprufung des Algorithmus 103 SplinepreisaRc.m erfolgt mit dem
Algorithmus 106 SplinepreisaRc_Test.m.
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% SplinepreisaRcg_Test
X=[-23.2934,-41.2836
-0.0002 0.0001
119.2658 79.7113
120.9190 -22.0579];
R1 =Inf; c2=1.0571; el=1; B=20;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=...
SplinepreisaRc(X,B,R1,c2,el)
Algorithmus 106: SplinepreisaRc_Test.m
Das Resultat ist wie folgt:
Gesamtpreis = 4.1448e+05,
Gesamtflaeche = 3.8174e+03.
Fur die Berechnung der Eingabeparameter in der Eingabegrundform wird der
Algorithmus 101 Parameter_aRc.m benotigt.
Fur das Finden von drei Unbekannten a,c1,R2 stehen aus dem Algorithmus 5
Splinefunktion.m vier Gleichungen zur Verfugung.
function [a,c1,R2]=Parameter_aRc(X1,X2,R1,c2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Parameter_aRc.m.
Algorithmus 107: Parameter_aRc.m
Die Uberprufung des Algorithmus 107 Parameter_aRc.m erfolgt mit dem
Algorithmus 108 Parameter_aRc_Test.m
% Parameter_aRc_Test
X1=[-23.2934;-41.2836]
X2=[-0.0002 ; 0.0001]
R1=Inf; c2=1.0571;
[a,c1,R2]=Parameter_aRc(X1,X2,R1,c2)
Algorithmus 108: Parameter_aRc_Test.m
Das Resultat ist wie folgt:
% Parameter_aRc_Test
a = 47.4017; c1 = 1.0571; R2 = -1.9799e+07;
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Kapitel 6
Anwendungsbeispiele
Bis jetzt erfolgt eine Straenplanung in einer strikten Reihenfolge, so wird z.B.
der Grundeinlosungsplan sehr spat erstellt, oftmals, wenn die Investition be-
reits im vollen Gange ist. Das fuhrt dazu, dass manchmal sogar fertiggestellte
Bauwerke abgetragen werden mussen, da eine lokale Behorde mit einem Pla-
nungsdetail nicht einverstanden ist. Es ist daher besonders wichtig, eben jene
Behorden schon fruh in das Projekt miteinzubeziehen. Dank dem neuen Spli-
neberechnungsverfahren und der dadurch gewonnenen Flexibilitat ist dies nun
auch moglich. Falls eine lokale Behorde eine Rampe oder einen Bahnsteig zwi-
schen zwei gewahlten Punkten zu haben wunscht, kann sie mit Hilfe eines Pro-
gramms einen Situationsplan und Absteckungsdaten erzeugen, die ihr helfen
eine diesbezugliche Entscheidung zu treen.
Dazu ist der Algorithmus 109 Paralleltrassezwzweinamen.m mageblich.
6.1 Paralleltrassen als Trassierungselement
function[v,vur,valt,Trasse]=Paralleltrassezwzweinamen(A0,D,R,c0,a,al,Rl,ak,...
Rk,No1, No2,m,Ast0,Bb)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Paralleltrassezwzweinamen.m.
Algorithmus 109: Paralleltrassezwzweinamen.m
Der Algorithmus 109 Paralleltrassezwzweinamen.m wurde mit dem Algorith-
mus 110 Paralleltrassezwzweinamen_Test.m uberpruft.
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A0=[-23.2934,-41.2836];
a=[47.40167,157.2818,130]; R=[inf,inf,+55,+55]; c0=1.0571;
D=-10; % D<0 rechts von der Trasse, D>0 links von der Trasse
al=[15,26,30]; Rl=[60,60,300]; ak=[30,43,20]; Rk=[40,40,Inf];
m=10; Ast0=0;
No2=8; No1=16;
n=length(a);
Bb=6.60; % Bahnsteigbreite ist 6.60m
[v,vur,valt,Trasse]=Paralleltrassezwzweinamen(A0,D,R,c0,a,al,Rl,ak,...
Rk,No1,No2,m,Ast0,Bb)
Algorithmus 110: Paralleltrassezwzweinamen_Test.m
Die Eingabedaten im Algorithmus 110 Paralleltrassezwzweinamen_Test.m
bedeuten folgendes:
fur schwarze Trasse:
A0: Koordinaten X1 und X2 fur den Trassenanfang,
D: Abstand zwischen zwei Gleisachsen,
R: Radienvektor,
c0: Winkel zwischen der Tangente und der Koordinatenachse x1 am Trassen-
anfang,
Ast0: Stationierung am Trassenanfang
fur rote Trasse:
al: Langenvektor fur Trassenelemente im Trassenabschnitt A1-A4,
Rl: Radienvektor im Trassenabschnitt A1-A4,
ak: Langenvektor fur Trassenelemente im Trassenabschnitt A6-A9,
Rk: Radienvektor im Trassenabschnitt A6-A9,
andere Daten:
No1: Nummer des Punktes, bei dessen Fupunkt auf der Gleisachse der Bahn-
steig beginnt,
No2: Nummer des Punktes, bei dessen Fupunkt auf der Gleisachse der Bahn-
steig endet,
m: Abstande fur die grasche Darstellung in der Graphik vonMatlab, bzw run-
de Stationierungen fur eine Absteckung der Bahnsteigkanten (angenommen
je 10m),
Bb: Bahnsteigbreite.
Die Abbildung 6.1 aus Abb. 6.2 in Matlab-Graphik wird mit Hilfe des Algo-
rithmus 110 erhalten.
Dieselbe Trasse1, in Auto-CAD gezeichnet, ist in Abbildung 6.2 dargestellt.
114
−20 0 20 40 60 80 100 120 140 160
−40
−20
0
20
40
60
80
Paralleltrassezwzweinamen
x1
x2
Abbildung 6.1: 10m-Kleinpunkte fur die Absteckung der Bahnsteigkanten aus
Abb. 6.2
Die Abbildung 6.3 in Matlab-Graphik wurde mit Hilfe des gleichen Algorith-
mus 110 Paralleltrassezwzweinamen_Test.m erhalten. Um diese Abbildung
zu bekommen, muss man einen neuen Algorithmus 18 Splinepolygonpunkte.m
in folgender Gestalt erzeugen:
function [P,name]=Splinepolygonpunkte
P1=[1.355;32.044]; P2=[65.711;92.302]
P=[P1 P2];
name=[1,2];
In dem Algorithmus 110 Paralleltrassezwzweinamen_Test.m werden dann,
mit dem Beibehalten anderer Parameter, die Punkte No1=1 und No2=2 anstatt
der Punkte No2=8 und No1=16 eingesetzt.
In diesem Fall erhalten wir die Abbildung ??
In AutoCAD-Graphik erhalten wir die Abbildung 6.4.
Mit Hilfe des Algorithmus 111 Peronabsteckung.m erhalt man inMatlab-Graphik
die Abbildung 6.5 und zusatzlich Matrizen vur1 und vur2 mit Koordinaten der
Kleinpunkte in konstanten 10m-Abstanden auf beiden Bahnsteigkanten. Der
Unterschied zwischen den Algorithmen 109 Paralleltrassezwzweinamen.m und
111 Peronabsteckung.m besteht nur im graphischen Teil.
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Abbildung 6.2: Ein Beispiel der parallelen Gleisen mit einem Inselbahnsteig
zwischen beliebigen Gelandepunkten No8 und No16
function [v,vur,valt,Trasse]=Peronabsteckung(A0,D,R,c0,a,al,...
Rl,ak,Rk,No1,No2,m,Ast0,Bb)
% Bis daher ist der Algorithmus identisch mit dem Algorithmus
% Paralleltrassezwzweinamen.
% Der weitere Teil wird durch folgenden Teil ersetzt:
plot(X3,Y3,'-+b',X4,Y4,'-+b',X5,Y5,'-b',X6,Y6,'-b',...
XNo,YNo,'oblack')
axis([min([min(X),min(X1),min(X2)])-10,max([max(X),max(X1),max(X2)])+10, ...
min([min(Y),min(Y1),min(Y2)])-10,max([max(Y),max(Y1),max(Y2)])+10])
axis('equal')
title('r')
grid
xlabel('x1')
ylabel('x2')
Algorithmus 111: Peronabsteckung.m
Der Algorithmus 111 Peronabsteckung.m wurde mit dem Algorithmus 112
Peronabsteckung_Test.m uberpruft.
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Abbildung 6.3: Lageplan mit beiden Bahnsteigkanten und der zwei-
ten parallel verlaufenden Gleisachse nach dem Algorithmus 109
Paralleltrassezwzweinamen.m
% Peronabsteckung_Test
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Peronabsteckung_Test.m.
Algorithmus 112: Peronabsteckung_Test.m
Die folgenden Matrizen mit Absteckungsdaten wurden mit Hilfe des Algo-
ritmus 112 Peronabsteckung_Test.m erhalten.
Fur die linke Bahnsteigkante
vur1 =
Columns 1 through 5
0 10.0000 20.0000 30.0000 40.0000
15.5155 20.9688 26.7857 33.0475 39.8220
23.1916 31.5720 39.7011 47.4896 54.8329
0 0.1254 0.2511 0.3770 0.5031
1.0000 1.0000 1.0000 1.0000 1.0000
der Rest der Matrix liegt auf der CD in der Datei
Peronabsteckung_Test.m.
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Abbildung 6.4: Bahnsteigkanten zwischen PunktenNo1 undNo2 fur die Trasse2
nach dem Algorithmus 109 Paralleltrassezwzweinamen.m
Das nachste Beispiel aus Abb.6.6 zeigt eine Strae mit zwei Richtungsfahrbah-
nen. Uberraschend kann die Tatsache sein, dass bei ihrer Trassierung auer den
in den Richtlinien und Vorschriften empfohlenen Trassierungselementen ein par-
alleler Spline zwischen A4 und A6 verwendet wurde. Der Abschnitt A4 A5 ist
parallel zu einer Klothoide (schwarze Trasse, in der Abb.6.2) und einem Kreis-
bogen zwischen den Punkten A5 und A6. Die Straenachse wurde stationiert
und die Kleinpunkte in 10m Abstand errechnet. Die Moglichkeit einer Statio-
nierung der parallelen Trassen kann die Trassenplanung wesentlich vereinfachen.
Dies kann durch die Reduzierung einer betrachtlichen Menge von Rampen an
Knotenpunkten erfolgen.
6.2 Trassenkreuzungen
Ein weitereres Beispiel betrit das Finden der Schnittpunkte der kreuzenden
Trassen. Mit Hilfe des Algorithmus 113 Crossing.m lassen sich Schnittpunk-
te nden. In Abb 6.7 Schnittpunkt nach Algorithmus 113 Crossing.m wird
der Schnittpunkt gezeigt, der fur die aueren Trassenrander der abzweigenden
Trassen gerechnet wird.
Dieser Fall betrit auch die Berechnung des theoretischen Kreuzpunktes bei
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Abbildung 6.5: Lage eines Bahnsteiges zwischen zwei Punkten nach dem Algo-
rithmus 111 Peronabsteckung.m
Kreuzstucken verschiedener Weichentypen. Die Variablen absch1 bzw. absch2
bedeuten die Nummern der schneidenden Splinesegmente in beiden Trassen. Das
graphische Programm ist in den uberprufenden Algorithmus 114 Crossing_Test
integriert.
function [xS,x]=Crossing(A01,B1,R1,c01,a1,absch1,A02,B2,R2,c02,a2,absch2)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Crossing.m.
Algorithmus 113: Crossing.m
Der Algorithmus 113 Crossing.m wird mit dem Algorithmus 114 Crossing_Test.m
uberpruft.
% Crossing_Test
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Crossing_Test.m.
Algorithmus 114: Crossing_Test.m
Das Resultat aus dem Algorithmus 114 Crossing_Test.m ist wie folgt:
% Crossing_Test
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Abbildung 6.6: Ein Beispiel einer Strae mit zwei Richtungsfahrbahnen mit
Elementen des parallelen Splines
Schnittpunkt :xS =[52.5090; 79.9832] und Parameter: x =[0.5911; 0.4723]
6.3 Ortsdurchfahrten mit Zwangspunkten
Ein Katasterplan mit Zwangspunkten in einem Ort wurde in Abbildung Ein
Katasterplan fur eine Ortsdurchfahrt erzeugt. Die eingetragenen Zwangs-
punkte sind jene Punkte, die in einer Entfernung B=2 von Hausecken und in
der Achse der geplanten Durchfahrt liegen. Der durch diese Punkte verlaufende
Spline wurde mit dem Algorithmus 88 SplinepreisXg.m errechnet und in Ab-
bildung 6.8 Eine Ortsdurchfahrt mit Zwangspunkten dargestellt.
die Eingaben waren wie folgt:
X=[-23.2934,-41.2836; -0.0002, 0.0001; 14.074, 24.093; 71.292, 78.379;...
85.0779, 84.2394;...
100.3556, 103.4408; 103.3102, 112.9897; 112.4061, 162.0142; 106.9879,...
191.2623; 89.3038, 215.3474];
X1=[-23.2934,-41.2836];
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Abbildung 6.7: Schnittpunkt nach Algorithmus 48 Crossing_Test.m
R1=1409; B=15; c0=1.0665; Ast0=0;
[F,Preis,Eigentuemer,Gesamtpreis,Gesamtflaeche]=SplinepreisXg(X,B,R1,c0,X1)
Die Abbildung 6.9 zeigt, wie schwierig es ist, eine Trasse zu nden, wenn Zwangs-
punkte zu dicht nebeneinander liegen. Man erhalt unzumutbare Schleifen, die
eine Optimierung unmoglich machen. In solchen Fallen muss man entweder auf
manche Zwangspunkte verzichten oder sie entsprechend verschieben.
Die Empndlichkeit eines Klothoid Splines auf geringfugige Anderungen am An-
fang des Splines zeigen folgende Abbildung 6.10 Ortsdurchfahrt mit Anfangswinkel
c0 = 0:3 und Abbildung 6.11 Ortsdurchfahrt mit Anfangswinkel c0 = 0:3:
Die ubrigen Parameter bleiben erhalten.
X = [20; 40; 115:5336; 69:5520; 174:1019; 81:4290; 267:3058; 17:6648]
R1 = inf ; Ast0 = 0;
Abbildung 6.10 und Abbildung 6.11 wurden mit Hilfe von Algorithmus 115
Splinestreap.m und Algorithmus 116 Splinestreap_Test.m erzeugt.
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Abbildung 6.8: Eine Ortsdurchfahrt mit Zwangspunkten
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Abbildung 6.9: Die Ortsdurchfahrt aus Abb.6.8 bei einer geringfugig verschobe-
nen Abszisse des Punktes A
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Abbildung 6.10: Ortsdurchfahrt mit Anfangswinkel c0 = 0:3
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Abbildung 6.11: Ortsdurchfahrt mit Anfangswinkel c0 = 0:35
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function [A,Ast,c,r,k,g]=Splinestreap(A0,B,R,c0,a,Ast0)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinestreap.m.
Algorithmus 115: Splinestreap.m
Der Algorithmus 116 Splinestreap_Test.m ist wie folgt:
% Splinestreap_Test.m.
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splinestreap_Test.m.
Algorithmus 116: Splinestreap_Test.m
Zwei weitere Abbildungen: Abb.6.12 und Abb.6.13 zeigen die moglichen La-
gen eines Splineelementes in Abhangigkeit von angenommenen Startwerten im
Algorithmus 77 Parameter.m.
Der Anfangsradius und Anfangswinkel sind fur beide Abbildungen gleich.
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R1=5, c1=−0.7114
Startparameters:
a=50m,
R=inf
Abbildung 6.12: Erste Option fur die Verbindung zweier Punkte, nach Algorith-
mus 77 Parameter.m
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Abbildung 6.13: Zweite Option fur die Verbindung zweier Punkte, nach Algo-
rithmus 77 Parameter.m
Die Existenz von vermutlich unendlich vielen abzahlbaren Losungen fur die Ver-
bindung von zwei Punkten, kann man auch aus den folgenden Abbildungen:
Abb. 6.14 und Abb. 6.15 schlieen.
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Abbildung 6.14: Dritte Option fur die Verbindung zweier Punkte, nach Algo-
rithmus 77 Parameter.m
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Abbildung 6.15: Vierte Option fur die Verbindung zweier Punkte, nach Algo-
rithmus 77 Parameter.m
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Kapitel 7
Optimierung
Man hat einige Versuche mit einem Optimierungsprogramm SolvOpt [12] un-
ternommen. Die Optimierung wurde fur eine Ortsdurchfahrt, wie in Abb.6.10
dargestellt, mit dem Optimierungsprogramm SolvOpt [12] durchgefuhrt. Als
Startpunkt hat fur die Optimierung eine im Auto-CAD gezeichnete Trasse ge-
dient. In Allgemeinen soll dazu eine Trasse verwendet werden, die sich aus zwei
Elementen zusammensetzt: einer Geraden und einem Kreisbogen. Der Kreisbo-
gen kann dabei leicht auf mehrere Bogenabschnitte geteilt werden. Die Teilung
wird so vorgenommen, dass die Anzahl der Elemente der so entstandenen Trasse
jener Anzahl entspricht, mit der die Ortsdurchfahrt optimiert werden sollte.
Mit Hilfe des Algorithmus 117 Splineprovisional.m lasst sich ein rechne-
risches Problem bei der Verbindung von zwei Punkten losen. Die Punkte A
und B sind x mit vorgegebenen Richtungswerten gewahlt. Der dreielementige
Spline: Gerade-Klothoide-Kreisbogen soll durch einen zweielementigen Spline
Gerade-Kreisbogen ersetzt werden. Es werden gesucht:
Lbogen: Bogenlange
Lgerade: Lange der Geraden
C: Punkt C
R: Bogenradius
M: Mittelpunkt des Kreisbogens
phi: Wendewinkel des Kreisbogens
function [Lbogen, Lgerade C R M phi]=Splineprovisional(A, B, c0, cend)
Der Inhalt des Algorithmus liegt auf der CD in der Datei
Splineprovisional.m
Algorithmus 117: Splinprovisional.m
Der Algorithmus 117 Splineprovisional.m wurde mit dem Algorithmus 118
Splineprovisional_Test.m uberpruft.
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%Splineprovisional_Test
A=[20 40]; B=[267.3058, 17.6648]; c0=0.30; cend=1.942;
[Lbogen, Lgerade C, R, M, phi]=Splineprovisional(A, B, c0, cend)
Algorithmus 118: Splineprovisional_Test.m
Die erhaltenen Resultate aus dem Algorithmus 118 Splineprovisional_Test.m
sind wie folgt:
>> Splineprovisional_Test
Lbogen = 152.4388
Lgerade = 128.2639
C = [142.5351 77.9046]
R = [Inf Inf 101.6535 101.6535]
M = [172.5758 -19.2087]
phi = 1.4996
>> Splineprovisional_Test
Zusatzlich sind die Zwischen- und Endergebnisse der Berechnung in Abbildung
7.1 gezeigt.
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Abbildung 7.1: Alternative Verbindung zweier xen Punkte A und B mit Ele-
menten: Gerade - Klothoide - Kreisbogen oder Gerade - Kreisbogen
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Die Optimierung wurde mit folgenden Algorithmen durchgefuhrt:
function [f, feas]=Zielfunktion2(x)
global A0 B c0 A f0 scal
nb=Nebenbedingung2(x);
x=x.*scal; nbcoeff=1000; nbfac=10; n=(size(x,2)+1)/2;
i=1:n;
y=inf*ones(n,1); ind=find(x(i)~=0); y(ind)=1./x(ind);
a=x((n+1):(2*n-1));
if(nb > nbcoeff)
feas=0; f=0;
else
v=[]; w=[];
for i=1:size(a,2)
if((x(i)<0 && x(i+1)>0) || (x(i)>0 && x(i+1)<0))
ww=[abs(y(i)),abs(y(i+1))]/abs(y(i)-y(i+1))*a(i);
if(ww(1)>=1.5*B && ww(2)>=1.5*B)
v=[v,y(i),Inf]; w=[w,ww];
else
v=[v,y(i)]; w=[w,a(i)];
end
else
v=[v,y(i); w=[w,a(i)];
end
end
v=[v,y(end)];
[flaeche,f,grdstk]=Splinepreis(A0,B,v,c0,w);
f=sum(f); f=f/f0;
end
Algorithmus 119: Zielfunktion2.m
function f=Nebenbedingung2(x)
Endpcoeff=200; Endwinkcoeff=30; Radiencoeff=400;
Segmentecoeff=1; NBscal=0.1; verysmall=1.e-14; erylarge=1.e12;
global v0 R0 A0 B c0 A Aend cend scal
f=0; x=x(:); x=x'; x=x.*scal;
n=(size(x,2)+1)/2;
i=1:n;
y=inf*ones(n,1);
ind=(abs(x(i))>verysmall);
y(ind)=1./x(ind);
a=x((n+1):(2*n-1));
asm=find(a<v0/3.6);
if(length(asm)>0),
f=sum((-a(asm)+ones(1,length(asm))*v0/3.6).^4);
end
v=[]; w=[];
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for i=1:size(a,2)
if(abs(x(i)) > verysmall && abs(x(i+1)) > verysmall &&...
((x(i)<0 && x(i+1)>0) || (x(i)>0 && x(i+1)<0)))
v=[v,y(i),Inf];
w=[w,[abs(y(i)),abs(y(i+1))]/abs(y(i)-y(i+1))*a(i)];
else
v=[v,y(i)]; w=[w,a(i)];
end
end
v=[v,y(end)];
[As,cs,rs,ks,gs]=Splinekoordinaten(A0,0.,v,c0,w);
Av=norm(As(n,:)-Aend,inf); % Verletzung des Endpunktes
cv=abs(cend-cs(n)); % Verletzung des Endpunktes
%f=f+max(Endwinkcoeff*log(cv+1),Endpcoeff*log(Av+1))
f=f+max(Endwinkcoeff*cv,Endpcoeff*Av);
% Welche Radien < 50m
xk=Radiencoeff*max(abs(x(ind))-1/R0);
f=max([f,xk]);
for i=1:length(w)
if(abs(v(i+1)) ~= abs(v(i)) && abs(v(i)) ~= inf && abs(v(i+1)) ~= inf)
xk=max(abs(v(i)),abs(v(i+1)));
if(3*w(i)<xk)
f=max(f,Segmentecoeff*log(xk-3*w(i)+1));
elseif(w(i)>xk)
f=max(f,Segmentecoeff*log(w(i)-xk+1));
end
elseif(v(i)==v(i+1) && abs(v(i)) ~= inf)
if(3.6*w(i)<v0)
f=max(f,Segmentecoeff*log(v0-3.6*w(i)+1));
elseif(3*w(i)>pi*abs(v(i)))
f=max(f,Segmentecoeff*log(3*w(i)-pi*abs(v(i))+1));
end
else % v(i)==inf && v(i+1)==inf
if(3.6*w(i)<v0)
f=max(f,Segmentecoeff*log(v0-3.6*w(i)+1));
end
end
end
f = f*NBscal;
Algorithmus 120: Nebenbedingung2.m
function x=Initglobals2(seganzahl,A0i,c0i,Aendi,cendi,Bi,Ai,Pi,namei,Ri,vi)
global R0 A0 c0 Aend cend B A n P name f0 v0 scal
v0=vi;R0=Ri; A0=A0i; c0=c0i; Aend=Aendi; A=Ai;B=Bi; cend=cendi;
n=seganzahl;
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rscal=1./R0;
ascal=100.;
if 1
q=sqrt((1+tan(cend)^2)/(1+tan(c0)^2));
M2=(A0(2)-Aend(2)*q)/(1-q);
M1=A0(1)-tan(c0)*(A0(2)-M2);
R=sqrt((A0(1)-M1)^2+(A0(2)-M2)^2);
alp=asin((A0(2)-M2)/R);
bet=asin((Aend(2)-M2)/R);
phi=bet-alp;
l=abs(R*phi);
end
x=[1/R*ones(1,n+1), l/n*ones(1,n)];
scal=[rscal*1./(1:(n+1)).^4,ascal*1./(1:n).^2];
P=Pi; name=namei;
nn=(size(x,2)+1)/2;
i=1:nn;
y=inf*ones(nn,1);
ind=find(x(i)~=0);
y(ind)=1./x(ind);
a=x((nn+1):(2*nn-1));
%[flaeche,f0,grdstk]=Splinepreis(A0,B,y,c0,a,A);
%f0=abs(sum(f0));
f0=1.; x=x./scal
Algorithmus 121: Initglobals2.m
%Optimierung
global scal;
seganzahl=3;
A0i=[20.0,40.0];
Aendi=[267.3058, 17.6648];
c0i=0.3; cendi=-1.2; Bi=20;
Ai=Dreiecke;
[Pi,namei]=Splinepolygonpunkte;
x=Initglobals2(seganzahl,A0i,c0i,Aendi,cendi,Bi,Ai,Pi,namei,50,50);
options=[-1,1.e-3,1.e-4,15000,1,1.e-1];
[x,f]=solvopt(x,'Zielfunktion2',[],options,'Nebenbedingung2');
x=x.*scal
Algorithmus 122: Optimierung.m
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Kapitel 8
Katalog der
Berechnungsfalle
Der Katalog beinhaltet 15 Abbildungen, in denen Dreiecke vom Typ 2 bis 6 in
allen moglichen Konstellationen bezuglich des Straenstreifens dargestellt wer-
den. Es werden folgende Optionen fur 5 Dreieckstypen unterschieden:
Typ 2: Parzelle links und rechts, fur beide Rechts- und Linksbogen (4 Abb.)
Typ 3: wie fur Typ2 (4 Abb.)
Typ 4: Parzelle innerhalb des Straenstreifens (1 Abb.)
Typ 5: Parzelle links und rechts, fur beide Rechts- und Linksbogen (4 Abb.)
Typ 6: Parzelle fur Rechts- und Linksbogen (2 Abb.)
in den Optionen konnen auch verschiedene Berechnungsfalle a; b; c vorkommen.
Die Falle beschreiben den Flachenberechnungsmodus:
a: Berechnung ohne zusatzliche Schnittpunkte
b: Berechnung mit zusatzlichen Schnittpunkten
c: Berechnung mit zusatzlichen Schnittpunkten
Fur jeden Berechnungsfall wird eine Formel angegeben, mit der ein Flachenin-
halt zu berechnen ist.
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Abbildung 8.1: Ein Schema zur Flachenberechnung fur Dreieck Type 2, Parzelle
links, Rechtsbogen
134
Abbildung 8.2: Ein Schema zur Flachenberechnung fur Dreieck Type 2, Parzelle
links, Linksbogen
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Abbildung 8.3: Ein Schema zur Flachenberechnung fur Dreieck Type 2, Parzelle
rechts, Rechtsbogen
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Abbildung 8.4: Ein Schema zur Flachenberechnung fur Dreieck Type 2, Parzelle
rechts, Linksbogen
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Abbildung 8.5: Ein Schema zur Flachenberechnung fur Dreieck Type 3, Parzelle
links, Rechtsbogen
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Abbildung 8.6: Ein Schema zur Flachenberechnung fur Dreieck Type 3, Parzelle
links, Linksbogen
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Abbildung 8.7: Ein Schema zur Flachenberechnung fur Dreieck Type 3, Parzelle
rechts, Rechtsbogen
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Abbildung 8.8: Ein Schema zur Flachenberechnung fur Dreieck Type 3, Parzelle
rechts, Linksbogen
141
Abbildung 8.9: Ein Schema zur Flachenberechnung fur Dreieck Type 4, Fall:
Parzelle innerhalb des Straenstreifens
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Abbildung 8.10: Ein Schema zur Flachenberechnung fur Dreieck Type 5, Fall 1,
Parzelle rechts, Rechtsbogen
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Abbildung 8.11: Ein Schema zur Flachenberechnung fur Dreieck Type 5, Fall 1,
Parzelle rechts, Linksbogen
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Abbildung 8.12: Ein Schema zur Flachenberechnung fur Dreieck Type 5, Fall 2,
Parzelle links, Rechtsbogen
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Abbildung 8.13: Ein Schema zur Flachenberechnung fur Dreieck Type 5, Fall 2,
Parzelle links, Linksbogen
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Abbildung 8.14: Ein Schema zur Flachenberechnung fur Dreieck Type 6, Fall 1,
Rechtsbogen
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Abbildung 8.15: Ein Schema zur Flachenberechnung fur Dreieck Type 6, Fall 2,
Linksbogen
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Kapitel 9
Schlussfolgerungen
Das grote Problem bei einer Optimierung ist die Empndlichkeit eines Klotho-
id Splines auf geringfugige Anderungen eines Eingabeparameters, was auch mit
vielen Abbildungen veranschaulicht wurde. Das trit insbesondere zu, wenn die
Zielfunktion nicht in Grundform mit Langen- und Radienvektoren [a] bzw. [R],
sondern mit anderen Eingabeparameter in Form von Koordinaten der Punkte
X, durch die der Spline verlaufen soll, oder einer der Abwandlungen c bis f
beschrieben wird. Wie bereits gezeigt, kann sogar eine kleine Anderung einer
Koordinate (siehe Abb.6.8) schon einen Programmabsturz hervorrufen, da das
Entstehen einer Schleife im Spline die Unstetigkeit der Zielfunktion zu Folge
hat.
Eine Unstetigkeit kann auch irgendein Berechnungsfall verursachen, der nicht im
Katalog der Berechnungsfalle berucksichtigt wurde. Es wurden einige Ver-
suche mit einem Optimierungsprogramm SolvOpt [12] unternommen, diese sind
aber gescheitert. Die Suche nach der Optimierung der Ortsdurchfahrten machte
es unerlasslich einen klothoidalen Spline einzufuhren und fur Trassierungspro-
gramme anzuwenden. Es wurden zahlreiche, fur Planer nutzliche Programme
bearbeitet, die leicht durch den Anwender beliebig modiziert werden konnen.
Die Straenplanung kann dadurch vereinfacht, exibler und ezienter gestaltet
werden.
Die Suche nach einem geeigneten Optimierungsprogramm soll fortgesetzt und
der Algorithmus zur Gesamtpreisberechnung mit Berechnungen der noch nicht
behandelten Berechnungsfalle aus dem Katalog der Berechnungsfalle erganzt
werden.
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