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We present a worldline method for the calculation of Casimir energies for scalar fields coupled
to magnetodielectric media. The scalar model we consider may be applied in arbitrary geometries,
and it corresponds exactly to one polarization of the electromagnetic field in planar layered media.
Starting from the field theory for electromagnetism, we work with the two decoupled polarizations in
planar media and develop worldline path integrals, which represent the two polarizations separately,
for computing both Casimir and Casimir–Polder potentials. We then show analytically that the path
integrals for the transverse-electric (TE) polarization coupled to a dielectric medium converge to
the proper solutions in certain special cases, including the Casimir–Polder potential of an atom near
a planar interface, and the Casimir energy due to two planar interfaces. We also evaluate the path
integrals numerically via Monte-Carlo path-averaging for these cases, studying the convergence and
performance of the resulting computational techniques. While these scalar methods are only exact
in particular geometries, they may serve as an approximation for Casimir energies for the vector
electromagnetic field in other geometries.
I. INTRODUCTION
The Casimir force is a striking manifestation of the
quantum vacuum. Casimir forces arise due to fluctua-
tions in quantum fields interacting with material bodies.
These fluctuations lead to forces between ideal conduc-
tors [1], atoms and conductors [2], and dielectric slabs [3].
Beyond their fundamental interest as inherently quantum
phenomena, Casimir forces are also of technical impor-
tance. For example, they must be taken into account
in stiction in micro-electromechanical systems [4], and
in attempts to couple atoms to solid-state systems to
realize architectures for a scalable quantum-information
processor [5, 6]. It is then imperative to be able to cal-
culate these forces in a wide range of geometries, while
also taking into account material properties. The calcu-
lation of Casimir forces is challenging because the force
depends sensitively on the material properties and the
geometry of the bodies. In addition, the calculations are
usually expressed as differences between divergent quan-
tities, which must be handled carefully. While analytical
calculations can be carried out for simple, highly sym-
metric geometries, in general numerical approaches are
required [7].
The scattering approach is to date the only general
method for calculating electromagnetic Casimir energies
in arbitrary geometries of material bodies. This method
has been developed by a number of authors as an an-
alytical tool [8–12]. The scattering approach has also
been extended to a general numerical method for com-
puting Casimir energies [13–16] by leveraging the compu-
tational similarity to calculations in classical electromag-
netism [7]. This “boundary element method” considers
fluctuating surface currents on bodies interacting via the
electromagnetic field. Computationally, this method re-
lies on inverting the matrix that encodes the scattering
of photons by the surface currents [17]. While indeed be-
ing powerful and general, it is important to complement
this method with alternate methods, which would pos-
sess different systematic errors and alternative regimes
of efficient operation.
The worldline method is a promising alternative
method for calculating Casimir energies [18]. The world-
line method is a general method of computing effective
actions for quadratic quantum field theories in terms
of worldline (i.e., single-particle) path integrals [19, 20].
Gies et. al showed how to apply the worldline method
to computing Casimir energies for a scalar field cou-
pled to a background potential, which models the ma-
terial bodies [18, 21–24]. More recently, this method
has been extended to computing stress-energy tensors for
scalar fields, with applications to computing Casimir en-
ergies [25, 26]. Since the formalism is not specific to any
particular geometry, it serves as a method for numerically
computing Casimir energies in arbitrary geometries. Fur-
thermore, the worldline method offers an intuitive picture
of Casimir energies as emerging from the spacetime tra-
jectories (worldlines) of virtual particles.
In brief, in the worldline method, one generates an
ensemble of closed, random walks, and along the walk
one evaluates the potential, which encodes the locations
and geometries of the interacting bodies. Thus, visualiz-
ing the intersection of the “path cloud” with the mate-
rial bodies provides the intuitive picture of the Casimir
energy. For example, the worldline method has been ap-
plied in evaluating Casimir energies for nontrivial geome-
tries, notably for a piston in a flasklike container [27],
where the worldlines give an intuitive picture of how the
piston and flask contributions conspire to produce a force
whose sign depends on the shape of the flask. Worldline
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2numerics have also been used to better understand ge-
ometries with sharp edges [23], and to understand the
limits of the proximity-force approximation [28]. Finally,
the method has also been extended to include the effects
of nonzero temperature [29–31].
At present there are two main limitations of the world-
line method. First, the method only treats a single scalar
field, whereas two coupled polarizations are necessary to
treat full electromagnetism. Second, the material bod-
ies are treated as a background potential, rather than a
dielectric permittivity and a magnetic permeability.
The main success of the worldline method thus far
has been in modeling bodies via arbitrarily strong po-
tentials. These result in Dirichlet boundary conditions
on the scalar field, which mimic the boundary conditions
on one electromagnetic polarization at a perfectly con-
ducting boundary. However, in extending the utility of
the worldline method, it is important to treat the vector
nature of the field and the coupling to magnetodielectric
materials.
There has already been some progress in this direction
thus far. Bordag et. al have developed the path-integral
quantization of the electromagnetic field, including cou-
pling to a nondispersive dielectric [32, 33], with applica-
tions to the analytic computation of energies for dielectric
spheres and heat-kernels coefficients. Aehlig et. al, in a
paper discussing computational optimizations to world-
line calculations of Casimir energies, have also speculated
on how polarization could be incorporated [34]. Fosco
et. al have considered how to implement regularized Neu-
mann boundary conditions in path integrals, and wrote
down a worldline path integral for Neumann boundaries,
using a nonlocal (in proper time) representation of the
boundary potential [35]. Similar functional-determinant
methods have also been used to compute the electrostatic
contribution of the Casimir energy in terms of a scalar
field [36].
In the present work we show how to incorporate
explicit coupling to dielectric and magnetic materials
within the worldline formalism. We demonstrate ana-
lytically how, in simple geometries, a new version of the
scalar theory reproduces known electromagnetic Casimir
and Casimir–Polder energies for dielectric bodies. We
also study the numeric evaluation of the worldline path
integrals. In this work we focus mainly on the path in-
tegral for the transverse-electric (TE) polarization. In
the limit of large dielectric permittivity, this path inte-
gral also handles Dirichlet boundary conditions on the
(scalar) TE field. While the path integral can be eval-
uated in any geometry, it only corresponds exactly to
one electromagnetic polarization in planar, layered me-
dia. In other geometries, it can serve as a scalar approx-
imation (albeit an uncontrolled one) for the full electro-
magnetic problem, including proper dielectric coupling.
The other, transverse magnetic (TM) polarization has
additional technical complications for dielectric media, as
it involves a singular potential at a dielectric interface.
In the limit of large dielectric permittivity, it imposes
Neumann boundary conditions on the scalar field. We
will discuss the analytic and numerical evaluation of this
path integral in a future paper [37].
This paper is organized as follows. In Sec. II we com-
pare the action for the original scalar problem with the
action for the electromagnetic field in media and intro-
duce a scalar action to model the electromagnetic prob-
lem. We then derive the corresponding partition func-
tion. In Sec. III we develop worldline path integrals for
the Casimir and Casimir–Polder energies. In Sec. IV we
derive analytical results for the Casimir–Polder potential
for an atom near a planar, dielectric interface, and the
Casimir energy for two parallel, planar dielectric inter-
faces. In Sec. V we discuss the numerical methods we
use to evaluate the path integral, and finally in Sec. VI
we generalize the formalism to incorporate dispersion and
nonzero temperature.
II. FIELD PARTITION FUNCTION
To begin our development, we will briefly review the
setup of the previous worldline formalism for evaluating
the Casimir energy of a scalar field φ = φ(r, t) coupled
to a background potential V (r). This is described by the
action [18]
S =
1
2
∫ T
0
dt
∫
dr
[
1
c2
(∂tφ)
2 − |∇φ|2 − V (r)φ2
]
, (1)
with associated wave equation
∇2φ− 1
c2
∂2t φ+ V (r)φ = 0. (2)
In the original work [18], the suggestion was to rep-
resent the potential in terms of a delta function as
V (r) = λ δ [σ(r)], where σ(r) = 0 defines the surfaces of
the material bodies. An alternative representation arises
by simply setting V (r) = λ in the interior of the bodies.
In the limit λ −→∞, the potential in either case imposes
Dirichlet boundary conditions on the surfaces.
In electromagnetism, by contrast, the source-free field
action in the presence of linear, nondispersive media, in
terms of the scalar and vector potentials A0 and A is
SEM =
1
2µ0
∫
dt
∫
dr
[
r(r)
c2
(∇A0 + ∂tA)2 − (∇×A)
2
µr(r)
]
,
(3)
where r(r) := (r)/0 and µr(r) := µ(r)/µ0 are the rel-
ative permittivity and permeability, respectively. Note
that this action may be equivalently written
SEM =
1
2
∫
dt
∫
dr
(
E ·D−B ·H), (4)
where the fields are given as usual by E = −(∇A0 +
∂tA), B = ∇ × A, D(r, t) = (r)E(r, t), and
B(r, t) = µ(r)H(r, t).
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FIG. 1. Schematic illustration of electric and magnetic fields
for a TE-polarized mode at a planar vacuum–dielectric in-
terface, for incident (Ei, Hi), reflected (Er, Hr), and and
transmitted (Et, Ht) fields. For this polarization, the electric
field is effectively scalar, while the magnetic-field polarization
varies between media. This scalar-like behavior holds in any
planar layered medium that varies in only one direction, such
that (r) ≡ (z) and µ(r) ≡ µ(z).
Then setting δSEM/δA0 = 0 leads to ∇ · r∇A0 =
−∂t∇ · rA. This is a first-order equation in time, thus
acting as a constraint and implying a gauge freedom. In
Coulomb gauge, ∇ · rA = 0, and thus in the absence of
sources we may take A0 = 0. The remaining variation
δSEM/δA = 0 leads to the wave equation
∇× 1
µr
∇×A− r
c2
∂2tA = 0. (5)
In the case of a planar layered medium such that the
electromagnetic properties of the media only vary in one
direction, r(r) ≡ r(z) and µr(r) ≡ µr(z), the action
(3) factors into two independent scalar actions, corre-
sponding to the transverse-electric (TE) and transverse-
magnetic (TM) polarizations. This decomposition of the
electromagnetic field into two decoupled scalar fields was
also used by Schwinger et. al [38] for computing Casimir
energies in planar geometries. This is illustrated for the
TE polarization at a planar interface in Fig. 1, where for
plane-wave modes, the electric-field component parallel
to the medium behaves as a scalar, since its direction is
fixed.
In any TE-polarized plane-wave mode, the electric field
is parallel to the interface. We take the polarization to
be along the y-direction, such that E = yˆE, and thus
A = yˆA. The Coulomb-gauge condition further implies
∂yA = 0, so that (∇ × A)2 = |∇Ay|2. Then for any
planar TE mode, the action (3) can be expressed in terms
of the nonvanishing component of the vector potential
φ(r, t) := Ay as
STE =
1
2µ0
∫
dt
∫
dr
[
r(z)
c2
(∂tφ)
2 − 1
µr(z)
|∇φ|2
]
, (6)
with corresponding wave equation
∇ · 1
µr(z)
∇φ− r(z)
c2
∂2t φ = 0. (7)
This action allows the TE-polarized modes to be repre-
sented explicitly in terms of a scalar field φ(r, t).
To treat the action for the transverse-magnetic (TM)
polarization in a planar layered medium, it is convenient
to introduce magnetic potentials C0 and C [33], in terms
of which the fields are H = (∇C0 + ∂tC) and D = (∇×
C). In terms of these potentials, the electromagnetic
action is
SEM =
1
20
∫
dt
∫
dr
[
µr(r)
c2
(∇C0 + ∂tC)2 − (∇×C)
2
r(r)
]
,
(8)
after changing the overall sign. Assuming the Coulomb-
like gauge condition ∇ · µrC = 0, the reduction to a
scalar action for TM modes follows in the same way, with
resulting action
STM =
1
20
∫
dt
∫
dr
[
µr(z)
c2
(∂tψ)
2 − 1
r(z)
|∇ψ|2
]
,
(9)
and corresponding wave equation
∇ · 1
r(z)
∇ψ − µr(z)
c2
∂2t ψ = 0, (10)
where for any plane-wave mode ψ(r, t) is the only non-
vanishing component of C. The TM scalar action and
wave equation also follow simply from the TE case by
noting that electromagnetism is invariant under the du-
ality symmetry E←→ H, B←→ −D, and ←→ µ.
The partition function for either scalar field is then a
path integral over the fields in terms of the Euclidean ac-
tion (i.e., with the replacement t→ −i~β). For example,
the TE path integral becomes
ZTE =
∫
Dφ exp
[
−0c
2~
∫ β~c
0
dτ
∫
dr
×
(
r(r)|∂τφ(r, τ)|2 + 1
µr(r)
|∇φ(r, τ)|2
)]
, (11)
where τ := β~c. Changing to a scaled field variable
φ˜(r, t) :=
φ(r, t)√
µr(r)
(12)
removes explicit spatial dependence from the gradient
term, but the change in integration measure to Dφ˜ in-
troduces a functional determinant involving µr. This de-
terminant ultimately drops out of the final calculation,
4provided we calculate only physically relevant differences
between configurations amount to translations and rear-
rangements of the materials. Note also that subtleties in-
volved in Faddeev–Popov-type gauge-fixing do not arise
here, because the gauge condition used here is linear in
the fields.
Then carrying out the Gaussian integration over the
field variables, and performing the analogous procedure
in the TM case, the partition functions become
ZTE = det
[
−1
2
r(r)µr(r)∂
2
τ −
1
2
∇2 − VTE(r)
]−1/2
ZTM = det
[
−1
2
r(r)µr(r)∂
2
τ −
1
2
∇2 − VTM(r)
]−1/2
,
(13)
where the potentials are defined as
VTE :=
1
2
[
(∇ log√µr)2 −∇2 log√µr
]
VTM :=
1
2
[
(∇ log√r)2 −∇2 log√r
] (14)
and these arise from the commutation of µr(r) and r(r)
through the derivative operators. Note that VTE and VTM
will still appear in the path integral even without the
field-rescaling procedure in Eq. (12). However, the de-
velopment of the worldline path integrals is much more
involved. Further details on this alternate derivation of
the potentials will be provided elsewhere [37], where we
will also discuss their analytical and numerical evaluation
at material interfaces.
III. WORLDLINE PATH INTEGRAL
A. Casimir energies and renormalization
To extract zero-temperature Casimir energies from the
partition function, we can compute the mean ground-
state energy via E = −∂β logZ. Since the divergent ab-
solute energy is not a physical observable, it is important
to renormalize the energy. That is, one should subtract
the energy of a reference configuration to obtain a finite
interaction energy: E = −∂β(logZ − logZ0). The refer-
ence configuration depends on the geometry of interest,
but a typical choice is an arbitrarily large separation of
the material objects.
The derivation of the worldline path integral then pro-
ceeds by evaluating the partition-function determinants
(13) via the identity
log det[A] = tr log[A], (15)
and then using the integral representation
log[A]− log[B] =
∫ ∞
0
dT
T
(
e−BT − e−AT
)
(16)
for the logarithm. Note that without the renormaliz-
ing subtraction here, the integral diverges at the lower
limit—this is the same ultraviolet divergence that comes
from computing Casimir energies via mode-summation.
For simplicity of notation, we will normally not write
out the subtraction of the reference configuration, so
the divergent expressions that follow must be interpreted
as representing the finite quantity that remains after
this subtraction. From Eq. (13), the (non-renormalized)
mean energy is
ETE = −∂β
2
∫ ∞
0
dT
T tr e
T [(1/2)r(xˆ)µr(xˆ)∂2τ+(1/2)∇2+VTE(xˆ)],
(17)
where now the notation xˆ emphasizes the operator na-
ture of the field variable. We can evaluate the trace for
this operator by introducing an auxiliary Hilbert space
with 〈x, τ |xˆ|ψ〉 = xψ(x, τ), 〈x, τ |pˆ|ψ〉 = −i∇ψ(x, τ),
〈x, τ |τˆ |ψ〉 = τψ(x, τ), 〈x, τ |pˆτ |ψ〉 = −i∂τψ(x, τ), and
〈x|p〉 = eix·p. Then expressing the trace as a spacetime
integration, the result is
ETE = −∂β
2
∫ ∞
0
dT
T
∫ β~c
0
dτ0
∫
dx0
× 〈x0, τ0|e−(r(xˆ)µr(xˆ)pˆ
2
τ/2+pˆ
2/2+VTE(xˆ))T |x0, τ0〉.
(18)
Since the matrix element is independent of τˆ , it is only
necessary to develop the path integral in the spatial di-
mensions. Splitting the exponential operator into N
pieces, and inserting spatial position and momentum
identities 1 =
∫
dxj |xj〉〈xj | = (2pi)−(D−1)
∫
dpj |pj〉〈pj |
between each piece, the matrix element becomes
〈x0, τ0|e−[r(xˆ)µr(xˆ)pˆ
2
τ/2+pˆ
2/2+VTE(xˆ)]T |x0, τ0〉
=
∫ N∏
j=1
(
dxjdpj
(2pi)D−1
){
δD−1(xN − x0)
N∏
k=0
[〈xk|pk〉
× 〈pk|e−(r(xˆ)µr(xˆ)pˆ
2
τ/2+pˆ
2/2+VTE(xˆ))∆T |xk−1〉
]}
,
(19)
where D is the spacetime dimension, ∆T = T /N , and
the path-closure condition xN = x0 from the trace is now
enforced by the delta function. Replacing operators by
eigenvalues, using 〈xj |pj〉 = eipj ·xj , and evaluating the
momentum integrals leaves
〈x0, τ0|e−[r(xˆ)µr(xˆ)pˆ
2
τ/2+pˆ
2/2+VTE(xˆ)]T |x0, τ0〉
=
∫ N∏
j=1
dxj
(2pi∆T )(D−1)/2
{
δD−1(xN − x0)
×
N∏
k=1
[
e−(xk−xk−1)
2/(2∆T )−∆T VTE(xk−1)
× e−r(xk−1)µr(xk−1) pˆ2τ∆T /2
]}
. (20)
5Putting this back into Eq. (18) and carrying out the re-
maining integrals over τ0 and pτ gives
ETE =− ~c
2
∫ ∞
0
dT
T
∫ N∏
j=1
dxj
(2pi∆T )(D−1)/2
× δ
D−1(xN − x0)
[2piT N−1∑N−1`=0 r(x`)µr(x`)]1/2
×
N∏
k=1
[
e−(xk−xk−1)
2/(2∆T )−∆T VTE(xk−1)
]
. (21)
This expression already exhibits the form of the numeri-
cal method: The Gaussian densities, in conjunction with
the delta function, define a probability measure for paths
(random walks) that begin and end at x0. The contri-
bution of the material body enters in the evaluation of
[r(r)µr(r)] and VTE(r) [or VTM(r) in the TM case] along
the path.
The presence of the delta function δ(xN − x0)
leads to an additional overall normalization constant
(2piT )−(D−1)/2, if the sum encompasses only paths that
close, such that xN = x0. This follows from the expres-
sion [39]∫
dq δ[h(q)] f(q) =
∫
h−1(0)
dS
1
|∇h(q)|f(q), (22)
where S is the surface satisfying h(q) = 0, and
|∇h(q)| =
√√√√∑
k
(
∂h
∂qk
)2
(23)
is the Euclidean norm of the gradient vector. In the
case at hand, the delta function restricts a sum of N
Gaussian integrals to have a total of zero. Defining the
increments ∆xn := xn+1 − xn, the path-closure con-
straint is δ(
∑N−1
k=0 ∆xk). Accounting for the remain-
ing normalization constant of the Gaussian xN integral
(as part of dS), the extra contribution for considering
only closed paths (xN = x0) in the path integral is
(2pi∆T N)−(D−1)/2 = (2piT )−(D−1)/2.
Taking the remaining N−1 Gaussian factors to be the
probability measure for the paths, in a Monte-Carlo in-
terpretation of the path integrals, the sample paths are
Brownian bridges [40] in the limit of large N . To be
more precise, a Wiener path W (t) is a continuous time
random walk, where each increment has ensemble aver-
age 〈〈dW (t)〉〉 = 0 (where the double brackets denote an
ensemble average) and variance 〈〈dW 2(t)〉〉 = dt, with
〈〈dW (t) dW (t′)〉〉 = 0 for t 6= t′. A Brownian bridge
BT (t) is a Wiener path subject to the pinning condition
BT (T ) = 0. (The bridges may also be defined such that
they are pinned to other endpoints.) Brownian bridges
thus form a subset of zero measure of all possible Wiener
paths.
The (unrenormalized) Casimir energy can then be
rewritten in continuous-time notation as
ETE = − ~c
2(2pi)D/2
∫ ∞
0
dT
T 1+D/2
∫
dx0
〈〈
e−T 〈VTE〉
〈rµr〉1/2
〉〉
x(t)
(24)
for the TE polarization, and
ETM = − ~c
2(2pi)D/2
∫ ∞
0
dT
T 1+D/2
∫
dx0
〈〈
e−T 〈VTM〉
〈rµr〉1/2
〉〉
x(t)
(25)
for the TM polarization, where only the coordinate x0 is
elided in the notation 〈〈· · ·〉〉x(t) that denotes an ensemble
average over vector Brownian bridges x(t) starting and
returning to x0, and
〈f〉 := 1T
∫ T
0
dt f [x(t)] =
1
N
N−1∑
k=0
f(xk) (26)
is a shorthand for the average value of f(r), evaluated
along the path. In this paper, we will stick to the eval-
uation of the TE path integral (24) in the presence of
dielectric-only materials, which simplifies to
ETE = − ~c
2(2pi)D/2
∫ ∞
0
dT
T 1+D/2
∫
dx0
〈〈
〈r〉−1/2
〉〉
x(t)
.
(27)
Note that this has the same form as the TM path integral
(25) in the presence of magnetic-only materials.
B. Casimir–Polder energies
In principle, Eqs. (24) and (25) can yield Casimir–
Polder energies for an atom interacting with a macro-
scopic body by treating the atom as a small chunk of
magnetodielectric material. However, this is numerically
inefficient: the vast majority of paths will not intersect
the atom, and will thus not contribute to the renormal-
ized potential. (Note that only paths that intersect both
bodies will contribute to the properly renormalized, two-
body Casimir energy.) It is therefore useful to develop
specialized path integrals for evaluating Casimir–Polder
potentials.
To introduce the atom, we may regard it as producing
localized perturbations δr(r) and δµr(r) to the back-
ground relative permittivity and permeability, respec-
tively. In the dipole approximation, these perturbations
are given explicitly in terms of delta functions as
δr(r) =
α0
0
δD−1(r− rA)
δµr(r) = β0µ0 δ
D−1(r− rA),
(28)
where α0 and β0 are respectively the static polarizability
and magnetizability of the atom, and rA is the location
6of the atom. [Note that the polarizability and magneti-
zability are defined such that the electric and magnetic
induced dipole moments are d = α0E and m = β0µ0H,
while the polarization and magnetization are convention-
ally given in terms of the perturbations by P = δE and
M = (δµ/µ0)H.] The relevant energy is then the differ-
ence between the Casimir energies with and without the
perturbations. To first order in the perturbations,
δE[r, µr] = E[r + δr, µr + δµr]− E[r, µr]
=
∫
dr
[
δE
δr
δr(r) +
δE
δµr
δµr(r)
]
.
(29)
Then putting in the perturbations (28), we identify this
energy as the Casimir–Polder potential,
VCP(rA) =
α0
0
(
δE
δr(rA)
)
+ β0µ0
(
δE
δµr(rA)
)
, (30)
written here in terms of functional derivatives of the
Casimir energy evaluated at the atomic position. Note
that in treating the atom as arbitrarily well-localized,
the perturbations (28) are technically divergent. How-
ever, the effect of the perturbations is still small, so the
expansion here is really in terms of α0 and β0 (i.e., this
is a shorthand for taking a small but finite radius of the
atom to zero at the end of the calculation). Note also
that the expression (30) is invariant under the duality
transformation r ←→ µr, α0/0 ←→ β0µ0 [41, 42].
Then to carry out the explicit expansion in Eq. (29) to
compute the functional derivatives in the Casimir–Polder
potential (30), we need the path-average expansion〈
(r + δr)(µr + δµr)
〉−1/2
=
1
〈rµr〉1/2 −
〈δr µr〉
2〈rµr〉3/2 −
〈r δµr〉
2〈rµr〉3/2 ,
(31)
as well as the expansions of the potentials (14), which are
necessary to include the contributions of the potential
factors of the form e−T 〈VTE〉:
VTE
[
µr + δµr
]
=
1
8
[∇ log(µr + δµr)]2 − 1
4
∇2 log(µr + δµr)
= VTE[µr] +
1
4
[(
∇δµr
µr
)
· ∇ logµr −∇2 δµr
µr
]
.
(32)
These expressions serve to expand Eqs. (24) and (25),
integrating by parts where necessary. Integrating over
the starting (and ending) point x0 of all rigid translations
of a particular path and computing the path average gives∫
dx0
〈
f(x) δD−1(x− rA)
〉
= f(rA), (33)
where, after removing the delta function, the resulting
“paths” are averages over all rigid translations of the
same path such that the path intersects rA. The ensem-
ble average of paths is equivalently sampled by simply
averaging over paths beginning and ending at rA. As-
sembling these pieces gives the following expression for
the TE-polarization Casimir–Polder potential:
V (TE)CP (rA)
=
~c
4(2pi)D/2
∫ ∞
0
dT
T 1+D/2
×
〈〈(
α0µr(rA)
0
+ β0µ0r(rA)
)
e−T 〈VTE〉
〈rµr〉3/2
− β0µ0T
2µr(rA)
[
∇2(logµr) +∇(logµr) · ∇+∇2
]
×e
−T 〈VTE〉
〈rµr〉1/2
〉〉
x(t),x(0)=x(T )=rA
.
(34)
For TM polarization, the corresponding expression is
V (TM)CP (rA)
=
~c
4(2pi)D/2
∫ ∞
0
dT
T 1+D/2
×
〈〈(
β0µ0r(rA) +
α0µr(rA)
0
)
e−T 〈VTM〉
〈rµr〉3/2
− α0T
20r(rA)
[
∇2(log r) +∇(log r) · ∇+∇2
]
×e
−T 〈VTM〉
〈rµr〉1/2
〉〉
x(t),x(0)=x(T )=rA
.
(35)
In this paper we will evaluate the TE path integral for an
electric-dipole atom coupled to a dielectric-only material,
in which case the path integral (34) simplifies consider-
ably to
V (TE)CP (rA) =
~cα0
4(2pi)D/20
∫ ∞
0
dT
T 1+D/2
〈〈
〈r〉−3/2
〉〉
x(t)
,
(36)
which has the same form as the TM path integral for a
magnetic-dipole atom coupled to a magnetic-only mate-
rial. The TM path integral also simplifies somewhat in
this case, but still involves the potential VTM in Eqs. (14),
the evaluation of which we will consider in the future [37].
IV. ANALYTIC WORLDLINE SUMMATION
To further investigate the worldline path integrals, we
will consider their analytic evaluation and show that the
dielectric-body path integrals (27) and (36) converge to
known solutions in planar geometries. In certain limits,
this evaluation is quite straightforward. For example,
for a polarizable atom interacting with a perfectly con-
ducting planar surface (corresponding to r −→ ∞), the
conductor imposes Dirichlet boundary conditions on the
scalar field, as in previous work on Casimir worldlines
with background potentials [18]. In the renormalized
form of the path integral (36), the integrand 〈r〉−3/2− 1
7is averaged over the ensemble. The integrand vanishes for
paths that do not touch the surface, but takes the value
−1 for those that do. Thus, the ensemble average yields
the probability for a Brownian bridge to cross the sur-
face, with an overall minus sign. For a Brownian bridge
BT (t), the probability to cross a boundary at distance d
is well-known, and takes the value
Pcross = exp(−2d2/T ). (37)
Putting this value into the path integral and carrying out
the remaining integral gives
V (TE)CP (rA) = −
~cα0
64pi20d4
(38)
for D = 4, which is the correct contribution of the TE
polarization to the Casimir–Polder potential in this limit.
In the case of a more general planar dielectric surface,
the relevant statistic to describe the path average 〈r〉 is
the sojourn-time functional (see Appendix B)
Ts[BT (t); d] :=
∫ 1
0
dtΘ[BT (t)− d], (39)
which is the time a Brownian bridge BT (t) spends past a
boundary at distance d (here Θ(x) is the Heaviside func-
tion). The probability distribution for Ts is known ex-
actly for a Brownian bridge [43, 44], and the probability
density may be written
fTs(x) =
[
1− e−2d2/T
]
δ(x− 0+)
+
√
8d2(T − x)
pixT 3 e
−2d2/(T −x)
+
(
1− 4d
2
T
)
e−2d
2/T
T erfc
(√
2d2x
T (T − x)
)
.
(40)
This may be used to compute the ensemble average of
〈r〉−3/2 − 1 = (1 + χTs)−3/2 − 1, where χ = r − 1 is
the dielectric susceptibility, in the renormalized form of
the path integral (36) which then yields the TE Casimir–
Polder potential for arbitrary χ. However, we will defer
this solution in favor of deriving it via a slightly different
method.
A. Iterated Laplace transform
The derivation of the sojourn-time density (40) in-
volves the solution to a diffusion equation to obtain an
iterated Laplace transform of the density. Inverting the
Laplace transforms then gives the density directly [44]. A
modification of this procedure provides the same solution
for the Casimir–Polder potential for a polarizable atom
and a planar dielectric half-space without directly know-
ing the sojourn-time density. This method then extends
to other situations where the density for the relevant path
statistic has a cumbersome form (such as the Casimir en-
ergy or Casimir–Polder potential for two parallel, planar
dielectric interfaces) or is not readily available in closed
form (such as the Casimir energies for the TM polariza-
tion for planar dielectric interfaces).
The method employs the Feynman-Kac formula [40,
45], which states that a solution f(x, t) to the diffusion
equation
∂tf =
1
2
∂2xf − [V (x) + λ]f + g(x), (41)
with particle killing rate V (x) and source function g(x),
can also be written as an ensemble average over diffusive
trajectories,
f(x, t) =
〈〈
f0[x+W (t)] e
−λt−∫ t
0
dt′ V [x+W (t′)]
+
∫ t
0
dt′ g[x+W (t′)] e−λt
′−∫ t′
0
dt′′ V [x+W (t′′)]
〉〉
,
(42)
where the initial condition is f0(x) = f(x, t = 0),
and 〈〈· · ·〉〉 denotes the ensemble average over Wiener
processes W (t) (with initial condition W (0) = 0, in-
crement means 〈〈dW (t)〉〉 = 0 and increment variance
〈〈dW (t)2〉〉 = dt). The formula in one dimension is suf-
ficient for Casimir calculations with planar geometries,
but the method here readily generalizes to multiple di-
mensions.
In steady state, the solution is independent of the ini-
tial condition, and choosing the source function to be
g(x, t) = δ(x), the path average becomes
f(x) =
∫ ∞
0
dt′
〈〈
δ[x+W (t′)] e−λt
′−∫ t′
0
dt′′ V [x(t′′)]
〉〉
,
(43)
where f(x) satisfies the eigenvalue equation
λf =
1
2
∂2xf − V (x) f + δ(x). (44)
The delta function pins the paths at the end point such
that W (t) = −x. In the worldline path integrals, so-
lutions with closed paths are then obtained by setting
x = 0 in the solution f(x). The further restriction to
Brownian-bridge sample paths requires a further normal-
ization factor of (2piT )−1/2, which follows from Eqs. (22)
and (23).
The worldline path integrals (27) and (36) for the
Casimir and Casimir–Polder energies both have the gen-
eral form
U(x0) =
∫ ∞
0
dT
T 1+D/2
〈〈
1
〈r〉α
〉〉
x(t)
, (45)
where α = 1/2 for Casimir energies and α = 3/2
for Casimir–Polder energies, and the paths x(t) satisfy
x(0) = x(T ) = x0. Then the identity
1
[h(x)]α
=
1
Γ(α)
∫ ∞
0
ds sα−1e−s h(x), (46)
8where Γ[α] is the gamma function, allows us to exponen-
tiate the material dependence in Eq. (45):
U(x0) =
1
Γ(α)
∫ ∞
0
dT
T 1+(D−1)/2−α
∫ ∞
0
ds sα−1
×
〈〈
1√T e
−s ∫ T
0
dt r[x(t)]
〉〉
x(t)
. (47)
The T integral here has the form of a Mellin transform
which can be related to a Laplace transform via an inte-
gration of the form [46]∫ ∞
0
dT T z−1 f(T )
=
1
Γ(1− z)
∫ ∞
0
dλλ−z
∫ ∞
0
dT e−λT f(T ). (48)
Thus, the factor T −1−(D−1)/2+α may be recast as an ad-
ditional integral:
U(x0) =
∫ ∞
0
dλ
λ(D−1)/2−α
Γ[(D − 1)/2− α]
∫ ∞
0
ds
sα−1
Γ(α)
×
∫ ∞
0
dT
〈〈
1√T e
−λT −s ∫ T
0
dt r[x(t)]
〉〉
x(t)
.
(49)
When written in terms of the susceptibility χ, where r =
1+χ, this expression takes the form of an iterated Laplace
transform, in the variables λ and s. The solution f(0)
from Eq. (44) gives the integral over the ensemble average
here, and the remaining two integrals may then be carried
out to give the relevant Casimir energy.
B. Casimir–Polder energy
For an atom in vacuum, the explicitly renormalized
form of the Casimir–Polder potential (36) is
V (TE)CP (rA) =
~cα0
4(2pi)D/20
∫ ∞
0
dT
T 1+D/2
〈〈
〈r〉−3/2 − 1
〉〉
x(t)
,
(50)
where the extra term corresponds to a subtraction of the
potential in the limit where material bodies are moved
far away from the atom. This subtraction removes the
T = 0 divergence. For an atom at distance d from a
planar dielectric half-space, we take r(z) = 1+χΘ(z−d),
where d > 0. The corresponding solution to Eq. (44) is
(see Appendix A 1)∫ ∞
0
dT√T
〈〈
e−λT −s
∫ T
0
dt (1+χΘ[d−x(t)])
〉〉
x(t)
=
√
pi
λ+ s
[
1 +
√
λ+ s−√λ+ s(1 + χ)√
λ+ s+
√
λ+ s(1 + χ)
e−2
√
2(λ+s) d
]
.
(51)
This expression is related to the sojourn time of a Brow-
nian bridge, and can be used to derive the density (40).
The Casimir–Polder potential follows by substituting
Eq. (51) into Eq. (49), and then using the result with
α = 3/2 to evaluate Eq. (50), with the result in D = 4
dimensions
VCP(d) =− ~cα0
8pi20
∫ ∞
0
ds
√
s
∫ ∞
0
dλ
× e
−2
√
2(λ+s) d
√
λ+ s
(√
λ+ s(1 + χ)−√λ+ s√
λ+ s(1 + χ) +
√
λ+ s
)
,
(52)
where the d-independent part of Eq. (51) vanishes under
renormalization. The integrals can be evaluated exactly
to obtain
V (TE)CP (d) = −
3~cα0
32pi20d4
ηTE(χ), (53)
where ηTE(χ) gives the potential relative to the Casimir–
Polder energy between a spherical atom and a perfectly
conducting plane:
ηTE(χ) =
1
6
+
1
χ
−
√
1 + χ
2χ
− sinh
−1√χ
2χ3/2
. (54)
These expressions give the known contribution of the TE
polarization to the Casimir–Polder potential [47]. As
χ −→∞, this “efficiency” ηTE converges to 1/6, in agree-
ment with the strong-coupling limit (38), and is approx-
imately χ/40 for small χ. The remainder of the full elec-
tromagnetic Casimir–Polder potential is supplied by the
contribution from the TM polarization.
This procedure also applies to an atom embedded in
the dielectric side of a planar vacuum–dielectric inter-
face. In this case, the explicitly renormalized form of the
potential (36) is
V (TE)CP (rA) =
~cα0
4(2pi)D/20
∫ ∞
0
dT
T 1+D/2
×
〈〈
〈r〉−3/2 − [r(rA)]−3/2
〉〉
x(t)
, (55)
in order to properly remove the T = 0 divergence. This
corresponds to subtracting the potential in the limit
where the interface is moved far away from the atom,
which itself is still embedded in the dielectric. In evalu-
ating this potential, the d < 0 part of the path-averaged
expression (A7) applies, and the same procedure leads to
V (TE)CP (d) =
~cα0
8pi20
∫ ∞
0
ds
√
s
∫ ∞
0
dλ
× e
−2
√
2[λ+s(1+χ)] d√
λ+ s(1 + χ)
(√
λ+ s(1 + χ)−√λ+ s√
λ+ s(1 + χ) +
√
λ+ s
)
,
(56)
9where d > 0 is the distance between the atom and in-
terface. The integration here may also be carried out
analytically, so the result may be written
V (TE)CP (d) =
3~cα0
32pi20z4
η′TE(χ), (57)
where the relative contribution compared to the (magni-
tude) of the total electromagnetic strong-coupling result
is
η′TE(χ) =
(
5
6
+
1
χ
−
√
1 + χ
2χ
− (1 + χ)
3/2
2χ3/2
tan−1
√
χ
)
× (1 + χ)−3/2. (58)
Note that, on the dielectric side of the interface, the over-
all sign of the potential is positive, because the efficiency
factor (58) is strictly positive.
C. Casimir energy
The same technique, used in evaluating the worldline
path integral (27), yields the Casimir energy between
two parallel dielectric interfaces. A proper renormal-
ization here involves subtracting the one-body contribu-
tions from the two-body energy, leaving only the inter-
action energy of the two planes. Denoting the permittiv-
ity due to both dielectric half-spaces r,12(z), while using
r,1(z) and r,2(z) to denote the respective single-body
dielectrics, the renormalized Casimir energy is
ETE =
~c
2(2pi)D/2
∫ ∞
0
dT
T 1+D/2
∫
dx0〈〈(
1√
r,12(x0)
− 1√〈r,12〉
)
−
(
1√
r,1(x0)
− 1√〈r,1〉
)
−
(
1√
r,2(x0)
− 1√〈r,2〉
)〉〉
x(t)
, (59)
so that the one-body contributions are now explicitly
subtracted from the two-body energy. The divergence
at T = 0 is also removed in each case by subtracting
the value of the integrand at T = 0, which depends on
the dielectric functions evaluated at x0. Explicitly, the
permittivity functions are r,1(z) = 1 + χ1Θ(d1 − z),
r,2(z) = 1+χ2Θ(z−d2), and r,12(z) = 1+χ1Θ(d1−z)+
χ2Θ(z − d2) where χ1 and χ2 are the susceptibilities of
the two dielectric half-spaces, which are separated by dis-
tance d = d2− d1 > 0. The energy here is still divergent,
being proportional to the transverse area of the half-
spaces. Taking the integration over the transverse di-
mensions to be the cross-sectional area, A :=
∫
dD−2x0,
the energy per unit area ETE/A produces a finite result.
The ensemble averages in Eq. (49), integrated over T
and x0, are computed in Appendix A 1, and the one-
body and two-body contributions are given respectively
by Eqs. (A9) and (A17). Combining these results with
Eq. (59), the Casimir energy density becomes
ETE
A
=−
√
2pi~c
8pi2Γ(2)Γ(1/2)
∫ ∞
0
dλλ
∫ ∞
0
ds
×
√
s
λ+ s
(
r1r2e
−2
√
2(λ+s)d
1− r1r2e−2
√
2(λ+s)d
)
×
(√
2d+
1√
λ+ s(1 + χ1)
+
1√
λ+ s(1 + χ2)
)
,
(60)
where
ri =
√
λ+ s−√λ+ s(1 + χi)√
λ+ s+
√
λ+ s(1 + χi)
. (61)
This integral can be cast in a more conventional form
by changing integration variables to p =
√
λ+ s/
√
s and
ξ =
√
2s d. Then integrating by parts with respect to p
results in the expression
ETE
A
= − ~cpi
2
720d3
γTE(χ1, χ2), (62)
where
γTE = −180
pi4
∫ ∞
0
dξ ξ2
∫ ∞
1
dp p log
[
1− r1r2e−2pξ
]
,
(63)
and the Fresnel reflection coefficients are
ri =
p−
√
p2 + χi
p+
√
p2 + χi
. (64)
These expressions agree with previous calculations [48,
49]. The factor γTE gives the energy density due to
the TE polarization relative to the total electromagnetic
Casimir energy density for two perfectly conducting par-
allel planes. As χ1, χ2 −→ ∞, this efficiency factor con-
verges to 1/2, reflecting the equal contributions of the
TE and TM polarizations in the perfect-conductor limit.
The Casmir force F = −∂dETE between the interfaces
here also agrees with the TE-polarization component of
the Lifshitz calculation [3].
V. NUMERICAL METHODS
The main motivation for the development of a world-
line path integral is to enable geometry-independent nu-
merical methods for computing Casimir energies. To in-
vestigate the feasibility of such algorithms, we will discuss
the numerical evaluation of the path integrals (27) and
(36) for the TE polarization of the electromagnetic field,
and compare the numerical solutions to the available an-
alytic solutions in planar geometries. It is important to
emphasize that the methods developed here apply in any
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material geometry, but the solutions correspond to ex-
act electromagnetic solutions in planar layered media.
In more general geometries, the solutions correspond to
Casimir energies for scalar fields coupled to dielectric me-
dia via the action (6) with arbitrary r(r), or to magnetic
media via the action (9) with arbitrary µr(r). These can
be regarded as scalar approximations to a full electro-
magnetic calculation.
A. Path generation
The basic ingredient for the numeric evaluation of the
path integrals is the generation of the paths themselves.
It is sufficient to consider the generation of standard
Brownian bridges B(t), or Wiener paths pinned such
that B(0) = B(1) = 0. Numerically, the goal is to
generate samples Bk of a discrete representation of the
bridge in N time steps of duration ∆t = 1/N , such that
B0 = BN = 0, with the correct statistics for Wiener-path
increments, 〈〈∆Bk〉〉 = 0 and 〈〈∆Bj∆Bk〉〉 = δjk∆t. One
intuitive approach follows from the observation that, in
the continuum limit, a Wiener process with a drift is still
a Wiener process. Thus, given a Wiener process W (t),
one can readily introduce a drift to force the path to
close, by setting
B(t) = W (t)− tW (1). (65)
Then the “gap” W (1) in the closure of the endpoint is
“pro-rated” along the path. Since the Wiener increments
∆Wk can be generated simply by multiplying standard-
normal deviates by
√
∆t, this provides a simple method
for generating the required bridges. At finite N , the
statistics generated by this procedure are only approx-
imately correct, as the variance of each step turns out to
be ∆t(1−∆t). However, it is possible to directly gener-
ate bridges with the correct finite-N statistics with only
slightly more work, by changing variables in the Gaussian
path measure in the path integral (21) to decouple the
increments. The result corresponds to the “v-loop” algo-
rithm of Gies et. al [18], and can be compactly written
as the recursion
Bk =
√
ck
N
zk + ckBk−1 (k = 1, . . . , N − 1), (66)
where B0 = BN = 0, the zk are standard-normal random
deviates, and the recursion coefficients are given by
ck :=
N − k
N − k + 1 . (67)
This recursion procedure can be regarded as a discrete
representation of the well-known stochastic differential
equation
dB = −
(
B
1− t
)
dt+ dW, (68)
which represents a standard Brownian bridge B(t) in
terms of a Wiener process W (t). The resulting stan-
dard Brownian bridges can then be scaled and shifted
according to
xk = x0 +
√
T Bk (69)
to generate paths that start at x0 and return after time
T , as are needed to evaluate the path integrals.
Numerically, the coupling to the dielectric occurs via
the path average of r(r) along each Brownian bridge.
This can be computed most directly as in Eq. (26):
〈r〉 = 1
N
N∑
k=1
r(xk). (70)
In evaluating the two-body Casimir energy (59), the ex-
plicit renormalization entails evaluating the two-body
path average 〈r,12〉, and then subtracting the one-body
path averages 〈r,1〉 and 〈r,2〉 on a pathwise basis.
B. Monte-Carlo sampling
The remaining integrals over T and x0 can be per-
formed pathwise by scaling and shifting each Brown-
ian bridge as in Eq. (69), computing the integrals for
each path via standard quadrature techniques. In the
Dirichlet-boundary limit (χ −→∞), the integration over
T is particularly simple [21]: For each path and initial
position x0, the integrand “turns on” at some minimum
time T0 when the scaled path first touches the surface,
in which case the problem reduces to an integration of
T −(1+D/2) over [T0,∞), which can be done analytically.
However, for a more general dielectric, it is convenient
and efficient to evaluate both integrals via Monte-Carlo
sampling, where for each path values for T and x0 are
drawn from appropriate distributions.
The T integration is not an obvious candidate for
Monte-Carlo sampling, because the explicit weighting
factor T −(1+D/2) in the path integrals does not yield
a normalizable distribution on [0,∞). However due to
the renormalization procedure, which removes the T = 0
divergence, for any given path there exists a bound T0,
below which the renormalized integrand vanishes. This
bound corresponds to a range of T where the path does
not extend far enough to cross the relevant interface. (For
more general functionals than the path average, or for a
source point x0 in a continuously varying background,
this may not be exactly true. However, one can still find
a similar bound, below which the integrand is negligi-
bly small.) Then, given a particular standard Brownian
bridge and source point x0, the value of T0 is fixed, and T
may be drawn from the pathwise, normalized probability
density
p(T ; T0) = Θ(T − T0) (D/2)T
D/2
0
T 1+D/2 . (71)
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Then the integrand is evaluated at the chosen value of
T , and the result must be multiplied by the Monte-Carlo
normalization factor [(D/2)T0D/2]−1.
In sampling the spatial integral over source points x0,
no explicit spatial dependence is available as a basis for
sampling, other than the geometry of the material bod-
ies. However, reasoning similar to that of the T integral
yields a serviceable distribution—note that it is not nec-
essary to exactly match the spatial dependence of the in-
tegrand, but a sampling distribution that mimics the true
spatial dependence reasonably well will lead to efficient
convergence of the ensemble average. For two bodies, for
example, the region between the bodies should contribute
the most, since these paths will interact with both bodies
at relatively small values of T . Thus, their contribution
will be magnified due to the T −(1+D/2) factor, relative to
paths associated with the exterior region. A reasonable
choice is to sample uniformly from this interior region.
Source points farther away in the exterior region should
be sampled less often, because of their smaller contribu-
tion. A rough estimate is given by the crossing probabil-
ity e−2d
2
0/T [Eq. (37)] at some distance scale d0, which
for example could represent the distance to the nearest
interface. In the T integral, this gives power-law scaling
behavior: ∫ ∞
0
dT
T 1+D/2 e
−2d20/T =
Γ(D/2)
2D/2 dD0
. (72)
The power law here can then serve as a basis for the sam-
pling distribution in the external region. As an example,
for the Casimir energy in D = 4 dimensions between two
dielectric half-spaces, with the vacuum gap centered at
the origin, the function
p(x0; d0) =
3d30
8
×
{
d−40 , |x0| < d0
x−40 , |x0| > d0
, (73)
can serve as a sampling density for x0, where d0 is an ad-
justable parameter. For demonstration purposes, we take
d0 to be the distance d between interfaces in the compu-
tations here, although the choice of d0 = d/2 would be
more optimal for this problem. This general idea extends
to higher dimensions in a general way, for example, by
letting d0 define the radius of a sphere, which encom-
passes all the material objects, and from which samples
are drawn uniformly. The same power-law tails then de-
fine the sampling distribution outside the sphere. In spe-
cific geometries, better-adapted sampling densities can
be used to improve the accuracy of the calculations.
C. Numerical results
The results for summing the TE-polarization Casimir–
Polder path integral (50) are shown in Fig. 2, normalized
to the total electromagnetic Casimir–Polder potential for
a perfectly conducting boundary, as in Eq. (53). The an-
alytic result (54) for ηTE is also shown for comparison;
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FIG. 2. Numerical evaluation of the Casimir–Polder path
integral (50) for an atom near a dielectric half-space,
relative to the perfect-conductor Casimir–Polder potential
−3~cα0/32pi20d4, as a function of the dielectric susceptibil-
ity χ, for N = 105 points per path, averaged over 108 paths.
The solid line gives the analytic result (54) for comparison.
Error bars delimit one standard deviation. Inset: same data
plotted with a linear vertical axis.
the numerical result and analytic results agree to within
a fraction of a percent. The analogous plot for numeri-
cally evaluating the Casimir–Polder path integral (55) for
an atom embedded in the dielectric side of the interface,
compared to the analytic result (58), is shown in Fig. 3,
where the agreement is also excellent. The results for
numerically evaluating the path integral (27) for the nor-
malized Casimir energy between two parallel, dielectric
half-spaces are shown in Fig. 4, with the analytic result
(54) for γTE for comparison; the agreement here is simi-
larly good. The same set of paths were used to evaluate
the path integral for each value of χ, so the data points
shown are not statistically independent. Note that the
distance dependence of the path integrals follows imme-
diately from the dependence of the path integrals on T ,
so we do not explicitly test any distance dependence here.
For finite N , the ensemble average tends to be biased be-
low the true Casimir energy, particularly for large values
of χ. The main mechanism is that any given discrete
path tends to overestimate the lower bound T0 where the
scaled path first touches an interface.
The numerical convergence of the Casimir–Polder and
Casimir energies is shown in Figs. 5 and 6, respectively,
where the numerical estimates η¯TE and γ¯TE approach the
exact values ηTE and γTE as the number of points N per
path increases. The plots include data over a range of
susceptibilities where the error is largest: χ = 1, 102, 104,
and 106, as well as the strong–coupling limit χ −→ ∞.
At fixed N the error increases with χ, which is expected
because the path average 〈r〉 can fluctuate over a wider
range of values as χ increases.
The analysis of the scaling of the error with N for such
stochastic integrals is nontrivial. Generally, we need to
deal with two considerations: the discretization error of
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FIG. 3. Numerical evaluation of the Casimir–Polder path
integral (55) for an atom embedded on the dielectric side of a
dielectric half-space, relative to 3~cα0/32pi20d4, as a function
of the dielectric susceptibility χ, for N = 105, averaged over
106 paths. The solid line gives the analytic result (58) for
comparison. Error bars delimit one standard deviation. Inset:
same data plotted with a linear vertical axis.
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FIG. 4. Numerical evaluation of the Casimir-energy path in-
tegral (27) for two parallel dielectric half-spaces, normalized
to the perfect-conductor energy, as a function of the dielectric
susceptibility χ, for N = 105, averaged over 108 paths. The
solid line gives the analytic result (63) for comparison. Error
bars delimit one standard deviation. Inset: same data plotted
with a linear vertical axis.
the integral in the path average (70), and the truncation
error in the derivation of the path integral in Eq. (20).
Naively, one could expect that both these errors converge
to zero as N−1: in Eq. (70) this arises from using the
simplest trapezoidal rule, whereas in Eq. (21), there is
an additional truncation error that is O(N−2) for each
of the N terms. The numerical data, however, show a
more complicated, χ-dependent scaling behavior that we
now discuss.
The situation is simplest in the limit χ −→ ∞, which
we discuss first. In this limit, the error scales as N−1/2.
To understand this, note that the integrand of the path
integral “saturates” whenever a path crosses the inter-
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FIG. 5. Numerical convergence of the Casimir–Polder path
integral (36) for an atom near a dielectric half-space. The
relative error is shown as a function of the number N of points
per path for various values of χ as indicated, including the
strong-coupling limit χ −→ ∞. All data points are averaged
over 109 paths. Grey lines indicated N−3/2 and N−1/2 scaling
behaviors.
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FIG. 6. Numerical convergence of the Casimir-energy path
integral (27) for two parallel dielectric half-spaces. The rela-
tive error is shown as a function of the number N of points
per path for various values of χ as indicated, including the
strong-coupling limit χ −→ ∞. All data points are averaged
over 109 paths. Grey lines indicated N−3/2 and N−1/2 scaling
behaviors.
face. The error made in the path integral stems from
overestimating the first-crossing time T0, where the time-
scaled path just touches the surface. To quantify this er-
ror, we can compare the discrete path that falls just short
of touching the interface with the set of continuous-time
paths that pass through the same N points xk. Some
of these continuous paths have more “reach” than the
discrete path, and so they have a non-zero probability
to touch the surface between the discrete points. The
scaling of the error follows from considering a (discrete)
path with source point x0 = 0 at distance d > 0 from the
planar interface. The farthest extent of the path towards
the interface occurs at some point xn, with xn ∝
√T .
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FIG. 7. Numerical convergence of the Casimir–Polder path
integral (36) for an atom near a dielectric half-space, as in
Fig. 5, but using the interpolation estimator (80) instead of
the trapezoidal estimator (70). All data points are averaged
over 109 paths.
The farthest extent becomes xn = d when T = T0. Then
` = d
(
1−
√ T
T0
)
(74)
represents the distance between the farthest extent of the
path and the interface. For T < T0, there is no contri-
bution of the discrete path to the path integral. How-
ever, even for T < T0, the continuous paths can still
touch the interface. A good approximation of the touch-
ing probability is to only consider the intervals between
xn and xn±1. The scaling behavior of the probability of
both these intervals is the same, and for simplicity, we
only consider the interval xn to xn+1. Since xn is the
farthest extent of the path, the probability for the con-
tinuous path to touch the interface is maximum when
xn+1 = xn, in which case the probability is given by the
crossing probability of a Brownian bridge for a boundary
at distance ` over time ∆T = T /N . From Eq. (37), this
is e−2`
2/∆T . Thus, the error in the path integral is, up
to an overall factor,
e(N) =
∫ T0
0
dT
T 1+D/2 exp
[
−2Nd
2
(
1−√T /T0)2
T
]
.
(75)
Defining δT := T0−T , the dominant contribution to the
integral comes from small δT , since large values are ex-
ponentially suppressed. Keeping only the leading-order
contribution in δT , changing integration variables to δT ,
and extending the upper integration limit, the error be-
comes
e(N) ≈
∫ ∞
0
dδT
T 1+D/20
exp
[
−2Nd
2δT 2
4T 30
]
=
√
pi
2d2T D−10 N
, (76)
which explains the observed N−1/2 scaling of the error
in the strong-coupling limit.
To understand the scaling in the limit of small χ, we
will begin by considering a similar argument. The dis-
crete path underestimates the value of the integrand for
T slightly less than T0, because while the finite-N path
does not cross the interface, it may do so in the con-
tinuous limit. The estimate for the error in this case is
similar to the situation for the large-χ limit, but involves
the sojourn time Ts. Again letting xn denote the point
in the path with the farthest extent, the contribution of
the continuous path between neighboring discrete points
xn = xn+1 (which we take to be equal for the moment to
give a simple estimate) is due to the mean sojourn time
of this path segment. In terms of the sojourn time, the
error estimate is, up to an overall factor,
e(N) =
∫ T0
0
dT
T 1+D/2 T
−1
〈〈
Ts
〉〉
, (77)
where the ensemble average here encompasses all contin-
uous paths connecting xn to xn+1. The mean sojourn
time can be computed from the density (40); the rele-
vant path here is a Brownian bridge spanning time ∆T ,
with a boundary at distance ` ≥ 0. The result is〈〈
Ts
〉〉
=
∆T
2
e−2`
2/∆T −
√
pi`2∆T
2
erfc
√
2`2
∆T . (78)
Again expanding to lowest order in δT := T0−T chang-
ing integration variables, and extending the upper inte-
gration limit to infinity, the error becomes
e(N) ≈
∫ ∞
0
dδT
T 2+D/20
[
T0
2N
e−Nd
2δT 2/2T 30
−
√
pid2δT 2
8NT0 erfc
√
Nd2δT 2
2T 30
]
=
√
pi
32d2T D−10 N3
.
(79)
The resulting error estimate scales as N−3/2, as observed
in the numerical data. However, this argument is in-
complete, as it ignores the important case when a path
segment straddles the interface, and it also ignores the
contribution of the other path segments.
The main use of this argument is to provide a heuristic
explanation of the crossover between different scaling be-
haviors for finite χ and with increasing N . In the small-
χ limit, the error associated with the first path segment
touching the boundary has an O(N−1/2) component due
to the extent of the segment, as in the large-χ limit, but
each segment can only make an O(N−1) contribution rel-
ative to the total path. This extra O(N−1) contribution
does not matter if χ is arbitrarily large, since even a single
path segment crossing the interface causes the integrand
to saturate, leading to the N−1/2 scaling in this regime.
For any finite N , there should then be a crossover be-
tween these scaling behaviors, because it is only when
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χ/N  1 that the sojourn-time contribution of the sub-
path saturates the integrand, whereas the small-chi limit
corresponds to χ/N  1. Thus we expect a crossover be-
tweenN−1/2 toN−3/2 error scaling aroundN ∼ χ, as ob-
served in the numerical data above. In particular, based
on the numeric results, this means that for any finite
χ, the error scales asymptotically with the faster N−3/2
power law after passing through the crossover regime.
In fact, the N−3/2 error scaling is somewhat surpris-
ing: as noted above, the discretization error of the path-
average estimator (70) suggests that the error should
scale no better than N−1. To better understand this
scaling behavior, it is necessary to consider the contri-
bution of the entire path. In doing so, it is useful to
compare different approximations for the path average.
For example, an alternate estimator arises via
〈r〉 = 1T
N−1∑
j=0
∫ Tj+1
Tj
dτ r[x(τ)]
≈ 1T
N−1∑
j=0
∫ xj+1
xj
dx r(x)
∆T
∆xj
=
1
N
N−1∑
j=0
1
∆xj
∫ xj+1
xj
dx r(x),
(80)
where ∆xj = xj+1 − xj and Tj := j∆T . The final sum-
mand here is the average integrated value of r(x) be-
tween xj and xj+1 (in multiple spatial dimensions, this is
the average value computed along the straight line con-
necting xj and xj+1). The integrals here can be com-
puted straightfowardly for a dielectric interface in terms
of the fraction of the straight-line interval spent past the
interface. The reference method (70) can be written
〈r〉 = 1
N
N−1∑
j=0
r(xj) + r(xj+1)
2
(81)
because xN = x0, and this method coincides with the
ordinary trapezoidal rule in numerical quadrature. For
a smooth, deterministic integrand, both methods have
an error that scales as N−2. However, in computing a
sojourn-time integral, the error estimate is complicated
by the involvement of a stochastic path as well as a
discontinuous integrand. As it turns out, the interpo-
lation method (80) achieves the worst-case N−1 asymp-
totic scaling that we noted above. This is shown in Fig. 7,
which is the same calculation as in Fig. 5, except in using
the interpolation rule (80) instead of the trapezoidal rule
(81).
On the other hand, the trapezoidal rule performs sub-
stantially better. The difference between the interpola-
tion rule and the trapezoidal rule lies entirely in the case
where the points xn and xn+1 straddle the interface, a
case ignored by the error estimate (79). The mean so-
journ time for a bridge between xn and xn+1 may be cal-
culated from the probability density in Eq. (B12). The
results are visualized in Fig. 8. The figure also shows the
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FIG. 8. Average sojourn time 〈〈Ts〉〉 for one path segment
from xn to xn+1 [Eq. (B12)] plotted as a function of the in-
terface location d. The horizontal axis is shifted such that
the interval midpoint x¯n := (xn + xn+1)/2 is centered in the
plot, and the axis is scaled such that the interval boundaries
xn and xn+1 are located at ±1/2, as marked by thin vertical
lines. The trapezoidal and interpolation estimators for the
sojourn time, given respectively by Eqs. (81) and (80), are
superimposed for comparison. Note that the mean sojourn
time decreases monotonically with d because the path has
less opportunity to sojourn in the region to the right of d.
functions approximating 〈〈Ts〉〉, corresponding to the in-
terpolation rule and the trapezoidal rule. Note that the
interpolation rule appears to be a good approximation for
〈〈Ts〉〉 for small values of ∆T /∆x 2n , which correspond to
very long (albeit rare) steps, where the Brownian path is
close to a straight-line (classical) path. The trapezoidal-
rule curve does not obviously constitute any kind of good
approximation to any of the sojourn-time curves. The
main feature to note from this plot is that, outside of
the region between xn and xn+1, the curves all have im-
portant common features: they share the same reflection
symmetry, and they decay exponentially to zero or one
in essentially the same way (once the scaling in the plot
is accounted for) as the case when xn = xn+1. Thus, a
heuristic estimate for the error scaling follows by adapt-
ing the error expression (79), which assumes xn = xn+1,
as follows. The estimate only accounted for the error on
the leading side of the path segment. If we also account
for the error on the trailing side, which amounts to ex-
tending the lower integration limit to −∞, the resulting
expression vanishes. Then the leading-order result comes
from keeping the first-order term in δT from the expan-
sion of the T −(1+D/2) factor. The resulting integral gives
an error that scales as N−2. However, there are N total
path segments, so the overall error scales as N−1, which
matches the simple error estimate from the N -point dis-
cretization of the path. This N−1 scaling also applies,
for example, to a midpoint rule r(x¯j) in place of the
two-point average in the sum of Eq. (81), or to any other
estimator that depends on r(r) along the straight line
between xn and xn+1, except for the trapezoidal rule.
15
Then what is special about the trapezoidal rule? It
turns out to have the following remarkable property:
when averaged over all possible steps ∆xn, the trape-
zoidal rule can exactly reproduce the mean sojourn
time. Mathematically, consider the mean sojourn time,
Eq. (B12), with a = −∆xn/2, c = ∆xn/2, and t = ∆T ,
for Brownian bridges B(−∆xn/2)→(∆xn/2)(∆T ) connect-
ing −∆xn/2 to ∆xn/2 in time ∆T :
〈〈
Ts
〉〉
:=
∫ ∞
−∞
d∆xn
e−∆x
2
n/2∆T√
2pi∆T
×
〈〈
Ts[B(−∆xn/2)→(∆xn/2)(∆T ); d]
〉〉 (82)
The overbar here denotes the average over all possible
steps ∆xn, weighted by the Gaussian probability density
for the step, and the step interval is centered (x¯n = 0) to
simplify the notation. Using the estimator 〈〈T˜s〉〉 corre-
sponding to the trapezoidal rule, the analogous average
is
〈〈
T˜s
〉〉
=
∫ ∞
−∞
d∆xn
e−∆x
2
n/2∆T√
2pi∆T
× ∆T
2
[
Θ
(
∆xn
2
− d
)
+ Θ
(
−∆xn
2
− d
)]
=
∆T
2
erfc
[ √
2 d√
∆T
]
,
(83)
which ends up being exactly the same as the result of
evaluating the integral in Eq. (82). When one carries
out a more careful calculation of the error, analogous to
Eq. (79) but including the difference between the mean
sojourn time (B12) and the trapezoidal or interpolat-
ing estimator (i.e., with xn 6= xn+1 in general), as out-
lined in the previous paragraph, the results are as fol-
lows. In the case of the trapezoidal estimator, one finds
that for any given step size ∆xn there is a local error of
O(N−2), which vanishes when averaged over step sizes
as in Eq. (82). When the path segment straddles the in-
terface, the interpolating estimator introduces an excess
O(N−2) error. With N total path segments, this explains
the O(N−1) error scaling for the interpolating estimator,
and the higher-order error scaling for the trapezoidal es-
timator.
D. Accelerated-convergence techniques
The statistical error due to averaging a finite number
of paths is unavoidable. However, for a finite number of
points N per path, it is possible to use more sophisticated
methods to enhance the accuracy relative to the perfor-
mance discussed in the previous section. Here we will
discuss two such methods in the context of the Casimir–
Polder path integral, but the same techniques also apply
in the general Casimir case. One method comes from
rewriting the TE Casmir–Polder path integral (36) in the
(unrenormalized) form
V (TE)CP (r) =
~cα0
(2pi)D/2
√
pi0
∫ ∞
0
dT
T 1+D/2
∫ ∞
0
ds s2 e−s
2
×
〈〈
exp
[
−s2〈χ〉
]〉〉
x(τ)
. (84)
This expression turns out to be the Casimir–Polder ana-
logue of the the Casimir free energy for dispersive media
in Eq. (95), if the dependence of the susceptibility on the
imaginary frequency is incorporated as χ(r) −→ χ(r, is).
If the paths here refer to N -point discrete paths, the
path average can be written in terms of the components
on each path segment as
V (TE)CP (r) =
~cα0
(2pi)D/2
√
pi0
∫ ∞
0
dT
T 1+D/2
∫ ∞
0
ds s2 e−s
2
×
〈〈
N−1∏
j=0
exp
[
− s
2
T
∫ Tj+1
Tj
dτ χ(x(τ))
]〉〉
x(τ)
.
(85)
For a vacuum–dielectric interface, the integral in the ex-
ponential gives the sojourn time in the dielectric of a
Brownian bridge connecting xj to xj+1 in time ∆T . In-
stead of estimating the path-segment integrals by using
samples χ(xj) as in the trapezoidal rule (81), it is most
accurate to treat the integrals in terms of the Brownian
bridge between xj and xj+1. Averaging over all such
bridges results in the exact (in the N −→ ∞ sense) ex-
pression
V (TE)CP (r) =
~cα0
(2pi)D/2
√
pi0
∫ ∞
0
dT
T 1+D/2
∫ ∞
0
ds s2 e−s
2
×
〈〈
N−1∏
j=0
〈
−
〈
exp
[
− s
2
T
∫ Tj+1
Tj
dτ χ(x(τ))
]〉
−
〉
∆xj
〉〉
x(τ)
,
(86)
where the connected-double-angle brackets 〈−〈 〉−〉∆xj de-
note the ensemble average over all bridges between xj
and xj+1. The ensemble-averaged exponential factors
here then have the form of the generating function of
the sojourn time. For a planar vacuum–dielectric inter-
face, expressions for these generating functions appear
in Eqs. (B8)–(B11). The results there are adapted to
the present case by identifying a −→ xj , c −→ xj+1,
t −→ ∆T , and s −→ s2χ/T . Thus, for a planar inter-
face, a calculation performed this way has no finite-N
discretization error. In fact, the analytic calculation of
the TE Casimir–Polder potential in Section IV B is es-
sentially a summation of these paths with N = 1. The
expressions for the moment-generating functions involve
integrals, but they can be evaluated over the range of
necessary values in the two free variables: the scaled in-
terval length (c − a)/√t and the scaled boundary loca-
tion (d − a)/√t. The values needed in evaluating the
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path integral can then be generated as needed from an
interpolation table in these two variables.
The other method applies to the original path integral
(36) for the Casimir–Polder potential, where the goal is
to accurately evaluate the path average 〈r〉. Writing out
the path average as
〈r〉 = 1 + 1T
N−1∑
j=0
∫ Tj+1
Tj
dτ χ[x(τ)], (87)
the integrals here again have the form of the sojourn time
in the dielectric medium, in the case of a uniform dielec-
tric with a sharp boundary. The approach of Eq. (86),
where the sojourn-time integrals for the path segments
are replaced by the ensemble averages over Brownian
bridges connecting xj to xj+1, is possible here by em-
ploying Eq. (B12), but not optimal. However, since
the probability density for the sojourn time is known
in Eqs. (B3)–(B3), these integrals can be interpreted as
random variables, chosen according to the sojourn-time
probability density. The expression for the sojourn den-
sity is relatively complicated, but the only free parame-
ters are the scaled interval length (c− a)/√t, the scaled
boundary location (d− a)/√t, and the sojourn time x/t.
It is thus feasible to compute all necessary values of the
inverse cumulative probability function, generating devi-
ates via an interpolation table in three variables. The
same idea has been applied in financial mathematics,
for example, in the pricing of occupation-time deriva-
tives [50]. Again, for a planar interface, this method cor-
responds to directly taking the limit N −→∞, with any
finite-N path. The analytic calculation of the TE path
integral described following Eq. (40) via the sojourn-time
distribution is equivalent to a summation over paths in
this method for N = 1.
Of course, the planar-interface solution of the path in-
tegral is already known. The real value of these meth-
ods lies in evaluating the path integrals with interfaces
of arbitrary geometry. These methods will still dramati-
cally reduce the discretization error in the general case,
provided N is large enough that the interface is well-
approximated by a plane on the length scale of a path
segment. In this case, the planar-geometry expressions
for the sojourn-time distributions can be employed. For
example, these methods are already approximate in the
case of two parallel, planar interfaces, because each path
segment is assumed to only interact with one plane; how-
ever, this is an excellent approximation provided that√
∆T is small compared to the gap between the inter-
faces. These methods would be especially beneficial in
the perfect-conductor (Dirichlet-boundary) limit, where
the asymptotic convergence with N is particularly slow.
VI. NON-ZERO TEMPERATURE AND
DISPERSION
In considering scenarios more relevant to experiments,
it is important to incorporate material dispersion and
nonzero temperatures. Here we will discuss the general-
ization of the worldline formalism to dispersive dielectric
materials at nonzero temperature. Such effects were al-
ready incorporated in the early work of Dzyaloshinskii
et. al [47, 51]. However, electromagnetic quantization
with dispersive materials requires some care and has thus
been the subject of much study, because causality con-
siderations imply that dispersive materials are also ab-
sorptive. Dispersive quantization is typically handled by
coupling the electromagnetic field to an idealized, lin-
ear medium, and then coupling the medium to a bath
of oscillators that models dissipation [52–54]. A simi-
lar approach, outlined in Appendix A of Ref. [12], em-
phasizes that the dielectric constant is related to the
linear response of the underlying medium. For a lin-
ear medium, one can carefully calculate the total en-
ergy for total medium–bath system, including energy lost
to dissipation. This procedure leads to expressions for
the Casimir energy that correspond to results computed
in the absence of dispersion, but with the substitution
→ (iω) [55–57].
The common theme of this prior work is that the de-
pendence of Casimir energies on dielectric media enters
solely via the imaginary-frequency permittivity r(r, isn)
evaluated at the Matsubara frequencies sn := 2pin/~β.
To sketch how this comes about in the path integral,
first note that the Wick-rotated scalar field φ(x, τ) from
the partition function (11) can be expanded in a Fourier
series as
φ(r, τ) =
∞∑
n=−∞
φn(r) e
−isnτ/c, (88)
where
φn(r) =
∫ β~c
0
dτ eisnτ/c φ(r, τ). (89)
In this expression the Wick rotation has replaced the
real frequency by ωn −→ isn. Putting this expression
for φ(r, τ) into the partition function (11), we can in-
troduce material dispersion by giving r the proper fre-
quency dependence for each Matsubara mode. The result
with µr = 1 is
ZTE =
∞∏
n=−∞
∫
Dφn exp
[
−0c
2~
∫
dr
×
(
r(r, isn)
s2n
c2
|φn(r)|2 + |∇φn(r)|2
)]
, (90)
where the temperature dependence is implicit in the sn.
With nonzero temperature, the appropriate thermody-
namic quantity for computing forces is the free energy,
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given by F = −β−1 logZ, which is equivalent to the
mean energy in the limit β −→ ∞. After integration
over the fields in the partition functions, the free energy
becomes
F = −β−1
∑
n
′
log det
[
r(r, isn)
s2n
c2
−∇2
]
, (91)
where the primed summation is defined by
∑′
nfn :=
1
2f0 +
∑∞
n=1 fn. The development of the worldline path
integral proceeds in the same manner as in Section (III),
with the unrenormalized result
F =− 1
(2pi)(D−1)/2β
∑
n
′ ∫ ∞
0
dT
T (D+1)/2
∫
dx0
×
〈〈
e−s
2
n〈r(x,isn)〉T /(2c2)
〉〉
x(t)
. (92)
The unrenormalized thermal Casimir–Polder energy fol-
lows according to the logic of Section (III B), with the
result
VCP(rA, β) =
1
2(2pi)(D−1)/20c2β
∑
n
′
s2n α(isn)
×
∫ ∞
0
dT
T (D−1)/2
〈〈
e−s
2
n〈r(x,isn)〉T /(2c2)
〉〉
x(t)
.
(93)
Note that in both cases the path average 〈r〉 is exponen-
tiated, like a path-integral potential, in contrast to the
〈r〉−α forms of the dispersion-free path integrals. Also,
since r(r, isn) is real and positive for a causal medium,
the exponential factors here are well-behaved.
In the limit of high temperature, the only contribution
to the Casimir–Polder potential comes from the lowest
Matsubara mode at frequency s0 = 0. However, due
to the presence of the factor s 2n in Eq. (93), this poten-
tial vanishes. This is consistent with known results for
a planar interface [58], where in the limit of high tem-
perature the leading-order contribution to the potential
comes only from the TM polarization.
In both the Casimir and Casimir–Polder path inte-
grals, the zero-temperature limit emerges as the Matsub-
ara sum becomes well-approximated by an integral over
frequency. Making the replacement
2pi
~β
∑
n
′ −→
∫ ∞
0
ds, (94)
so that, for example, the Casimir free energy becomes
F =− ~
(2pi)(D+1)/2
∫ ∞
0
ds
∫ ∞
0
dT
T (D+1)/2
∫
dx0
×
〈〈
e−s
2T 〈r(x,is)〉/2c2
〉〉
x0
. (95)
Note that the s integration in Eq. (49), which exponen-
tiated the 〈r〉−α dependence on the dielectric, plays es-
sentially the same role as the integral over the imaginary
frequency s here, but now this integration has a physical
interpretation. In the far-field limit, where the domi-
nant transition wavelengths ω/c are small relative to the
separation of objects, the dielectric permittivity is given
approximately by its zero-frequency value. Then, after
carrying out the integral over s, the path integral re-
duces to the dispersion-free expression in Eq. (24) with
µr −→ 1.
VII. SUMMARY
We have extended the worldline method for scalar-field
Casimir energies to better model electromagnetism, by
incorporating a coupling of the field to the dielectric per-
mittivity r(r) and magnetic permeability µr(r). We have
also discussed the extension of the path integrals to dis-
persive media at nonzero temperature.
The numerical evaluation of the Casimir and Casimir–
Polder energies in planar geometries, where exact results
are known, demonstrates the good convergence proper-
ties of the path integrals. This agreement should also
extend to other geometries where the polarizations de-
couple. The numerical methods apply in arbitrary ge-
ometries, giving Casimir energies for a scalar field cou-
pled to a magnetodielectric material. They also serve as a
scalar approximation for the full electromagnetic Casimir
energy in arbitrary geometries.
We have also demonstrated analytically that the world-
line path integrals developed here converge to the correct
values for both Casimir and Casimir–Polder energies in
planar geometries. The analytical techniques developed
here are also useful for handling the more technically
challenging case of the TM polarization, in both ana-
lytic and numerical calculations, which we will discuss in
future work [37].
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Appendix A: Solutions to Feynman-Kac formulae
In the analytic summations of worldlines in Section IV,
the solutions to the differential equation (44) are required
to give explicit expressions to the ensemble average (43)
over paths. Here we will give an overview of the deriva-
tion of explicit expressions that correspond to either one
or two dielectric half-spaces. Recall that only the solu-
tion f(x) at x = 0 is required, as this is the case that
generates an average over closed paths, as required by
the trace in Eq. (17).
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1. One-step potential
The potential corresponding to a single dielectric half-
space of susceptibility χ is
V (x) = χΘ(x− d), (A1)
where d is the distance to the planar interface. A path
source point on the vacuum side of the interface corre-
sponds to d > 0, while a source point on the dielectric
side corresponds to d < 0. Written out explicitly, the
differential equation (44) to solve is
f ′′(x) = 2
[
λ+ χΘ(x− d)] f(x)− 2δ(x), (A2)
and the solution gives the path average
f(0) =
∫ ∞
0
dt′
〈〈
δ[W (t′)] e−λt
′−χ ∫ t′
0
dt′′ Θ[x(t′′)−d]
〉〉
,
(A3)
where again the double angle brackets 〈〈· · ·〉〉 denote an
average over Wiener paths, which are forced to close here
by the delta function.
The solutions to Eq. (A2) are linear combinations of
the functions exp[±√2λx] in regions where x < d, and
of exp[±√2(λ+ χ)x] in regions where x > d. Then the
solution is determined by enforcing continuity of f(x)
and f ′(x) across the interface at x = d, enforcing a jump
in f ′(x) at x = 0 due to the delta function,
f ′(0+)− f ′(0−) = −2, (A4)
while enforcing continuity of f(x) itself, and finally re-
quiring f(x) −→ 0 as x −→ ±∞. With these conditions,
the solution is
f(0) =

1√
2λ
(
1 + r e−2
√
2λ d
)
(d > 0)
1√
2(λ+ χ)
(
1− r e2
√
2(λ+χ) d
)
(d < 0),
(A5)
where
r =
√
λ−√λ+ χ√
λ+
√
λ+ χ
(A6)
has the form of the Fresnel reflection coefficient for TE
polarization at a vacuum–dielectric interface (provided
that in terms of the angle of incidence θ from the vacuum
side, one identifies λ = cos2 θ).
Combining Eqs. (A3) and (A5) and applying the logic
of Eqs. (22) and (23) to remove the delta function, the
result is∫ ∞
0
dT√T e
−λT
〈〈
e−χ
∫ T
0
dtΘ[x(t)−d]
〉〉
x(t)
=
√
pi
λ+ χΘ(−d)
[
1 + sgn(d) r e−2
√
2[λ+χΘ(−d)] |d|
]
,
(A7)
where the paths x(t) are now restricted to Brownian
bridges, satisfying x(0) = x(T ) = 0. This solution is then
useful in computing the Casimir–Polder potential for an
atom near a planar dielectric interface, by providing an
expression for the T integral in Eq. (49). For example,
for d > 0 the replacements χ −→ sχ and λ −→ λ + s in
Eq. (A7) give Eq. (51).
This result is also useful in computing the Casimir en-
ergy of two dielectric half-spaces, where the integral of
Eq. (A7) over all path source points x0 represents the
one-body energy of each half-space. Since the source
point is x0 = 0 in Eq. (A7), it is easiest to interpret
d as the distance from the source point to the interface,
and thus the replacement d −→ d−x0 explicitly restores
the source-point dependence,∫ ∞
0
dT√T e
−λT
〈〈
e−χ
∫ T
0
dtΘ[x(t)−d]
〉〉
x(t)
=
√
pi
λ+ χΘ(x0 − d)
×
[
1 + sgn(d− x0) r e−2
√
2[λ+χΘ(x0−d)] |d|
]
, (A8)
where now x(0) = x(T ) = x0. The first term on
the right-hand side vanishes under renormalization, rep-
resented by the subtractions in the last two terms in
Eq. (59), which amounts to subtracting away ultravio-
lent divergences as T −→ 0. The remaining integral over
x0 yields the one-body contribution
I =
(
1
4λ
− 1
4(λ+ χ)
)
r (A9)
to the total energy. This result is useful in subtracting
the one-body contributions from the two-body interac-
tion energy in Eq. (59), leading to the last two terms in
the last factor in Eq. (60).
2. Two-step potential
The potential corresponding to two dielectric half-
spaces with separation d and susceptibilities χ1 for x < d1
and χ2 for x > d2 is
V (x) = χ1Θ(d1 − x) + χ2Θ(x− d2), (A10)
where d = d2− d1 > 0. Following the method in the pre-
vious section for the one-step potential, the differential
equation (44) to solve is
f ′′(x) = 2
[
λ+ χ1Θ(d1 − x) + χ2Θ(x− d2)
]
f(x)− 2δ(x).
(A11)
Applying the same conditions as in the one-step case, the
solution f(0) may be written in three distinct regions.
For 0 < d1 < d2, the solution corresponds to path source
points in the χ1 dielectric region x0 < d1, and is given
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by
fI(0) =
1√
2(λ+ χ1)
×
[
1 +
(
r2e
−2√2λd − r1
∆
)
e−2
√
2(λ+χ1) d1
]
,
(A12)
where the reflection coefficients appear again as
ri :=
√
λ−√λ+ χi√
λ+
√
λ+ χi
, (A13)
and
∆ := 1− r1r2e−2
√
2λ d. (A14)
For d1 < 0 < d2, corresponding to path source points in
the gap region d1 < x0 < d2, the solution is given by
fII(0) =
1√
2λ
[
1 +
2r1r2e
−2√2λ d
∆
+
r1e
2
√
2λ d1 + r2e
−2√2λ d2
∆
]
. (A15)
Finally, for d1 < d2 < 0, corresponding to path source
points in the χ2 dielectric region d1 < d2 < 0, the solu-
tion is given by
fIII(0) =
1√
2(λ+ χ2)
×
[
1 +
(
r1e
−2√2λd − r2
∆
)
e2
√
2(λ+χ2) d2
]
.
(A16)
In each region, the first term is independent of d1
and d2 and thus vanishes under renormalization, which
amounts to the subtraction of [r,12(x0)]
−1/2 from the
path-average functional in Eq. (59). Again, this renor-
malization corresponds to removing the divergence at
T = 0 by subtracting the energy in the case where the
interfaces are moved arbitrarily far from the source point.
The Casimir energy requires the integral of this so-
lution over all source points x0, which can again be
made explicit by the replacements d1 −→ d1 − x0 and
d2 −→ d2 − x0. Integrating the resulting expressions in
all three regions gives the total contribution
I12 =
2r1r2e
−√2λdd√
2λ∆
+ (r1 + r2)
(1− e−2
√
2λd)
4λ∆
+
r2e
−2√2λd − r1
4(λ+ χ1)∆
+
r1e
−2√2λd − r2
4(λ+ χ2)∆
. (A17)
The one-body energies must then be subtracted from this
result to give the total interaction I = I12−I1−I2, where
from Eq. (A9),
Ii =
(
1
4λ
− 1
4(λ+ χi)
)
ri (A18)
for the χi half-space. The result provides an expression
for the last integral in Eqs. (49) and (59), which yields
the renormalized Casimir energy (60).
Appendix B: Sojourn-time statistics
For a stochastic process y(t), the sojourn time is de-
fined as the functional
Ts[y(t); d] :=
∫ t
0
dτ Θ[y(τ)− d], (B1)
where Θ(x) is the Heaviside function. It measures the
portion of the time interval [0, t] that the process spends
past a boundary at position d. The sojourn time is an ex-
ample of the more general notion of the occupation time
of a set, which is the time that a stochastic process spends
within a specified set. The sojourn time is, more specifi-
cally, the occupation time of the set [d,∞).
In the application to path integrals in this paper, the
case of interest is when y(t) has the statistics of a Wiener
process [59]. That is, y(t) corresponds to the continuous
limit of a Gaussian random walk. In each time step dt,
the step is unbiased, 〈〈dy(t)〉〉 = 0, where the Wiener in-
crements are dy(t) := y(t + dt) − y(t), and the double
angle brackets denote an ensemble average over all pos-
sible steps. Further, the step variance is 〈〈dy2(t)〉〉 = dt
(which can also be written dy2(t) = dt), and the steps
are independent, such that 〈〈dy(t) dy(t′)〉〉 = 0 provided
t 6= t′. Such a Wiener process is often denoted by W (t),
with the convention that W (0) = 0, so that the proba-
bility density at time t is Gaussian with zero mean and
variance t:
fW (t)(x) =
1√
2pit
e−x
2/2t. (B2)
In worldline path integrals, the paths correspond to
Wiener processes whose initial and terminal points are
specified. Thus, we will use y(τ) here to denote a
stochastic process with Wiener increments, subject to
the boundary conditions y(0) = a and y(t) = c. The
sojourn time (B1) for this process to spend time past the
boundary (i.e., the time such that y(τ) ≥ d) up to total
evolution time t, has a probability density given explicitly
by the following expressions:
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fTs(x) =
[
1− e−2(d−a)(d−c)/t
]
δ(x− 0+) + (2d− a− c)
√
2(t− x)
pit3x
e(c−a)
2/2t−(2d−a−c)2/2(t−x)
+
1
t
[
1− (2d− a− c)
2
t
]
e−2(d−a)(d−c)/t erfc
(√
(2d− a− c)2x
2t(t− x)
)
(0 ≤ x ≤ t; a ≤ d; c ≤ d) (B3)
fTs(x) =
√
2
pi
(c− d)x+ (d− a)(t− x)√
t3x(t− x) e
(c−a)2/2t−(c−d)2/2x−(d−a)2/2(t−x) (0 ≤ x ≤ t; a ≤ d ≤ c) (B4)
+
1
t
[
1− (2d− a− c)
2
t
]
e−2(d−a)(d−c)/t erfc
(
(c− d)(t− x) + (d− a)x√
2tx(t− x)
)
fTs(x) =
[
1− e−2(a−d)(c−d)/t
]
δ(t− x− 0+) + (a+ c− 2d)
√
2x
pit3(t− x) e
(a−c)2/2t−(a+c−2d)2/2x
+
1
t
[
1− (a+ c− 2d)
2
t
]
e−2(a−d)(c−d)/t erfc
(√
(a+ c− 2d)2(t− x)
2tx
)
(0 ≤ x ≤ t; d ≤ c; d ≤ a) (B5)
fTs(x) =
√
2
pi
(a− d)x+ (d− c)(t− x)√
t3x(t− x) e
(a−c)2/2t−(a−d)2/2x−(d−c)2/2(t−x) (0 ≤ x ≤ t; c ≤ d ≤ a) (B6)
+
1
t
[
1− (a+ c− 2d)
2
t
]
e−2(a−d)(c−d)/t erfc
(
(a− d)(t− x) + (d− c)x√
2tx(t− x)
)
.
Note that the delta functions in these expressions are
necessary for the probability densities to be normalized
to unity—the delta-function coefficients give the proba-
bility for the process to not cross the boundary at all.
Also, note that the last two expressions can be inferred
from the first two by reversing the signs of a, c, and d,
and replacing x by t − x, exploiting a symmetry of the
problem. These expressions agree with those given in
Ref. [60], though note that the expressions here contain
an explicit overall factor of [fW (t)(c− a)]−1 that is left
implicit there.
A useful statistical average for the sojourn time is the
moment-generating function, which has the form of the
Laplace transform of the probability density:〈〈
e−sTs
〉〉
=
∫ t
0
dx e−sx fTs(x) (B7)
=
〈〈
exp
[
−s
∫ t
0
dτ Θ[y(τ)− d]
]〉〉
.
For the densities (B3)–(B6), the corresponding moment-
generating functions may be written as follows:
〈〈
e−sTs
〉〉
= 1− e−2(d−a)(d−c)/t (a ≤ d; c ≤ d) (B8)
+ e(c−a)
2/2t
√
t(2d− a− c)√
2pi s
∫ t
0
dτ
1√
τ3(t− τ)3 e
−(2d−a−c)2/2τ
(
1− e−s(t−τ)
)
〈〈
e−sTs
〉〉
= e(c−a)
2/2t
√
t√
2pis
∫ t
0
dτ
(d− a)(t− τ)[(c− d)2 − τ ]− (c− d)τ [(d− a)2 − (t− τ)]√
τ5(t− τ)5
× e−(d−a)2/2(t−τ)−(c−d)2/2τ−sτ (a ≤ d ≤ c) (B9)〈〈
e−sTs
〉〉
= 1− e−2(a−d)(c−d)/t (d ≤ c; d ≤ a) (B10)
+ e(a−c)
2/2t
√
t(a+ c− 2d)√
2pi s
∫ t
0
dτ
1√
τ3(t− τ)3 e
−(a+c−2d)2/2τ
(
1− e−s(t−τ)
)
〈〈
e−sTs
〉〉
= e(a−c)
2/2t
√
t√
2pis
∫ t
0
dτ
(a− d)(t− τ)[(d− c)2 − τ ]− (d− c)τ [(a− d)2 − (t− τ)]√
τ5(t− τ)5
× e−(a−d)2/2(t−τ)−(d−c)2/2τ−sτ (c ≤ d ≤ a). (B11)
The expressions here match those given in Refs. [60] and [61], but again there is an explicit factor of
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[fW (t)(c− a)]−1 included in the expressions here. Finally, the mean sojourn time is given more compactly by the
expression
〈〈
Ts[y(t); d]
〉〉
=
t
2
+ sgn(2d− a− c) t
2
[
e−2[(d−a)(d−c) Θ(d−a) Θ(d−c)+(a−d)(c−d) Θ(a−d) Θ(c−d)]/t − 1
]
−
√
pit
8
(2d− a− c) e(c−a)2/2t erfc
( |d− a|+ |d− c|√
2t
)
, (B12)
as is consistent with differentiating the moment-
generating functions in Eqs. (B8)–(B11) or computing
the appropriate integral in terms of the probability den-
sity in Eqs. (B3)–(B6).
In deriving these expressions, the general approach is
to solve the differential equation (A2) to obtain a solu-
tion for the integral of the path average in Eq. (A3), as
we did in Appendix A 1. This expression has the form
of a Laplace transform in λ, whose inverse yields the
moment-generating functions (B8)–(B11). The remain-
ing Laplace transform in s may then be inverted to obtain
the expressions (B3)–(B6) for the probability densities.
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