Recent development of quantitative myocardial blood flow (MBF) mapping allows direct evaluation of absolute myocardial perfusion, by computing pixel-wise flow maps. Clinical studies suggest quantitative evaluation would be more desirable for objectivity and efficiency.
Introduction
Myocardial perfusion MRI has proven to be an accurate imaging technique to detect cardiovascular diseases [1] [2] [3] [4] . While perfusion MRI has mostly been evaluated qualitatively by expert visual reading [5, 6] , development of quantitative flow mapping techniques [7] [8] [9] [10] [11] [12] allow direct evaluation of absolute myocardial perfusion, by computing a pixel-wise map in the units of ml/min/g. Quantitative evaluation is expected to improve objectivity and efficiency of myocardial perfusion analysis. Compared with visual read, it improves the detection of disease with a global reduction in flow, as is seen in balanced multi-vessel obstruction or microvascular disease [13] [14] [15] .
Perfusion maps however still leave the reporting clinician having to draw regions of interest to extract global or regional flow values. Objective perfusion assessment can be further facilitated by segmenting the myocardium from the perfusion image series and automatically generating a report using standard segmentation models. This will free user interaction for analysis and lead to a "one-click" solution to improve workflow. Furthermore, automated perfusion flow measurement could serve as the input for down-stream cardiovascular disease classification [16] [17] [18] where pre-trained neural net (NN) models receive myocardial flow and other biomarkers as inputs to predict the probability of ischemic heart disease.
In this study we propose a deep neural network based computational workflow for myocardial perfusion analysis. This solution works on free-breathing perfusion acquisition and automatically delineates myocardium from short-axis perfusion images. The right ventricular (RV) insertion points were determined to allow reporting of perfusion according to the standard 16 segment model proposed by the American Heart Association (AHA) [19] . To utilize the dynamic change of intensity due to contrast update, the proposed solution operates on the 2D+T perfusion image series after respiratory motion correction. A training set of 1,034 patients were collected from three hospitals. The performance of trained NNs was quantitatively evaluated by comparing against manually established ground-truth for segmentation accuracy and global and regional flow measures on an independent hold-out test set of 105 patients.
To promote the clinical validation and adoption of the proposed solution, the trained deep learning models were integrated onto MR scanners using the Gadgetron InlineAI toolbox [20] . As a result, we were able to demonstrate a "one-click" solution to acquire free-breathing perfusion images, perform pixel-wise flow mapping and conduct automated analysis with a 16segment AHA report generated on the MR scanner.
Methods

Imaging and data collection
The dataset consists of adenosine stress and rest perfusion scans acquired at three hospitals Perfusion imaging used a previously published "dual-sequence" scheme [8] . This imaging sequence utilized saturation recovery preparation with single-shot readout and parallel imaging. A low-resolution arterial input function (AIF) imaging module was inserted before the perfusion imaging and performed after the R-wave with short delay time [21] . Typical   parameters for myocardial imaging: FOV 360×270mm 2 , slice thickness 8 mm, imaging matrix   192×111, interleaved acceleration R=3, TE=1.04ms, TR=2.5ms, TD=40ms, flip angle 50 o , FISP readout. Gadolinium [Gd] contrast agent (Barts and RFH: gadoterate meglumine, Dotarem; Guerbet, Paris, France; LTHT: Gadovist, Leverkusen, Germany) was administered as a bolus of 0.05 mmol/kg at 4 ml/sec with 20 ml saline flush using power injectors (Medrad MRXperion Injection System, Bayer). For stress perfusion, adenosine was administered by continuous intravenous infusion for 4 min at a dose of 140 g/kg/min before contrast injection (increased to 175 µg/kg per minute for a further 2 minutes based on patient's response). The total number of measurements including 3 proton density (PD) weighted frames was typically 60. The bolus was administered at approx. 8 heart beats after the start of the scan to ensure an adequate number of baseline images prior to contrast arrival. More details about the imaging sequence can be found in [8] . Datasets were acquired using both 1.5T AERA and 3T PRISMA MR scanners (Siemens AG Healthcare, Erlangen, Germany).
All patients were instructed to maintain stable breathing through the imaging.
Automated algorithms were applied to performing motion correction and computing pixel-wise myocardial flow maps from free-breathing image series [7] .
Data was acquired with the required ethical and/or audit secondary use approvals or guidelines (as per each center) that permitted retrospective analysis of anonymized data for the purpose of technical development and protocol optimization and quality control. All data was anonymized and de-linked for analysis by NIH with approval by the NIH Office of Human Subjects Research OHSR (Exemption #13156).
Data preparation and labelling
Perfusion image series underwent motion correction and surface coil inhomogeneity correction.
The normalized intensities were converted to [Gd] concentration unit (mmol/L), using previously published methods [7, 8] . To compensate for heart rate variation and mis-triggering, the perfusion series was temporally resampled to 0.5s per sample using linear interpolation which also compensated for possible missed triggers. This interpolation resulted in a fixed sampling corresponding to a heart rate (HR) of 120 bpm.
Since the Gd concentration series was corrected for signal nonlinearity and surface coil inhomogeneity, it had the benefit of reducing the dynamic range and providing a fixed signal range for neural nets, compared to perfusion intensity images. This image series was spatially upsampled to 1.0mm 2 spatial resolution and the central FOV (176 × 176mm 2 ) was cropped.
Centering was determined automatically by detecting the LV from AIF images [22] . For the SAX perfusion slices, the LV endo-and epicardial boundaries were manual traced, together with the right ventricular (RV). The RV inversion points (RVI) were determined from RV segmentation. Figure 1 illustrated data preparation process and gave examples of labelled data.
Neural Net model
The first 48 images were empirically selected, resulting in an image array of 176×176×48, which was used for training and testing. The U-net semantic segmentation architecture [23, 24] was adopted for the perfusion segmentation. As shown in Figure 2 , the neural net consists of downsample and upsample layers. Every layer includes a number of ResNet blocks [25] .
Downsample and upsample operation was inserted between layers to change the spatial resolution. For simplicity of implementation, two convolution (CONV) operations with the same number of output filters were added to each block, together with Batch Normalization (BN) [26] and LeakRELU [27] nonlinearity. More blocks can be inserted to a layer to enlarge network, while image resolution was only changed between layers. All CONV used 3x3 with stride 1 and padding 1. Following the principle of U-net, the down and up-sampling layers were connected with "Skip-connections". The spatial resolution was reduced by going through the down-sampling branch with the number of CONV filters increased. The up-sampling branch increased the spatial resolution and reduced the number of filters. The network was able to learn features from this coarse-to-fine pyramid thereby selecting an optimal filter combination to minimize the loss function.
The final CONV outputted a 176×176×3 array of scores for segmented classes, which were converted to probability through a softmax operation. The output of the NN was input into a pixel-wise cross-entropy calculation to compute segmentation loss. Establishing the anatomical context of LV cavity, myocardium and RV was facilitated by using a single trained NN. The loss function was a weighted sum of cross-entropy and the Intersection Over Union (so-called IoU or Jaccard index). This cost function optimizes the overlap between detected mask and ground-truth while maximizing the probability for a pixel to be correctly classified.
This approach showed improved segmentation accuracy in a past MICCAI segmentation challenge [28] .
Training and hyperparameter search
The training data was split into a training set (Tra, 87.5%) and a validation set (Val, 12.5%). Proposed neural net model and optimization was implemented using PyTorch [29] . Training was performed on a Linux PC (Ubuntu 18.04) with four NVIDIA GTX 2080Ti GPU cards, each with 11GB RAM. The ADAM optimization was used with initial learning rate being 0.001.
The betas are 0.9 and 0.999. Epsilon was 1e-8. Learning rate was reduced by x2 for every 10 epochs. Training took 60 epochs and best model was selected as the one giving best performance on the Val set.
Automated reporting and inline scanner integration
The trained model was integrated to run on MR scanners using the Gadgetron Inline AI [20] which provides flexible interfaces to load pre-trained neural networks and apply them on incoming new data. This involved transferring model objects from Pytorch to C++ and passed data from C++ to Pytorch modules. Because the up-to-date GPU was often not available on scanner hardware, the model inference on the scanner was chosen to utilize CPU. Experimental results showed CPU inference was sufficiently fast for clinical usage.
Perfusion segmentation functionality was inserted after inline myocardial flow mapping [7] as its analysis component to run on the MR scanner. As soon as a perfusion scan was configured, the pre-trained model was loaded into the Gadgetron runtime environment. After all data were acquired and pre-processed, models were applied to the incoming 2D+T image series. Resulting segmentation was used to generate the AHA 16-sector measurement of perfusion flow and produce a summary report page. All segmented perfusion images, flow maps and report were sent back to the scanner host without any user interaction and stored in the Dicom database (providing fully automatic "inline analysis"). Figure 3 illustrates this process by showing a screenshot of the perfusion flow mapping with overlaid CNN based segmentation and AHA report, applied to a patient with reduced regional perfusion. This is a "one-click" solution for automated analysis of quantitative perfusion flow mapping.
Evaluation of model performance
The segmentation of automated processing was compared to manually established ground-truth for the test set. Performance was quantified in both segmentation accuracy and myocardial flow measures. The Dice ratio [30] , as 2 × area(A∩B)/(area(A)+area(B)) for two masks A and B, was computed, together with the false positive (FP) and false negative (FN) errors. FP was defined as the percentage area of segmented mask in the NN result that was not labeled in the manual one. FN was defined as the percentage area of segmented mask in the manual that was not labeled in the automated result. The myocardium boundary errors (MBE) [31] , which was defined as the mean distance between myocardial borders of two masks, were computed for the endo-and epicardium borders. The detection accuracy of RV insertion was measured by the angular difference between auto and manual determined direction vectors for RV insertion, as Results were presented as mean +/-standard deviation. T-test was performed and a Pvalue less than 0.05 was considered statistically significant. Figure 4 gives an example of segmentation in the format of derived AHA sector contours overlaid on perfusion images and flow maps for pairs of stress and rest scans. The trained NN captured contrast uptake and was able to correctly delineate the LV cavity and myocardium.
Results
The RV insertion direction was accurately detected to allow sector division. The epicardial fat, showing no dynamic intensity changes, was correctly excluded from segmentation. The papillary muscles were avoided as well.
Mean Dice ratio of myocardium segmentation between NN and manual ground-truth was 0.93 ± 0.04. FP and FN were 0.09 ± 0.06 and 0.06 ± 0.05. MBE was 0.33 ± 0.15mm. Given the training image spatial resolution of 1mm 2 , mean boundary error was less than half a pixel.
Mean angle between auto and manually determined RVI directions was 2.65 ± 3.89 degree.
Mean dice ratio for RV was 0.93 ± 0.04.
Mean stress flow was 2.25 ± 0.59 ml/min/g for NN and 2.24 ± 0.59 ml/min/g for manual (P=0.94). For rest scans, NN gave 1.08 ± 0.23 ml/min/g and manual measure gave 1.07 ± 0.23 ml/min/g (P=0.83). The per-sector measures showed no significant difference (P=0.92). Figure   5 gives the Bland-Altman plots of auto vs. manual processing of MBF for both global MBF and 16-sector values.
Contours were visually evaluated (PK, 18 yrs experience in perfusion) on all 200 test cases (3 slices each). There was a single stress case where 1 slice failed to properly segment the RV. In this case, the myocardium was properly segmented. A second rest case had 1 apical slice where the myocardium segmentation included blood pool. There was apparent through plane motion that was uncorrected. No other segmentation failures were found.
After the hyperparameter search, best performance was found for an architecture containing two downsample and upsample layers, with two ResNet blocks for the first layer and three blocks for the second. This led to a deep net of 25 CONVs in total. On the tested hardware, the training took ~8 hours for 60 epochs. Automated CMR image analysis has been attempted over a long period [32] . Most work focused on cine image analysis [33] [34] [35] [36] [37] [38] , which is well established for assessment of cardiac function and provides excellent image quality. While different methods were proposed to segment SAX cine CMR over a decade with grand challenges organized (e.g. MICCAI 2011 LV Segmentation Challenge [39] , Kaggle 2016 the second Data Science Bowl [40], and MICCAI 2017 ACDC challenge [38] , etc.), the first deep learning study which was based on a large data cohort and reported performance matching human level, was published in 2018 [41] .
Since then, deep neural nets were applied to other CMR imaging applications, such as T1 mapping [42] , aortic lumen segmentation and flow quantification [43] , cardiac late enhancement segmentation [44] , and myocardium arterial spin labelling [45] .
No prior study has reported fully automated inline perfusion analysis using deep learning, but efforts had been made to segment perfusion MRI using different algorithms [46] [47] [48] [49] [50] [51] [52] [53] [54] . An early work [53] was semi-automated by drawing the ROI around heart and applying the GVF snake [55] to segment myocardial border. Other published methods used active contours [51] , active shape model [52] and level set based segmentation [46, 50, 54] . Many works require manual initialization [47] [48] [49] [51] [52] [53] [54] and rely on edge detection from high contrast perfusion phases when contrast agent arrives at LV. We proposed to utilize the temporal information through the whole bolus passage and applied deep neural network to perfusion CMR.
A modified version of the fully convolutional network (FCN) was used in the seminal work of AI based cine image analysis [41] . The FCN architecture was extended by adding a full decoding structure and increasing the filter depth while reducing the spatial resolution.
These changes led to performance improvement, as demonstrated by the U-net [23] and Segnet [56] . Other variation existed, such as V-net [57] and TernausNet [28] , where encodingdecoding structures were kept symmetric with skip connections between resolution layers, but each network had different number of convolution filters and kernel size in each down/upsampling layers. Given the outstanding ability to approximate complex high dimensional functionals with deep neural nets, it is possible to achieve excellent results with more than one specific network architecture for a given application [38] . How to find the optimal network architectures remain an active research question [58] .
Instead of segmenting every single 2D image, this study selected the 2D+T Gd concentration image series as inputs to train the CNN models, which was made possible by motion correction as a pre-processing step. Compared to single 2D perfusion image where some frames can suffer from insufficient contrast, the 2D+T series provided full contrast uptake information for CNN to learn. Compared to perfusion intensity images, Gd series was corrected for surface coil inhomogeneity and signal nonlinearity. It had the physical unit of mmol/L, rather than at random intensity scale. The flow maps, on the other hand, focusing on myocardium and LV, cannot fully capture the contrast dynamics of both LV and RV, because AIF input signal was required to compute flow maps. AIF signal was extracted from LV, while contrast agent arrived RV first. They were also more prone to imaging imperfections, such as inadequate fat saturation.
Success of automated CMR image analysis may open new opportunities to build more
inline solutions to streamline imaging, segmentation and reporting workflow, since deep neural networks provide outstanding accuracy for segmentation and detection with full automation. In this paper, we demonstrated automated analysis, including segmentation and reporting, can be achieved on clinical scanners for perfusion MRI. Image analysis has conventionally been performed on an offline workstation with nontrivial (even tedious) user interaction by clinicians.
Here, deep learning is enabling inline analysis immediately after data acquisition as part of imaging computation. This is therefore faster, more convenient and is likely more objective leading to a reduced clinical burden.
Current approaches require large, high quality labelled data to develop clinically accepted CMR image analysis methods. Ideally data should contain enough diversity to cover variation in patient anatomy, imaging protocols, and pathological conditions. Standard procedure for consistent data labelling, such as in [59] , should be established and followed.
Gigantic labelled datasets (e.g. ImageNet [60] or Microsoft COCO [61] ) have been established and played a key role in advancing AI algorithms for computer vision applications, where data labelling can be achieved via low cost strategies, such as crowdsourcing [62] . This strategy may not be applicable for medical imaging, due to medical and physical expertise required for the task [63] . Research remains active to speed up data labelling or reduce the amount of training data required. Possible methods include bootstrap labelling [64] , transfer learning from different modalities [65] , and data synthesis using generative model [66] . The machine learning process may also be modified to reduce its high demand for fully labelled data, using strategies such as weak supervised learning [67] and few-shot learning [68] . The ability to inline deploy the AI solution may further contribute to expanding the user base for automated CMR analysis.
This can lead to faster data curation and speed up the introduction of AI applications to new imaging sites.
Development in inline CMR analysis can benefit the downstream cardiovascular disease classification and diagnosis. After imaging based biomarkers such as ejection fraction or myocardial blood flow are computed, the inline processing chain can further load a pre-trained disease model which takes imaging derived measures as inputs. The disease prediction results can be generated directly on the scanner and sent as reports. One example of this kind used myocardial flow and other parameters to classify ischemic heart disease with a pre-trained model [16] . Ground-truth was collected with invasive angiography to train the disease model for the classification of ischemia.
There are limitations in this study. First, training and validation may not have included broad patient condition but utilized a large set of consecutively acquired scans. Second, one imaging protocol was used and SAX 2D acquisition was prescribed for all subjects. Model retraining will be required if widely different perfusion imaging protocols are used or analysis of long-axis images are attempted. Transfer learning can be valuable to reduce the amount of data required for retraining. We expect more thorough clinical validation of the proposed solution. Research OHSR (Exemption #13156).
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List of Captions
Image intensities are corrected for surface coil inhomogeneity and converted to Gd concentration unit.
Images are resampled to a fixed temporal and spatial resolution, and cropped around the left ventricular.
The resulting 2D+T series is input for CNN training, together with supplied manual labelling. Figure 2 Schematic plot of the convolution neural net trained in this study. This network consists of downsample and upsample layers. Each layer includes a number of ResNet blocks. More layers and blocks can be inserted into NN to increase its depth. In the example illustration, two layers are used with two blocks for each layer. The total number of convolution blocks is 23. Figure 3 Example screen snapshot for a patient undergoing an adenosine stress study, demonstrating the proposed inline analysis solution on a MR scanner. Stress maps show regional flow reduction in septal and inferior sectors. The determined RV insertion was used to split myocardium to AHA sectors, with the contours overlaid to mark territories. The inline reporting further produced a 16-sector AHA bulls-eye plot with global and per-sector flow measures reported in a table. Figure 4 Example adenosine stress perfusion images and MBF maps illustrating segmentation in the format of derived AHA sector contours overlaid on flow maps. For each case, the first row are the images in Gd units and the second row are the MBF maps. Sector contours were overlaid to mark three territories for LAD (yellow), RCA (green), and LCX (red).
(a) Patient with single vessel obstructive CAD in RCA territory. Papillary muscle was not included in segmentation.
(b) Patient with hypertrophic cardiomyopathy illustrating that the neural network based segmentation works with thick myocardium and small cavity. The epicardial fat was correctly excluded. 
