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Продолжено исследование альтернативных схем формирования двойственности в линейном програм-
мировании, в основе которых лежит симметричная регуляризация функции Лагранжа одновременно по
прямым и двойственным переменным. Особенностью данной работы является использование неевклидо-
вых норм-стабилизаторов. Для новых схем получены симметричные оценки точности получаемого реше-
ния. Также проведено исследование свойств метода для случая, когда система ограничений у исходной
задачи противоречива. Для таких задач (несобственных 1-го рода) метод дает их обобщенное решение,
имеющее хорошую содержательную интерпретацию. Для несобственного случая также получены анало-
гичные оценки уклонения регуляризированного решения от обобщенного.
Ключевые слова: линейное программирование, двойственность, методы регуляризации, точность ре-
шения.
L.D. Popov. On a regularization method for improper linear programs.
We continue the study of alternative duality formation schemes in linear programming based on the symmetric
regularization of the Lagrange function simultaneously in the primal and dual variables. A feature of this work
is the use of non-Euclidean stabilizing norms. Symmetric bounds for the error of the resulting solution are
obtained for the new schemes. The properties of the method are investigated in the case where the constraint
system of the original problem is inconsistent. For such problems (improper problems of the first kind), the
method gives their generalized solution with an appropriate interpretation. For the improper case, we derive
similar estimates for the deviation of the regularized solution from the generalized solution.




Пусть имеется пара взаимодвойственных задач ЛП
min{(c, x) : Ax = b, x ≥ 0}, (1)
max{(b, y) : AT y ≤ c}, (2)
где векторы c ∈ Rn, b ∈ Rm и матрица A = (aij)m×n заданы, векторы x ∈ Rn и y ∈ Rm
соответствуют прямым и двойственным переменным, (· , ·) обозначает скалярное произведение
векторов.
Пусть задачи (1), (2) разрешимы и x̄ и ȳ — их нормальные (минимальные относительно
евклидовой нормы) решения. Как известно, эти векторы (как и любые другие решения задач
(1), (2)) вместе образуют седловую точку функции Лагранжа L(x, y) = (c, x) − (y,Ax − b)
относительно области Rn+ × Rm, где Rn+ — неотрицательный ортант Rn.
К сожалению, классическая функция Лагранжа с вычислительной точки зрения имеет ряд
недостатков, и при разработке численных методов поиска ее седловых точек ее часто заменя-
ют теми или иными ее модификациями. В этой области можно отметить методы обобщенной
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невязки и регуляризации [1;2], методы проксимальных отображений [3] и модифицированных
функций Лагранжа [4; 5], методы логарифмических [6] и точных штрафных функций [7–9] и
др. В частности, в работах [10–12] для задачи выпуклого программирования исследовалась
симметричная регуляризация функции Лагранжа по Тихонову, т. е. регуляризация, проводи-
мая одновременно по прямым и двойственным переменным. Соответствующая расширенная
функция Лагранжа имела вид
Lσ(x, y) = (c, x)− (y,Ax− b) + α‖x‖2 − β‖y‖2,
здесь α > 0, β > 0, σ = [α, β] → 0 — векторный параметр регуляризации, обе нормы евклидо-
вы.
В упомянутых работах были найдены условия сходимости компонент седловых точек сим-
метрично регуляризированной функции к оптимальным множествам прямой и двойственной
задач соответственно (для несобственных задач — к их обобщенным решениям), а для случая,
когда параметры регуляризации имеют разный порядок малости, были получены асимметрич-
ные оценки уклонения одной из этих компонент от нормального (минимального относительно
евклидовой нормы) обычного или обобщенного решения соответствующей задачи. Позднее
удалось показать, что в случае задачи линейного программирования (ЛП) при точно задан-
ных исходных данных метод симметричной регуляризации сходится к нормальным решениям
по прямым и двойственным переменным одновременно, причем для этого не важно имеют
ли параметры регуляризации разные или один порядок малости [13]. Более того, удалось по-
строить более точные и эффективные по сравнению с нелинейным случаем симметричные
оценки точности получаемых решений. Эти оценки работают вне зависимости от соотношения
между параметрами регуляризации. Данная работа продолжает эти исследования и переносит
полученные ранее результаты на более широкий класс стабилизаторов.
1. Альтернативные варианты регуляризации
Свяжем теперь с исходной парой задач (1), (2) регуляризованную функцию Лагранжа из
чуть более широкого класса









— монотонные векторные нормы, порождаемые
симметричными положительно определенными матрицами P и Q.
Будучи сильно выпуклой по одной группе переменных и сильно вогнутой по другой группе,
выписанная функция, даже в случае неразрешимости (несобственности) исходных задач, все-
гда имеет единственную седловую точку относительно области Rn+×Rm. Обозначим эту точку
через (xσ, yσ). Нас интересует поведение этой точки при различных стратегиях стремления
обоих параметров регуляризации к нулю.
Компоненты седловой точки являются решениями прямой и двойственной задач, порож-












Lσ(x, y) = (c, x) + α‖x‖2X +maxy {(y, b −Ax)− β‖y‖
2
Y }












— норма, сопряженная к норме ‖ · ‖Y .
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Lσ(x, y) = (b, y)− β‖y‖2Y +min
x≥0
{(x, c −AT y) + α‖x‖2X}
= (b, y)− β‖y‖2Y −
1
4α










сопряженная к норме ‖ · ‖X .
Мы выведем интересующие нас оценки уклонения получаемых прямых решений от точных,
изучая первую из этих задач. Построение двойственных оценок может быть сделано на основе
второй задачи по симметричной схеме.
Обсудим далее возможную ситуацию с несовместностью систем ограничений исходных за-
дач, т. е. ситуацию, когда исходные задачи оказались несобственными.
Ограничимся рассмотрением несобственных задач 1-го рода как наиболее важного для
практики случая. У таких задач противоречива прямая система ограничений, но совместна
двойственная. Содержательно для приведения несобственной задачи 1-го рода к разрешимому
виду достаточно всего лишь таким образом скорректировать правые части ее ограничений,
чтобы последние оказались совместными. Естественно требовать, чтобы такая корректировка
была по возможности минимальной.
Стандартным образом [8] погрузим прямую задачу (1) в параметрическое семейство задач
вида
min{(c, x) : Ax = b+ u, x ≥ 0}, u ∈ Rm — параметр. (5)
Обозначим через M(u) = {x : Ax = b+u, x ≥ 0} допустимые множества этих задач. Множество
Ω = {u : M(u) 6= ∅}
называется множеством разрешимости несобственной задачи (1). Очевидно, что оно не пусто
и полиэдрально.
Обозначим через v(u) оптимальное значение задачи (5), а через x̄(u) — ее нормальное
решение, которое мы определим как
x̄(u) = argmin{‖x‖2X : Ax = b+ u, (c, x) ≥ v(u), x ≥ 0}. (6)
Как известно, оптимальное значение v(u) задачи (5) является выпуклой, конечной на Ω, непре-
рывной и даже кусочно-линейной функцией параметра u, причем v(0) = v̄. Вне множества Ω
будем считать v(u) = +∞. При этом
v(u) ≥ v̄ + (ȳ, u) ≥ v̄ − ‖ȳ‖Y ‖u‖Y ∗ , (7)
поскольку, как известно, ȳ является субградиентом функции v(u) в нуле [8].
В свою очередь нормальное решение x̄(u), будучи решением выписанной выше задачи вы-
пуклого программирования (6) с сильно выпуклой целевой функцией, непрерывно зависит от
правых частей ее системы ограничений [14; 15], в нашем случае от u, поскольку v(u) также
непрерывна по u ∈ Ω. Тем самым x̄(u) → x̄(0) = x̄ при u → +0.
Введем минимальный относительно сопряженной нормы вектор коррекции правых частей
ограничений прямой задачи
ū = arg min
M(u)6=∅
‖u‖Y ∗ .
Вектор ū является метрической проекцией нулевого вектора на выпуклое и полиэдральное
множество разрешимости несобственной задачи (1).
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Введем также вектор x̄ — минимальное относительно нормы ‖ · ‖X решение минимально
скорректированной задачи
min{(c, x) : Ax = b+ ū, x ≥ 0},
и вектор ȳ — минимальное относительно нормы ‖ · ‖Y решение двойственной задачи
max{(b+ ū, y) : AT y ≤ c}.
Заметим, что вектор x̄ может рассматриваться как некоторое обобщенное решение исходной
несобственной постановки.
2. Вспомогательные результаты
Для последующих построений нам необходимо предварительно решить ряд вопросов.
Пусть имеется два выпуклых замкнутых множества M и N в некотором фиксированном
пространстве Rs. Наряду с евклидовой нормой ‖z‖2 = (x, x) введем для векторов этого про-
странства также норму ‖z‖R = zTRz, порожденную положительно определенной симметрич-
ной матрицей R. Выпишем разложение по Холецкому матрицы R = LTL. Предположим, что














так что ρ(M,N) < ǫ, ǫ > 0 — мало. Покажем, что в этом случае метрические проекции нуля
на множества M, N также близки.












= argmin{zTRz : z ∈ N}
)
на множества M и N и пусть ρ(M,N) < ǫ. Тогда
‖z̄N‖R − ǫ ≤ ‖z̄M‖R ≤ ‖z̄N‖R + ǫ, ‖z̄M‖R − ǫ ≤ ‖z̄N‖R ≤ ‖z̄M‖R + ǫ.
Д о к а з а т е л ь с т в о. В самом деле, рассмотрим элементы
z̄′M = argmin
z∈M
‖z − z̄N‖R ∈ M и z̄′N = argmin
z∈N
‖z − z̄M‖R ∈ N.
По условию леммы ρ(M,N) < ǫ, так что ‖z̄′M − z̄N‖R < ǫ, ‖z̄′N − z̄M‖R < ǫ. Поэтому в силу
определения точек z̄M и z̄N и по неравенству треугольника имеем
‖z̄M‖R = min
z∈M
‖z‖R ≤ ‖z̄′M‖R ≤ ‖z̄N‖R + ‖z̄N − z̄′M‖R < ‖z̄N‖R + ǫ,
‖z̄N‖R = min
z∈N
‖z‖R ≤ ‖z̄′N‖R ≤ ‖z̄M‖R + ‖z̄M − z̄′N‖R < ‖z̄M‖R + ǫ.
Оставшиеся два неравенства получаются из уже установленных перегруппировкой слагаемых:
‖z̄N‖R > ‖z̄M‖R − ǫ и ‖z̄M‖R > ‖z̄N‖R − ǫ.
Все четыре неравенства установлены. 
Вернемся к исходным задачам. Переформулируем ряд вспомогательных оценок, известных
для евклидовых норм-стабилизаторов. Рассмотрим вначале разрешимый случай.
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Лемма 2. Пусть исходные задачи разрешимы и x̄ и ȳ — некоторые их решения, v̄ — их
общее оптимальное значение. Пусть также (xσ, yσ) — седловая точка функции (3). Тогда
выполнены оценки
v̄ − β‖ȳ‖2Y ≤ Lσ(xσ, yσ) ≤ v̄ + α‖x̄‖2X ,






v̄ − ‖ȳ‖Y ‖Axσ − b‖Y ∗ ≤ (c, xσ) ≤ v̄ + α‖x̄‖2X . (9)
Д о к а з а т е л ь с т в о этого утверждения может быть проведено по той же схеме, что
использовалась при доказательстве аналогичных утверждений в работах [10–12], где рассмат-
ривались евклидовы нормы векторов. При этом вносимые изменения достаточно просты и
касаются свойств сопряженных векторных норм. В качестве решений x̄ и ȳ естественно вы-
брать решения, минимальные относительно норм ‖ · ‖X и ‖ · ‖Y соответственно.. 
В неразрешимом случае известные оценки выглядят по-другому.
Лемма 3. Пусть задача (1) — несобственная 1-го рода, и пусть xσ — оптимальный
вектор задачи (4). Тогда верны оценки:





β ≤ (c, xσ) ≤ (c, x̄) + α‖x̄‖2X , (11)







Д о к а з а т е л ь с т в о этого утверждения также может быть проведено по схеме из ра-
бот [10–12]. 
3. Оценки уклонения в разрешимом случае
Перейдем к основной цели исследования.
Предположим вначале, что исходные задачи разрешимы. Оценим величину ‖x̄(u) − x̄‖X .
Определим оптимальное множество задачи (5) как
M̄ (u) = {x : Ax = b+ u, (c, x) ≤ v(u), x ≥ 0}.
Как видно из (6), вектор x̄(u) является метрической проекцией нуля на оптимальное мно-
жество задачи (5) M̄(u), а вектор x̄ — метрической проекцией нуля на оптимальное множество
задачи (1) M̄(0). Оба эти множества определяются как множества решений двух систем нера-
венств и уравнений с одними и теми же матрицами коэффициентов, но с разными правыми
частями в этих неравенствах. Согласно лемме Хоффмана [16] существует такая константа K,
зависящая только от матрицы A и вектора c, что хаусдорфово расстояние
ρ(M̄(u), M̄ (0)) ≤ K(‖u‖Y ∗ + |v(u) − v̄|) ≤ K(1 + ‖ȳ‖Y )‖u‖Y ∗ (12)
(здесь также применено соотношение (7)). Строго говоря, в лемме Хоффмана используются
несколько иные векторные нормы (чебышевская и октаэдрическая), но поскольку в конечно-
мерных пространствах все нормы эквивалентны, выше использованы интересующие нас аль-
тернативные нормы (очевидно, это сказывается только на величине используемых констант).
Применяем к сложившейся ситуации лемму 3. Получаем
Следствие 1. Верны оценки
‖x̄(u)‖X ≤ ‖x̄‖X +K(1 + ‖ȳ‖Y )‖u‖Y ∗ , ‖x̄‖X ≤ ‖x̄(u)‖X +K(1 + ‖ȳ‖Y )‖u‖Y ∗ .
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Вернемся к вектору xσ.
Лемма 4. Верна оценка ‖xσ‖X ≤ ‖x̄‖X +K(1 + ‖ȳ‖Y )‖Axσ − b‖Y ∗.
Д о к а з а т е л ь с т в о. Положим uσ = Axσ−b ∈ Rm. Обозначим через x̄(uσ) оптималь-








‖uσ‖2Y ∗ + α‖xσ‖2X ≤ v(uσ) +
1
4β
‖Ax̄(uσ)− b‖2Y ∗ + α‖x̄(uσ)‖2X .
Поскольку вектор xσ допустим для задачи (6) при u = uσ = Axσ − b, а вектор x̄(uσ) для нее
оптимален, то из последнего неравенства после перегруппировки его слагаемых вытекает, что












т. е. ‖xσ‖X ≤ ‖x̄(uσ)‖X , что вкупе со следствием 1 завершает доказательство. 







Здесь было применено свойство (8).
Рассмотрим далее задачу
min{(Px̄, x) : Ax = b, (c, x) ≤ v̄, x ≥ 0}. (13)
Она получается в результате линеаризации задачи (6) при u = 0 в точке x̄. Эта же точка x̄
будет одним из решений этой задачи и (Px̄, x̄) = ‖x̄‖2X . Разрешима будет и двойственная к ней
задача
max{(b, λ) − v̄λ0 : ATλ− λ0c ≤ Px̄, λ0 ≥ 0},
одно из решений которой обозначим через [λ̄, λ̄0].
Лемма 5. Для любого x ≥ 0 верна оценка (Px̄, x) ≥ ‖x̄‖2X−‖λ̄‖Y ‖Ax−b‖Y ∗−λ̄0((c, x)−v̄)+.
Д о к а з а т е л ь с т в о. Внесем параметры в правые части ограничений задачи (13)
следующим образом:
min{(Px̄, x) : Ax = b+ u, (c, x) ≤ v̄ + δ, x ≥ 0}; (14)
здесь δ > 0, u ∈ Ω — параметры. Как обычно, оценим снизу оптимальные значения υ(u, δ)
этих задач через двойственные оценки их ограничений:
υ(u, δ) ≥ υ(0, 0) + (λ̄, u)− λ̄0δ ≥ ‖x̄‖2X − ‖λ̄‖Y ‖u‖Y ∗ − λ̄0δ.
Для завершения доказательства остается заметить, что произвольный вектор x ≥ 0 будет
допустимым для задачи (14) при u = Ax− b и δ = |(c, x) − v̄|, так что
(Px̄, x) ≥ υ(Ax− b, |(c, x) − v̄|) ≥ ‖x̄‖2X − ‖λ̄‖Y ‖(Ax− b)+‖Y ∗ − λ̄0|(c, x) − v̄|,
что и требовалось. 








Здесь были также применены свойства (8), (9).
Введем следующие константы













Теорема 1. Верна оценка ‖xσ − x̄‖X ≤
√
2‖x̄‖X G(α, β) +G(α, β)2 + 2H(α, β).
Д о к а з а т е л ь с т в о. Следствия 2, 3 утверждают, что






= ‖x̄‖X +G(α, β),






− αλ̄0‖x̄‖2X = ‖x̄‖2X −H(α, β).
Отсюда
‖xσ − x̄‖2X = (xσ − x̄)TP (xσ − x̄)








= 2‖x̄‖X G(α, β) +G(α, β)2 + 2H(α, β).
Доказательство завершено. 
Приведем более грубую, но зато более компактную оценку рассматриваемых уклонений.
Следствие 4. Пусть ‖σ‖∞ = max{α, β} < 1. Тогда ‖xσ− x̄‖X ≤ Nx‖σ‖1/2∞ при некотором
фиксированном Nx.
Следствие 5. Пусть ‖σ‖∞ = max{α, β} → +0. Тогда xσ → x̄.
Вывод этих следствий очевиден.
Заметим далее, что схемы формирования двойственности в теории ЛП носят симметрич-
ный характер. Это значит, что для уклонения ‖yσ − ȳ‖Y можно построить аналогичные оцен-
ки (с симметричной перестановкой параметров регуляризации) тем, что уже построены для
‖xσ − x̄‖X . В виду понятной структуры, но громоздкости этих оценок последние здесь не
выписываются. Вместо этого ниже сформулированы аналоги следствий 4, 5.
Следствие 6. Пусть ‖σ‖∞ = max{α, β} < 1. Тогда ‖yσ − ȳ‖Y ≤ Ny‖σ‖1/2∞ при некотором
фиксированном Ny.
Следствие 7. Пусть ‖σ‖∞ = max{α, β} → +0. Тогда yσ → ȳ.
Объединяя следствия 5, 7, можно сформулировать завершающее утверждение.
Теорема 2. Пусть ‖σ‖∞ = max{α, β} → +0. Тогда xσ → x̄ и yσ → ȳ.
Таким образом в линейном случае имеет место одновременная сходимость компонент сед-
ловой точки функции (3) к нормальным решениям прямой и двойственной задач и нет необхо-
димости делать один из параметров регуляризации бесконечно малой более высокого порядка
малости, чем другой.
П р и м е ч а н и е. Сравним по точности полученные выше оценки и оценки, полученные
ранее в работах [10–12] для задач линейного и выпуклого программирования для евклидовых
норм. Рассмотрим только прямые переменные. Поскольку более ранняя оценка имела вид
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то она полезна только при β = o(α). Поэтому введем две бесконечно малые положительные
величины α и ǫ и положим β = αǫ. Подставляя эти формулы в правую часть последнего нера-








∼ O(ǫ1/2). Если же подставить
их в правую часть оценки из теоремы 2 и учесть, что G(α,αǫ) ∼ O(αǫ1/2), а H(α,αǫ) ∼ O(α),
то для евклидовых норм имеем
RHS2 =
√
2‖x̄‖G(α, β) +G(α, β)2 + 2H(α, β) ∼ O(α1/2).
Таким образом, вновь полученная оценка оказывается точнее известной за исключением лишь
тех случаев, когда параметр β является бесконечно малой более высокого порядка, чем α2.
Кроме того, она сохраняет свою полезность и тогда, когда α и β имеют одинаковый порядок
малости или даже α имеет порядок малости, больший чем β.
4. Оценки для несобственных задач 1-го рода
Рассмотрим теперь случай, когда ограничения прямой задачи (1) противоречивы, в то
время как двойственная задача (2) имеет хотя бы один допустимый вектор.





Lσ(x, y) = min
x≥0
Φσ(x),
где Φσ(x) = maxy L
σ(x, y) = (c, x) +
1
4β
‖Ax− b‖2Y ∗ +α‖x‖2X . Несмотря на сделанные предполо-
жения о противоречивости ограничений исходной задачи (1), выписанная минимаксная задача
разрешима и имеет единственное решение. Как и прежде, обозначим это решение через xσ.
Согласно лемме 3
‖Axσ − b− ū‖Y ∗ ≤ C1
√
β, (c, x̄)− C1‖ȳ‖Y
√
β ≤ (c, xσ) ≤ (c, x̄) + α‖x̄‖2X ,







Попробуем выстроить оценку уклонения ‖xσ − x̄‖.
Подчеркнем, что в случае несобственности 1-го рода последовательность yσ будет всегда
неограниченной. Повторим с небольшими изменениями общую канву предыдущих рассужде-
ний.
Рассмотрим задачу (6) дважды: один раз с параметром u = uσ = Axσ − b и второй раз с
параметром u = ū. По свойствам двойственных оценок оптимальные значения этих задач свя-
заны неравенством v(ū)−v(uσ) ≤ (ȳ, ū−uσ) ≤ ‖ȳ‖Y ‖uσ−ū‖Y ∗ . Поэтому по уже упоминавшейся
лемме Хоффмана имеем оценку
ρ(M̄(uσ), M̄ (ū)) ≤ K(‖uσ − ū‖Y ∗ + |v(uσ)− v(ū)|) ≤ K(1 + ‖ȳ‖Y ) ‖Axσ − b− ū‖Y ∗
для расстояния по Хаусдорфу между оптимальными множествами M̄(uσ) и M̄(ū) этих задач.
Комбинируя это неравенство с оценкой (10) и привлекая лемму 1, получаем следствие.
Следствие 8. Верна оценка ‖x̄(uσ)‖X ≤ ‖x̄(ū)‖X +K(1 + ‖ȳ‖Y )C1
√
β.
Далее выводим аналог леммы 4.
Лемма 6. Верна оценка ‖xσ‖X ≤ ‖x̄(ū)‖X +K(1 + ‖ȳ‖Y )C1
√
β.
Д о к а з а т е л ь с т в о. Пусть x̄(uσ) — оптимальный вектор задачи (12), отвечающий









‖uσ‖2Y ∗ + α‖xσ‖2X ≤ v(uσ) +
1
4β
‖Ax̄(uσ)− b‖2Y ∗ + α‖x̄(uσ)‖2X .
Поскольку ‖uσ‖Y ∗ = ‖Ax̄(uσ) − b‖Y ∗ и v(uσ) ≤ (c, xσ), то после перегруппировки слагаемых
имеем
α‖xσ‖2X ≤ α‖x̄(uσ)‖2X +
1
4β
‖Ax̄(uσ)− b‖2Y ∗ −
1
4β
‖uσ‖2Y ∗ + v(uσ)− (c, xσ) ≤ α‖x̄(uσ)‖2X .
Тем самым, получено, что ‖xσ‖X ≤ ‖x̄(uσ)‖X ; это вкупе со следствием 1 завершает доказа-
тельство. 
Вернемся к вектору x̄ = argmin{‖x‖2X : Ax = b + ū, (c, x) ≤ v(ū), x ≥ 0}. Линеаризируя
эту задачу выпуклого программирования в точке x̄, приходим к задаче ЛП
min{(Px̄, x) : Ax = b+ ū, (c, x) ≤ v(ū), x ≥ 0}.
Одним из ее решений будет вектор x̄. Выпишем также двойственную к ней задачу ЛП
max{(b+ ū, λ)− v(ū)λ0 : ATλ− λ0c ≤ Px̄, λ0 ≥ 0}
и обозначим через w̄ = [λ̄0, λ̄] одно из ее решений. По аналогии с леммой 5 легко вывести
следующее утверждение.
Лемма 7. Для любого x ≥ 0 верна оценка
(Px̄, x) ≥ ‖x̄‖2X − ‖λ̄‖Y ‖Ax− b− ū‖Y ∗ − λ̄0|v(ū)− (c, x)|.
Привлекая свойства (10), (11), можно сформулировать следствие.
Следствие 9. Верна оценка (Px̄, xσ) ≥ ‖x̄‖2X − C1
√
β‖λ̄‖Y − αλ̄0‖x̄‖2X .
Приведенные лемма 6 и следствие 9 позволяют провести рассуждения, аналогичные тем,
что были проведены при доказательстве теоремы 1. Тем самым оказывается доказанным сле-
дующее утверждение.
Теорема 3. Верно неравенство
‖xσ − x̄‖X ≤
√
2‖x̄‖X ·G′(α, β) +G′(α, β)2 + 2H ′(α, β),
где G′(α, β) = 2K(1 + ‖ȳ‖Y )C1
√
β, H ′(α, β) = C1
√
β‖λ̄‖Y + αλ̄0‖x̄‖2X .
Завершим раздел упрощенной оценкой.
Следствие 10. Пусть ‖σ‖∞ = max{α, β} < 1 и задача (1) несобственная 1-го рода. Тогда
‖xσ − x̄‖X ≤ Nx‖σ‖1/2∞ при некотором фиксированном Nx.
Заключение
В работе продолжено изучение ставших классическими схем формирования двойствен-
ности в линейном программировании, в основе которых лежит симметричная регуляризация
функции Лагранжа одновременно по прямым и двойственным переменным. При этом рассмот-
рен более широкий класс норм-стабилизаторов. Установлено, что в отличие от более ранних
результатов для нелинейного (выпуклого) случая метод сходится к нормальным (минималь-
ным относительно нормы-стабилизатора) решениям исходных задач одновременно по прямым
и двойственным переменным, причем для этого не важно имеют ли параметры регуляризации
разные или один порядок малости. Более того, приведены более эффективные по сравнению с
нелинейным случаем симметричные оценки точности получаемых решений. Для несобствен-
ных задач ЛП первого рода и их обобщенных решений получены аналогичные оценки по
прямым переменным.
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