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Resumen—La densificacio´n masiva de estaciones base (BS)
es una de las tecnologı´as facilitadoras bien reconocidas por la
literatura para el desarrollo de la quinta generacio´n de redes de
telecomunicaciones (5G). Su implementacio´n, sin embargo, que
requiere el despliegue de miles de BSs por km2, esta´ en claro
conflicto con uno de los requisitos de disen˜o de este tipo de redes,
que pretende tener un 90% menos de consumo energe´tico que la
actual cuarta generacio´n. Una forma de reducir el coste de estas
redes ultradensas consiste en apagar un subconjunto de BSs de
forma que minimice su consumo energe´tico pero, a su vez, se
maximice la capacidad de la misma. Es, por tanto, un problema
de optimizacio´n multi-objetivo. En este trabajo se propone un
nuevo operador especı´fico para el problema que es capaz de
mejorar considerablemente la efectividad de varios algoritmos
multiobjetivo. Para ello, se han realizado experimentos con 9
escenarios de diferentes niveles de densificacio´n tanto de BSs
como de usuarios que muestran un comportamiento consistente y
efectivo independientemente del algoritmo e instancia abordada.
I. INTRODUCCIO´N
La demanda de tra´fico de datos en las redes de telefonı´a
mo´vil ha crecido de manera constante desde el comienzo de
estos sistemas de telecomunicacio´n, y ası´ seguira´ hacie´ndolo
en el futuro, segu´n transciende de diferentes informes tanto
de entidades pu´blicas como privadas. En efecto, uno de estos
informes recientes elaborado por Ericcson expone que “El
tra´fico de datos mo´vil total se espera que crezca a una tasa
compuesta anual del 42%” [1], siendo los smarthpones la
fuente del 90% de este tra´fico. Para dar servicio a semejante
demanda, las diferentes entidades, tanto pu´blicas como priva-
das, tienen sobre la mesa el desarrollo de la quinta generacio´n
de redes de telefonı´a, la conocida como 5G. De entre las
diferentes tecnologı´as facilitadoras de los sistemas 5G [2],
la densificacio´n de la red, i.e., el despliegue de miles de
estaciones base (BS) de diferentes tipos por km2, permite una
mayor reutilizacio´n del espectro y, por tanto, incrementar en
gran medida la capacidad del sistema. Son las denominadas
redes ultra-densas o Ultra-Dense Networks (UDNs) [3].
El despliegue de UDNs impone muchas tareas complejas
a diferentes niveles de la red (backhauling, coordinacio´n de
handovers, etc.), y se realiza en base a unas estimaciones de
tra´fico ma´ximas a las que hay que dar servicio. Esta forma de
proceder plantea un serio problema de consumo energe´tico,
ya que requiere mantener funcionando ese elevado nu´mero de
BSs, y es especialmente crı´tico en periodos de baja demanda
de tra´fico, donde la red esta´ infrautilizada. Una lı´nea de trabajo
prometedora para reducir dicho consumo consiste en, dado
un escenario fijo que puede representar a la demanda en
un determinado intervalo de tiempo, apagar un subconjunto
de las BSs de forma que se minimice la energı´a por las
BSs y, a la vez, mantenga la red operativa maximizando su
capacidad [4], [5]. Se trata de un problema de optimizacio´n
combinatoria NP-completo [6] cuyo espacio de bu´squeda crece
exponencialmente con el nu´mero de BSs de la UDN.
La aproximacio´n en este trabajo, dado los taman˜os que
previstos para dichas redes, es usar metaheurı´sticas [7]. En
particular, el problema se ha formulado como un problema
de optimizacio´n multi-objetivo [8] ya que los dos criterios
anteriores, consumo vs. capacidad, esta´n en conflicto entre
sı´, puesto que ma´s BSs permiten potencialmente servir a
ma´s usuarios o UEs (del ingle´s, User Equipments), pero
tambie´n se necesita ma´s energı´a. En un estudio previo [9],
se ha abordado el problema utilizando dos metaheurı´sticas
multi-objetivo, una cla´sica como es NSGA-II [10], y otra
relativamente ma´s reciente denominada MOCell [11]. La con-
tribucio´n del presente trabajo trata de incorporar conocimiento
experto del problema en la bu´squeda de ambos algoritmos
con un operador, denominado CSO (del ingle´s Cell Switch
Off ), cuyo comportamiento se fundamenta en apagar aquellas
BSs que no tienen UEs conectados. Hasta donde conocemos,
es la primera vez que se proponer un operador de bu´squeda
especı´fico para el problema del encendido/apagado de BSs en
UDNs. Para mostrar su efectividad, se ha incorporado al ciclo
evolutivo de NSGA-II y MOCell, dando lugar a sus versiones
hı´bridas NSGA-IICSO y MOCellCSO, y se han comparado a
las versiones cano´nicas de los algoritmos sobre un conjunto de
9 escenarios diferentes que utilizan una densificacio´n creciente
tanto en BSs como en UEs. Los resultados han mostrado que
se trata de un operador que permite mejorar considerablemente
la bu´squeda de ambas metaheurı´sticas multi-objetivo.
Tabla I: Para´metros del modelo para BSs y UEs
Celda Para´metro LL LM LH ML MM MH HL HM HH
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El resto del trabajo se organiza como sigue: la siguiente
seccio´n detalla el modelado de las UDNs y el ca´lculo de las
funciones objetivo. La Seccio´n III describe el operador CSO y
su integracio´n en los ciclos evolutivos de NSGA-II y MOCell.
La metodologı´a de los experimentos y el ana´lisis de resultados
se realiza en la Seccio´n IV. Por u´ltimo, la Seccio´n V incluye
las principales conclusiones del trabajo y las lı´neas de trabajo
futuro que se abren a partir de e´l.
II. MODELADO DEL PROBLEMA
Esta seccio´n se dedica a la descripcio´n del modelo de UDN
utilizado. Se considera un a´rea de servicio de 500× 500 m2,
que se ha discretizado utilizando una malla de 100×100 puntos
(tambie´n llamados “pixels” o elementos de a´rea) distribuidos
uniformemente y, por tanto, cada uno cubre un a´rea de 25 m2
donde la potencia de la sen˜al se asume constante. La UDN
esta´ dividida en 10 regiones diferentes, cada una con unas
condiciones de propagacio´n diferentes.
Para calcular la potencia de sen˜al recibida en cada punto,
Prx[dBm], se ha utilizado el siguiente esquema:
Prx[dBm] = Ptx[dBm] + PLoss[dB] (1)
donde Prx es la potencia recibida en dBm, Ptx es la potencia
transmitida en dBm, y PLoss son las pe´rdidas globales de
sen˜al, que depende de las condiciones de propagacio´n de cada
regio´n, y se calcula como:
PLoss[dB] = GA+ PA (2)
siendo GA las ganancias de las dos antenas (transmisio´n y
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donde d es la distancia Euclidea del punto correspondiente a la
BS, K es el exponente de pe´rdidas, que varı´a aleatoriamente
en el intervalo [2.0, 4.0] para cada una de las 10 regiones. El
ratio sen˜al-interferencia ma´s ruido (Signal to Interference plus
Noise Ration o SINR) para el UE k, se calcula como:
SINRk =
Prx,j,k[mW ]∑M
i=1 Prx,i,k[mW ]− Prx,j,k[mW ] + Pn[mW ]
(4)
donde Prx,j,k es la potencia recibida por el UE k de la BS j,
el sumatorio es la potencia total recibida por el UE k desde
todas las BSs activas y operando a la misma frecuencia que
j, y Pn es la potencia del ruido, calculada como:
Pn = −174 + 10 log10 BWj (5)
siendo BWj el ancho de banda de la BS j, definida como el
5% de la frecuencia de operacio´n de la BS. La Tabla I incluye
todos los valores para los para´metros del modelo. Finalmente,
la capacidad del UE k es:
Ck[bps] = BW
j
k [Hz] ∗ log2(1 + SINRk) (6)
donde BW jk es el ancho de banda asignado al UE k cuando






considerando Nj como el nu´mero de UEs conectados a la BS
j. La polı´tica de asignacio´n de UEs a BSs es que un UE siem-
pre es servido por la BS con mayor SINR, independientemente
del tipo de BS.
El modelo de UDN usado en este trabajo utiliza 4 tipos de
celdas que tienen diferentes taman˜os (i.e., zonas de cobertura).
Ordenadas segu´n su taman˜o, tenemos femtoceldas, picoceldas,
microceldas y macroceldas. De los tres primeros tipos, adema´s,
se han definido dos subtipos (ver Tabla I), con lo que suman
un total de 7 tipos de celdas diferentes. Las BSs que sirven a
dichas celdas tienen todas una potencia de transmisio´n Ptx =
750mW , por lo que su cobertura real esta´ definida por sus
frecuencias de operacio´n y las consiguientes pe´rdidas que se
inducen en el ca´lculo de la SINR (a mayor frecuencia, menor
cobertura).
Las BSs se despliegan utilizando un Proceso de Poisson
(PPP) independiente con diferentes densidades (definidas por
λBSP ). Los UEs tambie´n se posicionan usando una PPP con
valor λUEP , pero utilizando atractores sociales (SAs por sus
siglas en ingle´s), siguiendo el procedimiento propuesto en
[12]. Este esquema de despliegue usa, adema´s, dos factores
α and µβ , que indican co´mo de fuerte es la atraccio´n de BSs
a SAs, y de SAs a UEs. Los valores usados en las simulaciones
son α = µβ = 0.25.
La parametrizacio´n detallada de los 9 escenarios abordados
en este trabajo se incluye en la Tabla I. Los nombres en
las nueve u´ltimas columnas, XY, indican la densidad del
despliegue de BSs y UEs, respectivamente, de forma que X,Y
= {L,M,H} significa un despliegue de baja (L), media (M) o
alta (H) densidad para BSs (para´metro λBSP del PPP) y UEs
(para´metro λUEP del PPP). Los para´metros Gtx y f de cada
tipo de celda se refieren a la ganancia en transmisio´n y la
frecuencia de operacio´n de la BS, respectivamente.
El ca´lculo de las funciones objetivo se realiza como sigue.
Para el primer objetivo, que mide el consumo ele´ctrico, cuenta
el nu´mero de BSs que esta´n activas en la solucio´n candidata
de la metaheurı´stica. Se asume que, una vez encendidas so´lo
se considera la potencia de transmisio´n, que tiene valor Ptx =
750mW para todos los tipos. Para calcular la capacidad total
del sistema, como medida de la cantidad de informacio´n que
pueden recibir (donwlink) los UEs presentes en la UDN, se usa
el siguiente procedimiento: primero, los UEs se asignan a las
BSs que les proporcionan mejor SINR; segundo, el ancho de
banda disponible en la BS se reparte entre los UEs conectados;
y, finalmente, se calcula la capacidad para cada uno de ellos
segu´n la Ecuacio´n 6 y se agrega la de todos.
III. METAHEURI´STICAS HI´BRIDAS: EL OPERADOR CSO
En esta seccio´n se detalla, en primer lugar, la representa-
cio´n utilizada para abordar el problema y los consiguientes
operadores gene´ticos, en segundo lugar, el operador CSO, la
contribucio´n de este trabajo, y, finalmente, una breve descrip-
cio´n de las metaheurı´sticas multi-objetivo utilizadas y co´mo
integran al operador dentro de su ciclo evolutivo.
III-A. Representacio´n y operadores gene´ticos
La representacio´n utilizada para las soluciones candidatas
es el cla´sico array de bits en el que cada bit representa
a una celda de la UDN e indica si esta´ encendida (’1’) o
apagada (’0’). Los operadores de seleccio´n, cruce y mutacio´n
son, respectivamente, torneo binario, cruce de dos puntos con
cr = 0.9, y bit flip con mr = 1/L, donde L es el nu´mero de
BSs de la UDN. La condicio´n de parada consiste en computar
100000 evaluaciones de funcio´n. Todos los algoritmos de este
trabajo comparten la implementacio´n tanto la representacio´n
de soluciones, como de los operadores, ya que esta´n integrados
en el framework para optimizacio´n multiobjetivo jMetal1.
1https://github.com/jMetal/
Algoritmo 1 Pseudoco´digo del operador CSO
1: C ← celdas(UDN)
2: for c in C do




III-B. El operador CSO
Para incorporar informacio´n del problema a la bu´squeda
de las metaheurı´sticas, el operador CSO recorre todas las
celdas de la solucio´n candidata, y apaga aquellas que no esta´n
sirviendo a ningu´n UE.
Su aparente simpleza no impide que sea un operador con
gran capacidad de intensificacio´n de la bu´squeda y, como
se vera´ ma´s adelante en la seccio´n experimental, se ha de
aplicar con precaucio´n. Hay que tener en cuenta que si,
en cada solucio´n candidata, se apagan todas las celdas que
no tienen usuarios conectados, se impide que el algoritmo
pueda evolucionar soluciones que reasignen UEs de una BS
a otra vacı´a, puesto que todas estarı´an apagadas al aplicar el
operador.
III-C. Los algoritmos hı´bridos NSGA-IICSO y MOCellCSO
Esta seccio´n se articula en base a la plantilla gene´rica de
metaheurı´stica multiobjetivo (Algoritmo 2) a partir de la cual
se describen las versiones cano´nicas de NSGA-II y MOCell
para, posteriormente, detallar los cambios necesarios para
introducir el operador CSO.
El algoritmo NSGA-II (Non-dominated Sorting Genetic Al-
gorithm II por sus siglas en ingle´s) fue propuesto por Deb et al.
en [10]. Se trata de un algoritmo gene´tico cuyo funcionamiento
se basa en generar, a partir de una poblacio´n Pt, otra auxiliar
Qt usando los operadores gene´ticos de seleccio´n, cruce y
mutacio´n (lı´nea 8 del Algoritmo 2); entonces, las soluciones
incluidas en Pt∪Qt se ordenan segu´n su rango y, aquellas con
mejor valor de este indicador de calidad, con las que pasan a
la siguiente generacio´n Pt+1 (lı´nea 11). En caso de tener que
seleccionar entre individuos de mismo rango, NSGA-II utiliza




4: A(0)← Actualizar(A(0), S(0))
5: t← 0
6: while not Condicio´nDeParada( ) do
7: t← t+ 1
8: S(t) ← OperadoresGene´ticos(A(t− 1), S(t− 1))
9: Evaluar(S′(t))
10: A(t) ← Actualizar(A(t), S′(t))
11: end while
12: Salida: A
Algoritmo 3 NSGA-IICSO y MOCellCSO
8: S(t) ← OperadoresGene´ticos(A(t− 1), S(t− 1))
9: S′(t) ← CSO(S(t))
10: Evaluar(S′(t))
11: A(t) ← Actualizar(A(t), S′(t))
un estimador de densidad que prioriza aquellas que esta´n en
las zonas menos pobladas de la aproximacio´n al frente.
Por su parte, MOCell (Multi-Objective Cellular Genetic
Algorithm por sus siglas en ingle´s) es un algoritmo gene´tico
celular propuesto en [11]. Como muchos otras metaheurı´sti-
cas multi-objetivo, MOCell incluye un archivo externo para
almacenar las soluciones no-dominadas que encuentra durante
su ejecucio´n (lı´nea 4 del Algoritmo 2). Este archivo esta´
acotado y usa el mismo estimador de densidad de NSGA-
II para mantener la diversidad en su aproximacio´n al frente
de Pareto. Su diferencia fundamental radica en la relacio´n de
vecindad entre las soluciones, que se disponen en una malla
toroidal 2D. El operador de seleccio´n escoge una solucio´n de
dicho vecindario y otra desde el archivo externo. Despue´s de
aplicar los operadores de cruce y mutacio´n, el nuevo individuo
generado se compara con el actual y lo reemplaza si es mejor;
si ambas soluciones son no-dominadas, MOCell reemplaza el
peor individuo del vecindario. En estos dos u´ltimos casos, el
nuevo individuo se an˜ade al archivo externo.
La integracio´n del operador CSO dentro del ciclo evolutivo
de NSGA-II y MOCell se consigue reemplazando las lı´neas 8
a 10 del Algoritmo 2 por las lı´neas del algoritmo Algoritmo 3,
es decir, justo despue´s de aplicar los operadores gene´ticos, y
antes de evaluar para determinar su incorporacio´n o no a la
siguiente generacio´n de soluciones del algoritmo. Esto permite
apagar aquellas celdas que no esta´ sirviendo a ningu´n UE. Su
aplicacio´n, como el cruce y la mutacio´n, depende de una tasa
de aplicacio´n, csor, sobre la que se han disen˜ado diferentes
experimentos para ver su impacto.
IV. EXPERIMENTACIO´N
Esta seccio´n describe la metodologı´a utilizada para la reali-
zacio´n de los experimentos que muestran la efectividad de las
nuevas propuestas hı´bridas, NSGA-IICSO y MOCellCSO, ası´
como el ana´lisis de los resultados obtenidos.
IV-A. Metodologı´a
Dado que las metaheurı´sticas son algoritmos estoca´sticos,
se han realizado 30 ejecuciones independientes para cada
algoritmo en cada uno de los nueve escenarios. Cada ejecucio´n
genera una instancia aleatoria del problema, pero se usan las
mismas 30 semillas para garantizar que todos los algoritmos
abordan el mismo conjunto de instancias. Se han utilizado
dos indicadores para medir la calidad de las aproximaciones
al frente de Pareto alcanzadas por los cuatro algoritmos: el
hypervolume (HV) [13] y las superficies de consecucio´n (del
ingle´s attaiment surfaces) [14].
El HV esta´ considerado como uno de los indicadores ma´s
fiables dentro de la comunidad multi-objetivo. Es un indicador
a maximizar cuyos valores dependen de la escala arbitraria de
los valores de las funciones objetivo. Para su uso correcto, en
caso de no disponer del frente o´ptimo de Pareto, se genera un
frente de referencia (RPF) para cada instancia del problema,
compuesto por todas las soluciones no dominadas encontradas
por todos los algoritmos para el mismo. Con ese RPF, se
normaliza cada aproximacio´n al frente antes de calcular el
valor del HV. Para dotar a estos resultados de confianza
estadı´stica, se ha comprobado primero la normalidad (test de
Kolmogorov-Smirnov) y homocedasticidad (Test de Levene)
de las muestras y, una vez verificadas ambas condiciones, se
ha usado un test parame´trico (test one-way ANOVA) para
verificar si se rechaza la hipo´tesis nula. Por u´ltimo, se ha
aplicado el test de Tukey para realizar la comparacio´n por
pares. En todos los casos se ha utilizado un nivel de confianza
del 95%.
Si bien el HV permite comparar varios algoritmos nume´ri-
camente, desde el punto de vista del experto que ha de elegir
una solucio´n del frente, este indicador no da informacio´n sobre
la forma en la que se distribuyen las soluciones no-dominadas
a lo largo de las diferentes aproximaciones al frente de Pareto.
Las attainment surfaces tienen precisamente esa funcionalidad.
Son una representacio´n gra´fica del rendimiento esperado y su
variabilidad de diferentes ejecuciones de un algoritmo multi-
objetivo. Informalmente, la 50%-attainment surface se podrı´a
considerar como la aproximacio´n promedio al frente de Pareto,
es decir, serı´a el equivalente a la mediana en el caso mono-
objetivo.
IV-B. Resultados
Se ha planteado un disen˜o experimental para medir el efecto
de la hibridacio´n entre NSGA-II y MOCell, y el operador
CSO. Para ello, se han planteado dos tasas de aplicacio´n de
este u´ltimo: 0.01 y 0.1, que se han usado como superı´ndice
en el nombre para distinguirlos. Ası´, se puede ver que, por
cada algoritmo, hay tres columnas: su versio´n cano´nica y las
versiones hı´bridas con tasa de aplicacio´n de 0.01 y 0.1. En la
Tabla II, que incluye los resultados del HV, usa un fondo en
gris los mejores valores de este indicador por cada algoritmo.
Hay una primera conclusio´n clara: la hibridacio´n mejora
la bu´squeda de los algoritmos, ya que, en ningu´n escenario,
un algoritmo cano´nico ha sido mejor que uno hı´brido. Esto
es un resultado muy prometedor porque existen pocas apro-
ximaciones hı´bridas en el dominio y es un terreno amplı´simo
por explorar. La segunda es que, entre las versiones hı´bridas,
aquellas que usan una tasa de aplicacio´n ma´s pequen˜a (0.01
vs. 0.1) permiten alcanzar mejores aproximaciones al frente
de Pareto. Despue´s de inspeccionar trazas de las ejecuciones
(no incluidas por falta de espacio), se puede observar que el
operador tiene un gran efecto en la diversidad de la poblacio´n,
es decir, si se aplica con mucha frecuencia, termina apagando
en gran medida las mismas celdas y cercena el nuevo material
gene´tico creado por los operadores de cruce y mutacio´n.
Si nos detenemos un poco ma´s en los nu´meros concretos
y se analizan segu´n las instancias, se puede observar que las
diferencias en el HV se hace ma´s manifiesta a medida que










0.4560 0.5372 0.5296 0.4737 0.5359 0.5329
±0.1017 ±0.1263 ±0.1250 ±0.1180 ±0.1250 ±0.1274
LM
0.4364 0.5404 0.5338 0.4155 0.5385 0.5351
±0.0929 ±0.1141 ±0.1179 ±0.0928 ±0.1155 ±0.1145
LH
0.4548 0.5408 0.5371 0.4324 0.5340 0.5371
±0.1027 ±0.1274 ±0.1271 ±0.0903 ±0.1252 ±0.1248
ML
0.3288 0.4907 0.4853 0.3584 0.4892 0.4867
±0.0698 ±0.1045 ±0.1045 ±0.0817 ±0.1059 ±0.1032
MM
0.3904 0.5573 0.5455 0.3947 0.5554 0.5508
±0.0728 ±0.1095 ±0.1045 ±0.0728 ±0.1061 ±0.1044
MH
0.3243 0.5356 0.5401 0.3194 0.5235 0.5565
±0.0580 ±0.0948 ±0.0874 ±0.0650 ±0.0925 ±0.0954
HL
0.1316 0.5117 0.4981 0.2681 0.5142 0.5051
±0.0798 ±0.1071 ±0.1093 ±0.0729 ±0.1076 ±0.1093
HM
0.1103 0.4837 0.4714 0.2157 0.4790 0.4743
±0.0706 ±0.0921 ±0.0900 ±0.0679 ±0.0920 ±0.0903
HH
0.1518 0.4852 0.4717 0.2335 0.4774 0.4690
±0.0681 ±0.0905 ±0.0917 ±0.0619 ±0.0863 ±0.0880
aumenta la densidad tanto de BSs como de UEs. Es decir, a
medida que las instancias se hacen ma´s grandes y complejas,
el efecto del operador es mucho ma´s determinante. Esto es
adema´s consistente para ambos algoritmos, ya que NSGA-II
y MOCell tienen unos promedios de HV de 0.1313 y 0.2390
en las instancias HX, respectivamente, cuando las versiones
hı´bridas esta´n en torno a 0.4935 y 0.4902.
Un u´ltimo efecto del operador CSO sobre los algoritmos
es que reduce e incluso invierte las mejoras en la bu´squeda
existentes entre NSGA-II y MOCell. Con esto nos referimos
a que, tanto en el trabajo previo [9], como en los valores
del HV alcanzados por los algoritmos cano´nicos, MOCell
supera claramente a NSGA-II. Sin embargo, cuando se usa el
operador CSO, la situacio´n se invierte, y es NSGA-II el que
obtiene valores ma´s altos de este indicador. Las diferencias
son mı´nimas y estadisticamente no significativas segu´n el test
de Tukey, pero viene a poner de manifiesto que el motor de
bu´squeda de NSGA-II ha integrado mejor el operador CSO.
La corroboracio´n gra´fica de lo que muestra el HV se puede
observar en las attainment surfaces (Fig. 1). A medida que
los escenarios son ma´s densos, las aproximaciones medianas
al frente de las versiones cano´nicas se van separando cada
vez ma´s de las versiones hı´bridas. Sin embargo, se aprecia
un efecto que el HV oculta, y de ahı´ la importancia de
tener representaciones gra´ficas de los frentes obtenidos: las
versiones hı´bridas muestrean mucho ma´s las zonas del espacio
de bu´squeda que contienen pocas BSs activas (a´reas ma´s hacia
la izquierda), pero las versiones cano´nicas obtienen soluciones
no-dominadas con muchas BSs operativas (mayor consumo),
pero tambie´n de mayor capacidad (a´reas ma´s a la izquierda).
Esto esta´ provocado porque el operador CSO, en realidad, so´lo
mejora uno de los objetivos (consumo), descuidando el otro
(capacidad).
V. CONCLUSIONES
Este trabajo se ha planteado la resolucio´n del apagado
de celdas en el contexto de los despliegues ultradensos de
estaciones base que sera´n necesarios para la quinta generacio´n
de sistemas de telecomunicacio´n. Se ha formulado como un
problema de optimizacio´n multi-objetivo en el que se ha de
minimizar el consumo (nu´mero de BSs activas), a la vez que
se ha de aumentar la capacidad (GBps en downlink). Se ha
propuesto un nuevo operador de bu´squeda local, llamado CSO,
que se ha integrado dentro de dos algoritmos del dominio, uno
muy bien conocido, NSGA-II, y otro ma´s reciente, pero que ha
resultado en una mejor exploracio´n del espacio de bu´squeda,
denominado MOCell. Las versiones hı´bridas, NSGA-IICSO
y MOCellCSO, han alcanzado aproximaciones al frente de
Pareto del problema con una mejora notable en el indicador
HV, si bien las attainment surfaces han mostrado que el
operado ha centrado la bu´squeda en zonas con UDNs que
activan un bajo nu´mero de BSs, y tambie´n de menor capacidad.
Como trabajo futuro se pretende seguir disen˜ando operadores
de bu´squeda que equilibren ambos objetivos, ası´ como el
impacto de los mismos en otras metaheurı´sticas multi-objetivo
del dominio.
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