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ABSTRACT
Two different techniques based on the theory of characteristic modes are de-
veloped to estimate the input impedance of air-substrate, coaxial probe-fed,
microstrip patch antennas with arbitrarily shaped patches. Such an antenna
with an L-shaped patch is fabricated and experimentally measured, and a
case study performed comparing the accuracy of the two methods. The re-
sults of both methods require a downward frequency scaling on the order of
8 % to better agree with experiment, attributable to losses in the real-world
materials. The simpler method (the virtual probe model) is shown to provide
good input resistance predictions, but the input reactance is shown to require
compensation in the form of series inductance and capacitance. The more in-
volved method (the wire probe model) is demonstrated to provide both good
input resistance and reactance estimates with only a frequency scaling. The
results and conclusions of this case study are then used to draw implications
for future work involving application of the theory of characteristic modes to
antenna feeds.
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CHAPTER 1
INTRODUCTION
Antennas occupy a special place within electrical engineering. They are
among the oldest applications of this field, yet are neither outdated nor
made obsolete by newer technologies. In fact, the modern-day trend toward
an increasingly interconnected, yet wireless, society has only led to the pro-
liferation of antennas. The RF and microwave regions of the electromagnetic
spectrum, once seen as an expansive medium for communication and detec-
tion, are now heavily congested and viewed as a scarce natural resource as
electromagnetic radiation finds more and more consumer, industrial, scien-
tific, and military applications.
Given its age and these recent developments, the field of antenna engineer-
ing has undergone considerable change over the past 120 years. The advent
of the digital computer (and its own rapid development) has arguably had
the greatest impact; the iterative design process inherent in engineering that
once required considerable fabrication and measurement time and cost is now
greatly accelerated by computer simulations and tools. Nevertheless, with
the increasing ease and low cost of using computers for antenna analysis and
design comes a particular danger: that of uninformed, brute-force design
approaches.
A perennial problem within antenna engineering is that of antenna feed
placement. Although most structures will radiate to some extent regardless
of feed position, careful design of this parameter is typically crucial for good
performance of the antenna (measured by any number of metrics). Since
the location of the feed can greatly influence the currents excited on the an-
tenna, it also influences how the antenna interacts with whatever system it
is connected to. One parameter borrowed from circuit theory that is used
when measuring this interaction is input impedance. Knowledge and control
of this parameter are desirable, as its value sets how effectively an antenna
may transfer energy to and/or from its associated system. In most cases,
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the antenna’s input impedance must be close to some prescribed value de-
rived from the connected system’s own input impedance (e.g., equal to the
complex conjugate). When the antenna’s input impedance deviates signifi-
cantly from this desired value, it can be corrected by means of a matching
network. Unfortunately, such networks incur additional power loss, take up
more space, add more cost, and may also reduce operable bandwidth. It is
therefore desirable, whenever possible, to adjust the antenna feed position
for an appropriate input impedance.
Determination of antenna input impedance as a function of position may
be done in a number of ways. For well-studied antenna structures, years of
research and experimentation have yielded design formulas obtained either
empirically or through theoretical modeling, e.g., the rectangular microstrip
patch antenna. Such formulas often offer a certain degree of insight into the
behavior of the antenna. This approach, while highly desirable, has the down-
side that it can never encompass all possible antenna designs; indeed, this
method is frequently limited just to antennas of canonical shapes. A second
method for input impedance determination, more recently enabled by com-
puters, is brute-force simulation. An antenna will be designed and simulated
with a given feed location to determine the input impedance. The feed posi-
tion will then be changed and the simulations rerun. This may be repeated
for a set of positions or until a target impedance is reached. This approach
has the disadvantages of offering less intuition into the antenna behavior and
being much more demanding computationally. The third approach, taken
here, is largely a hybrid of the two prior approaches. Using computational
electromagnetics methods, antenna input impedance as a function of feed
position is obtained through the numerical solution of an eigenvalue prob-
lem. Such an approach has the benefits of both being more generalizable to
a greater class of antenna geometries and offering a degree of insight into the
antenna behavior, all without the high computational cost of a brute-force
approach.
In this thesis, a method for estimating the input impedance of coaxial
probe-fed, air-substrate microstrip patch antennas will be developed from
eigensolutions to the theory of characteristic modes. Background on this
theory will be provided in Chapter 2 and the two input impedance estima-
tion methods using this theory will be developed in Chapter 3. Chapter 4 will
provide an analysis of the two methods through the use of a case study, com-
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paring results with experimental data and a standard, commercial electro-
magnetic solver. Finally, important results and future work will be discussed
in Chapter 5.
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CHAPTER 2
BACKGROUND
The theory of characteristic modes provides the underlying mathematics uti-
lized in this thesis for the estimation of antenna input impedance. Its origin,
derivation, and implementation will be briefly discussed, followed by its rel-
evant important properties and extension to multiple frequencies. Following
this, methods for estimating antenna input impedance will be discussed with
a primary focus on microstrip patch antennas.
2.1 Theory of Characteristic Modes
The theory of characteristic modes (TCM) was initially formulated in Gar-
bacz’s 1968 Ph.D. dissertation [1]; Garbacz and Turpin subsequently pub-
lished an article on it in 1971 [2]. It was developed for a more intuitive
analysis of scattering by perfectly electrically conducting (PEC) scattering
objects near resonance, as compared to existing numeric approaches that of-
fered little intuition into the nature of the problem at hand. TCM in practice
is closely tied to the method of moments, a well-established frequency domain
method for numerically solving steady-state electromagnetic scattering and
radiation problems. Consequently, a basic TCM analysis is a steady-state
solution at a single frequency.
At its heart, TCM takes the scattering operator for a PEC object and con-
structs an infinite, orthogonal set of far field electric field modal solutions that
diagonalize the scattering operator. Associated with each of these orthogonal
far fields is a surface electric current on the scatterer that would radiate the
far field mode, termed a characteristic (current) mode (CM). TCM was recast
by Harrington and Mautz in 1971 [3] into the form typically used nowadays,
which defines a generalized eigenvalue problem and tends to focus more on
the CMs and less on the scattered far fields. Specific details in a subsequent
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paper [4] explain how to implement the eigenproblem in a finitely discretized
space via a generalized matrix eigenvalue problem. Although it will not be
pursued here, TCM may be generalized to magneto-dielectric bodies using
volume current densities [5] or equivalent surface current densities [6]; such
implementations are more complicated and currently not well explored.
2.1.1 Overview of TCM for PEC Structures
Calculation of the CMs of a PEC structure via Harrington and Mautz’s
approach [3], [4] begins by first obtaining the structure’s impedance matrix
at the given frequency of interest. This matrix, also known as the Z matrix,
is a finite discretization of the object’s scattering operator; intuitively, it
relates a surface tangential electric current density ~J over the scatterer to
the incident electric field ~Ei tangential to the surface that excites the current:
~Ei = Z ~J (2.1)
The Z matrix is usually obtained from a method of moments code. In this
thesis, the commercial solver FEKO [7] was used to generate these matrices.
For the vectors defined over the surface of the object, one may approximate
and discretize these quantities with a finite, weighted sum of basis functions.
FEKO, for example, defaults to using RWG basis functions [8] for these pur-
poses. These discrete expansions are then representable as finite-dimensional
column vectors containing the coefficients for the basis functions in the sum.
All of the discretized vector quantities utilized here will be of this form.
For geometries in reciprocal media (the only case considered here), the Z
matrix is symmetric and complex-valued. As such, it may be decomposed
into symmetric, purely real and purely imaginary components R and X,
respectively:
Z = R+ jX (2.2)
Following Harrington and Mautz [3], one may consider a generalized eigen-
value problem:
Z ~Jn = νnM ~Jn (2.3)
where νn is the nth eigenvalue and M is an arbitrary weighting matrix.
Harrington asserts that any symmetricM diagonalizes Z, and with the choice
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of M = R, one also obtains orthogonal radiated far fields. Letting νn =
1 + jλn, these substitutions yield
(R+ jX) ~Jn = (1 + jλn)R ~Jn (2.4)
which may be simplified to the foundational eigenvalue problem of TCM:
X ~Jn = λnR ~Jn (2.5)
For each eigenvalue λn with mode index n, there is associated an eigenvector
surface current density ~Jn known as a characteristic (current) mode. Because
R and X are real and symmetric, these eigenvalues and eigenvectors will be
purely real. (Note that in the frequency domain, purely real currents (or
currents with any constant argument) over the structure’s surface merely
indicate that the current is equiphase across the surface.) Furthermore, these
modes are orthogonal with respect to radiated power and may be normalized
to radiate unit power. Defining the symmetric product between two vectors
~A and ~B as 〈
~A, ~B
〉
= ~AT~B (2.6)
we obtain 〈
~Jm,R ~Jn
〉
=
〈
~J∗m,R ~Jn
〉
= δmn (2.7)〈
~Jm,X ~Jn
〉
=
〈
~J∗m,X ~Jn
〉
= λnδmn (2.8)〈
~Jm,Z ~Jn
〉
=
〈
~J∗m,Z ~Jn
〉
= (1 + jλn)δmn (2.9)
The middle term results from the fact that the modes are purely real, hence
equal to their complex conjugate. If the modes are expressed as root-mean-
square (RMS) values, then the middle terms of these normalizations indicate
that the modes radiate unit power.
The original formulation of TCM with continuous operators naturally leads
to an infinite number of CMs. When discretized using finite dimension ma-
trices, however, one may only obtain at most N modes, where Z is an N×N
matrix. Regardless, in practical usage of TCM, one typically only uses the
most significant modes and truncates those of less significance. Measures of
significance will be discussed shortly.
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As mentioned earlier, in addition to current orthogonality, the far fields
radiated by each CM are themselves orthogonal over the sphere at infinity.
While this property won’t be utilized here, it is of particular importance
when using TCM for antenna pattern analysis and synthesis.
An important point to note here is that CMs, being eigensolutions, are
derived without regard for excitation and hence are excitation-independent.
Expressions will be given later for determining which and to what extent
modes are excited for a given source.
2.1.2 Properties of CMs
As in many eigenvalue problems, the particular value of the eigenvalues λn
in TCM convey useful physical information. Modes corresponding to λn = 0
are resonant modes, the most effective at radiating energy. Modes for which
λn > 0 are inductive modes, storing more magnetic than electric reactive
energy. Conversely, λn < 0 corresponds to capacitive modes, which store
more electric than magnetic energy. As an eigenvalue may lie anywhere in
the range (−∞,∞), one convenient representation of this information is in
the form of the characteristic angle, αn:
αn = 180
◦ − arctan(λn) (2.10)
For most electrical engineers, this gives a more clear description of the nature
of the modes:
90◦ ≤ αn < 180◦, Inductive Mode (2.11a)
αn = 180
◦, Resonant Mode (2.11b)
180◦ < αn ≤ 270◦, Capacitive Mode (2.11c)
Physically, the characteristic angle represents the phase angle between the
CM’s surface current density and the electric field it radiates. As the modes’
eigenvalues tend towards ±∞ (αn = 90◦ or αn = 270◦), they become more
and more ineffective at radiating.
Alternatively, a mode’s effectiveness at radiation (nearness to resonance)
may be measured by its modal significance (a measure first mentioned by
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Austin and Murray [9]), given by
MS =
1
|1 + jλn| =
1√
1 + λ2n
(2.12)
The modal significance obviously lies in the range 0 ≤ MS ≤ 1, with MS = 1
corresponding to resonance.
A particularly useful property of CMs is their use as basis functions for
expanding the current excited on a structure by a given source. A surface
current density ~J on such a PEC structure may be written as the infinite
sum of appropriately weighted CMs, where n refers to the mode index:
~J =
∑
n
cn ~Jn (2.13)
For an incident tangential electric field ~Ei over the surface of the structure as
the source, the modal weights cn can be obtained using the orthogonal prop-
erties of the CMs. Plugging equation 2.13 into 2.1 and taking the symmetric
product of both sides with ~Jm gives∑
n
cn
〈
~Jm,Z ~Jn
〉
=
〈
~Jm, ~Ei
〉
(2.14)
Using the orthogonality relation of equation 2.9 reduces the infinite sum to
the single term where m = n. Solving for cn yields
cn =
〈
~Jn, ~Ei
〉
1 + jλn
=
V in
1 + jλn
(2.15)
The symmetric product in the numerator is known as the modal excitation
coefficient, V in, and is a measure of how strongly a given excitation couples
to a given mode.
Remembering that TCM is really an operator theory (and that most of
the equations presented here are the finite discretizations of that theory),
an alternative definition for the modal excitation coefficient may be derived
using reciprocity from classical electromagnetic theory. Recall the reciprocity
theorem for two electric current sources a and b with currents ~Ja and ~Jb
defined in a volume Vsrc, with radiated electric fields ~Ea and ~Eb, respectively.
If Vsrc contains only reciprocal media (even if inhomogeneous or anisotropic),
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then ∫∫∫
Vsrc
~Ea · ~Jb dV =
∫∫∫
Vsrc
~Eb · ~Ja dV (2.16)
which states that the integral of the inner product of a’s fields with b’s cur-
rent over the region where b is defined (has nonzero current) is equal to the
opposite case, the integral of the inner product of b’s fields with a’s current
over the region where a is defined. For the case of TCM, the CMs (consider
these as source b) are only defined over the surface of their structure, S, so
the triple integral reduces to a double surface integral. This integration will
be equal to the integral (over the excitation source’s current) of the modes’
radiated fields times the current of the source:∫∫
S
~Esrc · ~Jn dS =
∫∫∫
Vsrc
~En · ~Jsrc dV (2.17)
The left-hand side of this equation is nothing more than the usual modal
excitation coefficient V in, while the right-hand side offers an alternative defi-
nition for it as obtained using reciprocity. Switching back to the discretized
form, we have
V in =
〈
~Jn, ~Ei
〉
=
〈
~En, ~J i
〉
(2.18)
Both the usual (center) and reciprocal (right) definitions will be of use later.
Just as the CMs may be used as a modal expansion of an arbitrary current
on a PEC structure, their radiated fields may be used to expand the radiated
field of this arbitrary current. Specifically, if a CM ~Jn radiates an electric
field ~En, a current having the expansion given in equation 2.13 radiates the
electric field ~E, expandable as
~E =
∑
n
cn ~En =
∑
n
V in
~En
1 + jλn
(2.19)
2.1.3 CMs Over Frequency
The inherent reliance of TCM on the method of moments (for the Z matrix)
means that a given solution to its generalized eigenvalue problem is only for
a single frequency of operation. Often one needs to know the behavior of
a structure or antenna over a band of frequencies. Consequently, a TCM
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analysis must be run at discrete frequency points chosen over the band of
interest, with spacing suitably chosen for the problem at hand.
Depending on the particular application, the subset of the calculated modes
actually used at each frequency may be selected based solely on some mea-
sure of significance, or it may also utilize information about the modes at
adjacent frequencies. It should be mentioned that this latter case, known
as eigenvector “tracking”, can allow one to view how eigenvalues or eigen-
vectors evolve over frequency. (Accurate tracking can be tricky since CMs
are not constant with frequency; see Figure 2.3. A good approach usually
involves computing vector correlations between solutions separated by small
frequency steps, perhaps with more elaborate algorithms as in the work of
Capek et al. [10].) Tracking shows, for example, that most modes start as
capacitive, pass through resonance, and become inductive as the frequency
is increased, although a few circulating current modes are inductive over the
entire frequency band. This information can be useful when determining
which modes, at which locations, and at what frequencies to excite a given
antenna structure. Nevertheless, not all applications require this information
or mode tracking. In this thesis, where CMs are simply used as a convenient
set of whole-domain basis functions to expand a structure’s current and more
easily estimate input impedance, tracking actually isn’t necessary and hence
isn’t used.
A brief, concrete example of the CMs of a basic structure will now be
offered. The seven most significant modes at 1.0 GHz of a two-dimensional
PEC plate are plotted in Figure 2.1; at this frequency, the plate’s dimensions
are roughly λ/3 by λ/30. For this example, these modes were then tracked
over frequency. A plot of their characteristic angles from 1.0 GHz to 5.0 GHz
is given in Figure 2.2. Modes 1, 4, and 7 resonate (αn = 180
◦) in this
range, while modes 2 and 5 remain capacitive, likely to resonate at higher
frequencies. The remaining two modes (3 and 6) are circulating current
(inductive loop) modes that radiate poorly. Finally, Figure 2.3 tracks mode 1
over a wide frequency range, showing how a mode’s pattern can dramatically
change over frequency.
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Figure 2.1: Plot of the first seven characteristic modes of a 100 mm by
10 mm PEC plate at 1 GHz. For ease of visualization, current magnitudes
are color-coded on a decibel scale and black arrows showing general
direction trends have been added.
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Figure 2.2: Plot of the characteristic angles over frequency for the modes of
Figure 2.1.
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Figure 2.3: Variation with frequency of characteristic mode 1 (referenced at
1 GHz) for a 100 mm by 10 mm 2D PEC plate. L denotes the length of the
plate in wavelengths at each frequency. Green and blue regions represent
current nulls; current flows in opposite directions on either side of a null.
Note that current magnitudes are color-coded on a decibel scale for ease of
visualization.
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2.2 Antenna Input Impedance in Literature
The topic of antenna input impedance is an important one and has been
addressed in many different ways over the years. Since the focus of this
thesis (explained in detail in Chapter 3) is on arbitrarily shaped microstrip
patch antennas analyzed using TCM, only literature relevant to these topics
will be discussed here.
As detailed in Carver and Mink’s classic, comprehensive paper [11] on
microstrip (patch) antennas (MSAs), work on these antennas was initially
explored beginning in the 1950s, with research and development accelerating
in the 1970s. Comprised of a metallic “patch” separated from a ground plane
by a substrate (typically a thin, non-magnetic dielectric), MSAs are usually
narrowband antennas operated at or near resonance. Consequently, their in-
put impedance is sensitive to frequency, feed location, and antenna geometry
(patch shape). To make MSA design feasible, a number of analytical ap-
proaches to estimating input impedance have been developed; chief among
these are the transmission line model and the resonant cavity model. For
rectangular patches with a feed placed along an axis of symmetry, the MSA
may be modeled as a microstrip transmission line with the input impedance
given by the radiation resistance (and reactive loading) suitably transformed
by transmission lines of length equal to the feed probe’s distances from the
patch edges. Although a nice intuitive model, this approach isn’t as accurate
as other methods and only applies to particular feed points on rectangular
patches, a potentially severe restriction. The other major analytical model
according to Carver and Mink [11] is the resonant cavity model. Here, the
space between the antenna’s patch and ground plane is modeled as a lossy
resonant cavity. By expanding the fields of this cavity in terms of TMz modes,
much more accurate estimates of input impedance (among other quantities)
for arbitrary feed locations may be determined. While more generally ap-
plicable, this model nevertheless still suffers from restrictions to patches of
certain canonical shapes (e.g. rectangles, circles, triangles).
A more recent development in MSA input impedance modeling is an eigen-
mode expansion by Shaker et al. in [12] and Shaker in [13]. In this approach,
the modal expansion idea of the resonant cavity method is generalized to
incorporate arbitrarily shaped patches, with the interior fields expanded in
terms of the eigenmodes of the structure, as derived from the wave equa-
14
tion. With this method, Shaker is able to easily obtain accurate values of
input resistance using only a small number of modes (on the order of 2 or
3). Good accuracy for input reactance is also claimed; however, this sup-
posedly requires more modes and isn’t addressed in any substantial detail.
The extent of [13]’s treatment of input reactance of probe-fed patches is to
model the probe as an additional inductance in series with the calculated
input impedance. Shaker acknowledges that this simple model must be used
with caution, as it is difficult and tedious to generalize to arbitrarily shaped
patches and doesn’t apply to off-axis feeding for rectangular patches (cases in
which the feed probe’s currents are asymmetric due to an asymmetric probe
location). In short then, Shaker’s eigenmode expansion method allows for
accurate input resistance estimation for MSAs of arbitrary shape.
More accurate accounting for the input reactance of a microstrip antenna
requires a more accurate model, not too surprisingly. One way to achieve
this is explicitly include the feed probe in the antenna model and to model
the coaxial cable’s excitation as a combination of an electric current source
along the feed pin and a radial (TEM mode) electric field over the annular
aperture in the ground plane at the base of the feed pin (the opening of
the coaxial cable). By the equivalence principle, the radial electric field may
be replaced by an equivalent azimuthal magnetic current and the annular
aperture in the ground plane shorted, forming a perfect ground plane. This
is the approach taken by Chang-Hsiu and Hsu [14] and one approach taken
by Chew et al. [15]. Chang-Hsiu and Hsu conclude that good results for
the input impedance may be obtained when neglecting the aperture field
when the aperture’s size is small relative to the MSA’s patch size. One of
Chew et al.’s conclusions is that capacitance from the annular aperture has
a more pronounced effect on the input impedance as the substrate thickness
increases. This suggests that for thin substrates, one may obtain reasonable
input impedances solely by modeling the feed as an electric current source
along the feed pin, even when neglecting the aperture fields.
Turning to the topic of TCM, the input impedance of antennas using TCM
was first addressed by Yee and Garbacz [16] in 1973. In this paper, the input
admittance (and mutual admittance, for multi-port antennas) for an antenna
or scatterer comprised of thin wires is derived for small delta-gap feeds using
the structure’s CMs as basis functions to expand induced current. Although
Yee and Garbacz only consider thin-wire structures, likely for computational
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feasibility reasons, this theory may also be applied to arbitrary structures in
which the feed is located on a thin wire segment. (Indeed, this is the basis for
the wire probe model developed later in Section 3.2.) A recent generalization
of this approach is given by Ethier and McNamara [17], where the concept
is extended to antennas representable with PEC surface meshes and driven
by a delta-gap source in the surface mesh. As Ethier and McNamara are
more interested in shape synthesis and the antenna’s Q-factor, independent
of feed location, the input impedance is only addressed theoretically and its
accuracy not assessed.
A number of other papers apply TCM to the antenna feed problem, but
none really focus on the accuracy of the modeled input impedance. Obeidat
et al. [18], for instance, use TCM to explain the nature of series and parallel
resonances in terms of CMs. An edge-fed, air-substrate MSA is one of three
antennas analyzed, but the accuracy of its input impedance isn’t addressed,
nor are the results experimentally verified. Cabedo-Fabres et al. provide
two preliminary uses of TCM for the analysis of air-substrate MSAs in [19]
and [20]. In [19], the MSA is modeled as a metal patch in air over a ground
plane, with TCM merely used to analyze the CMs’ patterns on the patch.
The MSA with an actual coaxial feed probe is then modeled using a con-
ventional electromagnetic solver, and the resulting total induced current on
the patch qualitatively compared to the previously computed CMs. In [20],
TCM is used to analyze (among other things) a triangular MSA for purposes
of radiating with circular polarization. Two of the patch’s modes are selected
as having desirable shapes (both nearly linear and orthogonal in space), and
a suitable feed location found at a frequency and location on the structure
where the modes’ currents are equal in magnitude and are in phase quadra-
ture (determined from the characteristic angles). In both papers, matters of
input impedance or of feed modeling with TCM are not considered; the feed
is merely viewed as a small excitation to be added at the end of the design
process, with location chosen for strong coupling to the desired mode(s).
Two papers do specifically focus on input impedance modeling with help
from TCM. In [21], Adams and Bernhard examine the modes of a dipole
antenna over frequency and use these to derive broadband equivalent circuit
models for the input impedance. Comparing the results to a full-wave sim-
ulation, very good agreement for both input admittance and susceptance is
obtained over a 10 : 1 bandwidth. Although application to more complicated
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antennas (such as MSAs) is briefly addressed, such work remains to be done.
In [22], Adams uses this approach to approximate input impedance by exam-
ining the CMs’ radiated far-fields and determining the best fit to spherical
harmonic fields; the input impedance is then modeled as a combination of the
spherical harmonics’ equivalent circuit models. The approaches of both [21]
and [22] give good, wideband input impedance estimates, but are presently
limited to simple antennas with a fixed, pre-placed feed. Overall then, appli-
cation of TCM to modeling antenna input impedance in a manner suitable
for determining a good feed location is currently an unexplored topic in the
literature.
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CHAPTER 3
APPROXIMATING ANTENNA INPUT
IMPEDANCE WITH TCM
The benefits of input impedance approximation methods lie in their ability to
assist the antenna designer in determining where to feed an arbitrarily shaped
antenna. While any input impedance can theoretically be transformed to any
required value by an appropriate matching network, such networks in practice
can be lossy, bulky, and/or costly. The ability to obtain a more favorable
input impedance simply by determining a suitable feed location is convenient
and desirable. One way to achieve this is by utilizing impedance maps:
surface plots of input resistance and reactance versus feed location. (See, for
example, Shaker et al.’s work [12].) While impedance maps can be generated
by an accurate simulation of the complete antenna for a large number of feed
positions, such simulations are time-consuming. A better approach involves
creating a model of the antenna sufficiently detailed enough to estimate its
input impedance, but sufficiently simplified enough to facilitate the creation
of impedance maps.
One way to do this is to model an antenna without a feed and obtain a
set of complete, whole-domain basis functions for its currents; TCM offers
one such possible set. The interaction of a feed with the antenna structure
may then be more easily computed in terms of interactions with the basis
functions. The virtual probe model developed in Section 3.1 takes this ap-
proach. As will be more apparent later, this turns out to over-simplify the
antenna’s geometry for the sake of speed and simplicity at the expense of
input impedance accuracy (particularly input reactance). Trading off the
speed of analysis for improved accuracy, the wire probe model of Section 3.2
approximates a microstrip patch antenna’s coaxial feed probe by explicitly
including a thin wire in its model to better account for the probe’s effects.
While this does slow down the analysis, the accuracy obtained is markedly
better.
The two methods developed in this chapter serve to provide an estimate
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of the input impedance for air-substrate, coaxial probe-fed, microstrip patch
antennas over perfect ground planes. This highly specific class of antennas is
the result of two constraints: the theory used and the ease of experimental
fabrication and measurement. The restriction to air substrates is a conse-
quence of using the basic TCM, which is only valid for PEC structures in
free space. Although a generalized TCM exists, it is considerably more com-
plicated and presently not as well researched or understood. The restriction
to coaxial probe-fed microstrip patch antennas is due to the relative ease
with which these antennas may be fabricated and measured (e.g., no balun
is required for connecting to conventional SMA coaxial cables). Probe-fed
antennas are also of particular interest as nearly all TCM literature to-date
dealing with antenna feeds is restricted to the delta-gap feed model. The
requirement for a perfect ground plane, or at least a large, highly-conductive
one in the real world, is because small or imperfect ground planes can sig-
nificantly alter an antenna’s performance and a study of these effects is not
a part of this thesis.
3.1 Virtual Probe Model
One of the simplest manners in which to model the coaxial feed probe of
a MSA is with an idealized electric current line source, since the antenna’s
coaxial feed (between the patch and ground plane) is a short, thin, current-
carrying wire. This approach was used during early development of computer
codes to analyze MSAs using the method of moments; see, for example,
Pozar [23]. Here also, this model ignores the feed probe’s thickness, the
annular aperture in the ground plane, and, more significantly, radiation from
the feed probe. It should thus be more accurate the shorter the feed probe
is. A further simplification is to assume that the source current on the feed
probe (the line source) is uniform: no magnitude or phase variation will be
introduced.
In a nutshell, the virtual probe model creates an electric current line source
where the feed is to be located. The current induced on the MSA patch
from this source is calculated, then the electric field radiated by the induced
current is calculated. By integrating the field over the length of the line
source, a voltage is obtained. Simple application of Ohm’s law yields an
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estimate of the input impedance. A more detailed explanation follows:
1. The antenna is first modeled as a PEC patch in free space above an
infinite ground plane. The patch is suitably meshed (discretized) and
the Z matrix for the patch structure is computed. Note that the geom-
etry mesh for TCM problems generally must be more dense than for
standard method of moment solutions. For a more detailed analysis,
see the paper by Eichler et al. [24].
2. Per the generalized eigenvalue problem defined in equation 2.5, the
eigenvectors (characteristic current modes) and their eigenvalues are
calculated for Z and are normalized to radiate unit power. The N
most significant modes (eigenvalues nearest to zero) are then chosen
per the desired significance cutoff criterion.
3. A uniform electric line source carrying current Isrc is “placed” at the
feed probe location, having a length t equal to the substrate height
(distance between the patch and the ground plane).
4. Using the radiated modal electric fields ~En (unweighted, hence still
normalized to radiate unit power), the modal excitation coefficients V in
for the first N modes are calculated with the reciprocal form given on
the far-right of equation 2.18. The modal weighting coefficients cn are
then computed with equation 2.15. In compact form,
cn =
〈
~En, ~J i
〉
1 + jλn
(3.1)
5. Knowing the degree to which each mode is excited, the actual radiated
electric field may be obtained by the weighted sum of equation 2.19.
Integrating this along the length t of the line current gives the induced
voltage:
Vind = −
∫ t
0
~E · ~dl = −
∑
n
cn
∫ t
0
~En · ~dl (3.2)
6. Finally, the estimate for the input impedance is given using Ohm’s law:
Zin =
Vind
Isrc
(3.3)
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3.2 Wire Probe Model
One of the limitations of the virtual probe model is that the CMs are cal-
culated for the antenna structure without a feed. The assumption implicit
in this, of course, is that the actual feed doesn’t significantly perturb the
CMs of the antenna. A better approach is to explicitly model the feed in
simplified form. To do this, the wire probe model approximates the coaxial
feed as a thin wire between the MSA’s patch and ground plane. A uniform
electric field is excited along the length of the wire and the input impedance
again estimated from the integral of the electric field along the wire divided
by the induced current in the wire.
A more thorough outline of this method is as follows:
1. The antenna is first modeled as a PEC patch in free space above an
infinite ground plane. At the location of the coaxial feed pin, a thin
wire is placed which connects the ground plane to the patch. Here,
“thin” merely indicates that only longitudinally directed currents may
flow on the wire. After the wire is placed, the patch is meshed as is
appropriate for the frequency of interest and the Z matrix computed
(again, keeping in mind that TCM calculations usually require denser
meshes than standard method of moments calculations).
2. Next, the CMs and their eigenvalues are calculated for the MSA based
on the TCM eigenvalue equation, equation 2.5, then the CMs are nor-
malized to radiate unit power and the N most significant modes taken.
3. For the given structure mesh, the element(s) corresponding to the wire
feed are determined. A uniform (constant magnitude and phase) elec-
tric field ~Ei is assumed along the length of the wire, and per equa-
tion 2.18 and equation 2.15, the first N modal excitation coefficients
V in and modal weightings cn are computed. Compactly,
cn =
〈
~Jn, ~Ei
〉
1 + jλn
(3.4)
4. With the modal weightings, the current on the patch and feed wire can
be obtained from the modal sum of equation 2.13. Taking the incident
(source) electric field and integrating over the length of the feed wire
21
gives the impressed source voltage
Vsrc = −
∫ t
0
~Ei · ~dl (3.5)
Taking the induced current at the base of the feed wire Iind, an input
impedance may be calculated as
Zin =
Vsrc
Iind
(3.6)
3.3 Impedance Maps
One of the benefits of an accurate and affordable method for estimating
antenna input impedance is that it enables the generation of impedance maps.
Such maps plot input resistance or reactance over the surface of an antenna
as a function of feed position. (Alternatively, the magnitude and phase angle
of the input impedance may also be plotted.) In other words, for a given
position, they show what the input impedance would be if the antenna were
fed at that point. Impedance maps are particularly useful to the engineer
who already has a designed antenna, but wishes to know where the best (or
a better) feed location would be. Recent and prominent usage of impedance
maps can be found in Shaker et al.’s work in [12] and Shaker’s work in [13].
At their fundamental level, impedance maps may be used to match an
antenna to a desired impedance simply by taking the locus of points with
the desired input resistance and locating its intersection with the locus of
points having the desired input reactance. (Again, a similar procedure exists
for impedance magnitude and phase maps.) As such an intersection may not
exist for a given antenna, impedance maps may also be used to determine the
“best” input impedance obtainable, e.g. obtainable input resistances for zero
input reactance, or input impedances closest in magnitude to 50 Ω. From a
practical fabrication standpoint, impedance maps also provide a measure of
input impedance sensitivity. Regions on a map where impedances change
rapidly indicate locations where small fabrication errors could significantly
alter the input impedance. For maps generated from TCM-based approaches,
modal properties may also be displayed. If strong excitation of a given CM
is desired, say because it has a high modal significance, the fraction of input
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energy that couples to that mode (the fraction of the input impedance at-
tributable to that mode) can also be plotted as a function of position, showing
feeding locations that excite the mode. Examples of impedance maps will be
provided in Section 4.4.5 for the particular case study of Chapter 4.
23
CHAPTER 4
CASE STUDY: AN L-SHAPED MSA
In order to validate the derived input impedance estimation methods, an
L-shaped microstrip patch antenna was designed, fabricated, experimentally
measured, and compared with various simulations. The details of this par-
ticular case study are given in this chapter.
4.1 Design and Fabrication
Based on the developed theory, any air-substrate, coax-fed MSA would suf-
fice for a real-world examination. I decided that the patch should have a
non-canonical shape to emphasize the general applicability of the two TCM-
based theories, yet should still be relatively easy to construct. Furthermore,
I wanted to examine the patch for different fractions of a wavelength in
size. With these requirements in mind, I settled on a symmetric L-shape
with dimensions including a quarter- and half-wavelength in the frequency
range of measurement. By picking these to occur at 3.0 GHz and 6.0 GHz,
respectively, the patch’s primary dimensions were set at 25.0 mm on a side,
as depicted in Figure 4.1. The reason for these frequencies was a compro-
mise between fabrication ease and measurement ease. Much lower in fre-
quency would complicate antenna pattern measurements, requiring a larger,
bulkier standard gain horn and potentially encroaching on the near-field of
the antenna; much higher in frequency would make most of the antenna’s
dimensions small enough to be difficult to accurately fabricate. (As it turns
out, the far-field requirement is less critical for the work here, since pattern
measurements remain as future work to investigate.) Actual measurements
were taken over the range of 2.0 GHz to 7.0 GHz, enclosing the two primary
design frequencies.
With the patch itself designed, the patch’s height above the ground plane
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Figure 4.1: A top view of the L-shaped patch, showing dimensions. For the
depicted coordinate system, the origin is located on the lower left corner of
the patch.
needed to be determined next. For typical MSA design, choice of this param-
eter is important since it influences bandwidth, among other factors. Since I
wasn’t designing this antenna to meet any performance specifications, how-
ever, this parameter could be chosen fairly freely. Keeping the height small
relative to the shortest wavelength of operation was one constraint: doing
so should minimize feed probe radiation, which is undesirable for an MSA.
Another influencing factor was structural soundness, since a key problem
with air-substrate MSAs is the support of the patch. Although with a fixed
probe position the patch could simply be supported by the feed pin, working
with such a fragile design could quickly become tedious, especially given the
need to relocate the probe to multiple positions. To add additional support,
a block of structural foam (Rohacell R©) having a permittivity similar to air
was tacked to one leg of the L with a dot of super glue. Since the exact value
of the patch height wasn’t critical, I chose it to be the same thickness as the
available foam for convenience. Thus, the L-patch MSA was designed with a
patch height of t = 4.0 mm, corresponding to a bit less than λ/10 at 7.0 GHz,
the highest frequency measured.
Fabrication of this antenna was done using 0.45 mm-thick copper for the
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Figure 4.2: Dimensions (not to scale) of the fabricated patch and feed.
patch. A coaxial SMA connector was used for the feed probe, having an inner
pin diameter of 1.24 mm and a Teflon dielectric of outer diameter 4.1 mm;
see Figure 4.2 for a schematic and Figure 4.3 for a close-up picture of the
patch and feed probe. The coax probe was mounted through a small square
of copper (0.45 mm thick and about 120 mm on a side) serving as a local,
structural ground plane. Since the theoretical design included an infinite
ground plane, obviously physically impossible, the experimental antenna’s
full ground plane was realized using a large copper circle with a radius of
300 mm (2λ to 7λ over the measured frequency range). The L-patch antenna
and its small, square ground plane were attached to this circle with con-
ductive copper tape (see Figure 4.4). The relatively large dimensions of the
ground plane were chosen so that its finite size would have negligible effect
on the antenna’s input impedance.
Such a large ground plane also enabled a convenient fabrication trick.
Rather than move the feed probe itself to new positions, necessitating an
arduous drilling of new holes, copper taping of old holes, and continual de-
soldering and re-soldering of the coax connector, the patch itself was merely
de-soldered, translated to a new position relative to the feed probe, then
re-soldered to the probe. For a sufficiently large ground plane, shifting the
patch’s position slightly with respect to the plane’s edges should have mini-
mal effect, especially on the input impedance. For a given feed probe position,
the patch was soldered in place and good (DC) electrical conductivity be-
tween the patch and the coax center conductor verified. For the first probe
position, the patch was attached by placing a bit of solder on the coax feed
pin, setting the patch on top, and attempting to heat the patch up enough
(from above) that the solder would melt. The solder (silver spot) visible on
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Figure 4.3: Close-up picture of the L-patch antenna. The solder (silver
spot) on the top of the patch was an attempt to more efficiently transfer
heat to the patch in order to solder it to the feed probe (gold pin below the
patch). The white ring around the feed probe is the coaxial connector’s
Teflon dielectric. Visible on the right is the white structural foam.
Figure 4.4: Picture of the L-patch antenna and its ground plane in the
anechoic chamber. The conductive copper tape affixing the small square
ground plane to the larger circular ground plane is clearly visible in the
center.
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the patch in Figure 4.3 was an attempt to more efficiently transfer heat to the
patch for this purpose. In practice, this method proved to be slow, tedious,
and not very effective. Ultimately, the best method found was to remove
the coax feed pin by sliding it up (away from the ground plane), flipping
the patch upside-down, and soldering the feed pin directly. The patch-pin
structure could then be flipped right-side-up and slid back into place.
4.2 Measurement
A series of input impedance measurements were taken for the L-patch an-
tenna for a variety of feed positions. For each probe position, the antenna was
placed on a PVC pipe supporting structure inside the UIUC Electromagnet-
ics Laboratory’s anechoic chamber (see the picture in Figure 4.5). Scattering
parameter (S11) measurements were taken using an Agilent Performance Net-
work Analyzer (model E8363C), swept from 2.0 GHz to 7.0 GHz with 1601
discrete frequency points. To ensure a good signal to noise ratio (especially
given the somewhat lengthy cable required), the network analyzer’s output
power was increased to 0 dBm (1 mW). A total of 21 different feed probe
positions were measured; these are plotted and tabulated in Figure 4.6. The
feed pin’s edge offset with respect to the origin (patch’s lower left corner) was
measured, then the probe center position calculated by adding the probe ra-
dius to these dimensions. (This is why all the positions end with a 2.) The
first twenty positions, probes #0 through #19, were all measured during the
same lab session, while #20 was added and measured about a month later.
Preliminary analysis showed that all of the S11 data for these positions
had significant “curls” when plotted on a Smith chart, which led to small,
superimposed ripples on the input impedance data. Due to the soldering
technique used in which the feed pin was continually removed and re-inserted
into the coax connector, there was concern that these ripples were indicators
of an undesired air gap, possibly due to gradual wearing of the Teflon di-
electric. Additional measurements of probe position #19 were taken both
to investigate this matter and to check the measurement repeatability. The
time-varying nature of the “curls” noticed this time around suggested that
the issue was an artifact of the network analyzer. Increasing the frequency
sweep time from a default 48 ms to a much longer but presumably safer
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Figure 4.5: Picture of the L-patch antenna experimental setup. The
antenna’s ground plane was supported with a PVC pipe structure and
placed at one end of an anechoic chamber.
500 ms resolved the issue by eliminating the “curls” altogether. Plots of the
real and imaginary components of S11 are given in Figure 4.7, where line A
was the first measurement, and lines B, C, and D were the follow-up mea-
surements taken a month later. For lines B and C, the network analyzer’s
default 48 ms sweep time was used; after measurement B, the antenna was
fully disconnected, the patch and feed pin structure removed from (slid out
of) the coax connector, then reseated and remeasured. In this manner, every-
thing just short of re-soldering the patch was done to check the experimental
setup repeatability. Line D was yet another measurement iteration, but this
time with the increased frequency sweep time. Finally, a 21st feed probe
position (#20) was added near the end of the patch; this was also used to
check repeatability, as well as to give data for an untested region of the patch.
Excellent repeatability was obtained, as shown in Figure 4.8.
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Probe Index X [mm] Y [mm]
0 8.62 3.62
1 8.92 2.32
2 11.42 3.52
3 12.02 2.42
4 10.12 2.32
5 10.42 3.52
6 7.92 1.62
7 6.82 3.52
8 5.42 3.02
9 2.82 2.92
10 1.52 1.02
11 3.62 1.92
12 4.52 2.02
13 6.52 2.42
14 5.42 4.62
15 7.82 4.12
16 6.62 8.42
17 7.12 6.12
18 5.52 8.32
19 9.32 5.52
20 7.22 21.02
Figure 4.6: Experimentally measured probe positions. The foam support
corresponds to positions x ≥ 12.5 mm.
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Figure 4.7: Measurement repeatability for probe position #19. Line A was
the initial measurement, and lines B, C, and D were taken about a month
later. Between B and C, the feed pin was removed from the coax connector
and then reseated. Between C and D, the network analyzer’s sweep time
was increased from 48 ms to 500 ms, eliminating the ripples in the data.
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Figure 4.8: Comparison of two different S11 measurements of the antenna
for the feed probe fixed in position #20. Very good repeatability is
obtained, with the maximum magnitude difference between measurement A
and B being less than 0.025. For these measurements, the network
analyzer’s frequency sweep time was set to 500 ms.
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4.3 Simulations
Following experimental construction and measurement of the L-patch MSA,
it was then analyzed using three different simulation methods: a commercial,
full-wave finite element solver and the two TCM-based methods, the virtual
and wire probe models.
4.3.1 HFSSTM Simulations
Analysis of the L-patch MSA with a standard finite element method full-
wave solver was done for two reasons. First, by comparing these simulation
results to experimentally measured results, a “sanity check” of sorts could be
performed. Close agreement between the two data sets should indicate that
the software model sufficiently captures the relevant details of the physical
antenna. Conversely, close agreement should also indicate that the experi-
ment is properly set up, is measuring the antenna with sufficient accuracy,
and is free of major fabrication errors and unexpected disturbances (e.g.,
verifying that the structural foam indeed minimally perturbs the antenna’s
performance). Second, analyzing the antenna with a full-wave solver (once
the solver’s results are experimentally verified) allows for more feed positions
to be easily evaluated purely via simulation, cutting down on experimenta-
tion time.
With these reasons in mind, the L-patch MSA was modeled in the com-
mercial solver ANSYS R© HFSSTM (part of the ANSYS R© Electromagnetics
Suite, Release 15.0.7). Built above an infinite PEC ground plane, the patch
itself was comprised of a thin copper plate having the same dimensions and
substrate height as the experimentally measured antenna. For the antenna’s
coaxial SMA feed probe, a short segment of coaxial transmission line of length
2.05 mm was constructed below the ground plane and feeding up through it.
Based on measurements of an actual SMA connector, the feed was designed
with an outer conductor of radius of 2.05 mm, an inner conductor pin of ra-
dius 0.62 mm, and a Teflon R© dielectric enclosed between the two. Although
the outer conductor was modeled with PEC, the inner pin was modeled as
copper and was extended up through the ground plane and connected to the
patch as the antenna feed probe. The volume around the antenna and above
the ground plane was set as free space, extending about 37.5 mm farther than
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Figure 4.9: The L-patch antenna as modeled in HFSS. The L-shaped
orange block is the copper patch, the gold post is the copper feed pin and
coaxial cable’s center conductor, the gray-white annular cylinder is the
coaxial cable’s Teflon dielectric, and the gridded, light orange background is
the infinite PEC ground plane.
Table 4.1: HFSS-modeled material properties: relative permittivity (r),
relative permeability (µr), electrical conductivity (σ), and loss tangent (δ).
Material r µr σ [S/m] δ
Copper 1 0.999991 5.8× 107 –
Teflon 2.1 1 – 0.001
the antenna in all directions (λ/4 at 2.0 GHz). This volume was enclosed by
a radiation boundary to allow this finitely truncated domain to mimic an
infinite free space environment. A picture of the model in HFSS is shown
in Figure 4.9; the free space volume and boundaries aren’t pictured for clar-
ity. The material properties used to model copper and Teflon are listed in
Table 4.1.
In order to excite the antenna, a wave port was placed at the bottom
of the coaxial feed cable, in effect connecting the short segment of modeled
cable to an infinitely long waveguide of the same materials and cross-sectional
dimensions. To ensure proper coupling of the cable to the antenna (per HFSS-
recommended practices), a “perfect H boundary” was placed on the dielectric
face in the plane of the ground plane (in other words, over the annular slot in
the ground plane). Such a boundary in HFSS, when placed internally in the
model, overrides the ground plane’s PEC boundary condition and enforces
continuity of the tangential magnetic field ( ~H) across the interface. This
allows power to radiate through the annular slot in the ground plane [25].
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With the excitation configured, the geometry was meshed (at the highest
frequency, 7.0 GHz) and a driven modal solution calculated, converging for a
maximum change in input S-parameter ∆S11 ≤ 0.02 and a maximum change
in input port characteristic impedance of ∆Z0 ≤ 0.2 %. Solutions for each of
the 21 experimentally measured feed probe positions were then calculated at
41 frequency points from 2.0 GHz to 7.0 GHz via an interpolating sweep. An
additional series of simulations were also run with the probe placed along a
regular grid of positions for later impedance map generation.
4.3.2 Virtual Probe Model Simulations
Generation of the Z matrix for the virtual probe model was done using
the commercial method of moments solver FEKO. An infinitely thin PEC
plate with the MSA’s patch dimensions was created and placed over a per-
fect, infinite ground plane. This model was then meshed with a maximum
triangular element edge length of around 1.07 mm, corresponding to λ/40
at 7.0 GHz; the resulting mesh had 1116 elements and is pictured in Fig-
ure 4.10. The Z matrix was then calculated at 31 frequency points be-
tween 2.0 GHz to 7.0 GHz. Both this model and the wire probe model of
Section 4.3.3 were initially simulated at 21 equally spaced frequency points,
but 10 additional points were later added at frequencies where better reso-
lution was needed due to the input impedance changing rapidly.
One of the attractive features of FEKO is the ease with which one can
access and manipulate the files in which it stores its method of moments
data. Documentation is provided explaining the file formats it uses to store
Z matrices, current vectors, and near fields, just to name a few. Hence, even
though FEKO is capable of computing CMs, this functionality wasn’t used.
Instead, calculation of the CMs of the structure at each solved frequency
was done using custom Python1 scripts to import the Z matrix, solve the
generalized eigenvalue problem, normalize and sort the modes, and finally
write the current modes (vectors) back into one of FEKO’s files for easy
visualization. This approach, documented in more detail in Appendix A,
allows for easy development of new or non-standard methods, such as the
virtual and wire probe models.
1Python is a powerful scripting language available for free at www.python.org.
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Figure 4.10: The FEKO model and mesh used for the virtual probe model.
Once the CMs of the antenna’s patch have been determined, there are
two ways of obtaining the modal excitation coefficients V in for the virtual
probe model. The first approach, using the center relation of equation 2.18,
requires one to calculate the unit line current’s (virtual probe’s) radiated elec-
tric field’s components that lie tangential to the patch surface. The modal
excitation coefficient may then be computed using the CMs (the surface cur-
rents on the patch), ~Jn, and this incident field, ~Ei. Although a perfectly valid
technique, this approach wasn’t utilized because implementing it in a custom
script outside of FEKO amounts to a somewhat involved process. One must
import and work with the FEKO mesh of the patch, expand the CM cur-
rent vectors on this mesh with the method of moments’ basis functions, and
compute the electric field radiated by the line current over the patch surface.
Alternatively, one may compute the modal excitation coefficients with the
reciprocal form given on the right-hand side of equation 2.18. For this ap-
proach, one merely needs to know the CMs’ radiated electric fields ~En at
the virtual probe location. These can be easily computed using FEKO, thus
leveraging its speed and accuracy. Another advantage is that the current
vector ~Ji needed for this form requires no further computations: the exci-
tation source is already a line current. This approach was the one used for
the virtual probe model. Once the CMs had been calculated, their current
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vectors were written back into FEKO’s files. FEKO was then re-run with
these surface currents, computing their radiated electric fields at a 3D grid of
points between the patch and ground plane. By reading in this electric field
data (again with custom Python scripts) and interpolating as necessary, the
V in’s for the most significant modes were calculated and input impedances
calculated per the method outlined in Section 3.1.
4.3.3 Wire Probe Model Simulations
A similar process was used for the TCM-based wire probe model, with gen-
eration of the Z-matrix again done in FEKO. As shown in Figure 4.11, the
patch was constructed as a 2D PEC L-shaped plate above an infinite ground
plane. A thin wire of radius r = 0.62 mm corresponding to the coax center
feed pin was placed at the desired feed probe location, connecting the patch
to the ground plane. Although wires in FEKO require specification of a ra-
dius, they only permit longitudinal (1D) current flow. Once constructed and
with the feed suitably located, the FEKO model was meshed with a max-
imum triangular edge length of 2.0 mm (about λ/20 at 7.0 GHz) and with
a wire segment length of 4.0 mm, allowing the feed to be constructed of a
single wire, for simplicity. The resulting mesh has around 340 mesh triangles
and a single wire. This structure wasn’t meshed as densely as the one for
the virtual probe model since near-field electric field values aren’t needed for
this method.
A total of 31 frequency points from 2.0 GHz to 7.0 GHz were simulated,
same as with the virtual probe model simulations. For each probe position,
the FEKO model was updated and meshed, the Z matrix generated and im-
ported, and the CMs computed (using the method detailed in Appendix A).
The modal excitation coefficients and resulting input impedances were cal-
culated per the procedure in Section 3.2. As a brief note, care must be
taken when integrating the source field (Equation 3.5) in discrete form (as
with FEKO). For a uniform ~Ei of magnitude Ei, the discretized form of this
integral is
Vsrc = E
iNs (4.1)
where Ns is the number of nodes over which the electric field is applied
(the number of nonzero components in the discretized electric field vector of
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Figure 4.11: FEKO model and resulting mesh of the wire probe model of
the antenna.
basis function coefficients). Accidental omission of the Ns factor is readily
apparent as it manifests itself as an input impedance divided by this factor.
4.4 Results and Analysis
With the simulated data from HFSS and the two TCM-based methods, com-
parisons will be made to the experimental data and between the various meth-
ods. Overall, all three methods were able to provide good results, though
the virtual and wire probe models showed a marked frequency shift and the
virtual probe model’s input reactance required additional compensation.
4.4.1 HFSS
One of the first steps taken was validation of the HFSS simulations against
the experimental results. Although initial comparisons of HFSS’s simulated
input impedances differed drastically from the experimentally measured ones,
comparison on a Smith chart quickly showed why. As shown in Figure 4.12,
the two data sets differ merely by a frequency-dependent rotation. In other
words, one set needs to be placed in series with a segment of transmis-
sion line, effectively moving the plane of reference for the measurement in a
process known as de-embedding. Since HFSS’s reference plane was already
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established as lying along the antenna’s ground plane, the experimental data
were instead de-embedded. To accomplish this in a rigorous, repeatable
manner, the HFSS S11 data were interpolated at the experimental data’s
1601 frequency points, the experimental data de-embedded by a transmis-
sion line of length `, and a least squares fit to find ` minimizing the absolute
value of the difference in the two data sets performed. For interpolation,
piecewise cubic Hermite interpolating polynomials were used (specifically,
the scipy.interpolate.pchip interpolate function from SciPy2); these
had the benefit of smoothly and monotonically interpolating the data with-
out the artificial oscillations or over-shooting sometimes present in other
interpolation methods (such as with splines). For de-embedding, a lossless
transmission line was taken with a characteristic impedance Z0 = 50 Ω and
a phase constant β = 2pi/λ (that of free-space). For a length ` of such line,
the transformed input reflection coefficient Sˆ11 is
Sˆ11 = S11e
−2jβ` (4.2)
After performing the least squares fit to all 21 of the experimental probe posi-
tions, the average value of ` = −12.3 mm was taken and used to de-embed all
of the experimental data for this and all subsequent comparisons. Although
this value represents a length of transmission line, the negative quality simply
corresponds to moving the measurement reference plane farther away from
the network analyzer and closer to the antenna. Physically this value makes
sense: for all of the measurements taken, calibration was performed with
standards consisting of known loads attached to the end of the measurement
cable. The exact plane of reference to which these standards calibrate the
analyzer isn’t precisely known, and the de-embedding necessary here suggests
that this plane is somewhere inside the connector, not at its very endmost
tip where the antenna’s ground plane is. The de-embedding performed thus
effectively moves the measurement reference plane out to the ground plane.
Overall, generally good agreement between the HFSS and (de-embedded)
experimental data was obtained. Figures 4.12 and 4.15 compare S11 values on
a Smith chart3 for probe positions #0 and #12, while Figures 4.13 and 4.14
2SciPy is an open-source collection of Python modules (libraries) for scientific comput-
ing, and is available at www.scipy.org.
3Figure 4.15 and all subsequent Smith charts were generated using a custom modifica-
tion of the skrf.smith routine in the open-source scikit-rf module [26].
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Figure 4.12: Plot performed in HFSS (normalized to 50 Ω) comparing
reflection coefficients (S11) at probe position #0 for the HFSS simulation
(in red, with simulated frequency points denoted by square points), the raw
experimental data (in green, labeled “Original”), and the transmission line
de-embedded experimental data (in blue, labeled “Transformed”). The curls
visible on the experimental data were finally eliminated for positions #19
and #20 by increasing the network analyzer’s frequency sweep time.
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compare input impedance values for these positions. For some of the probe
locations, the HFSS data either indicates peaks a bit higher in frequency
than they should be and/or differs slightly in input impedance values. Such
differences may be attributed to the differences in the simulated model versus
the real-world antenna. These potentially include:
• Ground plane loss, since the HFSS model used an infinite PEC ground
plane
• Slight geometry differences, including the patch not being perfectly
parallel to the ground plane, as well as the presence of structural foam
and its affixing glue
• Slightly different material properties
• Loss in the feed probe’s solder connection
Nevertheless, the results agree fairly favorably, as would be expected from a
commercial solver. Unfortunately, although the data look quite similar, the
slight frequency shift present in a number of the probe positions amounts
to a fairly significant relative error when input impedances are compared.
As a result, using HFSS to generate additional data for feed probe positions
not experimentally measured (to which the TCM-based methods could be
compared) isn’t likely to be a good approach.
4.4.2 Virtual Probe Model
After the experimental data were properly de-embedded (with the help of
HFSS), the accuracy of the TCM virtual probe model was analyzed. For the
simulation setup described in Section 4.3.2, a total of 30 modes were com-
puted. Inspection of the modes’ patterns and total radiated power suggested
that not all of these were valid. Most of the higher-order (larger eigenvalue)
modes’ current patterns were haphazard and unstructured, essentially look-
ing like numerical noise. Although CMs’ patterns aren’t required to be neatly
structured, all prior experience shows this to be the case in practice. The
modes with “scrambled” current patterns were thus excluded. Addition-
ally, a number of higher-order modes radiated considerably less than 1.0 W
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Figure 4.13: Probe position #0 input resistance and reactance for
HFSS-simulated data versus experimental data. The points denote
HFSS-simulated frequencies.
of power, despite being normalized to do so. (That is, they were normal-
ized against the positive-semidefinite-coerced R matrix from Harrington and
Mautz’s method [4], as explained in Appendix A. FEKO’s computation of
their total radiated power used the original, indefinite version of R, hence
the discrepancy.) These modes were deemed to likely be less accurate as well,
and so were also excluded. In the end, the first 12 modes at each frequency
with the smallest magnitude eigenvalues were kept. The ones at 2.0 GHz are
shown in Figure 4.16, with one of the discarded “scrambled” modes shown
in Figure 4.17.
The modes deemed valid were next returned to FEKO to compute the
electric field near-field values, as needed for the virtual probe model. These
field values were sampled on a regular grid, as detailed in Table 4.2, and
the values needed for a given probe calculation linearly interpolated from
these. Comparing the calculated input impedances with the (de-embedded)
experimental data showed two issues. First, the raw data for the input re-
sistance differed significantly, although closer inspection revealed that it was
scaled up in frequency on the order of 8 %. Given that this TCM model is
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Figure 4.14: Probe position #12 input resistance and reactance for
HFSS-simulated data versus experimental data. The points denote
HFSS-simulated frequencies.
Figure 4.15: Probe position #12 HFSS-simulated S11 data versus
experimental data.
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Figure 4.16: The first 12 modes at 2.0 GHz for the L-patch virtual probe
model; all of these were deemed valid and used in the calculations. Current
vectors’ magnitudes are plotted on a decibel scale for ease of visualization.
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Figure 4.17: One of the discarded “scrambled” modes at 2.0 GHz for the
virtual probe model.
Table 4.2: Details for the regular 3D grid of sampled electric field near-field
values. The values at these points were linearly interpolated as needed for
the virtual probe model computations.
Dimension Start [mm] Stop [mm] Step [mm] Count
xˆ 1.0 11.5 1.5 8
yˆ 1.0 23.5 1.5 16
zˆ 0.0 4.0 0.4 11
based on lossless (PEC) material, such an increase in frequency is actually
somewhat expected: losses tend to reduce resonant frequencies. To quantify
this frequency scaling, the TCM virtual probe data were interpolated, and
a least-squares fit performed to minimize the difference between the experi-
mental input resistance and frequency-scaled virtual probe input resistance
data. Though the frequency scaling factors weren’t constant with probe po-
sition (nor was any simple pattern discernible), using the average value for
this fit gave reasonable results.
The second, more significant issue was the accuracy of the estimated in-
put reactance. Even with the applied frequency scaling, the input reactance
showed substantial error at the lower frequencies. For example, for probe po-
sition #0, the experimental data showed Xin ≈ 0 Ω, while the virtual probe
data gave Xin ≈ 80 Ω. Since the virtual probe model doesn’t explicitly model
the behavior of the feed probe, errors of this sort were expected. As the in-
put reactance data was consistently too inductive at low frequencies, with
errors decreasing with increasing frequency, a natural solution was to see if
a capacitor (modeling the feed’s effects) in series with the input impedance
would correct these errors. Again, a least-squares fit of the data was done to
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investigate this possibility. Adding a capacitance did improve the lower fre-
quencies’ data, but at the expense of making the higher frequencies slightly
too capacitive. Going just one step farther, a least-squares fit including both
a series capacitor and a series inductor (along with the required frequency
scaling) was done. This time, the input reactance data for the virtual probe
model showed surprisingly good agreement. Much like the frequency scaling
factor as a function of probe position, the required capacitances and induc-
tances were neither constant nor easily predictable. The average values that
were thus used for the data transform were a frequency scaling factor of
0.924, an inductance of 1.37 nH, and a capacitance of 0.729 pF.
As with the HFSS data, plots for probe positions #0 and #12 are given.
Figure 4.18 compares input impedances for position #0, while Figure 4.19
compares input reflection coefficients on a Smith chart. Figures 4.20 and
4.21 likewise compare these quantities for probe position #12. In all of the
plots, the “average fit” for the virtual probe model refers to applying the
position-averaged frequency scaling and adding the position-averaged series
reactances discussed above. While these corrections do substantially improve
the input impedance estimate (compared to the “raw”, or uncorrected data),
the plots show that significant deviations still exist.
4.4.3 Wire Probe Model
Moving from the virtual to wire probe model, an increase in accuracy is ex-
pected due to the slight improvement in model accuracy, and indeed this ends
up being the case. As with the previous model, the first 12 most significant
modes at each frequency were used for the modeling. As an example, Fig-
ure 4.22 shows these at 2.0 GHz for probe position #19. Comparing to the
first few modes of the virtual probe model in Figure 4.16, it becomes readily
apparent that the feed probe does substantially alter the modes. Modes 2,
3, 4, and 6 for the wire probe model correspond to modes 1, 2, 3, and 4 of
the virtual probe model, respectively. Interestingly, the wire probe model
exhibits as its most significant mode (at least for this frequency) a CM with
currents originating from the feed probe and spreading radially outward;
such a mode has no counterpart among the significant modes of the other
model. This helps to show why computing CMs of an unfed structure and
46
Figure 4.18: Probe position #0 input resistance and reactance for the
virtual probe model data versus experimental data. The points on the raw
data plot denote simulated frequencies.
Figure 4.19: Probe position #0 virtual probe model S11 data versus
experimental data.
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Figure 4.20: Probe position #12 input resistance and reactance for the
virtual probe model data versus experimental data. The points on the raw
data plot denote simulated frequencies.
Figure 4.21: Probe position #12 virtual probe model S11 data versus
experimental data.
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later adding a feed is not a great idea. The implicit assumption that the feed
doesn’t alter the CMs is clearly not valid, as evidenced by this particular
example.
Regarding the accuracy of the calculated input impedances, a scaling down
in frequency of the wire probe data is needed, same as for the virtual probe
model, to compensate for the model’s lossless materials when compared to
experimental data. A least-squares fit for this frequency scaling factor gives
an average value of 0.922, strikingly close to the value of 0.924 for the virtual
probe model. This model, however, requires no additional compensation.
Shown in Figures 4.23 and 4.24 are the input impedance and S11 data for
probe position #0, and the same for position #12 in Figures 4.25 and 4.26.
4.4.4 Comparison of Methods
With the decent accuracy of the two TCM-based methods established (al-
beit with a few necessary adjustments), a comparison of the two will now be
examined. As far as input resistance goes, both the virtual and wire probe
models offer good estimates with only a simple scaling down in frequency.
The fact that the position-averaged best-fit frequency scale factors for both
methods are quite similar makes the attributed cause (PEC versus lossy ma-
terials) quite credible. Were the frequency shift primarily a consequence of
the method or the modes’ patterns, it seems unlikely that the two different
approaches would have such similar shifts. Further statistical information
about the frequency scaling factors is tabulated in Table 4.3. An interesting
difference between the two models’ input resistances is that the wire probe
model always has a larger resistance. One possible explanation is that of
feed probe radiation. Since the virtual probe model assumes that the probe
doesn’t radiate, its losses due to radiation (which the input resistance cap-
tures) should be smaller. Furthermore, the assumption of no feed radiation is
contingent upon the electrical length of the feed. As the frequency increases,
the probe should begin to radiate more. Observing that the difference be-
tween the virtual and wire probe models’ input resistances generally increases
with frequency suggests that this is at least part of the explanation.
Using just the position-averaged fits (as opposed to the better, though
unpredictable position-dependent ones), the wire probe model’s input reac-
49
Figure 4.22: Modes at 2.0 GHz for the L-patch wire probe model, with the
probe in position #19. Current vectors’ magnitudes are plotted on a
decibel scale for ease of visualization.
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Figure 4.23: Probe position #0 input resistance and reactance for the wire
probe model data versus experimental data. The points on the raw data
plot denote simulated frequencies.
Figure 4.24: Probe position #0 wire probe model S11 data versus
experimental data.
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Figure 4.25: Probe position #12 input resistance and reactance for the wire
probe model data versus experimental data. The points on the raw data
plot denote simulated frequencies.
Figure 4.26: Probe position #12 wire probe model S11 data versus
experimental data.
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Table 4.3: Data statistics for the least-squares, best-fit compensation
parameters as computed for both methods at the 21 different feed probe
positions.
Standard
Method Parameter Average Deviation Minimum Maximum
Virtual Probe L [nH] 1.37 0.255 0.768 2.04
Virtual Probe C [pF] 0.792 0.240 0.324 1.17
Virtual Probe Freq. Scaling 0.924 0.00860 0.906 0.941
Wire Probe Freq. Scaling 0.922 0.00921 0.903 0.942
tance is typically better overall than the virtual probe’s. Granted, the more
accurate model is also the one giving more accurate results, which is to be
expected. Given a relatively straightforward method to predict the virtual
probe model’s series reactive loading as a function of position (for a general
MSA), the virtual probe method could become a viable alternative. As an
example, Figure 4.27 shows the input impedance data for the two methods
using each one’s best-fit data at position #3; the two methods, while not
perfect, do compare favorably. As a final set of comparisons, the estimated
input impedances for probe positions #19 and #20 for all three simulation
methods are given in Figures 4.28 and 4.29, where the TCM-based data are
compensated with the position-averaged fits. While none of the methods
exactly predict the input impedance over the entire range of frequencies, the
general trends are correct. An important observation is that the HFSS-data
does differ substantially in some places from the experimental data. This
suggests that additional, unmodeled factors (such as those listed earlier in
Section 4.4.1) are present in the real-world design. Either eliminating those
differences in the real antenna (where possible), or more accurately modeling
them in simulations would likely improve the accuracy of all three simulation
methods.
4.4.5 Impedance Maps
Given that the wire probe model with its position-averaged frequency scaling
factor compares fairly well to experimental data, this model should also be
capable of generating reasonably accurate impedance maps. To that pur-
pose, input impedances were calculated over frequency at a regular grid of
feed probe positions, using the same model and simulation settings as for
53
Figure 4.27: Input impedance for the two TCM-based methods for probe
position #3. For this plot, the virtual probe model has been scaled in
frequency by a factor of 0.938 and series-loaded with 1.44 nH in series with
0.664 pF, while the wire probe model has been scaled in frequency by 0.937.
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Figure 4.28: Comparison of input impedance data for probe position #19.
the experimental probe positions. The samples lay on an 8 by 16 grid, cor-
responding to the xˆ and yˆ sample points used earlier for the virtual probe
model’s field samples (Table 4.2); no points were sampled for x ≥ 12.5 mm
since this region’s information may be obtained by symmetry. Impedance
maps at 3.0 GHz and 6.0 GHz were then generated using HFSS-generated
data (Figures 4.30 and 4.32) and wire probe model data (Figures 4.31 and
4.33), with the wire probe data scaled in frequency by the experimental
position-averaged factor of 0.922. For both frequencies, the same scale is
used to plot the maps of both methods for ease of comparison.
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Figure 4.29: Comparison of input impedance data for probe position #20.
The fact that the HFSS data doesn’t seem to overestimate the input
resistance near 4 GHz is more likely due to the interpolation method.
56
Figure 4.30: Input impedance maps at 3.0 GHz for the left-hand side of the
L-patch using HFSS-generated data.
Figure 4.31: Input impedance maps at 3.0 GHz for the L-patch using wire
probe model data.
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Figure 4.32: Input impedance maps at 6.0 GHz of the L-patch using
HFSS-generated data.
Figure 4.33: Input impedance maps at 6.0 GHz of the L-patch using wire
probe model data.
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CHAPTER 5
CONCLUSIONS
Two different methods for input impedance estimation were developed based
on the theory of characteristic modes. An evaluation of their accuracy for a
particular case study was performed, yielding good results and some impor-
tant observations. Given the promising nature of these methods, a number
of areas needing more research will be offered.
5.1 Implications of Results
Primarily based on the results of the case study of Chapter 4, a number
of important implications for the use of TCM may be drawn. First and
foremost, accurate modeling of the antenna feed probe for MSAs is important,
especially if input reactance data is needed. Whether this modeling is done
directly (via the wire probe model) or indirectly (via series reactive loading
in the virtual probe model) isn’t quite as critical, as both are better than
no feed model. Ultimately, the required accuracy of the input impedance
should specify the model: in designs where this parameter is more important,
a better model should be used.
Secondly, the differences in input resistance between the two methods sug-
gest that feed probe radiation isn’t always negligible. Over the measured
range of 2.0 GHz to 7.0 GHz, the 4.0 mm feed for the studied L-patch MSA
ranged in electrical length from around λ/37 to λ/10. Even though all these
lengths lie in a range that’s fairly short relative to a wavelength, the MSA
probe’s radiation appears to be noticeable. One possible explanation for this
is the loading nature of the MSA’s patch. Much like a “top-hat” loaded
monopole or an inverted-L antenna (ILA), the patch serves to extend the
path along which current can flow, improving the radiation efficiency of the
short, vertical wire segment – in this case, the feed probe.
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A third implication of significant importance is the influence of the feed
structure on an antenna’s CMs. Much of the current literature on antenna
design using TCM (more accurately, inspired by TCM) computes the CMs
of a structure without a feed. Based on which modes radiate in the desired
fashion, locations on the antenna are chosen to best couple to the selected
modes. A feeding structure is then attached at one of those locations and
the results inspected. For certain antenna feeds and/or antenna geometries,
this approach will probably give good results. Applied more generally (or to
MSAs), however, such an approach isn’t likely to work. As shown for the
L-patch MSA analyzed, the presence or absence of the feed probe can sub-
stantially alter the significant CMs of an antenna, even resulting in entirely
new modes appearing. Although it was shown that the input impedance
without a physical probe model in the simulations (i.e. the virtual probe
model) could be compensated for with suitable series reactive loading, other
antenna parameters are likely to be less forgiving. Antenna far-field radiation
patterns, for instance, may prove to be more sensitive to the actual modes
used. This work helps to stress the importance of accurately accounting for
an antenna’s structure when using TCM.
5.2 Future Work
Many interesting possibilities exist for future research based on this work.
As stated early on, the use of CMs in this thesis was largely just because
they offered a convenient, whole-domain set of basis functions for the cur-
rent on an antenna. This means that many of the unique properties of CMs
have yet to be leveraged. For example, analyzing a modal impedance map of
the antenna could offer ways to select a feed position that optimally excites
certain modes and not others, or that has certain far-field radiation pattern
properties. Regarding the modes’ radiation patterns, future work also in-
cludes investigating the accuracy of the radiated far field as computed by the
weighted sum of modal far fields.
More broadly, research on implementing TCM for magneto-dielectric bod-
ies would be of great value. One of the severe limitations of the virtual and
wire probe models developed in this thesis is their present restriction to an-
tennas composed exclusively of PEC. Very few real-world MSAs fall into this
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category due to the fabrication challenges and fragility of such designs. With
a better understood generalization of TCM to arbitrary materials, a much
larger class of antennas could be analyzed. This potentially could lead to
greater (or alternative) insights into the operation of more antennas, as well
as better methods for systematic antenna design.
From a more mathematical or computational angle, research into methods
to accelerate the wire probe model would be quite beneficial. As it currently
is implemented, the impedance matrix for the antenna must be fully recom-
puted and the TCM generalized eigenvalue problem fully solved for every
feed point simulated. This is computationally rather costly. Finding either
mathematical methods or computational tricks to reduce this cost would
make approaches such as high-resolution impedance maps a more feasible
antenna design tool. Possible ways of accelerating this method could involve
eigenvector and eigenvalue perturbation techniques, in which the feed posi-
tion is only changed in small increments for which the CMs could be reliably
updated.
These are only a few potential areas of future research, but doubtlessly
many more exist. Research on TCM has only recently begun to accelerate and
become more mainstream within the field of antenna design. As TCM is more
widely accepted and more fully researched, many more design approaches
based on this theory are expected to arise. The work developed in this thesis
and the results offered by it should help offer useful insights and important
implications for the development of such approaches.
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APPENDIX A
CALCULATION OF CHARACTERISTIC
MODES
Although the commercial method of moments solver FEKO provides many
nice features and is itself capable of calculating CMs, its functionality is still
somewhat constrained, especially for researching and developing TCM-based
methods. Consequently, for all of the work in this thesis, FEKO was simply
used to easily generate a structure’s Z matrix and to later display its CMs.
Actual calculating and working with the modes was instead done with custom
Python scripts, to be detailed here.
After a PEC structure has been modeled in FEKO, one must next prop-
erly configure the FEKO simulation. Firstly, the frequencies of interest must
be selected, then the structure meshed relatively densely. In practice, re-
stricting the triangular mesh elements’ largest sides to be at most anywhere
between λ/20 and λ/30 at the highest frequency seems to provide good re-
sults. Though perhaps not strictly necessary, FEKO’s solver should be set
to store data in double precision (instead of the default single precision). In
order to generate the necessary files, the solver must also be set to save its
“matrix elements” (the Z matrix) to a *.mat file. If one desires to visualize
the calculated CMs in FEKO, the solver must be set to save its currents to
a *.str file, if such a file doesn’t exist, and to read currents from such a
file if it does exist. As part of the simulation setup, one must generate a
request for surface currents, as well as create a plane wave source of zero
magnitude (because CMs are excitation independent, so no active sources
can be present). Adding the plane wave is theoretically not needed, however
without it, FEKO won’t generate and output a Z matrix. If one wishes to
later view and quickly compare multiple CMs, the plane wave should be set
to “loop over multiple directions”; doing so creates additional space in the
current vector file (*.str) where multiple modes’ eigencurrents can be later
saved.
Once FEKO has been run and the impedance matrix generated, it may
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be read in from the project’s corresponding *.mat file. The data in this file
is stored in binary format, documented on FEKO’s website. One important
point to note: for unknown reasons, FEKO stores this matrix in negated
form. That is, after importing it, one must multiply all of the matrix entries
(both real and imaginary parts) by −1:
Z = −Zimported (A.1)
Calculation of the CMs and their eigenvalues may be done by directly solv-
ing the generalized eigenvalue problem (equation 2.5), say with the SciPy’s
scipy.linalg.eig routine. This approach seems to work well enough, but
tends to be slow. Although Z is supposed to be symmetric and R is sup-
posed to be positive semidefinite, neither property holds in practice due to
a combination of numerical error and the particular method of moments
algorithm used by FEKO. Consequently, generalized eigenvalue solvers ex-
ploiting symmetry and positive (semi)definiteness (like scipy.linalg.eigh)
can’t be used to accelerate solving. A faster approach is the original method
described by Harrington and Mautz [4] and briefly recreated here for com-
pleteness. Prior to applying Harrington and Mautz’s method, which assumes
Z is symmetric, FEKO’s impedance matrix must be coerced to truly be sym-
metric (instead of very nearly so), say by averaging:
Zsymm =
1
2
(
Z+ ZT
)
(A.2)
As detailed in [4], one first must diagonalize R = Re[Zsymm]
µ = UTRU =

µ1 0 0 · · ·
0 µ2 0 · · ·
0 0 µ3 · · ·
...
...
...
. . .
 (A.3)
where µ is the diagonal matrix of R’s eigenvalues µi and U is the orthogonal
matrix whose columns are eigenvectors of R. Because R is symmetric and
supposed to be positive semidefinite, all of its eigenvalues should be nonneg-
ative. In practice this isn’t the case. For the matrices used in this thesis,
generally about half of R’s eigenvalues had negative (though small) real com-
ponents. While Harrington and Mautz suggest zeroing all of the eigenvalues
63
µi < Mµ1 for some threshold M (such as 10
−3) relative to the largest eigen-
value µ1, all of the eigenvalues with positive real components were kept for
this work. With this zeroing, the matrix µ can be block-partitioned (sorting
and rearranging the eigenvalues as necessary) as
µ =
[
µ11 0
0 0
]
(A.4)
The matrix A is then formed and partitioned in the same manner as µ, where
X = Im[Zsymm]:
A = UTXU =
[
A11 A12
A21 A22
]
(A.5)
Due to symmetry, AT12 = A21. By forming the matrix B as will follow, the
generalized eigenvalue problem is finally cast into a standard (unweighted)
eigenvalue problem. Taking the reciprocal square root of the diagonal entries
of µ11 and denoting the result as µ
−1/2
11 ,
µ
−1/2
11 =

µ
−1/2
1 0 0 · · ·
0 µ
−1/2
2 0 · · ·
0 0 µ
−1/2
3 · · ·
...
...
...
. . .
 (A.6)
let
B = µ
−1/2
11
(
A11 −A12A−122AT12
)
µ
−1/2
11 (A.7)
The resulting eigenequation
B~y = λ~y (A.8)
has the same eigenvalues λ as the original problem, and eigenvectors ~y that
may be transformed into the CM’s eigenvectors using
~Jn = U
[
1
−A−122AT12
]
µ
−1/2
11 ~y (A.9)
Once the CMs ~Jn have been calculated, they next need to be normalized to
radiate unit power, per the relation of Equation 2.7. For this work, the eigen-
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vectors were normalized against the positive-semidefinite-coerced R matrix,
Rˆ = U
[
µ11 0
0 0
]
UH (A.10)
The conjugate-transpose of U is taken to ensure that any complex-valued
components become purely real. Using the conjugate form of the normaliza-
tion to compute the (unnormalized) mode’s radiated power,
Pn = 〈 ~J∗n, Rˆ ~Jn〉 (A.11)
the given mode ~Jn is then normalized as
~ˆ
Jn =
~Jn√
Pn
(A.12)
The conjugate form in equation A.11 is used so that any small imaginary
components in the eigenvectors (from numerical inaccuracies) are canceled
out, giving purely real Pn values.
At this point, the CMs (eigenvectors) and their eigenvalues have been com-
puted for the given structure at the given frequency. If multiple frequencies
have been simulated, the Z matrix for each frequency may be processed in
a like manner. (Note that for multiple frequencies, FEKO stores all of the
impedance matrices in the same *.mat file.) If one wishes to visualize the
CMs, compute their radiated far-fields, or perform other similar tasks, the
computed eigenvectors may be written back into FEKO’s *.str file. Pro-
vided FEKO has been configured to read data from this file (when it exists),
re-running the FEKO simulation will set the eigenvectors as existing surface
current densities, which may be visualized in POSTFEKO (the FEKO suite
tool for viewing and plotting results).
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