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Neuronal processing is classically conceptualized
as dendritic input, somatic integration, and axonal
output. The axon initial segment, the proposed site
of action potential generation, usually emanates
directly from the soma. However, we found that
axons of hippocampal pyramidal cells frequently
derive from a basal dendrite rather than from the
soma. This morphology is particularly enriched in
central CA1, the principal hippocampal output area.
Multiphoton glutamate uncaging revealed that input
onto the axon-carrying dendrites (AcDs) was more
efficient in eliciting action potential output than input
onto regular basal dendrites. First, synaptic input
onto AcDs generates action potentials with lower
activation thresholds compared with regular den-
drites. Second, AcDs are intrinsically more excitable,
generating dendritic spikes with higher probability
and greater strength. Thus, axon-carrying dendrites
constitute a privileged channel for excitatory synap-
tic input in a subset of cortical pyramidal cells.
INTRODUCTION
The canonical model of neuronal integration comprises the den-
dritic tree that receives synaptic input, the soma as an integrating
unit that produces a weighted sum of all excitatory and inhibitory
signals, and a single axon that transmits the cellular output as all-
or-none action potentials to other neurons. In this simple model,
excitatory postsynaptic potentials (EPSPs) generated in den-
drites attenuate while traveling to the soma according to the
cable equation, with a strong dependence on the passive mem-
brane properties of the involved compartments (London and
Ha¨usser, 2005; Magee, 2000). However, over the past decades,
an impressive body of evidence has revealed that dendrites are
not only passive transmitters of EPSPs. They contain numerous1418 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Incvoltage-gated ion channels that modify local synaptic signals
and their propagation (Spruston, 2008). The expression of
voltage-gated ion channels also endows some dendrites with
the capability to generate local dendritic spikes (Losonczy and
Magee, 2006; Remy et al., 2009). These are capable of triggering
precisely timed neuronal action potential output (Ariav et al.,
2003), can contribute to orientation tuning in vivo (Smith et al.,
2013), and interact in a complex manner with inhibition (Mu¨ller
et al., 2012). Thus, dendrites can be thought of as computational
units capable of complex input transformations.
Dendritic output is traditionally thought to result in depolariza-
tion of the neuronal soma, which in turnmay initiate an action po-
tential output at the distal axon initial segment (AIS) (Debanne
et al., 2011), a highly specialized structure characterized by a
dense scaffold of cytoskeletal anchoring proteins (Rasband,
2010). More recently, morphological data have suggested that
this traditional view of neuronal output generation may be too
simplistic. In particular, axons were found to emanate directly
from dendrites, rather than from the soma, in neuroendocrine
cells (Herde et al., 2013), dopaminergic neurons (Ha¨usser
et al., 1995), or certain interneurons (Martina et al., 2000). The
situation is less clear for cortical pyramidal neurons. Previous
studies reported that pyramidal cells in rat (Peters et al., 1968)
or primate neocortex (Sloper and Powell, 1979) may bear axons
with a dendritic origin. Similarly, a recent study found that the
axon was located at the apical dendrite in <5%of CA1 pyramidal
cells (Lorincz and Nusser, 2010). However, it is presently un-
known how often atypical AIS positions occur in principal neu-
rons and what their effects on input-output relationships are.
In the present study, we therefore investigated the diversity of
AIS locations in hippocampal pyramidal neurons. We report that
a dendritic AIS location is much more common than previously
suggested by the literature (Lorincz and Nusser, 2010). Axons
emanated from the basal dendritic arbor in more than half of
all CA1 pyramidal neurons. Using patch-clamp recordings com-
bined with two-photon glutamate uncaging, we demonstrate
that axon-carrying dendrites (AcDs) aremore excitable to synap-
tic inputs than regular non-axon-carrying dendrites (nonAcDs)
and that action potentials generated by AcD inputs had a lower
threshold than those triggered from nonAcDs. Computational.
Figure 1. Somatic and Dendritic Origin of Axons in CA1 Pyramidal
Neurons
(A) CA1 pyramidal cell layer of a Thy1-DsRed mouse. Note expression of
DsRed in a sparse subpopulation of principal cells. Nuclei were stained with
TO-PRO-3.
(B) Enlarged view of the pyramidal cells marked in (A). Soma and proximal
dendrites were labeled with DsRed (open arrowheads mark a proximal basal
dendrite). Axon origin was identified by the axon initial segment (AIS)-specific
marker ankyrin-G (green; closed arrowheads). Left column of panels shows a
cell with a nonAcD with the axon emanating from the somatic envelope
(nonAcD cell); right column shows a cell containing axon-carrying dendrites
(AcD, AcD cell). Top panels: maximum intensity projection of confocal images
with DsRed and ankyrin-G staining (green). Middle panels: ankyrin-G only.
Bottom panels show a reconstruction of the cell morphology (axon in red).
Scale bars represent 50 mm (A) and 20 mm (B). See also Figures S1, S2, and
Movie S1.
Neuron
Axon-Carrying Dendrites Convey Privileged Input
Neumodeling suggests that the enhanced excitability of AcDs re-
sults from specific intrinsic properties as well as from the short
electrotonic distance between synaptic input and the AIS.
Taken together, our data indicate that AcD branches are poten-
tially privileged channels for coupling excitatory synaptic input
directly to action potential output in many CA1 neurons.
RESULTS
Dendritic Origin of Axons in CA1 Pyramidal Neurons
To examine the diversity of AIS locations in CA1 pyramidal cells,
we used immunolabeling of the AIS in either wild-type mice or
transgenic animals with a Thy1 promoter providing sparse
expression of the red fluorescent DsRed protein in principal
neurons (Livet et al., 2007). The AIS-specific marker ankyrin-G
(Rasband, 2010) revealed the existence of one axon for each
labeled cell. Surprisingly, in a subset of cells the axon emanated
fromabasal dendrite rather than directly from the soma (Figure 1;
Movies S1 and S2 available online). For simplicity, we refer
to cells containing axon-carrying dendrites as ‘‘AcD cells,’’
whereas cells with somatic axon origin are designated ‘‘nonAcD
cells.’’
Quantitative analysis of 727 cells from eight DsRed-positive
mice revealed neurons with a dendritic axon origin throughout
the hippocampal pyramidal layer. AcD cells occurred most
frequently in the CA1 region (52.2% ± 2.2% of pyramidal neu-
rons) and were found at lower proportions in CA3 (28.3% ±
7.1%) and in subiculum (21.3% ± 3.7%) (Figures 2A, 2B, and
S1A). The CA1 region is not homogeneous with respect to syn-
aptic connectivity, pyramidal cell subtypes, and intrinsic
neuronal properties (Graves et al., 2012; Jarsky et al., 2008;
Kohl et al., 2011). Indeed, we found a nonuniform distribution
of AcD cells within CA1. First, the prevalence of AcD cells
increased in the central part of this region (Figures 2C–2E). Sec-
ond, AcD cells were preferentially located in the superficial
compared to the deep layer of stratum pyramidale (Figures 2F
and 2G).
Dendrites of rodent CA1 neurons undergo substantial matura-
tion during the early postnatal period continuing until sexual
maturity (Pokorny´ and Yamamoto, 1981). We therefore asked
whether AcD cells are already present at early postnatal stages
or whether they change in number with further maturation. A sig-
nificant increase in the prevalence of AcD cells was observed
from postnatal day 8 (P8) to P28–P35, while the proportion of
AcD cells did not increase further after early adulthood (P100–
P130; Figures 2H and S1B). These findings indicate that a large
fraction of AcDs are formed during dendritic differentiation.
The data shown above were derived from mice expressing
DsRed in a fraction of CA1 pyramidal cells. To exclude the pos-
sibility that our observations were specific to transgenic Thy1
DsRed mice, experiments were repeated in wild-type animals
by filling cells with Alexa 488 during whole-cell patch-clamp re-
cordings. In addition to ankyrin-G, the AIS was identified with
the alternative markers bIV-spectrin and panNav (sodium chan-
nels; Figure 3A). In wild-type mice, 20 of 36 filled cells showed a
dendritic origin of the axon, similar to the ratio in DsRed trans-
genic mice (56%, five animals; Figure 3C). Finally, we asked
whether the heterogeneous origin of axons in CA1 is specificron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inc. 1419
Figure 2. Distribution and Prevalence of AcD and nonAcD Cells within the Hippocampus
(A) Overview of hippocampal formation with nuclear staining (TO-PRO-3, blue) and intrinsic DsRed fluorescence (red). Thick, white lines separate areas CA3, CA1,
and subiculum. Thin lines indicate subregions of CA1 analyzed in (E) and (F).
(B) Frequency of AcD cells in different hippocampal areas (727 cells, eight animals). AcD cells were more abundant in CA1 than in CA3 or the subiculum,
respectively (ANOVA followed Bonferroni post hoc test).
(C) Distribution of AcD and nonAcD cells within CA1. Upper panel shows original image (DsRed-positive neurons are colored red for AcD and gray for nonAcD
cells). Bottom panel: contours of AcD and nonAcD cells (black cells could not be unambiguously classified).
(D) Distribution of AcD cells and nonAcD cells within CA1. Top panel: density of AcD cells (132 cells, five animals) within CA1. Each cell is represented by a white
dot. Warm colors indicate a high cell density (calculated by smoothing each cell by a two-dimensional Gaussian with a sigma of 30 mm; a.u.: arbitrary units).
Bottom panel: density of nonAcD cells (131 cells, five animals). Both panels are equally scaled.
(E) Summary of AcD and nonAcD cell distribution within CA1 (263 cells, five animals). X axis marks distance toward CA3 (left) and subiculum (right) as indicated in
(A). Note highest prevalence of AcD cells in the middle portion of CA1 (t test).
(F) Percentage of AcD cells in superficial CA1 (%30 mm distance from the surface of the pyramidal layer) and in deep CA1 (>30 mm). AcD cells have a significantly
higher prevalence in the CA1 superficial layer (t test).
(G) Cumulative probability of occurrence of AcD and nonAcD cells at different distances from the stratum pyramidale/radiatum border. AcD cells are significantly
more clustered in the superficial layer than nonAcD cells (Kolmogorov-Smirnov test).
(H) Age dependence of AcD prevalence. Occurrence of CA1 pyramidal cells with AcDswas significantly lower in young animals (P8) comparedwith young adult or
older mice (P8: 169 cells, three animals; P28–P35: 385 cells, eight animals; P100–P130: 209 cells, four animals; ANOVA followed Bonferroni post hoc test). Group
data presented as mean ± SEM; *p < 0.05; **p < 0.01; ***p < 0.001; ns: not significant. Scale bars represent 300 mm (A) and 250 mm (C). See also Figure S1 and
Movie S2.
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We therefore examined Alexa 488-filled CA1 neurons of 6- to
8-week-old Wistar rats. Again, we found that axons frequently
emerged from basal dendrites (8 of 17 cells, 47%, five animals)
(Figures 3B and 3C).
Morphology and Position of the AIS and AcDs
The AIS is the proposed initiation site of action potentials, and its
length and position critically affect neuronal output (Baranaus-
kas et al., 2013; Grubb andBurrone, 2010; Kuba et al., 2010; Lor-
incz and Nusser, 2010; Palmer and Stuart, 2006). We therefore
analyzed the proximal axo-dendritic region of AcD and nonAcD
cells in greater detail by confocal microscopy of DsRed-labeled
cells (Figure 4). The characteristic feature of AcD cells is the addi-1420 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inctional dendritic AcD stem segment connecting the soma to the
branching point giving rise to the AIS. The median length of
this segment was 6.7 mm, reaching up to 40 mm in some cells
(Figure 4B). The median diameter of the AcD stem (measured
midway between soma and origin of the axonal branch) was
1.9 mm (Figure 4B) and was positively correlated with its length
(201 cells, p < 0.05, Spearman’s rank correlation). We rarely de-
tected dendritic spines on the stem segment, indicating that this
site receives very little excitatory synaptic input. The distance
between the branching point of the axon and the beginning of
the AIS was within a range of ±5 mm (Figure 4C). We therefore
equate the origin of the AIS with the position of the axon branch-
ing point from here on. In 104 of 201 AcD cells (47%), several
dendritic branches derived from the AcD stem proximal to the.
Figure 3. AcD Cell Prevalence in Wild-Type
Mice and Wistar Rats
(A) Soma and proximal basal processes of wild-
type mouse CA1 pyramidal cell filled with Alexa
488 (red) via a patch pipette. Staining for the AIS
markers bIV-spectrin (blue) and panNav (green)
indicates that the AIS branches off from a basal
dendrite (closed arrowheads: AIS; open arrow-
heads: dendrites).
(B) Soma and proximal basal processes of a CA1
pyramidal cell from aWistar rat. Cell was filled with
Alexa 488 (red) via a patch pipette. Staining for the
AIS marker bIV-spectrin (green) indicates AIS that
branches off from a basal dendrite (closed ar-
rowheads: AIS; open arrowheads: dendrites).
(C) Percentage of CA1 pyramidal cells with den-
dritic origin of axon (AcD cells) in Thy1-DsRed-
labeled mice, wild-type C57BL/6 mice, and Wistar
rats, respectively (DsRed: eight animals, 201 of
385 cells, 52.2%; wild-type: five animals, 20 of 36
cells, 49.6%; rat, five animals, 8 of 17 cells,
47.1%). Scale bars represent 10 mm and apply to
all panels.
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tween 1 and 5 and was positively correlated with the distance
between axon and soma (Figures S2A–S2C).
In the avian auditory system, AIS length and location varies
largely between neurons and tunes them to certain sound fre-
quencies (Kuba, 2012). We examined whether such variability
is also found in CA1 pyramidal neurons. There was a slight but
significant difference in AIS length, with the AIS of AcD cells be-
ing shorter by 2 mm (<6%) compared to nonAcD cells (p <
0.005, Mann-Whitney U test). Within AcD cells, however, there
was no correlation between the distance of axon origin from
the soma and AIS length (n = 186, p = 0.4369, Spearman’s
rank correlation) (Figure 4D).
Enhanced Dendritic Excitability of AcDs
As detailed above, we found that the axon emanated from a
basal dendrite in 50% of hippocampal CA1 pyramidal cells.
Next, we tested if this atypical axon location privileges inputs
to connected dendrites. Glutamate was released bymultiphoton
uncaging onto 10–15 dendritic spines on nonAcD and AcD
branches (Figure 5A). Properties of uncaging-induced unitary
EPSPs were not significantly different between both branch
types (see Figure S4). We next applied synchronous input pat-
terns to multiple spines (Figure 5B). Consistent with previous re-
ports (Krueppel et al., 2011; Losonczy and Magee, 2006; Remy
et al., 2009), increasing the number of activated spines resulted
in sudden supralinear increase in response amplitude in some
dendrites, reflecting thegeneration of dendritic spikes (Figure 5B;
see AcD example). Other dendritic branches lacked dendritic
spikes and showed a predominantly linear integration (Figure 5B;
see nonAcD example). The integration was quantitatively exam-
ined by comparing the magnitudes of the measured compound
EPSPs to the EPSPs expected by arithmetically summing each
individual unitary spine EPSP (Figures 5B and 5C). The slope of
the linear portion was similar between nonAcDs and AcDs
(0.92 ± 0.08 and 0.97 ± 0.08, respectively) (Figures 5D andNeuS4E) (also see Remy et al., 2009). In addition, the kinetics of com-
pound EPSPs subthreshold to dendritic spikes was not different
between nonAcD and AcD branches (20%–80% rise time: 11.2 ±
1.9 ms and 8.4 ± 1.3 ms, p = 0.19; decay tau: 33.5 ± 3.3 ms and
31.0 ± 5.6 ms, p = 0.58; t test).
Both nonAcDs and AcDs were capable of generating den-
dritic spikes, and no significant difference was observed in the
calculated threshold for dendritic spike generation (Figure 5E).
However, AcDs had a greater propensity to generate dendritic
spikes compared with nonAcDs (p < 0.05, Fisher’s exact test)
(Figure 5F and S5G). When dendritic spikes were classified as
either weak or strong (>5 V/s), based on the rate of rise of the
fast phase (Figure 5B and Figure S5) (also see Mu¨ller et al.,
2012; Remy et al., 2009), we found that strong dendritic spikes
were more than twice as frequent in AcDs. This difference was
significant (p < 0.05, Kolmogorov-Smirnov test) and was irre-
spective of whether secondary or tertiary dendritic branches
were excited (Figure 5G). Strong dendritic spikes can initiate ac-
tion potentials rapidly and with precise timing (Ariav et al., 2003;
Mu¨ller et al., 2012). Indeed, the latencies of action potentials eli-
cited by the fast phase of the dendritic spike were significantly
shorter than latencies of action potentials elicited by the
slow phase or by an EPSP (p < 0.01, Kruskal-Wallis test and
Dunn-Holland-Wolfe post hoc). Additionally, the faster action
potential timing was more pronounced for input onto AcD
when compared with nonAcD branches (Figures 5H and S5;
p < 0.01, t test). In contrast, no difference in action potential
timing was observed between AcDs and nonAcDs when the
action potential was not triggered by the fast phase of the den-
dritic spike (Figures 5H and S5).
Thus, AcD branches generate dendritic spikes more readily
than nonAcDs, and they trigger full action potentials with shorter
latencies. Computational modeling (see last subsection) re-
vealed that this enhancement of dendritic spikes cannot be
explained solely by morphology but may be based on different
sodium channel distributions.ron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inc. 1421
Figure 4. Morphology of AcD Cells
(A) Scheme of the proximal anatomy of an AcD cell. AcD, nonAcD, and AIS
parameters are color coded (AcD: red; nonAcD: gray; AIS: blue).
(B) Histograms showing axon distance (left) and diameter (right) of the AcD
stem segment (201 cells, eight animals). Box plots below show median, 25%
and 75% percentiles (boxes), and 2.5% and 97.5% percentiles (whiskers).
(C) Distance between somatodendritic compartment and AIS in nonAcD and
AcD cells (385 cells, eight animals). Left: box plots indicating median, 25% and
75% percentiles and individual values (Mann-Whitney U test, not significant;
note that values for nonAcD are zero by definition; for AcD cells, only positive
values were included). Right panel: distance between axon branch point and
soma versus distance between AIS and axon branch point in AcD cells
(Spearman’s rank correlation r = 0.0574; two-tailed p = 0.6268).
(D) Length of the AIS (341 cells, eight animals). Left: box plots (median, 25%
and 75% percentiles and individual values) showing slightly shorter AIS in AcD
cells compared to nonAcD cells (AcD cells: 34.2 ± 0.5 mm, nonAcD cells: 32.0 ±
0.5 mm; median ± SEM; **p < 0.005, Mann-Whitney U test). Note that for
nonAcD cells distance between axon and soma is zero by definition. Right
panel: axon branch distance from the soma versus AIS length in AcD cells
(Spearman’s rank correlation r = 0.2037; two-tailed p = 0.4369). See also
Figure S2.
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1422 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier IncEnhanced Action Potential Generation by Synaptic Input
onto AcDs
The electrotonic distance between excitatory synapses and the
action potential trigger zone is shorter for AcDs than for regular
dendrites. Additionally, postsynaptic potentials from AcDs reach
the action potential trigger zone without prior charging of the
somatic membrane. We therefore hypothesized that the so-
matic membrane potential, at the threshold for action potential
generation, is more hyperpolarized for excitatory input to
AcDs, compared with nonAcDs.
We assessed the somatically measured threshold for action
potentials generated by two-photon uncaging of glutamate
onto AcD and nonAcD branches (Figure 6A). The resulting action
potentials were compared to those elicited by somatic current
injection within the same cell (Figure 6B). The threshold of the
first somatically evoked action potential varied with latency
and between cells (Figures 6B, 6C, and S6). The threshold of
uncaging-evoked action potentials was then compared to so-
matically evoked action potentials at a similar latency. Glutamate
uncaging on nonAcDs generated action potentials with thresh-
olds similar to action potentials generated by somatic current in-
jection (Figure 6C, top). Stimulation of AcDs, however, generated
action potentials with more hyperpolarized thresholds than ex-
pected from their latency (Figure 6C bottom; see also Figures
S7A–S7D for comparison of an AcD and nonAcD in the same
neuron). This difference in threshold was specific to AcD
branches and did not reflect differences in general passive or
active electrical properties of nonAcD and AcD cells. Notably,
thresholds of somatically evoked action potentials were similar
for both cell types (Figure S6G). The nonAcD branches are
directly connected to the somatic compartment (dendrite dis-
tance from soma = 0 mm), whereas AcD branches and AIS are
separated from the soma by a dendritic stem segment of variable
length (see Figure 4B). Action potentials generated from nonAcD
stimulation show little threshold deviation from those elicited by
somatic current injection (Figure 6D, gray). However, the action
potential threshold from stimulated AcD branches showed a
clear correlation with the distance of the AcD branch point
from the soma (Figure 6D, red). Apart from threshold, the wave-
forms and quantitative parameters were similar for action poten-
tials generated by somatic current injection and glutamate
uncaging. Only slight changes in amplitude and half width were
observed in action potentials generated by glutamate uncaging
compared with somatic current injections (Figures S7E).
Taken together, the presented data show that synaptic input
onto AcDs generates action potentials with more negative
thresholds. This difference depends on the distance between
axon and soma, constituting a functional correlate of the struc-
tural heterogeneity of CA1 pyramidal cells.
Electrotonic Contribution to Increased Input Efficiency
of AcDs
We simulated a simplified CA1 pyramidal cell within the
NEURON environment to investigate how dendritic axon origin
alters the biophysical properties of AcD cells (Figure 7A). Synap-
tic inputs were placed on nonAcD and AcD branches, and the
site of axon origin was varied along the AcD stem dendrite.
Similar to the glutamate-uncaging experiments, somatically.
Figure 5. Increased Supralinear Integration
in AcD Branches
(A) Two-photon image of CA1 pyramidal cell filled
with Alexa 594. Two-photon glutamate uncaging
was performed on a regular nonAcD (white box)
and an AcD (red box). Insets: higher magnification
images with uncaging points marked by dots. Axon
is indicated with arrowheads. Scale bars represent
20 mm and 5 mm (inset).
(B, top panel) EPSPs evoked by near-synchro-
nous uncaging of glutamate onto the nonAcD
branch (gray) and the AcD branch (red). Stimula-
tion of seven spines elicited a prominent dendritic
spike (d-spike) in the AcD but not in the nonAcD
branch. Inset is enlargement showing fast and
slow phases of d-spike. Middle panel: corre-
sponding first derivative traces. Peak dV/dt was
used to identify and categorize d-spikes. Bottom
panels: EPSPs calculated from linear summation
of individual single spine responses (arithmetic
sum).
(C) Measured versus calculated EPSP amplitudes
for data shown in (B). Solid lines show fits to the
linear portion to determine gain (slope, nonAcD
branch: 0.75; AcD branch: 1.02). Supralinear inte-
gration due to d-spikes was observed in the AcD.
d-spike threshold indicated by dashed lines.
(D) Summary plot of mean measured versus
calculated EPSP amplitudes (±SEM) for nonAcD
and AcD branches (gray and red; n = 13 and 14,
respectively). Measurements from EPSPs that eli-
cited d-spikes or action potentials (APs) were
omitted. Linear regression analysis shows that the
data largely overlap with no significant difference in
the slopes (nonAcD slope = 0.91, AcD slope = 0.92;
p > 0.5, t test).
(E) d-spike voltage thresholds in nonAcD and AcD
(p > 0.075, t test). Solid circles connected by lines
represent experiments with stimulation of nonAcD
and AcD branches in the same cell (single solid
circle from cell shown in [B]).
(F) Incidence of nonAcDs and AcDs capable
of eliciting d-spikes. Supralinear behavior was
significantly more frequent in AcDs than in
nonAcDs (*p < 0.05, Fisher’s exact test).
(G) Cumulative probability curves of peak dV/dt
for all d-spikes in nonAcD (gray) and AcD (red)
second and third order branches. Significant
rightward shift in the distribution of d-spike
rate of rise in AcDs compared with nonAcDs (*p <
0.05, Kolmogov-Smirnov test), resulting in AcD
branches more frequently exhibiting strong
d-spikes (rate of rise > 5 V/s).
(H) Latency of AP generation in AcDs (red) and nonAcDs (gray). APs were generated by the fast phase (top row) or slow phase (middle row) of the d-spike or
directly from an EPSP (bottom row). Latency of APs triggered by the fast phase of d-spikes was shorter in AcD compared with nonAcD branches (**p < 0.01,
t test). See also Figures S4, S5, and Movie S3.
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inating from an AcD branch as compared to nonAcD inputs (Fig-
ure 7B, top). This negative shift of action potential threshold
correlated with increasing distance of the axon origin from the
soma (Figure 7C). Thresholds measured at the simulated AIS,
however, were identical for excitation of AcDs and nonAcDs,
indicating that differences in the ability of the AIS to generate ac-
tion potentials are not necessary to explain our experimentalNeufindings (Figure 7B, bottom). In additional sets of simulations,
we modified the axial resistance (Ra) of the AcD stem dendrite
such that the total electrotonic distance between AIS and
soma was kept constant, regardless of axon distance. This
manipulation abolished the effects of AIS distance on somati-
cally measured action potential thresholds (Figure 7D). Thus,
axon-position-dependent changes in somatically measured
threshold can be entirely explained by morphology and the factron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inc. 1423
Figure 6. Input Sites onto AcDs Generate APs with a Lower Threshold
(A) Two-photon fluorescence images of a nonAcD cell (top) and AcD cell (bottom) filled with Alexa 594. Multiphoton glutamate uncaging was performed on a
nonAcD (top, white box) and an AcD branch (bottom, red box). Higher magnification images (insets) show uncaging sites. Arrowheads indicate axon. Scale bars
represent 20 mm and 5 mm (insets) and apply to both panels.
(B) For both nonAcD (top) and AcD cells (bottom), first row shows trains of APs generated by somatic current injection (black traces) prior to and following APs
generated by dendritic glutamate uncaging (nonAcD cell: gray; AcD cell: red). Second row: Threshold was determined for the first AP in the train (see Figures S5
and S6C) and increasing current steps induced APs with shorter latency and decreased threshold potential (circles). Threshold of APs induced by glutamate
uncaging on the AcD (red circles) was lower than spikes induced by current injection (cf. dashed lines). Scale bars apply to both panels.
(C) Plot of AP threshold against AP latency from cells shown in (A). Black circles show thresholds of APs elicited by somatic current injection before (filled circles)
and after (open circles) dendritic glutamate uncaging (colored circles). Solid lines represent exponential fits to thresholds of somatically evoked APs at different
latencies. The difference in threshold (D threshold) between APs induced by dendritic uncaging and somatic current injection was calculated for both nonAcDs
(top) and AcDs (bottom). Note lower threshold of glutamate-evoked APs in AcD cell.
(D) Summary plot from all cells, showing difference in AP threshold (D threshold) versus distance between branching of the stimulated dendrite from the AcD stem
and the soma (zero for nonAcDs cells, gray circles). The reduction in AP threshold observed in AcD branches (red circles) significantly correlated with the distance
between AcD branch and somatic envelope (r =0.5526, p < 0.001; Spearman’s rank correlation). Grey circles show data from nonAcD branches (light gray: 95%
confidence interval of Gaussian distribution). See also Figures S6 and S7.
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charging the somatic compartment. Furthermore, the minimal
dendritic input required to elicit an action potential decreased
with increasing distance between soma and axon (40% lower
with an axon distance of 6 mm) (Figure 7E). Such reductions in
the minimum dendritic input were absent when stimulating the
nonAcD or directly injecting current into the soma (Figure 7E).
These results suggest the additional possibility that a dendritic
axon origin electrically isolates the AIS from the soma and re-
duces loss of synaptic current from the AcD into the somatoden-
dritic compartment. Thus, the synaptic input required to elicit an
action potential may be lower for an AcD compared to a nonAcD.
CA1 pyramidal cells receive strong GABAergic input during
network oscillations (Klausberger and Somogyi, 2008). In1424 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inccontrast to the AcD, input to nonAcD must pass through the
soma before reaching the AIS. Therefore, EPSPs from nonAcD
are likely more strongly affected by somatic shunting. We tested
this possibility by inserting additional somatic chloride conduc-
tances, simulating somatic inhibition. This reduced the cellular
input resistance to 67% of its resting value, consistent with
in vitro recordings during sharp wave ripple oscillations (Ba¨hner
et al., 2011). Indeed, upon somatic shunting, the input to nonAcD
branches required for action potential generation was strongly
increased. In contrast, efficacy of inputs to AcD branches was
much less affected (Figure 7F).
The experimental data showed that AcD branches have a
higher propensity to generate active dendritic sodium spikes,
compared with nonAcD branches. We investigated whether.
Figure 7. Computer Simulations of AcD and nonAcD Properties
(A) Schematic of simplified CA1 pyramidal neuron model. Symbols depict parameters that varied in model experiments (a.d.: distance of axon from soma; g:
somatic conductance). Synaptic input sites indicated on both dendrites. Scale bar (inset) represents 10 mm.
(B) APs triggered by excitatory synaptic input at the AcD (red) and nonAcD (gray) branch or by somatic current injection (black, 0.5 nA) in a model cell with 15 mm
axon distance. Top traces show APs at the somatic compartment; bottom traces at the AIS. Circles and lines indicate AP voltage threshold. Note the difference in
AP threshold between AcD and nonAcD stimulation is only visible at the soma and not at the AIS.
(C) Somatic AP threshold versus axon distance from soma. Note the negative shift of AP threshold in AcDs (red) with increasing axon distance.
(D) Threshold difference of AcDs depends on resistance of the linking segment between axon and soma. Red line: threshold shift for linear increase of resistance
with increasing axon distance (similar to [C]). Orange line: total resistance of the linking compartment is artificially kept constant.
(E) The minimal input required to generate APs versus axon distance from soma. Somatic current injection and synaptic inputs were normalized to 1 for an axon
distance of 0 mm. Note the facilitated AP generation in AcDs (red) with increasing axon distance.
(F) Somatic shunting, as seen during GABAergic inhibition, increases the difference between input efficiency at nonAcDs and AcDs, respectively. Red and light
gray lines: Input current needed for AP generation versus axon distance in nonAcD and AcD, respectively (similar to [E]). Dark gray and orange lines: Input current
needed for AP generation versus axon distance following an increase of cellular conductance to 150% (67% input resistance) after adding tonic chloride
conductances to the soma.
(G) Left: Example traces showing voltage responses (top) and the corresponding derivatives (bottom) to varying synaptic inputs (as indicated by vertical lines in
right panels). Increasing inputs (1–3) elicited d-spikes in both the nonAcD and AcD branches (see in 3; gray and red, respectively). Only increasing voltage-gated
sodium channel density (20% blue trace) increased the ability of the AcD to elicit d-spikes. Right: Increasing input current resulted in sudden increases in EPSP
peak amplitude and maximum rate of rise, indicative of d-spikes, similarly in both the nonAcD (gray) and AcD (red). The higher sodium channel density in the AcD
increased the ability of the AcD to elicit d-spikes (lower input threshold) and resulted in stronger d-spikes (higher response amplitude). See also Figures S3 and S8
and Table S1 for model parameters.
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logical features of AcDs. Both nonAcD and AcD were capable of
eliciting dendritic spikes with sufficient synaptic input (Figure 7G,Neuleft panel). However, the model predicted little difference in the
ability of nonAcD and AcD to elicit dendritic spikes (Figure 7G,
right panel; cf. gray and red), suggesting that morphologicalron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inc. 1425
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spike propensity and strength. We therefore hypothesized that
AcD branches may have higher densities of voltage-gated so-
dium channels. Staining for sodium channels (panNav) and their
scaffolding protein Ankyrin-G did indeed reveal expression
of these molecules in dendritic segments close to the AIS
(ankyrin-G: 57 of 73 AcD cells, 78%; panNav: 7 of 12 AcD cells,
58%) (see Figure S3). In the model, we therefore introduced a
5-fold increase in dendritic sodium conductance within 50 mm
from the axon branching point, an area that exceeded the
observed range of panNav immunoreactivity (<5 mm; Fig-
ure S3C). However, this increase in sodium channel density
close to the AIS failed to affect the generation of dendritic
spikes (Figure S8). In contrast, a modest elevation of sodium
conductance in the entire dendrite (20%; see Nevian et al.,
2007) facilitated the generation and increased the strength of
dendritic spikes (Figure 7G). Thus, increased expression of so-
dium channels in dendritic regions more distal from the axon
branch provides a possible explanation for the higher preva-
lence and strength of dendritic spikes. However, as assessing
moderate increases in sodium channel expression in dendrites
is very challenging, we were unable to confirm the presence
of increased sodium channel density at distal dendritic sites.
We therefore cannot exclude the possibility that other molecular
differences between the two dendrite types may, at least in part,
contribute to the enhanced generation of dendritic spikes in
AcDs.
DISCUSSION
We report that an unexpectedly large fraction of CA1 pyramidal
neurons exhibits an axonal origin from basal dendrites. These
AcDs constitute privileged input sites, as inputs onto these den-
drites are both more likely to generate local dendritic spikes and
more efficient in triggering action potentials. Thus, AcD inputs
bypass the canonical sequence of dendritic input integration
by directly coupling AcD input sites to axonal output.
Previous reports suggested that a small percentage of axons
originate from the apical dendrite of CA1 pyramidal cells (Lorincz
and Nusser, 2010). Our data confirm this observation (Fig-
ure S2D–S2G) but reveal a much larger percentage of axons
emanating from basal dendrites. This observation is not an arti-
fact of selective Thy1-DsRed expression in the mouse line used,
because a similar fraction of AcD cells was found in wild-type
mice and rats. Thus, glutamatergic principal neurons, which
were long thought to be homogeneous, display distinct proper-
ties at both the structural and functional level. Indeed, differ-
ences in glutamatergic neuron populations have been shown
to include intrinsic and neurochemical properties (Graves et al.,
2012; Jarsky et al., 2008; Slomianka et al., 2011), network dy-
namics (Mizuseki et al., 2011), inhibitory input (Varga et al.,
2010), or developmental origin (Marissal et al., 2012).
Usingmultiphoton glutamate uncaging, we were able to selec-
tively study differences in dendritic input integration at AcDs
versus nonAcDs. First, we found that dendritic spikes were
more common in AcDs than in nonAcDs. Their overall propensity
was lower compared with a previous study (Losonczy et al.,
2008), most likely due to the longer uncaging dwell time used1426 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Incin the present study. This results in a lower degree of input syn-
chrony and a lower overall dendritic spike incidence (see Exper-
imental Procedures and Losonczy andMagee, 2006). Increasing
input synchrony would be expected to increase dendritic spike
propensity in both AcDs and nonAcDs, at least until the propen-
sity in both converge at a maximum value. We also observed a
larger fraction of strong dendritic spikes in AcDs compared to
nonAcDs. However, this difference is expected to be indepen-
dent of input synchrony (Losonczy and Magee, 2006). The fast
initial depolarization of dendritic spikes is driven by dendritic
voltage-gated sodium currents (Losonczy et al., 2008; Remy
et al., 2009). Modeling suggested that the higher incidence and
strength of dendritic spikes in AcDs is not a mere consequence
of their peculiar connection to the axon. Introducing an increased
density of sodium channels in the AcD, however, did reproduce
the observed difference in dendritic spike generation. Thus, the
intrinsic electrical properties of AcDs may differ from those of
nonAcDs. Alternative mechanisms may include lower levels of
A-type potassium currents in AcDs (Remy et al., 2009). Although
NMDA receptors are involved in dendritic spike generation, and
were previously found to underlie the slow phase of dendritic
spikes (see Figure 5B; see Losonczy and Magee 2006), our
data do not support differences in synaptic receptors between
AcD and nonAcD branches. Thus, we saw no difference in the
unitary EPSP properties (see Figure S4) or the decay time of
compound EPSPs that would indicate increased synaptic
NMDA receptors. In addition, no significant difference was
observed in the linear integration between AcD and nonAcD
branches, which would be expected if conductances that boost
synaptic inputs (e.g., NMDA or calcium channels) were different
between both types of dendrites. The enhanced supralinear inte-
gration in AcD branches renders these dendrites particularly
good detectors of coincident synaptic inputs and enhances the
cooperability of inputs on AcD branches (Harnett et al., 2012).
Second, the enhanced integration via dendritic spikes caused
a tight temporal coupling of synchronous synaptic inputs to
action potential output (Ariav et al., 2003; Losonczy and Magee,
2006; Losonczy et al., 2008).
Another important difference between AcDs and nonAcDs
was the increased efficacy of synaptic inputs on AcDs to
generate action potentials. Several mechanisms downstream
from local dendritic excitation may contribute to this difference.
First, the AIS is situated closer to AcD inputs than to nonAcD in-
puts, reducing the electrotonic distance between synapses and
the action potential trigger zone. In contrast, EPSPs arising at
nonAcDs have to pass the soma before reaching the AIS. Sec-
ond, AcD input currents are partially isolated from current loss
toward the soma. Our computationalmodeling experiments sup-
port the idea that these are key factors in determining the differ-
ences in action potential thresholds between AcD and nonAcD
inputs (see Figure 6). As a result, AcDs provide input channels
with privileged coupling to action potential output in CA1 pyrami-
dal cells. This may not be the only specialized role of AcDs in
output signaling. Action-potential-dependent neurotransmitter
release can be modulated in a graded manner by propagation
of subthreshold EPSPs along the axon (Alle and Geiger, 2006).
Inputs to AcDs may be particularly suitable to contribute to this
analog coding mechanism..
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inhibition for a number of reasons. First, AcD inputs elicit a
high fraction of strong dendritic spikes, which are capable of re-
sisting inhibitory control at these dendrites (Mu¨ller et al., 2012).
Second, peri-somatic inhibition reduces the efficacy of input
onto nonAcDs (Freund and Buzsa´ki, 1996; Pouille and Scanziani,
2001). In contrast, inputs to the AcDs are partially isolated from
the soma and can maintain efficacy during peri-somatic inhibi-
tion. This idea is strongly supported by our computational model
(see Figure 7F). Effects of somatic shunting may be highly rele-
vant during hippocampal network oscillations, during which
pyramidal cells receive profound peri-somatic inhibition in syn-
chrony with the underlying theta, gamma, or ripple frequency
(Klausberger and Somogyi, 2008; Royer et al., 2012). Thus, the
impact of EPSPs from nonAcDs may undergo cyclic changes,
with the highest efficacy during the phase trough of lowest
GABAergic conductance. Meanwhile, inputs from AcDs retain
efficacy during these phases. Thus, the functional asymmetry
between nonAcDs and AcD branches in response to peri-so-
matic inhibition will affect phase-coupled processing of informa-
tion and timing of action potentials during network oscillations.
Which inputs could utilize this privileged input channel?
Diverse excitatory afferents project onto basal dendrites of
CA1 pyramidal cells. Major input to hippocampal CA1 neurons
comes from CA3, as well as from the adjacent CA2 region. How-
ever, in contrast to stratum radiatum, the major input to basal
dendrites in stratum oriens originates from contralateral CA3
and ipsilateral CA2 neurons (Ishizuka et al., 1990; Shinohara
et al., 2012). Further excitatory synapses come from recurrent
axon collaterals between CA1 pyramidal neurons themselves
(Deuchars and Thomson, 1996) and, possibly, from the amyg-
dala (Pikkarainen et al., 1999) and the entorhinal cortex (Deller
et al., 1996). It will be important to determine whether these
different input types differentially target AcDs and nonAcDs.
Novel developments in circuit reconstruction may shed light on
this issue in the future (Helmstaedter et al., 2011).
In summary, we describe a structural and functional
specialization that profoundly affects information processing
of pyramidal neurons and that provides a cellular mechanism




All experiments were performed in compliance with the state government of
Baden-Wu¨rttemberg and the guidelines of the Animal Care andUse committee
of the University of Bonn. We used male and female transgenic mice with a
Thy1-DsRed construct (Livet et al., 2007) that generates a sparsely distributed
population of neurons with intense DsRed labeling suitable for analysis of sin-
gle-cell morphologies. Mice were aged 1 week, 28–35 days, or 100–130 days.
Additional experiments were performed using male C57BL/6 mice aged 4 to
5 weeks and male Wistar rats 6–8 weeks old (Charles River, Sulzfeld).
Immunohistochemistry
Animals were anesthetized in CO2-enriched atmosphere and decapitated. The
brain was removed and kept in cold (<2C) artificial cerebrospinal fluid (ACSF)
containing the following (in mM): 124 NaCl, 3.0 KCl, 1.8 MgSO4, 1.6 CaCl2, 10
glucose, 1.25 NaH2PO4, and 26 NaHCO3, saturated with 95%O2 and 5%CO2
(pH 7.4). Cerebellum and parts of the frontal brain were removed, horizontalNeuslices of 150 mm were cut using a vibrating blade microtome (Leica
VT1000S, Leica Microsystems, Wetzlar), fixed in 1% paraformaldehyde
(PFA, Riedel-de Hae¨n, Seelze, Germany) diluted in 0.1 M phosphate buffer
(pH 7.4) for 90 min, and washed 4 3 15 min in PBS (pH 7.4).
Slices were pretreated for 2 hr in blocking buffer (5% goat serum and 0.3%
Triton X-100 in PBS). All antibodies were diluted in antibody solution (1% goat
serum and 0.2% Triton X-100 in PBS) and incubated overnight (>16 hr) for pri-
mary antibodies and 2 hr for secondary antibodies at room temperature. We
used Dako Fluorescence Mounting Medium (Dako Denmark A/S, Glostrup)
to mount the stained slices on SUPERFROST PLUS microscope slides
(Thermo Scientific, Braunschweig) and stored them at 4C for later use. Omit-
ting the primary antibody in equally treated control tissue completely abolished
all staining. For some sodium channel stainings (panNav), we used an alterna-
tive protocol: Animals were heart perfused with first 4 ml of PBS followed by
8–10 ml of 4% PFA at a rate of 1 ml/4 s. Brains were removed, and after 1 hr
post-fixation in 4% PFA, 600–800 mm slices were cut on a vibratome (Leica
VT1000S). After cooling with liquid nitrogen, 30-mmslices were prepared using
a Microtom HM550 cryostat (Thermo Fisher Scientific, Waltham) and allowed
to dry at room temperature for a few hours. Slices were then stained according
to the description above but with 1 hr in blocking solution, 40–44 hr in primary,
and 90 min in secondary antibody solution.
Antibodies
The following primary antibodies were used: mouse anti ankyrin-G clone
N106/36 (1:500; NeuroMab, Davis), mouse anti panNav (1:500; Sigma, Saint
Louis), and rabbit anti bIV-spectrin (1:500; self-made, corresponding to amino
acids 2,237–2,256 of human bIV-spectrin (Gutzmann et al., 2014)). Secondary
Alexa Fluor labeled antibodies were 488, 568, and 647 IgG goat against mouse
and rabbit (1:1,000; Invitrogen, Eurgene). TO-PRO-3 iodide (1:1,000; Invitro-
gen, Eugene) was used as nuclear stain to visualize hippocampal topology.
Confocal Laser Scanning Microscopy
Imaging was carried out on a C1 Nikon confocal microscope (Nikon GmbH,
Du¨sseldorf) equipped with 203 (0.75 NA) and 603 (oil immersion, 1.4 NA) ob-
jectives. Several images were taken at multiple focal planes and merged into
maximum intensity projections to increase the number of immunoreactive
structures in focus. Thickness of optical sections ranged from 1 mm (cell local-
ization) to 0.5 mm (anatomical analysis). Images were analyzed in ImageJ
(Wayne Rasband, NIH, open source) and enhanced for contrast using Adobe
Photoshop CS2 (Adobe Systems, San Jose).
Electrophysiology and Multiphoton Imaging
Mice were deeply anesthetized with an injection of ketamine (100 mg/kg,
Pfizer, Germany) and xylazine (15 mg/kg, Bayer, Leverkusen) and then
decapitated. Brains were rapidly removed and placed in ice-cold (<2C),
sucrose-based ACSF (sucrose-ACSF) containing the following (in mM):
60 NaCl, 100 sucrose, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 1 CaCl2, 5
MgCl2, and 20 glucose. Slices of 300 mm were cut with a vibratome (Leica
VT1200S) and incubated in sucrose-ACSF at 35C for 30 min. Subsequently,
slices were transferred to a submerged holding chamber containing normal
ACSF (see above) at room temperature. All extracellular solutions were equil-
ibrated with 95% O2 and 5% CO2.
DsRed-positive cells were visualized and axonal morphology preliminary
determined using a Ti:Sapphire ultrafast-pulsed laser (Chameleon Ultra II,
Coherent) and a galvanometer-based scanning system (Prairie Technologies,
Middleton) at a wavelength of 960 nm. Selected cells were visualized with
infrared oblique illumination optics and a water immersion objective (603,
0.9 NA, Olympus), and somatic whole-cell current-clamp recordings were per-
formed with a BVC-700 amplifier (Dagan Corporation, Minneapolis). Data were
filtered at 10 kHz and sampled at 50 kHz with a Digidata 1440 interface
controlled by pClamp Software (Molecular Devices, Union City). Patch-pi-
pettes were pulled from brosilicate glass (outer diameter 1.5 mm, inner diam-
eter 0.8 mm; Science Products, Hofheim) with a Flaming/Brown P-97 Puller
(Sutter Instruments, Novato, USA) to resistances of 2 to 5 MU in bath. Series
resistances ranging from 8 to 30 MU were compensated for using bridge-bal-
ance circuitry. The standard internal solution contained the following (in mM):
140 K-gluconate, 7 KCl, 5 HEPES, 0.5 MgCl2, 5 phosphocreatine, andron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Inc. 1427
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lality of 295 mOsm, and contained 100 mM Alexa 594 (Invitrogen, Eugene).
Voltages were not corrected for the calculated liquid-junction potential
of +14.5 mV. Membrane potential was adjusted to 60 mV, and current steps
(200 and 800 ms) of increasing amplitudes were injected via the somatic patch
pipette. Passive membrane properties, action potential properties, and firing
patterns were assessed throughout the entire course of the experiment. Cells
with unstable input resistances and that lacked overshooting action potentials
were discarded, as well as recordings with holdings currents <200 pA for
60 mV and access resistances >30 MU.
Two-Photon Uncaging
Two-photon glutamate uncaging at basal dendrites of CA1 neurons was per-
formed using a microscope equipped with a galvometer-based scanning sys-
tem (Prairie Technologies). The caged compound MNI-caged-L-glutamate
(15 mM; Biozol, Eching) was filled into puff application pipettes (<1 MU) that
were positioned in close proximity to the selected dendrites. We focused on
dendritic sections 30–80 mm away from the soma and used an ultrafast,
Ti:sapphire pulsed laser (Chameleon Ultra, Coherent) tuned to 720 nm for
multiphoton photo-release at 10–15 preselected dendritic spines in close vi-
cinity (10 mm in length). In any group of spines, uncaging was always per-
formed from the most distal toward the most proximal spine. The midpoint
of the stimulated dendritic region was assessed usingmaximum projection im-
ages from two-photon stacks, and the 2D distance was 60.9 ± 4.3 and 51.3 ±
3.3 mm from the soma for nonAcDs and AcDs, respectively (n = 24 and 31 den-
drites; p = 0.06, t test) (Figure S4F). There was no bias regarding branch order
when uncaging on AcDs and nonAcDs (Figure S4G). We mostly stimulated on
secondary and tertiary dendrites because primary dendritic segments of AcDs
were usually devoid of spines. The laser dwell time for uncaging was 1 ms per
spine, and laser illumination was restricted to this period with the use of an
electro-optical device (Pockels cell, Conoptics, Danbury). This laser dwell
time was longer than the 0.5 ms used in a previous study (Losonczy et al.,
2008), and the reduced synchrony likely underlies the comparably lower over-
all d-spike propensity observed in our study (Losonczy and Magee, 2006). For
near synchronous stimulation at multiple uncaging positions, the laser focus
was rapidly moved with less than 0.1 ms delay between selected positions
(total duration of stimulation 11–16.5 ms). We kept the power below 22 mW
at the slice surface to avoid photo-damage. In images obtained by two-photon
imaging, the apparent dendritic branch diameters were measured perpendic-
ularly to the dendritic length axis at the middle of the uncaging site. No differ-
ences were seen between AcDs (0.52 ± 0.06 mm, n = 18) and nonAcDs (0.52 ±
0.07 mm, n = 14, p = 0.52, t test).
The experimental procedure involved near synchronous uncaging at 10–15
spines to generate uncaging-induced EPSPs (uEPSPs). The contribution of
each unitary spine was then recorded by individual uncaging on each spine
independently (interval >800 ms). The single spine EPSPs were used to calcu-
late the arithmetic sum and compared to the measured uEPSP. Subsequently,
the laser power was increased until suprathreshold uEPSPs generated action
potentials. Cell morphologies were determined from stacks of multiphoton
scans at the end of recordings (Movie S3). All pipettes were removed carefully
and the slices then fixated in 1% PFA overnight for storage.
Computational Modeling
All simulations were performed using the NEURON simulation environment
through its python module (Hines et al., 2009). Electrophysiological parame-
ters were studied in a simplified compartmental model that encompassed
the basic morphological and electrical features of CA1 pyramidal neurons.
The soma (diameter: 30 mm) gave rise to a single apical dendrite (length:
400 mm, diameter: 2–4 mm) and three basal dendrites (length: 150 mm, diam-
eter: 1.4 mm); one basal dendrite (AcD) carrying the AIS at a variable distance
(see experimental description), another regular basal dendrite (nonAcD), and a
third dendrite connected to the nonAcD to achieve electrotonic symmetry with
the AcD. The apical dendrite terminated in an apical tuft (two dendrites, length:
150 mm, diameter: 2 mm). The cellular surface area was 12,155 mm2. The axon
distance was varied in steps of 0.5 mm. The origin of the third dendrite was
shifted along the nonAcD in parallel to the axon distance to maintain the elec-
trotonic symmetry between AcD and nonAcD. The passive electrical proper-1428 Neuron 83, 1418–1430, September 17, 2014 ª2014 Elsevier Incties Rm, Cm, and Ri were set to 25,000 Ucm
2, 1 mF/cm2 (1.1 in soma), and 70
MU, respectively. The time constant of the somatic membrane was 27.5 ms.
Axial resistivity was 200 Ucm. Segmentation around the dendritic injection
sites was made with high resolution (0.5 mm) to keep high-frequency terms
of the input signal (Carnevale and Hines, 2009). Active conductances were
modified from previously reported values (Cutsuridis et al., 2010; Hu et al.,
2009). The sodium conductance (gNa) of the AIS was set to 0.5 S/cm
2. Synap-
ses were modeled via alpha synapses (trise = 0.5 ms; tdecay = 3 ms). The
reversal potential of the synapses was 0 mV and low-conductance changes
(5 pS) were used to allow a continuum of inputs. Synapses were placed at
50 mm (Figures 7B–7F) and 90 mm (Figure 7G) away from the soma in order
to prevent or elicit dendritic spikes, respectively. Somatic current injection
was implemented with an IClamp point process. In Figures 7E–7G, input refers
to the number of activated synapses for dendritic stimulation (nonAcD and
AcD), or the amplitude of the injected current for somatic stimulation. Inputs
were normalized to the minimum input necessary to trigger an action potential
at zero axon distance. Namely, for synaptic stimulation 5,149 synapses (regu-
lar) or 12,637 synapses during somatic shunting (Figure 7F) and 0.3735 nA
for somatic stimulation (note low conductance for individual synapses; see
above). The influence of resistance between soma and axon/AcD was tested
by decreasing the axoplasmic resistivity (Ra) as described previously (Bara-
nauskas et al., 2013). The reduction was done proportionally to the axon dis-
tance (a.d.), keeping the value for Ra 3 a.d. constant. Raising the cellular
conductance to 150% was achieved by introducing additional chloride chan-
nels into the somatic compartment (Figure 7F). This changed the input resis-
tance to 67% of its original value and shifted the resting membrane potential
by 2 mV. The 20% increase in sodium conductance (Figure 7G) was chosen
to be in the expected range but below threshold for dendritic action potential
generation. It had only minor effects on the results shown in Figures 7B–7F,
when no dendritic spike was generated. Increase in sodium conductance up
to 0.0125 S/cm2 within 50 mm from the axon branching point (proximal part
of the AcD branches) had no effect on the generation of dendritic spikes
(Figure S8). Further increases in sodium conductance produced a full spike.
Data analysis was carried out with the python-numpymodule. Comprehensive
details of model parameters are given in the Table S1.
Data Analysis and Statistics
Evaluation of distance and spatial location were performed on stacked images
using ImageJ (Wayne Rasband, NIH, open source). The distances between
soma, dendritic branching points, AIS origin, and AIS end were determined
by segmented lines following the native morphology. The border between so-
matic compartment and emerging dendritic and axonal structures was inter-
polated by following the somatic surface (see Figure 4A). The origin of the
AIS was defined as a strong abrupt increase in ankyrin-G signal. The end
of the AIS was defined as the last point of continuous costaining between
ankyrin-G and DsRed signal. The diameter of the AcD stem dendrite was
measured midway between soma and AIS branching point. Initial segments
that crossed more than 5 mm in z axis were discarded for length correlations
due to uncertain flattening of the tissue. For electrophysiology we used stacks
obtained by two-photon imaging to reconstruct cellular morphology. The axon
could be clearly identified by its thin filamentary structure, lack of dendritic
spines, projection into the alveus, and scarce orthogonal branching pattern.
Electrophysiological recordings were analyzed with the Igor software
(Wavemetrics, Lake Oswego) using custom-built procedures. Action potential
thresholds were determined by a fully automated algorithm in Igor calculating
the first peak of the second derivative (Henze et al., 2000) (see Figures S5 and
S6). Similar results were found using the peak of the third derivative (Henze and
Buzsa´ki, 2001; data not shown). Since action potential threshold depends on
the speed of the predepolarization phase (Platkiewicz and Brette, 2011; Wilent
and Contreras, 2005), we estimated the relationship of the action potential
threshold and depolarization rate for each cell individually using stepwise in-
creases in somatic current injection. Higher current injection results in steeper
depolarization and typically yields lower action potential thresholds. We used
these values to fit an exponential curve that was the basis for comparison with
uncaging-induced action potentials.
For cell morphological statistics (except Figures 2B and 2E), cells of all an-
imals were pooled. Quantitative data are given as mean ± SEM or as median..
Neuron
Axon-Carrying Dendrites Convey Privileged InputBoth were calculated in excel (Microsoft Corporation, Redmond) and statisti-
cal significance was tested in GraphPad InStat (GraphPad Software Inc.,
La Jolla). Unpaired two-tailed Student’s t test or Mann-Whitney U test
were used depending on parametric or nonparametric data distribution.
A p value < 0.05 was considered as significant. For all data, *p < 0.05,
**p < 0.01, and ***p < 0.001; ns, not significant.
SUPPLEMENTAL INFORMATION
Supplemental Information includes eight figures, one table, and three movies
and can be found with this article online at http://dx.doi.org/10.1016/j.neuron.
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