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Surles Inegalitt~s Valides dans L 1 
PATRICE AssouAo 
It is known ([7], [12]) that each metric subspace (X, d) of a space L 1 is hypermetric, i.e. satisfies 
L:7~ 1 L:}~ 1 t;tjd(x;, xj) ~ 0, for every integer n;;;;, 2, every elements xi> ... , xn of X and every integers 
ti> ... , tn with L:7~ 1 t; = 1. The present paper contains three independent parts: 
(1) We prove that a finite metric space (X, d) is hypermetric if and only if it can be obtained, up 
to an isometry, in the following way: 
(a) the set X is included in A 11 S, where A is a lattice (i.e. a discrete additive subgroup) in a 
Euclidean space (E,II Ill, and S is the boundary of a hole in A (i.e. of a Euclidean open ball 
containing no point of A); 
(b) the metric d on X is defined by d(x, y) = llx-Yll 2 for every x, y EX 
(2) We study the equality cases of the hypermetric inequalities, and a transformation for hyper-
metric spaces which could lead to the Hlawka inequality. 
(3) We prove that each maximal graph, i.e. each graph G having the maximal number of edges 
among all graphs switching equivalent to G, gives rise to an inequality valid for all metric subspaces 
of L 1 (the hypermetric inequalities correspond to maximal complete bipartite graphs). 
Com me on le sait ((7], [12]), chaque sous-es pace metrique (X, d) de L 1 est hypermetrique, c'est 
a dire verifie L::'~l L:i'~t t;tjd(x;, xj)~O. pour tout entier n ;;.2, tous elements XI> ... ' Xn de X et 
tous entiers t~> ... , tn avec L:7~ 1 t; =I. Le present article comprend trois parties independantes: 
(I) On montre qu'un espace metrique fini (X, d) est hypermetrique si et seulement si il peut, a 
une isometrie pres, etre obtenu de Ia fas;on suivante: 
(a) !'ensemble X est inclus dans A nilB, ou A est un reseau (i.e. un sous-groupe additif discret) 
dans un espace Euclidien (E, II Ill, et ou B est une boule ouverte de (E, II Ill ne contenant aucun 
point de A; 
(b) Ia distanced sur X est definie par d(x, y) = llx-Yll 2 pour to us x, y EX 
(2) Nous etudions les cas d'egalite des inegalites hypermetriques, et indiquons une transformation 
pour les espaces hypermetriques, qui permet d'obtenir notamment l'inegalite de Hlawka. 
(3) Nous montrons que chaque graphe maximal, i.e. dont le nombre d'aretes est maximal parmi 
tous les graphes appartenant a Ia meme classe de commutation, induit une inegalite valide pour 
tous les sous-espaces metriques de L 1 (les inegalites hypermetriques correspondent aux graphes 
bipartis complets maximaux). 
INTRODUCTION 
(I) On dit qu'un noyau d: X2 ~ IR, symetrique et nul sur la diagonale, est hypermetrique 
s'il verifie L ~=I LJ= I t;tjd (X;, xj) ~ 0, quel que soit n ~ 2, et quels que soient XI> .•• , Xn E X 
et It, ... , tn E 7L avec L~=l t; = 1 (d est alors necessairement un ecart-voir [7]-et (X, d) 
est appele un espace hypermetrique); si l'inegalite ci-dessus n'a lieu que pour L~=l t; = 0, 
on dit que d est de type negatif [et que (X, d) est un espace de type negatif]. 
On peut montrer (Deza [7], Kelly [12]) que chaque sous-espace metrique (X, d) d'un 
espace L1(f1, @, JL) est hypermetrique. On peut montrer aussi (Assouad [1], Avis [3]) que 
tout espace hypermetrique n'est pas un sous espace de L 1• Nous etablissons ici un critere 
pour qu'un espace (X, d) soit hypermetrique; precisement nous montrons qu'un espace 
metrique fini (X, d) est hypermetrique si et seulement s'il peut etre obtenu, a une isometrie 
pres, de la fa~on suivante: 
(a) !'ensemble X est indus dans un espace Euclidien (E, II II) et le noyau d est defini 
par d ( x, y) = II x - y 11 2 pour to us x, y E X ( c' est le cas si et seulement si d est de type negatif, 
voir Schoenberg [14]); 
(b) il existe un reseau A et une boule ouverte B dans (E, II II) tels que An B soit vide 
et que A naB contienne X. 
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(2) Un noyau d: X 2 ~ IR (symetrique et nul sur Ia diagonale) est appele (2n + 1)- gonal 
si on a 2:7=, LJ=I d(u;, uj)+l:Z!\ I?:/ d(vk. v1)~2 2:7= 1 I~!\ d(u;, vk), quels que soient 
u" ... , uno v 1, ••• , Vn+ 1X; si on a seulement 2:7= 1 LJ=I d(u;, uj)+LZ=t I?=t d(vb v,)~ 
2I7=t IZ=, d(u;, vk), on dit que d est 2n-gonal. 
Un noyau est hypermetrique (resp. de type negatif) si et seulement s'il est m-gonal 
pour tout m impair (resp. pair)-voir encore [7], [12]. 
Nous nous proposons d'etudier les cas d'egalite des inegalites m-gonales. Cette etude 
nous conduira, si m est pair, a des identites du type 'inclusion-exclusion' et, si m est 
impair, a des inegalites generalisant !'inegalite de Hiawka (i! s'agit de rinegalite Jlx + y II+ 
JJy + zll +liz +xJJ ~ JJxJJ +II yJJ + IJzJJ + JJx + y + zJJ, qui vaut dans tout sous espace norme de 
L'). 
(3) Un graphe G = ( V, E) est dit maximal si IE L. {(i,j) E V2J7J(i)7J(j) = -l}j est inferieur 
ou ega! a lEI, quelle que soit !'application 1] de v dans {-1, I} (autrement dit s'il est 
maximal dans sa classe de commutation, au sens de [ 4]); no us no us proposons de montrer 
qu'on a alors I(i.j)EE d(x;, xj)::?! L<k.I>-"E d(xk, x1), quelle que soit Ia famille (x;);E v d'elements 
d'un so us espace metrique (X, d) de L 1• 
Voici done comment se subdivise ce travail: 
1. Espaces hypermetriques, spheres et reseaux, 
2. Inegalites polygonales et inegalite de Hlawka, 
3. Inegalites valides dans L' et graphes maximaux 
(hormis plusieurs definitions, ces paragraphes soot independants). 
NoTATIONs: 
La norme Euclidienne dans IR" (ou dans un espace Euclidien) est notee 11-11; le produit 
scalaire correspondant est note ( .j. ). No us no tons (.,.) Ia forme bilineaire de dualite 
entre un espace vectoriel et son dual. 
On note JAJ!e cardinal de !'ensemble A (posant !AI= +oo si A est infini), XA l'indicatrice 
de A et A L. B Ia difference symetrique de A et B. 
Soient p E [1, +oo[, iJJ une a-algebre de parties d'un ensemble n et f.L une 
mesure::?! 0 sur (fl, :JJ). On note F(fl, :JJ, f.L) l'espace vectoriel des applications 
x: n ~ IR mesurables et de puissance p ieme integrable; il est muni de l'ecart 
x,y~Jlx-yJ!Lp(!l,?Jl,!L)=cSn!x(w)-y(w)!PJL(dw)) 11 P Lorsque iJJ=2n, on ecrit F(fl,J.t) 
au lieu de F(fl, :JJ, J.t). 
J. ESPACES HYPERMETRIQUES, SPHERES ET RESAUX 
1.1. (a) Soit X un ensemble muni d'un noyau d: X 2 ~ IR symetrique et nul sur la 
diagonal e. Soient n un entier ::?!2, x = (x" ... , xn) EX" et t = (t" ... , tn) E IR"; nous 
poserons alors Qn(d, x, t) = I~=t I;~, t;tjd(x;, xj) et S(t) = I~=t t;. 
(b) Ainsi qu'on !'a rappele dans l'lntroduction, le noyau d est dit hypermetrique (resp. 
de type negatif) si on a Qn(d,x, t)~O quels que soient n::?!2,xEX" et tEZ" verifiant 
S( t) = 1 [resp. S( t) = 0]. 
1.2. Chaque element t de IR" verifiant S( t) = 0 est limite d'une suite ( tk/ nk)kEN ou chaque 
nk est en tier et chaque tk appartient a Z" et veri fie S( tk) = 0 [resp. veri fie S( tk) = 1]. Ceci 
a deux consequences: 
(a) si d est de type negatif, on a aussi Qn(d, x, t)~ 0, quels que soient n::?! 2, x EX" et 
t E IRn verifiant S(t) = 0; sous cette forme, c'est la definition donnee par Schoenberg [14]; 
(b) tout noyau hypermetrique est de type negatif, ainsi que !'a observe Deza [7]. 
1.3. Tout sous espace metrique d'un espace L1(fl, :JJ, J.t) est hypermetrique (Deza [7], 
Kelly [12], nous indiquerons une demonstration en 1.11); par contre il existe des espaces 
hypermetriques non plongeables dans L 1 (Assouad [1], Avis [3]). 
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La question se pose de caracteriser geometriquement les espaces hypermetriques. Nous 
allons partir de la caracterisation bien connue (due a Schoenberg [14]) des espaces de 
type negatif. 
1.4. (a) [14] Soit d:X2 ~1R un noyau symetrique et nul sur la diagonale; le noyau d 
est de type negatif si et seulement s'il existe une application f de X dans un espace de 
Hilbert (E, II IJ) verifiant 11/(x)-/(y)ll 2 = d(x, y) quels que soient x, y EX. 
(b) Une telle application fest appelee une representation de (X, d) (ou de d) dans 
(E, II II). Elle est dite minimale si f(X) engendre E (au sens affine). Lorsque X est fini 
et que f est une representation minimale de (X, d) dans (E, II II), l'espace (E, II II) est 
necessairement un espace Euclidien, c'est a dire, par definition, un espace de Hilbert de 
dimension finie. A une isometrie pres, un espace de type negatif admet une seule 
representation minimale. 
Chaque espace hypermetrique sera done plongeable dans un espace de Hilbert: 
1.5. (a) Tout espace hypermetrique est de type negatif. Done tout espace hypermetrique 
fini admet une representation minimale, unique a une isometrie pres, dans un espace 
Euclidien. Cela nous amene a la definition suivante: 
(b) une partie X d'un espace Euclidien (E, II II) est appelee une partie hypermetrique 
de (E, II II) si I' application d: x, x' ~ llx- x'll 2 (de X 2 dans IR) est un noyau hypermetrique 
sur X ; observons tout de suite qu' alors d est un ecart (prendre t 1 = t2 = 1 et t3 = - 1, ou 
voir [7]). 
Nous nous proposons de caracteriser les parties hypermetriques d'un espace Euclidien. 
Precisons d'abord quelques notations: 
1.6. (a) Une partie A d'un espace Euclidien (E, II II) est appelee un reseau si c'est un 
sous groupe additif discret de E; elle est appelee un reseau affine si c'est l'image d'un 
reseau par une translation. 
(b) Une partie X d'un espace Euclidien (E, II II) sera dite centree s'il existe z0 E E et 
r E [0, +oo[ tels que la sphere S(z0 , r) = {x E Elllx- zoll = r} contienne X (on note B(z0 , r) 
la boule ouverte {x E Elllx- zoll < r}). 
(c) Soient A un reseau affine et B une boule ouverte dans un espace Euclidien (E, II II). 
On dit que X= An i!B est un polytope de Delaunay de A si !'ensemble An B est vide et 
que X engendre E (au sens affine); on dit alors aussi que B est un vide dans le reseau A 
(voir a ce sujet [6] et [13], p. 92). 
Nous allons montrer qu'une partie d'un espace Euclidien est hypermetrique si et 
seulement si elle est incluse dans un polytope de Delaunay d'un reseau affine. Prouvons 
tout de suite que c'est une condition suffisante: 
PROPOSITION 1.7. Soient A un reseau affine et B(z0, r) une boule ouverte dans un espace 
Euclidien (E, II II). Notons S(z0, r) Ia sphere i!B(z0 , r). On suppose que /'ensemble An 
B(z0, r) est vide. Alors An S(z0, r) est une partie hypermetrique de I' espace Euclidien (E, II II). 
DEMONSTRATION. Notons d I' application X, x' ~ llx- x'll 2 (de X 2 dans IR). Soient n 
un entier :;?:2, x=(xl>···,Xn)EX" et t=(tl>·•·,tn)EZ" verifiant S(t)=l. 
Comme X est inclus dans S(z0 , r), on a On(d,x, t)=2(r2S2(t)-III7~ 1 t;(X;-zo)ll 2). 
On a done 0n(d,x,t)=2(r2 -IICI7~ 1 t;X;)-zoll 2) et I7~t t;X;EA [parce que S(t)=l et 
que !'ensemble X est inclus dans A]. Done On(d, X, t) est negatif ou nul [parce que 
!'ensemble An B(z0 , r) est vide]. 
Avant de montrer que c'est une condition necessaire, nous allons etudier de ce point 
de vue les sous espaces metriques d'un espace L 1(T, @, J.L). 
1.8. (a) Soit (YI> ... , Yn) une famille orthogonale d'elements d'un espace Euclidien 
(E, II II). Nous appellerons maille engendree par (Yl> ... , Yn) (en anglais 'brick', voir [9], 
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p. 357) !'ensemble M(y 1, ••• ,yn)=U:iEAy;jAc{l, ... , n}}, etnous noterons A(y" ... ,Yn) 
le reseau engendre par M(y,, ... , Yn). 
(b) La maille M(y1, ••• , Yn) est un polytope de Delaunay du reseau A(y1, ••• , Yn) [en 
effet la boule ouverte de centre n:~=l Y; et de rayon hi~=I i!Y;JI 2) 112 ne contient aucun 
point de A(y1, ••• , Yn)]. 
LEMME 1.9. Soit (X, d) un sous espace metrique de L 1 (il,@,J.~,). Soient il'=ilXIR, 
@'=@®:ll (ou :ll est la tribu borelienne de IR) et j.t'=J.t®A (ou A est Ia mesure de 
Lebesgue sur IR). On fixe un point s de X; on pose, pour chaque x E X, Ex = { ( w, t) E 
ilx!Rjx(w)~t} et on note f(x) l'indicatrice de Bx=ExL..E5 • On a alors d(x,y)= 
llf(x)- f(y )i!hn·, oo·, fL'l> quels que soient x, y EX. 
DEMONSTRATION. En effet, soient x, y EX. On a alors: 
d(x, y) = f ix(w)- y(w )jJ.~,(dw) = J.t'(Ex L.. Ey) = J.t'(Bx L.. By)= llf(x)-f(y)llizrn·,oo·,fL')· 
n 
PROPOSITION 1.10. Soit (X, d) un sous espace metrique fini de L 1(il, @, J.~,); alors il 
existe une representation f de (X, d) dans un espace Euclidien (E, II II) telle que f(X) soit 
indus dans Ia maille M(y" ... , Yn) engendree par une base orthogonale (y,, ... , Yn) de 
l'espace (E, II II). Inversement, si un espace metrique fini admet une telle representation, il 
se plonge isometriquement dans un espace L 1(il, @, J.t). 
DEMONSTRATION. (a) Nous adoptons les notations du Lemme 1.9. Comme X est fini, 
on note n,, ... ' nn les atomes de Ia tribu engendree par Ia famille (Bx)xEX• et y" ... 'Yn 
les indicatrices de ces atomes. Soit (E, II II) le sous espace de L 2(il', @, J.t') engendre par 
y 1, ••• , Yn· L'application f: x~ LncB Y; est alors (par le Lemme 1.9) une representation 
de (X, d) dans (E, II II) et, de plu;, efle envoie X dans Ia maille M(y 1, ••• , Yn)· 
(b) Inversement, soit (y" ... Yn) une base orthogonale de l'espace Euclidien (E, II II). 
Soit J." la mesure sur n = { 1, ... , n} ayant Ia masse II y; 11 2 en chaque point i = I, ... , n. On 
pose, pour chaque XEM(y" ... ,yn), Ax={iE{l, ... ,n}j(xjy;)=O} et on note g(x) 
I'indicatrice de Ax. On a done, pour chaque x, yE M(y 1, ••• ,yn), llx-yll 2 = J.t(AxL..Ay)= 
llg(X)- g(y)IIL1(il,M)' 
1.11. Chaque sous espace metrique fini de L'(il, @, J.t) admet une representation a 
valeurs dans un polytope de Delaunay (voir 1.10), done est hypermetrique (voir 1.7). 
Done I'espace L 1(il, @, J.t) est hypermetrique, et on retrouve le resultat de [7], [12] indique 
en 1.3. 
Nous allons maintenant montrer que toute partie hypermetrique d'un espace Euclidien 
est inc! use dans un polytope de Delaunay. Pour cela nous aurons besoin de trois Lemmes. 
LEMME 1.12. Une partie hypermetrique X d'un espace Euclidien (E, II II) est necessaire-
ment centree. 
DEMONSTRATION. (a) On va d'abord supposer que X est une partie hypermetrique 
finie de ( E, II II); on note d le noyau y, z ~ II y- z 11 2• Soit x = (x1, ... , xn) une enumeration 
des elements de X; quitte a faire une translation, on va supposer que x 1 = 0. Soit 
(e" ... , em) une base orthonormee de I'espace Euclidien (E, II II). Pour chaque t = 
(t" ... ,tn)EIR", on pose lltlloo= Sup ltji, lltii,=I;=2 Itjj, u(t)=Ij"= 2 tJxJ2 et, pour j=2, ... , n 
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chaque k=1, ... ,m, vk(t)=0::;= 2 tixilek). On a done l!uii,=I;=2 IIxill 2 et llvkll,= 
I;=2 l(xiledl (pour chaque k = 1, ... , m ). 
So it s un element de IR n annulant vk quel que so it k = 1' ... ' m, et so it N E z; on peut 
choisir alors t E Z" avec S( t) = 1 et II t- Ns lloo ~ 1. On a done: 
m m m 
u(Ns)~ llull, +u(t)= /lu/1, +!Qn(d, x, t)+ L vk(t)2 ~ !lu!l 1 + L vk(t)2 ~ !lu!l 1 + L !lvk!l7. 
k=l k=l k=l 
Cette inegalite valant quel que soit NEZ, on a done u(s) = 0. 
On a done n :=, Ker(vk)c Ker(u); i1 existe done a 1, ••• , am E IR avec u =I:=, akvk. 
Posons Zo= n:::=l akxk; on a done l!xjll 2 = 2(zolxj), quel que soit j = 2, ... ' n; on a done 
!lxi-z0 !1 2 = l!z0 /l2, que1 que soitj= 1, ... , n. Done X est centree. 
(b) Soit X une partie hypermetrique que1conque de (E, II II); quitte a remplacer E par 
un sous espace, on peut supposer que X engendre E (au sens affine). Soit Y une base 
affine de E incluse dans X et soit S !'unique sphere contenant Y. Pour chaque x E X\ Y, 
!'ensemble Yu{x} est inclus dans une sphere de (E, II I!) [voir (a)], done dans S. Done 
X est une partie centree. 
On a montre, dans la partie (b) de la demonstration precedente, le resultat suivant: 
1.13. Une partie X d'un espace Euclidien (E, II I!) de dimension m est centree des que 
toute partie de X de cardinal ~ m + 2 est centree. 
LEMME 1.14. Soit X une partie hypermetrique d'un espace Euclidien (E, II II). Il existe 
alors z0 E E et r E [0, + oo[ avec 
!lx- z0 1/ = r, quel que soit x EX, 
11(;~1 t;X;)- z0 1/ ~ r, quel que soit n ~I, quels que soient x 1, ••• , Xn EX 
et quels que soient t = (th ... , tn) E Z", ver{jiant S(t) = 1. 
(1.1) 
(1.2) 
DEMONSTRATION. On a vu (en 1.12) que X est centree, done est incluse dans une 
sphere S(z0 , r). Soient de plus n un entier ~2, x = (x1, ••• , Xn) EX" et t = (t 1, ••• , tn) E Z" 
verifiant S(t) =I. On a done On(d, x, t) = 2(r2 -I/(I;=, tixi)- z0 1! 2) (comme on l'a deja vu 
en demontrant 1.7), done 1/(I;=, tixi)- zoll ~ r. . 
LEMME 1.15. Soit X une partie hypermetrique et contenant 0 d'un espace Euclidien 
(E, II 1!). Soit A le sous groupe additif deE engendre par X. Alors A est discret. 
DEMONSTRATION. On suppose que X engendre E au sens vectoriel (quitte a diminuer 
E). On sait qu'il existe z0 E E et r E [0, +oo[ verifiant ( 1.1) et ( 1.2). 
(a) Soit X !'adherence de A. On va voir qu'il ne peut exister une suite (x;);EN de points 
de X\{0} tendant vers 0 (en montrant que !'existence d'une telle suite conduirait a une 
contradiction). Cela etablira bien que X, et done A, est discret. 
(b) Supposons qu'il existe une suite (x;);EN de points de X\{0} tendant vers 0. Pour 
chaque iEN, on pose xj=y;!lx;!l; soit y une valeur d'adherence de la suite (y;);EN (le 
point y appartient a Ia sphere S(O, 1), car S(O, I) est compacte). 
Soit x un point de X, done de aB(z0 , r) [voir (1.1)] et soit x' un point de X. Les points 
X- x' et X+ x' appartiennent a X, done n'appartiennent pas a B(zo, r) [voir (1.2)]. Cela 
implique qu'on a 
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Soit x un point de X. Pour chaque i EN, on a done j(x- zol y;)j !$~II X; 11. On a done 
(x- z0 j y) = 0 (parce que la suite llx; II tend vers 0). Or, on a (zol y) = 0 (appliquer I' argument 
precedent a x=OEX); on a done (xjy)=O. 
Comme X engendre E, on trouve y = 0. Or, le point y appartient a S(O, 1 ). C'est Ia 
contradiction cherchee. 
Voici maintenant le resultat que nous avions en vue: 
PROPOSITION 1.16. Soit X une partie hypermetrique d'un espace Euclidien (E, II II). II 
existe alors un reseau affine A et une boule ouverte B tels que A 11 B soit vide et que A 11 aB 
contienne X. 
DEMONSTRATION. Cela resulte directement des Lemmes 1.12 et 1.15. 
On peut reformuler cette proposition de diverses manieres: 
1.17 (a) Soit X une partie hypermetrique d'un espace Euclidien (E, II II). On suppose 
que X engendre E (au sens affine). II existe alors un reseau affine A dans l'espace (E, II II) 
tel que X soit indus dans un polytope de Delaunay de A [se reporter a la definition 
des polytopes de Delaunay, voir 1.6(c)]. 
(b) Soit (X, d) un espace hypermetrique fini. 11 existe alors une boule ouverte B dans 
un espace Euclidien ( E, II II), un reseau A disjoint de B et une application f de X dans 
A11aB verifiant d(x,y)llf(x)-f(y)ll 2, pour tous x,yEX [car (X, d) admet alors une 
representation dans un espace Euclidien, voir 1.5(a)]. 
Voici enfin quelques precisions supplementaires: 
PROPOSITION 1.18. Soit X une partie hypermetrique d'un espace Euclidien (E, II II) de 
dimension n. Alors X est de cardina[:$2n. 
DEMONSTRATION. Quels que soient ZEX et x,yEX\{z}, on a llx-yll 2 :$ 
llx-zll 2 +llz-yll 2 [voir 1.5(b)], et l'angle xzy est done!$'¥. Or on peut montrer (Danzer 
et Griinbaum [5]) qu'une partie de ~n sans angle obtus est de cardinal ~2n. 
PROPOSITION 1.19. Soit (y~. ... , Yn) une baseorthogonale d'un espace Euclidien (E, II II) 
et soit X un polytope de Delaunay du reseau A(yt. ... , Yn). Alors X est /'image par une 
translation de Ia maille M = M(y~> ... , Yn). 
DEMONSTRATION. X est !'intersection de A et d'une sphere S(zo, r). Quitte a faire 
une translation, on peut supposer que z0 appartient a l'enveloppe convexe de M. 
Soient xEA\M, A={iE{l, ... ,n}j(xjyJ~l} et y=LEAy;; on a alors llx-z0 ll> 
lly-zoll· 
Cela valant pour tout x, !'ensemble X est done indus dans M. Comme X doit engendrer 
E (au sens affine), on a X= M. 
1.20. Soit X une partie finie d'un espace Euclidien (E, II II). 
(a) Nous dirons que X est de type L 1 si X peut etre plongee isometriquement dans 
une maille d'un espace Euclidien (F, II II) terminologie justifiee par 1.10). 
(b) Suivant [9], on dit que X a Ia propriete R ( n, r) siX peut etre plongee isometriquement 
dans l'un des Y;, quelle que soit la partition (Y~> ... , Yr) de l'espace Euclidien (~n, Jl II); 
on dit que X a Ia propriete de Ramsey si, pour chaque en tier r ~ 1, il existe un en tier 
n ~ 1 tel que X ait la propriete R(n, r). 
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PROPOSITION 1.21. ([9], pp. 357 et 349): Soit X une partie finie d'un espace Euclidien 
(E, II 1\). On a alors: 
X est de type L 1 =::}X a Ia propriete de Ramsey=::} X est centree. 
CoROLLAIRE 1.22. Soit (X, d) un sous espace metrique fini de L 1(fl, :?li1, J.t); soit 
( F, II II) un espace de Hilbert de dimension infinie. Pour chaque en tier r;;;. 1 et chaque 
partition (F1, ••• , F,) de F, il existe une representation f de (X, d) dans (F, II \\) et un 
entier i E {1, ... , r} tels que f(X) soit incluse dans F;. 
DEMONSTRATION. On a vu, en 1.10, que (X, d) admet une representation f dans un 
espace Euclidien (E, II 1\) telle que f(X) soit incluse dans une maille M, done soit de type 
L 1• Le corollaire resulte done immediatement de 1.21. 
2. INEGALITES POLYGONALES ET INEGALITE DE HLAWKA 
2.1. (a) Soit X un ensemble muni d'un noyau d:X2 ~1R symetrique et nul sur Ia 
diagonale. Soient n un entier ;;;. I et ut. ••• , un, Vt. ..• , Vn, Vn+t des points de X; notons 
X= (Ut. ... , Un, Vt, .•• , Vn, Vn+l) E X 2n+l, y = (Ut, •.• , Un, Vt, ..• , Vn) E X 2" et S = 
(-1, ... ,-1, 1, ... ,1,1)EZ 2"+1, t=(-1, ... , -1,1, ... ,1)EZ2 " [on a done S(s)=1 et 
S( t) = 0]; on pose alors 
et 
(b) On dit que (X, d) est 2n-gonal si on a (p2 n( u 1, ••• , u"; v1, ••• , vn), d);;;,: 0 quels que 
soient u 1, ••• , u"' v1, ••• , v" EX; on dit que (X, d) est (2n + 1)-gonal si on a 
(P2n+t(u,, ... , Un; v,, ... , Vn+t), d);;;,: 0 quels que soient u,, ... , Un, Vt, ••• , Vn+l EX. 
2.2. Soit V(X) I'espace vectoriel des noyaux d: X 2 ~ IR symetriques et nuls sur la 
diagonale; chaque element du dual de V(X) sera appele une im?galite linea ire sur X; en 
particulier p2n(Ut. ••. , Un; v 1, .•. , Vn) et p2n+ 1(ut. ..• , Un; v 1, ••. , Vn+J) sont des inegalites 
lineaires sur X, appelees inegalites polygonales (plus precisement inegalites 2n-gonales et 
(2n + 1)-gonales), quels que soient Ut. ••• , u"' v 1, ..• , Vn+t EX.· 
Les inegalites polygonales ont ete introduites, comme les noyaux hypermetriques, par 
Deza [7] et Kelly [12], a qui sont dues les observations suivantes: 
2.3. (a) Un element d de V(X) est hypermetrique (resp. de type negatif) si et seulement 
s'il est m-gonal pour tout m impair ;;;.3 (resp. pour tout m pair ;;;.2). 
(b) Un element d de V(X) est 3-gonal si et seulement si c'est un ecart; il est 2-gonal 
si et seulement s'il est ;;;.O. 
(c) Les implications entre les inegalites m-gonales sont les suivantes: 
3¢=5¢:=7¢= 9 ¢= · · · ¢=2n- I ¢=2n +I¢=· · · ¢=hypermetrique 
,ij,JJJ} JJ JJ t JJ,. 
2¢:=4¢=6¢:=8¢:= 10¢:= · · · ¢= 2n ¢=2n + 2¢:= · · ·¢=de type negattf 
(les implications verticales sont dues a Deza [7], et les horizontales a Kelly [12]) 
Nous allons etudier les cas d' egalite des inegalites m-gonales. Lorsque m est impair, 
cela nous conduira a etablir certaines inegalites (comprenant l'inegalite de Hlawka) 
valables dans tout so us espace norme de L 1• N ous montrerons enfin, par des exemples, 
que Ies implications indiquees en 2.3(c) ne peuvent etre inversees. 
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Inegalites polygonales paires: 
2.4. (a) Un rectangle est un ensemble X= {s, t, u, v} muni d'un ecart d verifiant d(s, t) = 
d(u, v), d(t, u)= d(v, s), d(s, u)= d(t, v)= d(s, t)+d(t, u). Les deux paires {s, u} et {t, v} 
sont appelees les paires de sommets opposes du rectangle. 
(b) Plus generalement, soit d un ecart sur un ensemble X; une maille de dimension n 
plongee dans (X, d) est une application f: A-+ f(A) de I' ensemble de toutes les parties de 
{I, ... , n} dans X verifiant d(f(A),f(B) = JL(AL. B) quels que soient A, b c {I, ... , n} (oil 
JL est une mesure ;;;.o sur {1, ... , n}). Si fest surjective, on dit que (X, d) est une maille 
de dimension n [voir l.8(b)]. 
LEMME 2.5. Un ecart d sur un ensemble X est (2n + I)-gonal si et seulement s'il verifie 
II7= 1 d(x,a;)-I7=l d(x,b;)I~P2n(a~o···,an; b~o···,bn), d), quels que soient a~o···,an, 
blo ... , bn, X E X. 
DEMONSTRATION. Soient x, a~o ... , an, b~o ... , bn des points de X; on a alors 
(P2n+J(a~o ... , an; x, b1, ... , bn), d) 
= (p2 n(a 1, ••• , an; b~o ... , bn), d)+ (t d(x, a;) -1 d(x, b;) ). 
On obtient le resultat en echangeant le role des a; et des b;. 
2.6. Soit f:A-+f(A) une maille de dimension m dans (X, d); posons n=2m-l et 
numerotons alo ... ' an (resp. bl, ... ' bn) les sommets pairs (resp. impairs) de la maille, 
autrement dit les points f(A) avec IAI pair (resp. impair). On a alors (p2n(a~o ... , an; 
b~o . .. , bn), d)= 0, ce qui provient immediatement de 1' identite d' inclusion-exclusion 
LjAj pair XA = LjBj impair XB· 
PROPOSITION 2.7. Soit (X, d) un espace (2m+ I )-gonal et so it f: A-+ f(A) une maille de 
dimension m plongee dans (X, d). On a alors LjAI pair d(x,f(A)) = I 181 impair d(x,f(B)), quel 
que soit x E X. 
DEMONSTRATION. Posons n =2m et numerotons alo ... ' an (resp. blo ... , bn) les som-
mets pairs (resp. impairs) de la maille f On a alors (en appliquant 2.5 puis 2.6) 
IIIAI pair d(x,f(A))- LjBI impair d(x,f(B))i ~ (P2n(a~o ... ' an; blo ... ' bn), d)= 0. 
Notons que l'identite obtenue en 2.7 est encore du type 'inclusion-exclusion'. 
Dans le cas d'un rectangle ( c'est a dire lorsque m = 2), I' observation 2.6 admet la 
reciproque suivante: 
PROPOSITION 2.8. Soit dun ecart sur un ensemble X ={s, t, u, v}. L'espace (X, d) est 
un rectangle ayant {s, u} et {t, v} pour paires de somments opposes si et seulement si on a 
(p4(s, u; t, v), d)= 0. 
DEMONSTRATION. On a vu (en 2.6) que les rectangles satisfont a cette egalite. Inverse-
ment, soit d un ecart sur X={s,t,u,v} tel qu'on ait d(s,u)+d(t,v)= 
d(s, t)+d(t, u)+d(u, v)+d(v, s). Or, l'inegalite triangulaire donne d(s, u)~ 
d(s, t)+d(t, u) et d(t, v)~ d(s, t)+d(v, s); on a done d(s, t);;;. d(u, v). Par symetrie, on 
en deduit qu'on a d(s, t)= d(u, v) et d(t, u)= d(v, s). On a done d(s, u)+d(t, v)= 
(d(s, t)+d(t, u))+(d(t, u)+d(u, v)). L'inegalite triangulaire entraine done d(s, u)= 
d(s, t) +d(t, u) et d(t, v) = d(t, u) +d(u, v). 
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Inegalites polygonales impaires: 
Les cas d'egalite des inegalites polygonales impaires dans un espace de Hilbert ont ete 
etudies par Kelly [12]. Nous allons etendre un peu les resultats de [12]. 
2.9. (a) Soient sh ... , Sn, tl, ... , tn+l des nombres reels; nous dirons que (sl> ... , Sn) 
separe (t~o ... , tn+l) s'il existe une permutation u de {1, ... , n} et une permutation T de 
{ 1 , ... , n + 1} a vee tr 1 ~ s" 1 ~ tr2 ~ s"2 ~ · · · ~ trn ~ s"n ~ tr< n + 1 )· 
(b) Soit d Ia distance usuelle s, t~ Is- tl sur IR. On peut verifier (voir Kelly [12]) que, 
si (s~o ... , Sn) separe (t~o ... , tn+l), alors on a l'egalite (P2n+I(S~o ... , Sn; t1, ... , tn+l), d)= 0. 
(c) Soient X~o ... , xn, Y~o .. . , Yn+l des points d'un espace vectoriel E; no us dirons que 
(X~o ... 'Xn) separe (Y~o ... 'Yn+l) s'il existe une permutation u de {1, ... , n}, une permuta-
tion T de {1, ... , n + 1}, un entier p E {1, ... , n}, des nombres reels s~o ... , s~" t~o ... , tp+l 
et une application affine h: IR ~ E verifiant h(si) = x"i' quel que so it i ~ p, h( tj) = yTj• quel 
que soitj~p +1, Xcrk = YT(k+l), quel que soit k> p, et (s~o ... ' sp) separe{th ... ' tp+l>· 
Voici le resultat de Kelly [12] que nous avons mentionne plus haut: 
PROPOSITION 2.10 [12]. Soit (E, II ID un espace de Hilbert muni de Ia distance dE: u, v ~ 
llu-vll et soient X~o•••,Xno YI,····Yn+l des points de E. Alors (x~. ... ,Xn) separe 
(yl, ... 'Yn+l) si et seulement si on a l' egalite <P2n+I(X~o ... ' Xn; Y~o ... ' Yn+l), dE)= 0. 
Nous allons en deduire un resultat un peu plus general: 
LEMME 2.11. Soit p. une mesure de Radon positive sur Ia sphere unite S(O, 1) d' un espace 
Euclidien (E, II II). On pose dJL(u, v) = Js(o, I) J(u- vJz)Jp.(dz), quels que soient u, vEE, et on 
suppose que le support de,.,. est egal a S(O, 1). Soient X~o ..• ' Ym Y~o ... ' Yn+l des points de 
E. Alors (x~o ... , Xn) separe (Y~o ... , Yn+l) si et seulement si on a l'egalite (p2n+ 1 (x~> ... , Xn; 
Y~> · ·., Yn+l), dJL) = 0. 
DEMONSTRATION. (a) Supposons que X= (xi. ... ' Xn) separe y = (Y~o ... 'Yn+l). Quitte 
a permuter les Xj ainsi que les Yi, on peut supposer qu'il existe p E { 1' ... ' n} tel que 
{x~o ... , xp} et {y1, ... , Yp+1} soient disjoints et qu'on ait xk = Yk+~> que! que soit k > p. 
Done x' =(xi> ... ' Xp) separe y' = (yl, ... 'Yp+l) et les points X~o ... 'XI" Yl> ... 'Yp+l sont 
sur une meme droite; on a done (p2p+ 1(x';y'), dJL)=O [voir 2.9(b)]. On en deduit 
(P2n+1(x; y), dJL) =(p2p+1(x'; y'), dJL) =0 (nous notons (p2n+1(x; y), dJL) pour 
(P2n+I(X~o · • •, Xn; Y~o • • •, Yn+l), dJL)). 
(b) Inversement supposons qu'on ait (p2n+1(x; y), dJL) = 0. L;ecart dz: u, v ~ J(u- vJz)J 
est (2n+l)-gonal, que! que soit zES(O, 1) (voir 1.3). Or, on a (p2n+ 1(x;y), dJL)= 
Js(o, I) (P2n+l(x; y), dz)p.(dz). Done (P2n+l(x; y), dz) est nul pour p.-presque tout z E S(O, 1), 
done, par continuite, pour tout z E S(O, 1) (puisque le support de p. est S(O, 1)). Pour 
terminer Ia demonstration a partir de Ia, on peut: 
(1) ou bien calquer Ia demonstration de 2.10 (voir [12], pp. 207-210); 
(2) ou bien remarquer simplement qu'il existe une mesure de Radon positive v sur S(O, 1) 
verifiant d"(u,v)=llu-vll quels que soient u,vEE; on a done (p2n+1(x;y), dE)= J S(O, I) (P2n+I(X; y), dz)v(dz) = 0 et ie resultat est done une COnsequence de 2.10. 
On peut en tirer par exemple le corollaire suivant: 
2.12. Rappelons qu'un espace norme (E, Ill liD est dit strictement convexe si on a 
lllu +viii< lllulll +lllvlll, quels que soient u, vEE (avec u et v non proportionnels). 
PROPOSITION 2.13. Soit (E, Ill Ill) un espace norme strictement convexe et de dimension 
2, muni de Ia distance 8: u, v ~ lllu- viii, et soient x~> ... , x"' Y~o .. . , Yn+l des points de E. 
Alors (x~o ... , Xn) separe (Y~o ... , Yn+l) si et seulement si on a l'egalite 
(P2n+I(XI, · · ·, Xn; Y1, · · ·, Yn+l), 8) = 0. 
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DEMONSTRATION. (a) On munit E d'une norme Euclidienne II II (et on note S(O, 1) 
Ia sphere unite et ( .j.) Ie produit scalaire correspondants). On sait qu'il existe alors une 
mesure de Radon J.t positive et symetrique sur S(O, 1) telle qu'on ait lllulll = 
S,-;<o.I) j(ujz)jJ.t(dz) pour tout u E E (voir par exemple [10]). 
(b) Com me ( E, Ill Ill) est strictement convexe, le support de Ia mesure J.t est ega! a S(O, 1 ): 
en effet, si J.t ne chargeait pas un voisinage d'un point z de S(O, 1 ), a1ors 1a norme Ill Ill 
coinciderait avec une forme lineaire dans un cone ouvert contenant Ia direction 
orthogonale a z. La Proposition resulte done du Lemme 2.11. 
Inegalite de Hlawka: 
2.14. Soient dun ecart sur un ensemble X et s=(s,, ... ,Sn-1) un element de x"- 1. 
On pose alors As( X, d)= {a= (a" ... ' an) E X"I<P2n-!(s,, ... ' Sn-1; a,, ... ' an), d)= 0}. De 
plus on pose d<"l(a, b)= (p2n(a 1, ... , an; b" ... , bn), d), quels que soient Ies elements 
a =(a" ... , a") et b =(b~. ... , b") de X". 
Malgre l'inegalite du Lemme 2.5, le noyau d<n) n'est generalement pas un ecart sur 
X"; on va voir a queUes conditions c'est un ecart (ou plus generalement un noyau 
(2r -1)-gonal) sur !'ensemble A(X, d) que no us venons de definir: 
PROPOSITION 2.15. Soient n et r deux entiers ~2, d un ecart sur un ensemble X et 
s = (s,, ... ' Sn-!) un element de x"- 1• On suppose que d est (2rn -1)-gonal sur X. Alors le 
noyau d<n> est (2r- 1 )-gonal sur l' ensemble As(X, d). 
DEMONSTRATION. (a) Soient a= (a,, ... ' an) et b = (b,, ... ' bn) deux points de 
!'ensemble As(X, d). On a alors: 
d(")( a, b)= d(n)(a, b)- (P2n-!(s; a), d)- (P2n-I(s; b), d) 
n n n-l n-1 n n-l 
=I I d(a;,bj)+ I I d(sk,st)- I I (d(a;,sk)+d(b;,sk)). 
i~l j~l k~! I~ I i=l k=! 
(b) Soient a 1 = (a 1, ... , a~), ... , a r-! = (a~-!, ... , a~-!), b 1 = ( b 1, ... , b ~), ... , b' = 
(b~, ... , b~) des points de !'ensemble As(X, d) (noter que a1, ... , a~- 1 , b:, ... , b~ forment 
une suite de points de X). En utilisant !'expression de d<n> obtenue en (a), on verifie alors 
qu'on a: 
<P2r-!(a 1, ... ' ar-!; b', ... ' b'), d(n)>=<P2rn-!(s" ... ' Sn-h a:, ... ' a~-!; 
b1, ... , b~), d)~O. 
Pour n = 2, le resultat precedent permet de retrouver une interessante inegalite valable 
dans tout sous espace norme de L1 et attribuee a Hlawka par [11]: 
2.16. (a) On dit qu'un espace norme (F, II ji) satisfait a l'inegalite de Hlawka si on a 
llx +yll + IIY +zll +liz +xll ~ llxll + IIYI! +liz II+ llx +y +zll, quels que soient x, y, zE F. 
(b) (Hornich [11] Tout espace L'(il, 91J, J.t) satisfait a l'inegalite de Hlawka. 
(c) (Witsenhausen [15]) Inversement, soit (F, II II) un espace norme de dimension finie 
et dont Ia boule unite est un polytope; si (F, II II) satisfait a I'inegalite de Hlawka, alors 
il se plonge isometriquement dans un espace L 1(il, 91J, J.t). 
Voici !'application de 2.15 que nous avions en vue: 
PROPOSITION 2.17. So it ( F, II II) un espace norme tel que le noyau d : u, v-? II u -vII soit 
7 -~onal. Alors [' espace ( F, II II) satisfait a I' inegalite de Hlawka. 
DEMONSTRATION. (a) On applique Ia Proposition 2.15 avec n = r = 2 et s = 0: le noyau 
d<2> est done 3-gonal, c'est a dire est un ecart, sur !'ensemble A 0(F, d) (observer qu'on a 
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2nr- 1 = 7 et 2r- 1 = 3). Rappelons que !'ensemble A 0(F, d) est !'ensemble {(a~> a2) E 
F 2il!al-azll=l!adl+llazll} et qu'on a [comme on l'a vu en 2.15(a)] d< 2l(a,b)= 
lla1- b1ll + lla1- bzll + llaz- b1ll + llaz- bzll -lla~ll-llazl! -lib I II -llbzll, quels que soient les 
elements a= (a~> a2) et b = (b~> b2) de A 0(F, d). 
(b) Notons <p !'application u~(u,-u) de F dans A0(F,d). Le noyau 8:u,v~ 
!d<2J(q;(u), <p(v)) =II u +vii+ llu- vll-11 u 11-11 vii est done un ecart sur F. Soient x, y, z E F; 
posons 
u=!(x-y), v=!(x+y), et w = z +!ex +y) 
on a alors: 
llxll +IIYII +liz II+ llx +y +zll-llx +yii-IIY +zll-llz +xll = 8(u, v) +8(v, w)-8(u, w)~O. 
Un exemple d'espace polygonal: 
Montrons enfin, comme on l'a annonce, que les implications 2.3(c) ne peuvent etre 
inversees: 
2.18. Le carre de Ia distance Euclidienne sur IR" est de type negatif, mais n'est un ecart 
sur aucune partie de cardinal> 2" ( comme il resulte de [5], voir 1.18). Les implications 
verticales dans 2.3(c) ne peuvent done etre inversees. 
L'exemple suivant va regler le sort des implications horizontales: 
LEMME 2.19. Soit X= Y v Z, ou Yet Z sont deux ensembles disjoints de cardinal N;;;, 2, 
et soit a> 0. Soit dE V(X) le noyau ainsi defini: d(y, z) = 1 et d(y, y') = d(z, z') =a, quels 
que soient y, y' E Y(y rf y') et z,.z' E Z(z rf z'). Soit n E {1, ... , N -1}. On a alors: 
1 (X, d) est (2n + 1)-gonal~(X, d) est (2n +2)-gonal~a ~ 1 +-. 
n 
DEMONSTRATION. Pour a E ]0, 1], il est clair que (X, d) peut etre plonge isometrique-
ment dans un espace L 1• Nous supposerons done a> 1. 
(a) Supposons que (X, d) soit (2n +2)-gonal Soient Y~> ... , Yn+l (resp. z~> ... , zn+J) des 
points distincts de Y (resp. de Z). On a alors 
2 1 (n + 1) - an(n + 1) = (Pzn+z(YJ. ... , Yn+l; ZJ. ... , Zn+ 1), d)~ 0, done a~ 1 +-. 
n 
(b) Si (X, d) est (2n + 1)-gonal, alors i1 est (2n +2)-gonal [voir 2.3(c)]. 11 ne nous reste 
done qu'a montrer que~(X, d) est (2n + 1)-gonal des que a~ 1 + 1/ n; nous allons le montrer 
par recurrence sur n ;;;, 2 (car c' est clair pour n = 1 ). 
(c) L'espace (X, d) est (2n + 1)-gonal des que a~ 1 + 1/ n (recurrence sur n;;;, 2): en 
effet, supposons a~ 1 + 1/ n; nous allons montrer, en prenant N;;;, 2n + 1, que 
(Pzn+ 1(u;v),d) est positif ou nul, quels que soient u=(uJ.···,un)EX" et v= 
( Vh .. . , Vn+l) E Xn+l; pour cela no us allons distinguer trois cas: 
(1) si u~> . .. , u", v~> ... , Vn+l sont distincts, il existe alors j E {0, ... , n} et k E {0, ... , n +I} 
avec (Pzn+ 1(u;v),d)=n(n+1)-an 2 +(a-1)(j+k)(2n+1-(j+k)); on a done 
(Pzn+l(u; v), d);;;, n(n + 1)- an 2 ;;;, 0; 
(2) si {uJ.····u"}n{vJ.···,Vn+l} est non vide, on a (Pzn+ 1(u;v),d);;;,O (puisque, par 
!'hypothese de recurrence, l'espace (X, d) est (2n -1)-gonal); 
(3) enfin le minimum de (Pzn+ 1(u; v), d) pour {uJ. ... , un} et {vJ. ... , Vn+ 1} disjoints est 
atteint, comme on 1e verifie aisement, lorsque u~> ... , u", vh ... , Vn+l sont des points 
distincts; i1 est done positif ou nul [voir ( 1 )]. 
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3. INEGALITES VALIDES DANS L1 ET GRAPHES MAXIMAUX 
3.1. (a) Soit s une application d'un ensemble X dans {-1, l}; on appelle dichotomie 
engendree pars le noyau 7T": x, y ~ 4(1- s(x)s(y)). 
(b) Fixons un point s de X; on a alors 7Te(x, y) = 17T,(x, s)- 1r,(y, s)l, quels que soient 
x,yEX et sE{-l,l}x. En particulier, 7Te est un ecart et l'espace (X,7T,) est un sous 
espace (semi) metrique de L 1, que! que soit s E{-1, l}x. 
(c) Soit X un ensemble fini; suivant [7][12], nous appellerons cone de Hamming le 
cone convexe P(X) engendre par les dichotomies sur X. 
Le cone de Hamming est done forme [a cause de 3.l(b)] d'ecarts plongeables dans L 1• 
Inversement tout ecart plongeable dans L I est une integrale de dichotomies: 
LEMME 3.2. Soit (X, d) un sous espace metrique de L1(D, £13, J.L). Pour tout (w, t) En XIR 
et tout x,yEX, on pose 7Tw, 1(x,y)=I sit separe (x(w),y(w)) [au sens de 2.9(a)], et 
7Tw,r(X, y) = 0 sinon. Alors 7T w,t est une dichotomie sur X, que[ que so it ( w, t) E n X IR et on a 
d(x,y)=Jnx~ 7Tw, 1(X,y)J.L(dw)dt, quels que soient x,yEX. 
DEMONSTRATION. En effet, adoptons les notations du Lemme 1.9 et fixons x, y EX. 
L'application ( w, t) ~ 7Tw,r(x, y) est l'indicatrice de !'ensemble Bx 6. By; on a done d(x, y) = 
J.L ® A(Bx 6. By)= J.r1X1R 7Tw,r(x, Y)J.L( dw) dt. 
3.3. (a) Soit ~ une inegalite lineaire sur un ensemble X, c'est a dire une forme lineaire 
sur l'espace vectoriel V(X) des noyaux d: X 2 ~ IR symetriques et nuls sur Ia diagonale 
(voir 2.2). Nous dirons que ~ est valide dans L 1 sur X si on a (~, 7Te};;;. 0 que! que soit 
s E { -1, l}x (terminologie justifiee par 3.2). 
(b) Soit A= (aij)i,i=I, .... n une matrice n x n reelle et symetrique et soit X un ensemble. 
On pose alors (A(x~> ... , xn), d)= I~=I I;= I aijd(x;, xj), quels que soient xi. ... , Xn EX et 
dE V(X). On dit que la matrice A est valide dans L 1 si l'inegalite A(xh ... , Xn) est valide 
dans L 1 sur X, quels que soient x~> ... , Xn EX. 
PROPOSITION 3.4. Les assertions suivantes sont equivalentes: 
(a) la matrice A= (aij)iJ= 1, ...• n est valide dans L 1 ; 
(b) l' inegalite A( I, ... , n) est valide dans L 1 sur l' ensemble {I, ... , n}; 
(c) on a Ii=I Ij=I a;j;;;.L;= 1 Ij=I a;j'Y/(T/j, quel que soit 'Y/ E{-1, l}". 
DEMONSTRATION. Pour chaque s E { -1, l}x et chaque x = (x~> ... , Xn) EX", on pose 
sox= ( s(xJ), ... ' s(xn)). La proposition resulte des deux observations suivantes: 
(I) pout tout Tf E { -1, 1}", il existe s E {-1, l}x et x EX" verifiant sox= Tf; 
(2) soit Tf =sox; on a alors I~=I I;=J a;j- I~= 1 I;=I aij'Y/i'Y/j = 2(A(x~> ... , Xn), 7Te). 
3.5. Soit ~ une inegalite lineaire valide dans L 1 et non nulle, sur un ensemble X. On 
dit que ~est extremale si ~ appartient a une generatrice extremale du cone convexe P'(X) 
de toutes les inegalites lineaires valides dans L 1 sur X. 
La determination des generatrices extremales du cone P'(X) lorsque X est fini est un 
probleme difficile (resolu pour lXI ~ 5 dans [7]); il semble a peine moins difficile de 
determiner les inegalites polygonales qui sont extremales (voir Deza [8]). 
3.6. Les observations suivantes se trouvent, sous une forme differente, dans [8]: 
(a) Soient s E { -1, I}" et ~ E P'(X); on dit que 7T, est une racine de~ si on a(~, 7Te} = 0. 
Une inegalite valide dans L 1 sur {1, ... , n} est extremale si et seulement si elle possede 
4n( n- I)- l racines lineairement independantes. 
(b) Soit A=(aij)iJ=l, ... ,n une matrice valide dans L 1 et soit sE{-1, 1}". Si 7T, est une 
racine de l'inegalite A(l, ... , n ), a1ors sA= ( a;js;sJiJ= 1 •...• n est encore une matrice valide 
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dans L \ appelee matrice commutee de A par e. Side plus A(1, ... , n) est extremale, alors 
l'inegalite eA( 1, ... , n) est extremal e. 
Indiquons encore une propriete des inegalites valides dans L 1: 
PROPOSITION 3.7. Soit g: d ~LEv LjE vaijd(i,j) une inegalite lineaire sur un ensemble 
.fini de cardinal n;;;.: 3. Pour chaque u E V, on considere l'inegalite gu: d ~ 
LEY\{u}LjEY\{uJ a;jd(i,j) (c'est une inegalite lineaire sur V\{u}). Si guest valide dans L 1 
pour chaque u E V, alors g est valide dans L 1• 
DEMONSTRATION. Soit e E {-1, 1} v. Pour chaque u E V, on note 7T,,u la restriction de 
7T, a V\{ u }. On a alors (n- 2)(g, 7T,) = LuE v (gu, 7T,,u);;;,: 0. 
Cela va s'appliquer aux matrices symetriques entierement formees de 1 et de -1: 
3.8. (a) So it G un graphe porte par un ensemble V, c'est a dire un couple G = ( V, E) 
ou E est une partie symetrique de V2 ne coupant pas la diagonale ( V est !'ensemble des 
sommets de G et E I' ensemble des aretes de G). Pour chaque Tl E { -1, l} v, on pose 
TIE= E 6. {(i,j) E V2 ITIU)TI(j) = -1}; le graphe TIG = ( V, TIE) est appele le graphe commute 
de G par Tl· 
(b) L'application ( Tl, G)~ TIG est une action du groupe { -1, 1} v sur !'ensemble W(V) 
de tous les graphes portes par V. Les orbites de cette action sont appelees les classes de 
commutation sur V (en anglais, 'switching classes', voir par exemple [4]). 
(c) Un graphe G = (V, E) est dit maximal si on aiEl;;;.: I TIEl, quel que soit Tl E {-1, 1} v 
(autrement dit, s'il a au moins autant d'aretes que chaque graphe appartenant ala meme 
classe de commutation). 11 est dit minimal si on a IE I~ I TIE I. que! que so it Tl E { -1, 1} v. 
PROPOSITION 3.9. Soit G = ( V, E) un graphe maximal et soit (X, d) un sous espace 
metrique de L 1(il, ~. J-L). On a alors L(iJJEE d(x;, xj);;;.L,<k.IJ£E d(xk, x1), quelle que soit la 
famille (X;)iE V d' elementS de X. 
DEMONSTRATION. Supposons V={1, ... , n}. On considere la matrice A= 
(aij)iJ=I, ... ,n ainsi definie: aij=1 si (i,j) appartient a E, et a;j=O sinon. On a alors 
L;= 1 Lj=I aij- L= 1 Lj=I aijTiiTij = 2(IEI-ITIEI), quel que soit Tl E { -1, 1}", ce qui entraine 
bien le resultat cherche (en utilisant 3.2 et 3.4). 
Exemples de graphes maximaux: 
3.1 0. (a) le graphe G = ( V, E) est maximal si et seulement si son complementaire est 
minimal (rappelons que le complementaire de G est le graphe porte par V dont les aretes 
sont les elements de V2\E qui n'appartiennent pas a la diagonale). 
(b) Chaque classe de commutation contient un ou plusieurs graphes maximaux [com-
parer a 3.6(b)]; par exemple, il y a (a un isomorphisme pres) 8 graphes maximaux a 5 
sommets et seulement 7 classes de commutation sur {1, ... , 5}. 
(c) Les graphes bipartis complets a 2n + l sommets (resp. a 2n sommets) forment une 
classe de commutation; dans cette classe de commutation, le graphe Kn,n+I (resp. le 
graphe Kn,n) est !'unique graphe maximal, a un isomorphisme pres, et les inegalites 
correspondantes sont les inegalites (2n + 1)-gonales (resp. 2n-gonales). 
(d) Soit H = ( V, F) un sous graphe partie!, porte par V, d'un graphe G = (V, E); alors 
G est maximal des que H est maximal. 
(e) So it G = ( V, E) un graphe <I VI;;;.: 3); pour chaque u E V, no tons Gu le so us graphe 
induit de G porte par V\{u}. Si Gu est maximal pour chaque u E V, alors G est maximal 
[voir 3.7; cela demontre les implications verticales de 2.3(c)]. 
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Exemples d'inegalites valides dans L 1 sur {I, ... , 7}: 
Pour chaque matrice A= ( ay)iJ=t •...• 7 symetrique et reelle, no us allons noter ici 
l'inegalite correspondante A(l, ... , 7) de la fa~on suivante (a 12, a 13, a 14, a 15 , a 16, a17; az3, 
az4, azs, az6, a21; a34, a3s, a36• a37; a4s, a46• a47; as6. as1; a67· 
3.11. Avec cette notation, voici une liste de neuf inegalites valides dans L 1 et extremales 
sur {1, ... , 7} (obtenues a partir de certaines inegalites de [2] et de la commutation 3.6(b); 
nous avons ecarte les inegalites polygonales): 
( -1' 1' l' 1' 1' 1 ; 1' 1' 1' 1' 1 ; 0, -1' -1' 0; 0, -1' -1 ; 0, -1; 0) 
( -1' -1' 0, 0, 1' 1 ; -1' 1' 1' 1' 1 ; 1' 1' 1' 1 ; -1' -1' 0; 0, -1; 0) 
(1,0, 1,0, 1, 1; l, -1,0,0, -1; l, -1,0, 1; 1, -1, -1; 1, 1; -1) 
(0, 1, 1, l, 1,0; -1,0, l, 1, l; -1,0,0, 1; -1,0, l; -1,0; -1) 
( -l' -l' 0, 0, 1' l ; 0, -1' l' l' 0; l' -1' 0, l ; l' l' 0; 0, 1 ; -1) 
( -1' l' 0, l' 0, l ; l' l' 0, 0, l; -1' 0, l' 0; l' l' 0; -1' -1 ; -1) 
(-1, -1, l, l, 2, 2; -1, l, l, 2, 2; l, l, 2, 2; 0, -2,-1; -1, -2; -3) 
(-3, -3, -3, -3, -5, 5; l, l, l, 2, -2; l, l, 2, -2; l, 2, -2; 2, -2; -3) 
(-1, -1, -1, 2,2, 3; -1, -1, 2, 2, 3; -1, 2, 2, 3; 2, 2, 3; -3, -5; -5) 
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