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a b s t r a c t
A new numerical algorithm for solving nearly penta-diagonal Toeplitz linear systems is
presented. The algorithm is suited for implementation using Computer Algebra Systems
(CASs) such as MATLAB, MACSYMA and MAPLE. Numerical examples are given in order to
illustrate the efficiency of our algorithm.
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1. Introduction
Linear systems of equations with nearly penta-diagonal Toeplitz coefficient matrices appear in many applications such
as differential equations, parallel computing, matrix algebra, data interpolation, boundary value problems, etc [1–12].
In this paper, we consider an n× n nearly penta-diagonal Toeplitz system of linear equations given by
Ax = f, (1.1)
where
A =

a0 a−1 a−2 0 · · · 0 a2−n a1−n
a1 a0 a−1 a−2 0 · · · 0 a2−n
a2 a1 a0 a−1 a−2 0 · · · 0
0
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . . 0
0 · · · 0 a2 a1 a0 a−1 a−2
an−2 0 · · · 0 a2 a1 a0 a−1
an−1 an−2 0 · · · 0 a2 a1 a0

, (1.2)
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x = (x1, x2, . . . , xn)T , f = ( f1, f2, . . . , fn)T . Xiao-Guang Lv and Jiang Le [13] presented a fast computational algorithm
for solving nearly penta-diagonal linear systems based on the use of any penta-diagonal linear solver. By using LU
decomposition, Neossi Nguetchue and Abelman [14] gave a numerical algorithm to obtain the solution of nearly penta-
diagonal linear systems. Recently, Xiangjian Xu [15] has proposed another efficient algorithm to solve symmetric Toeplitz
penta-diagonal linear systems based on the Sherman–Morrison–Woodbury formula. In this study, we derive a numerical
algorithm for solving the nearly penta-diagonal Toeplitz linear systems (1.1) and show that the total number of operations
is less than those of the two algorithms in [13,14].
The rest of this paper is organized as follows: In Section 2,we describe amore efficient algorithm for solving nearly penta-
diagonal Toeplitz linear systems. In Section 3, numerical examples are provided to show the performance and efficiency of
our algorithm. Finally, we make some concluding remarks in Section 4.
2. Main results
We present two algorithms for solving penta-diagonal linear systems and nearly penta-diagonal Toeplitz linear systems
respectively.
2.1. An algorithm for solving penta-diagonal linear systems
Consider the penta-diagonal system of linear equations A′x = f given by

b a−1 a−2
c b a−1 a−2
a2 a1 a0 a−1 a−2
. . .
. . .
. . .
. . .
. . .
a2 a1 a0 a−1 a−2
a2 a1 d e
a2 a1 d


x1
x2
x3
...
...
xn−1
xn

=

f1
f2
f3
...
...
fn−1
fn

. (2.1)
Without loss of generality, suppose that the penta-diagonal matrix A′ is nonsingular and that the element a−2 ≠ 0. We now
introduce some notations for later use.
V =

b c a2 0 · · · 0 0
a−1 b a1 a2 0 · · · 0
T
∈ R(n−2)×2,
U =

0 · · · 0 a2 a1 d e
0 · · · 0 0 a2 a1 d

∈ R2×(n−2),
fˆ = ( f1, f2, . . . , fn−2)T , f˜ = ( fn−1, fn)T , f =

fˆ
f˜

,
xˆ = (x1, x2)T , x˜ = (x3, x4, . . . , xn)T , x =

xˆ
x˜

.
According to the above notation, linear system (2.1) can be written in the form
V L
O U

xˆ
x˜

=

fˆ
f˜

, (2.2)
where L is a lower triangular Toeplitz matrix of size (n− 2)× (n− 2). Thus (2.2) is equivalent to
V xˆ+ Lx˜ = fˆ,
U x˜ = f˜. (2.3)
Since det L = (a−2)n−2 ≠ 0, L is invertible. Assume that UL−1V is nonsingular, it is easy to deduce that
xˆ = (UL−1V )−1(UL−1 fˆ− f˜),
x˜ = L−1(fˆ− V xˆ). (2.4)
Proposition 2.1. The inverse matrix of a lower triangular Toeplitz matrix is a lower triangular Toeplitz matrix.
Proof. See [16]. 
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Proposition 2.2. Let (t1, t2, . . . , tn)T be the first column of an n× n lower triangular Toeplitz matrix T , (ξ1, ξ2, . . . , ξn)T be the
first column of T−1, where T−1 is the inverse matrix of T . Then
t1ξ1 = 1,

ti, . . . , t2, t1

ξ1
ξ2
...
ξi
 = 0, i = 2, . . . , n.
Proof. Since (ξ1, ξ2, . . . , ξn)T is the first column of T−1, we have
t1
t2 t1
...
. . .
. . .
tn · · · · · · t1


ξ1
ξ2
...
ξn
 =

1
0
...
0
 .
By simple algebraic manipulations, the conclusion is true. 
Obviously, L−1 is a lower triangular Toeplitz matrix. Let the first column of L−1 be (η1, η2, . . . , ηn−2)T . Then we have
xˆ =

br1 + cr2 + a2r3 a−1r1 + br2 + a1r3 + a2r4
bs1 + cs2 + a2s3 a−1s1 + bs2 + a1s3 + a2s4
−1
n−2
i=1
rifi − fn−1
n−2
i=1
sifi − fn
 , (2.5)
where ri = a2ηn−i−4 + a1ηn−i−3 + dηn−i−2 + eηn−i−1 for i = 0, 1, . . . , n− 2, sj = rj−1 − eηn−j for j = 1, 2, . . . , n− 2, and
ηk = 0 for k ≤ 0 or k ≥ n− 2.
After determining xˆ, set f ′1 = f1 − bx1 − a−1x2, f ′2 = f2 − cx1 − bx2, f ′3 = f3 − a2x1 − a1x2, f ′4 = f4 − a2x2 and f ′i = fi for
i = 5, 6, . . . , n− 2, then by using backward substitution, we can obtain x˜ as follows:
x˜ = (x3, . . . , xn−1, xn)T , (2.6)
where x3 = f
′
1
a−2 , xi = 1a−2 ( f ′i−2 −
i−3
j=1 ai−j−4xj+2) for i = 4, 5, . . . , n, and ak = 0 for k > 2.
Remark 2.1. If fˆ is a standard unit vector, we can obtain x˜ from the second equation of (2.4) directly, and the computational
costs are much less than those of (2.6).
Thus, it is important to compute the first column elements ηi (i = 1, 2, . . . , n− 2) of L−1. From Proposition 2.2, we can
obtain the general recurrence formula
ηi = − 1a−2
i−1
j=1
ai−j−2ηj, i = 2, 3, . . . , n− 2, (2.7)
where η1 = 1a−2 and ak = 0 for 2 < k < n− 2.
In the following, we state the algorithm for solving the linear system (2.1):
Algorithm 2.1
Step 1. Input a−2, a−1, a0, a1, a2, b, c, d, e, n, f.
Step 2. Set η1 = 1a−2 , ak = 0 for 2 < k < n− 2, then compute η2, η3, . . . , ηn−2 by using (2.7).
Step 3. Set ηk = 0 for k ≤ 0 or k > n− 2.
Step 4. For i = 0, 1, . . . , n− 2, compute
ri = a2ηn−i−4 + a1ηn−i−3 + dηn−i−2 + eηn−i−1.
End.
Step 5. For j = 1, 2, . . . , n− 2, compute
sj = rj−1 − eηn−j.
End.
Step 6. Compute xˆ = (x1, x2)T by using (2.5).
Step 7. Set f ′1 = f1 − bx1 − a−1x2, f ′2 = f2 − cx1 − bx2, f ′3 = f3 − a2x1 − a1x2, f ′4 = f4 − a2x2 and f ′i = fi for
i = 5, 6, . . . , n− 2, then compute x˜ = (x3, x4, . . . , xn−2)T from the second equation of (2.4) or by using (2.6).
Step 8. Output the solution of system: x =

xˆ
x˜

.
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2.2. Solving nearly penta-diagonal Toeplitz linear systems
Now, we consider the nearly pentadiagonal Toeplitz linear system (1.1).
The matrix A of the form (1.2) can be decomposed as follows:
A = A1 + U ′V ′, (2.8)
where
A1 =

a0 − an−2 a−1 a−2
a1 − an−1 a0 − an−2 a−1 a−2
a2 a1 a0 a−1 a−2
. . .
. . .
. . .
. . .
. . .
a2 a1 a0 a−1 a−2
a2 a1 a0 − a2−n a−1 − a1−n
a2 a1 a0 − a2−n

,
U ′ = (u1,u2) =

1 0 · · · 0 1 0
0 1 0 · · · 0 1
T
,
V ′ =

an−2 0 · · · 0 a2−n a1−n
an−1 an−2 0 · · · 0 a2−n

.
Proposition 2.3 (Sherman–Morrison–Woodbury Formula). Let A be an n × n nonsingular matrix, X and Y be n × m (n ≥ m)
matrices. If Im + Y TA−1X is nonsingular, then A + XY T is nonsingular. In addition, the inverse of the matrix A + XY T can be
explicitly given by
(A+ XY T )−1 = A−1 − A−1X(Im + Y TA−1X)−1Y TA−1.
Proof. See [17]. 
By the Sherman–Morrison–Woodbury formula, the matrix A of (1.2) is invertible if and only if
M = I2 + V ′A−11 U ′,
is invertible, and
A−1 = A−11 − A−11 U ′(I2 + V ′A−11 U ′)−1V ′A−11 . (2.9)
Let y = (y1, y2, . . . , yn)T , z = (z1, z2, . . . , zn)T , andw = (w1, w2, . . . , wn)T be solutions of the following equations
A1y = f, A1z = u1, A1w = u2,
respectively. Then, we have
M = I2 + V ′(z,w) =

m1 m2
m3 m4

, (2.10)
wherem1 = an−2z1 + a2−nzn−1 + a1−nzn + 1,m2 = an−2w1 + a2−nwn−1 + a1−nwn,m3 = an−1z1 + an−2z2 + a2−nzn,m4 =
an−1w1 + an−2w2 + a2−nwn + 1.
On both sides of Eq. (2.9), multiply by f on the right to obtain
x = y− (z,w)1
d

m4 −m2
−m3 m1

an−2y1 + a2−nyn−1 + a1−nyn
an−1y1 + an−2y2 + a2−nyn

= y− d1z− d2w,
where
d1 = 1d [(m4an−2 −m2an−1)y1 + (m4a1−n −m2a2−n)yn +m4a2−nyn−1 −m2an−2y2],
d2 = 1d [(m1an−1 −m3an−2)y1 + (m1a2−n −m3a1−n)yn −m3a2−nyn−1 +m1an−2y2].
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Table 1
Total operations for solving the nearly penta-diagonal Toeplitz linear systems.
Algorithm 1 [13] NPENTA algorithm [14] Our algorithm
Operations 58n− 151 53n− 142 48n− 24
The resulting algorithm is summarized as follows:
Algorithm 2.2
Step 1. Input A1,U ′, V ′, n, f.
Step 2. Using Algorithm 2.1, solve equations:
A1y = f, A1z = u1, A1w = u2, (These systems can be solved in parallel).
Step 3. Computem1,m2,m3 andm4 by using (2.10).
Step 4. Compute d = m1m4 −m2m3,
d1 = 1d [(m4an−2 −m2an−1)y1 + (m4a1−n −m2a2−n)yn +m4a2−nyn−1 −m2an−2y2],
d2 = 1d [(m1an−1 −m3an−2)y1 + (m1a2−n −m3a1−n)yn −m3a2−nyn−1 +m1an−2y2].
Step 5. Output the solution of system: x = y− d1z− d2w.
Let us look at the Algorithm 2.2 and consequently determine its computational cost. Step1 costs four operations. In step2,
obtaining y, z andw, takes 30n−55, 7n−15 and 7n−15 operations respectively. Step3 and Step4 amount to 57 operations.
Step5 costs 4n operations. On the whole, we need 48n− 24 operations to compute the solution of the system (1.1). The cost
of our algorithm is less than those of the two algorithms, when n ≥ 24. Now, we compare computational costs for Lv and
Le’s algorithm [13], NPENTA algorithm [14], and our algorithm in Table 1.
3. Examples
We provide the results of numerical examples to illustrate the effectiveness of our algorithm. All tests are performed in
MATLAB 7.0 using double precision arithmetic.
Example 3.1. First, we consider the following 8× 8 nearly penta-diagonal Toeplitz linear system
1 −1 2 0 0 0 1 −2
1 1 −1 2 0 0 0 1
3 1 1 −1 2 0 0 0
0 3 1 1 −1 2 0 0
0 0 3 1 1 −1 2 0
0 0 0 3 1 1 −1 2
−1 0 0 0 3 1 1 −1
1 −1 0 0 0 3 1 1


x1
x2
x3
x4
x5
x6
x7
x8

=

1
4
6
6
6
6
3
5

.
Step 1.
A1 =

2 −1 2 0 0 0 0 0
0 2 −1 2 0 0 0 0
3 1 1 −1 2 0 0 0
0 3 1 1 −1 2 0 0
0 0 3 1 1 −1 2 0
0 0 0 3 1 1 −1 2
0 0 0 0 3 1 0 1
0 0 0 0 0 3 1 0

,
U ′ =

1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 1
T
, V ′ =
−1 0 0 0 0 0 1 −2
1 −1 0 0 0 0 0 1

,
fˆ = (1, 4, 6, 6, 6, 6)T , f˜ = (3, 5)T .
Step 2. Using Algorithm 2.1, solve equations:
A1y = f, A1z = u1, A1w = u2,
then we have
y = (2.2990, 1.9901,−0.8040,−0.3921,−1.2376,−0.0059, 5.0178, 6.7188)T ,
z = (−0.5594,−0.5941, 0.7624, 0.9752, 1.2426, 0.6436,−1.9307,−3.3713)T ,
w = (0.1802,−0.1980,−0.2792, 0.5584, 0.2475, 0.2812, 0.1564,−1.0238)T .
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Table 2
Absolute errors for Example 3.2.
n 60 100 300 500 1000
∥x− x∗∥ 9.2222e−016 3.7304e−015 6.3273e−015 8.7052e−015 1.2851e−014
Step 3–4. Computem1,m2,m3 andm4 by (2.10), then we obtain
d = m1m4 −m2m3 = 9.0109, d1 = −2, d2 = 1.0000.
Step 5. Finally we obtain the solution:
x = y− d1z− d2w = (1.0000, 1.0000, . . . , 1.0000)T .
Example 3.2. Next, we consider the n× n nearly penta-diagonal Toeplitz linear systems Ax = f of the form
−1 −1 2 1 −1
1 −1 −1 2 1
−1 1 −1 −1 2
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 2
−1 −1 1 −1 −1
1 −1 −1 1 −1


x1
x2
...
...
xn−2
xn−1
xn

=

0
2
0
...
0
−3
−1

.
It can be verified that the solution is x∗ = (1, 1, . . . , 1)T . We used Algorithm 2.2 to compute x. Each error ∥x − x∗∥ is
provided in Table 2. Here, ∥ · ∥ is the Euclidean vector norm.
4. Concluding remarks
In this paper, we derived a numerical algorithm for solving the nearly penta-diagonal Toeplitz linear systems and showed
that the computational cost is less than those of the two algorithms in [13,14] when the matrix size n ≥ 24. Numerical
examples are given to illustrate the efficiency of the algorithm.
Since our algorithms are very easy to implement and they have a strong potential for parallel processing, we believe that
they are useful tools for solving nearly penta-diagonal Toeplitz linear systems.
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