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A novel technique of oriented local features (OLF) for speech recognition has been introduced in this paper. A speech recognition system for dysphonic patients is implemented by application of the proposed technique. The developed system is evaluated by performing the training in three different ways: (a) with pathological samples, (b) with normal samples, and (c) with pathological and normal samples together. We compare the performance of the proposed feature with the most widely used speech feature in speech recognition, i.e. Mel-frequency cepstral coefficients. The Hidden Markov model is used for recognizing the speech. The proposed technique achieved a 94.98% recognition rate, which is almost identical to the recognition rate of 95.45% obtained with MFCC. 




The number of dysphonic patients having different types of voice disorders has increased significantly. In the United States, approximately 7.5 million people have vocal difficulty [1].  It has been found that 15% of the total visitors to the King Abdul-Aziz University Hospital complain from a voice disorder [2]. The complications caused by a voice problem in a teaching professional are significantly greater than in a non-teaching professional. Studies revealed that, in the U.S., the prevalence of voice disorders during a lifetime is 57.7% for teachers and 28.8% for non-teachers [3]. Approximately, 33% of teachers in the Riyadh area suffer from voice disorders [4]. 

At Communication and Swallowing Disorders Unit, King Abdul Aziz University Hospital a high volume of voice disorder cases is examined (almost 760 cases per annum) in individuals with various professional and etiological backgrounds. 

An automatic speech recognition system for assessment or therapy of a voice disorder is suggested in [5].  The recognition rate of a speech recognition system can be affected by size of the vocabulary, continuity of speech (isolated words or continuous speech), the microphone quality and its placement, and text-dependence. Speech varies widely from person to person, even if pronunciation is correct. For example, a small change in pitch could result in a rejection by a computer. Extensive work has been done on speech recognition systems (SRS) for normal speakers [6], [7], [8] but few studies have examined speech recognition in dysphonic patients [9], [10]. In [9] the patients have six voice disorders: Cyst, LPRD, SD, Sulcus, Nodules or Polyp. Mel-frequency cepstral coefficients (MFCC) features alone and with delta coefficients are extracted from the Arabic digits and inputted to GMM. The system is trained by normal speakers only, but tested with both normal and pathological samples. The recognition rate for normal subjects is 100%, and varies from 56% to 82.50% for disorder samples. Another automatic SRS is presented in [10]. The database contains 50 male and 21 female patients. MFCC, Linear predictive cepstral coefficients (LPCC), PLP (Perceptual Linear Prediction) [11] and RASTA_PLP (Relative Spectral Transform Perceptual Linear Predictive) [12], [13] are extracted from the speech samples of the dysphonic patients and inputted to the pattern matching techniques of Hidden Markov model (HMM) and Gaussian mixture model (GMM).The techniques of HMM and GMM are implemented with various numbers of states and Gaussian’s mixtures. The database is divided into three parts: male only, female only and mixed gender. The speech recognition systems developed in the studies [9] and [10] is based on the word model, where, whole word is used for the training of the system. In [19], Multi-directional local features are used for automatic speaker recognition system.

In this paper, an automatic phoneme based speech recognition system is implemented by using MFCC and the proposed Oriented Local Features (OLF). The HMM [14], [15], [16] is implemented with the means of Hidden Markov model Toolkit (HTK) [17].  The proposed OLF provided good recognition rate, and obtained results comparable with conventional features MFCC. In the developed system, a word is divided into its phonemes. The HMM is built using phoneme based model.   

The rest of the paper is organized as follows: section II describes the developed system, including different speech features. Section III focuses on experimental results and provides analysis on the results. Finally, section IV highlights some conclusions. 

2	Phoneme Based Automatic Speech Recognition System

A speech recognition system has two major phases: the first is training phase, and the second is testing of the developed system. The output of the first step is acoustic models of each word in the vocabulary, while, the second step uses the generated models and makes a comparison of a test utterance with each of the models. The model of a word having maximum likelihood with the test utterance is the recognized word.
   
The first phase consists of two important component:        1) feature extraction and 2) acoustic model generation. The features we used are MFCC plus energy, oriented local features (OLF), and interpolated OLF. The modeling technique is Hidden Markov model.  









Where x(n) and y(n) are the input and output signals, respectively, and α = 0.95.

Table 1: Arabic Digits with their IPA Symbols
Digits	IPA
Symbol	Arabic	
1	واحد	/w/, /a/, / ħ/, /i/, /d/
2	إثنان	/i/, /th/, /n/, /a/, /y/, /n/
3	ثلاثة	/th/, /a/, /l/, /ā/, /th/, /a/
4	أربعة	/a/, /r/, /b/, /ʕ/, /a/
5	خمسة	/kh/, /a/, /m/, /s/, /a/
6	ستة	/s/, /i/, /t/, /t/, /a/
7	سبعة	/s/, /a/, /b/, /ʕ/, /a/
8	ثمانية	/th/, /a/, /m/, /ā/, /n/, /y/, /a/
9	تسعة	/t/, /i/, /s/, /ʕ/, /a/

MFCC simulates human auditory mechanism and performs reasonably well under robust conditions. Fig.1 shows a block diagram of the MFCC calculation. First, digitized wave data is divided into overlapping frames, where the frame length is 20 milliseconds. This division is needed to analyze the speech in small pseudo-stationary segments. 

The resultant frame is multiplied by an N-point Hamming window to minimize the effect of spectral leakage. The Hamming window has almost zero values towards the both ends ensuring the continuity of the signal in successive frames. The windowed signal, snw, is obtained as

             (2)

Fourier transformation (FT) is applied to the windowed signal to convert the time-domain signal into a frequency-domain signal (spectrum). Triangular band-pass filters (BPFs) are applied to divide the spectrum into certain frequency bands. The center frequencies of the BPFs are spaced on a Mel-scale, and the bandwidths correspond to well-known auditory perception phenomena called critical bandwidth. The relation between Mel-scale and linear scale (Hz), given by Eq. 3, is almost linear up to around 800 Hz, and logarithmic beyond that 

           (3)
In Eq. 3, m corresponds to Mel's index (P filters are used) and f refers to frequency in Hz. Therefore, by applying 26 BPFs (P = 26), N points of the spectrum are converted to only 26 values. Log is applied to the 26 outputs to make the convolution components additive and to adjust the dynamic range in the spectrum. In this way, source excitation signal and vocal tract filter response become additive. The log outputs are then passed through discrete cosine transform (DCT) to de-correlate the components and reduce the dimension. The output of DCT is called MFCC. Typically, the 0-th coefficient is ignored and the first to 12 coefficients are retained to represent 12 MFCC. 

First and second orders derivatives are calculated on these 12 components to find velocity and acceleration coefficients. These derivatives are normally extracted using linear regression as    
 
                          
Where, ∆t corresponds to a velocity component at t-th frame, Ct,m stands for m-th MFCC at t-th frame, and B is the length of the regression window. 

Figure 1: Block Diagram for MFCC Extraction









Oriented local features (OLF) are calculated by applying 3-point linear regression along directions 0o, 22.5o, 45o, 67.5o, and 90 in the time frequency plane. In calculating OLF, pre-processing, frame blocking, windowing, Fourier's transformation, Mel filter bank, and log compression are same as described in the section of MFCC. A 3-point linear regression (LR) is then applied on the log of Mel weighted spectrum (LMS) to obtain local features in a specific direction. In each direction, OLF is calculated separately. The application of LR on the 7x7 window of LMS matrix to calculate OLF in different directions is depicted in Fig. 2(a)-(e). After applying LR, 12 coefficients from each frame are considered. In total, for all five directions, we will have 60 features. In other words, if a voice sample has 100 frames, then each frame will have 12 features in each direction, and dimensions of OLF will become 100x60. 

Three-point LR is calculated by using following formula 

 	              	         (6)

Lc is the center element of the selected 7x7 window of LMS matrix. Lc+r and Lc-r represent next and previous elements of Lc in the direction where LR is going to be calculated. For each value of the LMS, LR is calculated, and it replaces the value. The LR for the values at boundaries is calculated by padding the LMS matrix with boundary columns and rows. 

To get OLF at 22.5o and 67.5o, the points for LR at 22.5o, 67.5o, 202.5o and 247.5o are interpolated by using the points of 0o, 45o, 90o, 135o, 180o, 225o, 270o, 315o and 360o.  The interpolation of the points along radius 1 is depicted in Fig. 3. Similarly, interpolations along radius 2 and 3 are calculated. The interpolated data is obtained by using the formula of cubic spline interpolation [18]. 






Figure 2(a): OLF at 0o	Figure 2(b): OLF at 45o	Figure 2(c): OLF at 90o
	
Figure 2(d): OLF at 22.50o	Figure 2(e): OLF at 67.50o





3	Experimental Results and Analysis 

To evaluate the performance of the phoneme based speech recognition system, the developed system is evaluated with a database containing 142 subjects, 71 dysphonic patients and 71 normal persons. The dysphonic patients have five types of voice disorder. The distribution of samples among various disorders is provided in Table 2.

	Each subject has uttered Arabic digits from one to nine. Therefore, the total number of samples in the database is 1278. Fifty percent of the normal and pathological samples are used for training the system and remaining 50% samples are used for testing. 
	The experiments are performed by using 2, 4, 8, 12, 16, 20, 32, 50 and 64 Gaussian mixtures in each state, where numbers of states in HMM are three.  The size of database is not very large. Therefore, we do not use a high number of states because data may not converge.








Table 2:	No. of speakers for both type types of subjects









and testing is done with both types of the samples (NP - NP).

3.1	Speech Recognition with MFCC and Energy

In this subsection, speech recognition results are obtained by using the combination of energy and MFCC features. The experiments are performed with 13 features (static coefficients), 26 features (13 static and 13 delta coefficients), and 39 features (13 static, 13 delta, and 13 delta-delta coefficients). The bold values in each table represent the maximum recognition rate. 

3.1.1	Recognition Rate with P - P

	Firstly, the developed system is evaluated by using pathological samples for training and testing. The recognition rates (RR) for the different number of features are provided in Table 3. The maximum achieved RR is 91.22% with 39 features.
Table 3.	Recognition Rates with P - P














3.1.2	Recognition Rate with N - P

	Secondly, the system is trained with normal samples and tested with disordered samples. The results show that performance of the system is improved by doing the training with normal samples and RR improved to 94.51%. The results are listed in Table 4.
Table 4.	Recognition Rates N - P












3.1.3	Recognition Rate with NP – NP 

Lastly, the system performance is evaluated by considering both types of samples, i.e. normal and pathological, for the training. The results are further improved and is presented in Table 5. The highest obtained recognition rate is 95.45% and is achieved with 26 features by using 64 Gaussians, and 39 features by using 12 Gaussians.  

Table 5.	Recognition Rates with NP - NP












The confusion matrix for 39 features and 12 Gaussian, which provided highest recognition rate for Energy + MFCC, is provided in Table 6. Diagonal elements represent the number of truly recognized samples, while, all other values correspond to number of misclassified samples. In the last column, the recognition rate for each digit is provided. The highest obtained recognition rate is for digits 5 and 7, and it is 98.57%. The trend of the recognition rate of all digits is shown in Fig. 4.













Figure 4: The Trend of Recognition Rate of All Digits for 39 Features and 12 Gaussians

To see the effect of the number of features, few experiments are performed with 20 features. The first and second derivatives are also calculated and appended making the total number of features 40 and 60, respectively. The RR is listed in Table 7.
Table 7.	Recognition Rates with NP - NP with 20, 40 and 60 Features












3.2	Speech Recognition with Oriented Local Features

Speech recognition is also performed with OLF features. In each direction, we have 12 coefficients. The experiments are done by combining the features of different directions. The experiments are performed by training the system with normal samples, and then by using both types of the samples. The case of training with pathology samples is not considered, as it did not provide good results in case of MFCC.

3.2.1	Recognition Rate at 0+45 with N – P and NP - NP

Table 8 provides the recognition rate for the combination of 0 and 45 degree (12 features in each direction). The highest result, when trained with normal samples is 92.01%, while a RR of 94.98% is achieved when the system is trained with both type of samples.

Table 8: Recognition Rates with OLF at 0+45












3.2.2	Recognition Rate with NP – NP 

	The experiments are performed by combining the features of different directions. The system is trained with both type of samples as it provided good results for the combination 0+45. 
	The highest RR obtained for the combination of 0 and 90 degree (0+90) is 94.51%, for 0+45+90 is 92.63%, and for 0+45+90+135 is 92.95%. The results are provided in Table 9.
Table 9: Recognition Rates for NP - NP with OLF
No. of GMM	Digit Recognition with NP - NP at Different Orientations










3.2.3	Best Performance of OLF

The highest recognition rate with OLF is 94.98% obtained with a combination 0+45 by using 64 Gaussian mixtures, when the system is trained with both type of samples.

To show the number of truly recognized sample, a confusion matrix is provided in Table 10. All diagonal elements represent the number of truly classified samples for each digit. The elements other than diagonal are number of misclassified samples. The last column of Table 10 contains individual recognition rates for each digit; they are also plotted in Fig. 5.














Figure 5: The Trend of Recognition Rate of All Digits for 0+45 with 12 Gaussians

3.3	Speech Recognition with Interpolated OLF

OLF are interpolated in two directions, 22.50 and 67.50 degree. These features are used in two combinations 0+22.5+45 and 0+22.5+45+67.5, when training is done by normal samples. The results are presented in Table 11. The highest obtained RR in this case is 89.03%.

Interpolated OLF are also used in 0+22.5+45 and 45+67.5+90, when training is done by both type of samples. The RR for these combinations are listed in Table 12. The maximum achieved result is 93.57% for this case.

Table 11. Recognition Rates for N - P with Interpolated OLF 
No. of GMM	Digit Recognition at Different Orientations











Table 12. Recognition Rates for NP - NP with Interpolated OLF
No. of GMM	Digit Recognition at Different Orientations











The overall highest obtained rate for interpolated OLF is 93.57% with 0+22.5+45 by using four Gaussian. The recognition rate for each digit is depicted in Fig. 6.






A new type of speech features, OLF, are proposed in the study. A speech recognition system for the dysphonic patients is developed by application of the proposed features. The performance of the features is evaluated by carrying out different experiments on a database containing both pathological and normal samples. The maximum accuracy is provided by the combination of energy and MFCC, and it is 95.45%. The maximum accuracies achieved by OLF and interpolated OLF are 94.98% and 93.57%, respectively. 
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