Abstract. We prove a regularity result on polyhedral domains P ⊂ R 3 using the weighted Sobolev spaces K m a (P). In particular, we show that there is no loss of K m a -regularity for solutions of strongly elliptic systems with smooth coefficients. In the proof, we identify K m a (P) with the Sobolev spaces on P associated to the metric r −2 P g E , where g E is the Euclidean metric and r P (x) is a smoothing of the Euclidean distance from x to the set of singular points of P. A suitable compactification of the interior of P then becomes a compact manifold with corners with a distinguished class of vector fields (a Lie manifold). We then prove a tubular neighborhood theorem for Lie submanifolds. This allows us to extend most of the classical results on Sobolev spaces to weighted Sobolev spaces on polyhedral domains, including elliptic regularity. As an application, we include a well-posedness result for a non-standard boundary value problem on a smooth domain with boundary O using weighted Sobolev spaces, where the weight is the distance to the boundary.
Introduction
Our work is motivated by the loss of (classical Sobolev) regularity of solutions of elliptic equations on non-smooth domains. To explain this loss of regularity, let us recall first that the Poisson problem has a unique solution u ∈ H m+1 (Ω), u = 0 on ∂Ω, provided that ∂Ω is smooth and m ≥ 0. In particular, u will be smooth if ∂Ω and f are smooth. See the books of Evans [14] , or Taylor [38] for a proof of this basic well-posedness result.
This well-posedness result is especially useful in practice for the numerical approximation of the solution u of Equation (1) [6] . However, in practice, it is only rarely the case that Ω is smooth. The lack of smoothness of the domains interesting in applications has motivated important work on Lipschitz domains, see for instance [20, 27] or [41] . These papers have extended to Lipschitz domains some of the classical results on the Poisson problem on smooth, bounded domains, but have also revealed the limitations of the classical Sobolev spaces
For instance, if ∂Ω is not smooth, then the smoothness of f does not imply that the solution u of Equation (1) is smooth as well. This is the loss of regularity for elliptic problems on non-smooth domains mentioned above. See also [11, 12, 16] . The loss of regularity can be avoided, however, if one considers "Sobolev spaces with weights," see for example [16, 22, 23, 26] and the references within. Let f > 0 be a smooth function on a domain Ω, we then define the mth Sobolev space with weight f by
Indeed, if Ω = P is a polygon and we choose . In this paper, we extend this regularity result to polyhedral domains in three dimensions, Theorem 6.1, with the same choice of the weight (in three dimensions the weight is the distance to the edges). The analogous result in arbitrary dimensions leads to some topological difficulties [7, 42] that will be dealt with in another publications.
Our regularity result requires us first to study the weighted Sobolev spaces K m a (Ω) := K m a (Ω; ϑ) where ϑ(x) is the distance to the set of singular points on the boundary. Our approach to Sobolev spaces on polyhedral domains is to show first that K m a (Ω) is isomorphic to a Sobolev space on a certain non-compact Riemannian manifold M with smooth boundary. This non-compact manifold M is obtained from our polyhedral domain by replacing the Euclidean metric g E with (4) r
−2
P g E , r P a smoothing of ϑ, which blows up at the faces of codimension two or higher, that is, at the set of singular boundary points. (The metric r −2 P g E is Lipschitz equivalent to ϑ −2 g E , but the latter is not smooth.) The resulting non-compact Riemannian manifold turns out to be a regular open subset in a "Lie manifold." (see Definition 1.3, Subsection 1.5, and Section 6 for the precise definitions). A Lie manifold is a compact manifold with corners M together with a C ∞ (M )-module V of vector fields whose elements are vector fields on M . The space V must satisfy a number of axioms, in particular, V is required to be closed under the Lie bracket of vector fields. This property is the origin of the name Lie manifold. Other properties imply that this C ∞ (M )-module can be identified with the sections of a vector bundle A over M . Choosing a metric on A defines a complete Riemannian metric on the interior of M (see Section 1 or [2] for details).
The framework of Lie manifolds is quite convenient for the study of Sobolev spaces, and in this paper we establish, among other things, that the main results on the classical Sobolev spaces remain true in the framework of Lie manifolds. The regular open sets of Lie manifolds then play in our framework the role played by smooth, bounded domains in the classical theory.
We are especially interested in describing the spaces K m−1/2 a−1/2 (∂P) of restrictions to the boundary of the functions in the weighted Sobolev space K m a (P; ϑ) = K m a (P; r P ) on P. Using the conformal change of metric of Equation (4), the study of restrictions to the boundary of functions in K , where, we recall, ϑ(x) is the distance from x to the set of non-smooth boundary points and r P is a smoothing of ϑ that satisfies r P /ϑ ∈ [c, C], c, C > 0.) A large part of the technical material in this paper is to use methods of geometric analysis to study the Sobolev spaces on Lie manifolds (with or without boundary). If M is a compact manifold with corners, we shall denote by ∂M the union of all boundary faces of M and by M 0 := M ∂M the interior of M . We begin in Section 1 with a review of the definition of a structural Lie algebra of vector fields V on a manifold with corners M . This Lie algebra of vector fields will provide the derivatives appearing in the definition of the Sobolev spaces. Then we define a Lie manifold as a pair (M, V), where M is a compact manifold with corners and V is a structural Lie algebra of vector fields that is unrestricted in the interior M 0 of M . We will explain the above mentioned fact that the interior of M carries a complete metric g. This metric is unique up to Lipschitz equivalence (or quasi-isometry). We also introduce in this section Lie manifolds with (true) boundary and, as an example, we discuss the example of Lie manifold with true boundary corresponding to curvilinear polygonal domains. In Section 2 we discuss Lie submanifolds, and most importantly, the global tubular neighborhood theorem. In Section 3, we define the Sobolev spaces W s,p (M 0 ) on the interior M 0 of a Lie manifold M , where either s ∈ Z + and 1 ≤ p ≤ ∞ or s ∈ R and 1 < p < ∞. We first define the spaces W s,p (M 0 ), s ∈ Z + and 1 ≤ p ≤ ∞, by differentiating with respect to vector fields in V. This definition is in the spirit of the standard definition of Sobolev spaces on R n . Then we prove that there are two alternative, but equivalent ways to define these Sobolev spaces, either by using a suitable class of partitions of unity (as in [34, 33, 40] for example), or as the domains of the powers of the Laplace operator (for p = 2). We also consider these spaces on open subsets Ω 0 ⊂ M 0 . The spaces W s,p (M 0 ), for s ∈ R, 1 < p < ∞ are defined by interpolation and duality or, alternatively, using partitions of unity. In Section 4, we discuss regular open subsets Ω ⊂ M . The results of the last two sections extend to the spaces W s,p (M 0 ) several of the classical results on Sobolev spaces on smooth domains. These results include the density of smooth, compactly supported functions, the Gagliardo-NirenbergSobolev inequalities, the extension theorem, the trace theorem, the characterization of the range of the trace map in Hilbert space case (p = 2), and the RellichKondrachov compactness theorem.
In Section 5 we include as an application a regularity result for strongly elliptic boundary value problems, Theorem 5.1. This theorem gives right away the following result, which states that there is no loss of regularity for these problems within weighted Sobolev spaces.
Theorem 0.1. Let P ⊂ R 3 be a polyhedral domain and P be a strongly elliptic, second order differential operator with coefficients in
a+1 (P) and there exists C > 0 independent of u such that
The same result holds for strongly elliptic systems.
Finally, in the last section, we prove a non-standard boundary value problem on a smooth domain O in weighted Sobolev spaces with weight given by the distance to the boundary. The boundary conditions are replaced by growth conditions.
Lie manifolds
As mentioned already in the Introduction, our approach to the study of weighted Sobolev spaces on polyhedral domains is based on their relation to Sobolev spaces on Lie manifolds with true boundary. For the convenience of the reader, we recall the definition of a Lie manifold and some of their basic properties.
We shall treat Lie manifolds as well as Lie submanifolds (of Lie manifolds) in Section 4. The following example is one of the main motivations for the theory of Lie manifolds. Example 1.1. Let us take a closer look at the local structure of the Sobolev space K m a (P) associated to a polygon P (recall (2)). Consider Ω := {(r, θ) | 0 < θ < α}, which models an angle of P. Then the distance to the vertex is simply ϑ(x) = r, and the weighted Sobolev spaces associated to Ω, K m a (Ω), can alternatively be described as
The point of the above definition was the replacement of the local basis {r∂ x , r∂ y } with the local basis {r∂ r , ∂ θ } that is easier to work with on the desingularization
By further writing r = e t , the vector field r∂ r becomes ∂ t . Since dt = r −1 dr, the space K 1.1. Definition. We need to recall first manifolds with corners. By definition, every point p in a manifold with corners M has a coordinate neighborhood diffeomorphic to [0, ∞) k × R n−k , for some k = 0, 1, . . . , n depending on p, such that the transition functions are smooth up to the boundary. If one can choose k = 0 for all p ∈ M we shall say that M is a smooth manifold. If we can obtain k ∈ {0, 1} we say that M is a smooth manifold with smooth boundary.
Let M be a compact manifold with corners. We shall denote by ∂M the union of all boundary faces of M , i. e., it is the union of all points not having a neighborhood diffeomorphic to R n . Furthermore we write M 0 := M ∂M for the interior of M . In order to avoid confusion, we shall use this notation and terminology only when M is compact. Note that our definition allows ∂M to be a smooth manifold, possibly empty.
As we shall see below, a Lie manifold is described by a Lie algebra of vector fields satisfying certain conditions. We now discuss some of these conditions. Definition 1.2. A subspace V ⊆ Γ(M ; T M ) of the Lie algebra of all smooth vector fields on M is said to be a structural Lie algebra of vector fields on M provided that the following conditions are satisfied:
(i) V is closed under the Lie bracket of vector fields; (ii) every V ∈ V is tangent to all boundary hyperfaces of M ; (iii) C ∞ (M )V = V; and (iv) each point p ∈ M has a neighborhood U p such that
The condition (iv) in the definition above can be reformulated as follows: (iv') For every p ∈ M there exist a neighborhood U p ⊂ M of p and vector fields X 1 , X 2 , . . . , X k ∈ V with the property that for any Y ∈ V, there exist functions
We can now formulate the following definition.
Definition 1.3.
A Lie structure at infinity on a smooth manifold M 0 is a pair (M, V), where M is a compact manifold with interior M 0 and V ⊂ Γ(M ; T M ) is a structural Lie algebra of vector fields on M with the following property: If p ∈ M 0 , then any local basis of V in a neighborhood of p is also a local basis of the tangent space to M 0 .
It follows from the above definition that the constant k of Equation (7) equals the dimension n of M 0 .
A manifold with a Lie structure at infinity (or, simply, a Lie manifold) is a manifold M 0 together with a Lie structure at infinity (M, V) on M 0 . We shall sometimes denote a Lie manifold as above by (M 0 , M, V), or, simply, by (M, V), because M 0 is determined as the interior of M . (In [2] , only the term "manifolds with a Lie structure at infinity" was used.) Example 1.4. If F ⊂ T M is a sub-bundle of the tangent bundle of a smooth manifold (so M has no boundary) such that V F := Γ(M ; F ) is closed under the Lie bracket, then V F is a structural Lie algebra of vector fields. Remark 1.5. We observe that Conditions (iii) and (iv) of Definition 1.2 are equivalent to the condition that V be a projective C ∞ (M )-module. Thus, by the SerreSwan theorem [21] , there exists a vector bundle A → M , unique up to isomorphism, such that V = Γ(M ; A). Since V consists of vector fields, that is V ⊂ Γ(M ; T M ), we also obtain a natural vector bundle morphism ̺ M : A → M , called the anchor map. The Condition (ii) of Definition 1.3 is then equivalent to the fact that ̺ M is an isomorphism A| M0 ≃ T M 0 on M 0 . We will take this isomorphism to be an identification, and thus we can say that A is an extension of T M 0 to M (that is, T M 0 ⊂ A).
1.2. Riemannian metric. Let (M 0 , M, V) be a Lie manifold. By definition, a Riemannian metric on M 0 compatible with the Lie structure at infinity (M, V) is a metric g on M 0 such that for any p ∈ M , we can choose the basis X 1 , . . . , X k in Definition 1.2, (iv') and (7) to be orthonormal with respect to this metric everywhere on U p ∩ M 0 . (Note that this condition is a restriction only for p ∈ ∂M := M M 0 .) Alternatively, we will also say that (M 0 , g 0 ) is a Riemannian Lie manifold. Any Lie manifold carries a compatible Riemannian metric, and any two compatible metrics are bi-Lipschitz to each others. Remark 1.6. Using the language of Remark 1.5, g is a compatible metric on M 0 if, and only if, there exists a metric on the vector bundle A → M which restricts to g on T M 0 ⊂ A.
The geometry of a Riemannian manifold (M 0 , g 0 ) with a Lie structure (M, V) at infinity has been studied in [2] . For instance, (M 0 , g 0 ) is necessarily complete, and if ∂M = ∅ it is of infinite volume. Moreover, all the covariant derivatives of the Riemannian curvature tensor are bounded. Under additional mild assumptions, we also know that the injectivity radius is bounded from below by a positive constant, i. e., (M 0 , g 0 ) is of bounded geometry. (A manifold with bounded geometry is a Riemannian manifold with positive injectivity radius and with bounded covariant derivatives of the curvature tensor, see [33] and references therein).
On a Riemannian Lie manifold (M 0 , M, V, g 0 ), the exponential map exp p : T M 0 → M 0 is well-defined for all p ∈ M 0 and extends to a differentiable map exp p : A p → M depending smoothly on p ∈ M . A convenient way to introduce the exponential map is via the geodesic spray, as done in [2] . Similarly, any vector field X ∈ V = Γ(M ; A) is integrable and will map any (connected) boundary face of M to itself. The resulting diffeomorphism of M 0 will be denoted ψ X .
We assume from now on that r inj (M 0 ), the injectivity radius of (M 0 , g 0 ), is positive. We include now two examples of Lie manifolds. The reader can find more examples in [24, 2] .
(a) Take V b to be the set of all vector fields tangent to all faces of a manifold with corners M . Then (M, V b ) is a Lie manifold. This generalizes Example (1.1). See also Subsection 1.5 and Section 6. Let r ≥ 0 to be a smooth function on M that is equal to the distance to the boundary in a neighborhood of ∂M , and is > 0 outside ∂M (i. e., on M 0 ). Let h be a smooth metric on M , then g = h + (r −1 dr) 2 is a compatible metric on M 0 . (b) Take V 0 to be the set of all vector fields vanishing on all faces of a manifold with corners M . Then (M, V 0 ) is a Lie manifold. If ∂M is a smooth manifold (i. e., if M is a smooth manifold with boundary), then V 0 = rΓ(M ; T M ), where r is as in the previous example.
1.3. V-differential operators. We are especially interested in the analysis of the differential operators generated using only derivatives in V. Let Diff * V (M ) be the algebra of differential operators on M generated by multiplication with functions in C ∞ (M ) and by differentiation with vector fields X ∈ V. The space of order m differential operators in Diff * V (M ) will be denoted Diff
We can define V-differential operators acting between sections of smooth vector bundles E, Let N ⊂ M be a submanifold of codimension one of the Lie manifold (M, V). Note that this implies that N is a closed subset of M . We shall say that N is a regular submanifold of (M, V) if we can choose a neighborhood V of N in M and a compatible metric g on M 0 that restricts to a product-type metric on
. Such neighborhoods will be called tubular neighborhoods.
In Section 2, we shall show that a codimension one manifold is regular if, and only if, it is a tame submanifold of M ; this gives an easy, geometric, necessary and sufficient condition for the regularity of a codimension one submanifold of M . This is relevant, since the study of manifolds with boundary and bounded geometry presents some unexpected difficulties [30] .
In the following definition it will be important to distinguish properly between the boundary of a topological subset, denoted by ∂ top , and the boundary in the sense of manifolds with corners, denoted simply by ∂. Let Ω ⊂ M be a regular open subset. Then Ω is a compact manifold with corners. The reader should be aware of the important fact ∂ top Ω = ∂ top Ω is contained in ∂Ω, but in general ∂Ω and ∂ top Ω are not equal. We write ∂ t Ω := ∂ top Ω, and call it the true boundary of Ω. Furthermore, we introduce ∂ ∞ Ω := ∂Ω ∩ ∂M , and call it the boundary at infinity of Ω. Obviously, one ∂Ω = ∂ t Ω ∪ ∂ ∞ Ω. The true boundary and the boundary at infinity intersect in a (possibly empty) set of codimension ≥ 2. See Figure 1 Let F ⊂ ∂Ω be any boundary hyperface of Ω of codimension 1. If F ⊂ ∂ ∞ Ω, then the restrictions of all vector fields in V to F are tangent to F . However, if F ⊂ ∂ t Ω the regularity of the boundary implies that there are vector fields in V whose restriction to F is not tangent to F . In particular, the true boundary ∂Ω of Ω is uniquely determined by (Ω, V(Ω)), and hence so is Ω = Ω ∂Ω. We therefore obtain a one-to-one correspondence between Lie manifolds with true boundary and regular open subsets (of some Lie manifold M ).
Assume In particular, the true boundary of a Lie manifold with true boundary is a tame submanifold of the double. The fact that the double is a Lie manifold is justified in Remark 2.10.
1.5. Curvilinear polygonal domains. We conclude this section with a discussion of a curvilinear polygonal domain P, an example that generalizes Example 1.1 and is one of the main motivations for considering Lie manifolds. To study function spaces on P, we shall introduce a "desingularization" (Σ(P), κ) of P (or, rather, of P), where Σ(P) is a compact manifold with corners and κ : Σ(P) → P is a continuous map that is a diffeomorphism from the interior of Σ(P) to P and maps the boundary of Σ(P) onto the boundary of P. Let us denote by B k the open unit ball in R k .
Definition 1.
9. An open, connected subset P ⊂ M of a two dimensional manifold M will be called a curvilinear polygonal domain if, by definition, P is compact and for every point p ∈ ∂P there exists a diffeomorphism φ p :
A point p ∈ ∂P for which α p = π will be called a vertex of P. The other points of ∂P will be called smooth boundary points. It follows that every curvilinear polygonal domain has finitely many vertices and its boundary consists of a finite union of smooth curves γ j (called the edges of P) which have no other common points except the vertices. Moreover, every vertex belongs to exactly two edges.
Let {P 1 , P 2 , . . . , P k } ⊂ P be the vertices of P. The cases k = 0 and k = 1 are also allowed. Let V j := V Pj and φ j := φ Pj : V j → B 2 be the diffeomorphisms defined by Equation (9) . Let (r, θ) :
) be the polar coordinates. We can assume that the sets V j are disjoint and define r j (x) = r(φ j (x)) and θ j (x) = θ(φ j (x)).
The desingularization Σ(P) of P will replace each of the vertices P j , j = 1, . . . , k of P with a segment of length α j = α Pj > 0. Assume that P ⊂ R 2 . We can realize Σ(P) in R 3 as follows. Let ψ j be smooth functions supported on V j with ψ j = 1 in a neighborhood of P j .
The structural Lie algebra of vector fields V(P) on Σ(P) is given by (the lifts of) the smooth vector fields X on P {A 1 , A 2 , . . . , A k } that, on V j , can be written as
with a r and a θ smooth functions of (r j , θ j ), r j ≥ 0. Then (Σ(P), V(P)) is a Lie manifold with true boundary.
To define the structural Lie algebra of vector fields on Σ(P), we now choose a smooth function r P : P → [0, ∞) with the following properties (i) r P is continuous on P, (ii) r P is smooth on P,
Note that r P lifts to a smooth positive function on Σ(P). Of course, r P is determined only up to a smooth positive function ψ on Σ(P) that equals to 1 in a neighborhood of the vertices. In what follows, we can replace r P with any canonical weight function. Canonical weight functions will play an important role again in Section 6.
Then an alternative definition of V(P) is
Here ∂ 1 denotes the vector field corresponding to the derivative with respect to the first component. The vector field ∂ 2 is defined analogously. In particular,
which is useful in establishing that V(P) is a Lie algebra. Also, let us notice that both {r P ∂ 1 , r P ∂ 2 } and {r P ∂ r P , ∂ θ } are local bases for V(P) on V j . The transition functions lift to smooth functions on Σ(P) defined in a neighborhood of κ −1 (P j ), but cannot be extended to smooth functions defined in a neighborhood of P j in P.
Then ∂ t Σ(P), the true boundary of Σ(P), consists of the disjoint union of the edges of P (note that the interiors of these edges have disjoint closures in Σ(P)). Anticipating the definition of a Lie submanifold in Section 2, let us notice that ∂ t Σ(P) is a Lie submanifold, where the Lie structure consists of the vector fields on the edges that vanish at the end points of the edges.
The function ϑ used to define the Sobolev spaces (2) is closely related to the function r P . Indeed, ϑ(x) is the distance from x to the vertices of P. Therefore ϑ/r P will extend to a continuous, nowhere vanishing function on Σ(P), which shows that
If P is an order m differential operator with smooth coefficients on R 2 and P ⊂ R 2 is a polygonal domain, then r m P P ∈ Diff m V (Σ(P)), by Equation (10). However, in general, r m P P will not define a smooth differential operator on P.
Submanifolds
In this section we introduce various classes of submanifolds of a Lie manifold. Some of these classes were already used in the previous sections.
2.1. General submanifolds. We first introduce the most general class of submanifolds of a Lie manifold.
We first fix some notation. We now make the following simple observation. Remark 2.2. An alternative form of Condition (iv) of the above definition is
We have the following simple corollary that justifies Condition (iv) of Definition 2.1. Proof. Let g be a metric on A whose restriction to T M 0 defines the metric g. Then g restricts to a metric h on B, which in turn defines a metric h 0 on N 0 . By definition, h 0 is the restriction of g to N 0 .
We thus see that any submanifold (in the sense of the above definition) of a Riemannian Lie manifold is itself a Riemannian Lie manifold.
Second fundamental form.
We define the A-normal bundle of the Lie submanifold (N, B) of the Lie manifold (M, A) as ν A = (A| N )/B which is a bundle over N . Then the anchor map
called the anchor map of ν
A , which is an isomorphism over N 0 . We denote the Levi-Civita-connection on A by ∇ A and the Levi-Civita connection on B by 
As this holds for arbitrary sections Z of Γ(N ; B) with extensionsZ on Γ(M ; A),
The normal part of ∇
A then gives rise to the second fundamental form II defined as II :
A and ∇ B are torsion free, and hence II is symmetric because
A direct computation reveals also that II(X, Y ) is tensorial in X, and hence, because of the symmetry, it is also tensorial in Y . ("Tensorial" here means II(f X, Y ) = f II(X, Y ) = II(X, f Y ), as usual.) Therefore the second fundamental form is a vector bundle morphism II : B ⊗ B → ν A , and the endomorphism at p ∈ M is denoted by II p : B p ⊗ B p → A p . It then follows from the compactness of N that
with a constant C independent of p ∈ N . Clearly, on the interior N 0 ⊂ M 0 the second fundamental form coincides with the classical second fundamental form. 2.3. Tame submanifolds. We now introduce tame manifolds. Our main interest in tame manifolds is the tubular neighborhood theorem, Theorem 2.7, which asserts that a tame submanifold of a Lie manifold has a tubular neighborhood in a strong sense. In particular, we will obtain that a tame submanifold of codimension one is regular. This is interesting because being tame is an algebraic condition that can be easily verified by looking at the structural Lie algebras of vector fields. On the other hand, being a regular submanifold is an analytic condition on the metric that may be difficult to check directly. 
Let (N, B) be a tame submanifold of the Lie manifold (M, A). Then the anchor map We now prove the main theorem of this section. 
Proof. Recall from [2] that the exponential map exp : 
The differential d exp ν at 0 p ∈ ν A p , p ∈ N is the restriction of the anchor map to B ⊥ ∼ = ν A , hence any point p ∈ N has a neighborhood U (p) and τ p > 0 such that
is a diffeomorphism onto its image. By compactness τ p ≥ τ > 0. Hence, exp ν is a local diffeomorphism of (ν A ) τ to a neighborhood of N in M . It remains to show that it is injective for small ǫ ∈ (0, τ ).
Let us assume now that there is no ǫ > 0 such that the theorem holds. Then there are sequences
After taking a subsequence we can assume that the basepoints p i of X i converge to p ∞ and the basepoints q i of Y i converge to q ∞ . As the distance in M of p i and q i converges to 0, we conclude that
Hence, we see that X i = Y i for large i, which contradicts the assumptions.
We now prove that every tame, codimension one Lie submanifold is regular.
Proposition 2.8. Let (N, B) be a tame submanifold of codimension one of (M, A). We fix a unit length section X of ν A . Theorem 2.7 states that
Proof. Choose any compatible metric
has the desired properties, where the cut-off function χ : R → [0, 1] is 1 on (−ǫ/2, ǫ/2) and has support in (−ǫ, ǫ), and satisfies χ(−t) = χ(t).
The above definition shows that any tame submanifold of codimension 1 is a regular submanifold. Hence, the concept of a tame submanifold of codimension 1 is the same as a regular submanifolds. We hence obtain a new criterion for deciding that a given domain in a Lie manifold is regular. Proof. Because of the injectivity of the normal exponential map, the vector field
∂t is well-defined, and the diffeomorphism property implies smoothness on V ǫ . At first, we want to argue that Y 1 ∈ V(V ǫ ). Let π : S(A) → M be the bundle of unit length vectors in A. Recall from [2] , section 1.2 that S(A) is naturally a Lie manifold, whose Lie structure is given by the thick pullback π # (A) of A. Now the flow lines of Y 1 are geodesics, which yield in coordinates solutions to a second order ODE in t. In [2] , section 3.4 this ODE was studied on Lie manifolds. The solutions are integral lines of the geodesic spray σ : S(A) → f # (A). As the integral lines of this flow stay in S(A) ⊂ A and as they depend smoothly on the initial data and on t, we see that Y 1 is a smooth section of constant length 1 of A| Vǫ .
Multiplying with a suitable cutoff-function with support in V ǫ one sees that we obtain the desired extension Y ∈ V. Using parallel transport in the direction of Y , the splitting A| N = ν A ⊕ T N extends to a small neighborhood of N . This splitting is clearly parallel in the direction of Y .
Remark 2.10. Let N ⊂ M be a tame submanifold of the Lie manifold (M, V) and Y ∈ V as above. According to the previous proposition the restriction of A → M to V has a natural product type decomposition. This justifies, in particular, that the double of a Lie manifold with boundary is again a Lie manifold, and that the Lie structure defined on the double satisfies the natural compatibility conditions with the Lie structure on Lie manifold with boundary.
Sobolev spaces
In this section we study Sobolev spaces on Lie manifolds without boundary. These results will then be used to study Sobolev spaces on Lie manifolds with true boundary, which in turn, will be used to study weighted Sobolev spaces on polyhedral domains. The goal is to extend to these classes of Sobolev spaces the main results on Sobolev spaces on smooth domains. We shall denote the volume form (or measure) on M 0 associated to g by d vol g (x) or simply by dx, when there is no danger of confusion. Also, we shall denote by L p (Ω 0 ) the resulting L p -space on Ω 0 (i. e., defined with respect to the volume form dx). These spaces are independent of the choice of the compatible metric g on M 0 , but their norms, denoted by · L p , do depend upon this choice, although this is not reflected in the notation. Also, we shall use the fixed metric g on M 0 to trivialize all density bundles. Then the space D ′ (Ω 0 ) of distributions on Ω 0 is defined, as usual, as the dual of C ∞ c (Ω 0 ). The spaces L p (Ω 0 ) identify with spaces of distributions on Ω 0 via the pairing
3.1. Definition of Sobolev spaces using vector fields and connections. We shall define the Sobolev spaces W s,p (Ω 0 ) in the following two cases: s ∈ Z + , 1 ≤ p ≤ ∞, and arbitrary open sets Ω 0 or s ∈ R, 1 < p < ∞, and
. We shall give several definitions for the spaces W s,p (Ω 0 ) and show their equivalence. This will be crucial in establishing the equivalence of various definitions of weighted Sobolev spaces on polyhedral domains. The first definition is in terms of the Levi-Civita connection ∇ on T M 0 . We shall denote also by ∇ the induced connections on tensors (i. e., on tensor products of T M 0 and T * M 0 ).
For p = ∞ we change this definition in the obvious way, namely we require that,
We introduce an alternative definition of Sobolev spaces.
Definition 3.2 (vector fields definition of Sobolev spaces). Let again
Choose a finite set of vector fields X such that C ∞ (M )X = V. This condition is equivalent to the fact that the set {X(p), X ∈ X } generates A p linearly, for any p ∈ M . Then the system X provides us with the norm
sum being over all possible choices of 0 ≤ l ≤ k and all possible choices of not necessarily distinct vector fields X 1 , X 2 , . . . , X l ∈ X . For p = ∞, we change this definition in the obvious way:
the maximum being taken over the same family of vector fields.
In particular,
} Sometimes, when we want to stress the Lie structure V on M , we shall write
Example 3.3. Let P be a curvilinear polygonal domain in the plain and let Σ(P) d be the "double" of Σ(P), which is a Lie manifold without boundary (see Subsection 1.5). Then K m −1 (P) = W m,2 (P) = W m,2 (P; Σ(P), V(P)).
The following proposition shows that the second definition yields equivalent norms. Proof. As all compatible metrics g are bi-Lipschitz to each others, the equivalence classes of the · X ,W k,p -norms are independent of the choice of g. We will show that for any choice X and g, · X ,W k,p and · ∇,W k,p are equivalent. It is clear that then the equivalence class of · X ,W k,p is independent of the choice of X , and the equivalence class of · ∇,W k,p is independent of the choice of g. We argue by induction in k. The equivalence is clear for k = 0. We assume now that the W l,p -norms are already equivalent for l = 0, . . . , k − 1. Observe that if X, Y ∈ V, then the Koszul formula implies ∇ X Y ∈ V [2] . To simplify notation, we define inductively X 0 := X , and
for appropriate choices of a Y1,...,Y l ∈ Z + . Hence,
By induction, we know that
This implies the equivalence of the norms.
The proof of completeness is standard, see for example [14, 39] .
We shall also need the following simple observation. 
, with C k,ǫ independent of j; and (iii) the sets B(x j , ǫ/2) are disjoint, the sets B(x j , ǫ) form a covering of M 0 , and the sets B(x j , 4ǫ) form a covering of M 0 of finite multiplicity, i. e.,
Fix ǫ ∈ (0, r inj (M 0 )/6). Let ψ j : B(x j , 4ǫ) → B R n (0, 4ǫ) normal coordinates around x j , i. e., a composition of the exponential maps exp xj : T xj M 0 → M 0 and by some isometries T xj M 0 ≃ R n . The uniform bounds on the Riemann tensor R and its derivatives ∇ k R imply uniform bounds on
which simply means that all derivatives of ψ j are uniformly bounded.
Proposition 3.7. Let φ i and ψ i be as in the two paragraphs above. Let
and, for 1 ≤ p < ∞,
Proof. We shall assume p < ∞, for simplicity of notation. The case p = ∞ is completely similar. Consider then µ(u)
. Then there exists C k,ε > 0 such that
, by Lemma 3.6 (i. e., the norms are equivalent). The fact that all derivatives of exp xj are bounded uniformly in j further shows that µ and ν k,p are also equivalent.
The proposition gives rise to a third, equivalent definition of Sobolev spaces. This definition was inspired from [33, 36] , and can be used to define the spaces W s,p (Ω 0 ), for any s ∈ R, 1 < p < ∞, and Ω 0 = M 0 . The cases p = 1 or p = ∞ are more delicate and we shall not discuss them here.
Recall that the spaces W s,p (R n ), s ∈ R, 1 < p < ∞ are defined using the powers of 1 + ∆, see [35, Chapter V] or [39, Section 13.6].
Definition 3.8 (Partition of unity definition of Sobolev spaces)
. Let s ∈ R, and 1 < p < ∞. Then we define
By Proposition 3.7 this norm is equivalent to our previous norm on W k,p (M 0 ) when k is a nonnegative integer.
Proof. For k ∈ Z + , the result is true for any manifold with bounded geometry, see [5, Theorem 2] or [18, Theorem 2.8], or [19] . For Ω 0 = M 0 , s ∈ R, and 1 < p < ∞, the definition of the norm on W s,p (M 0 ) allows us to reduce right away the proof to the case of R n , by ignoring enough terms in the sum defining the norm (21) . (We also use a cut-off function 0 ≤ χ ≤ 1, χ ∈ C ∞ c (B R n (0, 4ǫ)), χ = 1 on B R n (0, 4ǫ).) We now give a characterization of the spaces W s,p (M 0 ) using interpolation. Let W −k,p (M 0 ) be the set of distributions on M 0 that extend by continuity to linear functionals on W k,q (M 0 ), p −1 + q −1 = 1, using Proposition 3.9. That is, W −k,p (M 0 ) be the set of distributions on M 0 that define continuous linear func-
be the complex interpolation spaces. Similarly, we define
(See [9] 
Moreover, the pairing between functions and distributions defines an isomorphism
Proof. This proposition is known if M 0 = R n with the usual metric [39] [Equation (6.5), page 23]. In particular,W s,p (R n ) = W s,p (R n ). As in the proof of Proposition 3.7 one shows that the quantity
, is equivalent to the norm onW
The last part follows from the compatibility of interpolation with taking duals. This completes the proof.
The above proposition provides us with several corollaries. First, from the interpolation properties of the spaces W s,p (M 0 ), we obtain the following corollary. 
We then have the following invariance property of the Sobolev spaces that we have introduced. 
Proof. For k ∈ Z + , this follows right away from definitions and Proposition 3.4. For −k ∈ Z + , this follows by duality, Proposition (3.10). For the other values of s, the result follows from the same proposition, by interpolation.
Recall now that M 0 is complete [2] . Hence the Laplace operator ∆ = ∇ * ∇ is essentially self-adjoint on C ∞ c (M 0 ) by [15, 29, 37] . We shall define then (1 + ∆) s/2 using the spectral theorem. Proof. For s ∈ Z + , the result is true for any manifold of bounded geometry, by [5, Proposition 3] . For s ∈ R, the result follows from interpolation, because the interpolation spaces are compatible with powers of operators, see the chapter on Sobolev spaces in Taylor's book [38] .
The well known Gagliardo-Nirenberg-Sobolev inequality [5, 14, 18] holds also in our setting. 
Proof. If s and m are integers, s ≥ m ≥ 0, the statement of the proposition is true for manifolds with bounded geometry, [5, Theorem 7] or [18, Corollary 3.1.9]. By duality (see Proposition 3.10), we obtain the same result when s ≤ 0, s ∈ Z. Then, for integer s, m, 0 < s < m we obtain the corresponding embedding by composition
, with 1/r = 1/q − s/n. This proves the result for integral values of s. For non-integral values of s, the result follows by interpolation using again Proposition 3.10.
The Rellich-Kondrachov's theorem on the compactness of the embeddings of Proposition 3.14 for 1/p > 1/q − m/n is true if M 0 is compact [5, Theorem 9] . This happens precisely when M = M 0 , which is a trivial case of a manifold with a Lie structure at infinity. On the other hand, it is easily seen (and well known) that these compactness cannot be true for M 0 non-compact. We will nevertheless restore this by using Sobolev spaces with weights in the next section, see Theorem 4.6. 
Sobolev spaces on regular open subsets
and every integer k ≥ 0, and (ii) Eu| Ω0 = u.
Proof. Since ∂Ω 0 is a regular submanifold we can fix a compatible metric g on M 0 and a tubular neighborhood V 0 of ∂Ω 0 such that V 0 ≃ (∂Ω 0 ) × (−ε 0 , ε 0 ), ε 0 > 0. Let ε = min(ε 0 , r inj (M 0 ))/20, where r inj (M 0 ) > 0 is the injectivity radius of M 0 . By Zorn's lemma and the fact that M 0 has bounded geometry we can choose a maximal, countable set of disjoint balls B(x i , ε), i ∈ I. Since this family of balls is maximal we have M 0 = ∪ i B(x i , 2ε). For each i we fix a smooth function η i supported in B(x i , 3ε) and equal to 1 in B(x i , 2ε). This can be done easily in local coordinates around the point x i ; since the metric g is induced by a metric g on A we may also assume that all derivatives of order up to k of η i are bounded by a constant C k,ε independent of i. By replacing η i with η i / j η 2 j , we can further assume that i η Let ϕ = (ϕ 1 , ϕ 2 ) denote the isomorphism between V 0 and ∂Ω 0 × (−ε 0 , ε 0 ), where
and Λ − (x) := 1 − Λ + (x). Clearly Λ + and Λ − are smooth functions on M 0 and Λ + (x) + Λ − (x) = 1. Obviously, Λ + is supported in a neighborhood of ∂Ω 0 and Λ − is supported in the complement of a neighborhood of ∂Ω 0 .
Let
. Thus, if necessary, we may change the sign of ϕ on some of the connected components of V 0 in such a way that ϕ(Ω 0 ∩ V 0 ) = ∂Ω 0 × (0, ε 0 ). Let ψ 0 denote a fixed smooth function, ψ 0 : R → [0, 1], ψ 0 (t) = 1 if t ≥ −ε and ψ 0 (t) = 0 if t ≤ −2ε, and let
We look now at the points x i defined in the first paragraph of the proof. Let
, there is a point y i ∈ ∂Ω 0 with the property that B(x i , 4ε) ⊂ B(y i , 15ε). Let B ∂Ω0 (y i , 15ε) denote the ball in ∂Ω 0 of center y i and radius 15ε (with respect to the induced metric on ∂Ω 0 ). Let h i : B ∂Ω0 (y i , 15ε) → B R n−1 (0, 15ε) denote the normal system of coordinates around the point y i . Finally let g i :
continuously, where R n + denotes the half-space {x : x n > 0}. Clearly, E R n u| R n + = u. The existence of this extension operator is a classical fact, for instance, see [35, Chapter 6] . For any u ∈ W k,p (Ω 0 ) and i ∈ J 1 the function (η i u) • g i is well defined on R n + simply by setting it equal to 0 outside the set B R n−1 (0, 15ε) × (0, 15ε). Clearly,
. We define the extension Eu by the formula
Notice that (24) follows. This shows that Eu in (23) is well-defined. Clearly, by the formula, Eu| Ω0 = u. It remains to verify that
This follows as in [35] using (24), the fact that the extension E R n satisfies the same bound, and the definition of the Sobolev spaces using partitions of unity (Proposition 3.7).
. By Proposition 3.9, there is a sequence of functions f j ∈ C ∞ c (M 0 ) with the property that lim
Proof. To simplify the notation assume 1 ≤ p < ∞. We shall assume that the compatible metric on M 0 restricts to a product type metric on V 0 , our distinguished tubular neighborhood of ∂Ω 0 . We use the definitions of the Sobolev spaces using partitions of unity, Proposition 3.7 and Lemma 3.6 with ε = min(ǫ 0 , r inj (M 0 ))/10. Let B(x j , 2ε) denote the balls in the cover of X in Lemma 3.6 and 1 = j φ j the corresponding partition of unity.
Then φ j = φ j | ∂Ω0 form a partition of unity on ∂Ω 0 . Clearly,
Start with a function u ∈ W k,p (Ω 0 ) and let 4ε)) ). In addition u j ≡ 0 outside the set ψ j (Ω 0 ∩ B(x j , 2ε) ). If B(x j , 4ε) ∩ ∂Ω 0 = ∅ let T (u j ) = 0. Otherwise notice that B(x j , 4ε) is included in V 0 , the tubular neighborhood of ∂Ω 0 , thus the set ψ j (∂Ω 0 ∩ B(x j , 4ε) ) is the intersection of a hyperplane and the ball B R n (0, 4ε). We can then let T (u j ) denote the Euclidean restriction of u j to ψ j (∂Ω 0 ∩ B(x j , 4ε)) (see [14, Section 5.5] ). Clearly T (u j ) is supported in ψ j (∂Ω 0 ∩ B(x j , 2ε)) and (Ω0∩B(xj,4ε) )) , where ψ j = ψ j | Ω0 and the constant C is independent of j (recall that ψ j (∂Ω 0 ∩with the norm ρ
Note that in the definition of an admissible weight on Ω, for a regular open subset Ω ⊂ M of the Lie manifold (M, V), we allow also powers of the defining functions of the boundary hyperfaces contained in ∂Ω = ∂ t Ω, the true boundary of Ω. In the next compactness theorem, however, we shall allow only the powers of the defining functions of M , or, which is the same thing, only powers of the defining functions of the boundary hyperfaces of Ω whose union is ∂ ∞ Ω (see Figure 1) .
Theorem 4.6. Denote by n the dimension of M and let
Proof. The same argument as that in the proof of Theorem 4.5 allows us to assume that Ω 0 = M 0 . The norms are chosen such that
For any defining function ρ H and any X ∈ V, we have that X(ρ H ) vanishes on H, since X is tangent to H. Recall now the function ρ defined in Equation (25) . We obtain that X(ρ s ) = ρ s f X , for some f X ∈ C ∞ (M ). Then, by induction,
, and nonnegative everywhere. Define φ ǫ = χ(ǫ −1 ρ s ). Then 
Proof. Let B → N be the vector bundle defining the Lie structure at infinity (N, B) on N 0 and A → M be the vector bundle defining the Lie structure at infinity (M, A) on M 0 . (See Section 2 for further explanation of this notation.) The existence of tubular neighborhoods, Theorem 2.7, and a partition of unity argument, allows us to assume that M = N × S 1 and that A = B × T S 1 (external product). Since the Sobolev spaces H s (M 0 ) and H s−1/2 (N 0 ) do not depend on the metric on A and B, we can assume that the circle S 1 is given the invariant metric making it of length 2π and that M 0 is given the product metric. The rest of the proof now is independent of the way we have arrived at the product metric on M 0 .
where the isomorphism
is obtained by restricting to N 0 = N 0 × {1}, 1 ∈ S 1 . To prove our theorem, it is enough to check that, if ξ n ∈ L 2 (N 0 ) is a sequence such that (27) 
−s dt and assume that each ξ n is in the spectral subspace of ∆ N0 corresponding to [m, m + 1) ⊂ R + . Then
Since the constant C is independent of m and the spectral spaces of ∆ N0 corresponding to [m, m+1) ⊂ R give an orthogonal direct sum decomposition of L 2 (N 0 ), this checks Equation (27) and completes the proof.
We finally obtain the following consequences for a curvilinear polygonal domain P (see Subsection 1.5). First, recall that the distance ϑ(x) from x to the vertices of a curvilinear polygon P and r P have bounded quotients, and hence define the same weighted Sobolev spaces (Equation (12)). Moreover, the function r P is an admissible weight. Recall that P has a compactification Σ(P) that is a Lie manifold with boundary (that is, the closure of a regular open subset of a Lie manifold M ). Let us write W m,p (Σ(P)) = W m,s (P) the Sobolev spaces defined by the structural Lie algebra of vector fields on Σ(P). Then
This identifies the weighted Sobolev spaces on P with a weighted Sobolev space of the form ρW k,p (Ω 0 ). Motivated by Equation (28), we now define
More precisely, let us notice that we can identify each edge with [0, 1]. Then K m a (∂P) consists of the functions f : ∂P → C that, on each edge, are such that 
Proposition 4.8. Let P ⊂ R 2 be a curvilinear polygonal domain and P be a differential operator of order m with coefficients in C ∞ (P). Then P λ := r λ P P r The above proposition, except maybe for the description of the restrictions to the boundary, is well known in two dimensions. It will serve as a model for the results in three dimensions that we present in the last section.
A regularity result
We include in this section an application to the regularity of boundary value problems. Applications of this result to the regularity of boundary value problems on polyhedra as well as more details will be included in [7] .
Let us introduce some notation first that will be also useful in the following. Let exp :
If E is a real vector bundle with a metric, we shall denote by (E) r the set of all vectors v of E with |v| < r. Let (M 2 0 ) r := {(x, y), x, y ∈ M 0 , d(x, y) < r}. Then the exponential map defines a diffeomorphism exp : (T M 0 ) r → (M 2 0 ) r . We shall also need the function ρ defined in Equation (25) and the weighted Sobolev spaces
. Recall [38] , Chapter 5, Equation (11.79) , that a differential operator P of order m is called strongly elliptic if there exists C > 0 such that Re σ (m) (P )(ξ) ≥ C ξ m for all ξ.
Theorem 5.1. Let Ω ⊂ M be a regular open subset of the Lie manifold (M, V).
Let P ∈ Diff 2 V (M ) be an order 2 strongly elliptic operator on M 0 generated by V and s ∈ R, t ∈ Z, 1 < p < ∞. Then there exists C > 0 such that
Proof. Note that, locally, this is a well known statement. In particular, φu ∈ W t+2,p (Ω 0 ), for any φ ∈ C ∞ c (M 0 ). The result will follow then if we prove that
Let r < r inj (M 0 ) and let exp : (T M 0 ) r → (M 2 0 ) r be the exponential map. The statement is trivially true for t ≤ −1, so we will assume t ≥ −1 in what follows. Also, we will assume first that s = 0. The general case will be reduced to this one at the end. Assume first that Ω 0 = M 0 .
Let P x be the differential operators on defined on B TxM0 (0, r) obtained from P by the local diffeomorphism exp : B TxM0 (0, r) → M 0 . We claim that there exists a constant C > 0, independent of x ∈ M 0 such that (0, r) ). This is seen as follows. We can find a constant C x > 0 with this property for any x ∈ M 0 by the ellipticity of P x . (For p = 2, a complete proof can be found in [38] , Propositions 11.10 and 11.16. For general p, the result can be proved as [14] , Theorem 1 in subsection 5.8.1, page 275.) Choose C x to be the least such constant. Let π : A → M be the extension of the tangent bundle of M 0 , see Remark 1.5 and let A x = π −1 (x). The family P x , x ∈ M 0 , extends to a family P x , x ∈ M , that is smooth in x. The smoothness of the family P x in x ∈ M shows that C x is upper semi-continuous (i. e., the set {C x < η} is open for any x). Since M is compact, C x will attain its maximum, which therefore must be positive. Let C be that maximum value.
Let now φ j be the partition of unity and ψ j be the diffeomorphisms appearing in Equation (22), for some 0 < ǫ < r/6. In particular, the partition of unity φ j satisfies the conditions of Lemma 3.6, which implies that supp(φ j ) ⊂ B(x j , 2ǫ) and the sets B(x j , 4ǫ) form a covering of M 0 of finite multiplicity. Let η j = 1 on the support of φ j , supp(η j ) ⊂ B(x j , 4ǫ). We then have
The equivalence of the norm ν s,p with the standard norm on W s,p (M 0 ) (Propositions 3.7 and 3.10) shows that u W t+2,p (M0) ≤ C( P u W t,p (M0) + u W t+1,p (M0) ), for any t ≥ −1. This is known to imply
by a boot-strap procedure, for any t ≥ −1. This proves our statement if s = 0 and Ω 0 = M 0 . The case Ω 0 arbitrary follows in exactly the same way, but using a product type metric in a neighborhood of ∂Ω 0 and the analogue of Equation (31) for a half-space, which shows that Equation (30) continues to hold for M 0 replaced with Ω 0 .
The case s arbitrary is obtained by applying Equation (32) to the elliptic operator ρ −s P ρ s ∈ Diff 2 V (M ) and to the function ρ −s u ∈ W k,p (Ω 0 ), which then gives Equation (30) right away.
For p = 2, by combining the above theorem with Theorem 4.7, we obtain the following corollary. 
Proof. For u| ∂Ω0 = 0, the result follows from Theorem 5.1. In general, choose v ∈ H t+2 (Ω 0 ) such that v| ∂Ω0 = u| ∂Ω0 , which is possible by Theorem 4.7. Then we use our result for u − v.
Polyhedral domains in three dimensions
We now include an application of our results to polyhedral domains P ⊂ R 3 . A polyhedral domain in P ⊂ R 3 is a bounded, connected open set such that ∂P = ∂P = D j satisfying
• each D j is a polygonal domain with straight edges contained in an affine 2-dimensional subspace of R
3
• each edge is contained in exactly two closures of polygonal domains D j .
(See Subsection 1.5 for the definition of a polygonal domain.) The vertices of the polygonal domains D j will form the vertices of P. The edges of the polygonal domains D j will form the edges of P. For each vertex P of P, we choose a small open ball V P centered in P . We assume that the neighborhoods V P are chosen to be disjoint. For each vertex P , there exists a unique closed polyhedral cone C P with vertex at P , such that P ∩ V P = C P ∩ V P . Then P ⊂ C P .
We now proceed to define canonical weights on P in analogy with the definition of canonical weights on curvilinear polygonal domains, Definition 1.10. Denote by {P k } the set of vertices of P. Then choose a continuous function r : P → [0, ∞) such that r(x) is the distance from x to the vertex P if x ∈ V P ∩ P, and such that r(x) is differentiable and positive on P {P k }. Let S 2 be the unit sphere centered at P and let r P be a canonical weight associated to the curvilinear polygon C P ∩ S 2 (see Definition 1.10). We extend this function to C P to be constant along the rays, except at P , where r P (P ) = 0. Finally, we define a continuous function r P on the closure of P such that r P (x) = r(x)r P (x), for x ∈ C P ∩ V P . Outside the vertices this functions r P is differentiable, and outside the edges it is positive.
Let ϑ : P → [0, ∞) be the distance from x to the closest edge of P. Then
for x outside the edges (i. e., r P /ϑ is bounded and bounded away from zero). In particular, we have the following analogue of Equation (12)
a (P; r P ). Let us define, for every vertex P of P, a spherical coordinate map Θ P : P {P } → S 2 by Θ P (x) = |x − P | −1 (x − P ). Then, for each edge e = [AB] of P joining the vertices A and B, we define a generalized cylindrical coordinate system (r e , θ e , z e ) to satisfy the following properties: (i) r e (x) be the distance from x to the line containing e.
(ii) A as the origin (i. e., r e (A) = z e (A) = 0), (iii) θ e = 0 on one of the two faces containing e, and (iv) z e ≥ 0 on the edge e.
Let ψ : S 2 → [0, 1] be a smooth function on the unit sphere that is equal to 1 in a neighborhood of (0, 0, 1) = {φ = 0} ∩ S 2 and is equal to 0 in a neighborhood of (0, 0, −1) = {φ = π} ∩ S 2 . Then we let
where θ e (x) is the θ coordinate of x in a cylindrical coordinate system (r, θ, z) in which the point A corresponds to the origin (i. e., r = 0 and z = 0) and the edge AB points in the positive direction of the z axis (i. e., B corresponds to r = 0 and z > 0). By choosing ψ to have support small enough in S 2 we may assume that the functionθ e is defined everywhere on P e. (This is why we need the cut-off function ψ.)
We then consider the function
, r e (x),θ e (x)), with N = 3 + 3n v + 2n e , n v being the number of vertices of P and n e being the number of edges of P. Finally, we define Σ(P) to be the closure of Φ(P) in R N . Then Σ(P) is a manifold with corners that can be endowed with the structure of a Lie manifold with true boundary as follows. (Recall that a Lie manifold with boundary Σ is the closure Ω of a regular open subset Ω in a Lie manifold M and the true boundary of Σ is ∂ t Ω := ∂ top Ω.) The true boundary ∂ t Σ(Ω) of Σ(Ω) is defined as the union of the closures of the faces D j of P in Σ(P). (Note that the closures of D j in Σ(P) are disjoint.) We can take then M to be the union of two copies of Σ(P) with the true boundaries identified (i. e., the double of Σ(P)) and Ω = Σ(P) ∂ t Σ(P). In particular, Ω 0 := Ω ∩ M 0 identifies with P.
To complete the definition of the Lie manifold with true boundary on Σ(P), we now define the structural Lie algebra of vector fields V(P) of Σ(P) by
(Here ∂ j are the standard unit vector fields. Also, the vector fields in V(P) are determined by their restrictions to P.) This is consistent with the fact that ∂ t Σ(P), the true boundary of Σ(P), is defined as the union of the boundary hyperfaces of Σ(P) to which not all vector fields are tangent. This completes the definition of the structure of Lie manifold with boundary on Σ(P). The function r P is easily seen to be an admissible weight on Σ(P). It hence satisfies
which is equivalent to the fact that V(P) is a Lie algebra. This is the analogue of Equation (11) .
To check that Σ(P) is a Lie manifold, let us notice first that g = r
−2
P g E is a compatible metric on Σ(P), where g E is the Euclidean metric on P. Then, let us denote by ν the outer unit normal to P (where it is defined), then r P ∂ ν is the restriction to ∂ t Σ(Ω) of a vector field in V(P). Moreover r P ∂ ν is of length one and orthogonal to the true boundary in the compatible metric g = r The factors −3/2 and −1 in the powers of r P appearing in the above two equations are due to the fact that the volume elements on P and Σ(P) differ by these factors. If P is an order m differential operator with smooth coefficients on R 3 and P ⊂ R 3 is a polyhedral domain, then r m P P ∈ Diff m V (Σ(P)), by Equation (10) . However, in general, r m P P will not define a smooth differential operator on P. In particular, we have the following proposition, which is a direct analog of Proposition 4.8, if we replace "vertices" with "edges:" Theorem 6.1. Let P ⊂ R 3 be a polyhedral domain and P be a differential operator of order m with coefficients in C ∞ (P). Then P λ := r λ P P r The results of this paper together with some topological constructions (the analogues of r P and Σ(P) for curvilinear polyhedral domains in R n ) from [7] , will be used in a forthcoming paper to generalize the above result to arbitrary curvilinear polyhedral domains in R n .
A non-standard boundary value problem
We present in this section a non-standard boundary value problem on a smooth manifold with boundary. Let O be a smooth manifold with boundary. We shall assume that O is connected and that the boundary is not empty.
Let r : O → [0, ∞) be a smooth function that close to the boundary is equal to the distance to the boundary and is > 0 on O. Then we recall [13] that there exists a constant depending only on O such that
for any u ∈ H 1 (O) that vanishes at the boundary. If we denote, as in Equation (2), If P is a differential operator with smooth coefficients on M , then r m P is a differential operator generated by V, and hence P λ := r λ P r −λ gives rise to a continuous family of bounded maps P λ : K Proof. We first notice that r m P ∈ Diff m V (M ) is an elliptic operator in the usual sense (that is, its principal symbol σ (m) (r m P ) does not vanish outside the zero section of A * ). For this we use that σ (m) (r m P ) = r m σ (m) (P ) and that A * is defined such that multiplication by r m defines an isomorphism C ∞ (T * M ) → C ∞ (A * ) that maps order m elliptic symbols to elliptic symbols. Then the proof is exactly the same as that of Theorem 5.1, except that we do not need strong ellipticity, because we do not have boundary conditions. An alternative proof of our lemma is obtained using pseudodifferential operators generated by V [3] and their L p -continuity. Proof. The proof is similar to that of Theorem 2.1 in [8] , so we will be brief. Consider It can be shown as in [8] that η is the least value for which ∆ : K 1 η+1 (O; r) → K −1 η−1 (O; r) is not Fredholm, which, in principle, can be decided by using the Fredholm conditions in [28] that involve looking at the L 2 invertibility of the same differential operators when M is the half-space {x n+1 ≥ 0}. See also [4] for some non-standard boundary value problems on exterior domains in weighted Sobolev spaces.
