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Response spectrumA new equivalent linearization method is developed for nonlinear random vibration analysis. The method
employs a Gaussian mixture distribution model to approximate the probabilistic distribution of a nonlin-
ear system response. The parameters of the Gaussian mixture model are estimated by an optimization
algorithm which requires a few rounds of dynamic analysis of the nonlinear system. Due to properties
of the Gaussian mixture distribution model, the proposed Gaussian mixture based equivalent lineariza-
tion method (GM-ELM) can decompose the non-Gaussian response of a nonlinear system into multiple
Gaussian responses of linear single-degree-of-freedom oscillators. Using a probabilistic combination
technique, the linear system of GM-ELM can provide the response probability distribution equal to the
Gaussian mixture estimation of the nonlinear response distribution. Using the linear system of GM-
ELM in conjunction with linear random vibration theories, response statistics such as the mean up-
crossing rate and first-passage probability of the nonlinear system can be conveniently computed. In
order to facilitate applications of GM-ELM in earthquake engineering practice, a response spectrum for-
mula is also proposed to compute the mean peak response of the nonlinear system by using the elastic
response spectra representing the peak responses of the linear single-degree-of-freedom oscillators.
Finally, two numerical examples are presented to illustrate and test GM-ELM. The analysis results
obtained from GM-ELM are compared with those obtained from the conventional ELM and Monte-
Carlo simulation. The supporting source code and data are available for download at https://github.-
com/ziqidwang/GitHub-GM-ELM-code.git.
 2016 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction expensive, especially for complex MDOF structural systems with aRandom vibration analysis of structural systems subjected to
stochastic excitations, such as earthquake, wind or wave loading,
has been the focus of numerous research efforts in the past several
decades. Fundamental progress has been made in analyzing linear
structures, yet the analysis of general multi-degree-of-freedom
(MDOF) nonlinear systems still poses significant challenges. To
tackle challenges of nonlinear random vibration analysis, various
approaches have been developed, among which the equivalent lin-
earization method (ELM) [1–4] has gained wide popularity due to
its applicability to general MDOF nonlinear systems. Other classical
methods, Fokker-Planck equation, stochastic averaging, moment
closure and perturbation for example (see [5] for a review of these
methods), although probably more accurate, are mainly restricted
to specific (and usually simple) nonlinear systems. Sampling based
methods [6] have fewer restrictions, but they are computationallylow level of failure probability.
In ELM, the nonlinear system of interest is replaced by an equiv-
alent linear system with the same DOF. In a conventional approach
of ELM, parameters of the equivalent linear system are determined
via minimizing the mean-square error between the responses of
the nonlinear and linear systems [2,3]. ELM approaches based on
various discrepancy measures between the two systems have been
considered [4,7], yet they are not as widely used as the conven-
tional approach. In general, ELM could be accurate in estimating
the mean-square responses, but it may not capture the non-
Gaussianity of the nonlinear responses effectively. As a conse-
quence, using ELM to estimate response statistics such as response
probability distributions could be far from correct, especially in the
tail region of the distribution. As an alternative to the conventional
ELM, a non-parametric ELM based on first-order reliability method
(FORM) [8,9], namely the tail-equivalent linearization method
(TELM), has been proposed recently [10]. In TELM, an equivalent
linear system is numerically obtained in terms of a discretized
impulse-response function or frequency-response function, using
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comparison to the conventional ELM, TELM has superior accuracy
in estimating the response probability distributions, especially in
the tail region. At the same time, however, TELM is computation-
ally more expensive than the conventional ELM, since TELM
involves performing FORM analysis for a sequence of response
threshold values. Moreover, in contrast to ELM, TELM is restricted
to structural models using smooth constitutive laws and weak
stiffening systems.
In this paper, a new equivalent linearization method is devel-
oped for nonlinear random vibration analysis. The method
employs a Gaussian mixture (GM) [11] distribution model to
approximate the probabilistic distribution of a nonlinear system
response. The parameters of the GM model are estimated by an
optimization algorithm which requires a few rounds of dynamic
analysis of the nonlinear system. Due to properties of the GM dis-
tribution model, the proposed GM based equivalent linearization
method (GM-ELM) can decompose the non-Gaussian response of
a nonlinear system into multiple Gaussian responses of linear
single-degree-of-freedom (SDOF) oscillators. Using a probabilistic
combination technique, the linear system of GM-ELM can provide
the response probability distribution equal to the Gaussian mix-
ture estimation of the nonlinear response distribution.
Similar to the conventional ELM, GM-ELM identify parameters
of the linear SDOF oscillators using those of the GM model and
the original nonlinear system. In contrast to ELM, GM-ELM can
capture the non-Gaussianity of the nonlinear responses, and it
has superior accuracy in estimating response statistics such as
the mean up-crossing rate, the maximum response distribution
and the mean peak response. On the other hand, in comparison
with TELM, GM-ELM does not involve reliability analysis requiring
response gradient/sensitivity computation, which may require
smooth constitutive laws in structural models.
The paper starts with an introduction of main theories of the
proposed GM-ELM, followed by computational details of the
method. Then, the application of GM-ELM in general random
vibration analysis, e.g. estimating the mean square response, mean
up-crossing rate and first-passage probability, is introduced. In
particular, to facilitate practical applications of GM-ELM in earth-
quake engineering, a response spectrum formula is developed to
compute the mean peak response of the nonlinear system by use
of existing linear elastic response spectra, i.e. without developing
a nonlinear/inelastic response spectrum for each class of system.
Finally, two numerical examples are presented to illustrate and
test GM-ELM. The first example studies a cubic SDOF oscillator
subjected to white noise excitation. The second example investi-
gates a 6-DOF shear-building model with bilinear hysteretic
force-deformation relations for each story, subjected to a stochas-
tic ground motion described by a modified Kanai-Tajimi model.
Throughout the paper, analysis results obtained from GM-ELM
are compared with those obtained from the conventional ELM
and Monte-Carlo simulation. The primary focus of the paper is to
provide the theoretical framework of GM-ELM. Therefore, a thor-
ough comparison between TELM and GM-ELM will be provided
in upcoming papers, in which specialized knowledge of structural
reliability (FORM analysis in particular) involved in TELM needs
to be presented in detail.2. Main theories of the equivalent linearization method using
Gaussian mixture (GM-ELM)
2.1. Basic procedures of GM-ELM
The proposed GM-ELM establishes a set of linear oscillators
through a Gaussian mixture (GM) representation of the probabilitydensity function (PDF) for a generic nonlinear response of interest,
and a physical interpretation of the GM model. The GM model is
employed because: a) each Gaussian density in the GM model
can be naturally related to a linear system, since the response of
a linear system to Gaussian excitation is also Gaussian, and b)
despite its simplicity, GM [11] can represent general probability
densities that show complex shapes, especially for dynamic
responses of nonlinear structures [2]. Therefore, the GM model
enables one to describe a nonlinear system subjected to Gaussian
excitations by a set of linear systems.
The PDF of a GM model is expressed by
pGMðz;vÞ ¼
XK
k¼1
akfN ðz;lk;rkÞ ð1Þ
in which K denotes the number of Gaussian densities in the mix-
ture, ak; k ¼ 1; . . . ;K , are relative weights of the Gaussian densities
satisfying
PK
k¼1ak ¼ 1 and ak > 0 for 8k, and fN ðz;lk;rkÞ denotes
the Gaussian PDF with mean lk and standard deviation rk. Thus,
the distribution parameters of the GM model are summarized as
v ¼ fa1; . . . ;aK ;l1; . . . ;lK ;r1; . . . ;rKg.
The basic procedures of GM-ELM are described as follows.
Step 1. Use a GM model to represent the PDF of the nonlinear
system response of interest.
Step 2. Identify a set of linear oscillators using parameters of the
GM model in conjunction with parameters of the original non-
linear system.
Step 3. Use the linear system obtained from Step 2 to compute
response statistics of interest.
The primary focus of this paper is on the development of Step 2
and Step 3. For Step 1, if the PDF of a nonlinear response is not
available, a simulation based approach will be employed for illus-
trative purpose.2.2. Linear system associated with the Gaussian mixture
Suppose the probability distribution of a nonlinear response is
represented by a GMmodel with K densities. From Eq. (1), the ran-
dom nonlinear response Z can be described as
Z ﬃ
XK
k¼1
Ik  Zk ¼
XK
k¼1
Ik  ðlk þ DkÞ ð2Þ
where Ik is the kth element of a K-dimensional random vector in
which only one element takes 1 while the others take 0 according
to the probabilities ak; k ¼ 1; . . . ;K , with
PK
k¼1ak ¼ 1, while Zk fol-
lows Gaussian distribution with mean lk and standard deviation
rk. In Eq. (2), Zk is alternatively described as lk þ Dk in which Dk
is a random variable whose distribution is a zero-mean Gaussian
distribution with standard deviation rk. The stationarity assump-
tion of the response will be used throughout the paper, thus ak,
lk and rk are independent of time. The terms Z, Ik, Zk and Dk in
Eq. (2) do vary with time, but the notation has been simplified to
omit this detail.
Eq. (2) depicts a probabilistic decomposition of a non-Gaussian
response into multiple Gaussian responses, which is analogous to
the modal analysis approach. In the modal analysis approach, the
response of a linear MDOF system is represented by multiple linear
single-degree-of-freedom (SDOF) oscillators. In the proposed
approach, the non-Gaussian response of a nonlinear system is rep-
resented by multiple linear oscillators whose relative importance
(in a probabilistic sense), ‘location’ (with respect to the origin of
the z-axis, see Fig. 1), and root-mean-square oscillation around
Fig. 1. A physical interpretation of densities in the identified Gaussian mixture model.
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k ¼ 1; . . . ;K . This concept is illustrated in Fig. 1.
Despite the similarities, the aforementioned concept is still fun-
damentally different from the conventional modal decomposition
in the sense that at a specified time point, only one linear system/-
mode could be selected to represent the nonlinear system (due to
the fact that only one Ik could take the value 1 in Eq. (2)). The
deformation Dk of the linear system is considered as the response
to the zero-mean component of the stochastic excitation, so that
Dk is a zero-mean process. As shown in Eq. (2), the zero-mean con-
dition of Dk assures the response probability distribution of the lin-
ear system follows the GM model.
From the linear system in Eq. (2), the conditional CDF of
response Z can be written as
Pr½Z < zjIk ¼ 1 ¼ Pr½Zk < z ¼ Pr½Dk < z lk ¼ U
z lk
rk
 
ð3Þ
in which U() is the CDF of the standard normal distribution. Using
Eq. (3) and the law of total probability, the CDF of Z can be written as
Pr½Z < z ¼
XK
k¼1
Pr½Ik ¼ 1Pr½Z < zjIk ¼ 1 ¼
XK
k¼1
akU
z lk
rk
 
ð4Þ
Starting from Eq. (2), the mean of Z is derived as
E½Z ¼
XK
k¼1
akE½Dk þ lk ¼
XK
k¼1
aklk ð5Þ
Next, starting from Eq. (2) and using Eq. (5), the variance of Z is
derived as
E ðZ  E½ZÞ2
h i
¼
XK
k¼1
akE Dk þ lk
 2h i XK
k¼1
aklk
 !2
¼
XK
k¼1
ak r2k þ l2k
 XK
k¼1
ak
XK
k¼1
aklk
 !2
¼
XK
k¼1
ak r2k þ l2k 
XK
k¼1
aklk
 !224
3
5 ð6Þ
In terms of the aforementioned derivation, it is seen that the
mixture of linear systems established in GM-ELM can provide
response statistics equal to the Gaussian mixture estimation of
the nonlinear response statistics. It should be noted that the cur-
rent section provides the idea of how a linear-system ‘concept’
can be established from a Gaussian mixture structural response
PDF model. Besides the GM model, the specific parameters of the
linear system require some additional information on the struc-
tural properties. The determination of specific parameters of the
linear system will be described in the following sections.
To provide a preliminary idea on the effectiveness of the pro-
posed GM-ELM approach, Fig. 2 shows the GM-ELM estimation
for the PDF and complementary cumulative distribution function
(CDF) of a cubic SDOF oscillator response [2], compared with thesolution by the conventional ELM and the exact solution obtained
from Fokker-Planck equation. Also a Gaussian distribution with the
variance equal to the variance of the nonlinear response is illus-
trated in Fig. 2, to indicate the non-Gaussianity of the nonlinear
response. Details of this example and estimations on other
response statistics will be described in Section 6.
3. Details of GM-ELM
3.1. Identifying optimal parameters of the Gaussian mixture
GM-ELM requires knowledge of the PDF of a nonlinear
response. Just to show how this method can be used even when
the PDF of the nonlinear response is not available, a simulation
based approach is employed in this paper for illustrative purpose.
Note that other non-simulation based PDF estimation approaches
are available in the literature [12–14]. The framework of GM-
ELM developed in this paper is independent of how the PDF is esti-
mated, thus one could explore the usage of other PDF estimation
approaches for GM-ELM.
Given a set of samples zi drawn from nonlinear dynamic analy-
sis or directly from the nonlinear response PDF (if the response PDF
is known), the ‘best’ GM that fits the observed data can be obtained
from [15]
v ﬃ argmaxv 1N
XN
i¼1
ln pGMðzi;vÞ ð7Þ
in which argmax denotes the argument of the maxima. Note that if
the nonlinear response PDF is unknown, each sample point zi
involves a dynamic analysis, therefore Eq. (7) could be computation-
ally demanding, given that a large sample size N may be required to
have an accurate estimation of v. However, the computational
demand of Eq. (7) could be significantly reduced by assuming the
response process ZðtÞ is stationary ergodic, given the input
excitation is stationary. This is because, for a stationary ergodic
process, the response at every time point could be used as the
sample point zi in Eq. (7), and consequently by only performing a
few rounds of dynamic analysis one would acquire a large set of
sample points.
The optimization expressed by Eq. (7) can be solved by an iter-
ative rule to update parameters of the GM model (see, e.g. [11])
lk ¼
XN
i¼1
!i;kzi
XN
i¼1
!i;k
ð8Þrk ¼
XN
i¼1
!i;kðzi  lkÞ2
XN
i¼1
!i;k
ð9Þ
Fig. 2. PDF and complementary CDF estimations of a cubic SDOF oscillator by GM-ELM and conventional ELM.
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XN
i¼1
!i;k
N
ð10Þ
in which coefficient !i;k is expressed as
!i;k ¼ akfN ðzi;lk;rkÞXK
j¼1
ajfN ðzi;lk;rjÞ
ð11Þ
Note that !i;k represents the posterior probability that the kth
Gaussian density in the mixture is picked for a given zi. The optimal
GM parameters can be identified via the following algorithm:
1) Obtaining sample points: a) perform a single run of dynamic
analysis of the structure subjected to a random realization
of the stochastic excitation, record the response history
and compute the standard deviation of the response history,
denoted as rð1Þ; b) repeat step a) so that a sequence
rð1Þ; . . . ;rðMÞ associated with the standard deviations of
the sequence of response histories is obtained, and stop
the iteration if stdðr
ð1Þ ;...;rðMÞÞﬃﬃﬃ
M
p
mean rð1Þ ;...;rðMÞð Þ < Tol is satisfied, where
std rð1Þ; . . . ;rðMÞ
 
and mean rð1Þ; . . . ;rðMÞ
 
respectively
denote the sample standard deviation and sample mean of
the sequence rð1Þ; . . . ;rðMÞ. For each of the M response histo-
ries, the response values at N time points are selected (see
Remark 1 below) as the sample points to estimate the GM
model, thus the total sample size is N ¼ M  N.
2) Initializing GM model: Set value K (see Remark 2 below),
which denotes the number of Gaussian distributions in the
mixture. Set other initial parameters of the mixture
pGMðz;vÞ as well. For example, one can set all ak to 1=K , lk
to a random number drawn from a uniform distribution
covering the domain in which the response values are of
interest, and all rk to 1.
3) Updating: Use Eqs. (8)–(11) in the order (11), (8)–(10) itera-
tively to update parameters of the GM. Stop the updating
process if jceðsÞ  ceðs1Þj=ceðsÞ 6 Tol is satisfied, where ceðsÞ ¼
PNi¼1lnpGMðzi;vðsÞÞ=N is an indicator of the cross-entropy
for the sth step, and vðsÞ denotes the parameters of the GM
for that step.Note that if one already knows the PDF of a nonlinear response,
step 1) of the aforementioned algorithm can be replaced by a ran-
dom generation of N samples from the response PDF.
3.1.1. Remark 1: Selecting sample points
One issue in selecting sample points in the aforementioned
algorithm is that the nonlinear response takes a certain amount
of time to achieve stationarity, thus using the whole time series
including a nonstationary part will introduce errors to the esti-
mated PDF. To reduce this error, for each of the M response histo-
ries obtained from the first step of the algorithm, we need to select
N stationary response values as the sample points.
Here we provide a method to crudely estimate the time that the
system would take to achieve stationarity. To begin with, the stan-
dard deviation of the response at a sequence of time points,
denoted as std½ZðjDtÞ, in which j ¼ 1;2; . . . and Dt is the time step
of the nonlinear analysis, is estimated using the recorded M
response histories, and then a sigmoid function expressed as
f fitðjÞ ¼
1
1þ eajDtþb ð12Þ
is employed to fit the std½ZðjDtÞ curve. Note that f fitðÞ 2 ð0;1Þ, thus
the std½ZðjDtÞ curve should be scaled by a factor J=PJj¼1std½ZðjDtÞ
(JDt is the duration of the excitation) so that it approximately
ranges from 0 to 1. The parameters a and b in Eq. (12) can be deter-
mined from a least-square regression analysis. A typical scaled
std½ZðjDtÞ curve and its corresponding fitting function f fitðÞ is illus-
trated in Fig. 3. With f fitðtÞ available, the time the system takes to
achieve stationarity, denoted by jnsDt, can be estimated via
jns ¼ argminfjj1 f ðjDtÞ 6 Tol; j ¼ 1;2; . . .g ð13Þ
where Tol denotes a specified tolerance. With jns determined, for
each of theM response histories, N ¼ J  jns time points correspond-
ing to the stationary responses are selected to be the sample points,
and the total number of sample points is N ¼ M  N ¼ M  ðJ  jnsÞ.
3.1.2. Remark 2: Determining K
The optimal value of K in principle should be dependent on the
specific problem being studied. However, for the one-dimensional
PDF of the nonlinear response considered in this study, we have
found in most cases a K P 20 value is sufficient to provide an
Fig. 3. A typical scaled std½ZðjDtÞ curve and the fitting function.
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the K value. Thus one could simply set, e.g. K ¼ 20, for most prac-
tical applications. A less ad-hoc way to determine K is to run the
aforementioned algorithm of GM parameter identification, starting
from K ¼ 1; to record the cross entropy term ceðKÞ ¼
PNi¼1lnpGM zi;vðKÞ =N; and then K is increased by 1 to compute
the corresponding cross entropy term. This procedure is continued
until one of the following stopping criteria is satisfied: 1) a local
minimum of ceðKÞ is achieved, i.e. ceðKÞ < ceðK þ 1Þ; ceðKÞ <
ceðK  1Þ, for K > 1; and 2) the variation of ceðKÞ with K is small,
i.e. ceðKÞceðK1ÞceðKÞ
  < Tol, for K > 1. Note that the same set of samples
is used in the aforementioned procedure for various K , thus the
additional computational demand of the iterative procedure is
trivial.
3.1.3. Remark 3: Symmetric distributions
If a structure has a symmetric nonlinear behavior associated
with response ZðtÞ, and is subjected to zero-mean stochastic exci-
tation, the distribution pðzÞ will be zero-mean and symmetric.
Therefore, it would be ideal if the mean of the GM, lGM ¼PN
k¼1aklk, is zero and the parameters of GM are symmetric. To
enforce this symmetric properties being met by the GM model,
one could partition the Gaussian densities into K=2 pairs (given
K is even), and the parameters of the GM have the form v ¼
a1; a1; . . . ;aK=2; aK=2;l1; l1; . . . ;lK=2; lK=2;r1; r1; . . . ;rK=2; rK=2
n o
, in
which ak ¼ ak, lk ¼ lk, and rk ¼ rk for 8k. During each step of
the parameter updating process, the K=2 pairs of parameters are
still treated as K independent ones so that they are updated in
the same manner as described in the aforementioned algorithm.
After v is updated, the values of the fak; akg and frk; rkg pairs
are respectively modified to their mean values, and the values for
the flk; lkg pair are modified to fðlk  lkÞ=2; ðlk þ lkÞ=2g. This
technique should be performed in conjunction with a symmetric
initial parameters setting. Using this technique, when the algo-
rithm converges the GM model is ensured to have zero mean and
symmetric components. This procedure can be easily extended to
the case when K is odd by introducing an additional zero-mean
Gaussian density, and keeping the mean of that Gaussian density
fixed to zero during the entire parameter updating process.
3.2. Identifying linear systems from the Gaussian mixture
As introduced in Section 2.1, the root-mean-square response of
the kth, k ¼ 1; . . . ;K , linear system is equal to rk, i.e. the standard
deviation of the kth Gaussian density, when subjected to the
zero-mean component of the stochastic excitation. From theories
of linear random vibration analysis [5],r2k ¼
Z 1
1
jHkðxÞj2Sf ðxÞdx; k ¼ 1; . . . ;K ð14Þ
in which HkðxÞ is the frequency response function (FRF) of the lin-
ear system associated with the kth Gaussian density, and Sf ðxÞ is
the auto power spectrum density (auto-PSD) of the zero-mean com-
ponent of the excitation.
We let the linear system associated with each Gaussian density
be an SDOF oscillator, and the FRF of the SDOF oscillator [16] is
expressed as
HkðxÞ ¼ seq;kkeq;k þ ixceq;k meq;kx2 ; k ¼ 1; . . . ;K ð15Þ
in which keq;k, ceq;k and meq;k are the stiffness, damping and mass of
the kth linear oscillator, respectively, and seq;k is a scaling factor
which depends on the response quantity of interest.
It is impossible to identify all parameters of the FRF in Eq. (15)
by only using Eq. (14). To facilitate convenient and practical appli-
cations of GM-ELM, we let meq;k, ceq;k and seq;k be independent of k,
and set them to pre-specified values, so that only keq;k needs to be
identified from Eq. (14). For applications to a response of MDOF
systems, in this study, meq, ceq and seq are obtained by
meq ¼ wTMw
ceq ¼ wTC0w
seq ¼ ðqTwÞ  ðwTF Þ
ð16Þ
whereM and C0 are the mass and initial damping matrix of the non-
linear system, F is the spatial distribution of the input excitation, q
is a deterministic vector which depends on the response quantity of
interest, and w is a ‘representative’ response shape vector. The
shape vector w can be simply selected as the modal vector (for a lin-
ear system with the initial structural properties of the nonlinear
system) which contributes the most to the response quantity of
interest. If the initial structural properties would lead to unsuitable
linear systems (e.g. systems with zero stiffness), one could use the
equivalent linear system obtained from conventional ELM to set
w, meq, ceq, and seq values. With meq, ceq and seq obtained from Eq.
(16), Eq. (15) is substituted into Eq. (14) and the stiffness keq;k can
be easily found.
4. Applications of GM-ELM
4.1. Random vibration analysis
The linear system obtained using the GM model can be used to
estimate response statistics of interest. First, the instantaneous
CDF and root-mean-square response of the nonlinear system can
be computed using Eqs. (4) and (6), respectively.
14 Z. Wang, J. Song / Structural Safety 64 (2017) 9–19For the up-crossing rate estimation, consider the expression
[17]
mþðzÞ ¼ limdt!0 PrfZðtÞ < z \ Zðt þ dtÞ > zgdt ð17Þ
At time point t; the nonlinear system is represented by one of the K
linear systems, for an infinitesimal dt it is unlikely that the linear
system switches from one to another, thus Eq. (17) can be rewritten
as
mþðzÞ ¼ limdt!0
XK
k¼1
akPr ZkðtÞ < z \ Zkðt þ dtÞ > zf g
dt
¼
XK
k¼1
akmþk ðzÞ
ð18Þ
in which ZkðtÞ ¼ DkðtÞ þ lk denotes the response of the kth linear
system, and mþk ðzÞ denotes the up-crossing rate of the kth linear
system. One can use well-known linear random vibration solutions
to estimate mþk ðzÞ in Eq. (18). For example, mþk ðzÞ can be estimated
by [18]
mþk ðzÞ ¼
1
2p
ﬃﬃﬃﬃﬃﬃﬃ
k2;k
k0;k
s
exp 0:5ðz lkÞ
2
k0;k
" #
ð19Þ
Note the presence of lk in Eq. (19). The spectral moment kj;k in
Eq. (19) is expressed as [5]
kj;k ¼
Z 1
1
jxj jjHkðxÞj2Sf ðxÞdx j ¼ 0;1;2 ð20Þ
where HkðxÞ is the FRF of the kth linear system identified by the
procedure in Section 3.2, and Sf ðxÞ is the auto-PSD of the zero-
mean component of the excitation.
Assuming that the up-crossings follow a Poisson process with
rate mþðzÞ, the first-passage probability for a time period Td,
Pr max ZðtÞ > z½ t2Td can be estimated as
Pr max ZðtÞ > z½ t2Td ¼ 1 exp mþðzÞTd½ 
¼ 1 exp 
XK
k¼1
akmþk ðzÞTd
" #
ð21Þ
Note that the Poisson process approximation normally works
well when the mean down-crossing rate is small and the process
is not narrow band. In future research, the proposed method will
be further developed for applications to broader class of first-
passage problems.
4.2. Seismic response spectrum analysis in earthquake engineering
In some practical applications, earthquake engineering in partic-
ular, one is often interested in themean peak absolute response of a
nonlinear system over a time period Td, denoted as E max jZðtÞj½ t2Td :
Following the conventional procedure for deriving the seismic
response spectrum formula [19], within the GM-ELM framework
it is easy to show that E½max jZðtÞjt2Td can be expressed by
E max jZðtÞj½ t2Td ﬃ pzrz ¼
XK
k¼1
akp2z ðr2k þ l2kÞ
" #1=2
¼
XK
k¼1
ak
p2z
p2k
D2k;max þ p2zl2k
 " #1=2
ﬃ
XK
k¼1
ak D2k;max þ p2zl2k
 	" #1=2
ð22Þ
in which pz and pk are peak factors, the last term assumes p2z =p
2
k ﬃ 1,
and Dk;max is the mean peak deformation for the kth linear system(see Fig. 1) and Dk;max is directly related to the seismic response
spectrum. Eq. (22) inevitably involves the peak factor, this makes
the formula practically not useful.
It is seen from the aforementioned derivation that the conven-
tional approach cannot lead to a practically useful response spec-
trum formula for GM-ELM. In this paper a heuristic response
spectrum formula will be developed using physical interpretations
of GM-ELM. First, the mean peak response for each linear system in
GM-ELM can be expressed by (see Fig. 1)
E½max jZkðtÞjt2Td ¼ Dk;max þ jlkj ¼ C  Sdðxk; nkÞ þ jlkj ð23Þ
in which xk and nk respectively denote the natural frequency and
damping ratio of the kth linear system, Sdðxk; nkÞ denotes the ordi-
nate of the displacement response spectrum at xk and nk, and
C ¼ jseqj=meq is a scaling factor of Sdðxk; nkÞ. In earthquake engineer-
ing, the displacement response spectrum ordinate Sdðxk; nkÞ indi-
cates the mean peak displacement of a linear oscillator with
natural frequency xk and damping ratio nk subjected to a specified
stochastic ground motion [16]. Next, it is conjectured that the mean
peak nonlinear response of interest, E max jZðtÞj½ t2Td , can be written
in the form
E½max jZðtÞjt2Td ﬃ
XK
k¼1
ckE½max jZkðtÞjt2Td ð24Þ
in which the unknown weight ck satisfies ck 2 ½0;1 and
PK
k¼1ck ¼ 1.
If one lets ck ¼ ak, Eq. (24) may only provide a lower bound for
E½max jZðtÞjt2Td , since the linear system with larger mean peak
response tends to contribute more to the total mean peak response
than the instantaneous weight ak indicated. Thus, E½max jZðtÞjt2Td
lies in the range
XK
k¼1
akE½max jZkðtÞjt2Td 6 E½max jZðtÞjt2Td
6max E½max jZkðtÞjt2Td
n o
ð25Þ
Using Eqs. (24) and (25), it is reasonable to approximate
E½max jZðtÞjt2Td by
E½max jZðtÞjt2Td ﬃ
XK
k¼1
lkakPK
k¼1
lkak
E max jZkðtÞj½ t2Td
¼
XK
k¼1
lkakPK
k¼1
lkak
C  Sdðxk; nkÞ þ jlkj

  ð26Þ
in which C is defined after Eq. (23), lk is a binary function, lk gives 1
if Emax jZkðtÞj½ t2Td satisfies
E½max jZkðtÞjt2Td
2 0:95
XK
k¼1
akE½max jZkðtÞjt2Td ;maxfE½max jZkðtÞjt2Tdg
" #
ð27Þ
and lk gives 0 otherwise. Note that a heuristic scaling factor of 0.95
is introduced in Eq. (27) to relax the lower bound.
Eq. (26) is potentially useful in earthquake engineering practice
since it provides a way to utilize existing elastic response spectra
to analyze nonlinear structures subjected to earthquakes, i.e. with-
out developing inelastic spectra for specific types of structures
each time [20,21].
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5.1. Understandings and possible misunderstandings of GM-ELM
One obstacle in understanding the proposed method is that the
identified linear components established in GM-ELM have a non-
physical behavior, i.e. the linear components can switch from one
to another from time to time. A fundamental idea in the develop-
ment of GM-ELM is that the ‘behavior’ of the linear components
is presumed mainly out of mathematical considerations, rather
than out of physical ones. GM-ELM is not a method that tries to
establish a physical linear system that could mimic time histories
of the original nonlinear system. Instead, GM-ELM establishes a
set of linear systems and a reasonable way (e.g. probabilistic com-
bination rules) to process them, so that the nonlinear response
PDF/CDF is mimicked, and response statistics such as the crossing
rate and first-passage probabilities can be estimated.
Since the linear system in GM-ELM lacks physical validity (con-
sider the random switching behavior), they are not named ‘equiv-
alent linear system’ in this paper. However, it is the relaxation of
physical validity that provides GM-ELM addition flexibility in mod-
elling non-Gaussian distribution behavior of nonlinear responses.
Sometimes the ‘physical’ aspect of ELM becomes a confinement
for the improvement of the accuracy. A similar philosophy is
observed in TELM [10], in which the linear system makes sense
in the context of first-order reliability method.
A possible misunderstanding of GM-ELM is that since the esti-
mation of GM model requires knowledge of the PDF of the nonlin-
ear system response, it seems GM-ELM cannot provide extra
information during the linearization process. To avoid this misun-
derstanding, one needs to notice the fact that even if the exact PDF
of a structural response is given, response statistics such as the
crossing rate, first-passage probability and mean peak response
over a period of time are still not available. In fact, those response
statistics require information on the temporal correlation of the
nonlinear structural responses, and the linear system established
by GM-ELM can provide such information. Moreover, note that
similar to GM-ELM, essentially TELM [10] also uses the response
probability distribution (computed via FORM) to establish an
equivalent linear system.
5.2. Applicability of GM-ELM
In general, GM-ELM is applicable to MDOF nonlinear structural
systems subjected to Gaussian excitations or non-Gaussian excita-
tion which can be described by a nonlinear filter and Gaussian
excitations. The Gaussian excitation precondition is necessary
because the response of a linear system to Gaussian excitation is
also Gaussian, so that a Gaussian mixture decomposition of the
nonlinear response PDF is meaningful and can be naturally related
to linear systems. The constitutive law of the nonlinear system in
GM-ELM does not have to be smooth. So far, the application of
GM-ELM to nonlinear systems with multiple stochastic excitations,
and systems with uncertain structural properties have not yet been
studied. However, it seems there is no fundamental barrier that
hinders the extension of GM-ELM to those problems, since the
GM model is fully capable of representing multi-mode PDFs [11].6. Numerical investigations
6.1. SDOF nonlinear oscillator
Consider a cubic oscillator governed by the differential equation
€ZðtÞ þ _ZðtÞ þ Z3ðtÞ ¼ f ðtÞ ð28Þwhere f ðtÞ is a white noise process with auto-PSD Sf ðxÞ ¼ 1=p. The
duration of the excitation is assumed to be 35 s. Fig. 4 shows a typ-
ical force-deformation curve of the nonlinear system.
The closed-form solution for the PDF of the nonlinear response
ZðtÞ is [2]
pðzÞ ¼ exp½z
4=4R1
1 exp½z4=4dz
ð29Þ
and its variance is
E½Z2 ¼
Z 1
1
z2pðzÞdz ¼ 0:6760 ð30Þ
The proposed GM-ELM with 20 Gaussian densities is used to
estimate various response statistics of this example. Since the non-
linear response PDF is given by Eq. (29), dynamic analysis is not
required in GM-ELM. In terms of Eq. (28), for this SDOF problem
meq, ceq and seq in Eq. (16) are all set to 1. The results of GM-ELM
are obtained using 1:0 105 samples directly drawn from Eq.
(29). Note that since the GM-ELM depends on random samples of
response values to identify the GM model, the final GM-ELM anal-
ysis results will fluctuate slightly. In this and the following exam-
ple, typical results of GM-ELM are reported to illustrate the
accuracy one could expect from the method.
The variance of the displacement obtained by the conventional
ELM is 0:5540 m2, which is 18:05% smaller than the exact solution,
while the result obtained from GM-ELM is 0:6738 m2, which is
only 0:33% smaller than the exact solution. This result is expected
since GM-ELM utilizes samples drawn from the exact PDF.
The mean up-crossing rates and first-passage probabilities
obtained from the conventional ELM (using MCS with the equiva-
lent linear system), GM-ELM (using Eqs. (18), (19) and (21)) and
MCS with 1:0 105 samples are illustrated in Fig. 5. It is observed
that GM-ELM provides accurate estimates on both the crossing rate
and the first-passage probability and the error increases as the
threshold level increases. It is important to note that the PDF
expressed by Eq. (29) provides no information on the temporal cor-
relation of the nonlinear response, so that crossing rate and first-
passage probability of the nonlinear response cannot be estimated
from the PDF. However, the results in Fig. 5 indicate that by using
the response PDF in conjunction with some structural properties
(meq, ceq and seq in Eq. (15)), the linear system (the ‘extra’ informa-
tion) generated in GM-ELM leads to an accurate estimation of
crossing rate and first-passage probability. This observation furtherFig. 4. Force-deformation curve of the cubic oscillator.
Fig. 6. 6-DOF shear-building model.
Fig. 7. Typical hysteretic loop
Fig. 5. Mean up-crossing rates (left) and first-passage probabilities (right) obtained from various methods.
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Section 5.1.
Finally, the mean peak absolute responses estimated from
ELM (using MCS with the equivalent linear system), GM-ELM
(using the response spectrum formula Eq. (26)) and MCS are
2:0343 m ð11:3% errorÞ;1:8209 mð0:33% errorÞ and 1:8270 m,
respectively. In this and the following example the response spec-
trum ordinates of Eq. (26) are computed via MCS, while in earth-
quake engineering practice the ‘design spectrum’ is often directly
available from seismic codes.
It is seen that for all response statistics considered in this exam-
ple, the proposed GM-ELM shows superior accuracy compared to
ELM.
6.2. MDOF nonlinear system with non-smooth hysteretic models
Consider a 6-DOF shear-building model shown in Fig. 6. The
force-deformation behavior of each column is described by a bilin-
ear hysteretic model shown in the figure. The yield deformation of
each story is set to 0:01 m. The structure has an initial fundamental
period of 0:576 s and the second mode period of 0:238 s. Rayleigh
damping with 5% damping ratio in modes 1 and 2 is assumed. The
building is subjected to a stochastic ground motion with the auto-
PSD described by a modified Kanai-Tajimi model suggested by
Clough and Penzien [16]s for 1st and 6th column.
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x4f þ 4f2fx2fx2
ðx2f x2Þ
2 þ 4f2f x2fx2
1
ðx2s x2Þ2 þ 4f2sx2sx2
ð31Þwhere S0 ¼ 0:016 m2=s3 is a scale factor, xf ¼ 15 rad=s and ff ¼ 0:6
are the filter parameters representing, respectively, the natural fre-Fig. 8. PDF and complementary CDF estimations
Fig. 9. Mean up-crossing rates and first-passquency and damping ratio of the soil layer, and xs ¼ 1:5 rad=s and
fs ¼ 0:6 are parameters of a second filter that is introduced to assure
finite variance of the ground displacement. The duration of the
ground motion is assumed to be 40 s.
The results of GM-ELM with 20 Gaussian densities are obtained
using response samples obtained from 29 runs of dynamic analy-of the MDOF system by GM-ELM and ELM.
age probabilities for the 1st story drift.
Fig. 10. Mean up-crossing rates and first-passage probabilities for the 6th story drift.
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the stochastic ground motion are illustrated in Fig. 7.
The PDFs and complementary CDFs for the 1st and 6th story
drift obtained from GM-ELM, ELM and MCS (using histogram) are
illustrated in Fig. 8. Also Gaussian distributions with the variance
equal to the variance of the nonlinear response are shown in
Fig. 8, to illustrate the non-Gaussianity of the nonlinear response.
It is seen from Fig. 8 that results obtained from GM-ELM are notice-
ably more accurate than the results obtained from ELM (especially
for the 6th story drift). Note thatmeq, ceq and seq in Eq. (16) are com-
puted using the first modal vector for the 1st story drift, and the
second modal vector for the 6th story drift.
Figs. 9 and 10 respectively show the mean up-crossing rates and
first-passage probabilities for the 1st and 6th story drift obtained
from ELM, GM-ELM and MCS using 1:0 105 samples.
The mean peak absolute drift for the 1st story estimated from
ELM (using MCS for the equivalent linear system), GM-ELM (using
the response spectrum formula Eq. (26)) and MCS are
0:0185 m ð8:42% errorÞ;0:0203 m ð0:50% errorÞ and 0:0202 m,
respectively, while the results for the 6th story are
0:0219m ð27:72% errorÞ, 0:0316 m ð4:29% errorÞ and 0:0303 m,
respectively.
Similar to the previous example, it is seen that for all response
statistics considered in this example, the proposed GM-ELM is sig-
nificantly more accurate than ELM.7. Conclusions
A new equivalent linearization method based on Gaussian mix-
ture (GM) distribution model is developed for random vibration
analysis of nonlinear structural systems. Due to properties of the
GM distribution model, the GM based equivalent linearization
method (GM-ELM) can decompose the non-Gaussian response of
a nonlinear system into multiple Gaussian responses of linear
single-degree-of-freedom (SDOF) oscillators. A simple method to
identify parameters of the linear SDOF oscillators is proposed.
Using the linear system of GM-ELM, methods to compute response
statistics as the mean up-crossing rate and first-passage probabil-
ity of the nonlinear system are developed. A response spectrum
formula is also proposed to compute the mean peak response of
the nonlinear system using elastic response spectra.
GM-ELM is illustrated and tested by two numerical examples. In
the first example of a cubic SDOF oscillator subjected to white
noise excitation, the analysis results indicate that in contrast withthe conventional ELM, GM-ELM accurately captures the non-
Gaussianity of the nonlinear response. For all response statistics
considered, GM-ELM shows superior accuracy compared to ELM.
The second example is a 6-DOF shear-building model that has
bilinear hysteretic force-deformation relation for the lateral load-
carrying mechanism of each story. The building is subjected to a
stochastic ground motion described by a modified Kanai-Tajimi
model. Similar to the first example, the second example also con-
firms the superior accuracy of the proposed GM-ELM compared
to ELM. The idea of using linear elastic spectra in conjunction with
the GM-ELM is tested successfully as well. This idea will be further
developed and thoroughly tested in future studies.
So far GM-ELMhas not yet been extended to problemswithmul-
tiple stochastic excitations, e.g. structures under multi-component
or/and multiple-support excitations. To make GM-ELM work for
such problems, the procedure to identify linear systems needs to
be modified. Studies on this topic are currently ongoing. Also, a
thorough comparison between GM-ELM and tail-equivalent
linearizationmethod (TELM) in the context of applications in earth-
quake engineering is currently underway.Acknowledgements
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