1. Introduction {#s0005}
===============

Alcohol use is highly prevalent in the United States, with 56% of adults reporting drinking in the past month ([@bb0340]). Nearly half of those individuals also report problem alcohol use patterns, such that 23% of alcohol drinkers are estimated to have alcohol use disorder (AUD). More than just common, alcohol misuse is estimated to cost \$249 billion every year in the United states and account for nearly 100,000 deaths yearly ([@bb0330]).

Currently, less than 10% of people affected by AUD receive treatment, and research findings on medications and therapy are inconsistent or small in effect ([@bb0230]; [@bb0255]; [@bb0340]). Part of the struggle to reduce alcohol misuse and its negative impacts is a lack of understanding of AUD across the spectrum of severity, which may require different approaches to treatment ([@bb0120]; [@bb0265]). Most studies examine the neurobiology of AUD through dichotomous analysis of patients versus controls ([@bb0025]; [@bb0195]). It is especially necessary to understand AUD as a dimensional condition given its complex underpinnings. A prominent theory of AUD includes three interconnected neurocircuits that underlie the cycle of addiction: binge/intoxication (reward and reinforcement processes in the basal ganglia networks); withdrawal/negative affect (engaging salience network regions in the extended amygdala and portions of the nucleus accumbens); and preoccupation/ anticipation "craving" (salience network with connections to default mode and executive control networks in conditioned incentive salience processes; [@bb0225]). One explanation of the mechanism underlying this cycle is that chronic alcohol use is associated with a reduction in mesolimbic dopaminergic neurocircuitry followed by compensatory recruitment of systems associated with stress response ([@bb0465]). However, these reviews and others (e.g., [@bb0425]) suggest that alcohol use impacts a wide variety of brain networks.

There is substantial research on neural differences during task-based fMRI associated with AUD. According to a meta-analysis, alcohol cues elicit greater neural engagement in individuals with AUD compared to controls in the default mode network (DMN; e.g., posterior cingulate (PCC)/ precuneus, and superior temporal gyrus), salience network (SN; e.g., the ventral striatum (VS)), and executive control network regions (ECN; e.g., anterior cingulate (ACC), and medial prefrontal cortex (mPFC); [@bb0275]). Individuals with AUD may also have differential neural activity associated with impulse control ([@bb0245]), response to emotional cues ([@bb0160]), response inhibition ([@bb0010]), and risk-taking ([@bb0075]). More severe AUD is related to engagement of SN/basal ganglia network structures during alcohol taste cued craving ([@bb0135]), impulsive choice (E. D. [@bb0080]), and selection of alcoholic versus non-alcoholic beverages ([@bb0420]).

The effects of short- and long-term alcohol use on resting state functional magnetic resonance imaging (rs-fMRI) dynamics have been previously examined. AUD individuals have increased between network but weaker within network connectivity than controls, particularly within ECN, DMN, basal ganglia, SN, and visual networks ([@bb0055]; [@bb0270]; [@bb0490]; [@bb0520]; [@bb0525]; [@bb0530]). An study of dynamic network connectivity during rest suggests reduced occupancy of states characterized by salience-motor-sensory network connectivity ([@bb0480]). As individuals with AUD are abstinent, rs-fMRI synchrony progressively decreases within reward networks but increases in executive control networks ([@bb0050]). Acute alcohol intoxication moderates functional connectivity during rs-fMRI ([@bb0215]), and is associated with increased visual network and frontal theta engagement ([@bb0125]; [@bb0240]; [@bb0395]). Atypical neural dynamics during rs-fMRI may be a pre-existing risk factor for AUD ([@bb0105]). Importantly for treatment, some findings suggest that rs-fMRI antisynchrony can also be used as a success marker for treatment ([@bb0355]) and synchrony as a risk factor for relapse ([@bb0045]).

There are also demonstrated associations between AUD and gray matter volume (GMV). In individuals with AUD, lifetime duration of alcohol use is negatively associated with GMV in the whole brain ([@bb0130]). In another study, individuals with AUD had less GMV than healthy subjects in ECN (dorsolateral prefrontal cortex (dlPFC), mPFC/ACC) and DMN regions (parietal-occipital) region, predicting relapse ([@bb0310]). Other studies suggest these GMV deficits associated with AUD may be even more extensive, including differences in SN subcortical volumes ([@bb0170]; [@bb0500]).

Alzheimer\'s and mild cognitive impairment have been studied extensively using multimodal approaches, finding that structural, functional, and cerebrospinal fluid measures in combination best predict outcomes ([@bb0460]; [@bb0505]; [@bb0510]). Some work suggests that together rs-fMRI and task-fMRI paradigms contribute to understanding the neural basis of disorders, such as schizophrenia, and behavior, like sense of self and response time ([@bb0115]; [@bb0210]; [@bb0305]). Multimodal imaging may also be useful in predicting outcomes like substance use treatment completion and rearrest ([@bb0140]; [@bb0410]). Overall, these approaches may contribute distinct utility for use in patient groups. However, in the AUD field, few studies quantitatively compare or combine rs-fMRI, task-fMRI, and structural MRI (sMRI), particularly in terms of clinical utility. Vergara and colleagues demonstrate some shared variation and unique contributions between genetic, sMRI, and rs-fMRI data in binge-drinking individuals; however, this study does not investigate the relationship between this correspondence and AUD severity ([@bb0470]). Squeglia and colleagues conducted a random forest analysis finding thinner cortices and less brain activity during cognitive control contributed to predicting alcohol initation in adolescence ([@bb0400]); however, they did not report overall model accuracy nor looked at a generalization sample.

In this study, we aimed 1) to use functional network connectivity derived from rs-fMRI, fMRI during tasks of emotional face processing and monetary incentive delay, and GMV to predict alcohol use severity, as measured by the Alcohol Use Disorders Identification Test (AUDIT). We also aimed 2) to compare the predictive utility of rs-fMRI, task-fMRI, and sMRI findings. We hypothesized that neural features corresponding to the salience network, default mode network, executive control network, and basal ganglia network would predict AUD severity. We also expected that the combined features would perform better than any set of features on their own. Although previous studies from our group have used machine learning to classify individuals as AUD or control based on rs-fMRI with 87% accuracy ([@bb0525]), the current study is the first to use machine learning to predict AUD severity based on combined rs-fMRI, task-fMRI, and sMRI features.

2. Methods and materials {#s0010}
========================

2.1. Participants {#s0015}
-----------------

### 2.1.1. Primary sample {#s0020}

Adult men and women with moderate to heavy alcohol use (*N* = 59) completed a neuroimaging protocol at the National Institutes of Alcohol Abuse and Alcoholism (NIAAA). Participants were recruited from NIAAA inpatient treatment and from the community (See Supplemental Table 3 for the demographic features of inpatient and outpatient samples). This study was carried out in accordance with and as approved by the National Institutes of Health Addictions Institutional Review Board. All participants gave written, informed consent in accordance with the Declaration of Helsinki. See [Table 1](#t0005){ref-type="table"}(A & C) for a description of the sample demographics. Exclusion criteria were as follows: currently experiencing withdrawal from alcohol, left handedness, currently testing positive for drugs (THC, cocaine, methamphetamine, opiates, or benzodiazepine), or MRI contraindicated. Additionally, participants with IQ \< 70 or age \> 60 were excluded from analysis. The final sample included four subjects with one comorbid substance use disorder (cannabis abuse, mild cannabis use disorder, cocaine abuse, and anxiolytic dependence). This sub-group (75% male, 50% inpatient) did not differ significantly from the overall sample on age, IQ, years of education, AUDIT, average drinks per day, or Fagerstrom Test of Nicotine Dependence smoking score ([@bb0190]).Table 1Sample demographics.Table 1*A.*Primary sample*B.*Validation sampleMeanSTDevMinMaxMeanSTDevMinMaxAUDIT24.258.4673826.147.88738Age41.1411.00226041.2511.142560IQ99.7515.9873144105.7916.8874141Education13.972.5172014.292.481019Drinks/day13.069.571.694211.578.031.5636.67Fagerstrom1.782.53091.172.0207Gendermale: 67.80%male: 50.00%Treatment Statusinpatient: 67.80%inpatient: 79.17%Smoking Statussmoker: 40.35%smoker: 39.13%  *C.*AgeEducationIQDrinks/DayFagerstrom*D.*AgeEducationIQDrinks/DayFagerstromEducation−0.11−0.19IQ−0.25^+^0.33\*−0.210.67\*\*\*Drinks/day0.01−0.17−0.140.33−0.38^+^−0.59\*\*Fagerstrom0.14−0.05−0.11−0.200.15−0.37^+^−0.060.33AUDIT0.23^+^−0.190.170.56\*\*0.10−0.13−0.28−0.240.55\*\*0.27[^2]

### 2.1.2. Validation sample {#s0025}

Participants (*n* = 24) were recruited and included based on the procedures described above. See [Table 1](#t0005){ref-type="table"}(B & D) for a description of sample demographics.

2.2. Behavioral data collection {#s0030}
-------------------------------

Participants completed a standardized screening procedure, including demographic, health, and alcohol use information. We collected the AUDIT to measure problem alcohol use severity; when we refer to alcohol use severity, we are referring to score on the AUDIT, rather than DSM-5 diagnosed disorder severity. The AUDIT is a 10-item self-report measure covering alcohol consumption, drinking behavior, and alcohol-related problems ([@bb0350]). Each item is scored between 0 (least severe) and 4 (most severe). When the AUDIT is used for diagnosis, a score of 8 or above is suggested to indicate AUD ([@bb0090]). Average number of consumed alcoholic drinks per day was collected using the Alcohol Timeline Follow Back, which assesses drinking over the last 90 days ([@bb0390]). We also collected the Wechsler Abbreviated Scale of Intelligence II (WASI) to assess IQ ([@bb0485]). The WASI is a short form measurement to estimate intelligence based on two-subtests: vocabulary and matrix reasoning. The Fagerstrom Test for Nicotine Dependence was collected to quantify levels of smoking ([@bb0190]). Participants were breathalyzed at the beginning of each study visit, and were not run with a blood alcohol level \> 0.00 g/dl.

2.3. fMRI tasks {#s0035}
---------------

### 2.3.1. Monetary Incentive Delay (MID) Task {#s0040}

Anticipation of monetary reward and loss was measured following a modified version of the procedures described in [@bb0220]. During this task, participants saw cue symbols to indicate one of five conditions: 1) *low reward* (win \$0.20), 2) *high reward* (win \$1.00), 3) *low loss* (lose \$0.20), 4) *high loss* (lose \$1.00), and 5) *neutral* (no loss or reward). Following this cue at a variable interval (2000--2500 msec), the participant responded to a target stimulus with a button press. For reward conditions, successfully pressing during the target period resulted in receipt of monetary reward. For loss conditions, failing to press during the target period resulted in loss of monetary reward. Failure to hit a reward target, successfully hitting a loss target, and all responses to neutral targets did not result in any monetary outcome. Participants were given feedback after another jittered delay of 1500--5000 msec following their button press. There were 17 trials per cue type.

### 2.3.2. Face matching task {#s0045}

Processing of emotional faces was measured following a modified version of the procedures described in [@bb0185]. During this task, participants viewed a target picture and two additional pictures; participants were instructed to select the picture that matched the target by pressing the corresponding button. Six types of pictures were shown: 1) angry faces, 2) sad faces, 3) fearful faces, 4) happy faces, 5) neutral faces, and 6) shapes. There were two interleaved blocks of each picture type. Prior to each block, instructions were presented for two seconds for subjects to "match shapes" or "match faces". Each block contained 6 images of the same type, displayed for 5 s with no inter-stimulus interval, for a total of 30 s per block. Male and female faces were equally represented. For the purpose of this study, we focused on negative emotional faces because the previous literature has consistently found alcohol-related effects in this domain ([@bb0060]; [@bb0335]) and in fact have used happy faces as a control condition in some cases ([@bb0405]). This task is an implicit processing task; behavioral responses were not of interest and thus not included in the model.

2.4. Imaging data acquisition {#s0050}
-----------------------------

Participants were scanned on a Siemens 3T Skyra Magnetic Resonance Imaging (MRI) machine at the NIH Clinical Center. While in the scanner, they completed a sMRI scan, a rs-fMRI scan, and then two task- fMRI scans, described above. For the rs-fMRI, participants lay in the dark for ten minutes with eyes open and no additional stimuli. All three functional scans were acquired using an echoplanar-imaging pulse sequence (TR: 2000 msec, TE: 30 msec, flip angle: 90°, FOV: 24 × 24 cm, 38 mm slice thickness, 36 slices, multi-slice mode: interleaved). Tasks were presented during fMRI using Presentation® software (Version 18.0, [@bb0280], Berkeley, CA, [www.neurojobs.com](http://www.neurojobs.com){#ir0005}) in a counterbalanced order. The sMRI scan was acquired using a T1-MPRAGE sequence (TR: 1900 msec, TE: 3.09 msec, flip angle: 10°, FOV: 24 × 24 cm, 1 mm slice thickness, 144 slices, muli-slice mode: single shot).

2.5. Image processing and data analysis {#s0055}
---------------------------------------

See [Fig. 1](#f0005){ref-type="fig"} for a flowchart of analysis procedures. The fMRI data from each subject were processed using AFNI (v16.2.16; [@bb0100]: [afni.nimh.nih.gov](http://afni.nimh.nih.gov){#ir0010}). Preprocessing was done on a single-subject basis. The first three TRs were removed from each time course. Then, 3dDespike was applied to smooth spikes in signal over the time course. Next, time courses were shifted for each voxel to be aligned to the same temporal origin by detrending then interpolating the time series. Volumes across the time series were then aligned to the base volume and to the skull-stripped anatomy of the subject, then warped to standard Talairach space using the non-linear warping procedure 3dNwarpApply. Finally, each volume was blurred with a 4-mm full-width at half-maximum Gaussian smoothing kernel. For the task-fMRI data, TRs where the motion derivative value was 0.3 mm/TR or higher were censored from future analysis and stimuli onset times were regressed to identify signal associated with each condition, with demeaned motion parameters and their derivatives regressed to remove variance associated with movement. In rest data, individual data with an average motion derivative value of 0.3 mm/TR or higher (*n* = 5), with \>3% of TRs being identified as above that cut off (*n* = 2), or with \>50 TRs having motion were removed prior to group level analysis. Additional control for nuisance variables occurred as part of the independent components analysis (ICA) procedure, described below, which identified and extracted signal due to sources such as motion or physiologic noise. Individual masks and registrations across modality were visually inspected to ensure quality and several additional subjects were removed from the analysis (MID: n = 2, Face: *n* = 3; final subjects: rs-fMRI, *n* = 52, sMRI, *n* = 59, MID *n* = 57, Face Matching *n* = 56).Fig. 1Analysis pipeline.Notes: Structural and resting state analyses were conducted on the subjects following the described procedures. Masks of resting state derived networks were used in the task analyses. Then machine learning regression algorithm was trained using features from structural, resting state, and task analyses. A separate sample was used for validation of the machine learning algorithm after training. Results from unimodal analyses are presented in Supplemental materials.Fig. 1

The rs-fMRI data were analyzed using ICA in the GIFT (v3.0b) toolbox in SPM 12 after the preprocessing described above ([@bb0020]; [@bb0040]: [mialab.mrn.org/software/gift](http://mialab.mrn.org/software/gift){#ir0015}/). ICA is a data-driven technique that extracts maximally different independent sources from signal data. It concatenates data across the time series, extracting networks of related fluctuating activity. In the primary sample, group ICA was used to extract 75 component time series using a PCA based separation algorithm at a single-subject level. Then a group PCA step was run to reduce the data to a single set of components for the group. Single-subject time courses for each group IC were back-reconstructed using the GICA3 algorithm.

ICs were reviewed manually, and 31 components were identified as noise related and removed. Resulting independent components (ICs) were labeled using the Component Labeling toolbox within GIFT, where the label was generated based on correlation with Resting State Network mask. Based on our a priori hypotheses, ICs labeled anterior salience network (ASN), posterior salience network (PSN), dorsal Default Mode Network (dDMN), ventral Default Mode Network (vDMN), left or right Executive Control Network (ECN), or basal ganglia (BG) were identified. Following all data selection procedures, rs-fMRI data from the validation sample was processed by back-reconstructing subject data into the already defined component space using the GIG-ICA algorithm. Between component functional network connectivity (FNC) was also examined. This procedure correlated the time courses of each IC with each other, creating a matrix of component connectivity. This matrix was calculated individually for each subject, based on back-reconstructed component data. See Supplemental Material 1 for unimodal analysis methods and results.

sMRI data were analyzed using Freesurfer (version 5.3.0; [@bb0145]: [surfer.nmr.mgh.harvard.edu](http://surfer.nmr.mgh.harvard.edu){#ir0020}). We used an auto-segmentation procedure on individual subjects based on the standard Freesurfer and Destrieux atlases to measure gray matter volume of structures ([@bb0110]; [@bb0150]). The T1-MPRAGE sMRI scan was first conformed to 1 mm voxel size, resliced using trilinear interpolation, transformed to Talairach space, corrected for intensity non-uniformity using NU intensity correction ([@bb0385]), and skull stripped using a watershed algorithm and surface deformation process ([@bb0365]). Then auto-segmentation proceeded with labels assigned based on probabilistic location of structures. 10% of auto-segmented volumes were manually checked with recon_checker from FreeSurfer\'s QATools. This included checking for outliers, calculating signal-to-noise ratio, and visually examining generated snapshots of brain volume segmentation. From the auto-segmented regions, GMV from regions of interest (ROIs) were selected for inclusion in the analysis based on previous associations with AUD within selected networks of interest (ECN, SN, DMN, basal ganglia): the amygdala, hippocampus, ACC, PCC, NAcc, GP, caudate, putamen, thalamus, cerebellum, OFC, SFG, MFG, TPJ, temporal poles, anterior insula, and posterior insula. Right and left regions were extracted separately, as applicable. See Supplemental Material 2 for unimodal analysis methods and results.

Task-fMRI data was analyzed for the primary data set only using multivariate modeling (3dMVM) in AFNI. First, masks were created from the rest ICs described above (see [Fig. 2](#f0010){ref-type="fig"}A for a depiction of these masks). Each was used as a mask in 6 separate runs of 3dMVM. For each mask, the full MVM (\[AUDIT+age + IQ + education + gender\]\*condition) was run for overall significance for all main effects and interactions. Then, conditions of interest were modeled using general linear tests and related to AUDIT score. For the MID task-fMRI, our conditions of interest were *Reward Anticipation* (High Reward -- Neutral) and *Loss Anticipation* (High Loss -- Neutral). Percentage of hits for reward and loss cued targets was examined behaviorally. In the Face Matching task-fMRI, our condition of interest was *Negative Emotional Face Processing* (\[Angry Faces + Sad Faces + Fearful Faces\]/3 -- Neutral Faces). See Supplemental Material 3 for results from these unimodal analyses.Fig. 2Resting State Derived Network Masks and Corresponding Task Results by AUDIT.Notes: A) Combinations of components extracted from the ICA analysis of resting state fMRI that corresponded to hypothesized alcohol-related regions. These masks were used in the task-based analyses. B) Circles indicate locations of rest condition, task condition, and structural effects of AUDIT score, and their overlap. Gradients indicate localization of more than one effect.Fig. 2

We then used a machine learning procedure trained in a subsample of our subjects to predict AUDIT score based on neural features. The inputs to these learning models were neural features extracted from the rs-fMRI, task-fMRI, and sMRI analyses. For rs-fMRI, beta coefficients within 5 mm radius spheres of locations in ICs related to AUDIT (based on the primary sample only) were extracted and included as within-network connectivity features. FNC connectivity matrices for each subject were also included as between-network connectivity features. For task-fMRI data, peak beta coefficients within 5 mm radius spheres of locations of AUDIT\*condition effects (defined based on primary sample only) at a per-voxel *p*-value threshold of *p* = .05 were extracted and included as task-fMRI features. The beta-coefficients were also extracted at these locations in the validation sample. This uncorrected p-value was used for feature selection only, not for evaluation of statistical significance. Behavioral data was not included because there was not a significant correlation between AUDIT and hit percentages for reward or loss cued targets in the primary sample. For sMRI data, volumes of ROIs, described in the preceding paragraph, were included as features. The overlap between these features was evaluated qualitatively.

Within the initial sample that had data for all fMRI and sMRI scans (*n* = 44), we used 10 repeats of a 10-fold cross validation procedure to train a fast implementation random forest regression tree model through the 'ranger' method using the caret package in R ([@bb0235]; [@bb0495]). This model generated 500 trees and was tuned (tunelength = 10) in each iteration across number of randomly selected predictors, tree split rule (variance or extra trees), and minimum node size; by default, maximum tree depth was set to unlimited while other options (probability, replace, scale.permutation.importance, keep.inbag, houldout, quantreg, save.memory) are set to FALSE. Feature importance was evaluated using an impurity measure based on standardized response variance in prediction of AUDIT across trees. This feature importance was then normalized such that the feature with the maximum importance is scaled to 100. The optimum model was selected based on minimizing Root-Mean-Square Error (RMSE). We also report R^2^ as a goodness of fit measure (calculated as the squared correlation between the predicted and observed AUDIT scores). The significance of the R^2^ values was evaluated using a permutation testing procedure in which we compare the observed R^2^ with a distribution of R^2^ values generated based on 2000 random permutations of the sample data. The number of simulated R^2^ values that were as or more extreme than the observed R^2^ was divided by the number of simulations to produce a *p*-value for determining significance.

Then, the capacity of that model to generalize was tested using the validation data set (*n* = 24), which was not used in any way to determine which features were included in the models, providing us an estimate of the true error and performance of the model. This procedures follows recommendations by [@bb0370]. Demographic features included were age, IQ, years of education, and gender; we selected these features to serve as a baseline comparison model to aid in understanding the utility of the neuroimaging feature sets above features that could be more easily and affordably collected in primary care or hospital settings. In order to evaluate the relative performance of rs-fMRI, task-fMRI, sMRI, and demographic features, five versions of these models were trained, tested, and then compared: all neural features in combination (\#features = 5653), just rs-fMRI features (\#features = 922), just task-fMRI features (\#features = 4699), just sMRI features (\#features = 32), and just demographic features (\#features = 4).

3. Results {#s0060}
==========

3.1. Machine learning prediction analysis {#s0065}
-----------------------------------------

For the rs-fMRI feature set, the optimum model across resamples in the primary data performed with an R^2^ of .987 (mean\[R^2^\] = 0.330, sd\[R^2^\] = .308, RMSE = 4.64, *p* \< 5E-04). In the validation data set, that model performed with an R^2^ of .332 (RMSE = 8.04, *p* = .007). This was the best performing model overall. Features representing within-network basal ganglia connectivity and between-network connectivity features spanning the brain were important for predicting AUDIT score. This included connectivity between hypothesized SN, DMN, ECN, and BG networks as well as visual, sensorimotor, auditory, and language networks; See [Table 2](#t0010){ref-type="table"} for a specific list of features. When applying a Bonferroni correction to account for the five feature sets compared (~*p*bonferroni~ *= p*~uncorrected~/5), results remained significant.Unlabelled ImageTable 220 Most Important Features Ranked by Importance from Resting State Functional Connectivity Feature Random Forest Model of AUDIT Total Score.Table 2Feature InfoImpurityWithin-Network Connectivity: BG (left)100FNC: ASN --- Sensorimotor Network79.32FNC: vDMN --- vDMN (extending dorsally)77.02FNC: ASN --- PSN71.68FNC: vDMN --- Auditory Network71.3FNC: ASN --- Visuospatial Network70.66FNC: Lateral vDMN --- Medial vDMN69.59FNC: dDMN --- ECN (left)67.78FNC: vDMN --- Primary Visual Network67.71FNC: Visuospatial Network --- Language Network66.91FNC: PSN --- Visuospatial Network66.71FNC: vDMN --- PSN65.22FNC: ECN (right) --- Sensorimotor Network65.04FNC: Visuospatial Network --- Auditory Network64.08FNC: vDMN --- Higher Visual Network63.84FNC: dDMN --- Higher Visual Network63.58FNC: BG --- Sensorimotor Network63.15FNC: BG --- Auditory Network62.63FNC: vDMN --- Primary Visual Network62.46FNC: PSN --- Higher Visual Network62.2[^3]

In the combined feature set, task-fMRI feature only set, sMRI feature only set, and demographic feature only set for the primary data, the optimum model did not perform significantly worse or better than in the rs- fMRI feature set and explained a significant portion of the varience of AUDIT (combined set: mean\[R^2^\] = 0.339, sd\[R^2^\] = 0.311, R^2^ = .995, RMSE = 3.550, *p* \< 5E-04; task-fMRI only: mean\[R^2^\] = 0.365, sd\[R^2^\] = 0.310, R^2^ = .992, RMSE = 3.15, *p* \< 5E-04; sMRI *only*: mean\[R^2^\] = 0.332, sd\[R^2^\] = 0.304, R^2^ = .965, RMSE = 4.634, *p* \< 5E-04; demographic only: mean\[R^2^\] = 0.380, sd\[R^2^\] = 0.323, R^2^ = .869, RMSE = 9.76, *p* \< 5E-04; all *p*~*diff*~ = 1); however, when the capacity of these models to generalize were tested in the validation set, the R^2^ and RMSE values were non-significant (combined set: R^2^ = .004, RMSE = 8.36, *p* = 0.773; task-fMRI only: R^2^ = .093, RMSE = 8.63, *p* = 0.152; sMRI only: R^2^ = .003, RMSE = 8.11, *p* = 0.793; demographic only: R^2^ = .012, RMSE = 9.76, *p* = 0.617), explaining 32.8%, 23.9%, 32.9% and 32.0% less variance than the rs-fMRI feature model, respectively. See [Fig. 3](#f0015){ref-type="fig"} for a visual depiction of the relationship between important features and AUDIT total score in both the primary and validation samples.Fig. 3Association between AUDIT total score and resting state connectivity variables of importance.Fig. 3

3.2. Combined data set {#s0070}
----------------------

The overlap between unimodal effects of AUDIT score within the resting state networks was evaluated qualitatively for the purposes of further understanding the unique and shared contributions of each modality (see [Fig. 2](#f0010){ref-type="fig"}B). Individual unimodal results are reported in Supplementary Materials. AUDIT score was related to atypical engagement of right ECN across all three functional processes. Atypical engagement corresponded to a negative or positive association between AUDIT and brain measures, but differed in magnitude or directionality depending on the modality. Atypical vDMN and lentiform BG engagement related to AUDIT score was specific to anticipation of loss, while AUDIT effects on reward/loss anticipation overlapped in the PSN, dDMN, and left ECN. Thalamic BG and vDMN engagement was related to AUDIT score for both reward/loss anticipation and rs-fMRI connectivity, but other effects of AUDIT in portions of the DMN, ASN, and left BG were specific to rs-fMRI connectivity. sMRI atypicalities related to AUDIT in PSN corresponded to functional abnormalities associated with loss anticipation, while AUDIT effects on right BG network structure corresponded to rs-fMRI connectivity. Otherwise, left temporal PSN effects of AUDIT were found specifically in sMRI measures.

4. Discussion {#s0075}
=============

In this study, we used rs-fMRI, fMRI tasks of emotional face processing and monetary incentive delay, and sMRI to predict AUD severity, as measured by the AUDIT. We also considered the relative predictive utility of using different combinations of these neural features. We found that in an independent sample, rs-fMRI connectivity features best predict AUD severity, although task-fMRI based neural engagement, GMV, and demographic traits can be used to account for variance in AUD severity in a training sample.

We found support for our hypothesis that neural features corresponding to the SN, DMN, ECN, and BG would predict AUDIT score. We found that rs-fMRI-based within and between network connectivity features involving these network components contributed strongly to prediction models of AUDIT score, and that this model explained 33% of variance in a naïve sample. Although this still leaves substantial unaccounted for variance, it is important to consider that conventional laboratory tests perform in the "fail" to "poor" range in diagnosing AUD ([@bb0005]). For further comparison purposes, a random forest model trained on demographic features (age, IQ, years of education, and gender) only accounted for 1.2% of the variance in the validation sample.

The ability to use neural data to indicate AUD severity can be beneficial in medical settings to understand disorder severity without depending on self-report. The AUDIT is clinically useful for diagnosis of heavy alcohol drinking, AUD, harmful use, binge drinking ([@bb0315]), intimate partner violence ([@bb0155]), social problems, and alcohol-related medical disorders/hospitalizations ([@bb0095]). However, clinical utility is limited by the potential incentive to misrepresent alcohol use. Studies report stigma associated with AUD, finding that the general public thinks individuals with AUD are less desirable to work or socialize with, and are more likely to be violent ([@bb0295]). A neural diagnostic tool would help to address this limitation.

Another important implication of these findings is support for the cycle of addiction model of addiction neurobiology (2016). We used data from networks put forward by that model and found a neural basis corresponding to alcohol misuse. Specifically, we found that neural activity at rest corresponding to the preoccupation/anticipation (ECN/SN), withdrawal/negative affect (DMN), and binge/intoxication (SN/BG) neurocircuitry, particularly connections therein, predicted AUD severity, suggesting that more severe alcohol use is related to differential neural engagement, structure, or connectivity within those systems.

We did not find support for our hypothesis that rs-fMRI, task-fMRI, and sMRI features combined would perform better than any set of features on their own in predicting AUDIT score. Within our primary data set, we did not see a significant difference between models. However, in the validation sample where we tested the capacity of our models to generalize, we saw a notable performance advantage from rs-fMRI connectivity feature model. This suggests that rs-fMRI derived features lend themselves to a more stable prediction model that translates to a new sample more effectively. These features represent intrinsic network connectivity at rest without outside stimulation; however, it is possible that variability in this network connectivity could be due to sleep states rather than resting states, despite directions to participants to stay awake ([@bb0180]; [@bb0435]).

One reason that could explain why the combined model was not the optimum model, as we predicted, is that the additional features lead to overfitting the model in the training process. However, this is not the first evidence of the importance of functional connectivity during rs-fMRI as a biomarker; rs-fMRI has been previously found to be a neural indicator of disease and mental health. For example, DMN engagement during rest differentiates Alzheimer\'s disease from normal aging ([@bb0165]). Resting state neural dynamic differences have also been associated with depression, autism, and schizophrenia ([@bb0065]; [@bb0375]; [@bb0380]; [@bb0515]). Some work challenges the role of rs-fMRI as useful above and beyond specific task-fMRI ([@bb0260]); our finding that rs-fMRI features perform better than task-fMRI, sMRI or even basic demographic information in predicting AUD severity runs counter to that. Given this, standard clinical MRI scan protocols may be improved by the addition of a rs-fMRI scan, which takes 5--10 min to collect ([@bb0450]) and doesn\'t require complex tasks, training, or stimulus presentation software ([@bb0440]). Rs-fMRI is also fairly stable across time: for example Chou et al., report intraclass correlation of \>.60 between nine rs-fMRI scans over a year ([@bb0070]).

Unexpectedly, connectivity with visual, visual association, and sensorimotor regions of the brain was important for predicting AUD severity. Previous work has demonstrated similar relationships between alcohol use and visual system activity. In one study, AUDIT was negatively related to functional network connectivity during rest between fusiform areas and post-central gyrus/cuneus areas, and between the inferior occipital gyrus and the supplementary motor area ([@bb0475]). [@bb0085] found that the precuneus/lateral occipital cortex activity was positively associated with years of heavy drinking in response to alcohol taste cues, reflecting increased motivation and attention towards salient stimuli. Our supplementary finding that engagement of occipitoparietal regions during reward anticipation is associated with AUD severity suggests this motivation bias affects monetary processing as well.

The unimodal analyses done as the first step of our procedure only partially replicated the results of previous studies. See Supplemental Material 4 for a discussion of these findings. However, there are important differences to our subjects and procedures that may explain these differences. All participants in our sample are moderate to heavy alcohol users while most studies in this field examine AUD dichotomously. Moreover, the mechanisms associated with chronic versus acute alcohol administrations differ; a biomarker important for diagnosis may not also vary with severity. The effects of severity within an AUD sample may also be smaller than group differences. In emotional face processing and sMRI studies here, replication was only seen at lower thresholds, possibly indicating that our sample was underpowered to detect effects of severity on these neural measures. Further, previous studies did not consistently control for demographic variables like age, IQ, and gender, which are related to brain structure ([@bb0015]; [@bb0175]; [@bb0200]; [@bb0430]). These variables may also interact with AUD; older individuals have increased neural vulnerability to alcohol misuse ([@bb0300]), IQ is impacted by and predicts chronic alcohol use ([@bb0360]), and educated individuals are less likely to drink heavily ([@bb0325]). In our sample, AUDIT and age interacted in association with rs-fMRI connectivity and age was the most important demographic predictor of AUDIT, further emphasizing the need to consider covariates in these analyses.

4.1. Limitations {#s0080}
----------------

Despite the potential clinical utility of neural data as predictive of AUD severity, there are still major steps to take prior to such an applied use. First, this study has a small sample for training and further testing a prediction model. This is likely reflected in the large variability in the R^2^ values across training folds. Random forest models are able to handle a low ratio of observations to parameters as is present in this data set ([@bb0250]), although such a sample size here may still leave the model vulnerable to overfitting, given the large number of features included. In order to address this, we ran a supplementary model in which we changed model selection criteria during training to follow Breiman\'s 1SE rule, favoring shallower trees and thus, less likely to overfit ([@bb0035]). This did not reduce indicators of potential overfitting (i.e., R^2^ values for the primary sample increased or did not substantively change; R^2^ values in the validation sample dropped or did not substantively change). Moreover, the risk of overfitting a model is that the model fits random noise and variation specific to the training sample rather than to the population the model is designed to estimate. However, by using cross-validation within development of the model in the primary sample, and further testing the model with a separate validation sample, we address this concern by reporting the models\' abilities to generalize to another subsample of the population. We do emphasize the need to focus on the results from the validation sample and interpret cautiously findings from the primary sample (i.e., the feature importance rankings), as the latter are not tested for generalizability. Further, given these limitations and since we do not have an estimate of the variability of the generalizability, there is need for replication in additional independent samples.

Although the best preforming (rs-fMRI feature) model explains a notable percentage of the variance associated with AUD severity, \>60% remains for other factors. A portion of that may be unexplainable, but demographic features, individual differences, genetics, and family dynamics may contribute to prediction of alcohol use severity and outcomes ([@bb0030]; [@bb0285]; [@bb0320]; [@bb0445]). Although demographic/behavioral variables (i.e., age, IQ, gender, years of education, smoking) were not significantly related to AUDIT in our sample, AUD individuals tend to differ from non-substance using individuals on many of these traits. It is also possible that some of the variance the model does account for is related to traits such as smoking or comorbid substance use, particularly considering previous work demonstrates shared and independent connectivity correlates in smokers who do or do not also use alcohol ([@bb0475]). However, we do not believe this is what is driving our results since these factors were not significantly related to AUDIT total score. Moreover, comorbid tobacco and illicit drug use is characteristic of the population we hope to generalize to; \>50% of heavy drinkers also use tobacco products, and about 11% of drinkers also use illicit drugs ([@bb0345]). Additional studies should be done in an effort to determine whether machine learning techniques such as this can be used to distinguish between types of substance use disorders.

Manual selection of features based on unimodal analysis and a priori hypotheses was done in the primary sample prior to running machine learning analysis. Given the small size of our sample, the risk of overfitting, and the potential number of features available in neuroimaging data, this was done to minimize the number of features and noise in the models. In order to minimize the potential bias this could introduce in generalizability, our validation sample was independent of these unimodal analyses. We do not believe that such a potential bias is driving our results. If our results were driven by the bias, we would anticipate that the rest-feature model would have the worst generalizability, since the majority of these features were agnostically rather than manually pruned. In fact, the rest-only feature set model performed the best out of all the models. Regardless, additional care---such as replication in an independent sample---should be taken prior to approaching this as a clinical tool.

Limitations involved in feature selection across modalities may also have influenced the comparison between modalities. In order to limit these concerns, identical network masks were applied to within network rs-fMRI and task-fMRI imaging. However, the ICA-derived functional networks do not map directly on to brain structures. As a result, structures thought to contribute to the ECN, SN, basal ganglia, and DMN networks, including those regularly found in previous studies of AUD, were used. This might mean that the sMRI features capture slightly different information than the functional feature set. A model trained and validated using different structural and functional features, then, might have different relative predictive value than the findings seen here. Because of this, and because of the discrepancies between the number of features included in each set, the relative poor performance of the other modalities in comparison to rs-fMRI should be interpreted cautiously ([@bb0455]).

Additionally, it is unclear if the neural features identified as predictive here are pre-existing risk factors or caused by chronic alcohol use. A longitudinal study is required to understand this potential causality. The risks associated with false-diagnosis (stigma, self-fulfilling prophecies) should be considered carefully, especially before using these features prospectively.

5. Conclusions {#s0085}
==============

Overall, this is an important step towards the utility of neuroimaging to inform treatment and early identification of AUD. Additional work is necessary to understand how these neural features relate to treatment efficacy, disorder prognosis, and relapse. For example, conversion from mild cognitive impairment to Alzheimer\'s disease can be predicted with an accuracy of 86% using multimodal neuroimaging data ([@bb0205]); a similar understanding of AUD trajectory based on neural features could be derived from a prospective study of younger individuals with mild AUD. Other studies found that neural engagement predicted relapse in methamphetamine users post-treatment at a rate of 90.4% ([@bb0290]) and that anterior cingulate connectivity during response inhibition predicted substance use treatment at a rate of 79.7% ([@bb0415]); such a study in AUD could inform treatment completion, treatment plans, and identify individuals most highly at risk for relapse. Ultimately, this may allow for development of clinically useful neuroimaging biomarkers to optimize treatment for and prevention of AUD and related negative drinking consequences.
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[^3]: Notes: Impurity is a standarized value based on response variance across regression trees; the scale is 0 to 100. The distribution of these index scores is plotted below. FNC: Features from the resting state fMRI analysis of functional network connectivity, where --- indicates a between-network connection; v/dDMN: ventral/dorsal default mode network; A/PSN: anterior/posterior salience network; BG: basal ganglia network; ECN: executive control network.
