We use time-resolved laser-induced fluorescence to measure the lifetime of 186 Fe levels with energies between 25 900 and 60 758 cm . Measured emission branching fractions for these levels yield transition probabilities for 1174 transitions in the range 225-2666 nm. We find another 640 Fe transition probabilities by interpolating level populations in the inductively coupled plasma spectral source. We demonstrate the reliability of the interpolation method by comparing our transition probabilities with absorption oscillator strengths measured by the Oxford group [Blackwell et al., Mon. Not. R. Astron. Soc. 201, 595-602 (1982)]. We derive precise Fe level energies to support the automated method that is used to identify transitions in our spectra.
INTRODUCTION
We recently demonstrated with Mo an automated method for extracting a large number of atomic transition probabilities of modest precision from Fourier-transform spectra. ' In the present paper we apply this method to a more important and better-known atom, Fe , for which accurate gf values already exist against which we can test the results of our method. The method requires the radiative lifetime of many atomic levels-the more the betterwith excitation energies distributed over the maximum possible range; in Section 2 we report the measurement by laser fluorescence of the lifetime of 186 Fe levels between 25 900 and 60 758 cm-'.
In Section 3 we report the automated measurement of emission branching fractions for the decay of these levels and determine transition probabilities for the decay channels. In Section 4 we use the transition probabilities to investigate the population of excited Fe levels in the inductively coupled plasma (ICP) source and show that one can interpolate between levels of known lifetimes, and hence of known populations, to find the population of new levels of unknown lifetime. Once the population of a level is known, the transition probability can be found for every measurable transition by which the level decays. The two methods combined yield 1814 transition probabilities. We publish in this paper only a sample of the stronger lines; as in the case of Mo , those who need the complete results may obtain them on request in machinereadable form.
To establish the soundness of our population method and validate the uncertainty estimates that we assign, in Section 5 we compare Fe transition probabilities measured by the lifetime and the population methods with the precise absorption oscillator strengths measured by Blackwell et al. 2 With the reliability of our results confirmed,
we proceed to use our values to test the precision of two other collections of Fe I transition probabilities: the 1985 National Institute of Standards and Technology (NIST) compilation 3 (2092 lines) and the semiempirical values of Kurucz 4 (106 lines). To support the automated lineidentification process, in Section 6 we present improved Fe level energies determined from our spectra, and we compare our level energies with those in the NIST Atomic Energy Levels 5 (AEL).
LEVEL LIFETIMES
Radiative lifetimes for 186 levels of Fe were measured with time-resolved laser-induced fluorescence on a slow Fe atomic beam. This approach has proved highly reliable for measurements on neutral and singly ionized atoms. 6 Selective laser excitation eliminates the cascading problem that plagues beam-foil time-of-flight measurements. The beam environment eliminates errors that are due to radiation trapping and collisional quenching. Figure 1 is a schematic of the experiment. The atomic or ionic beam source is based on a low-pressure large-bore hollow-cathode discharge. This versatile sputter source produces intense atomic or ionic beams of any metallic element. The hollow cathode is used to form uncollimated atomic or ionic beams by sealing one end of the cathode except for a 1.0-mm-diameter opening, flared outward at 45°. The hollow cathode and the scattering chamber are at ground potential. Ar, the sputtering gas, flows continuously into the hollow-cathode discharge. The scattering chamber is sealed from the hollow-cathode discharge, except for the nozzle, and is maintained at a much lower pressure than the discharge by a 10-cm diffusion pump. The Ar pressure in the discharge is typically 0.4 Torr, while the scattering chamber pressure is Torr. The hollow-cathode discharge is operated with dc currents of 20-200 mA and with 5-/us pulses as large as 25 A. When operated in a pulse mode the discharge current is maintained at 50 mA between pulses by the dc supply. A more detailed description of the source, including a drawing showing dimensions and materials, has been published. 7 The atomic beam is crossed by a pulsed dye-laser beam 1.0 cm from the nozzle. The dye laser, pumped by a pulsed N 2 laser, produces an optical pulse of 3-ns duration (FWHM) with a 0.2-cm-' bandwidth and a peak power of up to 40 kW. Potassium dihydrogen phosphate (KDP) and ,3-barium borate (BBO) crystal frequency doublers extend the dye laser tuning range to 205 nm in the UV The fluorescence is detected along an axis orthogonal to the atomic beam and laser beam. In order to minimize scattered light, several sets of light baffles are arranged along the laser-beam axis inside the Brewster windows that pass the laser beam into and out of the scattering chamber. Two independently tuned dye lasers were used to excite six of the high-lying even-parity levels by two-step laser excitation.
Two lenses composing an f/1 system with unity magnification are used to collect the laser-induced fluorescence. The fluorescent light is approximately collimated between the two lenses. Interference filters or dye filters may be inserted between the lenses. Occasionally, branching ratios are favorable for observing fluorescence at a wavelength that is much different from the laser wavelength. Filters are used to block all scattered laser light and to isolate the laser-induced fluorescence whenever possible. Repopulation by radiative cascade from higher-lying levels is not a problem because of the highly selective laser excitation. Filters are used to block emission from lowerlying levels, which are populated by radiative cascade. High-lying even-parity levels are prone to produce cascade fluorescence from lower odd-parity levels.
The detection system is composed of a photomultiplier, a delay cable, and either a boxcar averager or a transient digitizer. The bias resistors of the 1P28A photomultiplier are bypassed with capacitors in order to ensure good linearity at large peak currents; small damping resistors are included to reduce ringing. All components are wired for low inductance and fast response, The 0,1-ns risetime delay cable is necessary for synchronization of electronic components when the boxcar averager is used. The window width of the PAR-163/162 boxcar averager is 75 ps. Most of the 6070 fluorescence decay curves for this study were logged with a Tektronix 7912AD transient digitizer, shown in Fig. 1 , since its data collection rate is a hundred times that of the boxcar. The digitizer has an analog bandwidth of 0.5 GHz and a sampling rate of 200 GHz. We often compared the two data-logging systems in order to test for small systematic errors. Measuring well-known He I and Be lifetimes tests the accuracy of the experiment and confirms that lifetimes as short as 2 ns can be accurately measured. 8 A trigger generator provides an adjustable delay between the current pulse to the hollow cathode and the laser pulse. Pulsing the atomic beam source has two advantages: It produces a much higher flux of atoms, especially in high metastable levels (while still maintaining low average discharge current), and it permits extensive studies of potential error in very long (-2-,us) lifetimes that arises from atoms' escaping from the observation region before radiating. 9 Error due to atoms' escaping from the observation region before radiating is negligible in this Fe experiment.
We routinely use more than one transition for laser excitation of a level. This redundancy provides a check that the chosen transitions have been correctly classified, are correctly identified in the experiment, and are unblended. Typically these independent measurements agree to a few percent. One of the most interesting discoveries during this investigation is that long-lived (10-4 s) odd-parity levels have useful populations in the atomic beam. All but six of the lifetimes for high-lying even-parity levels were measured with single-step laser excitation. Twostep excitation, which was necessary for the six levels from the e 5 H and e 3 H terms, confirms the classification of lines connected to these levels, because the fluorescence from these levels is extinguished when either laser beam is interrupted.
The dynamic range of this experiment extends from 2-ns lifetimes, where it is limited by the electronic bandwidth of the detection apparatus, to 2-us lifetimes, where it is limited by atoms' escaping from the observation region before radiating. Other possible systematic errors from radiation trapping, collisional quenching, or Zeeman quantum beats are unimportant. Tests for radiation trapping are routinely performed by variation of the atomic beam intensity. Many such tests on strong resonance transitions were performed, and radiation trapping of metal atom transitions was not detected. Collisional quenching is not a problem because of the low scattering chamber pressure (10-4 Torr of Ar). The absence of collisional quenching is confirmed by variation of the scattering chamber pressure when long lifetimes are measured. Zeeman quantum beats are avoided by measurement of short (<300-ns) lifetimes in zero magnetic field (<20 mG) and long (>300-ns) lifetimes in a high (30 G) field. We claim a total uncertainty that is the greater of ±5% or ±0.2 ns in our lifetime measurements. This uncertainty includes both systematic and random error. Our lifetime measurements and the transitions used for laser excitation are listed in Table 1. A comparison of our measurements with those of previous investigations, especially laser-induced fluorescence measurements, provides convincing evidence that our total uncertainty is a realistic estimate of both systematic and random error. In Table 1 we list (on the line below our O'Brian et al. 
TRANSITION PROBABILITIES FROM LEVEL LIFETIMES
Given the radiative lifetime ru of excited level u, the transition probability Au, for the transition from level u to level I is given by
where BFul is the emission branching fraction for the transition. We find BF. 1 from the line intensities BFu 1 = Iul/l'Iu', where I is the intensity (in photons per second) of a line after correction for spectrometer response and the sum is taken over all lower levels 1' to which the upper level u decays. The spectrophotometry of the line intensities is standard and has been described in detail in Ref. 1 ; only a summary of the significant parameters will be presented here. Fourteen spectra, all recorded on the 1-m Fouriertransform spectrometer" (FTS) at the National Solar Observatory, Kitt Peak, were measured with the automated DECOMP program that fits a Voigt profile to an observed line to find the line-center wave number and the integrated line area. Nine of the spectra were recorded with a hollow-cathode source" operating at a few Torr of pressure of Ar, Ar + Ne, or Ar + He and at source power levels between 17 and 140 W/cm 3 of cathode cavity. Si diodes (250-1000 nm), InSb diodes (1000-5000 nm), and solar-blind photoelectric detectors (225-300 nm) were used for different spectral ranges. The response of the spectrometer system was determined internally for each spectrum from the observed intensity of Ar lines whose true intensity ratios are known, as described in Ref. 1 . We extended this branching-ratio method for calibrating spectrometer response into the IR in this experiment by using He line pairs that span the range 400-3300 nm to calibrate a broad range spectrum in which an InSb IR detector was installed on one of the FTS exit channels and a UV Si detector on the other. The use of the two exit channels of the FTS as independent spectrometers was described by Wiese et al. 8 The He transition strengths were calculated most recently by Fernley et al., 9 and we used their values for this calibration. Five spectra measured for this experiment were excited in an inductively coupled Ar plasma source that contained a trace of Fe(CO) 5 and operated at 27 MHz, 1 kW, and 600 Torr of Ar. The distinctive features of the ICP spectrum were discussed in Ref. 1, and we mention only two that we exploit in this work: the broad linewidth (from Doppler broadening at -7000 K) and the distribution of excited-level populations, which we discuss in Section 5. Emission spectrophotometry is always threatened by selfabsorption, a threat that increases as the linewidth narrows. We found that the extremely broad lines of the ICP source are much less prone to self-absorption than are those of the hollow-cathode source, and we measured the intensity of strong decay channels on the ICP spectra whenever possible.
The population of excited levels in the ICP falls off exponentially as the excitation increases, so that the ICP spectrum is most useful for lines from lower levels, which are, fortunately, those most likely to be self-absorbed. To guard against self-absorption of lines from higher levels that could be measured only on the hollow-cathode spectrum, we used the standard technique of decreasing the source power until line-intensity ratios held constant.
We also used an attractive feature of the DECOMP program: After fitting the parameers of a Voigt profile to the observed line, DECOMP displays the residual difference between the observed line and the Voigt profile. Selfabsorption produces a characteristic symmetrical doublehumped residual that is easily recognized long before any sign of self-absorption is apparent in the experimental line shape.
Although the ICP is an Ar plasma, Ar lines are not prominent in our ICP spectra and cannot be used to calibrate the response. Instead we used well-known Fe branching ratios to establish reference points on the response curve and filled in between these points with the observed response to a commercial W-ribbon radiance standard.
Line-intensity ratios on the 14 measured spectra were intercompared, averaged, and combined so we could find the branching fractions for levels of measured lifetimes. We believe that we have included in the sum in Eq. (1) all significant transitions, because we chose for lifetime measurement only levels that are known or expected to decay within the 4000-45000 cm-' range of our spectra. Our expectation derives from the semiempirical branching ratios computed by Kuruez 4 ; in Section 5 we test his theoretical predictions against experiment and find their accuracy to be adequate for this purpose.
With the radiative lifetimes of Table 1 , our experimental branching fractions yield 1174 transition probabilities. A sample of these results are shown in Table 2 . The fractional uncertainty ±AA/A in the transition probability shown in parentheses for each line includes contributions from the uncertainty in the lifetime (5-10%), from the uncertainty AI in each line intensity included in the braching fraction, and from the uncertainty in the response function. For AI we use the empirical function of the signal-to-noise ratio deduced by Faires et al. 20 The response function R(A) contributes to the uncertainty ABF (and hence to AA) in a complex way because it is only the relative response [R(A 1 )/R(A 1 )] that is significant. The uncertainty in this ratio increases as the separation Al -Al increases. We have assumed a linear dependence on line separation:
with a proportionality constant of 0.001% per wave number, based on our experience with the branching-ratio method for calibrating spectrometer response. With this assumption the response function makes by far the largest contribution to the AA for lines that are far removed from the strongest decay channels. We test the reliability of our uncertainty estimates in Section 5. 
TRANSITION PROBABILITIES FROM LEVEL POPULATIONS The measured intensity (A) (in photons per second) of any line of known transition probability A(A) is related to the population Nu per state of upper level u by
where g is the statistical weight of level u. In this section we use this relation in two ways. First, we find the relative population of excited levels in the ICP source by using the transition probabilities measured in Section 3. Then we interpolate between levels of known population to find the population Nu per state of new levels of unknown lifetime. Second, we use Eq. (2) to convert the intensity of lines from level a' into transition probabilities.
In an earlier study of Mo we found that the relative population per state of excited Mo levels in the ICP source approximated an exponential dependence on excitation energy, as if the source were in thermal equilibrium. The Fe populations per state of excited levels do not display such regular and easily understood behavior. It may be that Fe and Mo behave differently in the ICP source; a more likely explanation is that the extensive level information for Fe reveals irregular behavior that could not be seen with the sparse Mo population data.
When several emission lines from a level have been measured, we find a mean value of N = 2jIuj/g ~1A 1 ,, summed over all the emission transitions from level u seen in a IPC spectrum. This mean value N! is shown in Fig. 2 for a broad-range spectrum (number 26-7/24/85) of an ICP source operated at relatively high power to bring up lines from high levels. The vertical scale is arbitrary: only relative populations are measured.
The population distribution in Fig. 2 shows a small upward concavity, as do all the Fe I ICP spectra that we have examined. A closer examination of individual levels shows further systematic displacements from linearity that can be seen more readily in Fig. 3 , where we plot the deviation of experimental values of ln(Nu) from the straight line segment that best fits a limited region of excitation energy. The horizontal line segment shown at the top of Fig. 3 for spectrum 26 is the same line shown in Fig. 2 . Levels with the shortest lifetimes (e.g., the x 5 D and x 5 F levels near 42 000 cm-') tend to lie lower than longer-lived levels at nearly the same excitation energy. Likewise, levels of unusually long lifetime tend to have higher populations. This dependence of population on lifetime is similar to but much smaller than that observed in the hollow-cathode source. Fortunately the deviations from a simple exponential distribution are small, and we are able to interpolate between the measured populations to estimate the populations of levels that have not been measured.
Spectrum 26 was taken with high source power, and many of the stronger lines from the lower energy levels are self-absorbed. It is advantageous to use spectra recorded at different source power levels to measure the relative population of levels in different excitation energy ranges. We use spectrum 26 only for levels with energies above 42 000 cm-', for which self-absorption is not seen on this spectrum. The populations per state fit a straight line with a rms deviation of 9% (see Fig. 3 ). For spectrum 30-7/25/85, used for levels between 24000 and 42 000 cm-', the experimental populations per state fit a straight line within 8%o. For spectrum 12-7/31/85. the rms deviation is 8%. Filters limited spectrum 12 to the wavenumber range 18000-25000 cm-' in order to reduce the background noise so that the weak lines from the three lowest septet terms could be measured. Lifetimes of the septet levels are too long (-10-4 s) to be measured by the methods of Section 2. The gf values of Blackwell et al. 2 were used to evaluate the population of the four septet levels represented by open circles in Fig. 3 .
From the linear least-squares fit to the experimental points shown in Fig. 3 2 . N is read from the linear fit shown in Fig. 3 , and for ANIN we use the rms deviation from the linear fit to the experimental points (i.e., 9% for spectrum 26).
Additional transition probabilities A(A') were found from line-intensity ratios I(A')/I(A) of other lines A' from level u: A(A') = A(A)[I(A')/I(A)] with fractional uncertainty AA'/A' = [(AA/A) 2 + (AI'/I') 2 + (AI/I) 2 ]" 2 . Note
that complete branching fractions, required when A values are found from the level lifetime, are not needed; branching ratios I(A')/I(A) are sufficient, and they can be measured on any spectrum. Some of the 640 transition probabilities from 104 levels measured by the population method, identified with the postscript P, appear in Table 2 .
RESULTS AND COMPARISON WITH OTHER VALUES
Publication in this journal of all 1814 transition probabilities produced in this experiment is not feasible. In Table 2 we list values for the 478 strongest transitions that we measured. Those who need our complete results will almost certainly prefer to have them in machine-readable form. The complete list in the format of Table 2 may be obtained by BITNET request to WNW@CALTECH or by sending a 5.25 in. diskette (double sided, double density) in a reusable shipping container to W Whaling. Include a mailing label and specify the density (360K, 1.2M) that should be used in writing the diskette, readable on an IBM or compatible microcomputer. Eventually our complete results will be deposited with the NIST Atomic Transition Probability Data Center. We compare our transition probabilities first with the absorption oscillator strengths measured by Blackwell and his Oxford co-workers, 2 widely recognized to be the most precise values available, to justify our assumption concerning the level populations in the ICP source and to confirm the reliability of our uncertainty estimates. In Fig. 4 we plot the ratio of the Oxford transition probability (measured in absorption) to our emission value for 163 lines that are common to both experiments. For 133 lines measured by the lifetime method (represented by pluses in the figure), the mean value of the ratio Aab./Aemi, is 0.95 with a standard deviation for the sample of 0.08. For 30 lines measured by interpolation of level populations in the ICP source (the circles of Fig. 4) , the corresponding ratio is 0.90 ± 0.08. We find no significant difference between the results of the two different methods. The 8% spread in the ratio Aabs/Aemis is consistent with the fractional uncertainties (in parentheses) assigned to the transition probabilities in Table 2 . That this spread is no larger for the values obtained by the population method confirms our confidence in the ICP source as a useful tool for measuring transition probabilities, and the magnitude of the spread validates our uncertainty assignments.
To test the suggestion 2 ' of a temperature error in the Oxford measurements, we plot in Fig. 5 the ratio Aabs/Aemis as a function of the energy of the lower level in the transition. We use only stronger lines with minimum uncertainty for this test; the 66 points in Fig. 5 are all the transitions measured at Oxford and by us to which we assign an uncertainty <6%. As first noted by Kock et al., 2 '
the ratio appears to be lower (by -5%o) for transitions involving levels near 20000 cm-' than it is for transitions from lower levels. However, we do not observe the exponential variation with excitation energy that is characteristic of a temperature error in the absorption furnace. Within our experimental uncertainty (5-6% for the points plotted in Fig. 5 ) the ratio is independent of excitation energy for levels below 14 000 cm-'. We made extensive use of the Kurucz semiempirical transition probabilities 4 in our branching-fraction measurements, and it is of interest to find out how reliable his computed values are by comparing them with experimental values. Figure 6 shows the ratio AK,,,cz/Aemis for 1117 values measured by the lifetime method; a plot of values measured from populations looks much the same. The mean value of the natural logarithm of the ratio is -0.07 ± 1.07; two thirds of the theoretical values lie within a factor of 3 of the experimental value. Since Kurucz has calculated essentially every transition between all known energy levels in Fe , his tables are quite useful when precision of this order is adequate. We used his values in deciding when transitions outside the range of our spectra contribute negligibly to the total transition strength and also when transitions with spin change AS > 1 may make a significant contribution.
Fe LEVEL ENERGIES
Identification of lines in our FTS spectrum is based on near coincidence (within ±0.01 cm-') between the observed vacuum wave number and a predicted transition energy. The predicted line list used for this identification contains all transitions between known Fe levels that satisfy the conditions parity change, J = 0, ±1, and as = 0 -_1.
Line identification on the basis of wavelength alone sets severe requirements for the level energies used in preparing the predicted line list. In addition to the obvious need for precise energies and correct J values (and if possible correct L and S values as well), there is another requirement that we have come to appreciate as we compare spectra from different sources: The level energies must be those appropriate to the spectral source used to produce the spectrum. This requirement can be satisfied only by determining the level energies from the spectrum itself, i.e., from the observed transition energies. To find level energies that meet these requirements, we carried out the following iterative process.
Step 1. Starting with the energy levels in the 1985 AEL, 5 we prepared the predicted line list, as described above, containing 12,224 lines between 8000 and 45 000 cm-'.
Step 2. For a selected hollow-cathode spectrum (number 6-2/12/83), covering the range 8000-45 000 cm-', we measured all lines with a signal-to-noise ratio greater than 3, using the Kitt Peak DECOMP program to fit a Voigt profile to the observed line in order to find the line-center wave number. The observed line list contains 6280 lines, including Fe iI, Ar, and Ne as well as Fe .
Step 3. A computer search for predicted lines within 0.01 cm-' of an observed line produced an identified line list of 2144 Fe lines. In spite of the small search window, our search program assigned two different classifications to -100 lines; i.e., two predicted lines fell within ±0.01 cm-' of the observed line. The choice between the two alternative assignments could usually be made on the basis of the semiempirical gf values computed by Kurucz 4 for the two transitions. If no choice was possible, both lines were deleted. The level energies are greatly overdetermined (2144 transitions to determine 442 levels), so that a few uncertain lines could be dropped with little loss.
Step 4 The observed vacuum wave numbers in the identified line list give precise energy differences AE 0 = E -E between the level energies appropriate to our source, and the Eij's can be used to find the set of most probable level energies {Ej} by the least-squares method. We used the CLEVEL least-squares code of Palmer and Following the analysis of Brault, 2 " we take AEi = (1/2)FWHM/(S/Nt), where FWHM is the full width at half-maximum of the line of peak amplitude S and N is the total noise amplitude. The total noise amplitude Nt has two components: In addition to the usual rms background noise N, that one sees between lines and measures by moving several linewidths away from the line center a FTS spectrum contains another noise component Ns that is produced by variation in source brightness during the observation. Ns is proportional to the peak amplitude: Ns = KS. Unlike N,, which is nearly independent of wave number, Ns is present only under the line itself and can be seen and measured only after the contribution of the line from the observed spectrum is subtracted.
The total noise amplitude is given by
The constant K is sufficiently small (0.006 for spectrum 6-3/12/83) that the Ns is negligible except for the strongest line, where it limits S/N, to a maximum value of -170. We tested our uncertainty estimate by comparing our wave numbers with those of Learner and Thorne, 2 4 who carefully measured 312 stronger Fe I lines as transfer wave-number standards. The average difference between our wave numbers and theirs is consistent with the uncertainty that we estimate by the method described above. In addition to the statistical uncertainty that depends on linewidth and signal-to-noise ratio there is an uncertainty associated with the alignment factor. If the light beam entering the FTS from the source is not exactly parallel to the He-Ne laser beam that is used to monitor the mirror displacement, one must multiply the wave-number scale of the FTS by a constant factor to correct for the misalignment. We found the alignment factor F ± F (0.999 999 483 ± 63 for spectrum 6-3/12/83) by comparing the wave numbers of Ar ii lines measured in our Fe + Ne + Ar spectrum with the values of Norl6n. 2 5 For this comparison we used the 28 standard Ar ii lines recommended by Learner and Thorne 2 4 as relatively insensitive to pressure shift.
The uncertainty ±SF in the alignment factor deserves some mention because it makes the largest contribution to the uncertainty in the transition energy, at least for the stronger lines that dominate the least-squares solution because of their greater weight. Although we treat F as a constant, it could depend on the energy of the upper level, because the pressure in Nolen's source was lower than that in ours; we note the effect of source pressure below in this section. Or F could vary with wave number if there is a phase error in our spectrum; Learner and Thorne 2 4 discuss the effect of FTS phase correction on wave number. Because of the possibility that F is dependent on variables that we ignore, we take F to be the standard deviation of the sample of 28 independent measurements of F. F is then a measure of our exposure to systematic error arising from the method we use to calibrate the FTS wave-number scale.
However, it should be noted that 8F (and indeed the correction factor F itself) may be ignored in the transition energy AE 1 j ± 3AEij that is input to the least-squares solution and applied only to the results of the calculation, E 1 , because the factor F is common to every energy term. Along with the most probable energy values Ej, the CLEVEL code also finds the uncertainty 8Ej that is produced by the uncertainty in the observations. Ej is less than 0.001 cm-' for most levels and is combined with the uncertainty arising from the alignment factor EF = (SF/F)Ei = (6.3 x 10-8)Ej to obtain the total uncertainty
2 assigned to the level energies in Table 3 .
Step 5. The level energies Ej that were determined in this least-squares solution were then used to calculate an improved version of the predicted line list, and the sequence of steps 1-4 was repeated to yield the level energies listed in Table 3 , refined values for the energy of levels listed in the AEL that satisfy our requirements. The uncertainty in the last digits of the level energy appears in parentheses after the energy value. For comparison we also list the level energies from the 1985 AEL 5 The level designations follow the recommendations of Brown et al. 26 A few levels are included in Table 3 even though we see only a single line from the level if (1) the line is expected to be the strongest decay channel within our spectral range on the basis of Kurucz gf values 4 and (2) Brown et al. 26 confirm the identification of the line in their absorption spectra.
Forty-seven levels in the AEL do not appear in Table 3 .
Most of the missing levels are 5p levels that decay primarily by means of IR transitions outside the 8000-45 000 cm-' range of spectrum 6-3/12/83. We have seen these IR transitions on other spectra that were used for IR branching-fraction measurements, but, in the interest of presenting a set of level energies based on a single spectrum, in Table 3 we do not include the 5p-level energies that can be derived from IR transitions. The following levels were not represented on any of our spectra, even though one expects decay channels within our spectral 4 ,5 (60 364, 60172, 59926 cm'). These levels were not seen in the absorption spectra of Brown et al., 2 6 and we doubt their existence.
After we identified 2144 Fe i lines and 161 Fe ii lines in spectrum 6, many unidentified lines remained. Some of these are from the neutral and ionized Ar and Ne used in the hollow-cathode source, but there are also Fe lines from unknown Fe i levels. We searched for new levels by adding and subtracting the energy AEu of unclassified transitions to our known energy levels E of odd (or even) parity. The set {Ej ± AE}I contains possible values for an unknown even-parity energy level involved in the transition of energy AEu. A cluster of close values in this set, where all partner levels satisfy the SJ selection rule, suggests a possible even-(or odd-) parity level. Additional tests and details of the search procedure are described in Ref. E = 49 477.124 cm-', J = 3, odd parity, probably S = 0 because strong transitions are to singlet levels. The AEL lists a level nearby at 49477.10 cm-', but its designation z'D' is wrong. We believe that this level should be labeled 3d 6 (a 3 F)4s4p(3Po)lF3 because a singlet F level is expected in this neighborhood, and the level labeled F 3 in the AEL at 49227.12 cm-' is one of those for which we see no evidence. E = 53 852.110 cm-', J = 4, odd parity. We believe that this is the correct J assignment for'the level designated 5 G3 in the AEL at 53 852.108 cm-'. E = 24 574.650 cm-', J = 4, even parity, a 'G 4 in the AEL. Many emission lines to this level appear in our spectrum: 8 lines (including the strongest) are from singlet upper levels, 16 are from triplet upper levels, 9 are from quintet levels, and 1 is from a level of unknown spin. The quintet partners would lead us to classify this as a triplet level, but Johansson 27 advises that the SS = 2 transitions reflect spin impurity in the high odd partners. We have not seen SS = 2 transitions to other levels, but a thorough search with a SS = 2 predicted line list has not been made.
The level energies in Table 3 are notable in two respects: They have greater precision than any other comprehensive set now available, and they constitute a self-consistent set because all level energies were derived from a single spectrum. A transition energy AE, obtained from the difference between level energies in Table 3 , is far more precise than either level energy alone, because the systematic uncertainty in AE is only 6.3 x 10-8 AE. However, we em- phasize that these level energies apply to a particular hollow-cathode source (8 mm in diameter by 30 mm long, 0.85 A at 250 V, 2.5 Torr Ne + 0.6 Torr Ar). By the same method we measured level energies in the inductively coupled Ar plasma source at a pressure of 600 Torr. Fe level energies in the ICP source are shifted by as much as ±0.02 cm-', and in both directions, from those in Table 3 .
We compared our level energies with those in the 1985 AEL of Sugar and Corliss' and with the recent measurements of absorption spectra by Brown et al. 26 The third column of Table 3 shows the decimal digits of the level energy from the AEL; for 31 levels (excluding those levels noted in the AEL by a question mark or with only one or two digits after the decimal) we differ from the AEL value by >0.010 cm-'. Our values differ from the level energies measured by Brown et al. by more than 0.02 cm-' for six levels. We have carefully reexamined and confirmed Last column shows the number of measured transitions involving the level.
the experimental evidence for those values that are in disagreement.
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