Abstract. Let K[O(P )] denote the toric ring of the order polytope O(P ) of a finite partially ordered set P and K[C(P )] that of the chain polytope C(P ). It will be shown that
Introduction
The study on graded Betti numbers of toric rings of lattice polytopes becomes fashionable in computational commutative algebra. In the present paper we are interested in graded Betti numbers of toric rings arising from order polytopes and chain polytopes of finite partially ordered sets.
Let P be a poset (a finite partially ordered set) with P = d. Let O(P ) ⊂ R d denote the order polytope of P and C(P ) ⊂ R d the chain polytope of P (see Section 2.2 for their definitions). The systematic study on combinatorics of O(P ) and C(P ) originates in [9] . The problem when O(P ) and C(P ) are unimodularly equivalent is solved in [7] . Furthermore, the toric ring K[O(P )] of O(P ) is introduced and studied in [4] and the toric ring K[C(P )] of C(P ) is discussed in [6] (see Section 2.1 for the details on toric rings of lattice polytopes). It follows that K[O(P )] and K[C(P )] are isomorphic as graded K-algebras if and only if O(P ) and C(P ) are unimodularly equivalent (see Theorem
1). Each of K[O(P )] and K[C(P )] is normal and CohenMacaulay. In addition, K[O(P )] is Gorenstein if and only if so is K[C(P )]. More precisely, K[O(P )] is Gorenstein if and only if P is pure. It is, however, unclear when K[O(P )] is level, although its characterization is known ([8, 3]).
Let β i,i+j (K[O(P )]) (resp. β i,i+j (K[C(P )])) denote the graded Betti numbers of K[O(P )] (resp. K[C(P )]). A primary contribution of the present paper is to show that Finally, huge computational experiments temp us with proposing the conjecture (Conjecture 4.3) that one has β i,i+j (K[O(P )]) = β i,i+j (K[C(P )]) for all i and j.
Preliminaries
This section is devoted to recalling several notions.
2.1. Toric rings of lattice polytopes. First, let us recall what the toric ring of a lattice polytope is. Let P ⊂ R d be a lattice polytope, which is a convex polytope all of whose vertices belong to the standard lattice Z d . Let K be a field. We define the K-algebra K[P] as follows:
where
We say that a lattice polytope P has the integer decomposition property (or P is IDP for short) if for any v ∈ mP ∩ Z d and m ∈ Z >0 , there are
Remark that the toric ring of an IDP lattice polytope is the same as its Ehrhart ring (see e.g., [5] ). From now on, we will always assume that P is IDP for a lattice polytope P. Then we can regard K[P] as the affine semigroup ring (monoid algebra) associated to the normal affine semigroup
We also recall some fundamental things about commutative algebra on toric rings. 
where P
• denotes the relative interior of P. For more details on affine semigroup rings (monoid algebras), see [2, Section 6.1] or [1] .
We say that two lattice polytopes P, Q ⊂ R d are unimodularly equivalent if there exist f ∈ GL d (Z) and u ∈ Z d such that Q = f (P) + u. On isomorphism problem for affine semigroup rings, the following theorem is known: 
2.2.
Order polytopes and chain polytopes. Let P = {p 1 , . . . , p d } be a poset equipped with a partial order ≺.
• We say that p i covers p j if p j ≺ p i and there is no
Moreover, we say that P is pure if all maximal (saturated) chains have the same length.
• We say that α ⊂ P is a poset ideal if α satisfies the following condition:
x ∈ α and y ≺ x =⇒ y ∈ α.
Note that an empty set is also regarded as a poset ideal.
• We say that A ⊂ P is an antichain if x ≺ y and y ≺ x hold for any x, y ∈ A with x = y. Note that an empty set is also regarded as an antichain.
• For a poset ideal α ⊂ P , let m(α) be the set of maximal elements of α. Then m(α) is an antichain.
• For an antichain A ⊂ P , let I(A) = {x ∈ P : x y for some y ∈ A}. Then I(A) is a poset ideal.
• Note that I(m(α)) = α for any poset ideal α, and m(I(A)) = A for any antichain A. This implies that poset ideals of P one-to-one correspond to antichains of P .
We define two poset polytopes O(P ) and C(P ), originally defined in [9] , as follows:
The convex polytope O(P ) is called the order polytope of P , and C(P ) is called the chain polytope of P . It is known that both O(P ) and C(P ) are (0, 1)-polytopes, i.e., all vertices are (0, 1)-vectors. The vertices of O(P ) one-to-one correspond to the poset ideals of P , i.e., (a 1 , . . . , a d ) ∈ O(P ) is a vertex of O(P ) if and only if {p i : a i = 1} is a poset ideal of P . The vertices of C(P ) one-to-one correspond to the antichains of P , i.e., (a 1 , . . . , a d ) ∈ C(P ) is a vertex of C(P ) if and only if {p i : a i = 1} is an antichain of P . Since the poset ideals one-to-one correspond to the antichains, the number of vertices of O(P ) is equal to that of C(P ). Since those
holds for any positive integer m. However, it is not necessary that O(P ) and C(P ) are unimodularly equivalent. Instead, we know the following:
. For a poset P , O(P ) and C(P ) are unimodularly equivalent if and only if the "X" shape poset (the poset depicted in the left-hand side of Figure 1) does not appear as a subposet of P .
In addition, the following facts are known:
• We have dim O(P ) = dim C(P ) = P .
• O(P ) and C(P ) are IDP (cf. [9] ).
• K[O(P )] and K[C(P )] are algebras with straightening laws on P ( [4] and [6] ).
Note that K[O(P )] is also known as the Hibi ring of P , originally discussed in [4] .
2.3.
Levelness and Betti table of graded algebra. Let S = K[X 1 , . . . , X n ] be a polynomial ring and M be a finitely generated graded S-module. The minimal graded free resolution of M is
where p = pdim(M ). We call β i,i+j (M ) the graded Betti number of M . Moreover, the Betti table of M is the matrix (β i,i+j (M )) i,j . We regard (β i,i+j (M )) i,j as a (reg(M ) + 1) × (p + 1) matrix, where reg(M ) = max{j : β i,i+j (M ) = 0 for some i}. For a finitely generated graded K-algebra R, since R ∼ = S/I as K-algebras, we can regard R as S-module. We say that R is level if the last column of the Betti table has only one nonzero entry. Since j∈Z S(−p − j) β p,p+j corresponds to the canonical module of R, we see that R is level if and only if the canonical module of R is generated by the elements of the same degree as S-module. Moreover, β p,p+j corresponds to the number of minimal system of generators of ω R with certain degree. See the examples in Section 4.
Main result and the proof
The goal of this paper is the following: As an immediate corollary of Theorem 3.1, we obtain the following: Throughout this section, let P = {p 1 , . . . , p d } be a poset. From the description (1) for ω K[O(P )] and ω K[C(P )] together with the definition of O(P ) and C(P ), we see the following:
if and only if the conditions * 0 < a i < n for any i = 1, . . . , n and * a i < a j , where p i covers p j , are satisfied.
if and only if the conditions * b i > 0 for any i = 1, . . . , n and
For the proof of Theorem 3.1, we prepare the following:
. Then u cannot be a minimal generator of ω K[O(P )] if and only if there exists a poset ideal α (which we will call a redundant poset ideal of u) satisfying the following:
• p i j ∈ α for any j = 1, . . . , s;
• a j − a j > 1 for any maximal element p j in α and p j ∈ P covering p j .
where p i 1 , . . . , p is are the minimal elements of P with a i j = n − 1.
. Then v cannot be a minimal generator of ω K[C(P )] if and only if there exists an antichain A (which we will call a redundant antichain of v) satisfying the following:
where C 1 , . . . , C s are maximal chains with p i ∈C j b i = n − 1.
Proof. (i) ("Only if " part)
Assume that u cannot be a minimal generator of
is standard graded, we may assume that u has degree n − 1 and u has degree 1, i.e., u = (
and u = u α , where α is a certain poset ideal. Note that a i < n − 1 for any i since u has degree n − 1.
• If there is j with p i j ∈ α, then a i j = n − 1, a contradiction to a i j < n − 1.
• For any p j covering a maximal element p j of α, if a j −a j ≤ 1, then a j −a j = 1. Thus, a j = a j − 1 and a j = a j = a j − 1, so we have a j − a j = 0, a contradiction.
Hence, α is a redundant poset ideal of u.
("If " part) Assume that u has a redundant poset ideal α. Here, we define a i by a i = a i − 1 if p i ∈ α and a i = a i if p i ∈ α. Since α is a redundant poset ideal, we see
. Hence, we obtain that u = u · u α , implying that u cannot be a minimal generator of ω K[O(P )] .
(ii) ("Only if " part) Assume that v is not a minimal generator of
is standard graded, we may assume that v has degree n − 1 and v has degree 1, i.e., v = (
where A is a certain antichain.
• If A ∩ C j = ∅ for some j, then one has p ∈C j b = n − 1, a contradiction to
Hence, A is a redundant antichain of v.
("If " part) Assume that v has a redundant chain A. Here, we define
Now, we are ready to prove Theorem 3.1.
First, we construct a map ϕ which sends a monomial in
, we define a positive integer b i by setting
Then, for any maximal chain C, we see that p i ∈C b i ≤ a i 0 < n, where p i 0 is the minimal element in C. This implies that (
. Hence, we can define
Remark that ϕ preserves the degree.
Next, we construct a map ϕ which sends a monomial in
. We consider a saturated chain
Moreover, we define
where C runs over all saturated chains in P whose minimal element is p i and maximal element is maximal one in P . Then we see that if p i ≺ p j then a j < a i < n. This implies that (
Remark that ϕ also preserves the degree.
be a saturated chain which attains max{a i (C)} with respect to ϕ(u). On the other hand, let C :
This implies that a i = max{a i (C)}, and hence, ϕ • ϕ(u) = u.
. Given p i ∈ P , let p j be the element which attains min{a i − a j : p j covers p i } with respect to ϕ (v). Let C be a saturated chain with a i = a i (C) and let C be a saturated chain with a j = a j (C ). If C contains both p i and p j , then we can see that b i = a i − a j . Now, suppose that C does not contain p j , i.e., p i is covered by p k = p j in C. Let C be a saturated chain with a k = a k (C ). Then one has
This implies that
Therefore, ϕ is a bijection between the set of monomials in ω K[O(P )] and ω K[C(P )] , and ϕ = ϕ −1 .
Finally, we will claim that ϕ is a bijection between minimal system of generators
Given a monomial u = (
, assume that u is not a minimal generator. By Lemma 3.3 (i), u has a redundant poset ideal α.
Then we see from the condition of redundant poset ideals that we have v ∈ ω K[C(P )] and ϕ(u) = v m(α) · v . This implies that ϕ(u) cannot be a minimal generator of ω K[C(P )] .
Similarly, given a monomial v = (
, assume that v is not a minimal generator. By Lemma 3.3 (ii), v has a redundant antichain A. Let
We define a i by setting a i = a i − 1 if p i ∈ I(A) and a i = a i otherwise, and let u = (
Then we see from the condition of redundant antichains that we have
. Consequently, ϕ is a required bijection.
Examples and Future Problem
Example 4.1. Let P = {x 1 , x 2 , x 3 , x 4 , x 5 } be a poset equipped with the relations
The left-hand side of Figure 1 
