This paper considers the extension of the classical minimum distance approach for the pooling of estimates with various rates of convergence. Under a setting where relative high rates of convergence can be attained, the minimum distance estimators are shown to be consistent and asymptotically normally distributed. The constrained estimates can be efficient relative to the unstrained ones. Some minimum distance estimates may have improved rates of convergence. The minimized distance function is shown to be asymptotically χ 2 -distributed, which can be used as a goodness-of-fit test for the constraints. As the extension is motivated by some social interactions models, we discuss this approach for the estimation and testing of a social interactions model.
Introduction
Classical minimum distance methods (Neyman 1949) are methods for imposing restrictions in parameter estimation. Let α be a p-dimensional vector of parameters which depend on a q-dimensional vector θ of unknown parameters: α = f (θ), where f is a known function and q ≤ p. Suppose that α can be consistently estimated byα n with √ n(α n − α 0 ) d → N (0, Σ) where α 0 denotes the true parameter vector.
LetΣ be a consistent estimate of Σ. A minimum distance estimator of θ isθ n , derived from min θ∈Θ (α n − f (θ)) Σ −1 (α n − f (θ)), where Θ is the parameter space of θ. The asymptotic properties of consistency and asymptotic normality ofθ n have been established, for example, in Neyman (1949) and Ferguson (1958) . It is known that n(α n − f (θ n )) Σ −1 (α n − f (θ n )) is asymptotically χ 2 (p − q), which provides a goodness-of-fit statistic for the restrictions.
In the econometrics literature, minimum distance methods have been introduced in Malinvaud (1970) and Rothenberg (1973) for the estimation of classical simultaneous equation models. Amemiya (1978 Amemiya ( , 1979 generalized this method for the estimation of structural parameters in simultaneous equation models with limited dependent variables. With frequency data, it is a well-known procedure for the estimation of qualitative response models (e.g., Amemiya (1981) and Hsiao (1985) ). Chamberlain (1982) considers the minimum distance estimation method for panel data models. Lee (1992) showed that Amemiya's generalized estimation procedure is indeed a minimum chi-square method and pointed out that the goodness-of-fit statistic provides a test of overidentification. The text book by Ruud (2000) summarizes the main features of the minimum distance approach, and discusses its application to panel data models and its link to the restricted generalized method of moments estimation. All these results are established for the circumstance that all of the components ofα n have the same rate of convergence, namely the usual √ n-rate. In this paper, we consider the possible extension of the minimum distance method to allow different rates of convergence for various components ofα n . The minimum distance method by pooling estimates with various rates of convergence has not been investigated in the literature. One wonders whether a constrained estimator derived by the minimum distance method may possess any valuable statistical properties or not.
Our interest in pooling estimates with various rates of convergence is motivated by models of social interactions. In Section 2, we present a social interactions model and describe the related issue of pooling estimates with possible rates of convergence. Section 3 considers the minimum distance estimation procedure.
Under some circumstances, we derive some asymptotic properties of the minimum distance estimator and show that the resulted goodness-of-fit statistic can be asymptotically χ 2 distributed. To illustrate implications of the asymptotic properties, in particular, the possible rates of convergence of the minimum distance estimates, we provide some simple examples. Results in Section 3 are our main results which may have general applicability. Sections 4 and 5 discuss the minimum distance estimation for the social interaction model introduced in Section 2. Some numerical illustrations on pooling estimates with various rates are presented in Section 6. These provide some finite sample properties of the pooled estimates. Conclusions are in Section 7.
A Social Interactions Model with Expectations
The new social economics literature concerns about economic issues for individuals in a social setting (Durlauf and Young 2001) . A particular interest is to investigate economic effects due to individuals' interactions in a group setting. Econometric models which may capture the effects of social interactions have been formulated in Case (1991) , Manski (1993) and Brock and Durlauf (2001) , etc. Empirical studies on group interactions are, for examples, Case (1991 Case ( ,1992 with i = 1, · · · , m r and r = 1, · · · , R, in a group setting, where r refers to the rth group and R is the total number of groups in the sample, while i refers to the ith individual in a group and m r is the total number of members in the rth group. The δ r in (2.1) represents the rth group specific effect. The J r denotes the information set of the group r, which includes exogenous variables x ri,1 and x ri,2 for all i = 1, · · · , m r and δ r for each r. The disturbances ri are i.i.d. (0, σ 2 ) conditional on information sets for all r = 1, · · · , m r and r = 1, · · · , R. The model in (2.1) is a slight modification of the social effect model in Manski (1993) in that self-influence in (2.1) is not in the expectation term. In these models, social interactions are modeled with expected outcomes of peers for each individual. The expected outcomes of others in a group may influence outcome of an individual. The parameter λ captures this possible interaction effect. The expected outcomes shall be determined as equilibrium solutions (rational expectations) from (2.1). Manski (1993) has termed this as an endogenous interaction effect. The variable ( 1 mr−1 n j=1, =i x rj,2 ) may capture interaction effect on an individual i through observed peer characteristics of his/her group. This captures exogenous interaction effect and has been termed contextual effect. The possible difficulty of separate identification of endogenous and exogenous effects is referred to the 'reflection' problem in Manski (1993) . Another concern in an empirical study of social interactions is the possible unobservables in a group, as unobservables may have direct effect on observed outcomes. One may question whether correlation in observed outcomes is due to structural social interactions or simply due to common unobservables in a group (Moffitt, 2001) . The inclusion of the group specific effect δ r in (2.1) is intended to capture common unobservables in a group.
1
The specification of the social interactions model in (2.1) is rich in structure. There are, however, identification and estimation issues in this model. The reflection problem can be better understood in the original social effect model of Manski (1993) which is
The model in (2.1) differs from (2.2) in that self-influence is excluded in (2.1). In (2.2), both the group means of endogenous variables and exogenous variables are used. Most empirical studies are in favor of (2.1)
as self-influence may not be meaningful. However, the distinction of these two models becomes negligible when the sizes of all groups, i.e., m r for all r = 1, · · · , R, are large. The model (2.2) implies that the group means of the expected outcomes are
x ri,2 β 20 + δ r ), for r = 1, · · · , R, which shows that a group mean of expected outcomes is a linear function of group means of exogenous variables. Hence, the model (2.2) implies the reduced form equation 
, =i x rj,2 ) =x r,2 and (
where
As v r may be treated either as a random effect or a fixed effect, it is revealing that (2.4) can have a between group and a within group representation as in a panel data regression model. The equation (2.4) implies the between equation representation (1−λ0) and β20
(1−λ0) may be pooled together with the within estimates by a possible method of minimum distance. The resulted minimum distance estimates of λ 0 , β 10 and β 20 might be more efficient. The pooling would, of course, be meaningless if v r were indeed correlated with x r 's. The minimum distance goodness-of-fit statistic might provide a relevant test of the validity of pooling.
Minimum Distance Estimation -Pooling Estimates with Various Rates
Suppose thatα n is an estimator of a p-dimensional column vector α 0 , where the components ofα n may have different rates of convergence in distribution. Suppose that the jth componentα nj ofα j0 has the γ nj -rate of convergence in the sense that γ nj (α nj − α j0 ) = O P (1), where α j0 is the jth component of α 0 .
Let Γ n = Diag{γ n1 , · · · , γ np } be the rates matrix forα n . Each of those rates is usually a function of sample size n used to derive the corresponding component ofα nj and these rates γ n 's diverge to infinity as n tends to infinity. The frequent cases have the usual √ n as their rates for all components ofα n . Suppose that it is known thatα n is a consistent estimate of α 0 and that
where the limiting variance matrix Σ is nonsingular.
Suppose that the constraints are α = f (θ), where θ is a q-dimensional column vector of parameters with 0 < q ≤ p in the parameter space Θ, which is a convex compact subset of R q with its true parameter vector θ 0 in its interior, and f is a continuously differentiable mapping from R q to R p . One may be interested in the estimation of θ 0 given consistent estimateα n . In this setting, a possible estimation method is the one of minimum distance:
, where Σ is known (or consistently estimated).
2 Here, the minimum distance method in (3.2) is extended to allow the pooling of estimates with possibly different rates of convergence.
Letθ n be the minimum distance estimator from (3.2). When all the components ofα n have the same rate of convergence, say √ n, it is known that all components of the minimum distance estimatorθ n will have the same √ n-rate of convergence. When the components ofα n have different rates of convergence, it
is not clear what would be the appropriate rates of convergence of the minimum distance estimatorθ n . The conventional wisdom might be that components with low rates of convergence would dominate components with relatively high rates. However, the intention of pooling various estimates is to improve the precision of an estimate. Thus, if pooling is successful, one would expect that the resulted estimates might be relatively efficient. In general, for the case of pooling parameters with various rates, one may expect that the functional form f would play a crucial role and the rates of convergence of various components ofθ n can be different.
For this method, the following basic conditions are assumed.
Assumption 1. The parameter space Θ is a compact convex subset of R q and the true θ 0 is in the interior of Θ.
Assumption 2. The mapping f : Θ → R p is differentiable.
Before any discussion on the rate of convergence, the following proposition establishes the basic property of consistency for the minimum distance estimator. The consistency property requires slightly weaker conditions than those in Assumptions 1 and 2. Proof: We shall use a counter proof argument. Suppose thatθ n does not converge in probability to θ 0 .
Then there exists a constant > 0 such that lim sup n→∞ P ( θ n − θ 0 > ) > 0. The set S = {θ ∈ Θ : θ −θ 0 ≥ } is a compact subset of Θ. Because f (θ) is a continuous function, min θ∈S f (θ)−α 0 = δ where δ is a positive constant from the identification condition. Therefore,
, f (θ nm ) − α 0 ≥ δ with a positive probability for a subsequence m n of n as n → ∞. Because the rates in Γ n go to infinity, it follows that
] diverges to infinity with a positive probability.
Therefore,
By the application of this inequality toθ n , because u n = O P (1) and Γ n (f (θ mn ) − α 0 ) is unbounded with a positive probability, it implies that
bounded. This is a contradiction because
from the minimum distance estimation. Hence,θ n must be a consistent estimator of θ 0 . Q.E.D.
The minimum distance estimatorθ n from (3.2) satisfies the first order condition that
Let f j (θ) be the jth component of f (θ). Denote Θ = (θ 1 , · · · , θ p ) ∈ Θ p be a q × p matrix of parameter vectors of Θ. By the mean value theorem,
where 
where α 0 = f (θ 0 ). The following proposition provides a basic but naive result.
Lemma 1 (naive) Under Assumptions 1-3, suppose that there exists a p × q matrix G n (Θ) and a q × q 6) and
Proof: Under (3.6),
whereΘ n = (θ n , · · · ,θ n ), and
andθ nj 's are consistent estimates of θ 0 . It follows from (3.5) and (3.1) that
When D n is a diagonal matrix and does not depend on θ, its diagonal elements provide rates of convergence for the components ofθ n . A rate in D n may or may not be the most one. A rate of convergence γ nj is said to be the most one for the estimatorθ nj if γ nj (θ nj − θ 0j ) = O P (1) and its limiting distribution is non-degenerated. Whether a rate in D n is the most one or not will depend on the diagonal elements of
where γ nj is the jth diagonal element of D n , would be degenerated at zero and the rate γ nj would not be the most one. They would be the most ones forθ n if its limiting distribution has a positive definite variance.
In the event that C 0 has the full row rank q, the rates of D n would be the most ones forθ n .
Example 1: (An invertible linear system).
Consider the linear system α = Aθ with p = q where A is invertible. For this system,
Suppose that the rates γ nj ofα nj 's are rearranged in the decreasing order. That is, γ np is the lowest rate. In this case,
The ratios γnj γnp will be bounded in the limit. By assuming that these ratios have well-defined limits such
Because this linear system is exactly identifiable, the minimum distance estimator can be derived as
n , which is a linear function ofα n . An asymptotic distribution ofθ n can be directly derived from
This situation is familiar in that low rates dominate others in the derivation of asymptotic distribution via
However, in this example, one can also see that if the jth component of a .p were zero, the rate of (α nj − α j0 ) could be improved upon to the second slow rate γ n,p−1 . The most rates ofθ n would depend on specific elements of zeros in A −1 even in this simple illustrative case. Q.E.D.
The following assumption considers a situation in which the most rates of convergence for the minimum distance can be available.
Assumption 4. There exists a p
where {G n (Θ)} converges to some matrix function
is continuous at Θ 0 , and the G 0 , where
, has the full rank q.
Under this setting, we have the following main result.
Proposition 2. Under Assumptions 1-3 and 4,
Becauseθ n andθ nj 's are consistent estimates of θ 0 , G n (Θ n ) and G n (Θ n ) converge in probability to G 0 . It
Q.E.D.
As G 0 has the full column rank q, the limiting matrix G 0 Σ −1 G 0 is finite and positive definite. In this situation, the possible rates in D n (Θ n ) are the most ones forθ n .
The minimum distance estimation in (3.2) uses Σ −1 as a weight matrix in its distance. This weighting matrix Σ −1 is optimum in the sense that the derived minimum distance estimatorθ n of (3.2) has the smallest variance among a class of minimum distance estimates with other weighting matrix. This is, of course, wellknown for the regular minimum distance estimator as well as the generalized method of moments estimation in Hansen (1982) . This is also so for (3.2) under (3.8) in Proposition 2. Let a n be a p × p matrix where q ≤ p ≤ p, which converges to a limiting constant matrix a 0 . With the nonnegative definite matrix a n a n as a weighting matrix, a minimum distance estimation approach can be
Suppose the situation (3.8) holds and assume that a 0 G 0 has a full column rank. Similar to the proof of Proposition 2, we have
The generalized Schwartz inequality implies that
which shows that Σ −1 is the optimum weighting matrix.
Example 2. (A fully recursive linear system)
For the invertible linear system α = Aθ with a general constant matrix A, the condition (3.8) is not easily verifiable and the result in (3.9) may not be available. Proposition 2 may be valuable when A has certain special structures. Consider now A is a lower diagonal matrix with nonzero diagonal elements. In this case,
which has full rank as the diagonal elements of A are not zeros. In this situation, the minimum distance estimator ofθ n1 has the highest γ n1 -rate of convergence andθ np has the lowest γ np -rate of convergence.
Those rates are the most ones for components ofθ n in this case. Q.E.D.
When D n does depend on θ n , the diagonal elements of D n may or may not directly provide the proper rates for the various components ofθ n . Furthermore, the asymptotic distributions ofθ n1 , · · · ,θ np are unknown. The usefulness of the result in Proposition 2 may depend on specific problems.
However, the following proposition provides a clear implication on the asymptotic distribution of the constrained estimatorα
of α 0 under (3.8) in Proposition 2. It shows thatα cn is asymptotically efficient relatively to the unconstrained estimatorα n .
Proposition 3. Under Assumptions 1-4,
Γ n (α cn − α 0 ) D −→ N (0, G 0 (G 0 Σ −1 G 0 ) −1 G 0 ),(3.
11)
and thatα cn is asymptotically efficient relatively toα n .
That is,α cn is asymptotically efficient relatively toα n . Q.E.D.
The rates in Γ n for the constrained estimates inα cn from (3.11) may not be the most rates when p > q.
For the jth componentα cn,j , if the jth row of G 0 is not zero, (3.11) shows that γ nj (α cn,j − α j0 ) has a nondegenerate distribution and, hence, γ nj is the most rate forα cn,j . If the jth row of G 0 is zero, the limiting distribution of γ nj (α cn,j − α j0 ) is degenerate at zero and the γ nj may be improved. For some cases, the most rate forα cn,j might be recovered from other components ofα cn .
Example 3. (A simple but controversial example)
Consider the simple case that α = (α 1 , α 2 ) = (θ, θ) . In this case,
is a rate at least as fast as γ n2 and lim n→∞
. Thus, the minimum distance estimatorθ n has the large γ n1 -rate of convergence. Both the constrained estimates of α 1 and α 2 areθ n . Suppose thatα n2 has a slower rate of convergence in that l 21 = 0. The constrainedα cn,2 of α 2 has the faster rate γ n1 than that of the
. The constrained estimator of α 1 can be more efficient thanα n1 if σ 12 = 0. That is, when σ 12 = 0, poolingα n1
with an estimatorα n2 with a slower rate of convergence may result in a more efficient estimate relative tô α n1 . However, when σ 12 = 0, the estimator with slower rate of convergence would have no asymptotic effect.
These results seem controversial to familiar wisdom in that pooling independent estimates might improve efficiency of the resulted estimator, but pooling positively dependent estimates might improve efficiency in a lesser degree than pooling independent estimates. One would also wonder if the unconstrainedα n1 were efficient, how could any improvement be possible? We shall have more discussion on these issues in subsequent Section 6. Q.E.D.
Finally, we note that the condition (3.8) in Propositions 2 and 3 is important. Without (3.8), it is not obvious how to obtain the rate for the constrained estimatorα cn given the asymptotic distribution ofθ n .
Example 1 continue:
Consider l pj = 0 for all j = 1, · · · , (p − 1) in Example 1 with an invertible linear
. However, we know thatα cn =α n , i.e., the constrained and unconstrained estimates of α are identical. Yet,α n is known to have the most rates in Γ n . Q.E.D.
The following corollary provides a situation where the possible rate ofθ n may be available when D n (Θ) in (3.8) does depend on θ.
Proposition 4. Under Assumptions 1-4, suppose furthermore that there exists q × q matrices D 1n and
In Consider a three equations case that α = f (θ) where
There are three different situations: 
The minimum distance estimatorθ n1 has the fast rate γ n1 andθ n2 has the rate γ n2 . In the event that γ n3 is slower than both γ n1 and γ n2 in that l 31 = l 32 = 0, and σ 13 = σ 23 = 0, the third equation does not have an asymptotic effect onθ n .
. In this situation,
are valid. Thus,θ n1 andθ n2 have, respectively, the γ n1 and γ n3 rates.
The solutions G n and D n from Γ n ∂f (Θ) ∂θ = G n D n may not be unique. An alternative pair of solutions has
which implies thatθ n1 has the rate γ n1 andθ n1 +θ n2 has the rate γ n3 . The latter indicates that the constrained estimateα cn,3 has the rate γ n3 as in Proposition 3. As
, hence,θ n2 has the rate of γ n3 . This corresponds to the situation (3.12) in Proposition 4 with
In this situation, a pair of solutions has
which imply thatθ n1 has the γ n1 -rate andθ n1 +θ n2 has the γ n3 -rate. These correspond to the result in (3.11). Together, these imply that
,θ n2 has the order γ n1 . Jointly, one has
When l 13 = 0, bothθ n1 andθ n2 still have the most rate γ n1 , but γ n1 (θ n1 − θ 01 ) and γ n1 (θ n2 − θ 20 ) are asymptotically linearly dependent. This corresponds to (3.12) in Proposition 4 with
where A 0 is singular when l 13 = 0.
An alternative pair of solutions has
Example 5. (A case with D n depends on parameters)
Consider the constraints that α = f (θ) where
The matrices
∂θ . The matrix D n involves θ . With this rate matrix D n , it implies that γ n1 (θ n2 −θ 02 ) = O P (1) and 
The A 0 is singular if l 13 = 0. As θ1 θ2 is not zero, γ n1 is the most rate for bothθ n1 andθ n2 . Q.E.D.
The following proposition shows that the minimum distance estimation is indeed a minimum chi-square approach under the setting (3.8) of Proposition 2.
Proposition 5. Under Assumptions 1-4,
(3.14)
Proof: From (3.4) and (3.5),
As theθ n andθ nj 's converge in probability to θ 0 , (3.8) implies that H n p → H, where
which is an idempotent matrix with rank (p − q). Hence,
In the classical minimum chi-square estimation, the minimum χ 2 goodness-of-fit statistic can be asymptotically decomposed into a sum of two χ 2 goodness-of-fit statistics for the testing of nested hypotheses. This result can be generalized in a certain setting for the pooling parameters with various rates of convergence.
Specifically, suppose there are constraints in θ of α = f (θ) such that θ = h(δ) where h is a continuous differentiable function from R q to R r with p > q > r. With (3.1) and (3.2), under the setting in (3.8), the minimum distance estimatorθ n has the limiting distribution in (3.9). Suppose that D 1n is a diagonal rate matrix forθ n which does not depend on θ, 3.9) . In this situation, the δ can be estimated via the minimum distance approach:
The goodness-of-fit statistic of (3.15) provides a test of the validity of θ = h(δ). On the other hand, the two constraints α = f (θ) and θ = h(δ) can be combined into one as α = f (h(δ)). The δ can then be estimated via the following minimum distance estimation
Assumption 5.
(i) The parameter spaces Θ and ∆ are compact convex subsets with their true parameters in their interiors.
(ii) The mappings f and h are differentiable.
The following proposition shows that under similar settings in (3.8) for each of the minimum distance approaches in (3.2), (3.15) and (3.16), the goodness-of-fit of joint testing statistic from (3.16) can be asymptotically decomposition in the sum of testing separately the (nested) constraints.
Proposition 6. (decomposition of nested hypothesis tests) Under Assumption 5, suppose that α = f (θ)
and
is continuous at Θ 0 and G 10 = G 1 (Θ 0 ) has full rank q. In addition, suppose that D 1n is a diagonal rates matrix which does not depend on θ, and D 1n 
Then,
(3.17)
Proof: From the conditions in the proposition, one has G 30 = G 10 G 20 . This is so, because
and the conditions that
,
Most of the results can be generalized to some other minimum distance frameworks. In the following paragraphs, we briefly discuss two possible extensions which are of interest.
Suppose that α and θ are related implicitly in a p-dimensional vector value function f (α, θ) with θ ∈ R q and 0 < q ≤ p such that f (α 0 , θ 0 ) = 0. Suppose that Γ n is a p × p diagonal rates matrix such that
The minimum distance estimation can be
By the mean value theorem,
Assumption 6.
(i) The parameter space × is a compact convex subset of R q . The mapping f (α, θ) is differentiable with θ and ∂f (α,θ) α is continuous on Θ × N (α 0 ) where N (α 0 ) is a neighborhood of α 0 .
(ii) There exists a p × q matrix G n (Θ; α) and a q × q nonsingular matrix D n (Θ; α) such that 
Under the setting in Assumption 6, similar to Propositions 2 and 3, the following results can be obtained.
Proposition 7. Under Assumption 6,
Proof: Under the setting in (3.21), let
The expansion of the first order condition of (3.19) and the setting in (3.21) imply that
Another generalization of the minimum distance approach is for the case that there exists a sequence of functions {f n } which relates a sequence of α n in R p to θ in R q by
At θ 0 , one has α n0 = f n (θ 0 ). Supposeα n is a sequence of estimators depending on sample size n such that
where Σ is nonsingular. A generalization of the minimum distance estimation for θ in (3.24) can be
(3.25)
Assumption 7.
(i) The parameter space Θ is a compact convex set with θ 0 in its interior.
(ii) The mapping f (θ, α) is differentiable with θ.
(iii) There exists a p × q matrix G n (Θ) and a q × q nonsingular matrix D n (Θ) such that
where {G n (Θ)} converges to some matrix G(Θ) uniformly in Θ, G(Θ) is continuous at Θ 0 , and G 0 has the full rank q.
The identification of θ 0 can be based on the following condition. 27) where N (θ 0 ) is an open neighborhood of θ 0 with radius andN (θ) is its complement in R q .
Assumption 8. (identification uniqueness condition) For any
This identification condition states that θ 0 is the unique maximum of f n (θ) when n is large enough and it remains so in the limiting process. Similar condition has been formulated in White (1994) 
Proof: Suppose thatθ n does not converge in probability to θ 0 . Then, there exists > 0 such that
Therefore, there exists a subsequence of n such that Γ n (f n (θ n ) − f n (θ 0 )) goes to infinity. The remaining proof of consistency is similar to that of Proposition 1. Theθ n must be consistent.
The derivation of the asymptotic distribution under the setting (3.26) is similar to that of Proposition 3.
The goodness-of-fit statistic being asymptotic χ 2 follows by similar arguments to those in Proposition 5.
Within and Between Groups Estimates of the Social Interactions Model
Suppose that the sample sizes m r 's are not the same across groups, the within equation in (2.6) can be estimated by the nonlinear least squares procedure:
where where
where σ 2 v and σ 2 are, respectively, the variances of v r and r .
4.1: Within estimator when group sizes m r 's may differ across groups
We shall first assume that m r 's may vary across different groups. Let
. The asymptotic distribution of the nonlinear least squares estimator may be derived viaα n1 − α 10 = −(
with proper normalization, where α 10 denotes the true parameter vector of α 1 andᾱ n1 lies between α n1 and α 10 for each component of the first derivatives of S n . However, one needs to be careful about the most rates of convergence of
in probability and
in distribution. The first order derivatives of f ri (α 1 ) with α 1 are
The second order derivatives are
Let X r1 and X r2 be, respectively, the m r × k 1 and m r × k 2 matrices of x ri,1 and x ri,2 . Similarly, let E r be the m r -dimensional column vector of ri . Define J r = I mr − 1 mr l mr l mr where l mr is the m r -dimensional column vector of ones. As
∂fri (α1) ∂α1 , the derivatives of S n at α 10 with proper normalizations are
Therefore, as both m → ∞ and R → ∞,
Taking into account the appropriate rates,
∂S n (α 10 ) ∂α .
, it can be checked with (4.3) and (4.4) that Γ 
4.2: Within estimator when all groups have the same group size
In this case, m r = m for all r = 1, · · · , R. The within equation shall be rewritten as The sequence α n,10 in (4.12) can be estimated by the ordinary least squares method. Let X r = (x r1 , · · · , x rmr ) and Y r = (y r1 , · · · y rmr ) be the observations for the rth group. Denote J r = I mr − l mr l mr where l mr is a m r -dimensional column vector of units. The least squares estimator of α n,10 iŝ
As n goes to infinity,
(4.14)
4.3: Between estimator when x r 's have different means across groups
For models with small group interactions, {m r } is a bounded sequence, the OLS estimateα n2 would converge in probability to α 20 at the interactions, it would be meaningful to consider the asymptotic with both R and m tend to infinity. For the case that m → ∞, the rates of convergence of theα n2 would depend on moment characteristics ofx r 's. If plim n→∞ 1 RX R J RXR exists and is a nonsingular matrix, under some regularity conditions
(v r +¯ r ). 
Pooling the Within and Between Equations Estimates
Because the errors in the within equation are uncorrelated with the between equation, the within and between estimators are uncorrelated. So, for the pooling procedure, the Σ is a diagonal block matrix with Σ 11 and Σ 22 .
Groups sizes m r may differ across groups
The nonlinear least squares estimatesβ 1n ,β 2n andλ n ofα n1 of the within equation ( 
where k 1 and k 2 are, respectively, the dimensions of x r,1 and x r,2 , and k is the total number of distinct regressors in x r,1 and x r,2 .
5.1.1. All the regressors in x r,1 and x r,2 are distinct variables
Consider the simpler case that all the regressors in x ri,1 and x ri,2 are all distinct. In this case, the componentsα n2 has estimated separately the ratios β10
(1−λ0) and β20
(1−λ0) of the between equation. Thus,
The gradient vector of f (θ) multiplied by its rates matrix in (5.1) and evaluated at a different value of θ at each row is
where the symbol is intended to mark the distinction that the parameters in a row may differ from those in other rows within a row block matrix marked with as well as cross row blocks marked with another with a different subscript. The G n and D n matrices in (3.8) exist. The G n and D n are When x ri 's are i.i.d., R * = R/m and the limit matrix G 0 is
The G 0 has the full column rank. From Proposition 2, 5) which is less than Σ 11 of the within estimator. The information of the between equation reduces the variance of the minimum distance estimates of β 10 , β 20 and λ 0 by the amount in the second term of (5.5). In this case, even though the minimum distance estimateλ n may be more efficient relatively to the within estimatê λ n from Proposition 3, its rate of convergence is still R/m. This is also true for the minimum distance estimateβ n2 of the contextual effect.
Case (ii): x ri 's have different means for different groups
For this case, R * = R. It has 6) which has the full column rank when β 10 = 0. From Proposition 2,
In this case, the minimum distance estimateλ n has the √ R-rate of convergence, while the within estimateλ n has only the R/m-rate. This is also true for the minimum distance estimateβ n2 of the contextual effect.
The minimum distance estimateβ n1 and the within estimateβ n1 have the same √ n-rate. The minimum distance estimateβ n1 has a smaller limiting variance than that ofβ n1 . One has
where J k1 = (I k1 , 0) is a selection matrix. The limiting variance ofβ n1 is less than that ofβ n1 because there are correlations ofβ n1 withβ n1 andλ n1 of the within estimates.
In general, as the number of parameters in α is p = 2(k 1 + k 2 ) + 1 and the number of constrained In this case,
With (5.1) and (5.9),
which can be decomposed as in (3.8) with 10) and
The G 0 has full column rank. The limiting variance (G 0 Σ −1 G 0 ) −1 has a similar pattern in (5.5).
If R * = R, then
where G 0 has the full column rank as β 110 = 0. The limiting variance (G 0 Σ −1 G 0 ) −1 of the minimum distance estimator has the pattern in (5.7).
For this situation, p = k 1 +2k 2 +k 1 1+1 and q = k 1 +k 2 +1. The goodness-of-fit statistic is asymptotically χ 2 distributed with (k 11 + k 2 ) degrees of freedom. The (k 11 + k 2 ) is the total number of distinct variables in x ri .
All groups have the same size
When all groups have the same size, m r = m for all r. In this case, both the within and between equations are linear in parameters and those parameters can simply be estimated by the method of least squares. Consider the general case in 5.1.2 where some regressors in x ri,1 and x ri,2 are overlapped. The within equation (2.6) becomes In this case, the minimum distance estimation is in the framework of (3.24) and (3.25) with
When R * = R/m, then the limiting matrix of G n as both R and m go to infinity is
where both of them have the full column rank as β 110 = 0. The minimum distance estimatesβ n1 ,β n2 and λ n have, respectively, the For this model, p = 2(k 11 +k 12 +k 22 ) = k 1 +k 2 +k 11 +k 22 and q = k 1 +k 2 +1. Hence, the goodness-of-fit test is asymptotically χ 2 distributed with (k 11 + k 22 − 1) degrees of freedom.
Pooling Estimates -some Numerical Illustrations
The case of direct pooling of estimates in Example 3 is a case of importance as its results are contradictory to conventional wisdom. It is illustrative to consider the pooling of two estimates, i.e., α = (α 1 , α 2 ) = (θ, θ) , where γ n1 is a rate at least as fast as γ n2 and lim n→∞ γn2 γn1 = l 21 < ∞. From Proposition 3, the minimum distance estimatorθ n has the large γ n1 -rate of convergence. The constrained estimateα cn,1 is the minimum distance estimateθ n . The limiting variance of
from (3.11).
Whenα n2 has a slower rate of convergence thanα n1 in that l 21 = 0, V c = 1 0 0 0 /σ 11 and However, when σ 12 = 0, the estimator with slower rate of convergence would have no asymptotic effect.
These results seem contradictory to conventional wisdom that pooling independent estimates might improve efficiency of the resulted estimator, but pooling positively dependent estimates might improve efficiency in a lesser degree than pooling independent estimates.
The conventional results are, however, for the case whenα n1 andα n2 have the same rate of convergence, i.e., 0 < l 21 < ∞. These results are covered from (3.11) in Proposition 3. In this case,
When ρ > 0, the pooled estimator (constrained estimator) in the dependent case has larger variance than that of the independent case. We see that the results in Proposition 3 cover these classical results.
There is an interesting implication on efficient estimators. Ifα n1 were an efficient estimator of θ 0 , it would be impossible to obtain an improved estimator by pooling estimates. For efficient estimator, one has cov(α n1 ,α n2 ) = var(α n1 ), see, e.g., Hausman (1978) and Ruud (2000, p.185) . For the case with the same rate of convergence forα n1 andα n2 with l 21 = 1, it implies that σ 12 = σ 11 . Therefore, ω −1 = (σ 11 + 2σ 12 + σ 22 ) −1 = (σ 11 σ 22 − σ of convergence, when l 21 = 0, the implication of Proposition 3 would be that σ 12 must be zero; otherwise, the efficient estimatorα n1 would be improved upon by the minimum distance estimation.
The preceding implication can be illustrated more clearly in a familiar regression framework. Consider the situation that γ n1 (α n1 − θ 0 ) = n1 and γ n2 (α n2 − θ 0 ) = n2 where E( n ) = 0 and Σ n = var( n ) with n = ( n1 , n2 ). That is, we consider the case that bothα n1 andα n2 are unbiased estimates of θ 0 . Suppose that Σ n converges to Σ as n → ∞. The minimum distance estimatorθ n with Σ −1 n as the weighting matrix would be exactly the generalized least squares estimator (GLSE) of θ 0 :
This estimator is the best linear unbiased estimator according to the Gauss-Markov theorem. As the variance of the GLSE is var(
as obtained before. The var(α n1 ) = σ n,11 /γ 2 n1 and cov(α n1 ,α n2 ) = σ n,12 /(γ n1 γ n2 ). Ifα n1 were efficient (within the linear unbiased class of estimators), cov(α n1 ,α n2 ) = var(α n1 ) for any finite n (see Ruud (2000, p.185, Proposition 8) ). It follows that σ n,12 = γn2 γn1 σ n,11 . In the limit as n → ∞, σ 12 = l 21 σ 11 = 0 when l 21 = 0. Thus, we can conclude that while the estimate with a high rate of convergence can be improved upon by pooling it with estimates with lower rates of convergence in the event that they are correlated in their limiting distributions, the improvement can occur only when the estimator with a high rate of convergence is not an efficient estimator to begin with.
The covariance σ 12 plays a different role with l 21 = 0 for different rates case as compared with the case with the same rate of convergence. These implications are asymptotic results. For subsequent discussion, when the estimates have the same rate of convergence, we shall set γ n1 = γ n2 so that l 21 = 1 for simplicity.
In a finite sample setting, γ n2 /γ n1 will lie between 0 and 1. It would be of interest in having some insight into the finite sample situation. This may be possible with the GLSE in (6.2). Here we report some findings on (6.3) with some numerical illustration. For simplicity, consider Σ n = Σ a constant variance matrix and assume σ 11 = σ 22 = 1. The (6.3) becomes
At a given value of ρ, the variance of γ n1 (θ n − θ 0 ) in (6.5) is a function of the rates ratio γ n2 /γ n1 . Figure   1 plots this variance function with various values of ρ. For the case where the unconstrained estimatesα n1
andα n2 have the same rates of convergence, this ratio is one. When there are different rates of convergence, the asymptotic results correspond to this ratio being zero. The left and right edges of Figure 1 confirm these results. With same rates, variance reduction decreases as ρ increases. But variance reduction increases with increasing ρ in absolute value for the case with different rates of convergence. These two forces are in opposite directions.
" Figure 1 here" For zero and negative values of ρ, the variance function in (6.5) is decreasing in the rates ratio. For any nonnegative value of ρ, this variance function is first increasing than decreasing in rates ratio and it has a unique maximum at ρ. The maximum occurs with the variance equal to one at its upper bound. This point represents the cancelation of the two opposite forces in variance reduction. Figure 1 illustrates these features of the variance function in terms of rates ratio.
The rates ratio shall be related to the size n of a sample in practice. Suppose γ n1 = n α and γ n2 = n β for some α and β with α ≥ β > 0. Figure 2 plots the relation between sample size n and corresponding rates ratio n β /n α for several possible values of α and β.
" Figure 2 here"
The sample size in Figure 2 is from 100 to 5000. For α = 1/2 and β = 1/3, the corresponding range is around 0.28 to 0.47. This has the implication (from Figure 1 ) that, for samples with sizes in hundreds, pooling √ nrate estimateα n1 with n 1/3 -rate estimateα n2 may have effective variance reduction for cases with ρ larger " Figures 3, 4 , 5, and 6 here"
When ρ is small or ρ is negative, Figures 3 and 6 show that variance reduction may also be achieved for α = 1/2 and β = 1/3 or β = 1/4 when sample size are in hundreds. This is so because when the corresponding rates ratios n β /n α are not close to zero, the conventional variance reduction force (for case with same rates) dominates the second force (for case with different rates). Figures 7 and 8 illustrate the variance function in terms of ρ for a given sample size, namely, n = 200 for Figure 7 and n = 3000 for Figure 8 .
" Figures 7 and 8 here'
The variance function has a maximum of unity at ρ equal to the corresponding rates ratio, namely, n β /n α here. So for the rates ratio n 1/3 /n 1/2 with n = 200, the variance is closed to one at ρ = 0.41. For the ratios n 1/3 /n 1/2 with n = 3000 and n 1/4 /n 1/2 with n = 200, the variance is one around ρ = 0.26. These correspond to finite sample properties of the pooled estimator. For large sample, unit variance shall occur at small value of ρ in absolute value. Overall, for a given sample size, variance reduction may be effective when an estimate with a high rate of convergence is pooled with estimates with much relatively lower rates of convergence when their limiting distributions are correlated. Estimates with extreme low rates of convergence may provide greater variance reduction as long as their normalized distributions are highly correlated.
Conclusion
In this paper, we consider the extension of the classical minimum distance estimation for the pooling of estimates which may have different rates of convergence. We have considered the situation where the constrained estimates may have improved rates of convergence. We show that unconstrained estimates with lower rates of convergence may improve the asymptotic efficiency of the pooled (constrained) estimates when unconstrained estimates with proper rate normalizations are correlated with each other in their limiting distributions. The generalized minimum distance estimation is shown to be a minimum χ 2 approach. The minimized distance statistic is asymptotic χ 2 -distributed, which provides a goodness-of-fit test of the validity of constrains.
Our investigation is motivated by a pooling issue in a social interactions model. We pay special attention on the possibility of pooling the within and between group equations implied by this social interactions model. The within and between group estimates for the model with large group interactions may have different rates of convergence. The rates of convergence of the minimum distance estimates reveal the relative possible precision on the estimation of endogenous interaction effect and exogenous interaction effect in such a model. The minimized distance statistic provides a test of the validity of random group effect vs fixed effect specifications in this social interactions model.
