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The active subspace method, as a dimension reduction technique, can substantially re-
duce computational costs and is thus attractive for high-dimensional computer simulations.
The theory provides upper bounds for the mean square error of a given function of interest
and a low-dimensional approximation of it. Derivations are based on probabilistic Poincare´
inequalities which strongly depend on an underlying probability distribution that weights
sensitivities of the investigated function. It is not this original distribution that is crucial
for final error bounds, but a conditional distribution, conditioned on a so-called active
variable, that naturally arises in the context. Existing literature does not take this aspect
into account, is thus missing important details when it comes to distributions with, for
example, exponential tails, and, as a consequence, does not cover such distributions theo-
retically. Here, we consider scenarios in which traditional estimates are not valid anymore
due to an arbitrary large Poincare´ constant. Additionally, we propose a framework that
allows to get weaker, or generalized, estimates and that enables the practitioner to control
the trade-off between the size of the Poincare´ type constant and a weaker order of the final
error bound. In particular, we investigate independently exponentially distributed random
variables in 2 and n dimensions and give explicit expressions for involved constants, also
showing the dependence on the dimension of the problem. Finally, we formulate an open
problem to the community that aims for extending the class of distributions applicable to
the active subspace method as we regard this as an opportunity to enlarge its usability.
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1 Introduction
Many modern computational problems, having a large number of input variables or parameters, suf-
fer from the “curse of dimensionality”, a phenomenon characterized by a growth of computational
complexity in the number of unknowns. For practitioners in this situation, the computations or sim-
ulations get too expensive or even intractable. The active subspace method (ASM), or shorter, active
subspaces [9, 10], is a set of tools for dimension reduction which reduce the effects caused by the curse
of dimensionality. ASM splits an Euclidean input space into a so-called active and inactive subspace
based on average sensitivities of a real-valued function of interest. The sensitivities are found by an
eigendecomposition of a matrix involving outer products of the function’s gradient with itself. That is,
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eigenvalues indicate average sensitivities of a function of interest in the direction of the corresponding
eigenvector. Eigenvectors and eigenvalues belonging to the active subspace are then considered as
dominant for the global behavior of the function of interest, whereas the inactive subspace is regarded
as negligible. That means, ASM reduces the dimension of a problem while keeping as much infor-
mation as necessary. The practical usability of ASM has already been demonstrated for several real
case studies in various applied disciplines, see, e. g., [14, 20, 23, 24, 25]. It has also motivated other
methodological advances, e. g., in the solution of Bayesian inverse problems [22] by an accelerated
Markov chain Monte Carlo algorithm [12], in uncertainty quantification and propagation [8, 26], and
in the theory of ridge approximation, see, e. g., [11, 15, 16].
However, ASM is only one dimension reduction technique among others. For example, likelihood-
informed dimension reduction for the solution of Bayesian inverse problems [13] is based on a similar
idea. This approach, however, analyzes the Hessian matrix of the function of interest instead of the
gradient. An extension to vector-valued functions in gradient-based dimension reduction is given by
[30]. Dimension reduction for nonlinear Bayesian inverse problems based on the Kullback-Leibler
(KL) divergence of approximate posteriors and (subspace) logarithmic Sobolev inequalities, including
a comprehensive comparison of several other techniques, was provided by the authors of [31].
A main result in ASM theory is an upper bound on the mean square error between the original
function of interest and its low-dimensional approximation on the active subspace. The corresponding
proof is based on an inequality of Poincare´ type which is probabilistic in nature since ASM involves
a probability distribution that weights sensitivities of the function of interest at different locations
in the input space. The upper bound consists of the product of a Poincare´ type constant and the
sum of eigenvalues corresponding to the inactive subspace, called inactive trace in the following. The
constant derived in [10] is claimed to depend only on the original distribution which is generally
incorrect. Also, to the knowledge of the authors, existing theory for dimension reduction techniques
based on Poincare´ or logarithmic Sobolev inequalities are subject to quite restrictive assumptions
on the involved probability distribution. These assumptions comprise either the distribution having
compact support or its density ρ being of uniformly log-concave form, i. e., ρ(x) = exp(−V (x)), where
V is such that its Hessian matrix V ′′(x)  αI for each x and some α > 0. By the famous Bakry-E´mery
criterion, the latter assumption implies a logarithmic Sobolev inequality and Poincare´ inequality with
universal Poincare´ constant 1/α, see, e. g., [2, 27]. Note that the case α = 0, i. e., V being only convex,
is not covered. However, Bobkov [5] showed that a Poincare´ inequality is still satisfied in this case
and gave lower and upper bounds on the corresponding Poincare´ constant. Distributions with heavier
tails, i. e., for α = 0, as, e. g., exponential or Laplace distributions, do not satisfy the assumptions
above, but are, however, of practical relevance.
In ASM theory, it is not the original distribution that must satisfy a Poincare´ inequality, but a
conditional distribution on the inactive subspace, which depends on a variable defined on the active
subspace, has to do so. Both assumptions on the original distribution from above are in fact passed on
to the conditional distribution. However, the case α = 0 is cumbersome. We shall give an example for
this case regarding a distribution that itself satisfies a Poincare´ inequality, but might not be applicable
at all or only with care due to an arbitrary large constant in the final bound for the mentioned mean
square error. Our arguments are based on the bounds for corresponding Poincare´ constants given
by Bobkov in [5]. We also describe a way to still get upper bounds in this situation, however with
a weaker, reduced order in the inactive trace. This order reduction is controllable in the sense that
the practitioner can decide for the actual trade-off between the order of the inactive trace and the
size of the corresponding Poincare´ type constant. The mentioned general problem and its solution is
exemplified on independently exponentially distributed random variables in 2 and n dimensions. Also,
it is shown that the final constant is very much depending on the dimension of the problem. However,
since this example is rather artificial, we formulate an open problem to the community at the end
that aims at extending the class of distributions for which the bounds and the involved constants are
explicitly or at least intuitively available in order to expand the applicability of ASM to more scenarios
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of practical interest. In particular, the class of multivariate generalized hyperbolic distributions is a
rich class that is, in our opinion, worthwhile to get investigated.
The outline of the manuscript is as follows. Section 2 gives an introduction to ASM and its formal
context. In Section 3, we recall results involving compactly supported and normal distributions.
The main results consisting of a motivation and discussion of the mentioned problems, with the
independently exponentially distributed random variables as an extreme example, are presented in
Section 4. We provide some comments and formulate an open problem to the community as an
outlook in Section 5. Finally, a summary is given in Section 6.
2 Active subspaces
The active subspace method is a set of tools for gradient-based dimension reduction [9, 10]. Its aim
is to find directions in the domain of a function f along which the function changes dominantly, on
average. For illustration, consider a function of the form f(x) = g(A>x) with a so-called profile
function g and a matrix A ∈ Rn×k, 1 ≤ k ≤ n, n ≥ 2. Functions of this type are called ridge functions
[21]. Note that f is constant along the null space of A>. Indeed, for x ∈ dom(f) and v ∈ N (A>)
such that x+ v ∈ dom(f), it holds that
f(x+ v) = g(A>(x+ v)) = g(A>x) = f(x). (2.1)
That is, f is intrinsically at most k-dimensional. For arbitrary f , the general task is to find a
suitable dimension k, a function g : dom(g) → R, dom(g) ⊆ Rk, and a matrix A ∈ Rn×k such that
f(x) ≈ g(A>x).
For this, the active subspace method, as a gradient-based dimension reduction technique, needs to
assume that the function of interest f : X → R is continuously differentiable with partial derivatives
that are square-integrable w.r.t. a probability density function ρX . We define X ⊆ Rn to be the
support of ρX , i. e., the closure of the set X+ := {x ∈ Rn | ρX(x) > 0}. We assume that X is a
continuity set, that is, its boundary is assumed to be a Lebesgue null set. The central object of
investigation is a covariance-type matrix constructed with outer products of the gradient of f , ∇f =
∇xf , with itself,
C :=
∫
Rn
∇f(x)∇f(x)>ρX(x) dx. (2.2)
Since C is real symmetric, there exists an eigendecomposition C = WΛW> with an orthogonal
matrix W ∈ Rn×n and a diagonal matrix Λ ∈ Rn×n with descending eigenvalues λ1, . . . , λn on its
diagonal. The positive semidefiniteness of C additionally ensures that λ1 ≥ · · · ≥ λn ≥ 0.
The behavior of the function f and the eigendecomposition of C have an interesting, exploitable
relation, i. e.,
λi = w
>
i Cwi =
∫
Rn
(w>i ∇f(x))2ρX(x) dx, i = 1, . . . , n. (2.3)
If, for example, λi = 0 for some i, then we can conclude that f does not change in the direction of
the corresponding eigenvector wi. That is, if eigenvalues λi, i = k+ 1, . . . , n, are sufficiently small for
a suitable k ≤ n− 1, or even zero as in the case of ridge functions, then f can be approximated by a
lower-dimensional function. Formally, this corresponds to a split of Λ and W , i. e.,
Λ =
(
Λ1
Λ2
)
and W =
(
W1 W2
)
, (2.4)
where Λ1 ∈ Rk×k, Λ2 ∈ Rn−k×n−k and W1 ∈ Rn×k, W2 ∈ Rn×n−k.
Since
x = WW>x = W1W>1 x+W2W
>
2 x = W1y +W2z, (2.5)
3
the split of W suggests a new coordinate system (y, z) for the active variable y := W>1 x ∈ Rk and
the inactive variable z := W>2 x ∈ Rn−k. The range of W1, R(W1) := {W1y |y ∈ Rk} ⊆ Rn, is called
the active subspace of f . Note that the new variable y is aligned to directions on which f changes
much more, on average, than on directions the variable z is aligned to.
For the remainder, we define
Y := W>1 X = {W>1 x |x ∈ X} and Z := W>2 X = {W>2 x |x ∈ X}. (2.6)
Also, for y ∈ Y and z ∈ Z, let
Jy, zK := Jy, zKW := W1y +W2z (2.7)
to concisely denote changes of the coordinate system.
Variables x, y, and z can also be regarded as random variables X, Y , and Z, respectively, that are
defined on a common probability space (Ω,F ,P). The orthogonal variable transformation x 7→ (y, z)
induces new probability density functions for random variables Y and Z. That is, the joint distribution
for (Y ,Z) is
ρY ,Z(y, z) = ρX(Jy, zK). (2.8)
Corresponding marginal and conditional densities are defined as usual. Additionally, set
Y+ := {y ∈ Rk | ρY (y) > 0} (2.9)
to denote the set of all values for the active variable y with a strictly positive density value. We
frequently use that for a ρX -integrable function h : X → R, it holds that
E[h(X)] = E[E[h(JY ,ZK) |Y ]]. (2.10)
Given the eigenvectors in W , we still need to define a lower-dimensional function g approximating f .
For y ∈ Y+, a natural way is to define g(y) as the conditional expectation of f given y, i. e., as an
integral over the inactive subspace weighted with the conditional density ρZ|Y (·|y). Recall that this
approximation is the best in an L2 sense [18, Corollary 8.17]. Hence, we set
g(y) := E[f(JY ,ZK) |Y = y]
=
∫
Rn−k
f(Jy, zK) ρZ|Y (z|y) dz (2.11)
for y ∈ Y+. Additionally, we define
fg(x) := g(W
>
1 x) (2.12)
for x ∈ X ◦, where X ◦ denotes the interior of X . Note that W>1 x ∈ Y◦ ⊆ Y+ for x ∈ X ◦, where Y◦
denotes the interior of Y.
One of the main results in ASM theory is a theorem that gives an upper bound on the mean square
error of fg approximating f . The upper bound is the product of a Poincare´ constant CP > 0 and the
sum of n− k eigenvalues corresponding to the inactive subspace, called inactive trace. That is, if the
inactive trace is small, then the mean square error of fg approximating f is also small. Mathematically,
for a given probability density function ρX , the theorem states that
E[(f(X)− fg(X))2] ≤ CP(λk+1 + · · ·+ λn) (2.13)
for a Poincare´ constant CP = CP(ρX) > 0.
The computation starts with
E[(f(X)− fg(X))2] = E[E[(f(JY ,ZK)− g(Y ))2 |Y ]] (2.14)
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≤ E[CY E[|∇zf(JY ,ZK)|2 |Y ]], (2.15)
where we used a probabilistic Poincare´ inequality w.r.t. ρZ|Y (·|y) for a given y ∈ Y+. Note that the
Poincare´ constant Cy of ρZ|Y (·|y) depends on y. In [10, Theorem 3.1], it was indirectly assumed that
this constant does not depend on y. So, if CP := ess supCY < ∞, i. e., the distribution of CY has
compact support, then we can continue with
E[(f(X)− fg(X))2] ≤ CP E[E[|∇zf(JY ,ZK)|2 |Y ]]. (2.16)
The rest of the calculation is as in [10, Lemma 2.2 and Theorem 3.1]. We repeat the steps here for
the sake of completeness. So, first, note that ∇zf(Jy, zK) = W>2 ∇xf(Jy, zK). Then, we write
E[E[|∇zf(JY ,ZK)|2 |Y ]] = trace(E[E[∇zf(JY ,ZK)∇zf(JY ,ZK)> |Y ]])
= trace
(
W>2 E[E[∇xf(JY ,ZK)∇xf(JY ,ZK)> |Y ]]W2)
= trace
(
W>2 E[∇xf(X)∇xf(X)>]W2
)
= trace
(
W>2 CW2
)
= trace
(
W>2 WΛW
>W2
)
= trace (Λ2) = λk+1 + · · ·+ λn.
(2.17)
The next section gives two examples for types of densities ρX that are well-known to imply a
probabilistic Poincare´ inequality for ρZ|Y (·|y) and allow a uniform bound on its constant Cy. It is
emphasized again that it is not about ρX satisfying a probabilistic Poincare´ inequality, but ρZ|Y (·|y)
has to do so.
3 Compactly supported and normal distributions
The uniform distribution, as a canonical example of a distribution with compact support X , is well-
known to satisfy a probabilistic Poincare´ inequality on its own and to imply the same for densi-
ties ρZ|Y (·|y) which are also uniform. Note that a probabilistic Poincare´ inequality involving a uni-
form distribution is actually equivalent to a regular Poincare´ inequality w.r.t. the Lebesgue measure.
The following theorem is a slightly more general result. We add a convexity assumption on X ◦ since
it makes Poincare´ constants explicit. Recall that the Poincare´ constant for a convex domain with
diameter d > 0 is d/pi, see, e. g., [4].
Theorem 3.1. Assume that X is compact and convex. If 0 < δ ≤ ρX(x) ≤ D < ∞ for all x ∈ X ◦,
then
E[(f(X)− fg(X))2] ≤ Cbc(λk+1 + · · ·+ λn) (3.1)
for a constant
Cbc = Cbc(δ,D,X ) := diam(X )
pi
· D
δ
> 0. (3.2)
Proof. Define
Z◦y = {z ∈ Rn−k | Jy, zK ∈ X ◦} ⊆ Z (3.3)
and note that it is convex for y ∈ Y+. It holds that diam(Z◦y) ≤ diam(Z) ≤ diam(X ). Note that
δ
ρY (y)
≤ ρZ|Y (z|y) ≤
D
ρY (y)
(3.4)
for y ∈ Y+ and z ∈ Z◦y. This justifies the following lines of computation for y ∈ Y+,
E[(f(JY ,ZK)− g(Y ))2 |Y ] = ∫
Z◦y
(f(Jy, zK)− g(y))2 ρZ|Y (z|y) dz (3.5)
5
≤ D
ρY (y)
∫
Z◦y
(f(Jy, zK)− g(y))2 dz (3.6)
≤ diam(Z
◦
y)
pi
D
ρY (y)
∫
Z◦y
|∇zf(Jy, zK)|2 dz (3.7)
≤ diam(X )
pi
D
δ
∫
Z◦y
|∇zf(Jy, zK)|2 ρZ|Y (z|y) dz (3.8)
=
diam(X )
pi
D
δ
E[|∇zf(JY ,ZK)|2 |Y ]. (3.9)
Then, combining Eq. (2.17) with Eq. (3.9) yields the result in Eq. (3.1).
Also, it is well-known that the Poincare´ constant is one for the multivariate standard normal dis-
tribution N (0, I) [7]. Since its density is rotationally symmetric, random variables Y and Z are
independent and each follow again a standard normal distribution. Hence, it holds that CP = 1 in
Eq. (2.13). For general multivariate normal distributions N (m,Σ) with mean m and non-degenerate
covariance matrix Σ, shifting and scaling arguments give that CP = λmax(Σ) in Eq. (2.13).
4 Main results
This section contains the main contribution of the manuscript which lies in an investigation of general
log-concave probability measures w.r.t. their applicability for ASM. Log-concave distributions have
Lebesgue densities of the form ρX(x) = exp(−V (x)) for a convex function V : Rn → (−∞,+∞]. Note
that +∞ is included in the codomain of V . The conditional density ρZ|Y (·|y) for a given y ∈ Y+ is
then given by
ρZ|Y (z|y) =
exp(−V (Jy, zK))
ρY (y)
= exp(−V˜y(z)), (4.1)
where V˜y(z) := V (Jy, zK) + log(ρy(y)). Note that V˜y inherits convexity (in z) from V . Bobkov [5]
shows that general log-concave densities satisfy a Poincare´ inequality and gives lower and upper bounds
on the corresponding Poincare´ constant.
First, we discuss the special case of α-uniformly convex functions V which are known to satisfy a
Poincare´ inequality with universal Poincare´ constant 1/α implying their applicability in the context
of active subspaces due to CP = ess supCY = 1/α <∞. However, the assumption of the density ρX
being of uniformly log-concave type is somewhat restrictive since it excludes distributions with heavier
tails as, for example, exponential or Laplace distributions. For this reason, we investigate more
general log-concave densities and show that there might arise problems with this class of probability
distributions. In addition, the problems and their proposed solution are exemplified on an extreme case
example involving independently exponentially distributed random variables in 2 and n dimensions.
4.1 α-uniformly convex functions V
Definition 4.1 (α-uniformly convex function). A function V ∈ C2 is said to be α-uniformly convex,
if there is an α > 0 such that for all x ∈ Rn it holds that
u>V ′′(x)u ≥ α‖u‖22 (4.2)
for all u ∈ Rn, where V ′′ denotes the Hessian matrix of V .
In [27, p. 43–44], it was shown that there is a dimension-free Poincare´ constant 1/α for α-uniformly
log-concave ρX . Note that this says nothing about the special case α = 0. The existence of a
dimension-free Poincare´ constant for this special case is a consequence of the famous Kannan-Lova´sz-
Simonovits conjecture, see, e. g., [1, 19]. However, since we need a Poincare´ inequality for ρZ|Y (·|y),
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y ∈ Y+, we have to show that α-uniformly log-concavity of ρX implies α-uniformly log-concavity of
ρZ|Y (·|y). So, let y ∈ Y+. Recall that ρZ|Y (z|y) = exp(−V˜y(z)) for a convex function V˜y(z) :=
V (Jy, zK) + log(ρy(y)). The Hessian matrix V˜ ′′y (z) (w.r.t. z) computes to
V˜ ′′y (z) = W
>
2 V
′′(Jy, zK)W2. (4.3)
Choose w arbitrarily. For every z ∈ Rn−k, it holds that
w>V˜ ′′y (z)w = (W2w)
>V ′′(Jy, zK) (W2w) (4.4)
≥ α‖W2w‖22 = α‖w‖22. (4.5)
That is, ρZ|Y (·|y) is α-uniformly log-concave for each y ∈ Y+. Since ρZ|Y (·|y) inherits the dimension-
free Poincare´ constant 1/α from ρX , Theorem 3.1 also holds for α-uniformly log-concave densities.
For example, α-uniformly log-concave densities comprise multivariate normal distributions N (m,Σ)
with mean m and covariance matrix Σ (α = λmax(Σ)). However, distributions that satisfy the assump-
tion only for α = 0 as, e. g., Weibull distributions with the exponential distribution as a special case
or Gamma distributions with shape parameter β ≥ 1, only belong to the class of general log-concave
distributions.
4.2 General convex functions V
Since we cannot make use of a universal dimension-free Poincare´ constant involving general con-
vex functions V : Rn → (−∞,+∞], we look at them more closely in this subsection. Recall that
ρZ|Y (z|y) = exp(−V˜y(z)), y ∈ Y+, for a convex function V˜y. We have to deal with the fact that the
essential supremum of the random Poincare´ constant CY from ρZ|Y (·|Y ) does possibly not exist. A
corresponding example is given in Subsection 4.3.1. In the step from (2.15) to (2.16), we have applied
Ho¨lder’s inequality with Ho¨lder conjugates (p, q) = (+∞, 1). This is not possible for unbounded ran-
dom variables CY and thus we have to use a different, weaker pair of conjugates (p, q) = ((1+ε)/ε, 1+ε),
ε > 0. If we assume that ∇f is bounded implying |∇zf |2 ≤ L for some constant L > 0, we get
E[CY E[|∇zf(JY ,ZK)|2 |Y ]] ≤ E[CpY ]1/p E[E[|∇zf(JY ,ZK)|2 |Y ]q]1/q (4.6)
= E[C
(1+ε)/ε
Y ]
ε/(1+ε) E[E[|∇zf(JY ,ZK)|2 |Y ]1+ε]1/(1+ε) (4.7)
≤ Lε/(1+ε)E[C(1+ε)/εY ]ε/(1+ε) E[E[|∇zf(JY ,ZK)|2 |Y ]]1/(1+ε) (4.8)
≤ Lε/(1+ε)E[C(1+ε)/εY ]ε/(1+ε) (λk+1 + · · ·+ λn)1/(1+ε) (4.9)
= Ctot (λk+1 + · · ·+ λn)1/(1+ε), (4.10)
where Ctot = Ctot(ε, n, k, L,W, ρX) := L
ε/(1+ε)E[C
(1+ε)/ε
Y ]
ε/(1+ε). The L-, W -, and ρX -dependence
of Ctot is notationally neglected in the following. Now, if possible, choose a suitable ε > 0 to get
E[C
(1+ε)/ε
Y ] < ∞. Note that we loose first order in the eigenvalues from the inactive subspace, but
have instead order 1/(1 + ε) < 1. Of course, the constant Ctot could get arbitrarily large as ε → 0,
but this depends strongly on CY and its moments, see the example given in Subsection 4.3.1.
It is known by Bobkov [5, Eqs. (1.3), (1.8) and p. 1906] that there exists a dimensionally-dependent
Poincare´ constant Cy for a general log-concave density ρZ|Y (·|y) that is bounded from below and
above by
E[(|Z − z0| −E[|Z − z0| |Y = y])2 |Y = y] ≤ Cy ≤ K E[|Z − z0|2 |Y = y] (4.11)
= K
n−k∑
i=1
Var(Zi|Y = y), (4.12)
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where z0 := E[Z|Y = y] and K = 432 [5, Eqs. (1.8) and (3.4)] is a universal constant. To the authors’
knowledge, the constant Cy is the best available. We provide a scenario in Subsection 4.3.1 (“Rotation
by θ = pi/4”) in which the lower bound viewed as a random variable has no finite essential supremum
implying the same for CY .
However, to make use of the result in Eq. (4.10), we need to investigate the involved constant Ctot(ε, n, k).
Using Jensen’s inequality for weighted sums, it follows that
E[C
(1+ε)/ε
Y ] ≤ K(1+ε)/ε(n− k)(1+ε)/ε
1
n− k
n−k∑
i=1
E[Var(Zi|Y )(1+ε)/ε] (4.13)
= K(1+ε)/ε(n− k)1/ε
n−k∑
i=1
E[Var(Zi|Y )(1+ε)/ε]. (4.14)
Eventually, we get
E[C
(1+ε)/ε
Y ]
ε/(1+ε) ≤ K(n− k)1/(1+ε)CVar(ε, n, k) (4.15)
with
CVar(ε, n, k) :=
(
n−k∑
i=1
E[Var(Zi|Y )(1+ε)/ε]
)ε/(1+ε)
. (4.16)
4.3 Independently exponentially distributed random variables as an extreme case
In this subsection, we investigate the quantity CVar(ε, n, k) from Subsection 4.2 for the exponential
distribution in two and n dimensions. We regard a random vector X = (X1, . . . , Xn)
> whose com-
ponents are independently exponentially distributed with unit rates νi = 1, i = 1, . . . , n. We will see
that investigations with unit rates are sufficient to derive statements also involving other rates. The
distribution of X has the density
ρX(x) =
{
exp(−x1 − · · · − xn) if x = (x1, . . . , xn)> ∈ Rn≥0,
0 otherwise.
(4.17)
That is, in this case X = Rn≥0 and
V (x) =
{
x1 + · · ·+ xn if x = (x1, . . . , xn)> ∈ Rn≥0,
+∞ otherwise. (4.18)
Note that V is convex. The orthogonal variable transformation x 7→ (W>1 x,W>2 x) = (y, z) is driven
by the calculated active and inactive subspace. We are interested in the quantity CVar(ε, n, k) from
Eq. (4.16) and therefore need to study densities ρY and ρZ|Y gained from ρX under an arbitrary
orthogonal transformation. An orthogonal transformation is a composition of reflections and rota-
tions. However, we can limit our investigations to rotations since CVar(ε, n, k) does not depend on
orientations.
4.3.1 2 dimensions
The joint density of two independently exponentially distributed random variables X1 and X2 both
with unit rate is
ρX(x1, x2) =
{
exp(−x1 − x2) if x1, x2 ≥ 0,
0 otherwise.
(4.19)
Let us first regard a rotation of the two-dimensional Cartesian coordinate system by a general angle θ ∈
[−pi, pi) to a coordinate system for (y, z), and then subsequently look at the special case θ = pi/4 as an
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Figure 1: Rotations of the coordinate system with a positive (a) and a negative (b) angle. The orange
lines depict contour lines in the support of ρX . The red lines show the values of (y, z) for a
given y. Their solid parts mark regions within the support of ρX , whereas the dashed parts
identify values with density zero.
example for an unbounded Poincare´ constant Cy of ρz|y(·|y). Variables are written in thin letters in
this subsection since they denote real values and not multidimensional vectors. Note that the bound
from Eq. (4.15) in this two-dimensional setting becomes
E[C
(1+ε)/ε
Y ]
ε/(1+ε) ≤ KCVar(ε, 1, 1) (4.20)
with
CVar(ε, 1, 1) = E[Var(Z|Y )(1+ε)/ε]ε/(1+ε). (4.21)
Rotation by general θ
For a general angle θ ∈ [−pi, pi), we rotate the original coordinate system formally with a rotation
matrix W = Rθ, i.e., (
x1
x2
)
=
(
cos θ − sin θ
sin θ cos θ
)(
y
z
)
. (4.22)
It follows for the joint density ρY,Z that, for (y, z) s.t. Jy, zK ∈ R2≥0,
ρY,Z(y, z) = exp(−(y cos θ − z sin θ)− (y sin θ + z cos θ)) (4.23)
= exp(−(cos θ + sin θ)y − (cos θ − sin θ)z). (4.24)
If we define a+θ := cos θ + sin θ and a
−
θ := cos θ − sin θ, we have
ρY,Z(y, z) = exp(−a+θ y − a−θ z). (4.25)
Fig. 1 illustrates the situation for a positive (Fig. 1a) and a negative (Fig. 1b) angle θ.
The interval of investigation for θ ∈ [−pi, pi) can be reduced by reasons of periodicity and symmetry.
First, note that the map Qε(θ) := CVar(ε, 1, 1), with θ-dependence hidden in variables y and z, is
pi-periodic in θ since an additional rotation by pi corresponds to changing signs of y and z which is not
important for integrals in Qε. Hence, it suffices to consider θ ∈ [−pi/2, pi/2). Secondly, from Fig. 1
it can be deduced that Qε, as a map of θ, is symmetric around −pi/4 in [−pi/2, 0] and symmetric
around pi/4 in [0, pi/2). This fact is also shown in Fig. 2. That is, it is enough to investigate angles θ ∈
[−pi/4, pi/4].
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Figure 2: Illustration of symmetries in θ of the map Qε(θ) for several ε > 0.
For the computation of integrals in Qε(θ), θ ∈ [−pi/4, pi/4], it is necessary, for a given y, to determine
boundaries `0(y) and `1(y) of intervals for z that lie in the support of the joint density ρY,Z(y, z) (see
the thick solid lines in Fig. 1). The integrals in Qε(θ) are computed using the computer algebra
system Wolfram Mathematica [28]. The computation requires to treat the cases θ ∈ [−pi/4, 0) and θ ∈
[0, pi/4] differently (see Fig. 1).
For negative θ ∈ [−pi/4, 0) and arbitrary y ∈ R, we have that
`0(y) =
{
|y| cot(|θ|) if y < 0
y tan(|θ|) if y ≥ 0
}
= |y| tan(|θ|)sgn(y) (4.26)
and `1(y) =∞, i. e.,
ρY,Z(y, z) = exp(−a+θ y − a−θ z) · 1[`0(y),`1(y)](z). (4.27)
We compute that
Var(Z|Y ) = (cos(|θ|) + sin(|θ|))−2. (4.28)
That is, it is constant in y and explains the left part of the graph of Qε(θ) in Fig. 2 which shows
that Qε(θ) does not depend on ε for θ ∈ [−pi/2, 0).
For non-negative θ ∈ [0, pi/4] and a given y ≥ 0, the boundaries are computed to `0(y) = −y tan(θ)
and `1(y) = y cot(θ), i. e.,
ρY,Z(y, z) = exp(−a+θ y − a−θ z) · 1[0,∞)(y) · 1[`0(y),`1(y)](z). (4.29)
We compute that
Var(Z|Y ) = aθ
8b2θ
(
1− 2 exp(bθY ) + exp(2bθY )− 8 exp(bθY )Y 2(1− dθ)
(exp(bθY )− 1)2 − cθ
)
(4.30)
for aθ := csc(θ)
4 sec(θ)4, bθ := sec(θ) − csc(θ), cθ := cos(4θ), and dθ := sin(2θ). Var(Z|Y ) can
actually be bounded for θ ∈ [0, pi/4). Indeed, since dθ ∈ [0, 1), it holds that 1 − dθ ∈ (0, 1] implying
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Figure 3: (a) The log-log plot of the map y 7→ Var(Z|Y = y) shows that it is bounded for angles θ ∈
[0, pi/4), but approaching the unbounded function y2/3, which corresponds to θ = pi/4, as
θ → pi/4.
(b) The plot shows the map ε 7→ Qε(θ) for several angles θ. Also, it illustrates the fact that
θ = pi/4 is a special case for which Qε(θ) can get arbitrarily large.
8 exp(bθY )Y
2(1− dθ) > 0. It follows that
Var(Z|Y ) ≤ aθ
8b2θ
(
1− 2 exp(bθY ) + exp(2bθY )
(exp(bθY )− 1)2 − cθ
)
(4.31)
=
aθ
8b2θ
(
(exp(bθY )− 1)2
(exp(bθY )− 1)2 − cθ
)
(4.32)
=
aθ(1− cθ)
8b2θ
. (4.33)
This bound is itself unbounded in θ since bθ → 0 and aθ(1−cθ)→ 32 as θ → pi/4. Fig. 3a illustrates the
boundedness of Var(Z|Y = y) and additionally shows that it approaches the unbounded function y 7→
y2/3 as θ → pi/4. For completion, Fig. 3b stresses the peculiarity of this limit case which is thus
discussed separately in the subsequent paragraph.
Rotation by θ = pi/4
A rotation of 45◦, i. e., θ = pi/4, is a special case since a−pi/4 from Eq. (4.25) becomes zero. The joint
density for Y and Z is then
ρY,Z(y, z) = exp(−
√
2y) · 1[0,∞)(y) · 1[−y,y](z). (4.34)
A graphical illustration of this case is given in Fig. 4. Consequently, the marginal distribution of Y is
ρY (y) =
∫ ∞
−∞
ρY,Z(y, z) dz = 2y exp(−
√
2y) · 1[0,∞)(y) (4.35)
and the conditional density ρZ|Y (·|y) computes to
ρZ|Y (z|y) =
1[−y,y](z)
2y
(4.36)
for y > 0. Note that ρZ|Y (·|y) is the density of a uniform distribution on the interval [−y, y]. For Y > 0,
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Figure 4: Exponential distribution in 2 dimensions with a coordinate system rotated by 45◦. The
orange lines depict the contour levels of the distribution in the support of ρX . The solid red
line marks the interval of the uniform distribution of Z|Y = y for y > 0.
it follows that
Var(Z|Y ) = (2Y )−1
∫ Y
−Y
z2 dz = Y 2/3, (4.37)
which is the expression that variances of Z|Y for other angles θ∗ approach to as θ∗ → pi/4 (see Fig 3a).
Note that the lower bound from Eq. (4.11) for CY in this case becomes
E[(|Z| −E[|Z| |Y ])2 |Y ] = Var(|Z| |Y ) = Y 2/12, (4.38)
since |Z| |Y ∼ U([0, Y ]) and, hence, its distribution is not compactly supported implying the same
for the distribution of CY . Therefore, the usual L
∞/L1-Ho¨lder’s inequality is not applicable in this
case which means that we have a counterexample in which the usual step in Eq. (2.16) is not valid.
However, choosing weaker Ho¨lder conjugates (p, q) = ((1+ε)/ε, 1+ε), ε > 0, as in Eq. (4.7), it follows
that
E[C
1+1/ε
Y ]
ε/(1+ε) ≤ K E[Var(Z|Y )1+1/ε]ε/(1+ε) (4.39)
=
K
3
E[Y 2+2/ε]ε/(1+ε). (4.40)
Finally, choose, for example, ε = 2 and compute
E[Y 3]2/3 =
(
2
∫ ∞
0
y4 exp(−
√
2y) dy
)2/3
= 2 · 32/3 <∞. (4.41)
4.3.2 n dimensions
This subsection aims to generalize the special case of the previous subsection, i. e., we investigate the
constant Ctot from Eq. (4.10) for n independently exponentially distributed random variables.
Motivated by the two-dimensional case, we regard the rotation of the coordinate system by a
matrix that rotates the vector (1, 0, . . . , 0)> ∈ Rn to (1/√n, . . . , 1/√n)> ∈ Rn. Note that in the
two-dimensional case, a rotation by θ = pi/4 corresponds to a matrix W = Rθ rotating (1, 0)
>
to (1/
√
2, 1/
√
2)>. This is the worst case in the sense that Zi|Y is uniformly distributed for each
component Zi in Z = (Z1, . . . , Zn−k)> and hence, similar to the two-dimensional case, the conditional
12
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Figure 5: Exponential distribution in 3D with a rotated coordinate system.
variance of Zi|Y has no finite essential supremum. The following paragraphs study this case and
investigate the dimensional dependence of the involved constant Ctot(ε, n, k).
In the support of ρX , i. e., in X = Rn≥0, ρX is greater than zero and constant on the intersection of
Rn≥0 and planes
Pa := {x |x1 + · · ·+ xn = a} = {x | (1, . . . , 1)>x = a} ⊂ Rn, a > 0, (4.42)
i.e., on hypersurfaces Ta := Pa ∩Rn≥0. The situation is illustrated by Fig. 5 in n = 3 dimensions.
For x = Jy, zK ∈ Rn≥0, the value of ρY ,Z(y, z) is only determined by y1 ≥ 0. Reversely, if y1 < 0,
then ρY ,Z(y, z) = 0. We know that the point at x0 := β(1, . . . , 1)
> ∈ Rn with ‖x0‖2 = y1 is supposed
to lie on Pa for some β > 0. It follows immediately that β = y1/
√
n. Also, we determine a with
a = (1, . . . , 1)>x0 =
y1√
n
n =
√
ny1. (4.43)
Let us define T (y1) := T√ny1 . That is,
ρY ,Z(y, z) = exp(−
√
ny1) · 1[0,∞)(y1) · 1T (y1)(y, z). (4.44)
T (y1), as a geometric figure, is a regular (n−1)-simplex in n dimensions. T (y1) is intrinsically (n−1)-
dimensional and has n corners which are (
√
ny1, 0, . . . , 0), . . . , (0, . . . , 0,
√
ny1) ∈ Rn. It follows that
the side length of T (y1) is
√
2ny1. Note that the coordinates yˇ = (y2, . . . , yk)
> and z = (z1, . . . , zn−k)>
all move on T (y1).
We can rewrite T (y1) as
T (y1) = {x ∈ Rn≥0 | (W>x)1 = y1} (4.45)
= {Jy˜, z˜K | Jy˜, z˜K ∈ Rn≥0, y˜1 = y1}. (4.46)
This motivates to view T (y1) as an (n− 1)-dimensional set in the rotated coordinate system, i.e., we
define
Tˇ (y1) := {(yˇ, z) ∈ Rk−1 ×Rn−k | J(y1, yˇ), zK ∈ T (y1)} ⊂ Rn−1. (4.47)
We observe that the conditioned random variable (Yˇ ,Z)|Y1 is uniformly distributed on the regular
(n − 1)-simplex Tˇ (y1). The basic idea to get a bound for E[Var(Zi|Y )(1+ε)/ε] is based on the fact
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that zi, moving as the (k+ i− 1)th coordinate inside Tˇ (y1), takes values in [0, hi(y1)], where hi(y1) is
the height of a regular (k + i − 1)-simplex with side length √2ny1 and is thus bounded. In general,
the height of a regular n-simplex is the distance of a vertex to the circumcentre of its opposite regular
(n− 1)-simplex. By [6, p. 367], it holds that
hi(y1) =
√
n(k + i)
k + i− 1y1. (4.48)
We start the computation by noting that
ρY ,Z(y, z) = exp(−
√
ny1) · 1[0,∞)(y1) · 1Tˇ (y1)(yˇ, z). (4.49)
The marginal distribution of Zi|Y is given by
ρZi|Y (zi|y) =
∫
· · ·
∫
ρZ|Y (z|y) dz1 . . . dzi−1 dzi+1 . . . dzn−k. (4.50)
and so we get
ρY (y)ρZi|Y (zi|y) =
∫
· · ·
∫
ρY ,Z(y, z) dz1 . . . dzi−1 dzi+1 . . . dzn−k (4.51)
= exp(−√ny1) · 1[0,∞)(y1) ·
∫
· · ·
∫
1T (y1)(yˇ, z) dz1 . . . dzi−1 dzi+1 . . . dzn−k.
(4.52)
Using Jensen’s inequality in a first step, we can continue with
E[Var(Zi|Y )(1+ε)/ε] ≤ E[E[Z2(1+ε)/εi |Y ]] (4.53)
=
∫ (∫
z
2(1+ε)/ε
i ρZi|Y (zi|y) dzi
)
ρy(y) dy (4.54)
=
∫ ∞
0
exp(−√ny1)
(∫ ∫
z
2(1+ε)/ε
i · 1Tˇ (y1)(yˇ, z) dz dyˇ
)
dy1 (4.55)
≤
∫ ∞
0
exp(−√ny1) hi(y1)2(1+ε)/ε
(∫ ∫
1Tˇ (y1)(yˇ, z) dz dyˇ
)
dy1 (4.56)
=
∫ ∞
0
exp(−√ny1)
(√
n(k + i)
k + i− 1y1
)2(1+ε)/ε √
n
n
(n− 1)!y
n−1
1 dy1 (4.57)
=
(
n(k + i)
k + i− 1
)(1+ε)/ε √nn
(n− 1)!
∫ ∞
0
y
n+1+2/ε
1 exp(−
√
ny1) dy1 (4.58)
=
(
n(k + i)
k + i− 1
)(1+ε)/ε √nn
(n− 1)!
Γ(n+ 2 + 2/ε)
n(1+ε)/ε
√
n
n (4.59)
=
(
k + i
k + i− 1
)(1+ε)/ε Γ(n+ 2 + 2/ε)
(n− 1)! . (4.60)
Note that an intermediate step of the previous calculation uses the fact that the volume of the regular
(n− 1)-simplex Tˇ (y1) with side length
√
2ny1 is (see [6, p. 367])∫ ∫
1Tˇ (y1)(yˇ, z) dz dyˇ =
√
n
n
(n− 1)!y
n−1
1 . (4.61)
Remember from Eqs. (4.15) and (4.16) that
E[C
(1+ε)/ε
Y ]
ε/(1+ε) ≤ K(n− k)1/(1+ε)CVar(ε, n, k) (4.62)
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Figure 6: The left plot shows curves of the map ε 7→ Cε(n, k = 1) for n ∈ {2, 5, 10, 20}. Curves of
n 7→ Cε(n, k = 1) for ε ∈ {0.02, 0.05, 0.1, 0.2} are displayed on the right.
with
CVar(ε, n, k) =
(
n−k∑
i=1
E[Var(Zi|Y )(1+ε)/ε]
)ε/(1+ε)
(4.63)
≤
(
Γ(n+ 2 + 2/ε)
(n− 1)!
n−k∑
i=1
(
k + i
k + i− 1
)(1+ε)/ε)ε/(1+ε)
. (4.64)
Defining
Cε(n, k) := (n− k)1/(1+ε)
(
Γ(n+ 2 + 2/ε)
(n− 1)!
n−k∑
i=1
(
k + i
k + i− 1
)(1+ε)/ε)ε/(1+ε)
(4.65)
then yields
E[C
(1+ε)/ε
Y ]
ε/(1+ε) ≤ KCε(n, k). (4.66)
Fig. 6 depicts the quantity Cε(n, k = 1) as a function of ε > 0 for some n ∈ N (left plot) and as a
function of n ≥ 2 for several ε > 0 (right plot). We set k = 1 since this gives the maximum value for
Cε over all k ≥ 1. As expected, the curves increase quickly as ε approaches zero or, respectively, n
becomes large.
Combining all bounds, we get that
Ctot(ε, n, k) ≤ K · Lε/(1+ε) · Cε(n, k) =: Cexpn(ε, n, k), (4.67)
where Ctot(ε, n, k) was defined in Eq. (4.10). We recall that n denotes the dimension of the problem,
k the dimension of the active subspace, L is the upper bound on |∇zf |, and K the universal constant
from Eq. (4.15). The final result for the special case in this subsection is
E[(f(X)− fg(X))2] ≤ Cexpn(ε, n, k) (λk+1 + · · ·+ λn)1/(1+ε) (4.68)
for ε > 0 and Cexpn(ε, n, k) > 0 defined in Eq. (4.67).
Remark. In the derivations above, the exponentially distributed random variables are assumed to
have unit rates. The computations can also be made for arbitrary rates νi, i = 1, . . . , n. However,
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some modifications are necessary. Let ν = (ν1, . . . , νn)
> denote the vector of rates. To get again the
worst case scenario as in the previous subsection (uniform distribution on a simplex structure), the
coordinate system has to be rotated in such a way that the vector (1, 0, . . . , 0)> rotates to ν/‖ν‖2.
The structure of a regular simplex that is used in the estimates above is not present in this more
general case. Instead, we get a general simplex whose heights are not as easy to compute as in the
regular case. However, rough estimates can be achieved by enclosing the general simplex with a larger
regular one.
5 Comments and outlook
In practice, both the matrix C from Eq. (2.2) and the low-dimensional function g from Eq. (2.11) are
not exactly available. A study of two corresponding types of perturbations and respective bounds is
provided in [10]. We do not give the formal context and bounds for the general log-concave case here
since it would add much notation and complexity to this manuscript but not contribute to its central
aspects. For example, assuming a perturbation of C, it is not straightforward to express the Poincare´
constant of corresponding perturbed density functions w.r.t. their exact counterparts without adding
a couple of technical assumptions.
As mentioned in the introduction (Section 1), we intend to formulate an open problem to the
community the solution of which we find important in order to extend the potential scenarios ASM can
be applied to. From a statistical perspective, a next natural generalization of the class of distributions
that could be investigated is the class of multivariate generalized hyperbolic distributions (MGH), see,
e. g., [3]. By “investigated”, we mean a quantification of constants CY from Eq. (2.15) and Ctot(ε, n, k)
from Eq. (4.10). An MGH is a distribution of the random vector
V = µ+ βU +
√
UAW , (5.1)
where µ, β ∈ Rn, A ∈ Rn×n has full rank, U , called the mixing variable, is a scalar random variable
following a generalized inverse Gaussian distribution (GIG) [17], andW ∼ N (0, In) is a random vector
independent of U . The random variable V , without specifying distributions for U and W , is generally
called a normal variance-mean mixture. MGH is a huge class containing a lot of distributions of
practical interest. For example, for V to be marginally Laplace distributed, we set µ = β = 0 and let
U ∼ exp(1). In our opinion, it is preferable to start the investigation with the subclass of symmetric
distributions from MGH, i. e., without the term βU in Eq. (5.1). Note that, however, the example given
in Subsections 4.3.1 and 4.3.2, assuming independently exponentially distributed random variables, is
not in MGH. In order to achieve that, we would need to introduce a mixing random matrix as scaling
for W . Also, note that, under an assumption on a parameter, MGH distributions are log-concave
[29], i. e., we can use the estimates on Poincare´ constants Cy of Bobkov from Eq. (4.11).
Wolfram Mathematica notebooks and code for generating the plots in this manuscript are available
in a repository at https://bitbucket.org/m-parente/asm-poincare-pub/.
6 Summary
This manuscript discusses bounds for the mean square error of a given function of interest and a
low-dimensional approximation of it which is found by the active subspace method. These bounds,
consisting of the product of a Poincare´ type constant and a sum of eigenvalues belonging to a non-
dominant subspace, are based on a probabilistic Poincare´ inequality. Existing literature applies this
Poincare´ inequality with indirect non-explicit assumptions that, as a consequence, limit the class of
distributions applicable for the active subspace method. For example, these assumptions exclude
distributions with exponential tails as, e. g., exponential distributions. In this respect, the main
results of this manuscript give details on the problem that arises when applying the active subspace
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method with log-concave distributions (which include exponential distributions). We are able to
provide a scenario, involving independently exponentially distributed random variables, in which the
usual estimates are not achievable anymore due to an unbounded Poincare´ constant. However, using
Ho¨lder’s inequality with conjugates (p, q) (p, q ∈ (1,∞)) instead of (∞, 1), we show that it is possible
to derive a weaker, or generalized, result in a way that enables the practitioner to balance the size
of the Poincare´ type constant and the remaining order of the error. We exemplify this trade-off
on the mentioned scenario and show that the size of the involved constant is very much depending
on the dimension of the problem. Finally, we intend to formulate an open problem, related to the
applicability of active subspaces to a larger class of distributions, namely multivariate generalized
hyperbolic distributions. The authors see this as an opportunity to extend the set of problems the
active subspace method can be applied to.
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