INTRODUCTION
Mammals evolved from cynodont therapsids during the Triassic (Crompton, 1963; Hopson and Crompton, 1969) . The transformation from cynodont to mammal involved a series of complex changes. The most important of these were reductions and loss of cranial bones, changes in the occipital condyle, homeothermy, modifications of the vertebral column, girdles, and limbs, changes in the patterns of tooth replacement, differentiation of tooth types, and the drastic rearrangement of the bones, musculature, and innervation of the lower jaw and middle ear (Crompton and Jenkins, 1979) . All these changes were closely correlated and in cases of integrated functional units (like the lower jaw) had to occur together and over a relatively short time span. A striking fact is that the acquisition of mammalian characteristics was not the privilege of cynodonts alone. On the contrary, all therapsid orders, although to varying degrees, show the parallel acquisition of mammal-like features during their evolution. Furthermore, similar parallel trends are found among the families of the Cynodontia (Barghusen and Hopson, 1970) . This case of parallel evolution, while dramatic, certainly is not unique. Brundin (1968) has argued that parallelism is a ubiquitous phenomenon in phyletic evolution and should be considered a rule rather than an exception. Cases of parallelism and convergence, and the existence of long term "orthogenetic" trends {e.g., evolution of horses [Simpson, 1951] ; the antlers of the Irish Elk [Gould, 1974] ; and the coiling of Gryphaea [Gould, 1972] ) characterize the processes of morphological evolution and diversification of almost any group.
In this paper I discuss the role that developmental dynamics (epigenetics) plays in constraining the directionality of morphological evolutionary change. Very often, macroevolutionary patterns (e.g., morphological modifications characterizing the origin of mammals) are discussed in terms of adaptive aspects and the advantages of the functional design of the new feature. However, analysis of the origin of the morphological novelty usually is downplayed. The implicit assumption is that random mutation produces sufficient variability of forms for natural selection to operate and gradually shape the morphological features into a better adapted form (for examples of this approach see the discussions of the reptile-mammal transition by Olson [1944] , Simpson [1960] and Mayr [1963] ). The same set of morphological transformations appears again and again in different lineages. To explain this from an orthodox neo-Darwinian perspective amounts to assuming an unlimited source of variation with an omnipotent selective force, and that selection optimally solves the functional problem, in every case. This, I believe, is an unrealistic view of evolution since morphological variation is constrained and natural selection is sloppy (see Jacob, 1977 , for an incisive discussion on the limits of selection). However, numerous evolutionists have questioned, from diverse perspectives, the ability of the two basic neo-Darwinian tenets, random genetic mutation and deterministic natural selection, to explain the macroevolutionary processes observed in the fossil record (Baer, 1876; Bergson, 1907; Bateson, 1913; Plate, 1925; Berg, 1926; Rosa, 1931; Osborn, 1934; Dacque, 1935; Schindewolf, 1936 Schindewolf, , 1950 Goldschmidt, 1940; Schmalhausen, 1949; Spurway, 1949; Cuenot, 1951; Bertalanffy, 1952; Dalcq, 1954; Waddington, 1957; Cannon, 1958; Devillers, 1965; Grasse, 1970; Lovtrup, 1974; Saunders and Ho, 1976; Ho and Saunders, 1979; Riedl, 1979) . Most of these evolutionists have agreed that there must be a further deterministic mechanism operating at the developmental level. In some way epigenetic interactions drastically constrain the universe of possible morphological novelties and impose directionality in morphological transformations through phylogeny. In this paper, I review the nature of the evidence in favor of the action of an epigenetic "organizing" mechanism. I also introduce a methodology to describe morphological transformations from an ontogenetic perspective. I believe that an understanding of the nature of morphological variation and an appropriate methodology for describing ontogeny are necessary before a successful synthesis between developmental and evolutionary theory can be attempted.
THE APPORTIONMENT OF MORPHOLOGICAL VARIATION AND THE NON-RANDOMNESS OF MORPHOLOGICAL NOVELTIES
Random processes such as genetic mutations and recombination cannot account for an ordered pattern at the morphological level. This ordered pattern, which in itself strongly supports the existence of epigenetic regulation, is reflected in the following properties:
1. Phenotypes are well buffered (homeostatic) systems, resilient to environmental and genetic perturbations during their ontogeny. 2. Morphological variation at the macroscopic level is not continuously distributed. Rather it is distributed among a finite set of discrete states.
3. "Morphological mutations" are not random. More formally stated: Genetic mutations are not expressed randomly at the morphological level.
Next, I will elaborate on these assertions. My discussion will be empirical, focusing on patterns and outcomes without dealing with the specific mechanisms responsible for them.
Patterns of morphological variation
As Waddington (1957 Waddington ( , 1962 and Thorn (1972) repeatedly state, the universe of forms observed in nature is not chaotic: There is a recurrence of typical forms to which we give names. These morphologies are not generated in a continuous and random fashion. A serious problem facing evolutionary morphologists is to distinguish between two qualitatively different kinds of phenotypic variation:
Bounded domains of continuous variation (steady states). If we plot the distribution of some phenotypic trait, (cf. size or shape measurements of an organ or tissue) some regions of continuous variation randomly distributed around a mean can be observed (Fig. 1) . However, these regions of variation are bounded as has been extensively shown by directional selection experiments ( Fig. 2 ) (see Lerner, 1954 , for a review of the evidence). All these experiments show the same pattern: after an initial period of rapid response to selection pressure, a certain threshold is reached and no further change can be attained despite the strong selective pressures. These homeostatic properties of the phenotype have been extensively studied and described under the names of canalization (Waddington, 1957 (Waddington, , 1962 Rendel, 1968 Rendel, , 1979 , developmental homeostasis (Lerner, 1954) , and stabilizing selection (Schmalhausen, 1949) . This resistance of the phenotype against external and genetic pressures is strong suggestion of regula-V FIG. 1. Diagram representing the distribution of morphological variation in two hypothetical morphological measurements x and y (assumed to be genetically controlled). There are bounded regions of continuous variation ("steady states"), however these "steady states" are distributed discontinuously in morphology space. The arrows illustrate a "force field" that indicates the direction in which genetic or environmental perturbations will be canalized (sensu Waddington, 1957) back into a "steady state." Small perturbations will be regulated back to the system's original domain. Large perturbations, however, may place the system into another domain of attraction where it will be pushed into a "steady state" different from the original one. This would correspond, for example, to a homoeotic mutation (genetic perturbation) or a heat shock (environmental perturbation). tory properties during development. Most studies of natural selection refer to microevolutionary processes (e.g., changes in coloration, small changes in body proportions, sexual dimorphism, etc.). In such cases the limits of variation are usually not recognized. Selection and random drift operate within these homeostatic domains. The thresholds are defined by the intrinsic epigenetic properties, which impose severe constraints on directional selection operating in a gradualistic mode. The role of selection is basically normalizing and responsible for "fine tuning" adaptations within these domains.
Discrete distribution of steady states. As illustrated in Figure 1 , the bounded domains of continuous variations are separated by discontinuities, i.e., a wide variety of morphologies are never produced. Lerner and Dempster, 1951; Lerner, 1954) .
Again, this fact has been recognized by Waddington (1957) , who pointed out that many morphologically expressed genetic mutations are discontinuous from the distribution of the normal "wild" type. I refer to these morphological "themes" as steady states. They would generally correspond to distinct taxonomic units or classes of "phenodeviants." At the intraorganismal level these would refer to different tissue types. In Waddington's nomenclature each one of these steady states represents the end product of a distinct developmental pathway ("chreod").
"Non-randomness" and directionality in the appearance of morphological novelties
When the homeostatic thresholds are disrupted by a strong environmental or genetic perturbation during development, the system can switch from one steady state into another. According to some authors The arrows indicate the direction of transformation from the organ or region which is transformed in the mutant ("autotype") to the organ or region mimicked by the homoeotic transformation ("telotype"). Very definite rules can be stated: 1) Very rarely transformations from ventral to dorsal structures or vice versa have been observed, and the reported cases are controversial. 2) Most regions or organs are transformed into mesothoracic structures. Mutations: Opthalmoplera (Opt), Hexaptera (Hx), btthorax complex (bx, bxd, Dfbx), postbithorax (pbx), proboscipedia (pb) (depending on the temperature of the culture, the proboscis can be transformed into either a second leg or an antenna, as indicated by the broken arrows), Antennapedia (Antp), aristapedta (SS a ), Polycomb (Pc), Multiple sex comb (Esc). 1-7 abdominal segments (T: tergites, S: sternites). Modified after Garcia-Bellido (1977) .
(e.g., Goldschmidt, 1940) , these are the changes responsible for the origin of evolutionary novelties and the correspondent macroevolutionary patterns. Some examples of these kinds of transformations are homoeotic mutants and mutations producing skeletal abnormalities (like crooked toes in chickens, winglessness, polydactyly, etc.) usually considered teratologies. Parenthetically, as Darwin (1859) pointed out, some of these commonly observed abnormalities are paralleled in some other species that are perfectly fit to their environments, and, therefore they might provide information about the mechanisms of morphological evolutionary change. Furthermore, the argument that most developmental anomalies are harmful, commonly used to "discredit" the relevance of these "mutations" to evolution, is fallacious. Most genetic mutations were once thought to be deleterious (presently it is recognized that most of them appear to be selectively neutral, but that does not affect my argument), however nobody doubts that they provide the raw material for evolutionary change.
The point to be emphasized here is that the transition from one steady state into another is non-random. In fact, some morphological "novelties" seem to be recurrent and much more likely to occur than others. The non-randomness of morphological novelties has been recognized by developmental biologists, as the following two representative quotations illustrate:
any evolutionary change must be such as the developmental mechanisms will generate through modifications of existing developmental processes. Some modifications will be much more likely to occur than others, and some will set up systems where other modifications are an almost inevitable consequence, just as one human invention suggests another, leading to an appearance of directed evolution along particular pathways, [emphasis mine] (Ede, 1978, p. 155) Moreover, just as with the programming of a washing machine, it is sometimes possible to slide from one programme to another by tricking the machine, but not from any programme to any other, and only if the controlling elements are closely related. (MacLean, 1977, p. 189) Morphologists, on the other hand, have also noted and reported the fact that morphological variations do not appear at random but rather some appear to be recurrent and much more common than others (e.g., Sawin, 1945 Sawin, , 1946 Berry, 1963 Berry, , 1964 Berry and Searle, 1963; Steenis, 0.06% FIG. 4 . Variation in types of aortic arch found in postmortem examination of 3,000 rabbits. There are six major types that account for 99.7% of the total variation. Note that the observed variants appear in different frequencies. Type A is the normal phenotype (modified from Edmonds, 1949). 1969; Worthington, 1974; and in particular, see Van Valen's [1974] discussion of the high frequency of individuals with supernumerary legs and digits in some natural populations in the frog genus Rana).
To illustrate these properties I have chosen representative examples from three areas: homoeotic mutations, teratologies, and morphological variation in natural populations, each with abundant pertinent literature.
Homoeotic mutants in insects
Homoeotic transformations in insects and Drosophila in particular (Fig. 3) provide the best studied and most detailed example in support of the epigenetic control of morphological patterns (see reviews by Goldschmidt, 1952; Lewis, 1968; Fristrom, 1970; Ouweneel, 1970; Gehring and Nothiger, 1973; Postlethawait and Schneiderman, 1974; Garcia-Bellido, 1977; Baker, 1979) . They illustrate the non-randomness and directionality in morphological transformations. Also, the non-linearity in the mapping between genes and morphology is shown by the fact that different genetic mutations can result in the same morphological outcome (see Garcia-Bellido, 1977 , for review and model of genetic regula- tion). The fact that most, if not all, homoeotic mutations can be mimicked by environmental perturbations ("phenocopies") emphasizes the epigenetic nature of the transformations, i.e., mutations do not simply involve a structural change in the gene product but their action affects the normal course of development by altering enzyme kinetics and tissue interactions (Goldschmidt, 1952) .
Teratologies-Variation in pattern of the aortic arch in domestic rabbits
Teratologies provide numerous examples of situations in which major phenotypic abnormalities are produced by small perturbations in timing and rates of growth during the process of morphogenesis (see review by Cock [1966] ). The very fact that teratologies can be catalogued (e.g., Griineberg, 1963; Lauthier, 1971) provides indirect evidence that the range of possible abnormalities, if not absolutely limited, is certainly constrained.
This phenomenon is nicely illustrated in the study on aortic arch variations in the domestic rabbit by Edmonds and Sawin (1936) and Sawin and Edmonds (1949) . They observed only twenty types of variation in the structural arrangement of the 4) occurs during ontogeny. These developmental events are mapped, <f>,, onto the age axis. The sequence and timing of developmental events are altered during the course of phylogeny, P. b) A developmental event is mapped onto the age a (timing of onset), as the organism ages the structure or organ grows in size (S) and changes shape (<x), tracing out a trajectory, X(t) in "age-size-shape" space, until the event ceases developing at age /3. X(t) is the ontogenetic trajectory. Phylogenetic transmutation of form is viewed as the product of deformations in the ancestral ontogenetic trajectory, in terms of alterations in the mapping function, $|, or changes in timing and rates of growth and/ or change in shape. Y(t) corresponds to the descendant ontogenetic trajectory. X A = (S A , q-A ) represents the size and shape of the adult. Similarly, Y A = (S A ',oV) is the size and shape at maturity of the descendant. aortic arch, which can be reduced to six major types (the rest being slight variations or permutations within a given theme) in the 3,000 rabbits examined (Fig. 4) . The frequencies of incidence of these major types illustrate the fact that some morphological anomalies appear much more frequently than others. In their analysis of the possible genetic basis of this variation, and after an unsuccessful search for simple Mendelian type genetic inheritance, they concluded that matings among different types showed a complex background more typical of quantitative inheritance. However, they noticed that aortic arch morphogenesis is correlated with the patterns of growth and ossification of adjacent structures. Based on this observation they found that the different types of aortic arch were the product of differential growth rates between the anterior thoracic region and the axial skeleton. This argues for an epigenetic interpretation of these morphological variants.
Variation in natural populatonsVariation in tarsal arrangements in the salamander genus Bolitoglossa
Two major tarsal arrangements are found in the genus Bolitoglossa (Wake, 1966; Alberch, 1980) : 1) Among the most generalized terrestrial species, tarsals 4 and 5 are fused (1 and 2 are fused in all living urodeles). These species have three distal cartilaginous elements in the tarsus (Fig. 5B) . 2) Derived arboreal species have distal tarsals 3, 4 and 5 fused, leaving only two elements (Fig. 5C ). I examined 126 feet of the generalized species B. rostrata and B. subpalmata. The only observed anomaly (freq. = 6%), among all possible 16 tarsal arrangements, was the separation of tarsals 4 and 5, which represents the primitive condition in salamanders (Fig.  5A) . Similar non-randomness in morphological variation is observed in the derived arboreal species B. mexicana (Fig. 5C ). In that species 8% of the sample (a total of 40 feet were examined) shows a separation of tarsal 3 from tarsal (4 + 5); no other abnormalities were observed. The ontogeny of Bolitoglossa recapitulates phylogeny in this instance, since ontogeny is characterized by progressive fusion of tarsal elements in the following order: (1 + 2 ) , (4 + 5), (3 + 4 + 5) (Alberch, unpublished) , i.e., the abnormalities observed reflect alterations within a given developmental program.
EPIGENETICS AND PHYLOGENY Consideration of the patterns described above hints at profound implications for our views of mechanisms of morphological transformation through phylogeny. There are two main consequences: 1) The operation of directional selection upon small, continuous variants will be drastically limited because of the bounded nature of morphological variability. 2) Morphological novelties do not appear at random. In fact, some morphologically expressed mutations appear at very high frequencies (as shown in the above examples), some as high as 5 to 10 percent. In fact, these "mutational" pressures at the morphological level can override weaker selective pressures so as to maintain polymorphisms and set up trends. This view has been unfairly underplayed in evolutionary discussions.
We must ultimately inquire about the mechanisms responsible for these patterns of morphological variation. One approach lies in the analysis of patterns of ontogeny. Several authors, most importantly Goldschmidt (1940), Waddington (1957 Waddington ( , 1962 , Zuckerkandl (1976) and Gould (1977) , have argued that morphological evolution is the product of regulatory changes during development; in particular, perturbations in timing of gene action and in rates of growth and morphogenesis. Alberch et al. (1979) proposed a methodology which allows the quantification and analysis of these, so far, abstract ideas (Fig. 6 ). This method quantitatively defines the ontogeny of an organism as the interaction of three time-dependent variables: timing of differentiation events (Fig. 6A) , changes in shape, and growth in size. This phenomenological description provides a conceptual framework wherein morphological phyletic evolution is seen as the product of ontogenetic changes in timing and rates (Fig. 6B) . Alberch and Alberch (1980) have used this formalism to study the mechanisms of morphological diversification in the arboreal neotropical salamander Bolitoglossa occidentalis. This species, one of the most derived members of this large genus, is characterized by the absence of prefrontal bones, reduced ossification in the skull, reduction and loss of terminal phalangeal elements and interdigital webbing. ---) . Lines were fitted by eye. Again, trends are similar and truncation accounts for the paedomorphic condition. Thus, we conclude that developmental truncation (-5/3) (i.e., progenesis) is the major heterochronic process that accounts for these derived features in B. ocddentalis. Data from Alberch and Alberch (1980) . 7 and 8 show that this whole array of seemingly unrelated derived features is the product of a single heterochronic perturbation, decrease in the timing of cessation of the developmental process (-8/3). This heterochronic process is known as progenesis (Gould, 1977; Alberch etaL, 1979) and results in a paedomorphic descendant (see Fig. 7A ).
This example also illustrates the phenomenon, where continuous perturbations in the parameters controlling timing and rates of development can result in major discontinuities in the final morphological outcome. This is due to the dynamics of tissue interactions during development (see Alberch et al., 1979, for examples) .
These ideas are summarized in Figure  9 . In that diagram, genetic interactions (represented by the function, G) determine the basic developmental control parameters (a, )8, K y , see Fig. 6 ). We should construct "microscopic models to integrate genetics and development." The developmental controlling parameters are the direct outcome of a genetic regulatory network (Chovnick et al., 1976; Zuckerkandl, 1976; Garcia-Bellido, 1977; Davidson and Britten, 1979) . Since appropriate data to construct these genetic models are not readily available, we can use an alternative approach by approximating the patterns of inheritance by quantitative genetic models (e.g., Slatkin, 1970; Lande, 1976 Lande, , 1978 Thompson and Thoday, 1979) . However, these quantitative inheritance models should be built at the level of the basic controlling parameters, since these are the traits determined by the genetic interactions. Higher order interactions are represented by the developmental function D, which reflects the properties of tissue interactions during development. The specific functional form of D used in the example (Fig. 9B) is based on the ectodermmesoderm interactions that characterize chick limb morphogenesis (see Alberch et al., 1979 , for a discussion of this example). The threshold in D determines the discontinuous distribution of phenotypes. In fact, each of the discontinuous phenotypic distributions (Fig. 9, A , B, C) corresponds to the "steady states" defined in Figure 1 . Hence, the patterns and distribution of morphological diversity, discussed previously are the product of an ontogenetic process, determined by the epigenetic properties of the system. Furthermore, any genetic mutation which, regardless of the mechanism, affects a basic developmental parameter in the same manner will result in the same morphological outcome. This phenomenon is exemplified by the wide variety of mutations resulting in winglessness in chickens (Waters and ByGenes FIG. 9 . Schematic model of the developmental and genetic interactions responsible for morphologic diversification, (a) It is plausible to assume that each of the developmental controlling parameters a (timing of differentiation), /3 (timing of developmental termination), K s (rate of cell proliferation), K^ (rate of change in shape) and S o (initial size) is controlled by the interactions of several genes. In the figure y = a, /3, K or S o . The genetic interactions are expressed by the function G (which could include dominance effects, additive polygenic inheritance, etc.). Genetic plus environmental influences will result in a continuous distribution, characteristic of polygenic traits, for the values of y. The adult phenotype is the product of an ontogenetic trajectory regulated by the developmental parameters through the function D. However, due to the dynamics of tissue interactions the developmental function D can be a threshold function (an example of such a function is given in (b), from Alberch etal, 1979, Fig. 21) . Such a function is characterized by the property that continuous changes in the value of the developmental controlling parameter can result in discontinuities in the phenotype. Therefore, the thresholds of D (a purely epigenetic phenomenon) define the discontinuities in the phenotypic distributions. W is a fitness function that assigns a fitness value to the phenotype. The two key points illustrated here are: 1) The relationship between genetics and phenotype is indirect and, in general, non-linear, 2) the discontinuities in phenotype are an epigenetic phenomenon, since they are defined by the nature of the developmental function. Evolution results from shifts in the distribution of developmental controlling parameter values. waters, 1943; Pease, 1962; Lancaster, 1968; Prahlad et al, 1979) , or in the common observation that several homoeotic mutants in Drosophila may result in the same morphological transformation (Lewis, 1968; Garcia-Bellido, 1977) . Similarly, we can understand from this perspective, the recurrence of certain morphological novelties. We must expect the reappearance of ancestral features and of the same novelties since we are dealing with regulation of resilient developmental programs (see Raikow, 1975, and Raikow et al, 1979 , for examples and discussion).
DISCUSSION
The purpose of this paper has been to point out the necessity of viewing the phenotype as a dynamic entity, the product of an integrated program of development. The complexity of interactions during development renders the analysis of patterns of morphological evolution impossible to reduce to a problem of changes in gene frequencies. Indeed, there is generally little correlation between rates of structural gene evolution and rates of morphological diversification (e.g., King and Wilson, 1975; Wilson, 1976; Brittnacher et al., 1978; Larson and Highton, 1978; Kirkpatrick and Selander, 1979) . This suggests that regulatory interactions at the genetic and epigenetic level control the processes of morphological evolution. Evidence of regulatory interactions also can be inferred by analysis of the apportionment of morphological diversity and the patterns of appearance of morphological novelties. In fact, it has been shown that developmental constraints and interactions impose severe limits on the action of directional selection and can set up phyletic trends. These trends will be controlled by the interaction between developmental dynamics (which control the recurrence of morphological novelties), stabilizing selection, and ecological parameters (such as population size, breeding structure, etc.), which in concert determine the probability of "fixation" of the new morphologies. This view of macroevolution as the product of the interaction between development and ecology has been clearly stated by Van Valen (1973 . However, I emphasize that development plays the crucial role in this interaction, since it defines the realm of the possible. Several authors (Liem, 1974 (Liem, , 1978 Stanley, 1975 Stanley, , 1977 Stanley, , 1979 Gould and Eldredge, 1977; among others) have argued that morphological evolution (from a paleontological perspective morphological steady states are equivalent to species) should be viewed as the product of differential rates of speciation and extinction. The ideas presented here are compatible with their "punctuational" models. However, they often make the unnecessary assumption that speciation events are random in terms of the morphologies produced. I have tried to show that development imposes non-randomness in the process of morphological transformation. Phyletic morphological patterns will thus be determined by the interaction between two non-random processes: production of morphological novelties (epigenetically determined) and differential extinction (environmentally determined).
Numerous authors (cited in the introduction) have stressed the importance of development in evolution. The main problem that has prevented a successful synthesis between development and evolutionary theory has been the lack of an appropriate methodology to analyze ontogenetic transformations. Alberch et al. (1979) have presented a methodology that views morphology as a dynamic entity and phyletic evolution as the product of changes in timing and rates of development. This approach can integrate ontogeny with models of gene regulation, ecology (Alberch et al., 1979) , and adaptation (Alberch, 1980) , and can be applied readily to problems of morphological evolution (Alberch and Alberch, 1980, salamanders; Guerrant, in preparation, larkspurs) . Our methodology treats the problem at the phenomenological level. I believe that this is its principal asset. To successfully analyze and understand a phenomenon we must define our variables at the appropriate level of complexity. For example, complete knowledge of molecular properties does not allow us to generate any prediction about the behavior of a gas or a fluid due to the complexity of the interactions among molecules. However, if a macroscopic methodology is constructed, like continuum or statistical mechanics, we can then make predictions and study the behaviors of these media. Reductionism very often does not increase our ability to understand phenomena of higher order interactions. Unfortunately, recent evolutionary theory has been plagued by a strong reductionist approach, which has led us to neglect the importance of the constraints imposed by higher order interactions at epigenetic and functional levels (Gould and Lewontin, 1979) . This quotation from Dawkins (1978, p. 62) exemplifies this trend: "I believe it is often superfluous, and sometimes actually misleading, to discuss natural selection at these higher levels. It is usually better to go straight to the fundamental level of selection . . . single genes or fragments of genetic material which behave like long-lived units in the gene pool." This reductionist philosophy is clearly inadequate when we deal with features, like morphology and behavior, that are the product of complex interactions at the genetic and epigenetic level. The same issue has been raised by Ho and Saunders (1979) when they describe modern evolutionary theory as a theory of genes, unable to explain the phenomena of transmutation of form due to its inability to deal with epigenetic interactions.
In conclusion, morphological evolution must be studied from an ontogenetic perspective. The study of morphogenetic and developmental interactions illustrates the limits of selection and gives a cautionary warning about a too ready adaptationist interpretation of phyletic trends. We need to view the organism as an integrated whole, the product of a developmental program and constrained by developmental and functional interactions. In evolution, selection may decide the winner of a given game but development non-randomly defines the players.
