We propose an efficient semi-numerical approach to compute the steady-state probability distribution for the number of requests at arbitrary and at arrival time instants in Ph/M/clike systems in which in the inter-arrival time distribution is represented by an acyclic set of memoryless phases. Our method is based on conditional probabilities and results in a simple computationally stable recurrence. It avoids the explicit manipulation of potentially large matrices and involves no iteration. Due to the use of conditional probabilities, it delays the onset of numerical issues related to floating-point underflow as the number of servers and/or phases increases. For generalized Coxian distributions, the computational complexity of the proposed approach grows linearly with the number of phases in the distribution. 
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We refer the reader to the books by Latouche and Ramaswami [LAT99] , Bini et al. [BIN05] , and, at a more introductory level, by Bolch et al. [BOL05] for an overview of properties of matrix-analytic approaches and numerical methods for quasi-birth-and-death problems and G/M/1-type Markov chains. Bini et al. [BIN06a, BIN06b] discuss practical considerations and software implementation for several of the methods mentioned above. Mitrani and Chakka [MIT95] compare the performance of the spectral expansion and matrix-geometric methods for an M/M/c-type queue. Haverkort and Ost [HAV97] also compare the spectral expansion method with the Latouche-Ramaswami algorithm for a model of a fault-tolerant system. Tran and Do [TRA00] present a comparison of the practical performance of matrix-geometric methods and of the spectral expansion for a specific quasi birth-and-death process.
We propose a considerably simpler semi-numerical approach to compute the steady-state probability distribution for the number of requests in the system both at arbitrary times and at instants of request arrival for Ph/M/c-type queues with and without state-dependencies. Our method, inspired by a recent semi-numerical solution for M/C n /1-type queues [BRA08] , exploits the known form of the steady-state distribution, involves no iteration, and results in a simple numerically stable recurrence. It avoids the explicit manipulation of potentially large matrices, and, because of the use of conditional probabilities, reduces the possibility of floatingpoint numerical problems, especially as the number of servers and/or phases increases.
This paper is organized as follows. In the next section, we describe in more detail the Ph/M/c-type and Ph/M/c/N-type models considered and the proposed recurrent solution. Section 3 presents a formal proof of computational stability of our recurrent solution. In Section 4 we discuss the computational complexity of our approach, and present an example of numerical results obtained using it. Section 5 concludes this note.
Model and its recurrent solution

State description
The queue considered is shown in Figure 1 . There are € c homogenous servers. The service times are assumed to be memoryless with individual service rate € µ(n) where € n is the current number of requests in the system. In the case of a restricted queueing room, € N is the maximum value for this number.
Similarly to several authors [NEU94, LAT99] , we represent the times between arrivals as a phase-type distribution, which we assume to be acyclic. We denote by € a the number of memoryless phases, by € τ j (n) the probability that the arrival process starts in phase
the phase transition probabilities, and by € ˆ r j (n) the probability that the arrival process terminates after phase € j . We consider this queue in steady state for which the joint probability of the current stage of the arrival process and the current number of requests in the system, € p( j,n) , is a common description. Table 1 summarizes the principal notation used in this note. Probability that arrival process continues in phase
Probability that arrival process ends (new request generated) upon completion of phase Steady-state probability that the number of customers in the system is
Probability that an arriving customer finds € n customers already present in the system € n * Number of requests for which the state dependence ends for arrivals and service (
Limiting geometric factor for an unrestricted queue
Restricted queueing room (Ph/M/c/N-type queue)
We first consider the case where the queueing room is finite so that no more than
requests can be in the system (queued and in service). With a finite queueing room, there are several possible assumptions regarding the arrival process when the buffer is full. One simple possibility is that requests arriving to find the buffer full are simply lost (lost arrivals) and the arrival process continues unperturbed. Another possibility, of interest in networking applications, is that the arrival process stops altogether when the buffer becomes full, and remains blocked until a request leaves the system (blocked arrivals). Our approach can accommodate both assumptions. It is a straightforward matter to obtain the balance equations for the steady-state probability € p( j,n) that the current stage of the arrival process is € j and that the current number of requests is € n . It is also not difficult to show that the marginal probability that there are requests in the system, € p(n) , can be expressed as
where
and € u(n) = min(c,n)µ(n) , and € G is a normalizing constant chosen so that
From the definition of conditional probability, we have
. Using this relationship together with (1) in the balance equations we obtain for € n = 0,1...,N − 1 in the case of lost arrivals
With lost arrivals, for
The equations for the case of blocked arrivals are given in the Appendix. Clearly, we have
Based on the form of equations (4) and (3), we let
(6) We start from € n = N . Using (6) in equation (4) we readily obtain the coefficients The probability that an arriving customer finds € n customers already present in the system, € P A (n) , can be expressed as
From (7), it follows that the loss probability in the case of lost arrivals is given by
. In the case of blocked arrivals, we have 
Unrestricted queueing room (Ph/M/c-type queue)
We now consider the case of an unrestricted buffer size. We assume that the statedependencies in the arrival process and in the service rate vanish starting with some value of the number of requests in the system, say, 
Hence, for
The normalizing constant € G can be written as
Clearly, we must have
* for the steady-solution to exist. An in-depth discussion of stability and related issues in a muti-server queue can be found in the work of Kiefer and Wolfowitz [KIE55] and Scheller-Wolf and Sigman [SCH97] .
The limiting values
and € ˜ α can be determined from the limit of equation (3) for
Obviously, we must have
. Based on this fact, a simple bisection can be used to solve equation (11) (see Appendix).
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Thus, starting from the value € ˜ n = n * + 1 and using the limiting values
..,a) and € α (n) for consecutive decreasing values of € n =˜ n ,˜ n − 1,...,0 from recurrence (3) as described in the preceding section.
In the case of a standard Ph/M/c queue, i.e., when there are no state dependencies in the arrival process or the service rate, the steady-state probabilities (11)) provides an alternate way of computing this solution.
Stability of recurrent solution
In this section we show that our recurrent solution is computationally stable. We follow closely the line of reasoning presented for M/G/1-like queues [BRA08] , adapting it to the distribution type and queue considered in this note. We write the recurrence as
where we use the following notation
, in the case of a finite buffer with lost arrivals, and € p( j | N ) = 0, ∀j , in the case of a finite buffer with blocking. As described in Section 2, the solution can be expressed as
From (6) and (5) we get for
We assume that the phase-type distribution of the time between arrivals has indeed € a stages, so that
We first show that our recurrence for
Proof of Lemma 1: 1. follows directly from (13) and (14).
2. Summing (14) over all values of € j and using the fact that
Rearranging the terms and using the fact that
3. Follows directly from the results of 1) and 2). Lemma 1 establishes that
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INRIA Consider now a set of perturbed conditional probabilities, where the perturbation corresponding to floating point roundoff errors,
Because the conditional probabilities are normalized at each step of the recurrence, the perturbations
We assume that the perturbations are small so that we have
From (14) it is clear that the perturbation does not affect
In Lemma 2 we bound relative perturbations in
Proof of Lemma 2: see Appendix. Let
The following lemma relates
Lemma 3:
Proof of Lemma 3: see Appendix.
The preceding lemmas give us the elements to prove the stability of our recurrent algorithm. We consider the following function to assess the magnitude of the relative error in
Proof of Theorem 1:
(16) Using (12) and the results of Lemma 1, we have
.
From the results of Lemma 2 and Lemma 3 we have
Combining these results yields
Using (16), we conclude that
Thus, Theorem 1 shows that our recurrent algorithm is numerically stable.
In the next section we discuss the computational complexity of our method and present a numerical result that illustrates its application.
Performance of the method
We start by a brief discussion of the computational complexity of our recurrent solution. In the case of a finite queueing room of size N, i.e., the Ph/M/c/N-type queue, the total number of floating point operations can be evaluated in advance. It varies with the precise nature of the phase-distribution considered, and can be expressed as In the case of an unrestricted queueing room, i.e., the Ph/M/c-type queue, the first step is to solve for the limiting probabilities Depending on the number of stages and the specific instance of the phase-type distribution, such problems might otherwise occur even for moderate numbers of servers.
To illustrate the application of our method, we consider a system with 32 servers, a Paretolike distribution of the time between arrivals and a finite buffer of 64 requests. Such bursty distributions have been reported in I/O subsystems (e.g., [HSU03] ), as well as computer networks (e.g., [JIA05, CRO97] .) The number of servers chosen might correspond, for instance, to the number of "exposures" in the case of Parallel Access Volumes [IBM99] in a mainframe I/O subsystem. The phase-type representation of the Pareto-like distribution was obtained using the PhFit software [HOR02] . It contains 16 phases, 6 of which are used for the heavy-tail part of the distribution. We represent in Figure 1 the results obtained using our method at close to 80% server utilization. These results include the steady-state average-time probabilities € p(n) and the probabilities of the state upon arrival € P A (n) . In Section 3 we have presented a theoretical proof that the proposed recurrence is computationally stable, and, in the many numerical examples we have considered, we found the method to be numerically stable in practice. 
Conclusions
In this note we propose a simple recurrent solution of Ph/M/c/N-type and Ph/M/c-type queues. The queues considered may have state-dependent arrival and service processes. For systems with finite buffers, the proposed method can handle queues with lost arrivals, as well as with blocking.
We derive our recurrent solution by considering the conditional probabilities of the arrival process given the number of requests in the system. The resulting recurrence yields the statedependent arrival rates, and, hence, the steady-state probabilities for the number of requests both at arbitrary times and at instants of arrival. The solution is exact, and involves no iteration. In the case of an unrestricted queueing room, the solution involves the computation of the limit- The use of conditional probabilities, as opposed to the joint probabilities of the current arrival phase and the number of customers in the system, has the distinct advantage of dividing the state space into subspaces individually normalized for each population level. This scales up the values manipulated by the computation thus delaying the onset of numerical issues related to floating-point underflow.
We present a theoretical proof that our recurrent solution is computationally stable, and our numerical trials indicate that the method is numerically stable in practice even with large numbers of phases. Our recurrent solution requires minimal memory space. It is also very simple to implement in a standard computer language. 
For 
On the other hand, as 
Details of the recurrent computation
We look for a solution to equation (3) of the form
For our purpose here, we let
and
The unknown € α (n) is determined from the normalizing condition (5)
The computation for € n = N − 1 in the case of communication blocking proceeds in an analogous way.
Our recurrent computation can be summarized as follows: 
Proof of Lemmas 2 and 3
Proof of Lemma 2:
On the other hand, at
Combining these two results, yields
In an analogous manner, we obtain
Proof of Lemma 3: 1 + Δβ
Ph/M/c/N queue with blocking
We consider here communications type of blocking where the arrival process is stopped altogether when the number of requests in the system becomes 
