The conjugate gradient method with IMGS, an incomplete modi ed preconditioner, applied to the normal equations (PCGLS) is often used as the basic iterative method to solve the linear least squares problems. In this paper a detailed analysis is given for understanding the e ect of rounding errors on IMGS and determining the accuracy of computed solutions of PCGLS with IMGS for linear least squares problems in nite precision. It is shown that for consistent system, the di erence between the true residuals and the updated approximate residual vectors generated depends on the machine precision , on the maximum growth in norm of the iterates over their initial values, the norm of the true solution and the condition number of R which is e ected by the drop set in incomplete Gram-Schmidt factorization. Similar results are obtained for the di erence between the true and computed solution for inconsistent systems. Numerical tests are carried out to con rm the theoretical conclusions.
Introduction
Iterative methods for solving the normal equations A T Ax = A T b; are simple to derive, because A T A is symmetric and positive de nite. The conjugate gradient method was developed in the early 1950's by Hestenes and Stiefel 14] , and in the subsequent paper a version of conjugate gradient for the normal equations was given. The resulting method with preconditioner, PCGLS, is used as the basic iterative method to solve the linear least squares problems. L auchli 15] discussed a preconditioned conjugate gradient method for solving least squares geodetic network problems. The application of the conjugate gradient method to linear least squares is also discussed by Lawson 16] and Chen 4] . Paige 20] derived a method LSCG based on the Lanczos bidiagonalization process by Golub and Kahan 12] . This method in was later shown to be numerically bad and a stable version called LSQR was given by Paige and Saunders in 21]. Reid 22] gave an excellent discussion of di erent computational variants of the conjugate gradient method for symmetric positive de nite systems.
In theory, applying conjugate gradient method to the normal equations is a straightforward extension of the standard conjugate gradient method. However, numerically unstable variants of these methods still occur in the literature! Several early important conclusions can be found in Elfving 6] and in Paige and Saunders 21] . A comprehensive comparison of di erent implementations can be found in 3]. Bj orck et al. compare di erent computational variants of the conjugate gradient method with respect to the achievable accuracy. The analysis is based on the recent important results by Greenbaum 13] on the behavior of conjugate gradient methods in nite precision. The basic analysis applies to the class of iterative methods which in each step update the approximate solution x k and residual r k using the formulas x k+1 = x k + k p k ; r k+1 = r k ? k Ap k : (1) The following bound of the di erence between the true residual b ? A x k of the computed approximated x k and the recursively computed residual r k is derived in 3] kb ? A x k ? r k k kAk (kxk + kx 0 k) u (k + 1 + c) + k(10 + 2c) max j k k x j k kxk + kx 0 k : (2) Here u is the machine precision, and c depends on the accuracy of the matrix vector multiply routine. If the matrix-vector product is computed in the standard way, then c = m n 1=2 . Although these methods do not explicitly form the normal equations, the rate of convergence still relies on the spectrum of A T A. Preconditioning techniques that accelerate the convergence of these methods have received extensive attention in the literature. The analysis modi ed in this paper will focus on IMGS, an incomplete modi ed version of the Gram-Schmidt orthogonalization to obtain an incomplete orthogonal factorization. The computed factorization of the form is M = R, A = Q R where R is the upper triangular matrix. The matrix Q, however, is not in general orthogonal due to selective computation of elements in R.
The basic properties of the IMGS algorithm include the existence of the IMGS and the numerical stability of the computations will be discussed later. One of the disadvantages of incomplete factorization is that often their existence can not be guaranteed. For example, for least squares problems this lack of guarantee causes di culties with the use of an incomplete Cholesky factorization preconditioner of the normal equations. Fortunately, IMGS does not su er this problem in exact arithmetic. The use of nite precision will, of course, a ect the algorithm in practice. For example, it may cause the algorithm to break down. We will investigate the e ect of rounding errors on IMGS. This is accomplished by generalizing the error analysis of Bj orck for MGS 1] .
The outline of the rest of this paper is as follows. In the second section, we recall some results on the comparison of the performance in nite precision of the di erent implementations of conjugate gradient or Lanczos type of these Krylov methods and their computational complexity suggested by Bj orck et al. 3] for understanding the e ect of rounding errors on CGLS. In the third section, we introduce and describe the IMGS algorithm respect to the existence and numerical stability of the computations. Next, we will follow the framework established by Greenbaum in 13] to determine the accuracy of the computed solutions of the stable version of PCGLS with IMGS preconditioner for solving the linear least squares problems. Finally several numerical experiments are presented to con rm our theoretical results. Some concluding remarks are made on our results.
The preconditioned CGLS method
There are many ways, all mathematically equivalent, in which to implement the conjugate gradient method as described in 3]. In exact arithmetic they will all generate the same sequence of approximations, but in nite precision the achieved accuracy may di er substantially. The algorithm originally given by Stiefel is CGLS1.
Elfving 6] compared CGLS1 with several other implementations of the conjugate gradient method, and found this to be the most accurate. CGLS1 requires storage of two n-vectors x; p and two m vectors r; q. (Note that s can share storage with q.) Each iteration requires about 2nz(A) + 3n + 2m multiplications, where nz(A) are the number of nonzero elements in A.
A small variation of Algorithm CGLS1 is obtained if instead of r = b ? Ax, the residual to the normal equations s = A T (b ? Ax) is recurred, namely CGLS2. CGLS2 requires the storage of three n-vectors x; p; s and one m vector q, and 2nz(A) + 4n + m multiplications.
Besides these two versions of CGLS, Paige and Saunder 21] developed algorithms based on the Lanczos bidiagonalization method of Golub and Kahan 12] . There are two forms of this bidiagonalization procedure, Bidiag1 and Bidiag2, which produce two algorithms which di er in their numerical properties. The comprehensive comparison of these di erent implementations have been done by Bj orck et al. 3] . They did a detailed analysis for the failure of CGLS2 and LSQR2 since no reference to b is made in the iterative phase of these algorithms and it follows that the initial error can not be canceled. Hence in case krk kbk they can be expected to produce much less than optimal accuracy. Meanwhile, they also proved the residuals corresponding to the computed solution will be of the order of the unit roundo and CGLS1 is normwise backward stable in case of consistent system. For inconsistent system, it can be shown that CGLS1 may be more accurate than a backward stable method. Note, however, that the bound for the number of iterations depends on (A). More detail, please see 3] . In this paper, we choose the preconditioned version of CGLS1 namely PCGLS throughout the rest as our basic method based on 2] which can be stated as follows algorithm PCGLS. that orthogonal factorization based on the modi ed Gram-Schmidt procedure are stable method for solving the least squares problem in the sense that the computed solution is the exact solution of a nearby problem. In the sparse case, orthogonal transformations have a serious drawback. They usually need much more space and time than the normal equations method. Q is usually much denser than A. Although Q can be discarded, large storage may still be needed for the computation. Several sparse orthogonal factorization algorithms have been suggested 5, 7, 8, 9, 10, 11, 17, 18, 19, 25] Preconditioning techniques that accelerate the convergence of these methods have received extensive attention in the literature. Now we will turn attention to the achievable accuracy of di erent preconditioned conjugate gradient and Lanczos methods in nite precision. The preconditioner investigated will focus on IMGS, a incomplete modi ed version of the Gram-Schmidt orthogonalization to obtain a incomplete orthogonal factorization preconditioner M = R, where A = Q R + E is an approximation of a QR factorization, Q is an orthogonal matrix and R is upper triangular matrix. In this section we will discuss the e ect of rounding errors in detail for IMGS. From the error bounds we can see that, as expected, since IMGS essentially drops computations from MGS its computed error is smaller than that of MGS assuming that there is no signi cant cancellation of rounding error. In other words, the computation of IMGS will be less even likely than MGS to break down due to possible numerical rank de ciency of A.
The outline of the rest of this section is as follows. In the second subsection, we introduce the IMGS algorithm and explore the existence of the incomplete factorization. In the third subsection, we recall the basic de nitions for error analysis and follow the technique and the notations suggested by Bj orck 1] for understanding the e ect of rounding errors on IMGS. Finally we make some concluding remarks on our results.
The incomplete modi ed Gram-Schmidt algorithm
Let P n = f(i; j)ji 6 = j; 1 i; j ng and assume that the matrix A 2 < m n has full column rank. Suppose we are given a set of index pairs P such that P P n and (i; j) 2 P implies that 1 i < j n. The set P determines which elements of the matrix R will not be retained in the approximate factorization, i.e., P is the drop set. No assumptions are made in the paper concerning the method of choosing the elements that are dropped from R during the computation of the incomplete Gram-Schmidt factorization. The e ects of varying the dropping strategy are discussed in detail in 23]. Based on the above assumptions, the IMGS factorization can be easily derived from MGS to yield the following algorithm:
algorithm Incomplete Modi ed Gram-Schmidt for k = 1; 2; : : :; n do r kk = ka
k =r kk ; for j = k + 1; : : :; n do r k;j = ( 0
endfor end This form of MGS and the induced version of IMGS produce the nonzero elements of R in their nal forms using a row major ordering. Note that if P = P n , IMGS produces the diagonal matrix R =diag(ka 1 k 2 ; : : :; ka n k 2 ). At the other extreme, P = ; gives a complete modi ed Gram-Schmidt factorization. In general, although the matrix Q need not be orthogonal, this factorization will always succeed in producing a non-singular upper triangular factor R when A has full rank. Theorem 3.1 (Wang 23]) If A 2 < m n , where m n, has full rank then IMGS applied with a drop set P P n completes and produces a factorization A = QR, where R is an upper triangular matrix with positive diagonal elements and Q is a non-singular matrix.
In general, IMGS is robust and e ective at reducing the number of PCGLS iterations. Its main drawback is the much higher cost of computing the preconditioner compared with other preconditioning methods.
Numerical stability of IMGS
In the error analysis we assume the following model of oating point arithmetic on a machine with unit roundo 2 ?t where t is the number of digits in the precision of the oating point number is used and follow the technique and notations introduced by Wilkinson 24] fl(a b) = a(1 + 1 ) b(1 + 2 ) j 1 j; j 2 
The corresponding k
In the exact computation we certainly have k a
. This however need not be true when rounding errors are taken into account. Estimating and maximizing the resulting right hand side as Bj orck did in 1], we get after some computations k a
Here we remark that these bounds can only be approached when a (k) j is almost orthogonal to q k .
In IMGS procedure, we call r kj is the exact multiplier corresponding to the computed q k and a (k) j . Using the basic relation we can estimate the error in the multiplier j r kj ? r kj j n 2 ?t kq k k 2 k a 
Repeatedly applying (7) to (14) Applying the bounds of (8) and (13) 
where D is a diagonal matrix whose entries are d i .
In some extreme cases, for example, when P is chosen to be the set of all the o diagonal matrix elements, then R is a diagonal matrix and the IMGS can be considered as a column scaling. In this case, D is a unit matrix and kEk F 1:50 2 ?t kAk F : (21) When P is chosen to be the empty set, IMGS is the same as MGS. The corresponding bound is kEk F 1:50 2 ?t nkAk F : (22) which is same as the bound Bj orck derived for MGS in 1].
From the error bounds we can see that, as expected, since IMGS essentially drops computations from MGS its computed error is smaller than that of MGS assuming that there is no signi cant cancellation of rounding error. In other words, the computation of IMGS will be less likely than MGS to break down due to possible numerical rank de ciency of A. a j : (23) Taking norm of (23) and using (11) In some extreme cases, for example, when P is chosen to be the set of all the o diagonal matrix elements, then R is a diagonal matrix and the IMGS can be considered as a column scaling. In this case, D is a unit matrix and k R ? Q T Ak F 6:50 2 ?t kAk F : When P is chosen to be the empty set, IMGS is the same as MGS. The corresponding bound is k R ? Q T Ak F 1:9 (n ? 1) 1=2 n 2 ?t kAk F :
which is same as the bound Bj orck derived for MGS in 1]. 4 Accuracy of the preconditioned method Now we will follow the framework established by Greenabum in 13] to determine the accuracy of the computed solutions of PCGLS stable version with IMGS preconditioner for solving the linear squares problems.
Under the model described in the previous section for error analysis of IMGS algorithm, we have the following standard results for operations involving the vector x and y, and a number : k x ? fl( x)k k xk; kx + y ? fl(x + y)k (kxk + kyk); (26) jfl(x T y) ? x T yj n kxkkyk:
With these rules, we can follow the framework established by Greenbaum 13] for determining the accuracy of computed solutions in nite precision arithmetic. Throughout this section, x k ; r k ; k ; R ?1 and p k will always denote the computed quantities. To keep the exposition as simple as possible, we will express all terms consisting of products of Since the starting vector is computed directly, the rst term on the right-hand side of (32) is easily bounded using (26) and expression (30) The following lemma bounds the rst part of the second term of (32). 
The bound of k j k can be estimated by k j k (3kx j k + 2kx j+1 k) + (c (R) + ( 2 ))(kx j+1 k + kx j k); 
The third term is bounded
The fourth term is bounded The term kx 0 k is necessary in order to obtain any reasonable bounds on the residual. For example, if the user choose an initial guess with norm ?1 , while the true solution has norm 1, none of the iterative methods we consider will be able to nd an accurate approximation solution to the problem. In our algorithms, we always set x 0 = 0.
Consistent case
In exact arithmetic CGLS1 has the property that in the consistent case it minimizes the By the analogy this bound also holds to a close approximation in nite precision arithmetic.
Therefore also the computed recursive residual r k approaches zero as k ! 1.
The use of a preconditioner and the accuracy with which it is applied will a ect the convergence of the vectors r k to zero. We conjecture that 
This show that PCGLS has the same stability with CGLS. Note, however, that the bound S for the number of iterations depends on (A) and the error bound of (R) can be found in the previous section!
Numerical tests
The following tests were performed in Matlab on a SUN workstation using double precision.
The set of test problems denoted P(m; n; d; p) was generated, as described in Paige and Here we formulate stopping rules described in 21] in terms of three dimensionless quantities: ATOL, BTOL, and CONLIM. The rst two rules apply to compatible and incompatible systems, respectively. The third rule applies to both. They are We can implement these rules e ciently using the estimates of kr k k; kAk F , and so forth, already described. The criteria 1 and 2 are based on allowable perturbation in the data. The user may therefore set ATOL and BTOL according to the accuracy of the data. Criteria 3 represents an attempt to regularize ill-conditioned systems.
The rst set of tests were run on consistent test problems PS(10,10,1,3) and PS(10, 10,1,5), with (A) are 10 Figure 1 show that the use of a preconditioner will a ect the number of iterations and rate of convergence dramatically which is well-known already. In Figure 2 Finally in Figure 4 we show results from the more ill-conditioned inconsistent problems PS (20, 10, 1, 4) and PS (20, 10, 1, 6) with (A) equals to 10 4 and 10 6 respectively. The relative accuracy in the computed solution behavior consistently as we expected in theoretical results. These results also show that PCGLS with IMGS preconditioner has the same stability with CGLS where the bound S for the number of iterations and relative accuracy depend on the condition number of A. (20, 10, 1, 6) and PS (20, 10, 1, 4) 
