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Improvement upon Mahler’s transference theorem. ∗
OlegN.German, KonstantinG. Evdokimov
Abstract
In this paper we obtain new transference theorems improving some classical theorems
which belong to Kurt Mahler. We formulate those theorems in terms of consecutive
minima of pseudo-compound parallelepipeds.
1 Introduction
This paper is devoted to an improvement upon Mahler’s theorem published in 1939 in [1, 2],
which implies many classical transference theorems. For instance, it implies Khintchine’s
transference principle [3] connecting the problem of simultaneous approximation to real num-
bers θ1, . . . , θn with the problem of approximating zero with the values of the linear form
θ1x1 + . . .+ θnxn + xn+1 at integer points.
Khintchine’s transference principle connects the existence of an integer solution to the
system of inequalities
0 < |xn+1| 6 X, max
16i6n
|xn+1θi − xi| 6 Y (1)
with the existence of an integer solution to the system of inequalities
0 < max
16i6n
|xi| 6 U, |θ1x1 + . . .+ θnxn + xn+1| 6 V, (2)
where X, Y, U, V are positive real numbers. These two problems are dual in the following
sense. Set
fi(x1, . . . , xn+1) = xi − θixn+1, i = 1, . . . , n,
fn+1(x1, . . . , xn+1) = xn+1
(3)
and
gi(x1, . . . , xn+1) = xi, i = 1, . . . , n,
gn+1(x1, . . . , xn+1) = θ1x1 + . . .+ θnxn + xn+1.
(4)
It is easy to see that f1, . . . , fn+1 and g1, . . . , gn+1 are dual bases of the space of linear forms
in Rn+1, i.e. the matrices of their coefficients F and G (the coefficients of the i-th form are
∗This research was partially supported by the grants of RFBR 12-01-00681, 12–01–33080, and also by
“Dynasty” foundation
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written in the i-th row) satisfies the relation FG⊺ = I, where I is the identity matrix and G⊺
denotes the transpose of G. This means that the above two problems are dual.
Note that the relation FG⊺ = I is equivalent to F ⊺G = I, and also to the fact that the
bilinear form
Φ(u1, . . . , un+1, v1, . . . , vn+1) =
n+1∑
i=1
fi(u1, . . . , un+1)gi(v1, . . . , vn+1)
can be written as
Φ(u1, . . . , un+1, v1, . . . , vn+1) =
n+1∑
i=1
uivi. (5)
This point of view led Mahler to the following ‘theorem on a bilinear form’ which has become
classical.
Theorem A (K.Mahler, 1937). Consider two d-tuples of linear forms in d variables:
f1(u), . . . , fd(u) in u ∈ Rd with matrix F , detF 6= 0, and
g1(v), . . . , gd(v) in v ∈ Rd with matrix G, detG = D 6= 0.
Suppose that the bilinear form
Φ(u,v) =
d∑
i=1
fi(u)gi(v) (6)
has integer coefficients. Suppose also that the system of inequalities
|fi(u)| 6 λi, i = 1, . . . , d (7)
admits a nonzero solution in Zd. Then so does the system of inequalities
|gi(v)| 6 (d− 1)λ/λi, i = 1, . . . , d, (8)
where
λ =
(
|D|
d∏
i=1
λi
) 1
d−1
. (9)
Theorem A was improved by the first author in [4, 5, 6] for particular cases corresponding
to the problems concerning different types of Diophantine exponents. In this paper we improve
Theorem A for the arbitrary case. Moreover, we also describe a family of systems analogous
to (8), s.t. each system in this family admits a nonzero integer solution, provided so does the
system (7). Besides that, we prove the existence of several distinct solutions to (8), among
which there are d− 1 linearly independent ones. The most convenient way to formulate these
results is to use consecutive minima of pseudo-compound parallelepipeds.
2 Transference principle and consecutive minima of
pseudo-compound parallelepipeds
We remind the definitions of consecutive minima and of pseudo-compound parallelepipeds
(see also [7]).
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Definition 1. Let M be a convex body in Rd, symmetric w.r.t. the origin. Let Λ be a
d-dimensional lattice in Rd. Then the k-th successive minimum µk(M,Λ) of M w.r.t. Λ is
defined as the minimal positive µ such that µM contains k linearly independent points of Λ.
Definition 2. Let h1, . . . , hd be d linear forms in R
d with matrix H , detH = 1, and let
h∗1, . . . , h
∗
d be the dual set of linear forms, i.e. 〈hi, h∗j〉 = δij , where 〈 · , · 〉 denotes inner
product. Given positive numbers η1, . . . , ηd, consider the parallelepiped
Π =
{
z ∈ Rd
∣∣∣ |hi(z)| 6 ηi, i = 1, . . . , d
}
.
Then the parallelepiped
Π∗ =
{
z ∈ Rd
∣∣∣ |h∗i (z)| 6 1ηi
d∏
j=1
ηj , i = 1, . . . , d
}
is called pseudo-compound for Π.
Let us reformulate Theorem A in terms of pseudo-compound parallelepipeds and their
consecutive minima. We shall do it in two steps.
First, let us show that D can be considered to be equal to 1. For each i = 1, . . . , d set
f ′i = D
1/dfi, g
′
i = D
−1/dgi, λ
′
i = D
1/dλi, λ
′ = λ.
It can be easily verified that substitution of fi, gi, λi, λ, D with f
′
i , g
′
i, λ
′
i, λ
′, 1 respectively
preserves the statement of Theorem A. Hence, indeed, we can set D = 1. Which will be
assumed throughout the rest of the paper.
Let us now consider the lattices FZd and GZd. The relation (6) means that each of these
lattices is a sublattice of the other’s dual. We remind the definition.
Definition 3. Let Λ be a d-dimensional lattice in Rd. Let 〈 · , · 〉 denote inner product in Rd.
Then the lattice
Λ∗ =
{
z ∈ Rd ∣∣ 〈z,w〉 ∈ Z for all w ∈ Λ}
is called dual for Λ.
Set Λ = GZd and consider the parallelepiped
Π =
{
z = (z1 . . . zd)
⊺ ∈ Rd
∣∣∣ |zi| 6 λ/λi, i = 1, . . . , d
}
,
where λ is defined by (9) with D = 1, i.e. λ =
( d∏
i=1
λi
) 1
d−1
.
Then det Λ = 1, FZd ⊆ Λ∗ and
Π∗ =
{
z = (z1 . . . zd)
⊺ ∈ Rd
∣∣∣ |zi| 6 λi, i = 1, . . . , d
}
.
Thus, Theorem A actually claims the existence of a nonzero point of Λ in (d−1)Π provided
there is a nonzero point of a sublattice of Λ∗ in Π∗. Clearly, in this statement the words “of
a sublattice” can be omitted. Besides that, the presence of a nonzero lattice point inside a
parallelepiped means exactly that its first minimum w.r.t. this lattice does not exceed 1. We
get the following reformulation of Theorem A.
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Theorem B. Suppose Λ is a d-dimensional lattice in Rd with covolume 1 and let Π be an
0-symmetric parallelepiped with facets parallel to coordinate hyperplanes. Then
µ1(Π
∗,Λ∗) 6 1 =⇒ µ1(Π,Λ) 6 d− 1.
Note that for each operator A ∈ SLd(R) we have
(AΠ)∗ = (A∗)−1Π∗ and (AΛ)∗ = (A∗)−1Λ∗,
where A∗ is the conjugate for A. Therefore, we can map Λ onto Zd and thus get another
reformulation of Theorem A, “dual” to the formulation of Theorem B, but slightly more
concise.
Theorem C. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Then
µ1(Π
∗,Zd) 6 1 =⇒ µ1(Π,Zd) 6 d− 1.
At the same time Mahler [2] proved a theorem concerning all of the consecutive minima,
which can be formulated as follows.
Theorem D (K.Mahler, 1938). Let Π be an arbitrary 0-symmetric parallelepiped in Rd.
Then
2d
d volΠ
6 µk(Π
∗,Zd)µd+1−k(Π,Z
d) 6
2dd!
vol Π
. (10)
Combining this statement for k = 1 with Minkowski’s theorem on consecutive minima,
which claims that
2d
d! vol Π
6
d∏
i=1
µi(Π,Z
d) 6
2d
vol Π
, (11)
we get the following improvement of Theorem C.
Theorem E. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Let
µ1(Π
∗,Zd) 6 1 and µ1(Π,Z
d) > 1.
Then
µk(Π,Z
d) 6 d
1
d−k
, k = 1, . . . , d− 1.
One of the main results of this paper is the following improvement of Theorem E.
Theorem 1. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Let
µ1(Π
∗,Zd) 6 1 and µ1(Π,Z
d) > 1.
Then
µk(Π,Z
d) 6 d
1
2(d−k)
, k = 1, . . . , d− 1. (12)
For k = 2 we prove a stronger inequality.
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Theorem 2. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Let
µ1(Π
∗,Zd) 6 1 and µ1(Π,Z
d) > 1.
Then
µ2(Π,Z
d) 6 cd, (13)
where cd is the positive root of the polynomial t
2(d−1) − (d− 1)t2 − 1.
It can be easily shown that
d
1
2(d−1)
< cd < d
1
2(d−2)
. (14)
Thus, indeed, inequality (13) is stronger than (12) for k = 2. Besides that, it follows from
(14) that
cd = 1 +
ln d
2d
+O
(
ln2 d
d2
)
as d→∞.
For d = 3 we prove inequalities which are stronger than (12) and (13), and which are
moreover precise.
Theorem 3. Let Π be an arbitrary 0-symmetric parallelepiped in R3. Let
µ1(Π
∗,Z3) 6 1 and µ1(Π,Z
3) > 1.
Then
µ1(Π,Z
3) 6 2/
√
3 and µ2(Π,Z
3) 6 5/4.
Moreover, the constants 2/
√
3 and 5/4 are exact.
Remark 1. Theorems 1, 2, 3 can be formulated in the likeness of Theorem B. Then we should
substitute µ1(Π,Z
d) with µ1(Π,Λ), and µ1(Π
∗,Zd) with µ1(Π
∗,Λ∗).
Theorems 2 and 3 will be obtained as a consequence of an observation which is actually a
family of transference theorems.
3 A family of transference theorems
Roughly speaking, regular transference theorems claim the existence of a lattice point in a set
provided there is a lattice point in some other set. We are going to construct a whole family
of parallelepipeds such that each of them will contain a lattice point.
Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Then there is an operator AΠ ∈
GLd(R) such that AΠΠ = [−1, 1]d. For each d-tuple τ = (τ1, . . . , τd) ∈ Rd>0 we set
Hτ ,Π = A
−1
Π


τ1 0 · · · 0
0 τ2 · · · 0
...
...
. . .
...
0 0 · · · τd

AΠ.
That is Hτ ,Π is a composition of a hyperbolic shift and a homothety, and the axes of this
hyperbolic shift coincide with those of Π. When clear form the context which parallelepiped
is under consideration, we shall write Hτ instead of Hτ ,Π.
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Theorem 4. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Then for each d-tuple
τ = (τ1, . . . , τd) such that
d∑
i=1
τ 2i =
d∏
i=1
τ 2i (15)
we have
µ1(Π
∗,Zd) 6 1 =⇒ µ1(HτΠ,Zd) 6 1.
Remark 2. For each tuple (τ1, . . . , τd) ∈ Rd>0 there is a unique λ > 0 such that the tuple
(λτ1, . . . , λτd) satisfies relation (15).
We now show how to derive Theorem 2 from Theorem 4.
Suppose µ1(Π
∗,Zd) 6 1 and µ1(Π,Z
d) > 1. Then by Theorem 4 for each τ satisfying (15)
the parallelepiped HτΠ contains a nonzero point of Z
d. Consider the minimal t1 such that for
τ 1 = (t1, . . . , t1) the parallelepiped Hτ 1Π contains a nonzero point of Z
d. Then
t1 = µ1(Π,Z
d) > 1.
There are no nonzero integer points in the interior of Hτ 1Π, but there is such a point on its
boundary. Let us denote it by v. Without loss of generality we may suppose v belongs to the
facet intersecting the “first” axis of Π, i.e. the one which is mapped onto the first coordinate
axis under the action of AΠ (under this action Π turns into [−1, 1]d). Consider the minimal
t2 > t1 such that for τ 2 = (t1, t2, . . . , t2) the parallelepiped Hτ 2Π contains a nonzero point of
Z
d different from ±v. This new point is linearly independent with v, whence
µ2(Π,Z
d) 6 t2.
If t2 is strictly larger than the positive root of the equation
t21t
2(d−1) = t21 + (d− 1)t2, (16)
then by Remark 2 the interior of Hτ 2Π contains a parallelepiped HτΠ (homothetic to Hτ 2Π)
with τ satisfying (15). But this HτΠ does not contain any nonzero integer point, since there
are no such points in the interior of Hτ 2Π. This contradicts Theorem 4 and, therefore, t2 does
not exceed the positive root of (16). Observe that this root decreases as t1 grows, and by our
assumption t1 > 1. Hence t2, as well as µ2(Π,Z
d), does not exceed the positive root of the
polynomial t2(d−1) − (d− 1)t2 − 1.
Thus, Theorem 2 indeed follows from Theorem 4. Theorem 4 itself will be proved in
Section 7.
4 Main tool: section-dual bodies
Here we describe the main construction which allows proving Theorems 4 and 3.
Let Π be an arbitrary 0-symmetric parallelepiped in Rd. For each e ∈ Rd we shall use
vole(Π) to denote the (d−1)-dimensional volume of the intersection of Π with the orthogonal
complement to Re. We shall also use Sd−1 to denote the (Euclidean) unit sphere in Rd.
Definition 4. The set
Π∧ = { λe | e ∈ Sd−1, 0 6 λ 6 21−d vole(Π) }
is called section-dual for Π.
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As a separate concept section-dual bodies were apparently considered first by Lutwak [8].
However in his definition there is no factor like 21−d and he used the term “intersection body”.
For us the factor 21−d is apt from the point of view of Minkowski’s two theorems: convex
body theorem we use to prove statement 1 of Lemma 1, and theorem on consecutive minima
we use to prove Lemma 2 (see below).
The following statement is a particular case of the classical Busemann theorem (see [9]).
Proposition 1. Π∧ is convex and 0-symmetric.
In [5] the following properties of section-dual sets are proved.
Lemma 1 (see [5]).
1. µ1(Π
∧,Zd) 6 1 =⇒ µ1(Π,Zd) 6 1.
2. Let A ∈ GLd(R). Then (AΠ)∧ = A′(Π∧), where A′ is the cofactor matrix of A, i.e.
A′ = (detA)(A∗)−1.
Statement 1 of Lemma 1 gives us a hint about how to prove Theorem 4. It suffices to
show that for each 0-symmetric parallelepiped Π and each τ = (τ1, . . . , τd) satisfying (15) we
have
Π∗ ⊂ (HτΠ)∧. (17)
However, to prove Theorem 1 we shall need an enhanced version of statement 1 of Lemma
1.
Lemma 2. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Then
µ1(Π
∧,Zd) 6 1 =⇒
d−1∏
k=1
µk(Π,Z
d) 6 1.
Proof. Suppose µ1(Π
∧,Zd) 6 1. Then there is a (nonzero) primitive integer point v in Π∧.
By the definition of section-dual set this means that
volv(Π) > 2
d−1|v|.
Consider the (d− 1)-dimensional subspace Lv orthogonal to v and set
Sv = Π ∩ Lv, Λv = Zd ∩ Lv.
Then, up to sign, v coincides with the cross product of any d− 1 vectors which make a basis
of Λv. Hence
det Λv = |v| 6 21−d volv(Π) = 21−d vol(Sv).
Applying Minkowski’s theorem on consecutive minima we get
d−1∏
k=1
µk(Π,Z
d) 6
d−1∏
k=1
µk(Sv,Λv) 6
2d−1 det Λv
vol(Sv)
6 1.
7
5 Section-dual for unit cube
Set Bd = [−1, 1]d. In other words Bd is the unit ball in sup-norm. Due to Vaaler’s theorem
(see [10]) the volume of any (d − 1)-dimensional central section of Bd is not less than 2d−1.
Hence B∧d contains a Euclidean ball of radius 1, and we get the following statement.
Lemma 3. B∗d = Bd ⊂
√
dB∧d .
Corollary 1. For each 0-symmetric parallelepiped Π we have
Π∗ ⊂
√
dΠ∧.
Proof. Consider A ∈ GLd(R) such that Π = ABd. Then by Lemma 3 and statement 2 of
Lemma 1
Π∗ = (ABd)∗ = A′B∗d ⊂ A′(
√
dB∧d ) =
√
d (ABd)∧ =
√
dΠ∧.
In order to prove Theorems 4, 3, let us reformulate (17) in terms of the properties of B∧d .
Lemma 4. For each 0-symmetric parallelepiped Π and each d-tuple τ = (τ1, . . . , τd) the
inclusion (17) is equivalent to
( d∏
i−1
τi
)−1
τ1
...
τd

 ∈ B∧d . (18)
Proof. Consider the same A = AΠ as in Section 3, so that AΠ = Bd. Then
A′(Π∗) = (AΠ)∗ = B∗d = Bd
and by statement 2 of Lemma 1
A′((HτΠ)
∧) = (AHτA
−1AΠ)∧ = (DτBd)∧ = D′τB∧d ,
where
Dτ = AHτA
−1 = Hτ ,Bd =


τ1 0 · · · 0
0 τ2 · · · 0
...
...
. . .
...
0 0 · · · τd

 .
Hence (17) is equivalent to
1
det Dτ
DτBd ⊂ B∧d .
And this inclusion in virtue of convexity and symmetry w.r.t. coordinate hyperplanes of both
Bd and B∧d is equivalent to the fact that the vertex of
1
detDτ
DτBd
with positive coordinates lies in B∧d . But this is exactly what (18) states.
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Corollary 2. If µ1(Π
∗,Zd) 6 1, then µ1(HτΠ,Z
d) 6 1 for every τ = (τ1, . . . , τd) satisfying
(18).
Proof. If (18) holds, then by Lemma 4 we also have (17). Taking into account statement 1
of Lemma 1 we get the following chain of implications
µ1(Π
∗,Zd) 6 1 =⇒ µ1((HτΠ)∧,Zd) 6 1 =⇒ µ1(HτΠ,Zd) 6 1.
6 Proof of Theorem 1
Having Lemma 2 and Corollary 1, it is quite easy to prove Theorem 1. Indeed, those state-
ments immediately imply the implications
µ1(Π
∗,Zd) 6 1 =⇒ µ1(
√
dΠ∧,Zd) 6 1 =⇒ µ1
((
d
1
2(d−1)
Π
)∧
,Zd
)
6 1 =⇒
=⇒
d−1∏
k=1
µk
(
d
1
2(d−1)Π,Zd
)
6 1 =⇒
d−1∏
k=1
µk(Π,Z
d) 6
√
d. (19)
Furthermore,
µ1(Π,Z
d) 6 . . . 6 µd−1(Π,Z
d),
so within the assumption µ1(Π,Z
d) > 1 the latter inequality in (19) implies that for each
k = 1, . . . , d− 1 we have
µk(Π,Z
d) 6 d
1
2(d−k)
.
This proves Theorem 1.
7 Proof of Theorem 4 and its slightly stronger version
As it was said in the previous Section, Vaaler’s theorem implies that B∧d contains a Euclidean
ball of radius 1. Suppose τ = (τ1, . . . , τd) satisfies (15). Then the Euclidean norm of the point
( d∏
i−1
τi
)−1
τ1
...
τd

 (20)
is equal to 1. Hence τ satisfies (18). It remains to apply Corollary 2.
Theorem 4 is proved.
Theorem 4 is not sharp: we lose sharpness at least when we approximate B∧d with the
Euclidean unit ball. However, we can confine ourselves with Corollary 2 and get a stronger
statement immediately. Set
vτ = 2
1−d vol
{
(z1 . . . zd)
⊺ ∈ Bd
∣∣∣
d∑
i=1
τizi = 0
}
,
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i.e. vτ is the normalized (in view of Minkowski’s theorems) volume of (d − 1)-dimensional
central section of Bd orthogonal to (τ1 . . . τd)⊺. The immediate application of Corollary 2
gives us the following statement, stronger than Theorem 4.
Theorem 5. Let Π be an arbitrary 0-symmetric parallelepiped in Rd. Then for each d-tuple
τ = (τ1, . . . , τd) such that
d∑
i=1
τ 2i = v
2
τ
d∏
i=1
τ 2i , (21)
we have
µ1(Π
∗,Zd) 6 1 =⇒ µ1(HτΠ,Zd) 6 1.
However, besides Vaaler’s theorem there is also Ball’s theorem (see [11]), which estimates
the volume of any (d− 1)-dimensional central section of Bd from above by 2d−1
√
2. Thus, in
each dimension and for each τ we have
1 6 vτ 6
√
2,
and it can be easily seen that both boundaries are attained. This implies that in each
dimension the Banach–Mazur distance between the spaces corresponding to B∧d and to the
Euclidean unit ball is equal to
√
2. Hence substituting vτ with 1 does not weaken the statement
too much, but it makes it sufficiently simpler, for the dependence of vτ on τ for arbitrary d is
rather complicated.
As for fixed dimensions, for instance, d = 3, we can use Corollary 2 (and thus, Theorem
5) explicitly, without approximating B∧d with a unit ball, and obtain sharp inequalities.
8 Three-dimensional case. Proof of Theorem 3
For τ = (τ1, τ2, τ3) let us set
vτ =
1
τ1τ2τ3

τ1τ2
τ3


By the definition of section-dual set the relation (18) means exactly that the Euclidean norm
|vτ | does not exceed the area of the central section of B3 orthogonal to vτ divided by four.
The next statement is a simple school geometry exercise.
Lemma 5. Given 0 6 x 6 1, the area of the central section of Bd orthogonal to (x 1 1)⊺ is
equal to (4− x)√2 + x2.
Lemma 6. Let τ ′ =
(
2/
√
3, 2/
√
3, 2/
√
3
)
, τ ′′ =
(
1, 5/4, 5/4
)
. Then the points vτ ′ and vτ ′′
lie on the boundary of B∧3 .
Proof. It suffices to calculate the areas of central sections of B3 orthogonal to vτ ′ and vτ ′′ with
the help of Lemma 5 and then see that they are equal to 4|vτ ′| and 4|vτ ′′|, respectively.
Let us prove now Theorem 3. The implication
µ1(Π
∗,Z3) 6 1 =⇒ µ1(Π,Z3) 6 2/
√
3 (22)
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is an immediate consequence of Lemma 6 and Corollary 2.
Further argument is similar to the one we used when deriving Theorem 2 from Theorem 4.
Suppose that µ1(Π
∗,Z3) 6 1, but µ1(Π,Z
3) > 1. Consider the minimal t1 such that for τ 1 =
(t1, t1, t1) the parallelepiped Hτ 1Π contains a nonzero point of Z
3. Then t1 = µ1(Π,Z
3) > 1.
Denote by v any integer point lying on the boundary of Hτ 1Π (the interior contains no
nonzero integer points). As before, let us suppose that v is on the facet crossing the “first”
axis of Π. Consider the minimal t2 > t1 such that for τ 2 = (t1, t2, t2) the parallelepiped Hτ 2Π
contains a nonzero integer point other than ±v. This point is linearly independent with v,
whence
µ2(Π,Z
3) 6 t2.
If t2 > 5/4, then the interior of Hτ 2Π contains a parallelepiped Hτ ′′Π, where τ
′′ =
(
1, 5/4, 5/4
)
.
There are no nonzero integer points in Hτ ′′Π, since there are no such points in the interior
of Hτ 2Π. But Lemma 6 and Corollary 2 imply that such points should exist in Hτ ′′Π. The
contradiction obtained proves that t2 6 5/4, i.e.{
µ1(Π
∗,Z3) 6 1
µ1(Π,Z
3) > 1
=⇒ µ2(Π,Z3) 6 5/4. (23)
It remains to show that the inequalities in (22) and (23) are sharp. Let us construct
corresponding examples.
Let ε be an arbitrary positive real number, ε 6 1/2. Consider the parallelepipeds
Π =
{
z = (z1 z2 z3)
⊺ ∈ Rd
∣∣∣ |zi| 6 ε, i = 1, 2, 3
}
and
Π∗ =
{
z = (z1 z2 z3)
⊺ ∈ Rd
∣∣∣ |zi| 6 ε2, i = 1, 2, 3
}
.
Consider also the lattices Λ1 = AZ
3 and Λ2 = BZ
3, where
A =


ε√
3
2ε√
3
1
3ε2
ε√
3
−ε√
3
1
3ε2
−2ε√
3
−ε√
3
1
3ε2


, B =


ε
2
5ε
4
1
3ε2
ε
2
−3ε
4
1
3ε2
−ε −ε
2
1
3ε2


,
and the corresponding dual lattices Λ∗1 = (A
∗)−1Z3 and Λ∗2 = (B
∗)−1Z3, where
(A∗)−1 =


0
1
ε
√
3
ε2
1
ε
√
3
−1
ε
√
3
ε2
−1
ε
√
3
0 ε2


, (B∗)−1 =


1
12ε
1
2ε
ε2
7
12ε
−1
2ε
ε2
−2
3ε
0 ε2


.
Let us denote the columns of A, B, (A∗)−1, (B∗)−1 by ai, bi, a
∗
i , b
∗
i , i = 1, 2, 3. Then
Λ1 = spanZ(a1, a2, a3), Λ
∗
1 = spanZ(a
∗
1, a
∗
2, a
∗
3),
Λ2 = spanZ(b1,b2,b3), Λ
∗
2 = spanZ(b
∗
1,b
∗
2,b
∗
3).
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Lemma 7. Let ν1 = 2/
√
3, ν2 = 5/4. Then
ν1Π ∩ Λ1 =
{
0,±a1,±a2,±(a1 − a2)
}
, int(ν1Π) ∩ Λ1 = int(Π) ∩ Λ2 = {0},
ν2Π ∩ Λ2 =
{
0,±b1,±b2,±(b1 − b2)
}
, int(ν2Π) ∩ Λ2 = Π ∩ Λ2 = {0,±b1}.
Besides that,
Π∗ ∩ Λ∗1 = Π∗ ∩ Λ∗2 = {0,±a∗3}, int(Π∗) ∩ Λ∗1 = int(Π∗) ∩ Λ∗2 = {0}.
Proof. Suppose a = k1a1+ k2a2+ k3a3 with integer k1, k2, k3 and suppose a ∈ ν1Π. Then the
sup-norm of a does not exceed 2ε/
√
3. Which implies the inequalities

−1 6 k1
2
+ k2 +
k3
2
√
3 ε3
6 1
−1 6 k1
2
− k2
2
+
k3
2
√
3 ε3
6 1
−1 6 −k1 − k2
2
+
k3
2
√
3 ε3
6 1
. (24)
Hence |k3| 6 2
√
3 ε3 < 1, as ε 6 1/2. Therefore, k3 = 0. Now it follows from (24) that
|k1| 6 4/3 and |k2| 6 4/3, i.e. k1, k2 ∈ {−1, 0, 1}. But k1 = k2 = ±1 does not satisfy the
first equation. It remains to verify explicitly that ±a1,±a2,±(a1 − a2) lie on the boundary
of ν1Π.
Using similar argument for b = k1b1+k2b2+k3b3 ∈ ν2Π we get k3 = 0, k1, k2 ∈ {−1, 0, 1}.
After which it remains to verify that ±(b1 +b2) are not in ν2Π, that ±b2,±(b1−b2) are on
the boundary of ν2Π, and that ±b1 are on the boundary of Π.
The statements of our Lemma concerning Π∗ are proved with the same method, and the
argument is very simple due to the inequality ε 6 1/2 and to the fact that some of the
coordinates of a∗1, a
∗
2, b
∗
2 are zero.
Corollary 3. We have
µ1(Π
∗,Λ∗1) = µ1(Π
∗,Λ∗2) = µ1(Π,Λ2) = 1, µ1(Π,Λ1) = 2/
√
3, µ2(Π,Λ2) = 5/4.
Actually, in view of Remark 1, Corollary 3 is already what we need. But to be complete
let us reformulate it. Set
Π1 = A
−1Π, Π2 = B
−1Π.
Then
A−1Λ1 = B
−1Λ2 = A
∗Λ∗1 = B
∗Λ∗2 = Z
3.
We get the following reformulation of Corollary 3.
Corollary 4. We have
µ1(Π
∗
1,Z
3) = µ1(Π
∗
2,Z
3) = µ1(Π2,Z
3) = 1, µ1(Π1,Z
3) = 2/
√
3, µ2(Π2,Z
3) = 5/4.
Thus, we have constructed examples which confirm sharpness of the inequalities (22) and
(23), and have proved Theorem 3.
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