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Abstract
Gaussian boson sampling is a promising model for demonstrating quantum computa-
tional supremacy, which eases the experimental challenge of the standard boson-sampling
proposal. Here by analyzing the computational costs of classical simulation of Gaus-
sian boson sampling, we establish a lower bound for achieving quantum computational
supremacy for a class of Gaussian boson-sampling problems, where squeezed states are
injected into every input mode. Specifically, we propose a method for simplifying the
brute-force calculations for the transition probabilities in Gaussian boson sampling, lead-
ing to a significant reduction of the simulation costs. Particularly, our numerical results
indicate that we can simulate 18 photons Gaussian boson sampling at the output subspace
on a normal laptop, 20 photons on a commercial workstation with 256 cores, and suggest
about 30 photons for supercomputers. These numbers are significantly smaller than those
in standard boson sampling, suggesting Gaussian boson sampling may be more feasible
for demonstrating quantum computational supremacy.
1 Introduction
There are a lot of efforts [1, 2, 6, 9, 20, 30] focusing on demonstrating the quantum
supremacy [18] over classical computers, such as sampling from commuting quantum
circuits [29], random quantum circuits [6], and linear optical networks [1] as well as the
variants [17,22]. All of the above sampling problems are shown to be intractable to classical
computers, yet quantum devices nowaday are not large enough and their computational
power is limited. At the same time of designing larger-scale quantum devices, classical
simulation algorithms should also be explored to benchmark quantum supremacy and test
the limit of classical computers. For random circuit sampling, Boixo et al. [6] claim that
if the scale of quantum devices are greater than 50 qubits and depth 40, then it would be
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impossible for any current classical devices to simulate their specific random circuits. Since
then, there have been many efforts trying to reach this limit, and eventually, the bar for
quantum supremacy of random circuit sampling has been pushed higher [7,10,11,21,25].
Boson Sampling (BS) is another well-known supremacy model, proposed by Aaronson
and Arkhipov [1]. However, the original boson sampling model is hard to implement ex-
perimentally since this model takes coherent single photons as input whereas it is difficult
to generate a large number of photons at once. Later, Lund et al. [22] improved it and
proposed Scattershot Boson Sampling (SBS), which is argued to have the same complex-
ity as BS. In the SBS model, single-photon source is replaced by squeezed lights, which
is easier to prepare experimentally. Specifically, every mode of the linear optical network
is injected with half of a two-mode squeezed state, whose another half is used for post-
selection. SBS model was improved in Ref. [17], where Gaussian Boson Sampling (GBS)
model was introduced. GBS utilizes single-mode squeezed states (SMSS) as input, and
there is no need for post-selection. The output probability of GBS is related to a matrix
function called Hafnian, which, like permanent, is also #P -hard to compute [5]. This
model is proved to be computationally hard based on the #P hardness of computing Haf-
nian [17,20]. Moreover, there are a lot of applications for Gaussian boson sampling, such
as finding dense subgraphs [3], estimating the number of perfect matchings of undirected
graphs [8], molecular docking [4], etc.
In this paper, we introduce a classical simulation algorithm for GBS, with time com-
plexity O(m sinh2 r + poly(n)28n/3), where m is the number of modes, n is the number
of output photons and r is the squeezing parameter. If O(m2n) memory is used to
store and recycle the intermediate calculations, the time complexity can be improved to
O(m sinh2 r + poly(n)25n/2). In our simulation model, each mode of the linear optical
network is injected with a SMSS with identical squeezing parameter. The source code of
our algorithm is provided in Ref. [32].
Our simulation algorithm can be divided into two steps. In the first step, we sample n
photons with time polynomial in the number of modes m. In the second step, we sample
an output configuration s = (s1, · · · , sm) for some fixed n, where sj is the photon number
in the j-th mode. The second step uses a similar idea of the algorithm in Ref. [12],
but the form of marginal probabilities in our case is more complicated, since calculating
Hafnian might be harder than calculating permanent [5]. Specifically, we give a method
to break a large Hafnian (and the square of its modulus) into pieces of smaller Hafnians
and permanents, so that we can speed up the calculation of marginal probabilities. In this
way, we can sample a configuration much more efficiently than the brute-force sampling.
For the second step, we can simulate 18 photons on a laptop, and 20 photons on the
HuaWei Kunlun server with 256 cores, in about one day. As a comparison, using the
brute-force method, we can only sample 6 photons on a laptop. Based on the simulation
result, Sunway TaihuLight is estimated to be able to sample 30 photons.
There are some other classical simulations for the boson sampling problems. For stan-
dard boson sampling, Neville et al. [23] performed a simulation for sampling 30 photons
approximately on a laptop and 50 photons on a supercomputer, based on Metropolised
independence sampling algorithm, restricted on the collision-free regime (i.e. the regime
where the probability of observing more than one photons in one mode is sufficiently
small). At the same time, Clifford et al. [12] introduced an O(n2n) time classical simula-
tion algorithm to produce one sample of the output distribution of BS. On the other hand,
there are also works considering the simulability of boson sampling under noise [24,28].
As for GBS, Quesada et al. introduced a GBS model with threshold detector [26],
which only detects whether the photons exist or not in one mode, and gave an O(m22n)
time and exponential space classical sampling algorithm for m modes and n clicks, where
a click happens when there are photons in one mode. Recently, they also performed an
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classical simulation Alg.
classical limit (n,m, t)
non-parallel super-computer
BS [23] (30, 900, 0.5) (50, 2500, 2400) (prediction for Tianhe)
GBS
using threshold detectors [26] (12 ,288, 21.86) (20, 800, 1.83) (Titan)
non-collision space (18, 648, 5.7) (30, 1800,9.5)(prediction for Sunway)
full space (18, 324, 10.5) (30, 900, 4.78)(prediction for Sunway)
Table 1: Comparison the classical simulation limit of several different setups of linear
optic network experiment, where n,m, t denote the number of photons, the number of
modes, and the corresponding time, with the unit of hours respectively.
actual implementation of their algorithm on the Titan supercomputer [16]. They can
simulate a problem instance with 800 modes and 20 clicks using 240,000 CPU cores in
about 2 hours. Thus, by Table 1, in the collision-free regime, where GBS with threshold
detector is equivalent to GBS with photon-number-resolving detector, our algorithm has
a better performance.
This paper is organized as follows. In section 2, we review the GBS model and Hafnian
problem. In section 3, we introduce our algorithm, and give numerical results of our
algorithm. In section 4, we give a conclusion.
2 Overview of Gaussian Boson Sampling
In this section, we review the definition of Gaussian boson sampling (GBS). Specifi-
cally, Section 2.1 reviews the process of generating n photons with single-mode squeezed
states (SMSS). Section 2.2 reviews the output distribution for basic GBS model. Sec-
tion 2.3 reviews the definition of Hafnian problem and introduce some properties of the
Hafnian of some specific matrix which will be used in later section.
2.1 Probability of generating n photons
GBS refers to the procedure of sampling photons from a linear optical network supplied
with Gaussian input states [20], including SMSS as a special case. A SMSS |φ〉 can always
be expanded in the Fock basis with an even number s of photons [14]:
|φ〉 =
∑
s even
cs(r) |s〉 , (1)
where the coefficients |cs(r)|2 = 1cosh (r)
(
tanh (r)
2
)s
s!
((s/2)!)2
depend on the squeezing param-
eter r.
Suppose SMSS with identical squeezing parameter r is injected into all m modes of
the optical network, we use m to denote the number of modes of optical network. The
input state is then given by,
(|φ〉)⊗m =
∑
s
cs(r) |s〉 , (2)
where s = (s1, . . . , sm) represents one of the configurations with sj being the photon
number in the j-th mode, and cs := cs1 · · · csm .
Let us denote |n¯〉 := ∑s1+···+sm=n cs |s〉 to represent the (unnormalized) superposition
of all input configurations of n photons. Then we can also write the input state as,
(|φ〉)⊗m =
∑
n
|n¯〉 , (3)
3
where the normalization of |n¯〉 equals to the probability of generating n photons from
(|φ〉)⊗m, denoted as Pn, i.e.,
Pn := 〈n¯|n¯〉 =
∑
s1+···+sm=n
|cs|2 . (4)
2.2 Probability of photon configuration
Next, suppose the action of the optical network is denoted by a unitary transfor-
mation U , the output state is given by U(|φ〉〈φ|)⊗mU †. The output probability p(s) =
p(s1, · · · , sm) = Tr
[
U(|φ〉〈φ|)⊗mU † |s〉〈s|] for measuring a particular configuration |s〉 can
be expressed as,
p(s) =
∑
n,n′
Tr
[
U
∣∣n¯〉〈n¯′∣∣U † |s〉〈s|] (5)
=
∑
n,n′
〈s|U |n¯〉 〈n¯′∣∣U †∣∣s〉 . (6)
Since optical transformation preserves photon number, the summand is non-zero only if
n = n′ = s1+ · · ·+sm. Consequently, we can compactly write p(s) = | 〈s|U |n¯〉 |2. Suppose
we further define
pn(s) :=
| 〈s|U |n¯〉 |2
〈n¯|n¯〉 (7)
to be the probability of measuring the configuration |s〉 if n photons are generated from
(|φ〉)⊗n, then we can obtain the following:
p(s) = 〈n¯|n¯〉 | 〈s|U |n¯〉 |
2
〈n¯|n¯〉 = Pn · pn(s) . (8)
Note that pn(s) is similar to that of the standard boson sampling (boson sampling with
Fock state input), except that the input state |n¯〉 is however a superposition of Fock states
with n photons.
2.3 Probability in terms of Hafnian
On the other hand, the output probability p(s) = p(s1, · · · , sm) for each configura-
tion |s〉 can be expressed explicitly through Hafnian [20],
p(s1, · · · , sm) = tanh
n(r)
s1! · · · sm! coshm(r) |Haf(Ws)|
2 , (9)
Here the symbol ‘Haf’ stands for Hafnian, which is a matrix function similar to permanent
and determinant. The Hafnian of a symmetric n × n matrix V is defined by (n must be
even)
Haf(V ) :=
∑
σ∈Mn
n/2∏
j=1
V (σ2j−1, σ2j) , (10)
whereMn is the set of all perfect matchings of [n] := {1, 2, . . . , n} and V (i, j) is the (i, j)-
th element of V . For example, when n equals to 4, M4 = {(12)(34), (13)(24), (14)(23)},
where (ij) is a matching pair, and thus
Haf(V ) =V (1, 2)V (3, 4) + V (1, 3)V (2, 4) + V (1, 4)V (2, 3) . (11)
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Figure 1: Probabilities of generating n photons (n is even) from m = 36 single-mode
squeezed states with a squeezing parameter (a) r = 0.3423 ≈ ln(1 + 1/√6) and (b) r =
0.8814 ≈ ln(1 +√2).
Hafnian is permutation invariant from its definition, that is we can first interchange two
columns of V , and then interchange the corresponding rows, and the Hafnian of the new
matrix will remain the same. Similar to permanents, exact computation of matrix Hafnian
is also #P -hard [31], which also implies GBS for the same squeezing parameters is also
computational hard; the best classical algorithm takes time O(n32n/2) [5], which is closely
related to the hardness of GBS [20].
Next, the matrix Ws is constrcuted from another m×m matrix (here U refers to the
m×m unitary acting on the single-photon subspace)
W := UU t , (12)
in the following way: first, we take sj copies of the j-th column of W to form a m×n
matrix, i.e., with m rows and n columns. Then, we take sj copies of the j-th row of the
m× n matrix to form Ws, which is a n× n matrix. For example, suppose W := (wij) is
a 6× 6 matrix and s = (1, 1, 0, 2, 0, 0). Then
Ws =

w11 w12 w14 w14
w21 w22 w24 w24
w41 w42 w44 w44
w41 w42 w44 w44
 . (13)
3 Classical simulation algorithm
In this section, we will describe our classical algorithm in details. Our classical algo-
rithm consists of two steps. The first step is sampling n photons according to Pn, and
the second step is sampling the configuration s according to pn(s). Although the time
complexity of our sampling algorithm is exponential, it has great advantage compared to
brute force sampling algorithm. We also give some numerical results for our algorithm as
well as an estimation of the classical limit.
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3.1 Step 1: Sampling n-photon distribution
Recall that Pn = 0 for odd n. For even n, the distribution Pn is given by the negative
binomial distribution [19,20],
Pn =
(
m+n
2
−1
n
2
) tanhn(r)
coshm(r)
, (14)
and
∑∞
n=0 Pn = 1. In principle, one needs to include n from 0 to infinity, i.e., {0, 2, 4, · · · ,∞}.
However, the probability of measuring photon numbers that is much larger than the most
probable photon number [20] nmost = 2
⌊
(m/2− 1) sinh2 r⌋ is very small. In other words,
one can consider a cutoff value given by c nmost for some constant c. For example, the
most probable number of photons is about
√
n when we set r = ln
(
1 +
√
1/n
)
, and about
m when we set r = ln
(
1 +
√
2
)
[20]. See Figure 1 for an example with m = 36 modes, and
the squeezing parameters are about ln
(
1 + 1/
√
6
)
and ln
(
1 +
√
2
)
for Figure 1 (a) and (b)
respectively. In the following, we will impose a truncation to the distribution {Pn}, sam-
pling from n ∈ {0, 2, 4, · · · , N}, where N := cnmost. For each n in this set, we calculate
Pn, which can be done in polynomial time. After that, we renormalize {P0, P2, · · ·PN} to
make the truncated set a real probability distribution. Since there are N/2 probabilities,
we can sample an even n in O(nmost) time, which is linear in m.
3.2 Step 2: change of basis
Now, our task is to sample an s from distribution pn(s). From Eq. (9) and (14), one can
get the explicit form of pn(s), which becomes independent of the squeezing parameter r:
pn(s) =
p(s)
Pn
=
1
s1! · · · sm!
(
m+n
2
−1
n
2
) |Haf(Ws)|2 . (15)
Previously, we are working with second quantization in the Fock space. But for the pur-
pose of our algorithm, we will change to first quantization. In other words, we consider the
photons states are symmetrized in a certain basis as follows. Denote |x〉 := |x1x2 · · ·xn〉
to be the position basis of photons, where xi ∈ {1, ...,m} denotes the output mode of the
i-th photon. For identical particles like photons, we will have the following relation,
|s〉 = 1√
Np
∑
x
′ |x〉 , (16)
where the summation
∑ ′
is over those |x〉’s that match the configuration |s〉 and Np :=
n!/(s1! · · · sm!) is the number of terms in the summation. For example, suppose s =
(1, 1, 0, 2, 0, 0) and then the corresponding x can be (1, 2, 4, 4), (2, 1, 4, 4), (4, 1, 2, 1), etc.
Then, the output state U(|φ〉)⊗m = ∑s c˜s |s〉 can be written in the position basis,∑
s
c˜s√
Np
∑
x
′ |x〉 =
∑
x
c˜s√
Np
|x〉 , (17)
where c˜s := 〈s|U |n¯〉. Note that q(x) := |c˜s|2/Np is the probability of measuring |x〉.
Similar to pn(s), we can define a conditional probability qn(x) := q(x)/Pn, whose explicit
form is,
qn(x) =
1
fn
|Haf(Ws)|2 , (18)
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where fn := n!
(
m+n
2
−1
n
2
)
. Appendix A also give the proof that qn(x) indeed form a prob-
ability distribution. One can see that if |x〉 and |x′〉 correspond to the same configuration
|s〉, qn(x) = qn(x′).
In the expression of qn(x), the Hafnian part is a function of s, but we can change it
to a function of x. Define Wx by
Wx(i, j) := W (xi, xj) . (19)
Note that Wx is symmetric, because W is symmetric as can be easily verified from its
definition. In Appendix B, we will show that although Wx 6= Ws, their Hafnians are the
same: Haf(Wx) = Haf(Ws). Therefore, we have
qn(x) =
1
fn
|Haf(Wx)|2 . (20)
Moreover, this fact yields pn(s) = qn(x)Np, which implies that we can sample an x from
qn(x), and then read an s from x. Since there are Np number of x’s that give the same s,
the probability of sampling an s with this method is qn(x)Np, that is pn(s).
3.3 Step 3: sampling from marginal distribution
We now focus on sampling from distribution qn(x). Similar to Ref. [12], one can always
decompose the distribution qn(x) as follows,
qn(x1, · · · , xn) =qn(x1)qn(x2|x1)
· · · qn(xn|x1, · · · , xn−1) , (21)
which implies that we can obtain a sample (x1, · · · , xn) by sampling sequentially each
conditional distribution given by,
qn(xk|x1, · · · , xk−1) = qn(x1, · · · , xk)
qn(x1, · · · , xk−1) , (22)
where the marginal probability is defined by
qn (x1, · · · , xk) :=
∑
xk+1,...,xn
qn (x1, · · · , xn) . (23)
In other words, to sample from the distribution qn(x), our main task is to evaluate many
marginal probabilities qn(x1, · · · , xk). Explicitly, after obtaining a sequence, (x1, x2, · · · , xk−1),
to sample the position of the k-th photon, xk, we need to evaluate m conditional prob-
abilities qn(xk|x1, · · · , xk−1) for all xk ∈ [m] 1. In total, there needs to compute mn
conditional probabilities (or marginal probabilities) to sample a full string x.
From Eq. (20), each marginal probability involves a total of mn−k terms,
qn(x1, · · · , xk) ∝
∑
xk+1,...,xn
|Haf(Wx)|2 (24)
=
∑
xk+1,...,xn
∑
σ,τ∈Mn
n/2∏
j=1
W (xσ2j−1 , xσ2j )W
∗(xτ2j−1 , xτ2j ) . (25)
Here, we use σ to label the variables appearing in W and τ to label those in W ∗. According
to Ref. [5], the time complexity of computing the Hafnian of a n×n matrix is O(n32n/2),
1[m] represent set {1, . . . ,m}.
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so computing qn(x1, · · · , xk) by directly computing mn−k Haf(Wx) is of course costly.
However, we shall show that one can eliminate many terms by breaking each Hafnian
|Haf(Wx)|2 into many pieces of smaller sub-Hafnians. In this way, one can achieve a
significant speedup compared with the brute-force sampling algorithm (see Section 3.5 for
a comparison).
In summary, in our algorithm 1, the time complexity for one sample is O(poly(n)28n/3)
(Appendix C), if the intermediate values of the sub-Hafnians are not recycled. If we use
O(m2n) space to store those sub-Hafnians, we can avoid a lot of repeated computa-
tions, reducing the runtime to O(poly(n)25n/2) (Appendix D). For our purpose, we would
call the former ‘polynomial-space algorithm’ and the latter ‘exponential-space algorithm’.
Alg. 1 shows a short version of the pseudocode of our classical simulation algorithm (see
Appendix E more details).
Algorithm 1: Sample an s from pn(s) in O(poly(n)2
8n/3) time and polyno-
mial space.
input : m,n and an m×m matrix U .
output: a sample s.
1 W := UUT ,x := ∅;
2 for k := 1 to n do
3 for l := 1 to m do
4 Compute wl with Theorem 1 ; // wl is the marginal
5 end
6 wk = (w1, · · · , wm) ;
7 xk ← Sample(wk) ; // Sample an xk with pmf wk = (w1, · · · , wm)
8 x← (x, xk);
9 end
10 s← Trans(x) ; // Read s from x.
11 return s
3.4 Step 4: Simplification of marginal probabilities
In the following, we will show how each of the marginal probability qn(x1, · · · , xk) can
be simplified for reducing the computational cost. The main idea of the simplification
is to split the Hafnian of the original large matrix to Hafnians and permanents of some
small matrices. Our simplification process can be visualized after defining a set of rules
for the graph manipulation.
3.4.1 Hafnian and graph
There is a close relation between Hafnian and weighted perfect matchings of graph,
which we summarize in Figure 2. Below, unless otherwise stated, we shall refer to a
complete graph as an undirected graph with vertices connected to every other vertices and
to itself, i.e. a standard complete graph with selfloops. Moreover, since Wx is symmetric,
it can be viewed as the adjacency matrix of a complete graph with n vertices {xi} and
weighted edges, where the weight of each edge (xi, xj) equals to W (xi, xj) (for example,
see Eq. (13)). For the sake of illustration, we may use the same notation to denote a
graph and its adjacency matrix. Note that the weight W (xi, xj) here could be a complex
number. This is not standard, but helps us visualize our simplification process. Now we
are ready to present the first two rules:
Rule 1 The weight of an edge (xi, xj) represents the matrix element W (xi, xj), we also use
(xi, xj) to denote the weight of edge (xi, xj) with a little abuse of symbols.
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𝑊𝒙
Adjacency matrix of a complete graph
of vertices {𝑥௜} with selfloops,.
𝑊(𝑥௜, 𝑥௝) Weight of the edge (𝑥௜, 𝑥௝)
(a) Perfect matching
𝑥ଵ 𝑥ଶ
𝑥ସ𝑥ଷ
𝑥ହ 𝑥଺
𝑥଼𝑥଻
𝑊 𝑥ଵ, 𝑥ଷ 𝑊 𝑥ଶ, 𝑥଻ 𝑊 𝑥ସ, 𝑥଼ 𝑊(𝑥ହ, 𝑥଺)
(b)
(c)
R T
Figure 2: Connection between Hafnian and weighted perfect matchings of a graph. (a)
Wx can be viewed as an adjacency matrix; (b) a term in the expansion of Haf(Wx)
corresponds to a perfect matching of the vertices {xi}; (c) visualization of the expansion
of Haf(Wx).
Rule 2 When multiple disjoint edges are put together, it represents the product of the
corresponding matrix elements.
Figure 2 (b) gives an example of a perfect matching of the vertices {xi}, which is a set
of disjoint edges that exactly connects every vertices, and according to Rule 2, can be
translated to the product of four matrix elements of W . In this way, each term in the
expansion of Haf(Wx) corresponds to a perfect matching of {xi}, and we can represent
Haf(Wx) pictorially as Figure 2 (c).
Now for a desired marginal probability qn(x1, · · · , xk) that we want to calculate, we
may partition the vertex set {xi} into two, R and T , where R contains the vertices
{x1, · · · , xk} and T contains the remaining vertices, so that vertices in T will be summed
over. We can classify the edges into three categories: edges inside R, edges inside T , and
edges across R and T . Figure 2 (b) is an example for one perfect matching in the case
k = 4. In this example, (x2, x7) and (x4, x8) are interconnected edges while the other two
are entirely in R or T .
Let Xi be the set {x1, x2, · · · , xi}. Let a be a vector with elements drawing from Xk
without replacement. We use Ra to denote both the complete subgraph with vertices
specified by a and the corresponding adjacency matrix. For example, for a = (x1, x3), Ra
is a complele subgraph of vertices x1 and x3, whose adjacency matrix is,
Ra =
(
W (x1, x1) W (x1, x3)
W (x3, x1) W (x3, x3)
)
, (26)
as the weight of the edge (xi, xj) is given by W (xi, xj). We can similarly define Ta′ , which
is a complete subgraph of T with vertices specified by a vector a′, whose elements are in
the set Xn\Xk, i.e. xj for j > k.
Now, let us consider the interconnected edges. Let e be a vector with elements drawn
from Xk and e
′ be another vector with elements drawn from Xn\Xk. Then define Ge,e′
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Figure 3: Summation induces a path, which can be replaced by an edge connecting the
two endpoints.
to be a complete bipartite subgraph of G with vertices specified by e and e′ (no selfloops)
and we will use the same notation Ge,e′ to denote its biadjacency matrix
2. For example,
suppose e = (2, 4) and e′ = (7, 8), and then
Ge,e′ =
(
W (x2, x7) W (x2, x8)
W (x4, x7) W (x4, x8)
)
. (27)
In the remaining part of this paper, we may use a set as a vector (with indices in an increas-
ing order). For example, the set {x2, x1, x5, x3} will be viewed as a vector (x1, x2, x3, x5).
Now, we are ready to show how a Hafnian of a big matrix can be broken into Hafnians
and permanents of small ones. Lemma 3 in Appendix F gives an intuitive explanation for
the splitting process.
3.4.2 Summation path
Next, we would present the key idea of our simplification process. In the expression
of qn(x1, · · · , xk), we are actually dealing with |Haf(Wx)|2, so we have two graphs to ma-
nipulate, Wx and W
∗
x . Correspondingly, we could define R
∗ and T ∗ to be the counterpart
of R and T , respectively. Recall that variables in Ti and T
∗
i are those to be summed over
in the expression of qn(x1, · · · , xk).
By the definition of W , we know that it is unitary, which means,∑
i
W (i, j)W ∗(i, j′) = δ(j, j′) . (28)
This gives us the third rule:
Rule 3 Summation over variables in T and T ∗ induces a ‘path’, which can be replaced by
an edge of the two endpoints.
We shall use a simple example to explain this rule. On the left hand side of Figure 3, when
the three solid orange edges are put together, it representsW ∗(x3, x5)W (x5, x8)W ∗(x8, x1),
according to Rule 2. Then we sum over x5 and x8, which induces two dashed lines and
form a path connecting these four variables (which we call a ‘summation path’). Using
2The adjacency matrix of Ge,e′ is
(
0 Ge,e′
GTe,e′ 0
)
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Figure 4: One term in the expansion of qn(x1, · · · , xk).
Eq. (28), we have the following relation,∑
x5,x8
W ∗(x3, x5)W (x5, x8)W ∗(x8, x1) = W ∗(x3, x1) . (29)
The left-hand side represents a summation path with endpoints x1 and x3, and the right-
hand side represents an edge (x1, x3) in R
∗, according to Rule 1. This equality means
such a summation path is equivalent to an edge.
In the expansion of |Haf Wx|2, each term is associated with one perfect matching
in Wx and one perfect matching in W
∗
x . So there are n edges pictorially; see Figure 4
for an example. Applying Rule 3, we can substantially reduce the number of remaining
edges, and thus simplify the calculation of the marginal probability. Following a similar
calculation to Eq. (29), we derive the following lemma.
Lemma 1. According to the endpoints of the summation path, there are the following
four possibilities:
1. if both endpoints are in R, then applying Rule 3 gives an edge in R, which represents
W (xi, xj) with i, j ≤ k;
2. if both endpoints are in R∗, then applying Rule 3 gives an edge in R∗, which repre-
sents W ∗(xi, xj) with i, j ≤ k;
3. if one in R and another in R∗, then it gives δ(xi, xj) with i, j ≤ k;
4. if no endpoints in R or R∗, then it gives a number.
In the expansion of the marginal probability, there are many terms like Figure 4, and
there are two layers of summation (Eq. (25)). One is the summation over variables in
T (T ∗), which induces summation path and leads to some level of simplification. The
other is the summation over perfect matchings of Wx and W
∗
x , which allows us to group
the remaining terms after applying Rule 3. This eventually gives us an theorem, stating
that the marginal probability can be decomposed into summation over small Hafnians
and permanents.
Theorem 1. The marginal distribution of the sequence (x1, · · · , xk) from the distribution
qn(x) can be expressed as follows,
qn(x1, · · · , xk) =
∑
j1,j2
a,a′
Haf(Ra) Haf(R
∗
a′)
∑
µ∈Sµ
F
(µ)
j
∑
A,B
e,e′
Per(SA,B) Haf(Re) Haf(R
∗
e′) , (30)
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Figure 5: (a) Comparison of the running time of brute force sampling and our exponential
space algorithm (both full space and collision-free space). (b) Comparison of the actual
running time with the estimated one.
where F
(µ)
j :=
1
fn
F (k, µ, j1, j2) =
(n−k)!
fn
(
n−k+µ+m
2
−1
k−j1−j2+m2 −1
)
. The ranges of the summation
variables are as follows: 1) j1 and j2 are both integers from max(0, k−n2 ) to k2 ; 2) a ∈
(
Xk
2j1
)
and a′ ∈
(
Xk
2j2
)
; 3) Sµ ≡ {µ ∈ N : (3k−2(j1+j2)−n) ≤ µ ≤ k−2 max(j1, j2), k ≡ µ mod 2}
is the range of µ; 4) A ∈ (Xk\aµ ) and B ∈ (Xk\aµ ); 5) e = Xk\{a∪A} and e′ = Xk\{a′∪B}.
SA,B is defined as SA,B(i, j) ≡ δ(Ai, Bj).
In this theorem,
(
S
i
)
denotes the set of all possible combinations of i elements from
the set S. As an example,
(
X3
2
)
= {(x1, x2), (x1, x3), (x2, x3)}. Haf(Ra) and Haf(R∗a′)
are formed by those edges not involving in the summation path. Haf(Re) is from case 1
in Lemma 1 and Haf(R∗e′) is from case 2. Per(SA,B) is from case 3 and F (k, µ, j1, j2) is
the summation of all numbers simplified from case 1, 2, 3 and 4. However, the proof is
actually rather involved, and we leave it in Appendix G.
If we restrict to the collision-free regime, i.e., the regime that xi 6= xj , then the
expression of qn(x1, . . . , xk) can be further simplified. In Theorem 1, by the definition of
SA,B, if there are one element in A different from all elements in B, then one row in SA,B
will be all zero, which means Per(SA,B) will also be zero. Now in the collision-free regime,
in order for SA,B not to have an all-zero row, it should be that for every element xi ∈ A,
there is also an xi ∈ B. That is, Per(SA,B) 6= 0 if A = B. Furthermore, there is at most
one 1 in each row in this regime, which implies the permanent is either 0 or 1. So we have
the following proposition.
Proposition 2. In the collision-free regime,
Per(SA,B) =
{
1, if A = B
0, otherwise
. (31)
3.5 Numerical results
In the numerical simulation, the number of modes is set to be the square of photon
number, that is m = n2. Using our algorithm, we can sample 18 photons in about 20 hours
on a laptop. As a comparison, we can only sample 6 photons on the same laptop using the
brute-force sampling (details about the brute-force sampling can be found in Appendix I).
Figure 5 (a) shows the comparison of the running time (in log scale) of brute force sampling
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Figure 6: (a) Comparision of distribution from our classical simulation algorithm (blue),
brute-force sampling (green) and theorical calculation (yellow) when n = 4 and m = 16,
when p is not too small. (b) Similar comparison when p is small.
and of our polynomial-space algorithm. The data points for actual running time of our
algorithm for n ≤ 14 and of brute-force sampling are from 300 repetitions. For n > 6, we
give an estimation of the running time of the brute-force sampling, which is much more
slower than that of our algorithm. Figure 5 (b) presents the actual running time of the
exponential-space algorithm (blue solid lines), which is faster than the polynomial-space
one as expected.
To check that our algorithm output the right results, we compared the distribution
generated by our algorithm and the distribution from brute-force sampling for n = 4
and m = 16, as shown in Figure 6. To restore the original distribution for our sampling
algorithm as much as possible, we sample 400,000 times independently. The horizontal axis
is − log p and the vertical axis is Pr(− log p). From Figure 6 (a), we find the distributions
by the two sampling algorithms are both close to theoretical value when the probability
p is not too small. On the other hand, when p is small, the distribution value by our our
algorithm and by Brute Force sampling are consistent with each other. In Figure 6 (b),
we list the comparison of distribution of our algorithm and theoretical value.
Together with the first part of our classical sampling process (Sample a photon number
n, in which we set N = 50nmost.), we give the frequencies of each output mode for photon
number > 1 and = 1, in which m = 36 in Figure 7. From Figure 7 we know when r is
small enough, the settings can be restricted to collision-free.
To estimate the running time on high-performance computers, we first benchmark the
running time of calculating Hafnians and permanents on a laptop, and then estimate the
time directly from Theorem 1. The results are shown in Figure 5 (b) (yellow dashed
line). We can see that the estimated time for 2 ∼ 18 photons is consistent with the actual
running time on our laptop, justifying our estimation. After that, we can transform the
estimated time into the required basic operations and results for photon number 20 ∼ 30
are presented in Table 2.
We only consider the polynomial-space algorithm here, since the exponential-space
algorithm requires massive inter-process communication, thus increasing time cost signifi-
cantly. Besides, the polynomial-space algorithm allows parallel implementation. From this
estimation, we predict that Sunway TaihuLight [13], which can implement 1017 floating-
point operations per second, can sample about 30 photons within one day.
To check the correctness of our analysis for large-scale parallel computation in Sunway
TaihuLight, we test our algorithm on the HuaWei KunLun server for sampling a config-
uration for 20 photons, which use 256 cores and about 4.2× 107 CPU times. The actual
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Figure 7: Comparison of frequencies for different photon numbers of each mode after
independently sampling 300 times, in which m = 36, and (a) r = 0.3423, (b) r = 0.2.
Photons 20 22 24
Estimated non-parallel time (s) 9.37 · 107 1.25 · 108 1.66 · 109
Estimated basic operations 4.28 · 1015 5.74 · 1016 7.59 · 1017
Estimated paralleled time on Sunway TaihuLight (s) 0.0428 0.574 7.59
Photons 26 28 30
Estimated non-parallel time (s) 2.18 · 1010 2.85 · 1011 3.76 · 1012
Estimate of basic operations 9.96 · 1018 1.30 · 1020 1.72 · 1021
Estimated paralleled time on Sunway TaihuLight (s) 99.6 1.30 · 103 1.72 · 104
Table 2: Estimation of times and basic operations for even photons ranging from 20 to
30 by Alg. 1 with polynomial space.
time is about 36 hours, with average parallelism 325. The CPU time on the HuaWei
Kunlun server is 4 times longer than our estimation since some extra operations for par-
allel process are required. However, this should not affect our estimated time for Sunway
TaihuLight in the order of magnitude.
4 Conclusion
In this paper, we study the Gaussian Boson Sampling problem and give a polynomial-
space classical algorithm with time complexity O(m sinh2 r) + O(poly(n)28n/3), which is
far more efficient than the brute-force sampling method. The time complexity of our
algorithm can be improved to O(m sinh2 r) +O(poly(n)25n/2) if exponential space is used
to store intermediate calculation results. Nevertheless, our numerical results implies the
above two bounds are far from tight. Appendix J shows a comparison of actual executed
time with the theoretical bounds
We benchmark our algorithm on a laptop and on Huawei Kunlun server. The former
can sample 18 photons in 20 hours while the latter can sample 20 photons in 36 hours.
Based on our algorithm, Sunway TaihuLight is estimated to be able to sample about 30
photons. These numbers are smaller than that of standard boson sampling, which suggests
that GBS may be more feasible for demonstrating quantum computational supremacy.
Note: Recently, Quesada et al. [27] independently presented a classical simulation
algorithm for general GBS, where they can simulate about 14 photons and 100 modes in
14
about 103 seconds.
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A Proof of the normalization of qn(x)
Proof. By the definition of Hafnian, we can let σ1 = n in Equation (10) and thus
Haf(V ) =
∑
u∈[n−1]
Vn,u
∑
σ ∈ M[n−1]\{u}
n/2−1∏
j=1
Vσ2j−1,σ2j
where M[n−1]\{u} is the collection of all of perfect matchings of [n − 1]\{u}. Let WSx
denote matrix obtained by selecting rows and columns of set xS of W simultaneously. Let
fn =
∑
x∈[m]n |Haf(W [n]x )|2, then
fn =
∑
x∈[m]n
|Haf(Wx)|2 (32)
=
∑
x∈[m]n
∑
u,v∈[n−1]
Wxn,xuW
∗
xn,xv
∑
σ ∈ M[n−1]\{u}
τ ∈ M[n−1]\{v}
n/2−1∏
j=1
Wxσ2j−1 ,xσ2jW
∗
xτ2j−1 ,xτ2j
(33)
=
∑
x ∈ [m]n, u = v
σ ∈ M[n−1]\{u}
τ ∈ M[n−1]\{u}
n/2−1∏
j=1
Wxσ2j−1 ,xσ2jW
∗
xτ2j−1 ,xτ2j
+
∑
u 6= v ∈ [n− 1]
σ ∈ M[n−1]\{u}
τ ∈ M[n−1]\{u}
n/2−1∏
j=1
Wxσ2j−1 ,xσ2jW
∗
xτ2j−1 ,xτ2j
(34)
= (n− 1)mfn−2 + (n− 1)(n− 2)fn−2 (35)
= (n− 1)(m+ n− 2)fn−2 (36)
=
(
m+n
2
−1
n
2
)
n! (37)
Equation (35) holds by the fact that W is unitary and symmetric, i.e.,∑
xn∈[m]
Wxn,xuW
∗
xn,xv = [xu = xv] = [u = v] + [u 6= v, xu = xv].
B Equivalence of Ws and Wx
Plug Wx(i, j) = W (xi, xj) into the expression of Haf(Wx), which gives
Haf(Wx) =
∑
σ∈Mn
Wx(σ1, σ2)Wx(σ3, σ4) . . .Wx(σn−1, σn) (38)
=
∑
σ∈Mn
W (xσ1 , xσ2)W (xσ3 , xσ4) . . .W (xσn−1 , xσn) . (39)
If x′ is obtained from x through a permutation τ , then x′ = (xτ1 , xτ2 , . . . , xτn). So for a
perfect matching σ, x′σi = xσ′i , where σ
′ is another perfect matching. Then
Haf(Wx′) =
∑
σ∈Mn
W (x′σ1 , x
′
σ2)W (x
′
σ3 , x
′
σ4) . . .W (x
′
σn−1 , x
′
σn) (40)
=
∑
σ′∈Mn
W (xσ′1 , xσ′2)W (xσ′3 , xσ′4) . . .W (xσ′n−1 , xσ′n) , (41)
Thus Haf(Wx′) = Haf(Wx) if x
′ is obtained from x through permutation.
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Now, given an x, we can read an s. We will show that Haf(Wx) = Haf(Ws). First,
we sort x with an increase order to get z. For example, if x = (4, 2, 4, 1), then after an
increase sort, we will get z = (1, 2, 4, 4). Increase sort is actually a permutation, so we
have Haf(Wx) = Haf(Wz). Moreover, Haf(Wz) = Haf(Ws), which can be verified from
the definition of Ws. Thus, Haf(Wx) = Haf(Ws).
C Time complexity when using polynomial space.
By [5], the time complexity of Hafnian of a n × n matrix is O(n32n/2), and the time
complexity of Per(SA,B) is O(µ).
The time complexity of Alg. 1 is bounded by
cm
n∑
k=0
k∑
ja=max(0,2k−n)
ja∑
jb=max(0,2k−n)
(
k
ja
) (
k
jb
)
ja3jb32(ja+jb)/2
k−ja∑
µ=max(0,3k−ja−jb−n)
(42)
(
k−ja
µ
) (
k−jb
µ
)
(k − ja− µ)3(k − jb− µ)32(k−ja−µ+k−jb−µ)/2µ (43)
≤ poly(n)
n/2∑
k=0
k∑
ja=0
k∑
jb=0
(
k
ja
) (
k
jb
)
2k
∑
0≤µ≤k−ja
(
k−ja
µ
) (
k−jb
µ
)
(44)
+ poly(n)
n∑
k=n/2
k∑
ja=2k−n
k∑
jb=2k−n
(
k
ja
) (
k
jb
)
2k
∑
0≤µ≤k−ja
(
k−ja
µ
) (
k−jb
µ
)
(45)
≤ poly(n)
n/2∑
k=0
2k
∑
0 ≤ ja ≤ k
0 ≤ jb ≤ k
(
k
ja
) (
k
jb
) (
2k−ja−jb
k−jb
)
+ poly(n)
n/2∑
k=0
2n−k
∑
0 ≤ ja ≤ k
0 ≤ jb ≤ k
(
n−k
ja
) (
n−k
jb
) (
ja+jb
jb
)
(46)
≤ poly(n)
n/2∑
k=0
2k
∑
0 ≤ ja ≤ k
0 ≤ jb ≤ k
(
k
ja
) (
k
jb
) (
2k−ja
k−jb
)
+ poly(n)
n/2∑
k=0
2n−k
∑
0 ≤ ja ≤ k
0 ≤ jb ≤ k
(
n−k
ja
) (
n−k
jb
) (
ja+jb
jb
)
(47)
≤ poly(n)
n/2∑
k=0
2k
k∑
ja=0
(
k
ja
) (
3k−ja
k
)
+ poly(n)
n/2∑
k=0
k228n/3 (48)
≤ poly(n)
n/2∑
k=0
2k
(
4k
2k
)
+ poly(n)n328n/3 (49)
≤ poly(n)28/3n (50)
for some constant c. Eq. (48) holds by the result of Lemma 2.
Lemma 2.
2n−k
(
n−k
x
) (
n−k
y
)
(x+yx ) ≤ 28n/3 (51)
in which 0 ≤ k ≤ n/2 and 0 ≤ x, y ≤ k.
Proof. If k ≥ n/3, then n−k2 ≤ k. Thus
2n−k
(
n−k
x
) (
n−k
y
)
(x+yx ) ≤ 2n−k
(
n−k
n−k
2
)2 (
2k
k
) ≤ 2n−k22(n−k)22k ≤ 28/3n
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If k < n/3, then
2n−k
(
n−k
x
) (
n−k
y
) (
x+y
y
) ≤ 2n−k (n−kk )2 (2kk ) ≤ 2n+k (n−kk )2
Let f(k) = 2n+k
(
n−k
k
)2
, it is easy to find
f(k)
f(k − 1) =
2(n− 2k + 1)(n− 2k + 2)
k(n− k + 1) > 1
when k ≤ n/3, thus f(k) < f(n/3) when k < n/3.
D Time complexity when using O(m2n) space.
Observe that if we conserve Haf(W sx) for all of s, we will avoid a lot of repeated
computation, and use additional O(2n) space. The space complexity is,
n∑
k=0
k
2∑
j=0
(
k
2j
)
= O(m2n)
There need another m
∑n
k=1
∑bk/2c
j=1
(
k
2j
)
T2j = O(mn
3(1 +
√
2)n) time to compute all of
Hafnians of the sub-matrix, where T2j = O(j
32j). Similarly with the above analysis, we
find that when save all of the Hafnians, and the time complexity for sampling process is
≤ cm
n∑
k=0
k∑
ja=max(0,2k−n)
ja∑
jb=max(0,2k−n)
(
k
ja
) (
k
jb
) k−ja∑
µ=max(0,3k−ja−jb−n)
(
k−ja
µ
) (
k−jb
µ
)
2k−µ−
ja+jb
2
≤ cm
n/2∑
k=0
2k
k∑
ja=0
k∑
jb=0
(
k
ja
) (
k
jb
) ∑
0≤µ≤k−ja
(
k−ja
µ
) (
k−jb
µ
)
+ cm
n∑
k=n/2
2n−k
k∑
ja=2k−n
k∑
jb=2k−n
(
k
ja
) (
k
jb
) ∑
0≤µ≤k−ja
(
k−ja
µ
) (
k−jb
µ
)
≤ cm
n/2∑
k=0
2k
k∑
ja=0
k∑
jb=0
(
k
ja
) (
k
jb
) (
2k−ja−jb
k−jb
)
+ cm
n/2∑
k=0
2k
k∑
ja=0
k∑
jb=0
(
n−k
ja
) (
n−k
jb
) (
ja+jb
jb
)
≤ cm
n/2∑
k=0
2k
(
4k
2k
)
+ cm
n/2∑
k=0
k2 · 2k (2nn )
≤ cmn325n/2
E Pseudocode code to compute weight of l for xk,
where 1 ≤ l ≤ k.
Alg. 2 is the pseudocode code to compute the value proportional to probability
q(x1, · · · , xk), where x1, · · · , xk−1 is already been sampled, and 1 ≤ xk ≤ l.
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Algorithm 2: Pseudocode code for computing q(x1, · · · , xk).
input : m,n and m×m matrix U and x1, · · · , xk.
output: The value proportional to probability q(x1, · · · , xk).
1 sum← 0;
2 Compute and save the values of
(
n−k+µ+m
2
−1
k+m−ja−jb
2
−1
)
for all of ja, jb, µ in polynomial
time and space;
3 for ja← max(0, 2k − n) to k step by 2 do
4 for jb← max(0, 2k − n) to ja step by 2 do
5 a← max(0, 3k − ja− jb− n), b← k −max(ja, jb);
6 for s ∈
(
[k]
ja
)
, s′ ∈
(
[k]
jb
)
do
7 sum1 ← 0;
8 for µ← a to b step by 2 do
9 temp ← 0;
10 for A ∈ ([k]\sµ ) , B ∈ ([k]\s′µ ) do
11 e← [k]\{s ∪A}, e′ ← [k]\{s ∪B};
12 Construct the 0-1 matrix SA,B with SA,B(i, j) equals 1 if and
only if xAi = xBj ;
13 temp← temp+Haf(W ex) Haf(W ∗e
′
x )Per(SA,B);
14 end
15 sum1 ←sum1 +
(
n−k+µ+m
2
−1
k+m−ja−jb
2
−1
)
·temp;
16 end
17 sum←sum+ Haf(W sx) Haf(W ∗s
′
x ) · sum1;
18 end
19 if jb < ja then
20 sum ← 2 * real(sum); // real(z) return the real part of
complex z
21 end
22 end
23 end
24 return sum
F Compute Hafnain by splitting technique.
The following lemma gives some intuitive explanation for Theorem 1.
Lemma 3.
Haf(Wx) =
∑
j
∑
a,a′,e,e′
Haf(Ra) Haf(Ta′) Per(Ge,e′) , (52)
where the ranges of the summation variables are as follows: 1) j is an integer from
max(0, k− n2 ) to k2 ; 2) a ∈
(
Xk
2j
)
; 3) a′ ∈
(
Xn\Xk
n−2k−2j
)
; 4) e = Xk\a; 5) e′ = Xn\(Xk ∪ a′).
Proof. In the following, we use quadruple (a,a′, e, e′) denote four vertex sets of G, where
a ∈
(
Xk
2j
)
, e = Xk\a,a′ ∈
(
Xn\Xk
n−2k−2j
)
, e′ = Xn\(Xk∪a′), which construct subgraphs triple
(Ra, Ta′ , Ge,e′) of G, where Ra, Ta′ are two complete graphs, and Ge,e′ is a bipartite graph,
edges only exists between vertex sets e and e′. We need to prove that any two perfect
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matchings of two distinct (Ra, Ta′ , Ge,e′) triples represent different perfect matching in G,
and any perfect matching of G, which is also a perfect matching of triple (Ra, Ta′ , Ge,e′).
1) For any two different vertex sets (a,a′, e, e′) and (θ, θ′,b,b′), suppose a 6= θ, then
there exists a vertex u in a and b simultaneously (Since (θ,b) is a partition of [k]).
Suppose M1,M2 are two perfect matchings of (Ra, Ta′ , Ge,e′) and (Rθ, Tθ′ , Gb,b′)
repectively. Suppose matching pair (u, v) is in subgraph Ra, and matching pair
(u, v′) is in subgraph Gb,b′ , then v ∈ a are different from v′ ∈ b′. Thus M1 and M2
are two different subgraphs in G.
2) Suppose M is a perfect matching in G. In the following we prove that there exists
a quadruple (a,a′, e, e′) and a perfect matching triple (M1,M2,M3) of their repre-
senting triple (Ra, Ta′ , Ge,e′), such that (M1,M2,M3) construct M . As in figure ??,
we partition the vertex in G into two sets R and T . For a matching pair (u, v), we
construct quadruple (a,a′, e, e′) and (M1,M2,M3) as follows.
– If u, v ∈ R, then push vertex u, v into a, and let (u, v) be a matching pair in
M1.
– If u ∈ R and v ∈ T , then push vertex u into a and v into a′, and let (u, v) be a
matching pair in M2.
– If u, v ∈ T , then push u, v into e′, and let (u, v) be a matching pair in M3.
Clearly triple (M1,M2,M3) is a perfect matching of triple (Ra, Ta′ , Ge,e′).
Thus we are done!
G Proof of Theorem 1
Proof of Theorem 1. For our purpose, we use {R1, . . . , Rk} to relabel those variables in
R, and {T1, . . . , Tn−k} to relabel those in T . Similar notation applies to variables in R∗
and T ∗. In one term of the original expansion of qn(x1, . . . , xk) (Eq. (25)), suppose there
are j1 edges of the form (Ri, Rj) and j2 edges of the form (R
∗
i , R
∗
j ). Recall that Rule
1 tells us an edge is equivalent to a matrix element. The values of j1 and j2 may vary
in different terms. Then the number of other kinds of matching pairs are as shown in
Table 3.
case 1 case 2 case 3
W
(Ri, Rl)
j1 pairs
(Ri, Tl)
k − 2j1 pairs
(Ti, Tl)
n
2
− k + j1 pairs
W ∗
(R∗i , R
∗
l )
j2 pairs
(R∗i , T
∗
l )
k − 2j2 pairs
(T ∗i , T
∗
l )
n
2
− k + j2 pairs
Table 3: Number of pairs of different cases in one term of Eq. (25).
Note that Ti and T
∗
i are from the set Xn\Xk, which will be summed over, and Ri and
R∗i are from the set Xk. From Lemma 3, one can see that Haf(Wx) will give Haf(Ra) and
Haf(W ∗x) will give Haf(R∗a′). Both terms contain no vertices from T and T
∗, so they are
retained in the final expression of qn(x1, · · · , xk).
Now we want to analyze what the four cases in Lemma 1 result in. Suppose in one
term, there are µ summation paths of case 3 (again µ may vary in different summands).
Then µ ≤ min(k− 2j1, k− 2j2) since there is at least one edge (Ri, Tl) and (R∗i , Tl) in the
expression. By counting the number of pair (Ri, Tl) (or (R
∗
i , Tl)), one obtains that the
number of paths of case 1 and case 2 is (k− 2j1 − µ)/2 and (k− 2j2 − µ)/2, respectively.
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Aa
e
R
Ta
Tb
Tc
T
Td
a′
B
e′
R∗
T ∗a
T ∗c
T ∗b
T ∗
T ∗d
(b)
(a)
(c)
(a)
Figure 8: Visualization of Summation on T and T ∗.
Since (k−2j1−µ)/2 is an integer, µ must be of the same parity as k, that is µ ≡ k mod 2.
Furthermore, there is at least one pair of (Ti, Tl) in case 1 and 2, so
k − 2j2 − µ
2
≤ n
2
− k + j2 =⇒ µ ≥ 3k − n− 2(j1 + j2) . (53)
So the range of µ is given by,
Sµ ≡ {µ ∈ N : (3k − 2(j1 + j2)− n) ≤ µ ≤ k − 2 max(j1, j2), k ≡ µ mod 2} . (54)
For case 3, when
∑
σ,τ∈Mn is taken into account, what we are actually doing is first
multiply some δ(∗, ∗) together and then take the summation over something. Compactly,
if we let A ∈ (Xk\aµ ) and B ∈ (Xk\a′µ ), and define SA,B as SA,B(i, j) ≡ δ(Ai, Bj), then
case 3 gives ∑
µ∈Sµ
∑
A∈
(
Xk\a
µ
)
B∈
(
Xk\a′
µ
)
Per(SA,B) . (55)
multiplied by a parameter which is related to the selected matchings of Ti in case (a).
Case 1-3 together give∑
µ∈Sµ
∑
A∈
(
Xk\a
µ
)
B∈
(
Xk\a′
µ
)
Per(SA,B)
∑
e=Xk\{a∪A}
e′=Xk\{a′∪B}
Haf(Re) Haf(R
∗
e′) . (56)
Putting all things together, the final expression of q(x1, · · · , xk) is
qn(x1, · · · , xk) = 1
fn
|Haf (Wx)|2
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=
(n− k)!
fn
b k2c∑
j1,j2=max(0,k−n2 )
∑
a∈
(
Xk
2j1
)
a′∈
(
Xk
2j2
)
Haf(Ra) Haf(R
∗
a′)
∑
µ∈Sµ
F (k, µ, j1, j2)
∑
A∈
(
Xk\a
µ
)
B∈
(
Xk\a′
µ
)
Per(SA,B)
∑
e=Xk\{a∪A}
e′=Xk\{a′∪B}
Haf(Re) Haf(R
∗
e′) ,
where F (k, µ, j1, j2) is related to the matching patterns of Ti, which is given in Appendix
H.
H Expression of the factor F (k, µ, j1, j2)
This section explains why F (k, µ, j1, j2) equals (n− k)!
(
n−k+µ+m
2
−1
k−j1−j2+m2 −1
)
. F (k, µ, j1, j2)
is the number of all of matchings corresponding to xi in which i > k, in summation paths
of case 1-3 and with form∑
xi1 ···xis∈[m]
W (xi1 , xi2)W
∗(xi2 , xi3) · · ·W ∗(xis , xi1) (57)
When we consider all of internal perfect matchings, which gives∑
xi1 ···xis∈[m]
|Haf(Wxi1 ,··· ,xis )|2 =
(
m+s
2
−1
s
2
)
s! = fs. (58)
We label W (xia , xib) as (ia, ib), and label W
∗(xia , xib) as (ia, ib)
∗ for convenience. Observe
that there are equal amount of (ia, ib) and (ia′ , ib′)
∗ in a summation path of case 3, and
there are one more (ia, ib)
∗ in case 1, one more (ia, ib) in case 2. Suppose there are
c1 matching pairs (ia, ib) for µ summation paths of case 3, c2 matching pairs (ia, ib) for
(k−2j1−µ)/2 summation paths of case 1, and c3 matching pairs (ia, ib)∗ for (k−2j2−µ)/2
summation paths of case 2, and the remaining d matching pairs (ia, ib) which generate
case 4. Let Cmax := (c1 + c2 + c3 + d)/2, then Cmax = (n− 3k + 2j1 + 2j2 + µ) since the
summation on last column of table 4 equals to n− k.
Summation path # chains (ia, ib) pairs |{ia|1 ≤ a ≤ n− k}|
case 3 µ c1 2c1 + µ
case 1 k−2j1−µ
2
c2 2c2 + k − 2j1 − µ
case 2 k−2j2−µ
2
c3 − 1 2c3 + k − 2j2 − µ
case 4 d 2d
Table 4: Relationship between ia and the number of pairs and chains for each sequence
type.
Suppose there are u1, · · · , uµ matching pairs for the µ summation paths of case 3
respectively. Thus u1 + · · ·+ uµ = c1, and the number of the matchings equals to3(
c1+µ−1
c1
)
(n− k)2c1+µ. (59)
3nk = (nk) k!.
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The first item
(
c1+µ−1
c1
)
of Eq. (59) gives all of species of u1, · · · , uµ. In other hand, for
case 3 which has l (ia, ib) pairs, the overall matchings equals to (l+ 1)!, thus for all of 2c1
pairs, µ chains and fixed u1, · · · , uµ, there will be (n− k)2c1+µ matchings.
In the same way, all of the matchings for k−2j1−µ summation paths of case 1 equals
to (
c2+
k−2j1−µ
2
−1
c2
)
(n− k − 2c1 − µ)2c2+k−2j1−µ,
all of the matchings for k − 2j2 − µ summation paths of case 2 equals to(
c3+
k−2j2−µ
2
−1
c3
)
(n− 2k − 2c1 − 2c2 + 2j1)2c3+k−2j2−µ,
all of the matchings for the remaining d matching pairs of case 4 equals to f2d. Thus all
of the matchings for xi, where xi > k, equals to
(n− k)!
Cmax
2∑
c1=0
Cmax
2
−c1∑
c2=0
Cmax
2
−c1−c2∑
c3=0
(
c1+µ−1
µ−1
) (
c2+
k−2j1−µ
2
−1
c2
)(
c3+
k−2j2−µ
2
−1
c3
)(
m
2
+d−1
d
)
= (n− k)!
(
n−k+µ+m
2
−1
k−j1−j2+m2 −1
)
.
The equation holds by Eq. (60) [15]∑
0≤k≤l
(
l−k
m
) (
q+k
n
)
=
(
l+q+1
m+n+1
)
, where l,m ≥ 0, n ≥ q ≥ 0. (60)
I Brute-force sampling.
In the brute-force sampling algorithm, we work on pn(s) instead of qn(x). The algo-
rithm works as follows. First, we divide the interval [0, 1] into (m+n−1n ) number of intervals
(which is the number of s), where the length of each interval is given by pn(s). So each
interval is related to an s. Then we sample a value w randomly from [0, 1], and the algo-
rithm outputs the corresponding s of the interval that w lies in. The probability that the
algorithm outputs s is the length of the interval, that is pn(s). The worst time complexity
is (m+n−1n )T (Haf
n), and in most case we need to compute c (m+n−1n ) Hafnians with input
size n, where c is constant in (0, 1]. In Figure 5 (b) we set c = 0.1 for estimating the
time of brute force sampling. For example, when there are n = 8 photons and m = n2
modes, we need to compute at least 110 (
71
8 ) ≈ 1.06 × 109 Hafnians whose size is 8 with
high probability. The time of the algorithm is blowing up for a little input photons n by
the number of Hafnians to be computed, so we need to search for a new algorithm.
J More numerical results
Figure 9 shows a comparison of actual implementation with the theoretical bounds in
Appendix C and D.
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Figure 9: (a) Comparison of basic operations counting from actual implementation for
the polynomial-space algorithm with the upper bound in time complexity analysis. (b)
Comparison of basic operations counting from actual implementation for the exponential-
space algorithm with the upper bound in time complexity analysis.
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