Abstract. This paper describes two ways of improving Burt and Adelson's Laplacian pyramid, a technique developed for image compression. The Laplacian pyramid is a multi-resolution image representation that captures the loss of information occurring through repeated reduction of the spatial resolution. The generation of this data structure involves the use of two complementary functions: EXPAND, which increases the size of an image by a factor of 2, and REDUCE, which performs the reverse operation. The first modification is the adjunction of a pre-filter to the initial EXPAND function in order to guarantee an image extrapolation that is an exact interpolation of the coarser resolution level. The second refinement is a REDUCE operation modified to minimize information loss. The corresponding least squares Laplacian pyramid (LSLP) is generated by adding a post-filter to the initial REDUCE function. These new functions have an efficient implementation using recursive algorithms. Preliminary experiments indicate improved performance: for a Gaussian-like kernel (a = 3), the new EXPAND function exhibits a 2 to 2.5 dB attenuation of the first level of the Laplacian pyramid, while the complete scheme (LSLP) leads to a 4.7 to 8.5 dB improvement in the two images used to test the procedure. For comparable compression ratios, the subjective image quality for the LSLP appears to be significantly better. A theoretical relationship between the present approach and the family of quadrature mirror filter image pyramids is also derived.
Introduction
Multi-resolution data representations are becoming increasingly popular in image processing applications. Pyramid data structures, in particular, play an important role in coding, and are ideally suited for progressive image transmission [13, 15] . In these data structures, the image is represented hierarchically with each level corresponding to a reduced-resolution approximation. An example of such a coding scheme is the Laplacian pyramid proposed by Burt and Adelson in which the difference between successive levels of a Gaussian pyramid is transmitted [3] . This approach compares favorably with earlier techniques, such as transform or predictive image coding, especially when large compression ratios are desired [7] . Recent developments in pyramid image compression also include subband coding techniques [ 18, 20] , orthogonal pyramid structures [1, 12] and wavelet transforms [9] , which are all based on the concept of quadrature mirror filters (QMF) [4] .
The Laplacian pyramid coding technique described by Burt and Adelson relies on the use of two complementary functions: REDUCE and EXPAND. REDUCE computes a lower resolution level of the Gaussian pyramid by decreasing the resolution by a factor of two. EXPAND performs the reverse operation by mapping the coarser level onto a finer sampling grid. These two functions, as defined initially, were sub-optimal in two respects. First, the basic EXPAND function induces some image blurring, tending to increase the energy of the residual image. Second, the initial REDUCE function fails to minimize the loss of information (in the least squares sense) from one level to the next one. It will be shown here that these limitations can be corrected through the appropriate Signal Processing insertion of additional post-and pre-filtering modules. These operators have an infinite impulse response (IIR) and yet can be implemented very efficiently using simple forward and backward recursions, as discussed in Appendix A.
The presentation is organized as follows. Following a series of definitions, a brief review of the Laplacian pyramid coding concept is given in Section 2. A modified EXPAND function that guarantees an exact image interpolation is described in Section 3. The least squares Laplacian pyramid is introduced in Section 4 and the corresponding REDUCE function is derived. The performance improvement of this new approach is illustrated both qualitatively and quantitatively with some experimental results in Section 5. Finally, the present approach is reinterpreted in terms of quadrature mirror filters in order to bring out the relationship with recent subband (or wavelet transform) coding techniques.
Burt's Laplacian pyramid

Notation and operators
The techniques described in this paper are intended for the processing of digital images. However, to simplify the presentation, we have chosen to concentrate on the pyramidal representation of a one-dimensional signal: {f(k)}k~. All subsequent results carry over directly to higher dimensions if one makes use of separable filtering kernels. In practice, for digital images, this means that a pyramid representation can be obtained from the successive application of one-dimensional operators along the rows and columns.
There are two operations that are particularly useful for our purpose: the up-sampling of a signal by an integer multiple m (in particular, m=2), which is defined as (2.6) and the successive coarser resolution levels are constructed iteratively using the REDUCE operator
This operation requires some form of lowpass filtering and decimation by a factor of 2. Two examples of pyramid representations are shown in Fig. 1 . Burt and Adelson [3] use a 5-point quasiGaussian pre-filter and their REDUCE function can be described as
We will rely heavily on the z-transform representation of a signal, which, as a reminder, is defined as
In particular, Burt's generating kernel [3] is central to the construction of the Gaussian or Laplacian pyramid and is conveniently represented as 8) where the generating kernel w2 is defined by (2.4). The complement of REDUCE is the EXPAND function, which performs a signal extrapolation to a finer resolution level,
This operation involves an up-sampling by a factor of two and some form of interpolation. Burt and Adelson use the following operator [3] :
This operator is symmetric and has a sum equal to two, independent of a. The decimated version of this kernel is 5) and has a sum equal to one.
These two procedures are summarized in Figs. 2(a) and 2(b).
The Laplac&n coding concept
The Laplacian pyramid captures the loss of information resulting from an application of the REDUCE function and is the difference between two successive levels of the Gaussian pyramid:
(2.11)
Basic REDUCE and EXPAND functions
The Gaussian pyramid is a multi-resolution representation of a signal. It is characterized by a sequence of signals f0,fl ..... fn, with the number of samples reduced by a factor of two in each of the principal directions from one level to the next. The finer or zero level of the pyramid is given by The key idea in the Laplacian coding scheme is to transmit the sequence of difference images Afl ..... Af, with sample values less extensively correlated than are the initial image pixels. The original image is then recovered by progressively expanding and summing the levels of the Laplacian pyramid, starting at the coarsest level. The main advantage of this approach is that the entropy of GAUSSIAN PYRAMID : the difference images is usually smaller than that of the initial image. Thus, the amount of transmitted information can be reduced by source coding. If one is willing to accept some image degradation, a substantial improvement of performance can be further achieved through quantization. Burt and Adelson have shown that the degradation can be made almost imperceptible through a proper choice of the number of quantization levels. The scheme they propose uses more quantization steps Signal Processing for coarser levels of the pyramid. The sample values at coarser spatial resolutions have to be coded more carefully because their contribution affects a larger number of pixels in the final reconstructed image.
Although this approach achieves excellent image coding performance, we have evidence that it can be further improved. The reason for this is that Burt's construction of the Laplacian pyramid is sub-optimal by several criteria: 
The following sections will show how these criteria can be taken into account.
It is straightforward to verify that (3.2) (3.4) where g is the inverse filter given by
The poles of this filter are -2a+ 4x/~l Zl,2 -(3.6) 1 -2a
The Laplacian pyramid with interpolation
The major limitation of the method proposed by Burt et al. is that the EXPAND function defined by (2.10) does not produce a valid image interpolation in the sense that the pixel values at the nodes are not preserved when a coarser level is used to approximate the next finer level. In fact,~,~+ l(k) is a smoothed extrapolation off+ 6k) and the energy of the difference signal is therefore unnecessarily large. We have defined a modified EXPAND function that guarantees strict signal interpolation in the sense defined above. This constraint is formally expressed as
This condition can be satisfied by applying the previous EXPAND operation to an auxiliary sequence {p,÷t (k) } :
l=--o¢ chosen to satisfy the constraint
and form a reciprocal pair. For a >~ ~, these poles are real and the system can be decomposed as a cascade or a sum of causal and anti-causal simple exponential filters. For a = I, G(z) = 1 and an exact interpolation can be achieved with no filtering at all. Otherwise, this operator can be implemented recursively with as few as two adds and three multiplies per sample point, as shown in Appendix A (see Table A ). As the signals encountered in practice are of finite extent (e.g. { f(k) Lk = 1 ..... K}), we have chosen to implement both finite and infinite impulse response filters using the following boundary conditions:
This type of signal extrapolation using mirror symmetry is commonly used in image processing applications and has the advantage of suppressing border artifacts.
Our modified EXPAND operator is represented schematically in Fig. 2 (e) and is described formally
It differs from (2.10) only by the adjunction of a pre-filter (g).
The least squares pyramid
A further refinement is to choose a compression scheme that minimizes the energy of the Laplacian. For this purpose, it is convenient to use the auxiliary coeffÉcient sequence {pi(k)} defined earlier and to express the Laplacian as
We now seek the series of coefficients {p~(k)} that minimizes the error criterion,
As demonstrated in Appendix B, the optimal sequence of coefficients pt(k) satisfies the following equation:
The solution is determined by first convolvingf_ l with w2, performing a decimation by a factor two, and finally filtering the resulting sequence with the operator h that implements the inverse of [w22]lz:
By determining [w22]~2(k) explicitly, the corresponding IIR filter is characterized in the z-transform domain,
The poles of this operator are simple and real for ~< a ~< ½. As shown in Appendix A, h can be implemented recursively with as few as five multiplications and four additions per sample point. The relevant filter parameters for different values of a are given in Table A . By substituting (4.4) in (4.1), we find that the least squares Laplacian is given by
Similarly, the corresponding REDUCE function is obtained by substitution of (4.4) in (3.3),
and differs from (2.8) by the inclusion of two additional levels of post-filtering provided by wl and h. By recalling that g, wffk)= ~(k), we note that (4.6) is fully compatible with both (2.11) and the modified EXPAND function defined by (3.8).
However, a direct evaluation of the least squares Laplacian through (4.6) is preferable for most practical purposes. It is more economical and also reduces the propagation of roundoff errors. These results are summarized in Fig. 2 which provides a block diagram representation of the EXPAND, REDUCE and LAPLACIAN functions and a comparison of the conventional and least squares Laplacian pyramids.
Results
Experiments
The experiments were performed with a =3, unless indicated otherwise. In these comparisons, the three following procedures were considered: (i) the initial Laplacian pyramid (LP) based on (2.8) and (2.10), (ii) the Laplacian pyramid with interpolation (LPI) based on (2.8) and (3.8) , and (iii) the least squares Laplacian pyramid (LSLP) based on (4.6), (4.7) and (3.8).
The Gaussian and least squares pyramidal representations for two test images are shown in Figs. 1 and 3, respectively. In both cases, the sharpness of the least squares pyramid is preserved at all resolution levels, while the corresponding images in the Gaussian pyramid seem increasingly blurred by comparison. The distinction between the two methods is even more striking if one looks at the Laplacian images displayed in Figs. 4 and 5. The same intensity scaling factors were applied to all images to facilitate the comparison. For the initial LP, the amount of information at each level is quite significant and the initial subject is still recognizable. In the case of the LSLP, the energy of the Laplacian is reduced drastically and only very high frequency details are visible in this representation. In a first stage, the performance of the decomposition can be assessed in terms of simple statistics These measures are given in Tables 1 and 2 for test images (a) and (b), respectively. For a = 2, the LPI is superior to the basic LP in all respects (e.g., reduced range, smaller standard deviation and entropy, and better signal approximation). As expected, the LSLP provides an even better signal approximation. In fact, the SNR values obtained for an LSLP extrapolation at a given level i are comparable to those obtained for an LP extrapolation at level i-1 with four times more sample values. The improvement of the LSLP is particularly striking at the finer resolution level at which the residual RMS error is approximately reduced by a factor of 2. Note, however, that this effect is reversed for the coarser levels and that the LSLP has the tendency to pack the energy into the top of the pyramid. In terms of image coding, this means that while fewer bits are required for representing the finer levels of the LSLP, more bits will be necessary for coding the coarser levels, a result consistent with the bit allocation strategy used by Burt and Adelson. For lossless image coding, the number of bits per pixel (bit-rate) necessary to transmit the top of the pyramid up to level i is approximately 
The rate-distortion curves for our test images are given in Fig. 6 . For both images, the LSLP achieves the best performance at all resolution levels. The LP is the worst and the LPI is in between. An aspect that must also be taken into account in this comparison is that the performance of the pyramid decomposition depends on the value of the parameter a. In principle, our modified scheme should result in some improvement for any value of this parameter, although this effect may not always be as dramatic as in the examples discussed above. A case of special interest occurs when a = 0.5 in which case the LP is equivalent to the LPI (i.e. g(k) = identity). The corresponding error statistics for the MRI image are given in Table 3 . The performances of the LPI are slightly superior to those obtained with a = 3. The LSLP performs best but the improvement is not as dramatic as in Table  2 . For comparison, we have also included the results for the LP with a---0.6, the parameter value that resulted in the greatest reduction in entropy and variance in the series of experiments reported by Burt and Adelson [3] . The improvement over 3 the LP with a=~ is substantial, emphasizing the importance of the optimization of this parameter. Despite these excellent results, the optimized LP is still less performant than the LSLP which provides its best results for a = 3.
The Laplacian pyramid coding scheme proposed by Burt and Adelson is especially suited for lossy image transmission [3] . The quantization scheme that they propose uses fewer bins for the higher resolution levels of the pyramid, which takes into account the fact that human contrast sensitivity decreases with high spatial frequencies. We have conducted some preliminary experiments to compare the efficiency of the different pyramid representations for this type of image coding. The experimental procedure is similar to the one used in [3] with some minor differences. The important features of the present compression algorithm are as follows:
(i) The coding and the decoding are performed in parallel starting at the coarsest level of the pyramid. In the present case, the pyramid has three levels and the coarsest (~) is coded precisely using all eight bits per node (256 gray level values). The corresponding contribution to the total bit-rate is only 8=0.125bits/ pixel. (ii) A Laplacian image is computed from the difference between a particular level of the Gaussian pyramid and the expanded version of the encoded image one level coarser. This technique takes into account quantization errors introduced at coarser resolution levels. (iii) The number of levels for each Laplacian image is fixed and should be determined using psychophysical information. The values of these levels are determined using a discrete form of the Max minimum error quantization algorithm [ 11 ] applied to the histogram of the Table 3 Comparison of performance measures at successive pyramid levels for the 'MRI' image with a=0.5 and a=0. images. The corresponding quantization levels are selected to minimize the approximation error and are not necessarily equidistant as was the case in the approach chosen by Burt and Adelson. In this series of experiments, the Laplacian images 2 and 3 were represented by 5 and 15 levels, respectively. The finest level of the pyramid was either not transmitted at all to achieve bit-rates lower than 1 bit/pixel or represented by 3 levels. (iv) The effective bit-rates are estimated from the entropies of the quantized images using (5.2). These estimates are somewhat optimistic as they ignore the transmission of the code book information. A practical approach to this problem is to summarize this information in terms of the coefficients of a parametric model of the Laplacian histogram (for example, the two parameters a and fl of a generalized exponential model p(Af) = Co e-~lAJ-I/~)~). These parameters can then be used to determine uniquely the optimal quantization levels in the Lloyd Max scheme and their corresponding code words in a variable length Huffman code [6] . Some examples of image coding with bit-rates as low as 0.7 bits/pixel are shown in Fig. 7 . The same number of quantization levels were used in all cases with the exception of Fig. 7(d) . This latter image is an improvement of Fig. 7 (c) obtained by adding a finer level of the LSLP quantized with three levels; it is visually indistinguishable from the original. The image obtained using LP (Fig. 7(a) ) appears to be out of focus and is of lesser quality (both qualitatively and quantitatively) than the results obtained with the LPI and LSLP. The LSLP scheme is clearly superior and appears to preserve most of the image details. The same qualitative behavior has also been observed for different compression ratios and test images. For the test image in Fig. 7 , we have also observed that the quality of the LP reconstruction is noticeably degraded for bit-rates lower than 1.5 bits/pixel, while for the LSLP greater compression ratios still produce acceptable results, as illustrated by Fig. 7(c) . In 197 these preliminary experiments, the performance of LSLP appears to be consistently superior.
Discussion
Our experimental results show that both the LPI and LSLP should be superior to the standard LP proposed by Burt et al. Two types of improvements have been considered and both seem to be equally 1 helpful, at least for a < ~. The first is the requirement that an image extrapolation be a true interpolation of a lower level approximation. A simple way to enforce this constraint is to add a pre- filter  (g(k) ) to the basic EXPAND operation. The effect of this operator is less significant when a is close to ~, in which case the LP and LPI are essentially equivalent. The second is to minimize the amount of transmitted information. The only adjunction here is a post-filter following the basic REDUCE operation. The LSLP incorporates both of these mechanisms and has surprisingly good compression properties. This approach provides an attractive alternative to the standard LP and should allow greater efficiency in image coding. Since multi-resolution techniques are being used increasingly in image processing, there are many other potential applications including image segmentation [2, 16] , edge detection [10] , feature extraction and a variety of multi-grid algorithms for computer vision [14] .
The experimental results presented in Section 5.1 indicate a performance improvement in a lossless progressive data transmission scheme (cf. Fig. 6 ). The reduction of the RMS error also suggests that the LSLP should result in some improvement for lossy image coding as confirmed by our preliminary experiments (cf. Fig. 7 ). These results, however, are still preliminary and require further investigation. For instance, it seems important to determine an optimal bit allocation strategy for a given compression ratio and to compare the coding results for a variety of test images using objective psychovisual criteria. A detailed evaluation of the dependence of the relative performance of the algorithms on the parameter a may also be appropriate. As described in Appendix A, the additional preand post-filters can be implemented very efficiently and the increase in computation is negligible. For instance, the CPU times (standard 16 MHz Apple Macintosh Ilcx) required to compute the first level of the Laplacian of a 256 x 256 image using Burt's LP, the LSI and LSLP are 18 s, 25 s and 27 s, respectively. The complexity of the LSI and LSLP are comparable because the use of the interpolation pre-filter can be avoided in the second scheme (cf. Fig. 2(f) ).
The value a--83---0.375 was used for most of our experiments. It is close to the value 0.36 recommended by Burt for the greatest reduction of the side lobes of the transfer function [2] . Note that a =3 corresponds to an implicit choice of a Signal Processing quadratic B-spline interpolator [17] . In terms of performance, this value of a seems to be preferable over others (cf . Tables 2 and 3) , largely because of the smoothness and Gaussian-like shape of the corresponding interpolation kernel, which appears to be most appropriate for a large class of images. The unmodified LP, on the other hand, seems to perform best for a=0.6 [3] . An explanation for this observation is that the corresponding correction filters in our modified scheme have a very fast decay (i.e., g(k)= O(z~ ~1) and h(k)= O(plkl), where Zl = 0.084 and p = 0.074), and can be relatively well approximated by an identity filter. Another value 1 of interest is a = ~. This value leads to a triangular interpolation function and corresponds to image reconstruction by piecewise linear (or bilinear) interpolation. This scheme is equivalent to a firstorder spline interpolation.
Clearly, the theory presented here is not restricted to the particular form of interpolation function given by (2.4). It is straightforward to adapt these results to any given kernel w(k) ~ W(z). The only constraint is the stability of the approximation and interpolation filters, which, in the general case, are given by
W(z) + W(-z)
There is another advantage for the use of the least squares pyramid. In a standard complete pyramidal representation the number of nodes is 1 increased by 5 when compared to the initial number of pixels. In the LSLP, the total number I of nodes can be reduced by a (e.g., made equal to the initial number of pixels) because the residual error at each step is orthogonal to the reduced resolution signal approximation. In other words, the LS REDUCE function is a projection operator with the property that
For a bi-dimensional image with M grid points, (5.6) provides us with a set of 1 gM linear constraints. The true number of degrees of freedom of the LS Laplacian is therefore 3M and not M as may be thought initially. In fact, we will show in the last section that the quadrature mirror filter (QMF) concept offers a simple solution for dealing with this redundancy. We will thereby also establish the relationship between the present approach and recent work in orthogonal pyramid structures [1, 12] , wavelet transforms [9] and subband coding techniques [ 18, 20] .
Link with QMF pyramids
Quadrature mirror filters, introduced by Croisier et al. in 1976 [4] , provide an attractive method for splitting a signal into critically sampled filtered components. Such filter banks can be applied iteratively to produce a subband decomposition of the spectrum into octave bandwidth pieces [18] . The two attractive features of this technique are (i) the reversibility of the process (error free reconstruction) and (ii) the fact that the resulting signal decomposition uses no more samples than the initial representation. Recently, several authors have applied this concept to pyramid image compression and have reported substantial improvements in performance [1, 12, 18, 20] . QMF banks also provide an efficient way of computing wavelet transforms, as has been shown recently by Mallat and Daubechies [5, 8, 9] .
The block diagram of a QMF bank is represented in Fig. 8 . In the basic QMF design [12, 19] , the transfer functions of the filters are chosen such that
where F(z) is a lowpass filter prototype satisfying the perfect reconstruction property
(5.8)
To establish its relationship to the present approach, we will construct a QMF bank such that its lower branch (lowpass) precisely computes the least squares signal estimates derived in Section 4. We derive this result by manipulating the block diagram in Fig. 9(a) , which performs successively the REDUCE and EXPAND functions described in Sections 3 and 4. The first step is to note that Fig. 9 . QMF interpretation of the least squares approximation procedure: equivalent block diagrams.
the two central filters (W~ (z) and G(z)) cancel each other. Second, the filter H(z) is factored into a product of square-root components ( Fig. 9(b) ). Finally, the filters are moved on each side of the sampling modules by upsampling their impulse response by a factor of two (this is achieved by replacing z by z 2 in their z-transform) ( Fig. 9(c) ).
At the end of this process, we have an equivalent system (i.e., same input and output) for which the pre-filters and post-filters are identical and given by
Using (5.4), it is then easy to verify by substitution that this operator satisfies the perfect reconstruction property (5.8) . Since the final output of the QMF bank is equal to its input, it follows that the corresponding highpass branch precisely codes for the residual signal displayed in the least squares Laplacian pyramid. This approach is easily extended to higher dimensions by iterating the subband decomposition along the rows and columns according to the procedure initially described by Vetterli [ 18] . The main advantage of such a QMF decomposition is that the residual signal is now represented without redundancy (i.e., the sum of the number of lowpass and highpass samples is equal to the initial number of samples).
In order to obtain a decomposition closer to our initial design, we choose an alternative, but globally equivalent, factorization with
for which it can be verified that the filters Fo(z) and Go(z) are precisely those required for the REDUCE and EXPAND function described in Sections 3 and 4. The advantage of this latter decomposition is that it can be implemented recursively using the fast algorithms described in Sections 3 and 4 (see Figs. 2(d) and 2(e)) and Appendix A. The highpass components can be evaluated using the same procedure, provided that the FIR smoothing kernel (Wz(z)) (which is used as a pre-and post-filter) is replaced by its modulated and shifted counterparts: z W2(-z) and W2(-z)/z, respectively. We note that this particular choice of filters corresponds to a linear algebraic transform that is non-orthogonal, in contrast to a standard QMF bank as defined by (5.7) (5.8), which can be interpreted as an orthogonal transformation [12] . These results also suggest that a QMF implementation of the present least squares image pyramid could provide a further I improvement by z over the coding procedure used in the experimental part of this paper.
Conclusion
Two methods for improving the Laplacian pyramid proposed by Burt and Adelson for image coding have been described: (i) The EXPAND function has been redefined to ensure that the expansion of a coarser level onto a finer grid is an exact interpolation. (ii) An improved REDUCE function has been derived in order to minimize the loss of information occurring during resolution conversion.
It is easy to modify the initial scheme to incorporate these new functions. This is achieved by adding a pre-filter and a post-filter in the expansion and reduction modules, respectively. These filters can be coded very efficiently and the resulting increase of computations is moderate.
For lossless progressive data transmission, the performance improvement that can be achieved in this way is significant. The least squares scheme performs best according to the quantitative criteria used in this paper. Preliminary results suggest that this approach allows improved image coding according to the lossy scheme developed by Burt and Adelson. The least squares pyramid also stands as an interesting alternative to the widely used Gaussian pyramid and should be useful in a variety of multi-resolution image processing algorithms. It has also been shown that the present approach can be linked to the family of QMF image pyramids (e.g., orthogonal pyramids, wavelet transforms, subband coders). 
The implementation of these elementary units is based on the decomposition of H(z; z,% into a sum of simple causal and anti-causal first order systems, as given by the right-hand side of (A.3). The corresponding recursive filter equations are also more economical to combine the individual scaling factors in (A.1) and (A.5) or (A.7) into a single multiplication at the end of the process. The relevant filter parameters for implementing some of the operators described in Sections 3 and 4 using this strategy are given in Table A . This approach is also applicable in higher dimensions through the successive use of the same onedimensional filter along the various dimensions of the data. For digital images there is no need for floating point data storage other than the onedimensional array(s) required by the basic onedimensional filtering module.
We note that the second equation is borrowed from the sum decomposition and is required to initialize the backward recursion correctly.
All operations in (A.7) (respectively (A.5)) are real, and it is necessary to use one (respectively two) one-dimensional real array(s) for storing the filtered sequences with sufficient precision to avoid a recursive propagation of errors. It is relatively straightforward to write a general subroutine that implements (A. 1) from a succession of simple convolutions of the form (A.5) or (A.7); no additional intermediate storage is necessary for this task. It is
Appendix B. Derivation of the least squares coefficients
The error criterion (4.2) is decomposed as 
+ ~ pi(k)([w22]+2*pi(k)) -2 y" p~(k)([w2*f-t]+2(k)).
(B.1)
The partial derivative of (B. 1) with respect to p~(k)
is given by The optimal sequence of coefficients is obtained by setting this expression equal to zero, which results in (4.3). Q.E.D.
