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Why noncommutative geometry?
It is well known that the classical formulation for the dynamics of a physical
system is based on the notions of functions on a differentiable manifold, of
diffeomorphism group actions and of vector field.
Pure states are represented by points of a manifold, observables by real
functions on it. If this manifold is given both a topological and a differen-
tiable structure, then time evolution is represented by a one parameter group
of diffeomorphisms on it, whose infinitesimal generator is a vector field.
This formalization originated from the analysis of the concepts of position
and velocity of a body, following the Newtonian’s assumptions. Classical me-
chanics developed its own language. This language is differential geometry.
That this geometry were a branch of physics, quoting Einstein’s opinion, is
perfectly clear looking at the way classical general relativity and classical gauge
theories describe gravitational and electromagnetic interactions.
Quantum formalization for the dynamics of a physical system is profoundly
different. Pure states are represented by rays of a separable Hilbert space; ob-
servables are represented by self-adjoint operators on this space; time evolution
is represented by unitary transformations on the set of states.
In his book on the principle of quantum mechanics [12], Dirac wrote that
one of the dominant features of this scheme is that observables appear in it as
quantities which do not obey the commutative law of multiplication. Moreover,
noncommutativity among observables is exactly the way uncertainty relations,
whose appearance is one among the most important differences between classical
and quantum physics, are introduced in the formalism.
The very first example of uncertainty relations is that related to position
and momentum observables for a quantum dynamics of point particles. Its
mathematical formulation is based on the definition of canonical commutation
relations:
[qˆa, pˆb] = i~δ
a
b
These relations introduce a correlation among the dispersions of the statistical
distributions of measured values of positions and momenta. In the paper [13]
Dirac was led to consider the possibility to describe quantum physics on the
phase space carrying a classical dynamics of point particles. The phase space
would have been recovered as the continuous spectra of a set of fundamental
quantum observables. He introduced the notion of quantum algebra of func-
tions, and of quantum analogue of classical derivations, calling them quantum
differentiations. Above all, he was aware that the uncertainty relations drive
to the impossibility of an infinitely precise localization of points on this phase
space.
This example can be considered as the first noncommutative space. The
impossibility of such a perfect localization shows that the “geometry” of this
space should be considered to have lost the concept of point. “Pointless geome-
try” was exactly the name von Neumann [50] gave to the mathematical studies
originated by the analysis of the quantum formalism.
He started introducing the concept of rings of operators (nowadays called von
Neumann algebras) as a subalgebra of the algebra B (H) of bounded operators
on a Hilbert space1. In this context, for the first time he related a topological
1A von Neumann algebra is a subalgebra of B (H) which is closed under the involution
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condition to an algebraic one. His primary motivation came from the hope to
characterize quantum mechanical systems by algebraic conditions on the observ-
ables, rather then topological analysis on the set of states. This program would
have been developed, and to some extent realised, in algebraic quantum field
theory, and in the study of quantum statistical mechanics of infinite systems.
These research perspectives went on with the work of Gelfand who combined
studies of operator algebras with the theory of Banach spaces. He introduced the
notion of a Banach algebra in which multiplication is separately continuous in
the norm topology, and formalised an intrinsic spectral theory. Then Gelfand
and Neumark defined what is now called a C∗-algebra, and proved the basic
theorem that each noncommutative C∗-algebra is isomorphic to a norm closed
∗-subalgebra of bounded operators on a Hilbert space. This theorem is now
called GNS: its constructive proof was developed by Segal, who established
a connection between states and representations. In [41] there is a beautiful
account of an algebraic description of quantum mechanics.
These historical notes2 are just to show that quantum physics required the
development of a specific language. This language is noncommutative geometry,
and noncommutative topology.
This formalism is meant to give primary importance to the notion of space
(algebra) of observables, and to consider the state vector as a derived object.
The notion of pure states replaces that of points, while derivations of the algebra
replace vector fields. The aim of noncommutative geometry is to reformulate the
geometry of a manifold in terms of features of the abelian algebra of functions
defined on it (there exists a version of GNS theorem suited for commutative
C∗-algebras), and then to generalize the corresponding results of differential
geometry to the case of noncommutative algebras.
In the last years this program was evolved expecially by Connes, who ex-
tended the notion of exterior calculus and of de Rham cohomology to the non-
commutative case. This, together with the theory of Hilbert modules, generalis-
ing the notion of fiber bundles, enables to study gauge theory in the noncommu-
tative setting. Moreover, if classical general relativity is beautifully formalised
using classical, say commutative, differential geometry, noncommutative geome-
try appears, in the current research activity, as the natural language to formalise
quantum gravity, and, more generally, a unified quantum description of funda-
mental interactions.
Why Weyl-Wigner formalism?
After introducing the notions of quantum conditions (nowadays called commu-
tation relations), Dirac went on writing:
...The problem of finding quantum conditions is not of such a gen-
eral character...It is instead a special problem which presents itself
with each particular dynamical system one is called upon to study.
Aˆ → Aˆ†, and sequentially complete in the weak operator topology. This topology can be
defined by its notion of convergence. A sequence {Aˆn} of bounded operators weakly converges
to Aˆ when 〈ψ | Aˆn | ψ〉 → 〈ψ | Aˆ | ψ〉 for state vectors | ψ〉 in the Hilbert space H. This type
of convergence is partly motivated by quantum mechanics, in which 〈ψ | Aˆ | ψ〉 represents
the expectation value of the observable represented by Aˆ when the system is in the state
represented by | ψ〉, provided that Aˆ is selfadjoint and 〈ψ | ψ〉 = 1.
2A more refined and rigorous account of these topics is in [22].
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There is a fairly general method of obtaining quantum conditions,
applicable to a very large class of dynamical systems. This is the
method of classical analogy... Those dynamical systems to which this
method is not applicable must be treated individually and special
considerations used in each case.
The value of classical analogy in the development of quantum me-
chanics depends on the fact that classical mechanics provides a valid
description of dynamical systems under certain conditions, when the
particles and bodies composing the system are sufficiently massive
for the disturbance accompanying an observation to be negligible.
Classical mechanics must therefore be a limiting case of quantum
mechanics...
His suggestion to consider a classical analogy is nowadays referred to as a prin-
ciple of correspondence. It is naively said that a quantum system should be
formalised in such a way that, in the classical limit, formally obtained by let-
ting ~ → 0, the corresponding classical dynamics could be recovered. The
Weyl-Wigner formalism is a setting convenient to analyse the relations between
the classical and the quantum formalism, and to put in a more rigorous form
the problem of quantizing a classical dynamics, and of recovering the classical
limit of a quantum dynamics.
and this dissertation...
The theme of this dissertation is to use the Weyl-Wigner formalism to study
relations between quantum and classical physics, or, that is the same, to study
relations between quantum and classical geometry.
In chapter 1 the Weyl-Wigner formalism is introduced, starting from a group
theoretical interpretation of the cartesian phase space as a carrier space for a
classical dynamics. The notion of Weyl system provides a more satisfactory
account for the definition of the quantum conditions, i.e. the commutation
relations for a certain class of quantum systems, and becomes a way to analyse
the formulation of the principle of classical analogy.
Then the Weyl-Wigner map is introduced. It is a bijection between a set
of operators on a Hilbert space, and a set of functions on a vector space. This
map enables to write the noncommutative product among quantum observables
as a noncommutative product among functions on this phase space. This is
the Moyal product, and it explicitly depends on ~, reducing to the standard
pointwise product in the limit ~ → 0. In this chapter it is described how this
formalism makes it possible to study both the problem of quantizing certain
classical systems, and the problem of formalizing the quantum evolution in the
space of functions defined on the same phase space where classical observables
are represented. In this setting, a classical limit procedure is written in a more
rigorous form.
In chapter 2 this formalism is extended to the case of a quantum system
corresponding to a classical dynamics whose phase space is the cotangent bun-
dle of a compact, simple, Lie group, seen as a configuration space. Quantum
conditions among fundamental quantum observables are here mutuated by the
Lie algebra structure of the group. The novelty of this approach is that a Weyl-
Wigner isomorphism is now realised between operators on a Hilbert space and
3
functions which are defined not on the ”classical” phase space, namely that
cotangent bundle of the Lie group, but on the product of the group manifold,
the configuration space, with a discrete space. This can be seen as a sort of
quantum phase space. It explicitly depends on the global topological properties
of the group, and on its nonabelianess. These aspects play a role to give the
results of the specific harmonic analysis performed to define the isomorphism.
Nevertheless, a different isomorphism between operators on a Hilbert space
and functions on the classical phase space can be written. This eventually
enables to study noncommutative algebras of functions defined on the cotangent
bundle of a compact simple Lie group.
In chapter 3 the machinery developed in the first part is fully used in the
specific example of defining a new fuzzy space, the fuzzy disc.
A fuzzy space is a sequence of nonabelian algebras, more properly finite rank
matrix algebras, approximating as ”quantum metric spaces”, the commutative
algebra of functions on continuous manifolds on which field theory models are
defined. This approximation is seen to act as a regulator for ultraviolet diver-
gences in a class of field theory obtained via a canonical quantization of classical
fields.
The chapter opens with a description of what is the fuzzy sphere (seen as a
prototype of a fuzzy space) to describe what is the meaning of this approxima-
tion, and what is the meaning of the convergence of this sequence of nonabelian
algebras towards an abelian one. Then the fuzzy disc is introduced, as the first
example of a fuzzy approximation of a continuous space having a boundary. It
is developed starting from the analysis of the noncommutative plane obtained
via a standard Weyl-Wigner isomorphism. The stress is put on the way a se-
quence of finite rank matrix algebras is obtained, and the way the introduction
of derivatives and a ”fuzzy” Laplacian operator leads to the concept of ”fuzzy
Bessel functions”. This notion extends that of fuzzy spherical harmonics intro-
duced in the case of the sphere. On the fuzzy Bessels it is based the procedure by
which the algebra of functions on a disc can be given a fuzzy version. Moreover,
this approximation is seen to heal the ultraviolet divergences already present in
noninteracting field theories on a disc.
At the end, some appendices recollect concepts used in the main text. The
first is devoted to briefly introduce some of the algebraic concepts mentioned in
the text. The second explains the meaning of Fourier symplectic transform, used
to perform the harmonic analysis of the translation group. The third defines
what is a system of generalised coherent states, which is a unifying scheme for
the realization of the various kinds of Weyl-Wigner isomorphisms developed
in the text. The last appendix recollects the calculations performed to obtain
the form of the nonabelian product among functions defined on the quantum
cotangent space defined in chapter 2.
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Chapter 1
An introduction to the
Weyl-Wigner formalism
There is a profound difference between the classical and the quantum formula-
tion for the dynamics of a physical system. This difference, together with the
hypothesis - a principle of correspondence - that the classical formalism were
to be recovered as a limiting case of the quantum one, originate the problem of
studying this comparison in a convenient setting.
The Weyl-Wigner formalism is a setting convenient for the analysis of some
aspects of this problem. It shows a procedure in quantizing certain classical
dynamics, and enables to give, for a class of quantum dynamics, a more con-
sistent meaning to the formulation of the so called classical limit, often naively
considered as a formal manipulation obtained by letting ’~ → 0’.
This formalism is based on an application, the Weyl map, that transforms
functions defined on a real, even dimensional, vector space, into operators on a
separable Hilbert space:
Ωˆ : F (S) 7→ Op (H)
The Weyl map is invertible, and its inverse is called Wigner map. They are
introduced via an explicit use of the fundamental constant ~, and of a symplectic
2-form on the vector space, so that this vector space can be identified with a
phase space carrying a classical dynamics. This bijection can then be seen as a
kind of map between the space of classical observables and the space of quantum
observables.
These two spaces are very different. The composition rule among classical
observables is abelian, while the product rule among quantum observables is non
abelian. Weyl-Wigner map enables to translate the noncommutative product in
the space of operators into a noncomutative product in the set of functions on
the phase space carrying a classical dynamics. This means that the quantum
algebra can be represented in terms of functions on the classical phase space,
where a ”∗”-product is introduced:
f ∗ g = Ωˆ−1
(
Ωˆ (f) · Ωˆ (g)
)
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This is also called a Moyal product, and it is a deformation of the standard
abelian pointwise product. Here deformation means that it explicitly depends
on ~, and reduces to the pointwise product in the limit for ~ → 0, where
Planck’s constant is now seen as a parameter. The antisymmetrization of this
product gives a Moyal bracket:
{f, g}M = i
~
(f ∗ g − g ∗ f)
The same way the Moyal product represents the composition law among opera-
tors, this application is the definition, in the space of functions, of the notion of
commutator of two operators. It is bilinear, skewsymmetric, and satisfies both
the Jacobi identity and the Leibnitz rule. It is a deformation, in ~, of the Poisson
Bracket of two functions. This means that this formalism recovers a more rigor-
ous version of the analogy Dirac expressed, between the commutators (among
quantum observables) and Poisson Brackets (among classical observables).
The first part of this chapter describes the notion of Weyl system, which
is the building block in the construction of the Weyl and Wigner maps. The
emphasys is given to the interpretation of a vector phase space as the manifold
carrying a realization of the translation group, and of the Weyl system as a
unitary projective representation associated with this realization. The phase
factors are related to the symplectic structure defined on the group. In the
analysis of the covariance properties of this representation for the action of the
symplectic group, it is possible to find a procedure of quantization for some
classical dynamics.
Then the Weyl and Wigner maps are presented, and the Moyal product is
introduced, to describe a setting where the quantum evolution can be written
in terms of equations on functions on the phase space. In this setting the role
of ~ is made explicit, and recovering a classical limit is natural.
Afterwards two steps towards a generalization of the Weyl-Wigner isomor-
phism are elucidated. The first is the full analysis of the definition of this for-
malism in the case that classical dynamics can be written in terms of a generic,
though still translationally invariant, symplectic form on the classical cartesian
phase space. The second describes how the Weyl system’s notion can be en-
larged to the case where it is defined as a more general projective representation
of the same translation group. The result is the introduction of the weighted
Weyl maps, that clarify how also the ordering problems, usually mentioned in
the formal quantization procedure, can be understood via this formalism.
The chapter ends with the proof that the standard Weyl formalism can
be obtained without using the tools of harmonic analysis for the translation
group, but studying the definition of a system of coherent states (the notion of
generalized coherent states is introduced in the Appendix) for the Heisenberg-
Weyl-Wigner group. It also shows one of the reason why, in this harmonic
analysis, the concept of symplectic Fourier transform has been used. Even this
concept is introduced in Appendix.
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1.1 Weyl systems
1.1.1 From classical mechanics to quantum conditions
Dynamical evolution of a physical system can be represented as a set of trans-
formations, parametrised by time, in the space of states of the system into itself
[27]:
Dt : S 7→ S
These transformations represent the half-line as a one parameter semigroup(
R
+
0 ,+
)
, because they satisfy a composition rule, for every positive value of
time parameter t:
D0 = 1
Dt′+t′′ = Dt′ ◦ Dt′′ = Dt′′ ◦ Dt′
If these Dt are bijective maps, then it is defined:
D−1t ≡ D−t
and time evolution is seen as a one parameter group
(
R,+
)
of transformations
of S into itself.
This section is devoted to the description of some aspects of the Poisson,
and of the symplectic formulation of classical dynamical systems. The well
established topics reviewed here1 are meant to be steps of a path driving to the
definition of the so called quantum conditions.
In classical mechanics [1] the set of pure states is formalised as a manifold
L and observables are represented by real functions on this manifold. With
respect to the topological and to the differentiable structure of L, the evolution
Dt of a classical dynamical system can be seen as a one parameter group of
diffeomorphisms of L, whose infinitesimal generator is a (complete) vector field.
The integral curves of this vector field represent the evolution of pure states,
while the evolution of observables can be written as
ft = f ◦ φt
or, infinitesimally, as a solution of:
df
dt
= X · f = LXf (1.1)
(f is the function representing the observable, X is the vector field generating
the dynamics, and LXf is the Lie derivative of f along X , i.e. the directional
derivative of f along the integral curves of X .)
Given a manifold L, a Poisson bracket is a map that associates a function
on L to a pair of such functions:
F (L) × F (L) 7→ F (L)
which is bilinear, skewsymmetric, and satisfies:
1For the concepts of manifold analysis and calculus, assumed in these pages, an excellent
textbook is [1].
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• Jacobi identity, for every triple of functions:
{f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0
• Leibnitz rule, for every triple of functions:
{fg, h} = f {g, h} + {f, h} g
with respect to the standard pointwise product among elements in F (L). The
Poisson bracket is regular if the requirement {f, g} = 0 ∀ f ∈ F (L) implies
that g is constant.
A map φ : L 7→ L is called canonical if it preserves the Poisson tensor:
{f, g} ◦ φ ≡ {f ◦ φ, g ◦ φ}
∀ f, g ∈ F (L). A classical dynamics has a canonical formulation if time evo-
lution is represented by a one parameter group of canonical (with respect to a
given Poisson structure) transformations.
This formulation can be given an infinitesimal version. Since Poisson bracket
satisfies the Leibnitz rule, for a fixed H ∈ F (L) the map:
{·, H} : F (L) 7→ F (L)
is a derivation in the abelian algebra F (L). In the theory of differentiable
manifolds, it is possible to prove that each smooth derivation on F (L) can be
given the form of a vector field. To the Poisson derivation defined by H a vector
field XH can be associated, such that:
{f,H} = LXHf (1.2)
XH is called Hamiltonian vector field of Hamiltonian function H with respect
to the given Poisson bracket. The components of this Hamiltonian vector field
are, in a local coordinate chart {ξa}:
ξ˙a =
dξa
dt
= {ξa, H}
so that the Poisson bracket of two functions can be written as:
{f, g} = Xg · f = {f, ξb} ∂g
∂ξb
=
∂f
∂ξa
{ξa, ξb} ∂g
∂ξb
Poisson bracket is defined by the components:
Λab ≡ {ξa, ξb} (1.3)
of a skewsymmetric twice contravariant tensor:
Λ ≡ Λab ∂
∂ξa
⊗ ∂
∂ξb
(1.4)
such that2:
{f, g} = Λ (df, dg) (1.5)
2Jacobi identity is written as:
Λsk
(
∂
∂ξs
Λab
)
+ Λsa
(
∂
∂ξs
Λbk
)
+ Λsb
(
∂
∂ξs
Λka
)
= 0
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A one parameter group φs of canonical transformations on L is generated by an
infinitesimal canonical vector field X :
LXΛ = 0 ⇔ LX{f, g} = {LXf, g} + {f, LXg} (1.6)
An Hamiltonian vector field is a canonical vector field, so time evolution gen-
erated by an Hamiltonian vector field is canonical, i.e. it preserves the Poisson
tensor Λ. The infinitesimal form of the evolution equations for a dynamical
system in the Poisson formalism is:
df
dt
= {f,H} (1.7)
It is interesting to note that the set of Hamiltonian vector field does not exhaust
the set of canonical vector field. There are canonical vector fields which are
not Hamiltonian [8]. This may happen either because the Poisson bracket is
degenerate, or because the carrier space manifold is not simply connected.
If Λ is a regular Poisson tensor whose matrix elements are Λab, that is glob-
ally invertible, then it is possible to introduce a skewsymmetric twice covariant
tensor on L. In this coordinate chart:
ω = ωab dξ
a ⊗ dξb
where
Λab ωbc ≡ −δac (1.8)
This tensor is nondegenerate, and it can be proved that [8] the requirement that
Jacobi identity is verified by Λ is equivalent to the closedness condition for this
form: dω = 0. The pair (L, ω), with L a differentiable manifold and ω a closed,
nondegenerate, skewsymmetric covariant 2-form is called a symplectic manifold,
and ω is a symplectic structure.
A vector field X is called locally Hamiltonian if it is the infinitesimal gen-
erator of symplectic transformations, those preserving the symplectic tensor:
LXω = 0 (1.9)
The symplectic vector fields are canonical with respect to the associated Poisson
tensor (1.8):
LXΛ = 0 ⇔ LXω = 0 (1.10)
From Cartan’s identity:
LXω = 0 →
iX dω + d iXω = 0 →
d iXω = 0 (1.11)
Globally Hamiltonian vector fields are those fields for which the 1-form iXω is
not only closed, but exact:
iXHω = dH (1.12)
A classical dynamics has an Hamiltonian formulation if it is infinitesimally rep-
resented by an Hamiltonian vector field.
For example, ifQ is the configuration space for the evolution of a conservative
Newtonian system, whose equations of motions are written as (qa are position
11
coordinates, va are velocities coordinates, this evolution being formalised on
TQ, the tangent bundle of Q):
v˙a = F a
(
qi, vj
)
q˙a = va (1.13)
then, on the cotangent bundle L = T ∗Q (where qi are still coordinates on Q, the
basis of the bundle, labelling position observables, while pa are local coordinates
on the fibers, labelling momenta), this evolution is symplectic via the definition
of3:
Λ˜ab ≡ {qa, pb} = δab
Λ˜ =
∂
∂qa
∧ ∂
∂pa
ω˜ = dqa ∧ dpa (1.14)
because equations of motions (1.13) are written as4:
q˙a = pa = {qa, H} = ∂H
∂pa
p˙a = − ∂U
∂qa
= {pa, H} = − ∂H
∂qa
(1.15)
with H = 12p
apa+U (q
a) where U is the potential energy whose gradient is the
force field F : Fa = − ∂U∂qa .
It is possible to consider a symplectic manifold (L, ω), such that it is an ho-
mogeneous space for a transitive and free action of the group of translations. If
the system of coordinates (qa, pb) is global, and canonically adapted to this ac-
tion, then the coordinate functions are seen to generate the Hamiltonian vector
fields that represents this group of translations:
qa → X(qa) = − ∂
∂pa
pa → X(pa) =
∂
∂qa
(1.16)
1.1.2 Standard Weyl systems
Quantum formulation for the dynamics of a physical system is profoundly differ-
ent. Pure state are represented by rays of a separable Hilbert space; observables
are represented by self-adjoint operators on this space. Time evolution is rep-
resented by unitary transformations on this set of states.
The principle of correspondence suggests to postulate that, in quantum the-
ory, the groups generated by the cartesian position and momentum coordinates
3This form of the symplectic structure is very important, and it is called ’canonical’.
The theorem of Darboux [1] proves that, given a symplectic manifold (L, ω), there exists a
local coordinate transformation on L such that the simplectic structure locally acquires the
canonical form.
4In these expressions, indices are raised and lowered, to keep track of labelling covariant or
contravariant elements of the tensor algebra on L, by the metrics that is implicitly assumed
in the definition of the kinetic energy term in the Hamiltonian function.
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of a system of particles are the same as the classical ones (1.16), i.e. they
displace, respectively, in the momenta and the positions [46]. The aim of this
section is to describe how the notion of Weyl system is able to fulfill this expec-
tation, and to show how it can be used to set up a procedure of quantization
for a set of specific classical dynamics.
The mathematical formulation of this basic postulate is the introduction of
the canonical commutation relations among quantum observables of positions
and momenta:
[qˆa, pˆb] = i~1δ
a
b (1.17)
These canonical commutation relations were introduced by Dirac to stress the
formal analogy between the properties of the Poisson bracket among classical
observables, and those of the commutator among quantum obsevables. Weyl [51]
was the first to study the problems of a concrete realization of these operators.
Given a pair of self-adjoint operators satisfying the canonical commutation
relations, it is possible to prove that they cannot be both bounded. Let Aˆ and
Bˆ two bounded operators, whose commutator is a multiple of the identity:[
Aˆ, Bˆ
]
= c1
Boundedness of them both would imply that:[
Aˆ, Bˆn
]
= cnBˆn−1
together with triangle inequality for the operator norm, this would led to:
cn ‖ Bˆ ‖n−1= cn ‖ Bˆn−1 ‖≤ 2 ‖ Aˆ ‖‖ Bˆ ‖n
so one would finally have, ∀n:
cn ≤ 2 ‖ Aˆ ‖ ‖ Bˆ ‖
This is a contradiction to the hypothesis of boundedness of both Aˆ and Bˆ.
This result is known as Wintner’s theorem. One of its consequences is that
the equality between l.h.s and r.h.s. of eq.(1.17) is strictly valid not on every
element of the Hilbert space on which those obsevables are represented. This is
usually referred to writing the canonical commutation relations as:
[qˆa, pˆb] ⊂ i~1δab (1.18)
Weyl suggested to look at them in a more general context. A symplectic
vector space is a pair (L, ω) consisting of a real topological vector space L,
equipped with a continuous antisymmetric, nondegenerate bilinear form ω on
L. ’Nondegenerate’ means that if ω (z, u) = 0 ∀ z ∈ L, then u = 0: this is
an example of a symplectic manifold. Let (L, ω) be a symplectic vector space5:
a Weyl system is for (L, ω) is a map into the set of unitary operators on a
separable Hilbert space H:
Dˆ : L 7→ U (H) (1.19)
such that:
5In this analysis, L will always be finite dimensional. The requirement that ω were non-
degenerate forces then the space to be even-dimensional. An interesting analysis of Weyl
systems on infinite dimensional vector spaces, suitable for a formalization of field theories is
in [2]
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• Dˆ is continuous in the strong operator topology,
• for each pair of vectors z and u in L:
Dˆ (z + u) = eiω(z,u)/2~Dˆ (z) Dˆ (u) (1.20)
This condition is equivalent to:
Dˆ (z) Dˆ (u) = e−iω(z,u)/~ Dˆ (u) Dˆ (z) (1.21)
If the vector space L is identified with the manifold representing the abelian Lie
group of translations, then a Weyl system can be seen as a unitary, projective
representation of the translation group. The phase factor of this representation
is related to the symplectic form on L. Linearity of ω can be considered as
the invariance of the this symplectic tensor with respect to the action of the
translation group. This also suggests the reason why operators Dˆ are called
Displacement operators.
On a one dimensional subspace of L, with α and β real scalars, the phase
factors cancel out:
Dˆ (αz) Dˆ (βz) = Dˆ ((α+ β) z) (1.22)
this means that Dˆ (αz) is a strongly continuous, one parameter group of uni-
tary operators. The theorem of Stone says that it can be considered as the
exponentiation of a self-adjoint operator:
Dˆ (αz) = eiαG(z)/~ (1.23)
Moreover, it can be seen that, up to additive terms like 2πn1 in the identification
of generators of a Weyl system, one has:
Gˆ (αz) = α Gˆ (z) (1.24)
These generators have important properties. The defining relation (1.21) sug-
gests that :
Dˆ (αz) Dˆ (βu) = e−iω(αz,βu)/~ Dˆ (βu) Dˆ (αz) (1.25)
If they are written in terms of generators:
eiαGˆ(z)/~ eiβGˆ(u)/~ = eiαβω(z,u)/~ eiβGˆ(u)/~ eiαGˆ(z)/~ (1.26)
This relation shows, once more, that in the Weyl approach every one dimensional
subspace of L corresponds to a one parameter group of unitary operators. They
will not suffer any of the problem of unbounded operators. It can be seen as
a global version, in terms of bounded operators, of the canonical commutation
rules.
If parameters α and β are considered as infinitesimal, one has
[1+ iαGˆ (z) /~+ o
(
α2
)
][1+ iβGˆ (u) /~+ o
(
β2
)
] =(
1− iω (z, u)αβ/~+ o
(
(αβ)
2
))
[1+ iβGˆ (u) /~+ o
(
β2
)
]·[1+ iαGˆ (z) /~+ o (α2)]
and equating the coefficients of the first nonzero order in these infinitesimals,
one obtains: [
Gˆ (z) , Gˆ (u)
]
= i~ω (z, u)1 (1.27)
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This analysis is again performed as a formal manipulation: it could give no
more than a hint to prove a rigorous result [2]. If Wˆ (z) defines a Weyl sys-
tem for (L, ω), whose generators are selfadjoint Gˆ (z) then, for arbitrary vec-
tors z and u in L, a dense domain for the products of the two generators,
Dom
(
Gˆ (z) Gˆ (u)
)
= Dom
(
Gˆ (u) Gˆ (z)
)
, can be found and, for every element
φ of the Hilbert space belonging to this domain, one has:[
Gˆ (z) , Gˆ (u)
]
φ = i~ω (z, u)φ (1.28)
This is the exact form of eq.(1.18).
So canonical commutation rules can be seen as the infinitesimal version of
(1.26). They involve the selfadjoint generators of the group of displacements,
recovered as observables. Noncommutativity among quantum observables is
introduced via the symplectic form, and ”measured” by ~.
The presence of the symplectic structure in the formalization of the quan-
tum conditions is a first appearance of the principle of analogy. The quantum
formalism is developed on the geometric structures on which classical formalism
is based.
1.1.3 The Schro¨dinger representation
So far a Weyl system has been defined, and its properties have been deduced at
a formal level. Now it will be explicitly realized.
Let M be a finite-dimensional real vector space, M∗ its dual, the space of
linear functions on M . Their direct sum define an even dimensional real vector
space L ≡ M⊕M∗, whose vectors z are of the form z = x⊕λ. A symplectic form
is given by ω˜ (z, z′) ≡ λ′ (x)−λ (x′). If M is considered as a manifold, then L is
the cotangent bundle ofM : L ≃ T ∗M , and vectors z can be written in terms of
a global coordinate chart as z = (qa, pb). This notation, with indices a, b ranging
from 1 to the dimension of M , makes it explicit that, in the identification of L
with T ∗M , qa coordinates label elements of the basis M , while pb coordinates
label elements of the fiber M∗. In this coordinate chart, the symplectic tensor
assumes the canonical, Darboux form ω˜ = dqa ∧ dpa, so that eq.(1.27) gives the
canonical commutation relations (1.17) for the generators of a Weyl system.
Let H = L2 (M,dx) be the Hilbert space of square integrable functions on
M with respect to the translationally invariant Lebesgue measure. A pair of
one parameter groups of unitary operators can be defined:(
Uˆ (q)ψ
)
(x) = ψ (x+ q)(
Vˆ (p)ψ
)
(x) = ei〈p,x〉/~ψ (x) (1.29)
Here q is a vector of coordinates qa, labelling a x element of M , while p is a
covector of coordinates pb labelling a λ element of M
∗; 〈p, x〉 represents the
action of the function λ on the element x. Uˆ (q) is a unitary faithful represen-
tation of the abelian group of translations (M,+). Harmonic analysis for this
group says that its dual M∗ is isomorphic to M , and Vˆ (p) can be considered
as a unitary faithful representation of (M∗,+). These representations are not
mutually commuting:
Uˆ (q) Vˆ (p) = eiω˜((q,0),(0,p))/~ Vˆ (p) Uˆ (q) (1.30)
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In this expression ω˜ ((q, 0) , (0, p)) = qp indicates the image of the 2-form on the
pair of elements in L whose components are (q, 0) and (0, p). Let:
Dˆ (q, p) = Uˆ † (q) Vˆ (p) ei〈p,q〉/2~ (1.31)
define a set of operators. They are unitary operators, in correspondence with
points of the space L = T ∗M , which satisfy the required properties (1.20).
These operators are a realization of a Weyl system for (L, ω˜). Their image on a
function ψ in H, in the chosen realization, is:(
Dˆ (q, p)ψ
)
(x) = e−
i
2~ 〈p,q〉e
i
~
〈p,x〉ψ (x− q) (1.32)
Now, coming back to the pair of one parameter groups of unitary operators Uˆ (q)
and Vˆ (p), one can consider the value of the coordinates q and p as infinitesimal
parameters, to obtain an explicit form of their generators:
Uˆ (q) = eiq
aPˆa/~
(
Pˆaψ
)
(x) = −i~ dψ
dxa
Vˆ (p) = eipbQˆ
b/~
(
Qˆbψ
)
(x) = xbψ (x) (1.33)
Commutation relations (1.28) become:[
Qˆa, Pˆb
]
= i~δab1 (1.34)
These are exactly the standard Qˆ and Pˆ operators in the space of square in-
tegrable functions on linear space, that are a formal, well known solution to
the problem of realizing the canonical observables of position and momentum
in point particle quantum mechanics. The Displacement operators acquire the
form:
Dˆ (q, p) = ei(paQˆ
a−qbPˆb)/~ (1.35)
Weyl approach stresses the group theoretical interpretation of the classical phase
space as the manifold that represents the translation group. Operators related
to the observables position and momentum are recovered as generators of a
representation of this action. This is the solution to the initial problem of
defining quantum displacements. Moreover, the phase factor that characterizes
this representation reproduces the commutation relations among its generators.
This explicit realization of a Weyl system is called Schro¨dinger representa-
tion. It can be proved to be irreducible. A fundamental result is known as Von
Neumann theorem [37]. If Uˆ (q) and Vˆ (p) are strongly continuous one param-
eter group of unitary operators on a separable Hilbert space H′ , satisfying, in
an irreducible representation, the Weyl form of the commutation relations:
Uˆ (q) Vˆ (p) = ei〈p,q〉/~Vˆ (p) Uˆ (q) (1.36)
then there is an isometry:
S : H′ 7→ H = L2 (M,dx)
such that, for ψ ∈ H: (
SUˆ (q)S−1ψ
)
(x) = ψ (x+ q)
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(
SVˆ (p)S−1ψ
)
(x) = ei〈p,q〉/~ψ((x)
This isometry says that there is an equivalence among irreducible solutions of
the Weyl commutation relations6.
This property is very important in the study of the problem of quantizing
a classical system. The notion of Weyl system is based, on the vector space
structure of L, and the invariance of the symplectic form for the action of the
translation group. It is natural to study the covariance properties of this map
for transformations of L. In particular, such transformations will respect, in a
first approach, both the linear structure of L and the symplectic structure ω˜:
they will be linear and symplectic. A transformation T belongs to the linear
symplectic group Sp (L, ω˜) if:
ω˜ (Tz, Tu) = ω˜ (z, u)
Acting with such a transformation on L, one has:
Dˆ (Tz + Tu) = Dˆ (Tz) Dˆ (Tu) e
i
2~ ω˜(Tz,Tu) (1.37)
by linearity:
Dˆ (T (z + u)) = Dˆ (Tz) Dˆ (Tu) e−
i
2~ ω˜(z,u) (1.38)
it is possible to define:
Dˆ (Tz) ≡ DˆT (z) (1.39)
obtaining:
DˆT (z + u) = DˆT (z) DˆT (u) e
− i2~ ω˜(z,u) (1.40)
This means that DˆT is a new Weyl system for (L, ω˜), so it is unitarily
equivalent to Dˆ (z). This equivalence enables to associate an automorphism to
this transformation T
νT : U (H) 7→ U (H)
by putting:
Dˆ (Tz) ≡ νT
(
Dˆ (z)
)
(1.41)
6In the Weyl approach, selfadjoint operators satisfying peculiar commutation relations
are recovered as generators of suitable strongly continuous one-parameter groups of unitary
operators. It is interesting to note that it is possible to define [37] the Hilbert space L2 (Q, dµ)
where Q is the Riemann surface of the
√
z, (z = x+ iy)and dµ is the (local) Lebesgue measure.
On this Hilbert space it can be proved to exist a domain D and a pair of operators:
Aˆ ≡ −i ∂
∂x
Bˆ ≡ x− i ∂
∂y
which satisfy:
•
Aˆ , Bˆ : D 7→ D
D is a common domain of essential self-adjointness for the operators Aˆ, Bˆ
• For all φ ∈ D
AˆBˆφ− BˆAˆφ = −iφ
Nevertheless it can be proved that the unitary groups that these two operators generate do
not satisfy the Weyl relations (1.30).
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Since every automorphism for the group of unitary operators on a Hilbert space
can be written as a conjugation by a unitary operator, this automorphism can
be given the form:
νT
(
Dˆ (z)
)
= Uˆ−1T Dˆ (z) UˆT (1.42)
where UˆT is a unitary transformation
7.
This analysis also shows the reason why, in (1.33), the operator Qˆa has a
superscript index, while Pˆb has a subscript index. Given O, an automorphism
of the linear space M , represented as a map q′ a = Oab q
b, it can be lift to
a symplectic automorphism O of (L, ω˜), defining a transformation on fibers:
p′a ≡
(
O−1
)b
a
pb.
Unitary equivalence expressed by (1.42) is written as:
Uˆ †O e
ipaQˆ
a/~ UˆO = e
i(O−1)a
b
paQˆ
b/~
Uˆ †O e
iqaPˆa/~ UˆO = eiO
a
b q
bPˆa/~ (1.43)
and these two expressions say that O symplectic transformation on L acts on
generators of the Weyl system, by linearity via the linear transformations O and
O−1:
Pˆ(O) a = ObaPˆb
Qˆa(O) =
(
O−1
)a
b
Qˆb (1.44)
In particular, the transformation law for Pˆ ’s operators is contravariant with
respect to that of Qˆ’s operators.
This equivariance of Weyl systems by the linear symplectic group is very
interesting. One can consider a classical dynamics on L that admits an Hamil-
tonian description in terms of the symplectic structure in the canonical form
and of a quadratic Hamiltonian function (1.15). Its time evolution is written
as a one parameter group of linear symplectic map on L. Via this formalism,
it is possible to associate, with this classical evolution, a one parameter group
of unitary operators on a Hilbert space, that is a quantum evolution. This is a
quantization procedure for certain classical dynamics, for example those of the
free particle, and of the harmonic oscillator.
1.2 Weyl map
Using a realization of a Weyl system for a symplectic vector space as a map into
the set of unitary operators on a Hilbert space, it is possible to define a map
from a set of functions defined on this vector space, to a larger class of operators
on the same Hilbert space. This application is called Weyl map [51]:
Dˆ : (L, ω˜) 7→ U (H)
7It can be proved that the operator UˆT is determined by the transformation T up to
a phase. These phases cannot be totally eliminated, but can be at best reduced to a sign
ambiguity. For such a pair of transformations T and T ′:
UˆT UˆT ′ = ±UˆTT ′
This situation can be expressed by saying that one is dealing with a representation of the
Mp (2), the metaplectyc group, which is a double covering of Sp (2).
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Ωˆ : F (L) 7→ Op (H)
In his book, Weyl considered the form of the unitary operators (1.31) in
terms of the Hermitian generators. The expression becomes:
Dˆ (q, p) = ei(paQˆ
a−qaPˆa)/~ (1.45)
His suggestion was to look at them as a sort of formal plane wave basis in
a suitable space of operators. Following this idea, coefficients of an operator
expansion are given by Fourier coefficients of a function on the plane. Since the
geometrical structure underlying the whole construction is the symplectic form
on L, then the Fourier transform is defined using this 2-form8: (the dimension
of L is 2n)
f˜ (w) =
∫
dz
(2π~)
n f (z) e
−iω˜(z,w)/~ (1.46)
The formal definition of the Weyl map is:
Ωˆ (f) = fˆ =
∫
dw
(2π~)
n f˜ (w) Dˆ (w) (1.47)
This integral should be understood in a distributional sense9: in terms of a
generalized basis of the Hilbert space, it is possible to formally estimate, the
trace of the operators
Tr
[
Dˆ (z)
]
= (2π~)n δ (z) (1.49)
from which one has:
Tr
[
fˆ
]
=
1
(2π~)
n
∫
dz f (z) (1.50)
The group properties of these Dˆ (z) operators, together with this distributional
trace estimate, give:
Tr
[
Dˆ (z) Dˆ† (u)
]
= (2π~)
n
δ (z − u) (1.51)
This means that the Dˆ operators define a generalized resolution of the iden-
tity in the space of operators: then Weyl map can be inverted. The inverse is
given by:
f˜ (w) = Tr
[
fˆ Dˆ† (w)
]
f (z) =
∫
dw
(2π~)
n e
−iω˜(w,z)/~Tr
[
fˆ Dˆ† (w)
]
(1.52)
This is usually called Wigner map. Given an operator Aˆ, the function A (z) to
which it is associated by the Wigner map is called Weyl symbol. One can see
8In appendix A.2 there is a description of the symplectic Fourier transform.
9This means that, for a pair of vectors ψ and ψ′ in the Hilbert space H, one properly has:
〈ψ | Ωˆ (f) | ψ′〉 ≡
∫
dw
(2pi~)n
f˜ (w) 〈ψ | Dˆ (w) | ψ′〉 (1.48)
This definition will be implicitly used in the following, to evaluate the operators that the Weyl
map associates to the coordinate functions.
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that Weyl-Wigner map takes the notion of Hermitian conjugation in the space
of operators into that of complex conjugation in the space of symbols. If A (z)
is the symbol of Aˆ, then:
Ωˆ−1
(
Aˆ†
)
= A∗ (z) (1.53)
To study the properties of this application it is useful to consider a function
f which is square-integrable on the plane, so that Plancherel theorem assures
that Fourier transform is well defined. The action of the operator fˆ in the
Schro¨dinger representation (1.32) on H = L2 (M ≃ Rn, ds) is:(
fˆψ
)
(s) =
∫
dz
(2π~)
n
∫
dw
(2π~)
n f (z) e
−iω˜(z,w)/~ e−
i
2~ 〈k,x〉e
i
~
〈k,s〉ψ (s− x)
=
1
(π~)
n
∫
dz f (z) e2i〈(s−q),p〉/~ψ (2q − s) (1.54)
In these equations it has been used the notation: z = q⊕p and w = x⊕k. Now
the product:
Wˆ (z) = 2ne2i(paQˆ
a−qaPˆa)/~Pˆ
with
(
Pˆψ
)
(s) = ψ (−s) the parity operator, defines a new set of Hermitian
operators, a new resolution of the identity:
Wˆ (z) = 2n Dˆ (2z) Pˆ
Wˆ (z) = Wˆ † (z)
Tr
[
Wˆ (z) Wˆ † (u)
]
= (2π~)
n
δ (z − u) (1.55)
These operators enable to write the Weyl map (1.47) without directly using the
concept of Fourier transform. They are also called Moyal quantizers [11]:
fˆ =
1
(2π~)n
∫
dz f (z) Wˆ (z) (1.56)
Properties (1.55) of this system of operators clarify how the Weyl map in this
form can be inverted. Its inverse, the Wigner map, is given by:
f (z) = Tr
[
fˆ Wˆ † (z)
]
(1.57)
Moreover, one has:
Tr
[
Aˆ†Bˆ
]
=
1
(2π~)
n
∫
dz A∗ (z)B (z) (1.58)
This means that Weyl-Wigner map defines a bijection between the set of square-
integrable functions on the plane, and the set of Hilbert-Schmidt operators in
the Hilbert space on which the Weyl system has been realized.
Although this bijection is well suited for square integrable functions, it is of
interest trying to calculate what are the operators Weyl map associates to the
coordinate functions. Just to keep notation clear, in this example let M = R.
For f (q, p) = q one has, formally:
(qˆψ) (s) =
∫
dqdp
π~
qe2i(s−q)p/~ψ (2q − s) =
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integration in dp gives a π~δ (s− q) factor
=
∫
dqδ (s− q)ψ (2q − s) = sψ (s) (1.59)
This shows that Qˆ operator in the Schro¨dinger representation, that is the mul-
tiplication by the coordinate on the line, is the Weyl image of the coordinate
function q on the phase space. For f (q, p) = p one has:
(pˆψ) (s) =
∫
dqdp
π~
pe2i(s−q)p/~ψ (2q − s) =
the position x = 2q − s brings the integral in the form:
=
∫
dxdp
2π~
pei(s−x)p/~ψ (x) =
The integration over dx gives the Fourier transform of ψ (x), so
(pˆψ) (s) =
∫
dp√
2π~
pψ˜ (p) eisp/~
This expression is clearly equal to
(pˆψ) (s) = −i~dψ
ds
(1.60)
So the coordinate function p is mapped in the Pˆ operator in the Schro¨dinger
representation.
The next step is the study of the operator it associates to a generic monomial
in the coordinate functions. It can be proved that:
Ωˆ
(
qapb
)
=
1
2a
a∑
k=0
(
a
k
)
QˆkPˆ bQˆa−k (1.61)
This example shows what is the ordering that the Weyl map introduces in
the quantization of a sufficiently generic element of the algebra of classical ob-
servables, depending by both coordinates q and p, promoted to noncommuting
variables.
1.3 The Moyal product for the noncommutative
plane
The fact that the Weyl-Wigner map is invertible enables to define a different
product in the space of functions on this cartesian phase space. This product is
called the Moyal product:
Ωˆ (f ∗ g) = Ωˆ (f) Ωˆ (g) (1.62)
It is non commutative, being a realization, in the space of functions, of the
non commutative product among operators. Written in terms of functions, its
integral form is:
(f ∗ g) (z) =
∫
da
(2π~)
n e
−iω˜(a,z)/~
∫
db
(2π~)
n f˜ (b) g˜ (a− b) e−iω˜(a,b)/2~ (1.63)
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This product is nonlocal: this means that the support of the product f ∗ g can
be non void although the intersection of the supports of the functions f and g is
void. It is seen to be related to a ”commutative” convolution product between
symplectic Fourier transforms f˜ and g˜, but now in some sense ”deformed” by
the integral kernel e−iω˜(a,b)/2~, whose origin lies in the symplectic structure on
the phase space, that plays a crucial role in the Weyl form of the commutation
relations.
The Moyal product, written in the nonlocal form (1.94), can be also cast as:
(f ∗ g) (z) = 1
(π~)2n
∫
dtdv f (t+ z) g (v + z) e2iω˜(t,v)/~ (1.64)
This integral form has been exploited by M.Rieffel in a remarkable monograph
[38], as a starting point for a theory of general deformation of C∗− algebras10.
The first space on which studying mathematical properties of the Moyal prod-
uct is the space of Schwartzian functions S∞
(
R
2n
)
. It is possible to prove [17]
that Moyal product is associative in the set of Schwartzian functions. The com-
plex conjugation defines an involution in this space, and in the limit of ~ → 0,
one has (f ∗ g) (z) = (fg) (z) for every point z in the vector space L = R2n.
This can be summarised by saying that A~ =
(
S∞
(
R
2n
)
, ∗
)
is an associative,
nonunital (because the function identically equal to 1 is not Schwartzian), invo-
lutive (involution is given by the complex conjugation) algebra with a continuous
product.
The Moyal product can be defined, by duality, on a set larger than S∞. The
dual space of that of the Schwartzian functions is the space of the tempered
distributions (S′). For F ∈ S′
(
R
2n
)
, the evaluation on f ∈ S
(
R
2n
)
can be
written as a kind of scalar product 〈F, f〉 ∈ C. This notation is intended as a
shorthand for the integral of the kernel of the distribution F times the function
f . It is possible to define F ∗ f and f ∗ F as elements of S′ by:
〈F ∗ f, g〉 = 〈F, f ∗ g〉 〈f ∗ F, g〉 = 〈F, g ∗ f〉 (1.65)
while the involution is extended to S′ by:
〈F †, f〉 = 〈F, f †〉 (1.66)
It is possible to consider the left and right multiplier algebras:
ML~ = {F ∈ S′
(
R
2n
)
: F ∗ g ∈ S
(
R
2n
)
∀ g ∈ S
(
R
2n
)
}
MR~ = {F ∈ S′
(
R
2n
)
: g ∗ F ∈ S
(
R
2n
)
∀ g ∈ S
(
R
2n
)
} (1.67)
The intersection of the two gives the multiplier algebra:
M~ = ML~ ∩ MR~ (1.68)
This M~ is a complete, unital ∗−algebra. It contains the identity, the con-
stant function, the plane waves, i.e. functions of the form eizw, and even the
10In appendix A.1 there is an introduction to the algebraic concepts mentioned in these
pages
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Dirac δ function and the monomials in the coordinates. So this algebra is a
compactification of S∞ defined by duality.
This algebra is the noncommutative Moyal plane.
This analysis suggests to explicitly calculate the form of this product in the
case f and g are two Schwartzian functions. It can be written as:
f ∗ g = f (z) e− i~2 [
←
∂
∂qa
→
∂
∂pa
−
←
∂
∂pa
→
∂
∂qa
]g (z) (1.69)
where the arrows over the partial derivatives symbol indicate which is the func-
tion on which they act. Equivalently:
f ∗ g = fe− i~2 Λ˜ab
←
∂a∧
→
∂bg (1.70)
The fact that the Moyal product of f times g depends on all the derivatives of
f and g is a different way to look at it as a nonlocal product. It is important to
note that this notion of nonlocality is not equivalent to that given before. The
first terms of this expansion are:
f ∗ g = f ·g + i~
2
(
∂f
∂pa
∂g
∂qa
− ∂f
∂qa
∂g
∂pa
)
+ o
(
~2
)
(1.71)
= f ·g − i~
2
{f, g}+ o (~2)
This expression shows that Moyal product can be seen as a deformation of the
usual pointwise among functions on the plane11.
The dependence on the parameter ~ is more intuitive in this expression, as
the meaning of the limit ~→ 0.
Moreover, a careful analysis shows that formula (1.69) can be extended to
evaluate the product even between some functions not belonging to the space
S∞
(
R
2
)
. For the generators:
qa ∗ pb = qapb − i~
2
δab
pb ∗ qa = qapb + i~
2
δab (1.72)
The noncommutative plane algebra M~ can be seen as the algebra formally
generated by these noncommuting coordinates.
An algebraic type analysis can be done even from a different starting point.
In the previous section it has been shown how square integrable functions on the
vector space R
2n
are mapped by the Weyl map onto Hilbert-Schmidt operators.
So, it is natural to study the Moyal product among these functions. Properties
of Hilbert-Schmidt operators show that, if f and g are in L2
(
R
2n
)
, then the
product f ∗ g is still square integrable: moreover, the product is continuous for
~→ 0. This algebra can be extended. One can define:
A~ = {F ∈ S′
(
R
2n
)
: F ∗ g ∈ L2
(
R
2n
)
∀ g ∈ L2
(
R
2n
)
} (1.73)
11Wigner-Weyl-Moyal method, writing products and commutators of operators in phase
space language, has been instrumental in giving rise to the subject of deformation quantization
[6].
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equipped with a norm, mutuated by the L2 norm:
‖ F ‖~= sup{‖ F ∗ g ‖L2 / ‖ g ‖L2 : 0 6= g ∈ L2
(
R
2n
)
} (1.74)
This algebra (A~, ‖ · ‖~) is proved to be a unital C∗−algebra, isomorphic to
the set of bounded operators B (L2 (Rn)). It is interesting to note that the
Weyl-Wigner isomorphism defines a realization of the GNS construction for
this algebra [47]. The Algebra A~ contains integrable functions L1
(
R
2n
)
and
plane waves, but it does not contain non constant polynomials.
Since plane waves belong both to A~ and M~, the Moyal product for two
plane waves of covectors u and w is given by
eiuz ∗ eiwz = eiΛ˜(u,w)/2~ ei(u+w)z (1.75)
So plane waves close an algebra, the Weyl algebra, that represents an action of
the translation group on the vector space R
2n
. This action is put in a more
intuitive form if a ”symplectic” plane wave basis is used:
eiω˜(u,z)/~ ∗ eiω˜(w,z)/~ = eiω˜(u,w)/2~ eiω˜(u+w,z)/~ (1.76)
1.4 The classical limit of quantum mechanics in
the Weyl-Wigner formalism
In the previous section it has been analysed the nature of the Moyal product,
and of the noncommutative algebra structure it gives to the set of functions on
the cartesian phase space.
The skewsymmetrised form of this product gives:
{f, g}M ≡ i
~
(f ∗ g − g ∗ f)
= {f, g}+ o (~) (1.77)
and this is called Moyal bracket. It is the bilinear map that translates, in the set
of functions, the notion of commutator in the set of operators. This is the reason
why this map is bilinear, satisfies the Jacobi identity, and satisfies a Leibniz rule
with respect to the Moyal product:
{f ∗ g, h}M = f ∗ {g, h}M + {f, h}M ∗ g (1.78)
Relations (1.77) define a deformation of the Poisson structure in the set of
functions on the phase space.
In the space of functions on the plane, the introduction of Moyal bracket
enables to write:
{qa, pb}M = δab
{qa, H}M = ∂H
∂pa
{pa, H}M = −∂H
∂qa
(1.79)
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Whatever the function H were, the Moyal bracket with coordinate functions
gives the same result the Poisson bracket would give. Derivations associated
with the coordinate functions are the same both in the classical algebra and in
the “deformed” algebra. So, what is the meaning of the expression for a generic
f?
In classical formalism a theorem already mentioned says that smooth deriva-
tions for the abelian algebra of functions on the phase space are represented by
vector fields, and vector fields are infinitesimal generators of classical dynamics.
So “classical” derivations are related to the classical evolution of the observables.
If the same set of functions is given a non abelian algebraic structure via
the Moyal product, then the Moyal bracket provides a class of derivations of
this algebra. A function on the phase space represents, via the Moyal bracket,
a derivation of the quantum algebra. These derivations are related to quantum
dynamics.
If one considers the quantum evolution in the Heisenberg picture, then op-
erators are evolved:
Aˆ (t) = Uˆ † (t) AˆUˆ (t) (1.80)
and, applying the Wigner map to both sides, it can be written in terms of an
evolution of the symbols:
A (t) = U∗ (t) ∗A ∗ U (t) (1.81)
If one considers the infinitesimal form of this relation, with a quantum evolution
operator in the form Uˆ (t) = e−iHˆt/~, this equation is written:
d
dt
A (t) = {H,A (t)}M
= {H,A (t)}+ o (~) (1.82)
Derivations given by an element of the algebra via the Moyal bracket represent
the infinitesimal form of a quantum dynamics in the Heisenberg picture.
Moreover, since the Moyal bracket is a deformation of the Poisson bracket,
this equation shows that the Weyl-Wigner formalism enables to write the quan-
tum evolution in terms of equations involving functions on the phase space,
carrying a classical dynamics, in such a way to recover, in the limit ~ → 0, the
classical evolution for the Weyl symbols in the Poisson formalism.
This is the meaning of the classical limit procedure in the Weyl-Wigner
formalism.
1.5 Generalizing Weyl systems
In the previous sections, a Weyl system has been defined (1.20) in terms of a
generic, though translationally invariant, symplectic form on the vector phase
space L. Nevertheless the explicit realization of the Schro¨dinger representation
and of the Weyl-Wigner maps have been studied in the case of the symplectic
form ω being in the canonical Darboux form ω˜. The aim of this section is to
generalize this explicit realization of a Weyl system. The first generalization will
be introduced to cover the case of a symplectic structure ω which is no more
in the canonical form. The second generalization will be the study of a Weyl
system, defined as a unitary projective representation of the abelian group of
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translations, with phase factors no longer simply corresponding to a symplectic
form.
1.5.1 Weyl systems for translationally invariant symplec-
tic structures
To consider this first generalization of the Weyl system’s notion, it is useful
to review the topics covered in the first two subsections (1.1.3) and (1.1.2).
Let Dˆ (z) be a Weyl system (1.31) for (L, ω˜). Let T be an automorphism
(an invertible and linear map) in the vector space L. It does not need to be
symplectic: T ∈ Aut (L). Acting with such a transformation on L, one has:
Dˆ (Tz + Tu) = Dˆ (Tz) Dˆ (Tu) e
i
2~ ω˜(Tz,Tu) (1.83)
by linearity:
Dˆ (T (z + u)) = Dˆ (Tz) Dˆ (Tu) e
i
2~ω(z,u) (1.84)
In this relations it has been considered that the transformation of vectors of L
by such a T , can be dually read as a transformation of the symplectic structure:
ω (z, u) ≡ ω˜ (Tz, Tu) → ω = T t ω˜ T (1.85)
Now it is possible to define:
Dˆ (Tz) ≡ DˆT (z) (1.86)
obtaining:
DˆT (z + u) = DˆT (z) DˆT (u) e
i
2~ω(z,u) (1.87)
In this approach, DˆT (z) is a Weyl system for (L, ω) with ω obtained as (1.85).
Of course, DˆT (z) is recovered as a standard Weyl system if the automorphism
T is also symplectic. Moreover, the general analysis developed in the previous
sections clarifies that, if T ′ = TST (T ′ is the composition of the automorphism T
with the symplectic automorphism TS) then the Weyl system DˆT ′ (z) is unitarily
equivalent to DˆT (z).
Properties of invertible skewsymmetric matrices whose coefficient are con-
stant, which represents translationally invariant symplectic forms on the vector
space L, show that the problem of realizing a Weyl system for (L, ω) is solved
by DˆT (z) = Dˆ (Tz) where Dˆ (z) is a Weyl system for (L, ω˜) (1.31), and T is the
automorphism that solves the equation T tω˜T = ω. Such a T is defined by this
requirement and recovered up to the composition with an arbitrary symplectic
automorphism.
The problem of quantizing the dynamics of a particle in a constant back-
ground magnetic field can be studied with these tools. Classical evolution is
formalized on T ∗R3 in terms of a symplectic structure with constant coeffi-
cients depending by the components of the ~B fields, and a quadratic hamiltonian
function. Equations of motions are:
q˙i = pi
p˙i = ǫ
jk
i pjBk (1.88)
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for position coordinates qi and gauge invariant momenta coordinates pi. These
equations define an Hamiltonian vector field with respect to the Poisson struc-
ture defined by:
{qi, qj} = 0
{qi, pj} = δij
{pi, pj} = ǫkijBk (1.89)
whose symplectic counterpart is:
ω = −ǫijkBkdqi ∧ dqj + dqi ∧ dpi (1.90)
The realization of a Weyl system for this symplectic structure gives rise to a
quantum Hamiltonian operator defined without any reference to the vector po-
tential ∇ × ~A = ~B, as it is the case in the standard approach to quantization
in terms of the so called minimal coupling procedure. Even an ambiguity in the
definition of this Hamiltonian operator, due to the gauge transformation proper-
ties of the vector potential, can be recovered inside this formalism: it is related
to the invariance of solution for a Weyl system by symplectic transformations.
This generalization of a Weyl system can be naturally brought into a gen-
eralization of the Weyl map, and the Moyal product. Formula (1.47) can be
extended to the case just shown:
Ωˆ (f) =
∫
dw
(2π~)
n |T | f˜ (w) DˆT (w) (1.91)
f is a function on (L, ω) The symplectic Fourier transform (appendix A.2)f˜
is obtained via an automorphism T that brings the symplectic form ω in the
Darboux form ω˜: T tω˜T . This transformation T is the same that can be used
to define the Weyl system for (L, ω): |T | is the determinant of the matrix
representing T .
This formula for the Weyl map simply shows that the role of the T transfor-
mation is to cast the problem in the form of defining the Weyl map for functions
on a vector space in a coordinate chart in which the symplectic structure has
the Darboux form.
Even this Weyl map is invertible, and the Wigner map is given by:
f˜ (w) = Tr
[
fˆ Dˆ† (w)
]
(1.92)
This bijection now can be used to define a Moyal product in a space of functions
on the space S. The relation
Ωˆ (f ∗ g) = Ωˆ (f) Ωˆ (g) (1.93)
acquires the nonlocal form:
(f ∗ g) (z) = |T |
4
(2π~)4n
∫
dxdy
∫
dβdα f (x) g (y) e−iω(x,β)/~e−iω(y,α−β)/~e−iω(α,z)/~eiω(β,α)/2~
=
|T |2
(2π~)
2n
∫
dα e−iω(α,z)/~
∫
dβ f˜ (β) g˜ (α− β) eiω(β,α)/2~ (1.94)
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This product generalizes the product (1.63) for a generic translationally invari-
ant symplectic 2-form. This generalization can be seen also in the asymptotic
expansion. On a suitable domain of functions, this product can be written in a
differential form, that is the generalization of (1.69)
f ∗ g = f e− i2~
(←−
∂ aΛab
−→
∂ b
)
g (1.95)
Here the Poisson tensor is related to the inverse of the 2-form represented by
ω. One of the reason why it has been used the definition of symplectic Fourier
transform is that, if it were not, all this procedure would have not been covariant
for the whole symplectic group. Moreover, the asymptotic expansion of the
product (1.95) would not have been an exponentiation of the Poisson bivector,
thus eliminating the possibility to generalize the analysis culminated in (1.82)
on the classical limit.
1.5.2 Weighted Weyl systems
In the previous sections, the space L has been looked at as a real, even dimen-
sional linear space. To proceed along the path of studying a generalization of
the concept of Weyl systems, L can be now considered as a realization of the
abelian group of translations
(
R
2n
,+
)
, while Dˆ as a projective unitary rep-
resentation of this group, where the phase factors are given by the symplectic
structure.
It is natural to consider now the definition of a more general unitary repre-
sentation for this group:
DˆΦ (z + u) = e
iΦ(z,u)/2~ DˆΦ (z) DˆΦ (u) (1.96)
The obvious demand that this representation preserves the associativity of group
composition forces tha phase factors to satisfy a peculiar condition:
Φ (z, u+ v) + Φ (u, v) = Φ (z, u) + Φ (z + u, v) (1.97)
Without entering into a cohomological characterization of this relation, it is
enough to say that such a Φ is called a cocycle. It is important to note that, if
Φ (z, u) is linear in both entries, then it is necessarily a cocycle. Following this
analysis, it is clear that a standard Weyl system (1.20) is such a representation,
in which the group is even dimensional, and the cocycle is a skewsymmetric
nondegenerate bilinear function.
A generalization of that construction is given by a choice of Φ (z, u) with a
nondegenerate skewsymmetric part, and a nonvanishing symmetric part:
Φ (z, u) = A (z, u) + S (z, u)
where:
A (z, u) =
1
2
[Φ (z, u)− Φ (u, z)]
S (z, u) =
1
2
[Φ (z, u) + Φ (u, z)]
Now it is possible to follow the same path developed in the study of standard
Weyl systems. These definitions enable to write:
DˆΦ (αz) DˆΦ (βz) = DˆΦ (βz) DˆΦ (αz) (1.98)
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DˆΦ ((α+ β) z) = e
iαβS(z,z)/2~ DˆΦ (αz) DˆΦ (βz) (1.99)
This means that, restricted on a one dimensional subspace, DˆΦ is no longer
a faithful representation of the additive line. DˆΦ (αz) is not anymore a one
parameter group of unitary operators. Stone’s theorem cannot be invoked to
define generators to identify with physical observables.
Using as a guide the standard Weyl systems theory, it is natural to define a
set of hermitian operators Gˆ (z) depending on an element of the group, and a
real function of two variables w (α, z) by the relation:
DˆΦ (αz) = e
i[αGˆ(z)+w(α,z)]/~ (1.100)
Equation (1.99) is satisfied if:
w (α+ β, z)− w (α, z)− w (β, z) = 1
2
S (z, z) αβ (1.101)
Moreover, it can be seen that this function w should satisfy a sort of homogeneity
condition in the z variable:
w (α+ β, γz)− w (α, γz)− w (β, γz) = γ
2
2
S (z, z) αβ (1.102)
If one tries to obtain the commutation relations among so defined hermitian
”generators”, from the definition of Weyl systems:
DˆΦ (αz + βu) = e
iαβΦ(z,u)/2~ DˆΦ (αz) DˆΦ (βu)
DˆΦ (αz + βu) = e
iαβΦ(u,z)/2~ DˆΦ (βu) DˆΦ (αz)
one obtains: [
Gˆ (z) , Gˆ (u)
]
= i~A (z, u) (1.103)
This indicates that commutation rules among generators depend only by the
skewsymmetric part of the cocycle factor. The solution of equation (1.101) is:
w (α, z) =
α2
4
S (z, z) (1.104)
Campbell-Baker-Hausdorff formula enables to cast a Weyl system in the form:
DˆΦ (z) = e
i[zaGˆ(ea)+w(za,ea)]/~ (1.105)
The generalization of the notion of Weyl system to the case of a generic
bilinear cocycle for the translation group is then of the form:
DˆΦ (z) = Dˆ (z) e
iS(z,z)/4~ (1.106)
Here Dˆ (z) is a Weyl system for a symplectic structure given by the skewsym-
metric part of the cocycle Φ. The extra term can be seen as a weight, depending
only on the symmetric part of the cocycle.
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1.5.3 Weighted Weyl map
The generalization studied in the previous subsection is very important, because
it enables to define a different Weyl map, which means a different ordering in
going from commutative variables to noncommutative ones, for the algebra of
functions on the space R
2n
. In the following it will be considered the case of a
cocycle Φ whose skewsymmetric part is in the canonical form.
A Weyl map is now generalised to be:
ΩˆΦ (f) =
∫
du
(2π~)
n f˜ (u) DˆΦ (u)
=
∫
du
(2π~)
n f˜ (u) e
iS(u,u)/4~ Dˆ (u) (1.107)
Also this map can be inverted:
f˜ (u) = e−iS(u,u)/4~ Tr
[
ΩˆΦ (f) Dˆ
†
Φ (u)
]
(1.108)
This relation is based on the fact that operators DˆΦ, being the product of
standard Dˆ times a phase, close a relation of the same kind of (1.51). Two
examples are interesting: just to symplify notations, the vector space considered
will be of dimension 2, and vector z will have components (q, p)
The first is the case when the symmetric matrix S is given by:
S =
(
0 2
2 0
)
It can be seen that the coordinate function q is mapped into the generator Qˆ
of a standard Weyl system, and the coordinate function p is mapped into the
standard generator Pˆ . But this new quantizing map defines a peculiar ordering
for images of monomials (cfr(1.61)):
ΩˆΦ
(
qapb
)
= Pˆ bQˆa (1.109)
The noncommutative product one obtains in the space of functions on the plane,
via this weighted Weyl map, is, in the formal expansion valid on a suitable
domain:
(f ∗S g) (q, p) =
∞∑
k=0
(−i~)k
k!
∂kf
∂qk
∂kg
∂pk
(f ∗S g) (q, p) = f e−i~
(←−
∂ q
−→
∂ p
)
g (1.110)
The second is the case when the symmetric matrix S′ is given by:
S′ =
(
0 −2
−2 0
)
Even in this case, it can be seen that the coordinate function q is mapped into
the generator Qˆ of a standard Weyl system, and the coordinate function p is
mapped into the standard generator Pˆ . Now the ordering this quantizing map
defines is, on images of monomials (1.61):
ΩˆΦ
(
qapb
)
= QˆaPˆ b (1.111)
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The noncommutative product one obtains in the space of functions on the plane,
via this weighted Weyl map, is, in the formal expansion valid on a suitable
domain:
(f ∗S′ g) (q, p) =
∞∑
k=0
(i~)
k
k!
∂kf
∂pk
∂kg
∂qk
(f ∗S′ g) (q, p) = f e−i~
(←−
∂ p
−→
∂ q
)
g (1.112)
It is very interesting to note that this two deformed products are equivalent
to the standard Moyal product,when the equivalence is defined by the realization
of an operator such that:
T (S) :
(
F
(
R
2
)
, ∗S
)
7→
(
F
(
R
2
)
, ∗
)
T (S) (f ∗S g) =
(
T (S)f
)
∗
(
T (S)g
)
(1.113)
The operators, for these two cases, can be proved to be [56]:
T (S) =
∞∑
n=0
(
i~
2
)n
1
n!
(
∂
∂p
)n (
∂
∂q
)n
T (S
′) =
∞∑
n=0
(
− i~
2
)n
1
n!
(
∂
∂p
)n(
∂
∂q
)n
(1.114)
1.6 Weyl map from coherent states for the Heisenberg-
Weyl-Wigner group
Throughout this chapter, it has been pointed out how the Weyl-Wigner for-
malism can be studied stressing the accent on a group theoretical approach. A
standard Weyl system has been realized by Displacement operators, as a uni-
tary projective representation of the translation group, where phase factors are
related to the symplectic structure of the linear space on which it acts. This
clarifies some aspects of the deep contact between geometrical foundations in
the formulation of classical and quantum dynamics. Even the way the first gen-
eralization of section 1.5.2 has been presented, goes towards an analysis of a
more general class of representations for the same group.
In section 1.2 Weyl map has been written also using a set of Weyl operators
Wˆ (z), whose properties are summarized in (1.55). Displacement operators have
been defined via their composition properties. What is the composition rule for
this system of Weyl operators? It can be checked:
Wˆ (z) Wˆ (z′) = 4n e2iω˜(z,z
′)/~Dˆ (z − z′)
= 2n e2iω˜(z,z
′)/~Wˆ (z − z′) Pˆ (1.115)
This relation says that Weyl operators do not define a group. But the intro-
duction of the system of Wˆ (z) operators acquires an interesting geometrical
meaning if it is seen in the perspective of a representation of the so called
Heisenberg-Weyl-Wigner (HWW) group.
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In the previous sections of this chapter, to stress that the formalism was
born to study the problem of quantization for a classical dynamics, and classical
limit for a quantum dynamics, the role of ~ has been kept explicitly. From an
algebraic point of view, which is the one noncommutative geometry starts from,
~ is just a parameter. It is the parameter that represents a non commutativity
in the quantum relations for canonical observables, and it has been considered
as a deformation parameter in a formalism developed to unify both the classical
and the quantum ones.
In this section, since the stress will be just on geometrical aspects of the
formalism, an identification of the quantities with physical observables will be
abandoned. The deformation parameter will be a constant θ, and the space L
will be the space R
2
with coordinates q and p without a dimension of position
or momentum. And this is at the light of future themes of this dissertation,
where this Weyl formalism will be used to study some specific non commutative
spaces.
Canonical commutation relations define the Lie algebra of the Heisenberg-
Weyl (HW) group. The group manifold is R
3
, and elements of the group are
labelled as triples (q, p, λ). The composition rule is:
(q, p, λ) · (q′, p′, λ′) =
(
q + q′, p+ p′, λ+ λ′ +
1
2
(qp′ − q′p)
)
(1.116)
Now the idea is to define a new group, obtained as a semi-direct product of HW
with the group Z2.
Among triples of the form (ξ, λ, α) (where ξ is a complex number, and repre-
sents a point in a complex plane, λ is a real number, and α can take the discrete
values ±1) it is possible to define a composition by:
(ξ, λ, α) · (ξ′, λ′, α′) ≡
(
ξ + αξ′, λ+ λ′ +
i
2θ
α
(
ξ¯ξ′ − ξ¯′ξ) , αα′) (1.117)
Then the set acquires the structure of a group, that is topologically equivalent
to 2 copies of R
3
. This is called Heisenberg-Weyl-Wigner (HWW) group. The
identity element is
1W ′ = (0, 0, 1) (1.118)
and the inverse of a generic element is:
(ξ, λ, α)
−1
= (−αξ,−λ, α) (1.119)
The next step is to define a system of coherent states for this group. To this
extent, a unitary irreducible representation of it on a Hilbert space should be
considered. Following Bargmann and Fock [33], one can introduce a space of
functions which are complex analytical in a w variable, endowed with a scalar
product:
〈f | g〉 ≡
∫
d2w
πθ
e−w¯w/θ f¯ (w) g (w) (1.120)
The Fock space F will be defined as the set of those functions whose norm,
resulting from this scalar product, is finite. This can be proved to be a Hilbert
space. On this space a set of operators is defined: Wˆ ′ (ξ, λ, α) whose action on
f ∈ F is given by:(
Wˆ ′f
)
(w) = eiλe−ξ¯ξ/2θeξw/θf
(
α
(
w − ξ¯)) (1.121)
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In these definitions a parameter θ has been introduced. It can be thought to
have the dimension of the square of w and ξ variables, while λ is considered
adimensional. In this space the most natural orthonormal basis is
ψn (w) =
wn√
θnn!
(1.122)
To define a system of coherent states, a fiducial vector in F must be chosen.
The easiest choice is, of course, ψ0 (w). The action of Wˆ ′ operators on this
vector gives a new set of vectors in F . Among elements of the group, there
are some whose action via the representation gives just the ψ0 multiplied by a
phase: these elements constitute the so-called isotropy subgroup of the HWW
group for the chosen fiducial state. But vectors which differ by a phase can
be identified,as physical states, from a quantum mechanical point of view. The
quotient of these set of states by this relation gives a set of equivalence classes,
the coherent states. What can be proved is that each equivalence class can
be labelled by a complex number, so that the quotient space can be seen as a
complex plane. This means that there is a coherent state for each point on a
plane, whose explicit form is
| ξ〉 → ψξ (w) = e−ξ¯ξ/2θeξw/θ (1.123)
The coherent state labelled by the point ξ in the complex plane is an element of
F , so it is represented as a analytical function of w whose form is exactly ψξ (w).
It is possible to prove that this system of coherent states is overcomplete:
1 =
∫
d2ξ
πθ
| ξ〉〈ξ | (1.124)
and also, with ψn an element of the basis already considered:
〈ξ | ψn〉 = e−ξ¯ξ/2θ ξ¯
n
√
n!θn
(1.125)
〈ξ | f〉 = f (ξ¯) e−ξ¯ξ/2θ (1.126)
where f is an element in F .
Now an action of the HWW group on the complex plane can be defined. It
is given by:
(ξ, λ, α) · w = ξ + αw (1.127)
It can be seen that the element (0, λ,−1) defines a reflection of the point w
with respect to the origin of the plane, while the element (2ξ′, λ,−1) defines a
reflection with respect to the point ξ′ of the complex plane. The image of these
reflection operators, in the Fock representation, is the function:
Wˆ ′ (2ξ′, λ,−1) | ξ〉 → eiλe−2ξ¯′ξ/θe−2ξ′w/θe−ξ¯ξ/2θeξ(2ξ¯′−w)/θ (1.128)
In the Fock space F the ladder operators:
Zˆ† | ψn〉 =
√
n | ψn−1〉 (1.129)
Zˆ | ψn〉 =
√
n+ 1 | ψn+1〉 (1.130)
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are just creation-annihilation operators. In the representation of elements in F
as analytic functions, they have the form:(
Zˆ†f
)
(w) =
√
θ
df
dw(
Zˆf
)
(w) =
1√
θ
wf (w) (1.131)
Now it is possible to write everything in the standard Hilbert space of the
Schro¨edinger-Von Neumann representation, that of the square integrable func-
tions on the line with respect to the translationally invariant Lebesgue measure
H = L2 (R , dx)
The equation (1.121) clarifies that the operators defining the unitary repre-
sentation can be written as:
Wˆ ′ (ξ, λ, α) = eiλe−ξ¯ξ/2θeξZˆ/
√
θe−ξ¯Zˆ
†/
√
θΠˆα (1.132)
In this expression,Πˆα is the identity operator if α = 1, or the parity operator if
α = −1.
OnH, one can consider the operator Wˆ ′ (ξ, 0, α) realized in terms of standard
creation-annihilation operators:
Wˆ ′ (ξ, 0, α) = e(ξaˆ
†−ξ¯aˆ)/
√
θΠˆα (1.133)
Now, identifying:
aˆ =
1√
2θ
(
Qˆ+ iPˆ
)
aˆ† =
1√
2θ
(
Qˆ− iPˆ
)
(1.134)
ξ =
1√
2
(q + ip)
ξ¯ =
1√
2
(q − ip) (1.135)
we have an explicit realization of a Weyl system, in the form of a Displacement
operator, composed with a parity operator:
Wˆ ′ (ξ, 0, α) = e
i
θ (pQˆ−qPˆ)Πˆα (1.136)
This means that a Weyl operator is related to the representation of the
elements of the Heisenberg-Weyl-Wigner group which, acting on a plane, define
a reflection [29]:
Wˆ (q, p) = 2Wˆ ′ (2ξ, 0,−1) (1.137)
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Chapter 2
Weyl-Wigner formalism for
compact Lie groups
In the first chapter an introduction to the Weyl-Wigner formalism has been pre-
sented. It has been analysed the case where the classical phase space is a carte-
sian vector space equipped with a translationally invariant symplectic structure.
In particular, the phase space has been seen as the manifold representing the
abelian group of translations, and the noncommutativity, parametrized by ~, has
been introduced by an explicit use of the symplectic structure. In section 1.5.2
the noncommutativity of the quantum observables has been formalized by the
skewsymmetric term of the cocycle factor of the representation of this abelian
group. The aim of this chapter is to study a generalization of the Weyl-Wigner
formalism to the case where the classical configuration space is no more a vector
space, thus identifiable with the noncompact abelian group of translations, but
a generic compact simple Lie group.
The chapter begins with a description of Wigner distributions in the carte-
sian case: they are introduced using the machinery previously developed. This
section could also be considered as the end of the first chapter. It is here because
the notion of Wigner distribution will be used as a guide in constructing the
Weyl-Wigner isomorphism in this case.
This isomorphism should take place between a set of operators on a Hilbert
space, and a set of functions on the classical phase space, which is the cotangent
bundle T ∗G of a compact simple Lie group G. The path followed in the first
chapter would suggest, to consider, first of all, a notion of Fourier transform for
functions on this space. The second step would be the definition of a kind of
Weyl system for the dual of the classical phase space, and then to define a Weyl
map, and a Wigner map, by the well known procedure. Section 2.2 shows what
are the results of following this path in the easiest case of G = U (1) ≈ S1. It
shows that a Weyl map for functions on a cylinder (which is the manifold T ∗S1)
cannot be obtained in this way.
Nevertheless it shows that a kind of Wigner map can be defined, introduc-
ing a set of operators that generalizes the properties of Moyal quantizers (1.55).
These operators are used to define a map from the space of operators to the
space of functions (symbols) defined on S1×Z. The symbols of density matrix
operators are functions whose marginals distributions reproduce the expected
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probability distribution for the quantum mechanical system usually referred to
as a particle constrained to move on a circle. These symbols are then called
Wigner distributions, the map is called Wigner map, and Weyl map is obtained
as its inverse. The novelty of this approach [31] is that this Weyl-Wigner iso-
morphism is defined between the set of operators on a Hilbert space, and the
set of functions on the space S1 × Z. This space can be seen as a quantum
cotangent bundle of the circle S1.
In section 2.3 this approach is developed in detail for the case where the con-
figuration space of a classical system is a compact simple Lie group. First of all
the classical kinematics is analysed, to set up its quantum version, which gen-
eralizes the canonical commutation relations introduced by Dirac, and already
studied in detail. The noncommutativity of quantum observables can be traced
back to the non abelianess of the group G, not related to a noncommutativity
constant parametrized by ~. It will not have any role in the following studies.
Harmonic analysis on the group G suggests what is the space on which Wigner
distributions are defined, and what are the quantizer operators. Then the com-
plete Weyl-Wigner isomorphism is deduced. On the space of symbols (that
are now functions on the quantum cotangent space G × Γ) a noncommutative
product can be set.
The last section shows how this formalism can be used to define, when
the group G is nonabelian, a Weyl-Wigner isomorphism between operators and
functions on the classical cotangent space, thus solving the initial problem of
generalising the Weyl-Wigner isomorphism to a set of classical systems larger
than the cartesian ones.
2.1 From Weyl map to Wigner functions
In the standard quantum formalism an observable is formalized via a self-adjoint
operator on a separable Hilbert space, whose rays represent the physical pure
states. The set of measured values for an observable, represented for example
by the operator Aˆ, if the system is in a state represented by a normalized ket
|ψ〉 , is an experimental distribution whose mean value is formalized as (in this
analysis, it will be considered L = R
2
= T ∗R):
〈Aˆ〉 = 〈ψ | Aˆ | ψ〉 (2.1)
The right hand side of this equation can be written, on a suitable set of opera-
tors, as:
〈Aˆ〉 = Tr
[
Aˆ | ψ〉〈ψ |
]
(2.2)
In the Weyl formalism, the mapping between functions and operators is such
that relation (1.58) is valid, so that it is possible to write the mean value of an
observable as:
〈Aˆ〉 = Tr
[
Aˆ | ψ〉〈ψ |
]
=
∫
dqdp
2π~
A (q, p)Wψ (q, p) (2.3)
where Wψ (q, p) is called Wigner distribution [52] function for the pure state
| ψ〉. It is the Weyl symbol of the projector | ψ〉〈ψ |, while A (q, p) is the Weyl
symbol for Aˆ. In general, for a density operator ρˆ:
Wρˆ (q, p) =
∫
dxdk
2π~
e−i(xp−kq)/~ Tr
[
ρˆDˆ† (x, k)
]
(2.4)
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It can be written also using the system of Weyl operators, defined in (1.55), by
equation (1.57):
Wρˆ (q, p) = Tr
[
ρˆWˆ † (q, p)
]
(2.5)
In the Schro¨dinger realization, where ψ (s) is the wave function representing
the ket state | ψ〉, they are given by:
Wψ (q, p) =
∫
ds e−ips/~ ψ∗ (q − s/2)ψ (q + s/2) (2.6)
while for the density operator ρˆ =| φ〉〈ψ |: (both | φ〉 and | ψ〉 are normalised)
Wφψ (q, p) =
∫
ds e−ips/~ ψ∗ (q − s/2)φ (q + s/2) (2.7)
This Wigner distribution function has been introduced via the standard Weyl
formalism [20]. It is thus natural to wonder what is the behaviour with respect
to the action of the symplectic group. The symplectic group, in this case Sp (2),
acts on the classical phase space (1.42). For T ∈ Sp (2), the Wigner function
gets transformed as:
Wψ (T (q, p)) = WUˆT (ψ) (q, p) (2.8)
The values of the Wigner function along symplectic orbits is related to the
action of the unitary representation of the symplectic (properly metaplectic)
group on the Hilbert space of states. This unitary representation is dictated by
the Von Neumann theorem, developed in the study of the covariance properties
of a standard Weyl system.
A very important aspect of this construction is that Wigner functions can
assume negative values in some regions of the classical phase space: this is the
reason why they are actually called quasi-probabilities distributions. Neverthe-
less their marginal distributions do reproduce true probability densities:∫
dpWψ (q, p) = 2π |ψ (q)|2∫
dqWψ (q, p) = 2π
∣∣∣ψ˜ (p)∣∣∣2 (2.9)
Here ψ˜ is the Fourier transform of the wave function ψ in the usual Hilbert space
of square integrable functions on the line. In the dynamics of one dimensional
point particle, the modulus square of ψ, and ψ˜, represent, in the Schro¨dinger re-
alization, the probability distributions in the spectral representation of position
and momentum.
In this picture, the Wigner functions can also be written as:
Wρˆ (q, p) =
∫
dxdy δ
(
q − x+ y
2
)
eip(x−y)/~ψ∗ (x)ψ (y) (2.10)
that is:
Wρˆ (q, p) =
∫
dxdy δ
(
q − x+ y
2
)
eip(x−y)/~〈y | ρˆ | x〉 (2.11)
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while, in the momentum representation:
Wρˆ (q, p) =
∫
dkdl δ
(
p− k + l
2
)
e−iq(l−k)/~ψ˜∗ (l) ψ˜ (k) (2.12)
or, equivalently:
Wρˆ (q, p) =
∫
dkdl δ
(
p− l+ k
2
)
e−iq(l−k)/~〈k | ρˆ | l〉 (2.13)
In these relations, | x〉 and | y〉 are generalized eigenstates of the position
observable, while | k〉 and | l〉 are generalised eigenstates of the momentum
observable.
2.2 From Wigner functions to Weyl map
In the last section, the theory of Wigner ”quasi-probabilities” functions has been
developed as a nice example in the Weyl formalism. This is not the historical
order these concepts were introduced. The method of Wigner distributions as
a descriptions of states of quantum mechanical systems appeared in 1932 [52],
quite early in the history of quantum mechanics. As it has been outlined, for
systems whose kinematics is based upon the Heisenberg canonical commutation
relations, it gives a way of describing both pure and mixed states in a classical
phase space setting, at the level of density operators. Moreover, they make it
possible to write quantum expectation values in terms of statistical averages on
the classical phase space of the system, in a formal analogy with the classical
statistical approach. In this perspective, the important aspect is that these
quantum distributions are not necessarily positive, thus preventing from the
complete identification with a classical distribution. It was later appreciated
that Wigner distribution approach to quantum states is naturally dual to the
Weyl approach to quantum observables (described at lenght in the last chapter)
[51]: together with the work of Moyal [30], who introduced the concept of non
abelian products in the space of classical functions, these constitute a complete
and coherent formulation of quantum mechanics in terms of c-number dynamical
phase space variables, well suited for the comparison with classical mechanics.
2.2.1 A Weyl-Wigner map for functions on a cylinder?
The formalism developed up to now is perfectly fitting for the analysis of quan-
tum systems whose classical counterparts can be considered as point particles
moving in a cartesian configuration space, whose cotangent bundle is a vector
space.
Is it possible to define a Weyl-Wigner formalism for classical systems whose
configuration space is a compact simple Lie group?
In the last chapter, the path followed to define a Weyl map for functions
on a plane, i.e. the cotangent bundle of a line, has gone through the definition
of a Weyl system for the translation group, in terms of the so called Displace-
ment operators. These operators have been considered as a sort of generalized
basis for a space of operators: the coefficients of an expansion are given by the
Fourier coefficients of functions on the plane. So a Weyl map seems to be traced
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to the study of harmonic analysis for the group of translations, and unitary rep-
resentations of abelian groups defined on the dual space of the classical phase
space.
As a first example of what are the features, and the problems, of a general-
ization along these lines, one can consider the case where Q, the configuration
space for a classical system, is a circle S1, that is the group manifold of U (1).
The cotangent space of a circle is a cylinder T ∗S1 ≈ S1×R. Considering R as
the real additive group in one dimension, the dual of this classical phase space
is the product Z×R.
A first naive approach would be that of defining a system of Displacement
operators for this space.
On the Hilbert space of square integrable functions on a circleH = L2 (S1, dθ/2π)
an orthonormal basis is given by φn (θ) = e
inθ, with n ∈ Z. Using a ket nota-
tion, one can introduce two sets of unitary operators:
Uˆ : Z 7→ U (H) Uˆ (m) | φn〉 = | φn+m〉
Vˆ : R 7→ U (H) Vˆ (k) | φn〉 = e−ink | φn〉 (2.14)
satisfying a sort of canonical commutation rules:
Uˆ (m) Vˆ (k) = eimk Vˆ (k) Uˆ (m) (2.15)
A Displacement operator can be defined:
Dˆ (m, k) = eimk/2 Vˆ (k) Uˆ (m) = e−imk/2 Uˆ (m) Vˆ (k) (2.16)
This set of operators do form a complete (trace orthonormal) basis for all oper-
ators on H.
A natural idea would be mapping an operator to a function via:
f˜ (m, k) = Tr
[
fˆ Dˆ† (m, k)
]
(2.17)
At a first sight, this f˜ seems to be a function defined on the dual Z×R, even-
tually to be identified with the Fourier transform of a function on the cylinder.
But a deeper inspection says that, for k − k′ = 4π:
f˜ (m, k) = f˜ (m, k′)
This means that f˜ is actually a function on S1 × Z. This procedure does not
enable to write a Weyl symbol on the ”right” classical phase space.
It is however possible to define a different system of operators, the use of
which does give a version of a Wigner formalism for this class of quantum
systems. The goal will be the introduction of a set of Wigner quasi-probability
densities, requiring that their marginals are the correct probability distribution
for these systems. Instead of defining a set of Displacement operators, the line
will be the definition of a set of Weyl operators, generalizing those in (1.55).
On the same Hilbert space, that of square integrable functions on the circle,
with the normalized Haar measure, one can define different pairs of operators:
Uˆ : Z 7→ U (H)
(
Uˆ (m)ψ
)
(θ) = eimθ ψ (θ)
Vˆ : S1 7→ U (H)
(
Vˆ (θ′)ψ
)
(θ) = ψ ([θ − θ′]) (2.18)
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here [θ − θ′] means (θ − θ′) /mod2π. Uˆ (·) is a unitary representation of (Z,+),
while Vˆ (·) is a unitary representation of U (1).
Their action on the separable orthonormal basis of ket vectors | φn〉 is:
Uˆ (m) | φn〉 = | φn+m〉
Vˆ (θ) | φn〉 = e−inθ | φn〉 (2.19)
and they satisfy an ”Heisenberg”-type commutation relation:
Vˆ (θ) Uˆ (m) = e−imθ Uˆ (m) Vˆ (θ) (2.20)
Here the phase factor can be properly formalised as a character of the represen-
tation Vˆ (·) of U (1): this notion generalizes the action of covector on a vector
in the case of the group of translations. The composition of Uˆ operators and Vˆ
operators with a suitable phase factors would give the analogue of displacement
operators, one for each point of the space S1×Z: even in this case they do form
a complete trace orthonormal system:
Tr
[
Uˆ (m) Vˆ (θ) Vˆ † (θ′) Uˆ † (m′)
]
= δmm′δ ([θ − θ′]) (2.21)
In this relation the continuous δ ([θ − θ′]) is referred to the measure dθ/2π.
In the Hilbert space on which these operators have been realized, besides the
separable basis φn (θ) already mentioned, it is possible to introduce a sort of
generalized overcomplete continuum basis of ket states | θ〉. They are introduced
in analogy to eigenstates of the position observable for a quantum point particle
in a cartesian space. They are defined by:
φn (θ) = e
inθ = 〈θ | φn〉 (2.22)
Normalization and overcompleteness are written as:
〈θ | θ′〉 = δ ([θ − θ′]) (2.23)
1 =
∫
dθ
2π
| θ〉〈θ | (2.24)
In this basis these operators act as:
Uˆ (m) | θ〉 = eimθ | θ〉
Vˆ (θ′) | θ〉 = | [θ + θ′]〉 (2.25)
Looking at this basis, that is related to a spectral decomposition of a position
observable for a particle whose configuration space is a circle, one can see that
the discrete basis can be seen as made of eigenstates for a momentum operator
of that particle: as it is well known, this observable has discrete spectrum. In
a group-theoretical approach, this can be seen as result in harmonic analysis
for the group U (1). The dual of a compact group is discrete [42]: it is possible
to prove that the space of UIRR’s for a compact group is labelled by discrete
indices.
Using these operators, it is possible to introduce a new set:
Wˆ (θ, n) =
∑
m
∫
dσ
2π
Uˆ † (m) Vˆ (σ) einσeim(θ+σ/2) (2.26)
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These operators are hermitian (thus resembling one of the properties of Weyl
operators for the cartesian case (1.55)), and form a complete trace orthonormal
system. They are a map from the space S1 ×Z to unitaries U (H): this means
that the standard procedure associates to an operator Aˆ ∈ Op (H) a symbol
on that space:
A (θ, n) = Tr
[
AˆWˆ † (θ, n)
]
(2.27)
Which are the properties of these symbols? If one considers the symbol of a
projector ρ = | ψ〉〈ψ |, then one has:
Wρˆ (θ, n) = Tr
[
ρˆWˆ † (θ, n)
]
= 〈ψ | Wˆ (θ, n) | ψ〉 (2.28)
If one computes the marginal distribution for the symbolWρˆ (θ, n), the result
is: ∫
dθ
2π
Wρˆ (θ, n) = 〈ψ | φn〉〈φn | ψ〉∑
n
Wρˆ (θ, n) = 〈ψ | θ〉〈θ | ψ〉 (2.29)
This shows that marginals reproduce the probability density distribution for the
quantum dynamics of a point particle on a circle, written in the dual basis of
position and momentum. By analogy with the planar case, this is the reason
why the maps:
Aˆ =
∑
n
∫
dθ
2π
A (θ, n) Wˆ (θ, n)
A (θ, n) = Tr
[
AˆWˆ † (θ, n)
]
(2.30)
that define an isomorphism between Hilbert-Schmidt operators in the Hilbert
space H, and square modulus measurable functions on the space S1 ×Z (con-
sidering an integration over the continuous θ and a summation over the discrete
n), can be defined a Weyl-Wigner isomorphism for a dynamics of the particle
on a circle. The most important novelty this formalism shows is that functions
related to quantum observables via this isomorphism are not on the classical
phase space, the classical cotangent space of the configuration space S1, but on
a sort of quantum cotangent space of S1, that is the product of the configuration
space itself (the group manifold) with the dual space.
Moreover, a relation of the kind of (1.58) is valid:
Tr
[
Aˆ†Bˆ
]
=
∑
n
∫
dθ
2π
A∗ (θ, n)B (θ, n) (2.31)
2.3 The Wigner distributions in the Lie group
case
The path followed in the case of the cylinder, the cotangent bundle for the group
manifold of U (1), can be generalized to the case of a compact simple Lie group
G, of order n.
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For a quantum system whose classical counterpart has a configuration space
which is such a Lie group, setting the kinematics means defining the commuta-
tion relations (the quantum conditions, in Dirac’s approach) for a set of funda-
mental observables, and a realization in terms of operators on a suitable Hilbert
space. Quantum kinematics for these system shows that noncommutativity
among fundamental observables are traced to the nonabelianess of the group G,
and not to the symplectic structure as in the cartesian case.
The Wigner distributions are then introduced, attempting to generalize the
covariance properties of the Wigner distribution in the cartesian case. The
interesting aspect is the definition of a kind of quantum cotangent bundle for
a Lie group, related to the space of unitary irreducible representations of the
group itself.
Once the general isomorphism is set, it is possible to recover the case of the
classical cylinder, used as a guide in the last section, as a particular case.
2.3.1 Classical Kinematics
The classical system under analysis has a configuration space Q which is a com-
pact simple Lie group G. The corresponding phase space is T ∗G, the cotangent
bundle of the group. It can be described both in intrinsic geometric terms, and
in a local coordinates system [21].
A Lie group is represented by a parallelizable and differentiable manifold.
Its Lie algebra G can be identified with the tangent space of G at the identity,
and is isomorphic to the dual, the cotangent space:
G = TeG = T
∗
eG = G
∗
The Lie group brings with it the set of left translations Lg and the set of right
translations Rg: these are mutually commuting actions of G by mapping of G
on itself:
Lg : G 7→ G Lg (g′) = gg′
Rg : G 7→ G Rg (g′) = g′g−1 (2.32)
The corresponding tangent maps and pull backs act, as nonsingular linear trans-
formations, on the tangent and cotangent spaces, respectively at general points
of G, according to:
(Lg)∗ : Tg′G 7→ Tgg′G
(Rg)∗ : Tg′G 7→ Tg′g−1G
(Lg)
∗
: T ∗g′G 7→ T ∗g−1g′G
(Rg)
∗
: T ∗g′G 7→ T ∗g′gG (2.33)
If dual bases are introduced {er} for TeG and {er} for T ∗eG, then the action of
these right and left tangent maps defines two bases for general vector fields on
G:
Xr (g) =
(
Rg−1
)
∗ (er)
X˜r (g) = (Lg)∗ (−er) (2.34)
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Vector fields {Xr} are right invariant, and are the generators of the left trans-
lations Lg, while the vector fields {X˜r} are left invariant and generate the right
translations Rg. They close a representation of the Lie algebra G:
[Xr, Xs] = c
t
rsXt[
X˜r, X˜s
]
= −ctrsX˜t[
Xr, X˜s
]
= 0 (2.35)
In general the elements of a Lie group G cannot be described with the help
of coordinates in a globally smooth manner. In particular this is so if G is
compact: one has to work with charts, with well defined transition rules in
overlaps. An element g ∈ G can be locally labelled by n real independent
continuous coordinates qr. Conventionally it is set qr = 0 at the group identity
e. The bases elements for TeG and T
∗
eG are identified with: (here the subscript
0 means that these quantities are evaluated at the group identity)
er =
(
∂
∂qr
)
0
er = (dqr)0 (2.36)
The product of two group elements g (q) and g′ (q′) is a function:
g (q) · g′ (q′) = (gg′) (f (q, q′)) (2.37)
and, infinitesimally:
ηrs (q) =
(
∂f r
∂q′s
)
(q′, q)q′=0
η˜rs (q) =
(
∂f r
∂q′s
)
(q, q′)q′=0 (2.38)
These quantities are related to the coordinate expression of the left and right
invariant vector fields:
Xr = η
s
r (q)
∂
∂qs
X˜r = −η˜sr (q)
∂
∂qs
(2.39)
In the sense of classical canonical mechanics, on T ∗G there are local canonically
conjugate momentum variables pr, and the classical Poisson bracket relations
are:
{qr, qs} = 0
{qr, ps} = δrs
{pr, ps} = 0 (2.40)
The range of the pr variables is usually taken to be the entire real line: so to
define an identification T ∗eG ≃ Rn at each g ∈ G. These local coordinates can
be used to define a system of global ones, introducing a system of generalised
momenta:
Js = η
r
s (q) pr
J˜s = −η˜rs (q) pr (2.41)
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At the end of this description, there is the explicit evaluation of the Poisson
bracket relations this system satisfies:
{qr, qs} = 0
{qr, Js} = ηrs (q)
{Jr, Js} = ctrsJt (2.42)
Similar relations do occur for coordinates suited for the right action.
2.3.2 Quantum Kinematics
The most natural Hilbert space on which trying quantizing this class of classical
system is the set of complex square integrable functions on G, with respect to
the normalized Haar measure
∫
G
dµ = 1:
H = L2 (G, dµ) = {ψ (g) ∈ C : ‖ ψ ‖2=
∫
G
dµ |ψ (g)|2 <∞}
As in the previous example, the first thing to do is to define a set of operators
from points of the group G to unitary operators in this Hilbert space. They
will encode the informations about position observable for the system. From a
noncommutative geometry point of view, the notion of position coordinates is
intrinsically captured by the commutative algebra of smooth functions F (G).
To a function f ∈ F (G) one can associate an operator on H:(
fˆψ
)
(g) = f (g)ψ (g) (2.43)
The algebra of functions on the group is mapped into an abelian algebra of
multiplicative operators. The next step is to define the analogous of momentum
observables. They will be related to the generators of the dual space of the
group G.
Both left and right actions are defined on this Hilbert space. In particular,
the left action is written as:(
Vˆ (g′)ψ
)
(g) = ψ
(
g′−1g
)
(2.44)
These operators define a unitary representation of the group G:
Vˆ (g′) Vˆ (g) = Vˆ (g′g)
So it is possible to identify the Hermitian generators. Fixed the basis ea in the
Lie algebra G, the exponential map for a compact group is surjective, so every
element can be written as:
g = exp (αrer) (2.45)
and, once more, Stone’s theorem enables to define a set of Hermitian generators
for the action represented by:
Vˆ (exp (αrer)) = exp
(
−iαrJˆr
)
(2.46)
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These generators do represent the Lie algebra G on H, and will be considered
as generalized momenta: [
Jˆa; Jˆb
]
= icsab Jˆs (2.47)
On wave functions ψ (g) of this Schro¨dinger representation, each Jˆr acts a
first order partial differential operator, that is a vector field, thus defining an-
other representation of G as derivations (Xr are the right invariant vector fields
(2.39)): (
Jˆrψ
)
(g) = iXrψ (g) (2.48)
It is possible to express functions of position also via unitary operators, to
be as close as possible to the Weyl approach. For a real function in F (G), a
unitary operator is given by:
Uˆ (f) = eifˆ
(
Uˆ (f)ψ
)
(g) = eif(g) ψ (g)
It can be seen that they satisfy a relation:(
Uˆ (f) Vˆ (g′)ψ
)
(g) = ei[f(g)−f(g
′−1g)]
(
Vˆ (g′) Uˆ (f)ψ
)
(g) (2.49)
which is in the spirit of (1.21), except that f is not restricted to be linear in any
coordinate variables.
As in the previous case, two bases for the Hilbert space at hand can be
introduced. The first is a ”momentum” basis, and can be set up using the
Peter-Weyl theorem involving the unitary irreducible representations of G. The
various UIR’s can be denoted by an index j, in general a collection labelling the
Casimir operators eigenvalues for the group. Since G is compact, every UIR is
finite dimensional, and its dimension is Nj . Rows and columns within the j
th
representation are labelled by m and n, a sort of generalised magnetic quantum
numbers. So a unitary matrix representing the element g ∈ G in the jth UIR
is:
g 7→ (Djmn (g)) (2.50)
Moreover, there is a freedom of unitary changes in the choice of m,n. Unitarity
and associativity of the representations are written as:∑
n
Djmn (g)
∗
Djm′n (g) = δmm′∑
n
Djmn (g
′)Djnn′ (g) = D
j
mn′ (g
′g) (2.51)
while orthogonality and completeness as:∫
G
dµDjmn (g)D
j′
m′n′ (g)
∗
= δjj′δmm′δnn′/Nj∑
jmn
NjD
j
mn (g)D
j
mn (g
′)∗ = δ
(
g−1g′
)
(2.52)
This completeness property, expressed by the presence of a distributional δ, is
the main result of the mentioned Peter-Weyl theorem. It enables to perform an
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harmonic analysis, generalizing the Fourier analysis on linear spaces:
f (g) =
∑
jmn
f jnmD
j
nm (g)
√
Nj
f jnm =
∫
G
dµ
(
Djnm (g)
)∗
f (g)
√
Nj (2.53)
This analysis shows that a basis in H is given by, in ket notation, vectors | jmn〉,
for which:
〈j′m′n′ | jmn〉 = δjj′δmm′δnn′
Vˆ (g) | jmn〉 =
∑
m′
Djmm′
(
g−1
) | jm′n〉 (2.54)
The action of the operator Vˆ (g) on this basis shows a well known fact. Left
regular representation of a compact group is not irreducible, and the multiplicity
of occurrence of the jth UIR in its reduction is equal to the dimension Nj of the
irreducibility subspace. The index n counts this multiplicity [42].
The second basis is related to ”position” observables. For each element of
the group G, represented by a point g on the manifold, it is possible to set:
〈jmn | g〉 = √Nj (Djmn (g))∗ (2.55)
These vectors define an orthonormal, in a generalized sense with respect to the
Haar measure, and overcomplete system in H:
〈g | g′〉 = δ (g−1g′) 1 = ∫
G
dµ | g〉〈g | (2.56)
Vˆ (·), the left representation, acts as:
Vˆ (g′) | g〉 = | g′g〉 (2.57)
so that it is the representation of the left multiplication for element of the group.
In this context, the right action of G can be defined as:
Rˆ (g′) | g〉 = | gg′−1〉
Rˆ (g′) | jmn〉 =
∑
n′
Djn′n (g
′) | jmn′〉 (2.58)
It is clear that, for right regular representation of G on this space, it is the index
m that counts the multiplicity of the occurrence of the jth UIR in its reduction.
Given a state | ψ〉 in H, it can be expanded in these two basis:
〈g | ψ〉 = ψ (g)
〈jmn | ψ〉 = ψjmn =
√
Nj
∫
G
dµ
(
Djmn (g)
)∗
ψ (g)
‖ ψ ‖2 =
∑
jmn
|ψjmn|2 =
∫
G
dµ |ψ (g)|2 (2.59)
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2.3.3 A Wigner distribution
The analysis of the cartesian case, and of the examples above, might give rise to
the hypothesis that, for a state | ψ〉, the corresponding Wigner function W were
a function of arguments g, bilinear in ψ, (more precisely involving one ψ factor
and one ψ∗ factor) and JMN (quantised momenta), such that integration over
g yields |ψJMN |2 while summation over JMN yields |ψ (g)|2. This would be a
natural way in which the marginal distributions are reproduced.
A natural requirement of covariance of this distribution for both the right
and left actions of G on state ψ poses the problem of choosing the arguments
of W (. . .) in such a way to allow for a natural linear transformation law under
each of the changes ψ (g) → ψ (g′−1g) (left action) and ψ (g) → ψ (gg′) (right
action) on ψ. In particular, eqs.(2.54) and (2.58) show that, in the discrete
JMN basis, one index carries the transformation properties for the left action,
while the other carries for the right action. Since W should involve a bilinear
expression of the kind ψψ∗, it becomes a reasonable assumption that a Wigner
distribution function for this system is a function:
ψ (g) 7→ W˜ (g; JMN M ′N ′)
This means that, from this point of view, W is a complex function defined on a
space which is the product of G itself times a lattice, related to the set of UIR’s
for the group G. Moreover, this analysis does not appear to be necessary in the
cartesian case and in the previous G = U (1) case, as they are abelian. In that
case left and right actions are the same.
The properties this distribution should satisfy are1:
• complex conjugation exchanges primed with unprimed indices (this assures
the expected transformation property for hermitian conjugation when the
Wigner distribution represents a density operator):(
W˜ (g; JMNM ′N ′)
)∗
= W˜ (g; JM ′N ′MN) ; (2.60)
• it reproduces the expected marginal distributions:∫
G
dµ W˜ (g; JMN MN) = |ψJMN |2∑
JMN
W˜ (g; JMN MN) = |ψ (g)|2 (2.61)
• for a left action of G the transformation of the state ψ′ (g) = ψ (g′−1g) →
W˜ ′ (g; JMN M ′N ′) =
∑
M1M ′1
DJMM1 (g
′)DJM ′M ′1 (g
′)∗ W˜
(
g′−1g; JM1N M ′1N
′)
(2.62)
• for a right action of G the transformation of the state ψ′ (g) = ψ (gg′) →
W˜ ′′ (g; JMNM ′N ′) =
∑
N1N ′1
DJN1N
(
g′−1
)
DJN ′1N ′
(
g′−1
)∗
W˜ (gg′; JMN1M ′N ′1)
(2.63)
1It can be checked that these properties are compatible among themselves.
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Eq.(2.10) suggests that a form of Wigner function is:
W˜ (g; JMNM ′N ′) = NJ
∫
G
dµ′
∫
G
dµ′′ δ
(
g−1s (g′, g′′)
)
DJMN (g
′)ψ∗ (g′)DJM ′N ′ (g
′′)∗ ψ (g′′)
(2.64)
The expression s (g′, g′′) is a group element, depending on the two variables
g′, g′′. It is a generalization of the average element x+y2 in the cartesian case.
Without entering into a characterization of this function, it can be seen that if
s (g′, g′′) is the midpoint along the geodesic curve (with respect to the invari-
ant Cartan-Killing metric on G) joining g′ to g′′ then the eq.(2.64) defines an
acceptable Wigner distribution for a quantum mechanical system on a compact
semisimple Lie group 2[32].
2.3.4 A Weyl-Wigner isomorphism
The definition (2.64) can be immediately extended to associate a function W˜Aˆ (g; jmnm
′n′),
a symbol, to every linear operator Aˆ on H of Hilbert-Schmidt class. In terms
of the integral kernel 〈g′′ | Aˆ | g′〉 of Aˆ, in a way similar to eq.(2.11), one has:
W˜Aˆ (g; jmnm
′n′) = Nj
∫
G
dµ′
∫
G
dµ′′ δ
(
g−1s (g′g′′)
)
Djm′n′ (g
′′)∗Djmn (g
′) 〈g′′ | Aˆ | g′〉
(2.66)
It is the case that this expression determines Aˆ completely, however this
happens in an overcomplete manner: there are certain linear relations obeyed
by W˜Aˆ which have an Aˆ independent form. Properties of the function s (g
′, g′′)
make it possible to prove that, for this symbol:∑
m′n′
Djm′m′′ (g)D
j
n′′n′ (g) W˜Aˆ (g; jmnm
′n′) =
= Nj
∫
G
dµ′
∫
G
dµ′′ δ
(
g−1s (g′, g′′)
) 〈gg′−1g | Aˆ | g′〉Djn′′m′′ (g′)Djmn (g′) (2.67)
The r.h.s. of this relation shows a symmetry under the simultaneous inter-
changes m ↔ n′′ and n ↔ m′′, and this is independent of Aˆ: so l.h.s. should
have this symmetry too. This is the sense in which W˜Aˆ (g; jmnm
′n′) contains
information about Aˆ in an overcomplete manner, and this happens when G
is non abelian. Taking advantage of this, one can associate a symbol to an
operator in a simpler way:
A (g, jmm′) = N−1j
∑
n
W˜Aˆ (g, jmnm
′n)
=
∫
G
dµ′
∫
G
dµ′′ δ
(
g−1s (g′, g′′)
) 〈g′′ | Aˆ | g′〉Djmm′ (g′g′′−1) (2.68)
2The geodesic curve is the solution to the variational problem:
δ
∫ σ2
σ1
dσ
[
grs (q (σ))
dqr
dσ
dqs
dσ
]1/2
= 0 (2.65)
where grs are the components of the Riemannian metric tensor whose value in the identity
of G is given in terms of the structure constants of the Lie algebra G, grs (e) = −cvrucusv , and
whose value in a generic point of is obtained by shifting that of the origin acting with left and
right shift (translations).
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This relation can be compared to the cartesian case (2.11). In the δ factor
the role of x+y2 is played by the geodesic average s (g
′, g′′); position eigenstates
are now | g′〉 and | g′′〉 and the plane wave factor is now a unitary irreducible
representation of the group G. For example, if Aˆ is a multiplication operator:
Aˆ =
∫
G
dµ f (g) | g〉〈g | (2.69)
then its symbol is:
A (g, jmn) = f (g) δmn (2.70)
This is defined the Weyl symbol corresponding to the operator Aˆ, and it is very
close to expression (2.11). The passage Aˆ → Aˆ† results in:
A† (g, jmm′) = A (g, jm′m)∗ (2.71)
The transformation properties of the Weyl symbol under a left or right regular
representation of G:
Aˆ′ = Vˆ (g′) AˆVˆ † (g′) →
A′ (g; jmm′) =
∑
m1m′1
Djmm1 (g
′)Djm′m′1 (g
′)∗ A
(
g′−1g; jm1m′1
)
(2.72)
and:
Aˆ′′ = Rˆ (g′) AˆRˆ† (g′) →
A′′ (g; jmm′) = A (gg′; jmm′) (2.73)
Had one chosen, in (2.68), to sum over the other pair of indices, the symbol would
have had these covariance properties interchanged. Another very interesting
relation these symbols satisfy is:
Tr
[
AˆBˆ
]
=
∑
jmn
Nj
∫
G
dµA (g, jmn)B (g; jnm) (2.74)
The very important aspect of the formalism one has developed is that it can be
cast in the form of a Weyl-Wigner isomorphism, in a way formally similar to
(1.56), introducing a set of quantizer operators.
It can be seen that the symbol can be written as:
A (g; jmn) = Tr
[
AˆWˆ (g, jmn)
]
(2.75)
where the quantizer operators are given by:
Wˆ (g, jmn) =
∑
j′m′n′
Nj′
∫
G
dµ′ Uˆ (j′n′m′) Vˆ (g′) Djmn (g
′)Dj
′
n′m′
(
g−1s0
(
g′−1
))
(2.76)
In this expression, operator Uˆ (·) is defined by:(
Uˆ (jmn)ψ
)
(g) = Djmn (g)ψ (g) (2.77)
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They are analogous to the operators Uˆ (m) defined by eq.(2.18) for the case of
the group U (1): the difference with those is that they are not unitary. Never-
theless they satisfy a related condition:∑
M
Uˆ † (jMn) Uˆ (jMn′) =
∑
M
Uˆ † (jnM) Uˆ (jn′M) = δn′n1 (2.78)
The analogy of this operator Wˆ (g, jmn) (2.76) with the quantizer used in the
cartesian case is evident, as s0 (g) is a shorthand for s (e, g), the midpoint in
the geodesic joining the point g to the identity. Exponential map for compact
groups enables to recover:
s0 (g) = s0 (exp (αrer)) = s0
(
exp
(
1
2
αrer
))
(2.79)
These quantizers satisfy:
Wˆ † (g; jmn) = Wˆ (g; jnm) (2.80)
and are a complete trace orthonormal system:
Tr
[
Wˆ † (g′; j′m′n′) Wˆ (g; jmn)
]
= N−1j δjj′δmm′δnn′δ
(
g−1g′
)
(2.81)
so that a Weyl map, a quantization map, can be defined as:
Aˆ =
∑
jmn
Nj
∫
G
dµA (g; jmn) Wˆ (g; jnm) (2.82)
This relation establish one of the map in a Weyl-Wigner isomorphism built start-
ing from a quantum system on a compact simple Lie group: This isomorphism
maps Hilbert-Schmidt operators into functions in the space F (G× Γ) where Γ
is a lattice, a set of discrete indices related to unitary irreducible representations
of the group G. This space, in analogy with the exemplum case of G = U (1),
is a sort of quantum cotangent space.
2.3.5 A noncommutative product among functions on a
Quantum Cotangent Space
The isomorphism just outlined enables in a natural way to define a non abelian
product on the set of functions on what has been called a quantum cotangent
space:
(A ∗B) (g; γ) = Tr
[
AˆBˆWˆ (g, γ)
]
(2.83)
(here (g; γ) is a short cut for (g; jmn) while
(
g; γ
)
stands for (g; jnm)- as it has
been seen, the ordering of the labels is important -).
Hence:
(A ∗B) (g, γ) =
∑
γ˜ γˇ
Nj˜Njˇ
∫
G
dg˜
∫
G
dgˇ A (g˜, γ˜)B (gˇ, γˇ)
[
Tr Wˆ (g, γ) Wˆ
(
g˜, γ˜
)
Wˆ
(
gˇ, γˇ
)]
(2.84)
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The product is non local, and the integral kernel is given by the trace term
between square brackets. To analyse this term, the first step is to study the
possibility of a kind of inversion of (2.76).
Eventually3:
Uˆ
(
j˜n˜m˜
)
Vˆ (g˜) =
∑
γ
∫
G
dg Wˆ (g, γ)Dj˜n˜m˜ (s0 (g˜) g)
(
Djmn (g˜)
)∗
Nj (2.85)
This can be seen as a sort of antitransform of (2.76).
The second step of the analysis just gives the composition properties of Uˆand
Vˆ operators:
Uˆ (j′n′m′) Uˆ (j′′n′′m′′) =
∑
JNM,λ
Cj
′,j′′,J λ
n′m′,n′′m′′,NM Uˆ (JNM) (2.86)
Uˆ (j′n′m′) Vˆ (g′) Uˆ (j′′n′′m′′) Vˆ (g′′) =
Nj′′∑
k=1
∑
JNM,λ
Dj
′′
n′′k
(
g′−1
)
Cj
′,j′′,J λ
n′m′,km′′,NM Uˆ (JNM) Vˆ (g
′g′′)
(2.87)
This notation writes in a compact form the product of two UIR’s in terms
of direct sum of UIR’s [42]. The index λ keeps track of multiple occurrences of
a given Dj4.
The third step is to study the composition properties in the set of Wˆ . It can
be seen that:
Wˆ (g, γ) Wˆ (g˜, γ˜) =
∑
γ′ γ′′ γ′′′
Nj′Nj′′Nj′′′
∫
G
dg′
∫
G
dg′′
∫
G
dg′′′
Nj′′∑
k=1
∑
JNM,λ
·Dj′′n′′k
(
g′−1
)
· Cj′,j′′,J λn′m′,km′′,NMWˆ (g′′′, γ′′′)DJNM (so (g′g′′) g′′′)
(
Dj
′′′
m′′′n′′′ (g
′g′′)
)∗
·
· Djmn (g′)Dj
′
m′n′
(
g−1so
(
g′−1
))
Dj˜m˜n˜ (g
′′)Dj
′′
m′′n′′
(
g˜−1so
(
g′′−1
))
(2.89)
The definition (2.84) indicates that the problem is evaluating the trace of the
product of three Wˆ operators:
Tr
[
Wˆ (g, γ) Wˆ (g˜, γ˜) Wˆ (gˇ, γˇ)
]
=
∑
γ′ γ′′ γ′′′
Nj′Nj′′Nj′′′
∫
G
dg′
∫
G
dg′′
∫
G
dg′′′
Nj′′∑
k=1
∑
JNM,λ
·
· Dj′′n′′k
(
g′−1
)
Cj
′,j′′,J λ
n′m′,km′′,NMD
J
NM (so (g
′g′′) g′′′) ·
·
(
Dj
′′′
m′′′n′′′ (g
′g′′)
)∗
Djmn (g
′)Dj
′
m′n′
(
g−1so
(
g′−1
)) ·
· Dj˜m˜n˜ (g′′)Dj
′′
m′′n′′
(
g˜−1so
(
g′′−1
)) ·
· Tr
[
Wˆ (g′′′, γ′′′) Wˆ (gˇ, γˇ)
]
(2.90)
3In appendix there are the details of the calculation related to this section.
4In the case of the group SU (2), in terms of the standard Clebsh-Gordan coefficients, this
would be:
C
j′,j′,J
n′m′,n′′m′′ ,NM
= cJNj′n′,j′′n′′c
JM
j′m′,j′′m′′ (2.88)
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Now from trace evaluation of the composition of two quantizer operators, one
has for the integral kernel of the star product (2.84):
Tr
[
Wˆ (g, γ) Wˆ
(
g˜, γ˜
)
Wˆ
(
gˇ, γˇ
)]
=
∑
γ′ γ′′
∑
Γ,λ
∫
G
dg′
∫
G
dg′′
Nj′′∑
k=1
Nj′Nj′′D
j′′
n′′k
(
g′−1
) ·
· Cj′,j′′,J λn′m′,km′′,NMDJNM (so (g′g′′) gˇ)
(
Djˇmˇnˇ (g
′g′′)
)∗
·
· Djmn (g′)Dj
′
m′n′
(
g−1so
(
g′−1
))
Dj˜n˜m˜ (g
′′) ·
· Dj′′m′′n′′
(
g˜−1so
(
g′′−1
))
(2.91)
(here Γ is a short for (J,N,M)) The product will be explicitly obtained putting
this last equation into (2.84)
There is also another way to evaluate the expression (2.90), and it is based
on:
〈g | Wˆ (g˜, γ˜) | g′〉 = Dj˜m˜n˜
(
gg′−1
)
δ
(
g˜−1s (gg′)
)
(2.92)
So:
Tr
[
Wˆ (g, γ) Wˆ (g˜, γ˜) Wˆ (gˇ, γˇ)
]
=
∫
G
dg
∫
G
dg′
∫
G
dg′′ ·
· Djmn
(
g′g′′−1
)
Dj˜m˜n˜
(
g′′g′′′−1
)
Djˇmˇnˇ
(
g′′′g−1
) ·
· δ (g−1s (g′g′′)) δ (g˜−1s (g′′g′′′)) δ (gˇ−1s (g′′′g))
2.3.6 Recovering the case G = U (1)
In this section it will be shown how these calculations look like in the special
case where G is the group U (1). As already said, the group has the manifold
structure of a circle S1: θ is the ”coordinate” on this space. The Haar measure
is chosen to be normalized: ∫
G
dµ =
∫
S1
dθ
2π
= 1 (2.93)
The Hilbert space is H = L2 (S1, dθ2pi ), and an orthonormal basis is the set
φn (θ) = e
inθ (n ∈ Z). Discrete Fourier transform and anti-transform can be
summarized in the formula:
∞∑
n=−∞
e−in(θ−θ
′) = δ (θ − θ′) (2.94)
An overcomplete unnormalizable basis is given by | θ〉 such that (eq.2.22)
〈θ | ψ〉 = ψ (θ)
〈θ | φn〉 = einθ
This group is abelian: unitary irreducible representations are one-dimensional.
They will be labelled by an integer n: the D functions of the preceding section
become simply number (the so called character), so Uˆ (·) and Vˆ (·) are:
Vˆ (θ) | φn〉 = e−inθ | φn〉 (2.95)
52
Uˆ (m) | φn〉 =| φn+m〉 (2.96)
that are exactly the operators ad hoc introduced in (2.19). The quantizer (2.76)
acquires the specific form:
Wˆ (θ, n) =
∑
m′
∫
S1
dθ′
2π
Uˆ (m′) Vˆ (θ′) einθ
′
e−im
′(θ+θ′/2) (2.97)
which coincides with operator (2.26). Now, as before, the first problem is to
”invert” this relation:∫
S1
dθ
2π
Wˆ (θ, n) eikθ =
∑
m′
∫
S1
dθ
2π
∫
S1
dθ′
2π
Uˆ (m′) Vˆ (θ′) einθ
′
e−im
′(θ+θ′/2)eikθ
(2.98)
Using (2.94) enables to simplify the r.h.s.:∫
S1
dθ
2π
Wˆ (θ, n) eikθ =
∫
S1
dθ′
2π
Uˆ (k′) Vˆ (θ′) einθ
′
e−ikθ
′/2 (2.99)
Again: ∑
n
e−inθ
′′
∫
S1
dθ
2π
Wˆ (θ, n) eikθ = Uˆ (k) Vˆ (θ′′) e−ikθ
′′/2 (2.100)
so that:
Uˆ (n) Vˆ (θ) = einθ/2
∑
m
e−imθ
∫
S1
dθ′
2π
Wˆ (θ′,m) einθ
′
(2.101)
This is the actual form of (2.85) for this example. The second step is the study
of composition properties of two of these operators W :
Wˆ (θ, n) Wˆ
(
θ˜, n˜
)
=
∑
n′ n′′
∫
S1
dθ′
2π
∫
S1
dθ′′
2π
Uˆ (n′) Vˆ (θ′) Uˆ (n′′) Vˆ (θ′′) ·
· einθ′ein˜θ′′e−in′(θ+θ′/2)e−in′′(θ˜+θ′′/2) (2.102)
One can finally computes:
Wˆ (θ, n) Wˆ
(
θ˜, n˜
)
=
∑
n′ n′′ n′′′
∫
S1
dθ′
2π
∫
S1
dθ′′
2π
∫
S1
dθ′′′
2π
Wˆ (θ′′′, n′′′) ei(n
′θ′′−n′′θ′)/2 ·
· e−i[n′′′(θ′+θ′′)−(n′+n′′)θ′′′]ei(nθ′+n˜θ′′)e−i(n′θ+n′′θ˜) (2.103)
This relation clearly indicates that the origin of the properties of this formalism
should be addressed to the specific form of the commutation relations. Every
phase factor in the integral can be written as a skewsymmetric combination of
two variables.
The third step is to evaluate the trace. Noting that:
Tr
[
Wˆ (θ, n) Wˆ
(
θ˜, n˜
)]
= δnn˜δ
(
θ − θ˜
)
(2.104)
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one obtains:
Tr
[
Wˆ (θ, n) Wˆ
(
θ˜, n˜
)
Wˆ
(
θˇ, nˇ
)]
=
∑
n′ n′′
∫
S1
dθ′
2π
∫
S1
dθ′′
2π
ei(n
′θ′′−n′′θ′)/2 · ei(n˜θ′′−n′′θˇ)
· e−i[nˇ(θ′+θ′′)−(n′+n′′)θˇ]ei(nθ′−n′θ) (2.105)
Given two symbols, the product induced by this isomorphism is:
(A ∗B) (θ, n) =
∑
n˜ nˇ
∫
S1
dθ˜
2π
∫
S1
dθˇ
2π
A
(
θ˜, n˜
)
B
(
θˇ, nˇ
)
Tr
[
Wˆ (θ, n) Wˆ
(
θ˜, n˜
)
Wˆ
(
θˇ, nˇ
)]
(2.106)
2.4 A noncommutative product on the classical
cotangent space
As it has been stressed, the formalism outlined defines a Weyl symbol for a
certain class of quantum systems as a function A (g; jmn), not on the classical
phase space. The nature of these three indices can be once more analysed via
the Peter-Weyl theorem. Index j labels the irreducible representations Dj (·):
each of these is realised on a finite dimensional Hilbert space, whose elements
are labelled by the index m. The left regular representation, which is one of
the building blocks of this construction, is highly reducible on the Hilbert space
of square integrable functions on the group G. Exactly, the degeneracy of its
occurence is equal to Nj, the dimension of the space of representation Hj . This
occurrence is taken into account by the index n. The form of the symbol suggests
that it can be considered as a complex function defined on the product G×H0
of the group with a smaller Hilbert space, namely that carrying each UIR Dj
just once.
If Hj is the linear span Sp {| j,m〉} of dimension Nj , with 〈j′m′ | jm〉 =
δjj′δmm′ , then this new space is:
H0 =
∑
j
⊕Hj (2.107)
In other words, a Weyl symbol can be regarded as a function of G tensor a
matrix on H0, with the crucial property that this matrix is block diagonal with
respect to the decomposition ofH0 in terms ofHj . Of course, this interpretation
is valid only for non abelian groups: the space on which symbols are defined
can be seen as a quantum cotangent space of G.
A symbol can be mapped into a block diagonal, g dependent operator on
H0:
Aˆ =
∑
jmn
√
Nj A (g; jmn) | jm〉〈jn | (2.108)
satisfying:
TrH
[
AˆBˆ
]
=
∫
G
dµTrH0
[
Aˆ Bˆ
]
(2.109)
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This operator can thus be written as a sum:
Aˆ (g) =
∑
j
⊕Aˆj (g)
Aˆj (g) =
∑
m,n
√
Nj A (g; jmn) | jm〉〈jn | (2.110)
of terms acting on each irreducibility subspace. On each of these subspaces there
is a set of Jˆ
(j)
r , Hermitian generators of the left action of G. In this context
irreducibility means that it is possible to expand every operator acting on Hj
as a sum of symmetrised polynomials in these variables:
Aˆj (g) =
N(j)∑
N=0
∑
r1,r2,...,rN
ar1,r2,...,rN (g; j) {Jˆ (j)r1 Jˆ (j)r2 . . . Jˆ (j)rN }S (2.111)
where the symmetrised sum is:
{Jˆ (j)r1 Jˆ (j)r2 . . . Jˆ (j)rN }S =
1
N !
∑
P∈SN
(
JˆjrP(1) . . . Jˆ
j
rP(N)
)
(2.112)
In these relations, the upper limit in the summation over N is determined by
the specific UIR Dj ; SN is the permutation group on N elements, the super-
script j denotes the specific realization in the subspace Hj . The coefficients
ar1,...,rN (g; j) are c-numbers quantities symmetric in r1, . . . , rN . Their depen-
dence by j can be replaced by a dependence on the mutually commuting Casimir
operators Cˆ, themselves symmetric homogeneous polynomials in the generators
Jˆ
(j)
r . The operator Aˆ can be written as:
Aˆ =
∑
j
N(j)∑
N=0
∑
r1...,rN
ar1,...,rN
(
g; Cˆ (j)
)
{Jˆ (j)r1 Jˆ (j)r2 . . . Jˆ (j)rN }S (2.113)
This operator can be mapped into a function:
a
(
g, ~J
)
=
∑
j
N(j)∑
N=0
∑
r1...,rN
ar1,...,rN (g;C) Jr1Jr2 . . . JrN (2.114)
In this expression ~J is a collection of Jr, which are the commuting classical
variables associated to the canonical momentum coordinates of the classical
phase space T ∗G, while C are invariant Casimir homogeneous polynomials in
them. So, there is a correspondence:
Aˆ ∈ Op (H) ⇐⇒ Aˆ (g) ∈ b.d.Op (H0) ←→ a
(
g, ~J
)
∈ F (T ∗G)
(here b.d. means block-diagonal operators) Weyl-Wigner isomorphism sketched
along this chapter maps an operator on the whole Hilbert space H of square
integrable functions on the group G to a symbol on what has been called ”quan-
tum cotangent space”. In this section there has been shown how such a symbol
can be mapped into a block diagonal operator on a simpler Hilbert space H0,
where the left action of G is reducible without any degeneracy, and then how
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this operator can be mapped into a function on the classical cotangent space
for the Lie group G.
This chain of invertible maps can be seen as a Weyl-Wigner isomorphism
between the space of operators on a Hilbert space, and the set of functions on
the cotangent bundle of a compact simple Lie group. This isomorphism then
enables to define a noncommutative product in the space of these functions, so
to open the possibility to study a new class of noncommutative spaces.
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Chapter 3
A fuzzy disc
It is well known that, in the conventional formulation of quantum field theory as
the theory of formally quantized classical fields on a classical Minkowski space-
time, ultraviolet divergences arise when one attempts to measure the amplitude
of field oscillations at a precise given point in spacetime. These divergences
seem to be related to a quantization procedure based on a continuum manifold
structure for spacetime.
An analysis of the relations between geometry of spacetime and quantum
formalism was started by Dirac [13]. In his effort to describe quantum physics
on a classical phase space, he was aware that uncertainty relations led to the
impossibility of an infinitely precise localization of points in phase space. This
was originated by the noncommutativity among operators representing posi-
tions and momenta, whose spectra would classically define the phase space. On
a related side, von Neumann was led to study the possibility to replace the con-
tinuum phase space structure with a lattice, introducing the idea of smearing
out points to Planck cells of area ∼ 2π~. This idea also led to the hypothesis,
to cope these ultraviolet divergences, to replace the continuum spacetime with a
fundamental lattice. Nevertheless this hypothesis does not fit with the require-
ment of a natural symmetry action of continuous groups on these approximating
spaces.
It was Heisenberg to suggest that one could use a noncommutative structure
for spacetime coordinates at very short lenght scale. Noncommutativity would
have introduced an ultraviolet cutoff. Snyder [44] was the first to formalize this
idea. He wrote that if one assumes that the spectra of spacetime coordinate
operators are invariant under Lorentz transformations, then of course the usual
spacetime satisfies this requirement. But it is not the only solution: there exists
a Lorentz invariant spacetime in which there is a fundamental lenght. This
space is related to a set of operators having a Lorentz invariant spectrum. This
line was developed by Yang [55], who studied a discrete version of spacetime,
on which a larger group (including some sort of translations) properly acts as a
symmetry. His work was largely ignored, mostly because, at around the same
time, a first renormalization program of quantum field theory finally proved to
be successful at accurately predicting numerical values for physical measured
quantities in quantum electrodynamics.
Noncommutative geometry [9], considering the topology and the geometry
of the space of states as encoded in the algebraic relations among quantum
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observables, provides a natural formalization for a pointless geometry, and then
for quantum field theories [45], and for the analysis of finite approximations
to them. Moreover, quantum gravity models, and string theoretical models,
suggest the possibility that classical general relativity would break down at a
very short lenght scale, spacetime being no longer described by a differentiable
manifold [14, 54].
Since in this geometry points are ill-defined, spaces are often thought as
fuzzy. The first formalization of the idea of a fuzzy space was introduced by
Madore [25], for the sphere1. In his approach, a fuzzy sphere is a sequence of
nonabelian algebras, more specifically of finite rank matrix algebras, so that
at each step of this sequence there is no manifold structure for the set of pure
states. Among elements of this sequence, Madore analysed how the fuzzy sphere
can be seen as a specific filtration of functions on a sphere. This filtration comes
from studying how the sequence of matrix algebras converges towards the set
of infinite dimensional diagonal matrices, that is an abelian algebra. This naive
notion of convergence was replaced by a meaningful one. M.Rieffel proved that
the fuzzy sphere “converges to the sphere” if both each step of the sequence
of finite rank matrix algebras and the algebra of functions on the sphere, are
seen as compact quantum metric spaces, and the distance among them is the
Gromov-Hausdorff distance [40].
A path integral formalism for quantum field theories on these spaces can
be introduced. It is based on the substitution of the functional action in an
infinite dimensional space with a functional action depending on a finite number
of functional degrees of freedom [26]. Quantum fields on these spaces do not
present ultraviolet divergences [18].
The aim of this chapter is to describe a new fuzzy space, the fuzzy disc [24].
It is the first example of a fuzzy approximation of a space with a boundary, and
it has been proved to act as a regulator for ultraviolet divergences in the case
of a noninteracting field theory.
In the first chapter the Weyl-Wigner approach has been presented as a bridge
connecting the quantum to the classical formalism. It can be thought as way to
study relations between noncommutative geometry and commutative geometry.
Since a fuzzy space can be seen, from the dual point of view of states of those
matrix algebras, as a sequence of ”nonabelian” spaces, converging to an ordi-
nary, continuum manifold, it is natural to think that Weyl-Wigner formalism
can be suited to study these specific models in noncommutative geometry.
In the first section of this chapter the fuzzy sphere is reviewed as the pro-
totype of a fuzzy space. The original approach of Madore is outlined, then it
is presented in terms of a Weyl-Wigner isomorphism. This isomorphism is de-
fined used the concept of coherent states for the group SU (2), following Berezin
[7]. It is a map from the finite rank matrix algebras to a subset of the space
of functions on a 2-sphere: the rank of matrices is related to the dimension of
the space on which unitary irreducible representations of the group SU (2) are
defined. Noncommutativity in the space of functions on the sphere, via this
isomorphism, is related to the rank N of the range matrices, disappearing, as
required, in the limit of N → ∞.
Moreover, this isomorphism is explicitly written in terms of the properties
1There has also been studied the possibility of a similar approximation for the torus, based
on the noncommutative torus algebra [39, 23], and for complex projective spaces [4]
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of fuzzy harmonics, that arise in the study of the spectral properties of a fuzzy
Laplacian operator, defined in such a way to converge, in the commutative limit,
to the ordinary Laplacian operator on the algebra of functions on a sphere.
The end of the first section describes the setting introduced by M.Rieffel to
prove the convergence of the fuzzy sphere algebras to the algebra of functions
on the sphere.
The second part is devoted to the description of the fuzzy disc. A Weyl-
Wigner isomorphism is introduced in terms of functions on a plane, where non-
commutativity is represented by a parameter θ. In this formalization, there is no
natural concept of a sequence of finite dimensional Hilbert spaces, or finite rank
matrix algebras. So it is necessary to introduce a truncation in the algebra of op-
erators, with respect to a specific basis in the Hilbert space. If the dimension of
truncation N is constrained to the noncommutativity parameter Nθ = R2, then
one obtains a sequence of finite rank matrices, converging towards an abelian
algebra of operators, that approximates functions whose support is concentrated
on a disc of radius R. On this sequence of states, fuzzy derivatives and a fuzzy
Laplacian can be defined, and a system of fuzzy Bessels can be introduced. This
set of fuzzy Bessels will be used to define, as fuzzy harmonics in the case of the
sphere, a Weyl-Wigner isomorphism between the set of finite rank matrices and
the set of functions on a disc. This is the way it is obtained a sequence of finite
rank matrix algebras, that converges, in a formal commutative limit, to the
algebra of functions on a disc. Moreover, the last section shows how this ap-
proximation enables to study a first field theory model, namely a noninteracting
one, and how this method works as an ultraviolet regulator.
3.1 The fuzzy sphere as a prototype of a fuzzy
space
This section starts with the description of the fuzzy sphere, following the original
paper [25]. The aim is to give a first idea of what a fuzzy sphere is, of what
is the difference between a fuzzy approximation and the lattice approximation,
and of what is a notion, though almost naive, of a limit of the fuzzy sphere to
the algebra of functions on the sphere. In the second part of the section the
fuzzy sphere will be described making use of a Weyl-Wigner isomorphism, while
the third part will explain the exact meaning of that convergence.
The approach that J.Madore used in the introduction of the fuzzy sphere
starts from the analysis of the algebra of functions on the sphere S2. This
algebra C (S2) is made of continuous functions on the sphere, and can be seen
as the quotient C
(
R
3
)
/I, where I is the two-sided ideal of continuous functions
on R
3
whose value is zero on points whose coordinates satisfy2:
δabx
axb = 1 (3.1)
2The radius of the sphere imbedded in R
3
has been fixed equal to 1.
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Functions in C
(
R
3
)
have a formal polynomial expansion:
f (x) = f0 +
3∑
a=1
fax
a +
1
2
3∑
a,b=1
fabx
axb + . . .
=
∞∑
l=0
1
l!
3∑
a1...al=1
xa1 · · ·xal (3.2)
Quotienting C
(
R
3
)
by the above ideal translates into a set of constraints for
the coefficients fa1...al :
• fa1...al should be totally symmetric in the exchange of indices a1 . . . al
(this requirement actually comes from commutativity of both algebras of
functions);
• fa1...al should be traceless with respect to every pair of indices.
At each order of expansion, represented by l, the number of independent coef-
ficients is 2l + 1, and one has that:
N∑
l=0
(2l + 1) = (N + 1)
2
This relation is important in this context, because one can consider a truncated
expansion of elements of this algebra:
f (N) (x) ≡
N−1∑
l=0
1
l!
3∑
a1...al=1
fa1...alx
a1 · · ·xal (3.3)
The number of independent coefficients in f (N) is N2. This set of functions is no
longer an algebra, if they are multiplied via the standard pointwise commutative
product. To introduce an algebraic structure into this vector space one could
consider coefficients as elements of C
N2
. The easiest choice would be to define
a commutative componentwise product. Via this definition, the space becomes
algebraically isomorphic to the abelian algebra of functions defined onN2 points.
This approximation is that of a lattice.
Nevertheless C
N2
can be seen as the space of N ×N matrices with complex
coefficients. Then one can map commutative coordinates into noncommutative
coordinates, which are the operators representing the Lie algebra of the group
SU (2) on each space C
N
: [
Lˆ(N)a , Lˆ
(N)
b
]
= iǫabcLˆ
(N)
c (3.4)
xa → k˜Lˆ(N)a ≡ xˆ(N)a (3.5)
The space of truncated functions is mapped into the space MN :
f (N) → fˆ (N) =
N−1∑
l=0
1
l!
3∑
a1...al=1
fa1...al xˆ
(N)
a1 · · · xˆ(N)al (3.6)
60
This map is well defined because the quotienting relation (3.1) is verified as a
Casimir relation for the group SU (2). Fixing the Casimir eigenvalue as the
radius of the sphere: [
xˆ
(N)
1
]2
+
[
xˆ
(N)
2
]2
+
[
xˆ
(N)
3
]2
= 1 (3.7)
fixes the value of the constant k˜. This means that noncommuting coordinates
satisfy a relation of the form:[
xˆ(N)a , xˆ
(N)
b
]
=
2iǫabc√
N2 − 1 xˆ
(N)
c (3.8)
This commutation relation says that, in the formal limit N → 0, generators
of this algebra are seen to commute. Moreover, on each truncated subalgebra,
isomorphic to the algebra MN , there is a natural action of the group SU (2),
that is the symmetry group acting on the manifold S2: this would have been
impossible in the lattice approximation.
The map (3.6) can be inverted3. In the notation of the original paper,
this inverse is represented by φN , and its range is the set of truncated (3.3)
functions f (N) (x), which can be seen as symbols of the matrices fˆ (N). To
consider the limit of this sequence of algebras for N →∞, Madore stressed that
the map φN is not an algebra morphism, because the algebra of matrices is non
abelian: φN
(
fˆ (N)gˆ(N)
)
is the symbol of the matrix product fˆ (N)gˆ(N), while
φN
(
fˆ (N)
)
φN
(
gˆ(N)
)
is the pointwise abelian product among symbols f (N) (x)
and g(N) (x). The difference:
φN
(
fˆ (N)gˆ(N)
)
− φN
(
fˆ (N)
)
φN
(
gˆ(N)
)
= o (l/N) (3.9)
explicitly shows that the nonabelian product among matrices can be written
as a nonabelian product among truncated functions of order N , and that non-
commutativity can be estimated to be an infinitesimal term of the order l/N ,
where l is the degree of the polynomials representing f (N) (x) and g(N) (x). In
particular, it can be seen that as the order of l approaches N , the error involved
in considering φN a morphism becomes more and more important.
In the space of matrices a norm is introduced:
‖ fˆ (N) ‖2≡ 1
N
Tr
[
fˆ (N) †fˆ (N)
]
(3.10)
This norm can be seen as the integral norm on truncated functions on the sphere:
‖ fˆ (N) ‖2= 1
4π
∫
S2
dΩ
∣∣∣f (N)∣∣∣2 (3.11)
It can be formally checked that:
lim
N→∞
1
N
Tr
[
fˆ (N)
]
=
1
4π
∫
S2
dΩ f →
lim
N→∞
‖ f (N) ‖ = ‖ f ‖S2 (3.12)
3The invertibility of this map can be proved using the fact that generators Lˆ
(N)
a defines
an irreducible representation of the Lie algebra of SU (2). This property has also been used
in (2.111). Invertibility of this map will be clarified even in the following subsection.
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One can estimate, in this approach, that a generic element fˆ (N) ∈ MN (whose
elements do not depend on N) has a norm satisfying:
lim
N→∞
‖ f (N) ‖= lim
N→∞
√
N (3.13)
while a diagonal matrix will have a norm converging to ‖ f (N) ‖→ o (1) for
increasing N . This definition of norm forces to consider only those elements
whose limit are diagonal matrices. This choice is the realization of the specific
filtration mentioned in the introduction. In this perspective one can naively say
that the limit of the fuzzy sphere is a commutative algebra, that “looks like”
the algebra of functions on a sphere.
3.1.1 The fuzzy sphere in the Weyl-Wigner formalism
In the previous pages, it has been described how the fuzzy sphere can be looked
at as a peculiar sequence of finite rank matrix algebras. It has been stressed
how the truncation of the algebra of functions on the sphere can be cast in a
matrix form using the properties of the generators of the Lie algebra of SU (2).
The main tool to transform a set of functions into a noncommutative algebra is
the mapping (3.6), while to study the behaviour of that sequence in the large
N limit the main role has been played by its inverse φN . These can be properly
formalised as a Weyl-Wigner isomorphism [15].
The first step of this analysis is to set up an isomorphism between a space
of operators and a space of functions. Since a sphere is the coadjoint orbit of
the group SU (2), the basic tool to introduce this map is a system of coherent
states, specialising the general arguments of appendix A.3.
To define a system of coherent states the first problem is the study of
unitary irreducible representations for the group. It is well known which are
these UIRR’s. On each finite dimensional Hilbert space C
N
, with N = 2L +
1 (L = 0, 1/2, 1, 3/2 . . .), where a basis is given by vectors that, in ket notation,
are represented as | L,M〉 with M = (−L,−L+ 1 . . . L− 1, L), one has:
u ∈ SU (2) Rˆ(L)7→ B
(
C
N
)
(3.14)
The matrix elements of this representation are given by:
〈L,M | Rˆ(L) (u) | L,M ′〉 = DLMM ′ (u) (3.15)
These4 are called Wigner functions [48].
The second step is to fix a fiducial state. One can choose the so called
highest weight in the representation: | ψ0〉 = | L,L〉. If the group manifold is
parametrised by Euler angles, then u represents a point whose “coordinates”
range through α ∈ [ 0, 4π) ,β ∈ [ 0, π) , γ ∈ [ 0, 2π) . Fixed the fiducial vector,
its stability subgroup Hψ0 by the Rˆ
(L) representation is made by elements for
which β = 0 (this condition can be seen to be valid whatever the dimension N
of the space of representation is).
Two elements u and u′ are equivalent if u†u′ ∈ Hψ0 . It is possible to prove
that
SU (2) /Hψ0 ≈ S2 (3.16)
4These Wigner functions are a specific example of the general definition used in chapter 2,
for matrix elements of UIRR of a Lie group (2.50).
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identifying θ = β and ϕ = α/mod 2π. Chosen a representative u˜ element in
each equivalence class of the quotient, the set of coherent states is defined as:
| θ, ϕ,N〉 = Rˆ(L) (u˜) | L,L〉 (3.17)
The left hand side ket now explicitly depends on N , the dimension of the space
on which the representation takes place. Projected on the basis elements, one
has:
〈L,M | θ, ϕ,N〉 = DLML (u˜)
| θ, ϕ,N〉 =
L∑
M=−L
[
(2L)!
(L+M)! (L−M)!
]1/2
(cos θ/2)
L+M
(sin θ/2)
L−M
e−iϕM | L,M〉 (3.18)
This set of states is nonorthogonal, and overcomplete:
〈θ′, ϕ′, N | θ, ϕ,N〉 = e−iL(ϕ′−ϕ)
[
ei(ϕ
′−ϕ) cos θ/2 cos θ′/2 + sin θ/2 sin θ′/2
]2L
1 =
2L+ 1
4π
∫
S2
dΩ | θ, ϕ,N〉〈θ, ϕ,N | (3.19)
Using this set of vectors it is possible to define a map from the space of operators
on a finite dimensional Hilbert space to the space of functions on the sphere S2:
Aˆ(N) ∈ B
(
C
N
)
≈ MN 7→ A(N) ∈ F
(
S2
)
A(N) (θ, ϕ) = 〈θ, ϕ,N | Aˆ(N) | θ, ϕ,N〉 (3.20)
So this is a way to map every finite rank matrix into a function on a sphere,
called Berezin symbol. Among these operators, there are Yˆ
(N)
JM whose symbols
are the spherical harmonics, up to order 2L (here J = 0, 1, . . . , 2L and M =
−J, . . . ,+J):
〈θ, ϕ,N | Yˆ (N)JM | θ, ϕ,N〉 = YJM (θ, ϕ) (3.21)
These operators are called fuzzy harmonics. The origin of this name must be
traced back to the definition, on each finite rank matrix algebra MN , of an
operator, in terms of the generators (3.4) Lˆ
(N)
a representing the Lie algebra of
the group SU (2) on the space C
N
:
∇2 : MN 7→ MN
∇2Aˆ(N) =
[
Lˆ(N)s ,
[
Lˆ(N)s , Aˆ
(N)
]]
(3.22)
This operator is called fuzzy Laplacian. It can be seen that the spectrum of this
fuzzy Laplacian is given by eigenvalues Lj = j (j + 1), where j = 0, . . . , 2L,
and every eigenvalue has a multiplicity of 2j + 1. The spectrum of this fuzzy
Laplacian thus coincides with the spectrum of the continuum Laplacian defined
in the space of functions on a sphere, up to order 2L. The cut-off of this
spectrum is of course related to the dimension of the rank of the matrix algebra
under analysis. Fuzzy harmonics are the eigenstates of this operator, or so to
say, ”eigenmatrices” of this fuzzy Laplacian [36].
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Fuzzy harmonics are a basis in each space of matrices MN . They are trace
orthogonal with respect to the scalar product:
Tr
[(
Yˆ
(N)
JM
)†
Yˆ
(N)
J′M ′
]
= αNJ δJJ′δMM ′ (3.23)
where
αNJ =
(
J !
(2LJ)
J
)2 [
(2L+ J + 1)!
4π (2L− J)!
]
(3.24)
In the space of finite rank matrices of order N = 2L + 1, that is the set of
operatorsMN , it is possible to introduce a set of N
2 polarization operators [48]
Tˆ
(N)
JM . They satisfy:[
Lˆ(N)µ , Tˆ
(N)
JM
]
=
√
L (L+ 1)CLM+µLM 1µ Tˆ
(N)
LM+µ
Tr
[
Tˆ
(N) †
JM Tˆ
(N)
J′M ′
]
= δJJ′δMM ′
Tˆ
(N) †
JM = (−1)M Tˆ (N)J−M (3.25)
These three conditions completely determine the polarization operators: fuzzy
harmonics are proportional to polarization operators:
Yˆ
(N)
JM =
√
αNJ Tˆ
(N)
JM (3.26)
Using this basis, an element Fˆ (N) belonging to MN can be expanded as:
Fˆ (N) =
2L∑
J=0
J∑
M=−J
F
(N)
JM Yˆ
(N)
JM (3.27)
Coefficients of this expansion are given by:
F
(N)
JM = Tr
[
Yˆ
(N)†
JM Fˆ
(N)
]
/λNJM (3.28)
A Weyl-Wigner map can be defined simply mapping spherical harmonics into
fuzzy harmonics:
Yˆ
(N)
JM ⇔ YJM (θ, ϕ) (3.29)
This map clearly depends on the dimension N of the space on which fuzzy
harmonics are realized. It can be linearly extended by:
Fˆ (N) =
2L∑
J=0
J∑
M=−J
F
(N)
JM Yˆ
(N)
JM ↔ F (N) (θ, φ) =
2L∑
J=0
+J∑
M=−J
F
(N)
JM YJM (θ, φ)
(3.30)
This is a Weyl-Wigner isomorphism. How can this formalization be used to
define a fuzzy sphere? Given a function on a sphere, if it is square integrable
with respect to the standard measure dΩ = dϕ sin θdθ, then it can be expanded
in the basis of spherical harmonics:
f (θ, ϕ) =
∞∑
J=0
J∑
M=−J
fJM YJM (θ, ϕ) (3.31)
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This expansion can be truncated:
f (N) (θ, ϕ) =
2L∑
J=0
J∑
M=−J
fJM YJM (θ, ϕ) (3.32)
This is a set of functions whose expansion in spherical harmonics is up to order
2L = N−1. It is a vector space, but it is no more an algebra, with the standard
definition of sum and pointwise product of two functions, as the product of
two spherical harmonics of order say 2L has spherical components of order
larger5 than 2L. If these truncated functions are mapped, via the Weyl-Wigner
procedure, into matrices:
f (N) (θ, ϕ) 7→ fˆ (N) =
2L∑
J=0
+J∑
M=−J
fJM Yˆ
(N)
JM (3.34)
then this set of truncated functions is given the vector space structure of MN .
Nevertheless MN is even an algebra, a non abelian algebra. Invertibility of this
association (3.34) enables to define, in the set of the truncated functions on the
sphere, a non abelian product, isomorphic to that of matrices6:
(
f (N) ∗ g(N)
)
(θ, ϕ) =
2L∑
J=0
J∑
M=−J
Tr
[
fˆ (N)gˆ(N)Yˆ
(N) †
JM
]
YJM (θ, ϕ) /αNJ
(3.36)
The Weyl-Wigner map (3.30) has been used to make each set of truncated
functions a non abelian algebraA(N) (S2, ∗), isomorphic toMN . These algebras
can be seen as formally generated by matrices which are the images of the norm
1 vectors in R
3
, that are points on a sphere. They are mapped into multiples
of the generators Lˆ
(N)
a of the Lie algebra:
xa
‖ ~x ‖ 7→ xˆ
(N)
a
[
xˆ(N)a , xˆ
(N)
b
]
=
2iεabc√
N2 − 1 xˆ
(N)
c (3.37)
This relation perfectly fits with (3.8): once more, the commutation rules satisfied
by generators of the algebras in the sequence A(N) (S2, ∗) make it intuitively
clear that the limit for N → ∞ of this sequence is an abelian algebra. This is
the reason why this sequence is called fuzzy sphere7.
5The product of two spherical harmonics is:
(YJ′M′YJ′′M′′ ) (θ, ϕ) =
J=|J′+J′′|∑
J=|J′−J′′|
J∑
M=−J
√
(2J ′ + 1) (2J ′′ + 1)
4pi (2J + 1)
CJ0J′0 J′′0 C
JM
J′M′ J′′M′′ YJM (θ, ϕ)
(3.33)
in terms of Clebsh-Gordan coefficients for SU (2).
6The product of two fuzzy harmonics can be obtained by the product of two polarization
operators [48]:
Tˆ
(N)
J′M′
Tˆ
(N)
J′′M′′
=
|J′+J′′|∑
J=|J′−J′′|
(−1)2L+J
√
(2J ′ + 1) (2J ′′ + 1){ J
′ J ′′ J
L L L
}CJMJ′M′ J′′M′′ Tˆ
(N)
JM
(3.35)
The sum over the index M is made superfluous by the properties of the Clebsh-Gordan
coefficients, fixing M =M ′ +M ′′.
7A coherent state approach to the study of the fuzzy sphere is in [19].
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The formal proof of this convergence towards the algebra of functions on a
sphere has been given by Rieffel, in terms of the so called Quantum Gromov-
Hausdorff distance among quantum metric spaces.
3.1.2 An analysis of the convergence of matrix algebras to
the sphere
In a series of papers, M.Rieffel studied the problem of giving a precise meaning
to the notion of the convergence of the fuzzy sphere to the classical sphere, that
is the convergence of that sequence of finite rank matrix algebras to the algebra
of functions on a sphere. The aim of this section is to report some aspects of this
analysis. Specifically, it will be sketched how these algebras can be considered
as elements of a peculiar metric space, where the convergence to the algebra of
functions on the sphere can be formalized.
In noncommutative geometry, the natural way to specify a metric is by means
of a suitable ”Lipschitz seminorm”. This idea was developed by Connes [10].
He pointed out that from a Lipschitz seminorm one obtains in a simple way an
ordinary metric on the state space of a C∗-algebra.
Given a compact metric space (Z, ρ) (ρ is an ordinary metric), a Lipschitz
seminorm is defined for functions on Z (x, y are points of Z):
Lρ (f) ≡ sup {|f (x)− f (y)| /ρ (x, y) : x 6= y} (3.38)
This is actually a seminorm as it is 0 for constant functions, and can take the
value +∞, unless the domain is restricted to Lipschitz functions. From Lρ the
metric ρ can be obtained:
ρ (x, y) = sup {|f (x) − f (y)| : Lρ (f) ≤ 1} (3.39)
This metric on pure states can be extended to the set of all states (probability
measures on Z):
ρ (µ, ν) ≡ sup {|µ (f)− ν (f)| : Lρ (f) ≤ 1} (3.40)
This metric induces, in the set of states S (Z) of the algebra of functions on Z,
a topology that coincides with the weak ∗-topology that S (Z) would have if it
were considered as the dual of the C∗-algebra C (Z) of continuous functions on
Z8.
These results are used to extend the notion of metric to states on noncom-
mutative algebras. If A is a unital C∗-algebra, and L is a Lipschitz seminorm on
this algebra, satisfying L (a) = L
(
a†
)
, then, on the set of states S (A), a metric
is defined by (a is an element of the algebra, µ, ν are states of the algebra):
ρ (µ, ν) ≡ sup {|µ (a)− ν (a)| : Lρ (a) ≤ 1} (3.41)
If this metric induces on S (A) the weak ∗-topology, then (A, L) is a compact
quantum metric space. The word “quantum” is used to stress that its origin lies
in noncommutative geometry.
8If A∗ is the space of states of a suitable algebra A, i.e. the Banach space of norm 1
continuous linear functionals φ : A 7→ C then the weak ∗-topology is given as the pointwise
convergence on elements on A.
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The notion of Gromov-Hausdorff distance for compact quantummetric spaces
is an evolution of the ”classical” Hausdorff distance for compact metric spaces.
If (Z, ρ) is again a compact metric space, andX is a closed subsetX ⊂ Z, an
r-neighborood of X of radius r is given by all the points of Z whose ”distance”
from X is less than r:
N ρr (X) ≡ {z ∈ Z : ∃x ∈ X : ρ (x, z) < r} (3.42)
If X ⊂ Z and Y ⊂ Z are two such subsets, the Hausdorff distance between
them is:
dρH (X,Y ) ≡ inf {r : X ⊆ N ρr (Y ) ; Y ⊆ N ρr (X)} (3.43)
Now it is possible to consider (X, ρX) and (Y, ρY ), a pair of independent
compact metric spaces. U ≡ X ∪Y is the disjoint union of the two. M (ρX , ρY )
is the set of metrics on U such that ρX is the quotient onX and ρY is the quotient
on Y . The Gromov-Hausdorff distance between X and Y is:
dGH (X,Y ) ≡ inf {dρH (X,Y ) : ρ ∈ M (ρX , ρY )} (3.44)
This reasoning is extended to compact quantum metric spaces.
Given a pair of compact quantum metric spaces (A, LA) and (B, LB) (here
A and B can be considered as operator algebras, while LA and LB are Lipschitz
seminorm), one can consider the ”disjoint” union:
(A⊕ B,M (LA, LB))
where M (LA, LB) is the set of Lipschitz seminorm whose quotient is LA on A
and LB on B. On the set of states S (A⊕ B) one can induce a metric ρL from
a Lipschitz seminorm L in M (LA, LB) via (3.41), and then has an Hausdorff
distance 3.43 between the states of A, S (A), and the states of B, S (B), seen as
subsets of S (A⊕ B). The Gromov-Hausdorff distance between A and B is:
dGH (A,B) ≡ inf {dρLH (S (A) ,S (B)) : L ∈ M (LA, LB)} (3.45)
The notion of Gromov-Hausdorff distance is then well adapted to study
problems of convergence is a space of suitable algebras. The next step is to
express the algebra of functions on a sphere in this context.
Let G be a compact Lie group, and U (g) a unitary irreducible representation
on a finite dimensional Hilbert space C
N
. The set B
(
C
N
)
= B(N) = MN
of bounded operators on this space, which are finite rank matrices, is a unital
C∗-algebra. The group G acts on this space of operators. This action α is a
conjugation, and maps the space B
(
C
N
)
into itself:
α (g) · T ≡ U (g) · T · U (g−1) (3.46)
This action is “ergodic”, in the sense that the only invariant element is a multiple
of the identity T = c1, because the representation U is irreducible.
It can be introduced a function on elements of G, measuring a “lenght” from
the identity:
• l (g) ≥ 0. Moreover, l (g) = 0 iff g = e
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• l (g) = l (g−1)
• l (g g′) ≤ l (g) + l (g′)
• l (g) = l (g′ g g′ −1)
On the space of matrices B(N) a Lipschitz seminorm can be defined:
LB (T ) ≡ sup{‖ α (g) · T − T ‖ /l (g) : l (g) 6= 0} (3.47)
The space
(
B
(
C
N
)
, LB
)
is a compact quantum metric space.
In the set of operators B
(
C
N
)
one can choose a rank one projector P , and
use it to define the Berezin covariant symbol of an operator T :
σT (g) = Tr [T (α (g) · P )]
= Tr
[
TU (g)PU † (g)
]
(3.48)
It is evident that, if H is the isotropy subgroup of P for the action of α, then the
symbol σT (g) is clearly a function on the quotient space G/H , whose points are
represented by x. The algebra of functions on this quotient is A (G/H). This
symbol is related to the symbol introduced in (3.20). If P is considered in the
form | ψ0〉〈ψ0 |, then U (g) | ψ0〉 is a system of coherent states for the group
G, and the ciclicity of the trace proves that the symbol σT (x) can be written
as the mean value of T on the coherent states labelled by x. The identification
of this symbol with the one defined in (3.20) for the sphere is obtained by the
requirement that this symbol were zero only in correspondence to the matrix
T = 0 (usually this condition is referred to as a faithfulness condition on the
mapping σT ). This happens only if the compact group G is semisimple, and the
projector P ranges over the highest weight vector in the Cartan analysis9.
There is a natural left action of the group G on this algebra:
(λgf) (x) ≡ f
(
g−1 · x) (3.49)
where g · x represents the left multiplication action of the element g ∈ G on
the equivalence class in G/H whose label is x. Also the lenght function can
be quotiented to a lenght function l˜ on G/H10. Equipped with the Lipschitz
seminorm:
LA (f) ≡ sup {|f (x) − (λgf) (x)| /l˜ (x) : x 6= e} (3.50)
one has that (A, LA) is a compact quantum metric space.
The fuzzy sphere is a sequence of finite rank matrix algebras, obtained as
the set of operators on each finite dimensional Hilbert space C
N
, because a
unitary irreducible representation of the group SU (2) is allowed on such space
for each N . Moreover, the symbol (3.20) is introduced using a set of coherent
states whose defining fiducial projector ranges over the highest weight vector.
9This condition means that, if | ψ0〉 is the highest weight vector for the considered repre-
sentation U (g), then U˜ (E+) | ψ0〉 = 0, where U˜ is the representation of the Lie algebra G
induced by U , and E+ are the positive Cartan’s roots in G.
10In the case of compact semi-simple Lie group an admissible lenght function is given by
the geodesics lenght with respect to the Cartan-Killing metric (2.65).
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This means that the fuzzy sphere can be seen as a sequence of compact quantum
metric spaces, with Lipschitz seminorm LB(N) .
It is now possible to consider the “distance” between B(N) andA in the space(B(N) ⊕A,M (LB(N) , LA)). The main result is that the sequence of Gromov-
Hausdorff distances:
lim
N→∞
d
(N)
GH
(
B(N),A
)
= 0 (3.51)
This is the meaning of the sentence that the fuzzy sphere converges to the
algebra of functions on a sphere.
3.2 A fuzzy disc
In the previous section, the fuzzy sphere has been introduced via a kind of
Weyl-Wigner formalism, which made great use of the fact that the 2-dimensional
sphere is the coadjoint orbit of the group SU (2), that is compact. Compactness
of the group brought to a natural definition of a sequence of finite dimensional
Hilbert spaces, that is to a natural identification of the dimension of these spaces
as a cut-off index for a suitable expansion of a generic function on the sphere.
Moreover, compactness of the group played a fundamental role in the analysis of
the convergence performed by M.Rieffel. Properties of the sphere as an orbit of
that group made it possible to formalize every point of the sphere as a coherent
state, defined on every of those finite dimensional space carrying the UIRR’s.
So the map between operators (finite rank matrices) and functions on the sphere
has been introduced via the natural Berezin procedure, and has been refined
stressing the role of the fuzzy Laplacian operator in the definition of a fuzzy
harmonics system as a basis in the set MN .
It would be intuitively natural, to draw a path towards the definition of a
fuzzy disc, to analyse the possibility that a disc were a coadjoint orbit for a
Lie group. If this were the case, it would be possible to introduce a system of
coherent states labelled by its points, and some sort of Berezin map [7] between
operators and a suitable set of functions on the disc.
This, in some sense naive, approach meets some troubles. There is a group,
from which it is possible to define a system of coherent states in correspondence
with points of a disc. This group is SU (1, 1), but it is non compact, so its
UIRR’s are not realized on finite dimensional Hilbert spaces. There is no more
an intrinsic concept of a cut-off index, the dimension of the fuzzyfication, in this
context.
To pursue the task of defining a fuzzy version of the algebra of functions on
a disc, it is possible to follow, and extend, the second line of the path sketched
in sections above. This will circumvent the problem of an intrinsic definition of
fuzzyfication dimension. It is well known that a basis for the space of functions
on a disc is related to a suitable system of Bessel functions. As the Weyl-
Wigner map for functions on a sphere has been introduced (3.30) mapping
spherical harmonics into fuzzy harmonics, is it possible to define a system of
fuzzy Bessels in terms of finite rank matrices, and mapping again continuum
Bessels into them?
Since Bessel functions are defined on a plane, introduced to solve a class of
boundary values problems for a Laplacian operator, the first step of this analysis
will be the introduction of a specific noncommutative plane. In this algebra it
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will be then introduced a system of ”fuzzy” derivations, and a ”fuzzy” Laplacian,
mimicing, as much as possible, the properties of the continuum version. The
final answer to the problem will be given studying the spectral resolution of this
fuzzy Laplacian.
3.2.1 A noncommutative plane as a matrix algebra
In section 1.6 it has been shown how the Weyl map defined in the first chapter
can be obtained in terms of a set of quantizer operators arising in the study
of a specific unitary representation of the Heisenberg-Weyl-Wigner group. In
that section a system of generalised coherent states for this group has been
introduced, and it has been seen that such coherent states are in correspondence
with points of a complex plane. But they have been used just to define an action
of the HWW group on the plane, and to select which elements of the group act
as a reflections on the plane.
In this section a noncommutative plane will be defined. A Weyl-Wigner map
will be introduced following the general procedure of Berezin: so the first step
will be the definition of a set of generalised coherent states for the Heisenberg-
Weyl group, since they are labelled by points of a plane.
An analysis of the Heisenberg-Weyl group has already been performed in
section 1.6. Since in this chapter the identification of the two dimensional plane
with the phase space carrying a classical dynamics of a one dimensional point
particle will be definitely abandoned, it will be assumed a system of coordinates
of the kind (x, y) for a point of R
2
; θ will be a parameter introducing an explicit
noncommutativity.
With this notation, Heisenberg-Weyl group is a manifold R
3
, whose points
are represented by a triple (x, y, λ), with the composition rule:
(x, y, λ) · (x′, y′, λ′) =
(
x+ x′, y + y′, λ+ λ′ − 1
θ
(xy′ − x′y)
)
(3.52)
The identity of this group is given by:
idW = (0, 0, 0) (3.53)
and the inverse of a generic element is:
(x, y, λ)
−1
= (−x,−y,−λ) (3.54)
Complexifying the plane via z = x + iy and z = x − iy the group law acquires
the form:
(z, λ) · (z′, λ′) =
(
z + z′, λ+ λ′ +
i
2θ
(zz′ − z′z)
)
(3.55)
The Hilbert space on which representing this group is again the Fock space
F (1.120) of finite norm complex analytical functions in the w variable where
the norm is obtained by the scalar product:
〈f | g〉 ≡
∫
d2w
πθ
e−w¯w/θ f¯ (w) g (w) (3.56)
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and the orthonormal basis chosen is given by:
ψn (w) =
wn√
θnn!
(3.57)
The unitary representation of the Heisenberg-Weyl group is given by operators
Tˆ (z, λ) ∈ Op (F): (
Tˆ f
)
(w) = eiλe−z¯z/2θezw/θf (w − z¯) (3.58)
Chosen the first basis element ψ0 (w) as fiducial state, the procedure already
outlined gives a set of coherent states perfectly coincident with the system ob-
tained for the more general Heisenberg-Weyl-Wigner group (1.123). In the re-
alization of the Fock space as complex analytical functions, a coherent state is
then:
| z〉 → ψ(z) (w) = e−z¯z/2θezw/θ (3.59)
and, with ψn an element of the basis already considered:
| z〉 =
∞∑
n=0
e−z¯z/2θ
zn√
n!θn
| ψn〉 (3.60)
Such coherent states are non orthogonal, and overcomplete:
〈z | z′〉 = e−
(
|z|2+|z′|2−2z¯z′)/θ
1 =
∫
d2z
πθ
| z〉〈z | (3.61)
On this Hilbert space F , it is possible to introduce a pair of creation-
annihilation operators:
(aˆf) (w) = θ
df
dw(
aˆ†f
)
(w) = wf (w) (3.62)
such that [
aˆ, aˆ†
]
= θ1 (3.63)
In the chosen orthonormal basis, one has:
aˆ | ψn〉 =
√
nθ | ψn−1〉
aˆ† | ψn〉 =
√
(n+ 1) θ | ψn+1〉 (3.64)
and
〈z | aˆ | z〉 = z
〈z | aˆ† | z〉 = z¯ (3.65)
These relations can be extended. A Berezin symbol can be associated to an
operator in the Fock space:
f (z¯, z) = 〈z | fˆ | z〉 (3.66)
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This can be seen as a Wigner map. It can be inverted:
fˆ =
∫
d2ξ
πθ
∫
d2z
πθ
f (z, z¯) e−(z¯ξ−ξ¯z)/θ eξaˆ
†/θ e−ξ¯aˆ/θ (3.67)
This quantization map for functions on a plane can be given an interesting
form. A first analysis can be restricted to functions which can be written as
Taylor series in z¯, z:
f (z¯, z) =
∞∑
m,n=0
fTaymn z¯
mzn (3.68)
An easy calculation says that this f is the symbol of the operator:
fˆ =
∞∑
m,n=0
fTaymn aˆ
†maˆn (3.69)
The second analysis starts from an operator written in a density matrix notation:
fˆ =
∞∑
m,n=0
fmn | ψm〉〈ψn | (3.70)
The Berezin symbol of this operator is the function:
f (z¯, z) = e−|z|
2/θ
∞∑
m,n=0
fmn
z¯mzn√
m!n!θm+n
(3.71)
Given the Taylor coefficients fTaymn , one has:
flk =
min(l,k)∑
q=0
fTayl−q k−q
√
k!l!θl+k
q!θq
(3.72)
while the inverse relation is given by:
fTaymn =
min(m,n)∑
p=0
(−1)p
p!
√
(m− p)! (n− p)!θm+n fm−pn−p (3.73)
Equation (3.69) shows that the quantization of a monomial in the variables
z, z¯ is an operator in aˆ, aˆ†, formally a monomial in these two noncommuting
variables, with all terms in aˆ† acting at the left side with respect to terms in aˆ.
This means that this quantization brings a specific ordering. In section (1.5.3)
it has been analysed how ordering is usually related to a weight in the Weyl map
that defines the quantization. The Weyl map (3.67) can be written, restoring
real variables, as (here u = (a+ ib) /2):
fˆ =
∫
dadb
2πθ
∫
dxdy
2πθ
f (x, y) e−i(bx−ay)/θ euaˆ
†/θ e−u¯aˆ/θ (3.74)
This expression is equal to:
fˆ =
∫
dadb
2πθ
f˜ (b, a) e(a
2+b2)/8θ Dˆ
(
a/
√
2, b/
√
2
)
(3.75)
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The presence of the factor 1/
√
2 in the argument of the Displacement operator
follows from the specific complexification of the plane via z = x+ iy. It can be
compared to equation(1.107). The factor e(a
2+b2)/8θ is a weight to the standard
Weyl map, so the quantization via Berezin procedure is just an example of a
weighted quantization.
The invertibility of Weyl map (on a suitable domain of functions on the
plane) enables to define a noncommutative product in the space of functions. It
is known as Voros product:
(f ∗ g) (z¯, z) = 〈z | fˆ gˆ | z〉 (3.76)
It is a non local product:
(f ∗ g) (z¯, z) = e−z¯z/θ
∫
d2ξ
πθ
f (z¯, ξ) g
(
ξ¯, z
)
e−ξ¯ξ/θeξ¯z/θez¯ξ/θ (3.77)
Its asymptotic expansion acquires the form:
(f ∗ g) (z¯, z) = f eθ
←−
∂ z¯
−→
∂ z g (3.78)
and makes it clear that it is a deformation, in θ, of the pointwise commutative
product. Since it is the translation, in the space of functions, of the product in
the space of operators, given symbols expressed in the form (3.71), the product
acquires a matrix form:
(f ∗ g)mn =
∞∑
k=0
fmkgkn (3.79)
The space of functions on the plane, with the standard definition of sum,
and the product given by the Voros product (3.76), is a nonabelian algebra, a
noncommutative plane. This algebra Aθ =
(
F
(
R
2
)
, ∗
)
is isomorphic to an
algebra of operators, or, as equation (3.79) suggests, to an algebra of infinite
dimensional matrices.
3.2.2 A sequence of non abelian algebras
A fuzzy space has been presented as a sequence of finite rank matrix algebras
converging, as compact quantum metric spaces, to an algebra of functions. In
the case of the fuzzy sphere the rank of the matrices involved is the dimension
of the Hilbert space on which UIRR’s of the group SU (2) are realised. In the
approach sketched in the last section, based on a definition of a noncommutative
plane, there is no natural, say intrinsic, definition of a set of finite dimensional
matrix algebras. This, following the general comment already expressed, can
be thought of as a consequence of the fact that also this noncommutative plane
has been realised via a Berezin quantization based on coherent states originated
by a group, the Heisenberg-Weyl, which is noncompact.
In this context the strategy to obtain finite dimensional matrix algebras is
different. Aθ can be considered, once a basis in the Hilbert space has been
chosen, as a matrix algebra, formally made up of, infinite dimensional matrices.
One can define a set of finite dimensional matrix algebras simply truncating Aθ.
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The notion of truncation is formalised via the introduction of a set of projectors
in the space of operators. Their symbols are projectors in the algebra Aθ of the
noncommutative plane, in the sense that they are idempotent functions of order
2 with respect to the Voros product (here z = reiϕ):
P
(N)
θ (r, ϕ) =
N∑
n=0
〈z | ψn〉〈ψn | z〉 = e−r2/θ
N∑
n=0
r2n
n!θn
P
(N)
θ ∗ P (N)θ = P (N)θ (3.80)
This finite sum can be performed yielding a rotationally symmetric function:
P
(N)
θ (r, ϕ) =
Γ
(
N + 1, r2/θ
)
Γ (N + 1)
(3.81)
in terms of the ratio of an incomplete gamma function by a gamma function [35].
If θ is kept fixed, and nonzero, in the limit for N → ∞ the symbol P (N)θ (r, ϕ)
converges, pointwise, to the constant function P
(N)
θ (r, ϕ) = 1, which can be
formally considered as the symbol of the identity operator: in this limit one
recovers the ”whole” noncommutative plane.
This situation changes if the limit for N → ∞ is performed keeping the
product Nθ equals to a constant, say R2. In a pointwise convergence, chosen
R2 = 1:
P
(N)
θ →
 1 r < 11/2 r = 1
0 r > 1
 = Id (r) (3.82)
This sequence of projectors converges to a sort of step function in the radial
coordinate r, or a characteristic function of a disc on the plane. The shape of
this function is plotted in figure 3.1. Already forN = 103 it is well approximated
Figure 3.1: The function P
(N)
θ for N = 10
2.
(see figure 3.2) by a step function. Thus a sequence of subalgebras A(N)θ can be
defined by:
A(N)θ = P (N)θ ∗ Aθ ∗ P (N)θ (3.83)
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Figure 3.2: Profile of the spherically symmetric function PNθ for the choice
R2 = Nθ = 1 and N = 10, 102, 103. As N increases the step becomes sharper.
As it has been said, the full algebra Aθ is isomorphic to an algebra of operators.
What the previous relation says is that A(N)θ is isomorphic toMN+1, the algebra
of (N + 1)×(N + 1) rank matrices: the important thing is that this isomorphism
(this truncation) is obtained via a specific choice of a basis in the Fock space
F on which coherent states for the Heisenberg-Weyl group are realised. The
explicit effect of this projection on a generic function is:
Π
(N)
θ (f) = f
(N)
θ = P
(N)
θ ∗ f ∗ P (N)θ = e−|z|
2/θ
N∑
m,n=0
fmn
z¯mzn√
m!n!θm+n
(3.84)
On every subalgebra A(N)θ , the symbol P (N)θ (r, ϕ) is then an identity, because
it is the symbol of the projector Pˆ (N) =
∑N
n=0 | ψn〉〈ψn |, which is the identity
operator in A(N)θ , or, equivalently, the identity matrix in every MN+1.
It is important to note that the rotation group on the plane, SO (2), acts
in a natural way on these subalgebras. Its generator is the number operator
Nˆ =
∑N
n=0 nθ | ψn〉〈ψn |, that is diagonal in each A(N)θ .
Cutting at a finite N the expansion provides an infrared cutoff. This cutoff
is ”fuzzy” in the sense that functions in the subalgebra are still defined outside
the disc of radius R, but are exponentially damped. To analyse the nature of
this cutoff, it is interesting to study how this truncation works in a test case
of a gaussian function, cylindrically symmetric and centred at the origin of the
plane:
Φ (r) =
1
πα
e−r
2/α (3.85)
The width of this gaussian is proportional to the parameter α. This function
can be expanded in Taylor series:
Φ (r) =
1
πα
e−r
2/α =
1
πα
∞∑
s=0
(
− 1
α
)s
1
s!
z¯szs (3.86)
Formulas (3.67) and (3.69) show that this function is mapped into the operator:
Φˆ =
1
πα
∞∑
s=0
(
− 1
α
)s
1
s!
aˆ† saˆs (3.87)
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This operator is a diagonal operator, whose form is given by:
Φˆ =
1
πα
∞∑
n=0
(
1− θ
α
)n
| ψn〉〈ψn | (3.88)
The symbol of the truncated version is then:
ΠNθ (Φ) = e
−r2/θ
N∑
n=0
1
πα
(
1− θ
α
)n
r2n
θnn!
= e−r
2/α Γ
(
N + 1, r2 (1/θ − 1/α))
παΓ (N + 1)
(3.89)
This formula clearly shows that the behaviour of the projected function, for
increasing N , is related to a comparison between the values of θ = 1/N and α.
A first interesting analysis on the nature of the projection is given by a direct
computation:
Φˆ†Φˆ =
(
1
απ
)2 ∞∑
n=0
(
1− θ
α
)2n
| ψn〉〈ψn |
Tr
[
Φˆ†Φˆ
]
=
(
1
απ
)2 ∞∑
n=0
(
1− θ
α
)2n
=
1
(πα)2
lim
n→∞
1− (1− θ/α)2(n+1)
1− (1− θ/α)2 (3.90)
The limit in the RHS of this relation is finite if |1− θ/α|2 < 1:
• for α > θ, Φˆ is an Hilbert-Schmidt operator, so the projection gives a
sequence, for N → ∞, of finite rank matrices Φˆ(N)θ converging in the
strong operator topology to Φˆ. This means that the sequence of symbols
Φ
(N)
θ (r) = Π
(N)
θ (Φ) converges (pointwise) to a function which is equal to
Φ (r) inside the disc of radius 1, and equal to zero outside the disc. The
plot is in figure 3.3.
• for α = θ the projection is trivial, as in this case the operator Φˆ is just a
multiple of the projector:
Φˆ
(N)
θ =
1
πθ
| ψ0〉〈ψ0 |
• for α < θ < 2α the operator Φˆ is still Hilbert-Schmidt, so the sequence
of truncated operators converges to the operator Φˆ in the strong operator
topology, and the sequence of projected symbols converges again to the
symbol Φ (r) inside the disc, and to zero outside.
The operator Φˆ is no more of the Hilbert-Schmidt class starting from θ = 2α,
and for θ > 2α it is no more compact. That something is happening to the
sequence of projected symbols is evident by figure 3.4
With α = .5θ a small ”bump” at r = 1 appears. Already for α = .49θ the
”bump” has become a large gaussian sitting at the infrared cutoff; the part close
to the origin is still present, but it is quickly dwarfed by this bump, growing very
fast: in a numerical approximation, for α ∼ .4θ it is already of the order of 1017.
In this case the series expansion (3.90) is alternating, and individual terms are
divergent. A very interesting point is to stress: keeping α fixed, and increasing
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Figure 3.3: Profile of the spherically symmetric function ΠNθ
(
1
piαe
− r2
α
)
for the
choice R2 = Nθ = 1. Here N = 103, so θ = 0.001, and α has been chosen to
be the value on the top of each plot. For these three choices α is much larger
than θ. Both the projected and the unprojected functions are plotted, although
inside the disc they are practically indistinguishable. The unprojected function
is always the larger one.
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Figure 3.4: Profile of the spherically symmetric function ΠNθ
(
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)
for the
choice R2 = Nθ = 1, N = 102. Here θ = 0.01 and the value of α is chosen to
be around the “turning point” α = θ/2.
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N with the introduced constraint Nθ = 1, the bump disappears. This limit
forces in fact θ to go to 0, thus recovering the ”nice” behaviour.
This detailed analysis shows that the Weyl map used to define this quanti-
zation (3.67) is very different from the standard Weyl map described in the first
chapter (1.47). In the standard case it has been proved that it is an isomor-
phism between square integrable functions on the plane, and Hilbert-Schmidt
class operators. In this case, it is evident that the role of the weight factor in
(3.75) is to change the set of applicability of this correspondence.
In general the function Φ is close to its projected version Φ
(N)
θ if it is mostly
supported on a disc of radius 1 (of radius R =
√
Nθ, in general), otherwise
it is simply exponentially cut, and if it has not oscillations of too small wave-
lenght (compared to θ). In this case the projected function becomes very large
on the boudary of the disc. This can be seen as a compact example of the
ultraviolet-infrared mixing, which is one of the most interesting characteristic of
noncommutative geometry [28]. If one tries to localise the function too much,
unavoidably an infrared divergence on the boundary of the disc appears.
There are however functions which are localised sharply near the edge of the
disc. These can be seen as edge states [34], which play an important role in
Chern-Simons theory. These edge states are given, in each finite rank approxi-
mation, by the symbols of the highest one dimensional projectors:
φedge ≡ 1
θ
〈z | ψN 〉〈ψN | z〉 = e−r2/θ r
2N
N !θN+1
(3.91)
They are plotted in figure 3.5.
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Figure 3.5: The edge states ϕedge for N = 10 and N = 100.
3.2.3 Fuzzy derivatives
So far the Weyl-Wigner formalism, and the projection procedure, have provided
a way to associate to functions on the plane a sequence of finite dimension
(N + 1)× (N + 1) matrices. An appropriate choice of θ, the noncommutativity
parameter introduced by the quantization map, andN , showed that it is possible
to obtain a good approximation of a certain class of functions supported on a
disc.
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The next step is the analysis of the geometry this algebras can formalize.
To pursue this task, it is important to define, in this sequence of algebras, both
derivations and a Laplacian. The starting point to define the matrix equivalent
of the derivations is:
∂zf =
1
θ
〈z |
[
fˆ , aˆ†
]
| z〉
∂z¯f =
1
θ
〈z |
[
aˆ, fˆ
]
| z〉 (3.92)
This relation is exact in the full algebraAθ. Given an operator fˆ , the derivatives
of the symbol f (z¯, z) are related to the symbol of the commutator of fˆ with the
creation and annihilation operators. A fuzzyfied version, namely a truncated
version, of these operations, can be introduced defining:
∂zf
(N)
θ ≡
1
θ
〈z | Pˆ (N)θ
[
Pˆ
(N)
θ fˆ Pˆ
(N)
θ , aˆ
†
]
Pˆ
(N)
θ | z〉
∂z¯f
(N)
θ ≡ −
1
θ
〈z | Pˆ (N)θ
[
Pˆ
(N)
θ fˆ Pˆ
(N)
θ , aˆ
]
Pˆ
(N)
θ | z〉 (3.93)
It is important to note that this is actually a derivation (it is a linear operation,
satisfying the Leibniz rule) on each A(N)θ . The idea behind this definition is
to consider an element fˆ
(N)
θ of a finite step of the sequence as a finite rank
matrix in a space of infinite dimensional matrices. The projection is then seen
as an embedding of the ”truncated” matrix fˆ
(N)
θ as an upper left block diagonal
matrix into an infinite dimensional matrix where the remaining infinite number
of rows and columns have elements equal to zero. The way this embedding acts
is in the left hand term of the inner commutator: Pˆ
(N)
θ fˆ Pˆ
(N)
θ . Next the ”exact”
relation (3.92) for derivatives of operators in F - so to say infinite matrices, in
this context - is used. This is the meaning of the commutator with operators aˆ
and aˆ†, which are considered in their complete matrix representation, without
any ”truncation”. Last, since these derivations should map dimensional matrix
of A(N)θ into a finite dimensional matrix in the same A(N)θ , the image of the
commutator should be projected back to the finite dimensional space generated
by the firstN+1 ket state | ψn〉. Moreover, this projection is important, because
creation and annihilation operators are ladder operators, and then they tend to
shift N th column’s and row’s element into the (N + 1)
th
column and row of the
image matrix.
The first example is the calculation of the derivatives of the fuzzyfied coordi-
nate functions z and z¯. From the definition, z is the symbol of the annihilation
operator, while z¯ is the symbol of the creation operator, that can be written as:
aˆ =
∞∑
s=0
√
(s+ 1) θ | ψs〉〈ψs+1 |
aˆ† =
∞∑
k=0
√
(k + 1) θ | ψk+1〉〈ψk | (3.94)
Projection into A(N)θ gives:
aˆ
(N)
θ =
N−1∑
s=0
√
(s+ 1) θ | ψs〉〈ψs+1 | (3.95)
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To perform the derivative with respect to z variable, one considers:[
aˆ
(N)
θ , aˆ
†
]
= θ
[
| ψ0〉〈ψ0 | +
N−1∑
s=1
| ψs〉〈ψs | −N | ψN 〉〈ψN |
]
= θ
[
N−1∑
s=0
| ψs〉〈ψs | −N | ψN 〉〈ψN |
]
= θ
[
N∑
s=0
| ψs〉〈ψs | − (1 +N) | ψN 〉〈ψN |
]
(3.96)
The first term of the sum is the projector onto the first N + 1 basis elements,
the identity on A(N)θ , a fuzzy identity. What is interesting is that this commu-
tator has no terms ’outside’ the space we are considering, namely there are no
components on density matrices of order greater than N : this means that in
this case there is no need to project it on A(N)θ . The symbol of this commutator
is:
∂z
(
z
(N)
θ
)
= e−Nr
2
[
N∑
s=0
r2sNs
s!
− N + 1
N !
r2NNN
]
(3.97)
In the limit of N → ∞ the first term is what has been called ’characteristic
function for the disc’, while the second converges to a factor πδ (r − 1). This
factor is a radial δ selecting the value for r = 1 with respect to the Lebesgue
measure on the plane:
lim
N→∞
∂z
(
z
(N)
θ
)
= Id (r) − πδ (r − 1) (3.98)
To calculate the derivative of z¯ with respect to z one needs to consider:
aˆ
†(N)
θ =
N−1∑
k=0
√
(k + 1) θ | ψk+1〉〈ψk |
obtaining: [
aˆ
†(N)
θ , aˆ
†
]
= −θ
√
N (N + 1) | ψN+1〉〈ψN | (3.99)
Since this operator must be projected back to the algebra A(N)θ , one finally has:
∂z¯
(
z
(N)
θ
)
= 0 (3.100)
3.2.4 Fuzzy Laplacian and fuzzy Bessels
One can consider the problem for the Laplacian in a similar context. From the
exact expressions:
∇2 f = 4∂z¯∂zf(∇2 f) (z¯, z) = 4
θ2
〈z |
[
aˆ,
[
fˆ , aˆ†
]]
| z〉 (3.101)
it is possible to define, in each A(N)θ :
∇2 fˆ (N)θ ≡
4
θ2
Pˆ
(N)
θ
[
aˆ,
[
Pˆ
(N)
θ fˆ Pˆ
(N)
θ , aˆ
†
]]
Pˆ
(N)
θ (3.102)
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The image of the element of the truncated algebra:
fˆ
(N)
θ =
N∑
a,b=0
fab | ψa〉〈ψb |
is:
∇2 f (N)θ = 4N
[
N−1∑
s=0
N−1∑
b=0
fs+1,b+1
√
(s+ 1) (b+ 1) | ψs〉〈ψb | +
−
N∑
s=0
N∑
b=0
fsb (s+ 1) | ψs〉〈ψb | −
N−1∑
s=0
f0,s+1 (s+ 1) | ψ0〉〈ψs+1 | +
+
N−1∑
s=0
N−1∑
b=0
fsb
√
(s+ 1) (b+ 1) | ψs+1〉〈ψb+1 | +
−
N−1∑
s=0
N−1∑
b=0
fs+1,b+1 (b+ 1) | ψs+1〉〈ψb+1 |
]
(3.103)
The spectrum of this fuzzy Laplacian can be numerically calculated. Its
eigenvalues seem to converge to the spectrum of the continuum Laplacian for
functions on a disc, with boundary conditions on the edge of the disc of Dirichlet
homogeneous kind [43]. In the continuum case, the eigenvalue problem for the
Laplacian with Dirichlet homogeneous boundary conditions is solved by the
zeroes of the Bessel functions of first kind, namely λ is an eigenvalue if it solves
the implicit equation
Jn
(√
λ
)
= 0 (3.104)
where n is the order of the Bessel. In particular, those related to J0 are simply
degenerate, the other are doubly degenerate: so there is a sequence of eigenvalues
labelled by λn,k where n is the order of the Bessel function and k indicates that
it is the kth zero of the function. The spectrum of the fuzzy Laplacian is in
good agreement with the spectrum of the continuum explained case, even for
low values N of the dimension of truncation, as can be seen in figure 3.6.
What is interesting is that this definition of Laplacian (3.102) gives the
expected pattern of non degenerate and double degenerate eigenvalues. The
difference with the case of the spectrum of the fuzzy laplacian for the fuzzy
sphere is that now the ”fuzzy spectrum” is both a cut-off and an approximation
of the continuum spectrum. It is a cut-off because, of course, it is a finite rank
operator. The fact that it is an approximation is related to the fact that it has
been defined using a formalism whose building blocks are related to a noncom-
pact group, namely the Heisenberg-Weyl, so that there is no finite dimensional
realization of its generators.
The eigenfunctions for the continuum problem are:
ψn,k = e
inϕ
(√
λ|n|,kr
2
)|n| ∞∑
k=0
(−λ|n|,k)k
k! (|n|+ k)!
( r
2
)2k
= einϕJ|n|
(√
λ|n|,kr
)
(3.105)
In this expression n is an integer number, |n| is its absolute value: this is a way
to write eigenfunctions in a compact form, taking into account the degeneracy of
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Figure 3.6: Comparison of the first eigenvalues of the fuzzy Laplacian (circles)
with those of the continuum Laplacian (crosses) on the domain of functions
with Dirichlet homogeneous boundary conditions. The orders of truncation are
N = 9, 19, 29.
eigenvalues for |n| ≥ 1. Now, in the ’fuzzy’ approximation, one has a sequence of
eigenvalues λ
(N)
n,k , withN indicating the dimension of the fuzzyfication. The label
n runs from −N to +N , while k runs from 1 to N − |n|+1. To each eigenvalue
one can associate an eigenmatrix, indicated with Φˆ
(
λ
(N)
n,k
)
. Its symbol is a
function of z, z¯:
Φ
(
λ
(N)
n,k
)
= e−N |z|
2
N∑
a,b=0
Φ
(N)
ab
(
λ
(N)
n,k
)
z¯azb
(
Na+b
a!b!
)1/2
(3.106)
Some of them are plotted. In figure 3.7 it is plotted the radial shape of the
fuzzy Bessel relative to n = 0 and k = 1, so to say the fuzzy ground state of this
matrix model. The comparison shows that this fuzzy ground state converges to
the continuum eigenfunctions ψ0,1 (r, ϕ) for values of r inside the disc of radius
1, while it converges to zero outside the disc.
This behaviour is valid also for eigenstates of different eigenvalues. The plots
are for the symbols Φ
(
λ
(N)
0,2
)
in figure 3.8 and Φ
(
λ
(N)
0,3
)
in figure 3.9. Symbols
Φ
(
λ
(N)
0,k
)
and functions ψ0,k (r, ϕ) are seen to be radial functions.
This behaviour induces to define the eigenmatrices of the fuzzy Laplacian as
fuzzy Bessels.
Since fuzzy Bessels are obtained as eigenstates of an Hermitian operator, they
are defined up to a normalization factor. In view of their use, the continuum
Bessel functions are normalised as:∫ 2pi
0
dϕ
∫ 1
0
r dr
∣∣∣J|n| (√λ|n|,kr)∣∣∣2 = 1 (3.107)
while fuzzy Bessels are normalised by:∫ 2pi
0
dϕ
∫ ∞
0
r dr
∣∣∣Φ(λ(N)|n|,k)∣∣∣2 = 1 (3.108)
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Figure 3.7: Comparison of the radial shape for the ground state fuzzy Bessel
Φ
(
λ
(N)
0,1
)
(continuum line), the symbol of the eigenmatrix of the fuzzy Laplacian
with respect to the lowest eigenvalue, with ψ0,1 (r, ϕ), the ground state eigen-
function of the continuum problem (diamond line), for N = 3, 15, 30. The fuzzy
Bessel converges to zero outside the disc of radius 1.
These functions will play a role similar to the role ’fuzzy harmonics’ play in
the fuzzy sphere algebra: they will be seen as a fuzzy version of the basis of the
space of functions on the disc.
Given a function on the disc, if it is square integrable, f ∈ L2 (D, rdrdϕ):
f (r, ϕ) =
+∞∑
n=−∞
∞∑
k=1
fnke
inϕJ|n|
(√
λ|n|,kr
)
(3.109)
it is possible to truncate:
f (N) (r, ϕ) =
+N∑
n=−N
N+1−|n|∑
k=1
fnke
inϕJ|n|
(√
λ|n|,kr
)
(3.110)
This set of functions is a vector space, but it is no more an algebra with respect
to the pointwise product. The mapping
fˆ
(N)
θ =
+N∑
n=−N
N+1−|n|∑
k=1
fnkΦˆ
(
λ
(N)
n,k
)
(3.111)
define a sequence (indexed by N) of finite rank matrix algebras, whose formal
limit is an abelian algebra because of the constraint Nθ = 1. This is defined a
fuzzy disc.
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Figure 3.8: Comparison of the radial shape for the Φ
(
λ
(N)
0,2
)
fuzzy Bessel (con-
tinuum line), the symbol of the eigenmatrix of the fuzzy Laplacian with respect
to the eigenvalue λ
(N)
0,2 , with the function ψ0,2 (r) (r, ϕ) that is the eigenfunction
of the continuum problem with eigenvalue λ0,2. Here the orders of truncation
are N = 2, 15, 30. The fuzzy Bessel converges to zero outside the disc of radius
1.
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Figure 3.9: Comparison of the radial shape for the Φ
(
λ
(N)
0,3
)
fuzzy Bessel (con-
tinuum line), the symbol of the eigenmatrix of the fuzzy laplacian with respect
to the eigenvalue λ
(N)
0,3 , with the function ψ0,3 (r, ϕ) that is the eigenfunction of
the continuum problem with eigenvalue λ0,3. Here the orders of truncation are
N = 2, 15, 30. The fuzzy Bessel converges to zero outside the disc of radius 1.
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3.2.5 Free Field Theory on the Fuzzy Disc: Green’s func-
tions
The formalism developed lends itself readily for matrix approximations to field
theories on a disc [5]. For the real scalar case described by the action:
S =
∫
d2z φ∇2φ+ m
2
2
φ2 + V (φ) (3.112)
a quantum version can be studied using the path integral formalism. This path
integral is ill defined, relying on the concept of an integral with an infinite
dimensional functional measure. But the path integral can be made rigorous if
the space of admissible configurations for field variables is made finite. Such is
the case with this approximation. The fuzzy version of the action is:
S
(N)
θ =
1
π
Tr
[
Φˆ
(N)
θ ∇2Φˆ(N)θ +
m2
2
Φˆ
(N)
θ · Φˆ(N)θ + V (Φˆ(N)θ )
]
(3.113)
A first analysis is the calculation of the two points Green function for the free
massless scalar theory. In this case the path integral may be explicitly per-
formed, yielding just the inverse of the Laplacian with Dirichlet boundary con-
ditions which has been already computed. The fuzzy Laplacian is a map from
A(N)θ to itself, so it can be seen as a linear operator acting on the spaceC
(N+1)2
,
so to say a matrix belonging to M(N+1)2 . Its inverse will be a matrix belonging
to the same space, that can be mapped into a two points symbol via:
G
(N)
θ (z, z
′) = 4
N∑
m,n,p,q=0
e−
|z|2+|z′|2
θ (∇2)−1mnpq z¯pzqz′mz¯′n√
p!q!m!n!θm+n+p+q
(3.114)
This expression can be evaluated numerically (figure 3.10) and compared with
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Figure 3.10: Comparison between the Green’s function G(z, z′) as function of
z for z′ = i/2 On the left the exact function (with the singularity at z = z′
truncated), on the right the approximated function for N = 20.
the exact case, known from the classic theory of electrodynamics:
G(z, z′) =
1
2π
ln
|z − z′|
|z′|z| − z|z|−1| (3.115)
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The agreement is quite remarkable already for a small value of N . The
logarithmic divergence has been smoothened by the ultraviolet cutoff, but apart
from that the two functions are quite similar. The choice of different values of
z′ gives similar pictures.
It is very interesting to note that, since fuzzy Laplacian is represented by
an hermitian finite dimensional matrix, its inverse can be written in terms of a
spectral decomposition. If a matrix, say M , is hermitian, then its components
satisfy the condition Mab = M
∗
ba in terms of transposition and complex con-
jugation. Eigenvalue problem gives a number of real eigenvalues equal to the
dimension of the space on which the matrix acts:∑
b
Mabv
(k)
b = λ
(k)v(k)a (3.116)
here v
(k)
a indicates the ath components of the eigenvector relative to the eigen-
value λ(k). The inverse, if it exists, of the matrix M is a matrix G whose
components can be written as:
Gsq =
∑
k
v(k)s v
(k)
q /λ
(k) (3.117)
This line can be translated in the specific problem under analysis. The notion
of eigenvector of components v
(N)
a with eigenvalue λ(k) goes into that of fuzzy
Bessel Φ̂
(
λ
(N)
n,k
)
matrix, from which it is immediate to obtain the symbols. The
fuzzy Green function becomes:
G
(N)
θ (z, z
′) =
+N∑
n=−N
N+1−|n|∑
k=1
ψ
(N)
n,k (z
′)∗ ψ(N)n,k (z)
λ
(N)
|n|,k
(3.118)
This expression is exactly the same obtained by Madore in the case of a field
theory on a fuzzy sphere: the role of fuzzy harmonics is now played by fuzzy
Bessels.
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Appendix A
A.1 An elementary introduction to the theory
of C∗-algebras
This appendix is meant to be an introduction to some algebraic notions men-
tioned in the text. All the topics here recollected are covered, in more complete
form, in [22] and [9].
Let V a vector space defined over C, the field of complex numbers. A norm
on the vector space V is a map:
‖ · ‖ : V 7→ R
such that:
• ‖ v ‖≥ 0 ∀ v ∈ V ; ‖ v ‖= 0 ⇔ v = 0
• ‖ λv ‖= |λ | ‖ v ‖ ; ∀λ ∈ C and v ∈ C
• ‖ v + u ‖≤ ‖ v ‖ + ‖ u ‖ (triangle inequality)
A norm on V defines a metric d on V by d (v, u) ≡‖ v − u ‖ . A vector space
with a norm which is complete in the associated metric (in the sense that every
Cauchy sequence converges) is called a Banach space. On a Banach space B a
functional is a linear map:
ρ : B 7→ C
The norm of such a functional is defined by:
‖ ρ ‖≡ sup {|ρ (v)| / ‖ v ‖ ; v ∈ B} (A.1)
A linear functional is continuous if and only if it is bounded. The dual B∗ space
of a Banach space is the space of all functionals on B: it is an example of a
Banach space.
On a vector space it is possible to define an inner product, a map:
〈· | ·〉 : V × V 7→ C
such that:
• it is bilinear in both entries
• 〈 v | v 〉 ≥ 0 ∀ v ∈ V . Moreover 〈 v | v 〉 = 0 ⇔ v = 0
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• it is skew-hermitian1 : 〈 v | u 〉 = 〈u | v 〉 ∀u v ∈ V
From these axioms, it is possible to derive the Cauchy-Schwarz inequality:
|〈 v | u 〉|2 ≤ 〈 v | v 〉 〈u | u 〉
An Hilbert space H is a vector space with an inner product which is complete
in the associated norm: it is an example of a Banach space. It can be proved to
be completely characterised by its dimension, i.e. the cardinality of an arbitrary
orthogonal basis.
On a Banach space B a bounded operator is a linear map:
Aˆ : B 7→ B
whose norm is defined by:
‖ Aˆ ‖≡ sup {‖ Aˆ v ‖ / ‖ v ‖ ; v ∈ B} (A.2)
The space B (B) of bounded operators on a Banach space, with this definition
of norm, is itself a Banach space.
An algebra is a vector space with an associative bilinear operation, the mul-
tiplication, which is compatible with the linear structure. If AB denotes such a
multiplication:
(A+B)C = AC + BC A (B + C) = AB + AC (A.3)
A Banach space is defined to be a Banach algebra if it is an algebra such that
the multiplication is separately continuous in each variable:
‖ AB ‖≤ ‖ A ‖ ‖ B ‖ (A.4)
The Banach space of bounded operators on a Banach space B (B) is equipped
with such a multiplication considering the product as the standard composition
of operators: so it becomes a Banach algebra.
An involution on an algebra is a real-linear map A 7→ A∗, satisfying, for
every pair of algebra elements and every complex scalar:
• A∗∗ = A
• (AB)∗ = B∗A∗
• (λA)∗ = λA∗
A ∗-algebra is an algebra with an involution. The Banach algebra B (H) of
bounded operators on a Hilbert space is a ∗-algebra if the involution is the
operation Aˆ 7→ Aˆ† that maps the operator Aˆ into its adjoint Aˆ†. Moreover, for
this ∗-algebra there is a relation between the involution and the notion of norm,
that is the operator norm. It can be proved that:
‖ Aˆ ‖= ‖ Aˆ† ‖ (A.5)
The importance of a relation between the notion of involution and that of norm
in a Banach algebra is such to motivate the introduction of the notion of C∗-
algebra.
1The overline on the complex numbers indicates the complex conjugation.
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A C∗-algebra is a Banach, complex, ∗-algebra, whose norm satisfies, for
every pair of elements:
‖ AB ‖ ≤ ‖ A ‖ ‖ B ‖
‖ AA∗ ‖ = ‖ A ‖2 (A.6)
The algebra of bounded operators on a Hilbert space is a C∗-algebra.
A morphism between two C∗-algebras A and A′ is a complex-linear map
φ : A 7→ A′ such that ∀A , B ∈ A:
φ (AB) = φ (A) φ (B)
φ (A∗) = (φ (A))∗ (A.7)
An isomorphism is a bijective morphism. Two C∗-algebras are isomorphic if
there is an isomorphism between them.
A unit in a C∗-algebra (or in a Banach algebra) is an element 1 such that,
for every element A of this algebra one has:
A = A1 = 1A
For a C∗-algebra2 this also implies that the norm of the identity is 1. With a
unit, an algebra is called unital: an important result in this context is that a
nonunital Banach algebra can always be extended to a unital Banach algebra.
A state on a C∗-algebra A is a linear map σ : A 7→ C which is positive (it
means that ∀A ∈ A, one has σ (A∗A) ≥ 0) and of norm 1. The set of states
S (A) is given the weak ∗-topology if the convergence of a sequence {σn} ∈
S (A) is defined by limn σn → σ if and only if limn σn (A) = σ (A) for every
A ∈ A. Equipped with this topology, the set of states S (A) is a convex set.
Pure states are those which cannot be expressed as a convex combination of
states. If the C∗-algebra is unital, the set of states can be proved to be compact.
If X is a compact Hausdorff space, let C (X) be the space of all the complex
continuous functions on X . If the involution is given by the usual complex
conjugation for elements on C, and the norm is the so called sup-norm:
‖ f ‖∞≡ sup
x∈X
|f (x)| (A.8)
then C (X) is a unital C∗-algebra. If the space X is locally compact (each point
has a compact neighborhood), then C0 (X) is the space of complex continuous
functions vanishing at infinity (this means that for each ǫ > 0 there is a compact
subset K ⊂ X such that |f (x)| < ǫ for all x outside K). Equipped with the
usual involution, and the sup-norm, the space C0 (X) is a nonunital C
∗-algebra.
The commutative GNS theorem proves that these two examples are paradig-
matic. For every commutative C∗-algebra A, there exists a locally compact
space X such that A is isometrically isomorphic to the C∗-algebra C0 (X).
Here isometrically means that this isomorphism preserves the norm of the ele-
ments of the algebras. If the A is unital, then X can be proved to be compact.
Moreover, X is proved to be homeomorphic to the set of pure states of the
C∗-algebra A. One could say that any commutative C∗-algebra can be realised
2This result is not valid for a Banach algebra, where the condition that the norm of the
identity element is 1 must be put as a definition.
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as the C∗-algebra of complex valued functions over a locally compact Hausdorff
space.
The space B (H) of bounded operators on a complex separable Hilbert space,
with the involution given by the adjoint operation, and the norm given by A.2, is
a unital C∗-algebra. The GNS theorem proves that, for every noncommutative
C∗-algebra A, there exists an Hilbert space H such that A is isomorphic to a
norm closed ∗-subalgebra of B (H). The constructive GNS proof of this theorem
proceeds defining, starting from a state σ ∈ A, a separable Hilbert space Hσ,
and a representation (a ∗-morphism):
πσ : A 7→ B (Hσ)
This representation is cyclic: this means that in Hσ there is a cyclic vector ψσ,
that is a vector such that the span of πσ (A) · ψσ for all A ∈ A, coincides with
the whole Hσ. With GNS representations (πσ,Hσ) it is possible to introduce a
universal representation πU , given by their direct sum, on the space:
HU ≡ ⊕σ∈S(A)Hσ (A.9)
It can be proved that the universal representation (πU ,HU ) defines a C∗-algebra
isomorphism between A and B (HU). In this approach, a state σ ∈ S (A) is a
pure state if and only if its associated GNS representation (πσ,Hσ) is irreducible.
It is then represented as a ray of the vector space Hσ.
A.2 Fourier symplectic transform
In the standard approach, Fourier analysis starts considering an integrable func-
tion on a vector space, equipped with the translationally invariant Lebesgue
measure, f ∈ L1 (Rm, dz), so that Fourier transform of f is defined by:
fˇ (w) =
∫
dz
(2π)
m/2
f (z) e−iw·z (A.10)
This map can be inverted, modulo a measurability condition for the the local
variation of the function f : the inverse, the Fourier antitransform, is given by:
f (z) =
∫
dw
(2π)m/2
fˇ (w) eiz·w (A.11)
Plancherel theorem shows the way this map can be extended to the space of
square integrable functions, and that, on this Hilbert space, it defines a unitary
operator. It is usually said that the two variables, in this example z and w, are
Fourier conjugate. From a more geometrical point of view, this map is defined
via a unitary representation of the translation group
(
R
m
,+
)
. The integral
kernel in the expressions above is a phase factor, that defines a representation
of the unitary action of the linear functional w on the vector z. This kind of
harmonic analysis perfectly fits with the general theory of noncompact abelian
groups: the dual space of such groups coincides with the group itself. So,(
R
m)∗
= R
m
. The action of the w coordinate on the z coordinate is written
in terms of a scalar product, and the expression z · w can be seen as the image
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of a symmetric 2-form on the pair of vectors z and w, following the natural
identification.
In the setting described in the text, there is actually a vector space, equipped
with a symplectic, translationally invariant, 2-form,
(
L ≃ R2n, ω
)
. It seems
natural to perform an harmonic analysis for this homogeneous space using this
very structure. Such a symplectic form can always be brought in the canonical,
Darboux, form, represented by a matrix ω˜3, via an invertible transformation.
Moreover, such a T is not uniquely determined by ω. The composition of T
with an arbitrary symplectic tranformation gives another transformation, still
reducing ω in the canonical form:
T tω˜T = ω (A.12)
The symplectic Fourier transform [16] is (|T | is the determinant of T ):
f˜ (w) =
∫
dz
(2π)
n |T | f (z) e−iω(z,w) (A.13)
This can be inverted:
f (z) =
∫
dw
(2π)
n |T | f˜ (w) eiω(z,w) (A.14)
In this definition it is encoded the ambiguity in the realization of T . This
definition can be seen to be covariant for symplectic transformation. If Φ is a
symplectic transformation in R
2n
, then it induces a transformation (the push-
forward) in the set of functions on that space:
Φ∗f = f ◦ Φ−1 (A.15)
or equivalently:
(˜Φ∗f) = Φ∗
(
f˜
)
(A.16)
A.3 Generalised coherent states
In the main text the concept of generalised coherent states has been extensively
used. It has been used to describe the introduction of a set of quantizer operators
in chapter one, and to define, following the work of Berezin on quantization,
maps from operators to functions (symbols) on the sphere and on the plane
in chapter three. The aim of this appendix is to briefly recollect the main
definitions and results, to make easier the reading of the main text. The main
reference is [33].
The analysis starts considering a Lie groupG, and Uˆ (g) a unitary irreducible
representation of this group on a Hilbert spaceH. Chosen a fiducial vector | ψ0〉
in H, one obtains a set of vectors for each element of the group, acting on it
with Uˆ (g):
| ψg〉 ≡ Uˆ (g) | ψ0〉 (A.17)
3In the usual identification of R
2n
with the symplectic phase space of certain classical
dynamics T ∗R
n
, with coordinates (qa, pb), the matrix representing the canonical symplectic
form is ω˜ = dqa ∧ dpa.
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Two such vectors are considered equivalent if they correspond, quantum-mechanically,
to the same state, i.e. if they differ by a phase. So | ψg〉 ≃| ψg′〉 if | ψg〉 =
eiφ(g,g
′) | ψg′〉. This condition is equivalent to Uˆ
(
g′−1g
) | ψ0〉 = eiφ(g,g′) | ψ0〉.
If H is the subgroup of G whose elements are represented, by Uˆ , as operators
whose action on the fiducial vector is just a multiplication by a phase, then
the equivalence relation is among points of G, and the quotient is the space
G/H . If H is maximal, then it is called isotropy subgroup for the state | ψ0〉.
Choosing a representative g (x) in each equivalence class x ∈ X = G/H (which
is a cross section of the fiber bundle G with base X) defines a set of vectors
on H, depending, clearly, on G and | ψ0〉. This set of states is called a system
of coherent states for G. As it has been presented in section 3.1.2, the state
corresponding to the vector | x〉 may be considered as the range of a rank one
projector in H. Thus, the system of generalised coherent states determines a set
of one dimensional subspaces in H, parametrised by points of the homogeneous
space X = G/H . An evolution of this analysis drives naturally to the issue of
overcompleteness for the system of coherent states, mentioned in (1.124), (3.61),
(3.19).
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Appendix B
B.1 Product among symbols in the Weyl-Wigner
isomorphism
In this appendix there are recollected the calculations performed following the
definition of the Weyl-Wigner isomorphism between a subset of functions in
F
(
G× G˜
)
(G is a compact simple Lie group, and G˜ is a discrete set, whose
values label the UIR’s of the group, and the elements of the basis chosen in
each space for each inequivalent representation) and the set of Hilbert-Schmidt
operators on the space H = L2 (G, dµ).
In this Hilbert space, one can consider a set of generalized states that con-
stitute a basis, such that, if ψ ∈ H, then:
〈g | ψ〉 = ψ (g)
and satisfy an uncountable form of completeness relation:∫
dµ | g〉〈g |= 1 〈g | g′〉 = δ (g′g−1)
Two sets of operators are defined in such a way that:(
Vˆ (g′)ψ
)
(g) = ψ
(
g′−1g
)
(B.1)
(
Uˆ (jmn)ψ
)
(g) = Djmn (g)ψ (g) (B.2)
where Djmn (g) are the matrix elements of the representative of group element
g in the representation labelled by j.
Quantizer operators are (2.76):
Wˆ (g, jmn) =
∑
j′,m′,n′
Nj′
∫
dµ′Uˆ (j′n′m′) Vˆ (g′)Djmn (g
′)Dj
′
m′n′
(
g−1s0
(
g′−1
))
(B.3)
then the isomorphism is realized by:
Aˆ =
∑
j,m,n
Nj
∫
G
dµA (g, jmn) Wˆ (g, jnm) (B.4)
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A (g, jmn) = Tr AˆWˆ (g, jmn) (B.5)
The product among symbols is (eq.2.84):
(A ∗B) (g, γ) = TrAˆBˆWˆ (g, γ) (B.6)
(A ∗B) (g, γ) =
∑
γ˜ γˇ
Nj˜Njˇ
∫
G
dµ˜
∫
G
dµˇA (g˜, γ˜)B (gˇ, γˇ)
[
Tr Wˆ (g, γ) Wˆ
(
g˜, γ˜
)
Wˆ
(
gˇ, γˇ
)]
(B.7)
As it has been stressed in the main text, this product is non local, and the
integral kernel is given by the trace term between square brackets. To analyse
this term, the first step is to study the possibility of a kind of inversion of (2.76).
From the fact that D functions are matrix elements of a UIR, one has:
Dj
′
m′n′
(
g−1s0
(
g′−1
))
=
Nj′∑
s=1
Dj
′
m′s
(
g−1
)
Dj
′
sn′
(
s0
(
g′−1
))
=
Nj′∑
s=1
(
Dj
′
sm′ (g)
)∗
Dj
′
sn′
(
s0
(
g′−1
))
(B.8)
and then
Wˆ (g, γ) =
∑
γ′
Nj′
∫
G
dg′ Uˆ (j′, n′,m′) Vˆ (g′) ·
·Djmn (g′)
Nj′∑
s=1
(
Dj
′
sm′ (g)
)∗
Dj
′
sn′
(
s0
(
g′−1
))
Since D functions are an orthonormal basis for H, one can put:∫
G
dg Wˆ (g, γ)Dj
′′
n′′m′′ (g) =
∑
γ′
∫
G
dg′
∫
G
dg Uˆ (j′, n′,m′) Vˆ (g′)Djmn (g
′) ·
·
Nj′∑
s=1
(
Dj
′
sm′ (g)
)∗
Nj′D
j′′
n′′m′′ (g)D
j′
sn′
(
s0
(
g′−1
))
Integration on dg in the RHS gives:∫
G
dg Wˆ (g, γ)Dj
′′
n′′m′′ (g) =
∑
n′
∫
G
dg′Uˆ (j′′, n′,m′′) Vˆ (g′)Djmn (g
′)Dj
′′
n′′n′
(
s0
(
g′−1
))
(B.9)
Again using orthonormality of D functions:∑
γ
∫
G
dg Wˆ (g, γ) · Dj′′n′′m′′ (g)
(
Djmn (g˜)
)∗
Nj =
·
∑
n′
∑
γ
∫
G
dg′Uˆ (j′′, n′,m′′) Vˆ (g′) ·
· Djmn (g′)
(
Djmn (g˜)
)∗
NjD
j′′
n′′n′
(
s0
(
g′−1
))
(B.10)
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Summation over discrete indices γ gives a δ
(
g˜g′−1
)
factor in RHS:∑
γ
∫
G
dg Wˆ (g, γ) · Dj′′n′′m′′ (g)
(
Djmn (g˜)
)∗
Nj =
=
∑
n′
Uˆ (j′′, n′,m′′) Vˆ (g˜)Dj
′′
n′′n′
(
s0
(
g˜−1
))
(B.11)
Now one can even saturate the index n′′:∑
n′′
∑
γ
∫
G
dg Wˆ (g, γ) · Dj′′n′′m′′ (g)
(
Djmn (g˜)
)∗
NjD
j′′
kn′′ (s0 (g˜)) =
=
∑
n′
Uˆ (j′′, n′,m′′) Vˆ (g˜)Dj
′′
kn′ (e) =
= Uˆ (j′′, k,m′′) Vˆ (g˜) (B.12)
the last equality comes from Dj
′′
kn′ (e) = δkn′ since e is the identity of the group
G. Finally one has:
Uˆ
(
j˜, n˜, m˜
)
Vˆ (g˜) =
∑
γ
∫
G
dg Wˆ (g, γ)Dj˜n˜m˜ (s0 (g˜) g)
(
Djmn (g˜)
)∗
Nj (B.13)
This can be seen as a sort of antitransform of (2.76).
The second step of the analysis just gives the composition properties of Uˆand
Vˆ operators:
Uˆ (j′, n′,m′) Uˆ (j′′, n′′,m′′) =
∑
JNM,λ
Cj
′,j′′,J λ
n′m′,n′′m′′,NM Uˆ (J,N,M) (B.14)
Uˆ (j′, n′,m′) Vˆ (g′) Uˆ (j′′, n′′,m′′) Vˆ (g′′) =
Nj′′∑
k=1
∑
JNM,λ
Dj
′′
n′′k
(
g′−1
)
Cj
′,j′′,J λ
n′m′,km′′,NM Uˆ (J,N,M) Vˆ (g
′g′′)
(B.15)
where the meaning of the coefficient has been explained in the main text.
The third step is to study the composition properties in the set of Wˆ . From
the last relations, it is easy to see that:
Wˆ (g, γ) Wˆ (g˜, γ˜) =
∑
γ′ γ′′
Nj′Nj′′
∫
G
dg′
∫
G
dg′′
Nj′′∑
k=1
∑
JNM,λ
·
· Dj′′n′′k
(
g′−1
)
Cj
′,j′′,J λ
n′m′,km′′,NM Uˆ (J,N,M) Vˆ (g
′g′′) ·
· Djmn (g′)Dj
′
m′n′
(
g−1so
(
g′−1
))
Dj˜m˜n˜ (g
′′)Dj
′′
m′′n′′
(
g˜−1so
(
g′′−1
))
Substitution of (B.13) into the RHS of the previous relation gives:
Wˆ (g, γ) Wˆ (g˜, γ˜) =
∑
γ′ γ′′ γ′′′
Nj′Nj′′Nj′′′
∫
G
dg′
∫
G
dg′′
∫
G
dg′′′
Nj′′∑
k=1
∑
JNM,λ
·Dj′′n′′k
(
g′−1
)
· Cj′,j′′,J λn′m′,km′′,NMWˆ (g′′′, γ′′′)DJNM (so (g′g′′) g′′′)
(
Dj
′′′
m′′′n′′′ (g
′g′′)
)∗
·
· Djmn (g′)Dj
′
m′n′
(
g−1so
(
g′−1
)) ·
· Dj˜m˜n˜ (g′′)Dj
′′
m′′n′′
(
g˜−1so
(
g′′−1
))
(B.16)
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The definition (2.84) indicates that the problem is evaluating the trace of the
product of three Wˆ operators. One has:
Tr
[
Wˆ (g, γ) Wˆ (g˜, γ˜) Wˆ (gˇ, γˇ)
]
=
∑
γ′ γ′′ γ′′′
Nj′Nj′′Nj′′′
∫
G
dg′
∫
G
dg′′
∫
G
dg′′′
Nj′′∑
k=1
∑
JNM,λ
·
· Dj′′n′′k
(
g′−1
)
Cj
′,j′′,J λ
n′m′,km′′,NMD
J
NM (so (g
′g′′) g′′′) ·
·
(
Dj
′′′
m′′′n′′′ (g
′g′′)
)∗
D(jmn (g
′)Dj
′
m′n′
(
g−1so
(
g′−1
)) ·
· Dj˜m˜n˜ (g′′)Dj
′′
m′′n′′
(
g˜−1so
(
g′′−1
)) ·
· Tr
[
Wˆ (g′′′, γ′′′) Wˆ (gˇ, γˇ)
]
(B.17)
Since:
Tr
[
Wˆ (g′′′, γ′′′) Wˆ (gˇ, γˇ)
]
=
1
Nj′′′
δj′′′ jˇδm′′′nˇδn′′′mˇδ
(
gˇ−1g′′′
)
(B.18)
So one obtains the final expression for the integral kernel of the star product
(2.84):
Tr
[
Wˆ (g, γ) Wˆ
(
g˜, γ˜
)
Wˆ
(
gˇ, γˇ
)]
=
∑
γ′ γ′′
∑
Γ,λ
∫
G
dg′
∫
G
dg′′
Nj′′∑
k=1
Nj′Nj′′D
j′′
n′′k
(
g′−1
) ·
· Cj′,j′′,J λn′m′,km′′,NMDJNM (so (g′g′′) gˇ)
(
Djˇmˇnˇ (g
′g′′)
)∗
·
· Djmn (g′)Dj
′
m′n′
(
g−1so
(
g′−1
))
Dj˜n˜m˜ (g
′′) ·
· Dj′′m′′n′′
(
g˜−1so
(
g′′−1
))
(B.19)
(here Γ is a short for (J,N,M))
96
Bibliography
[1] R.Abraham, J.E.Marsden, Foundations of Mechanics, 2nd ed., Addison-
Wesley (1985).
[2] J.C.Baez, I.E.Segal, Z.Zhou, Introduction to Algebraic and Constructive
Quantum Field Theory, Princeton Univ. Press (1992).
[3] A.P.Balachandran, G.Immirzi, J.Lee, P.Presnaider, Dirac operators on
coset spaces, J.Math.Phys. 44 (2003) 4713.
[4] A.P.Balachandran, B.P.Dolan, J.Lee, X.Martin, D.O’Connor, Fuzzy com-
plex projective spaces and their star products, J.Geom.Phys. 43 (2002) 184.
[5] W.Bietenholz, F.Hofheinz, J.Nishimura, Noncommutative field theories be-
yond perturbation theory, Fortschr.Phys. 51 (2003) 745; A.P.Balachandran,
X.Martin, D.O’Connor, Fuzzy actions and their continuum limits,
Int.J.Mod.Phys. A 16 (2001) 2577; B.P.Dolan, D.O’Connor, P.Presnaider,
Matrix models on the fuzzy sphere hep-th/0204219.
[6] F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowitz, D. Sternheimer, Defor-
mation theory and quantization. I. Deformations of symplectic structures.
II. Physical applications, Ann. Phys. 111 (1978) 61.
[7] F.Berezin, General concept of quantization, Comm.Math.Phys. 40 (1975)
153.
[8] J.F.Carinena, L.A.Ibort, G.Marmo, A.Stern, The Feynman problem and
the inverse problem for Poisson dynamics Physics Reports 263 (1995) 3.
[9] A.Connes, Noncommutative Geometry, Academic Press (1994); G.Landi,
An introduction to Noncommutative Spaces and their Geometries, vol.51 of
Lecture Notes in Physics. New Series M, Monographs (1997); J.M.Gracia-
Bondia, J.C.Varilly, H.Figueroa, Elements of Noncommutative Geometry,
Birkha¨user (2000).
[10] A.Connes, Compact metric spaces, Fredholm modules and hypefiniteness,
Ergodic Theory and Dynamical Systems, 9 (1989) 207; A.Connes,Gravity
coupled with matter and the foundations of noncommutative geometry,
Comm.Math.Phys. 182 (1996) 155.
[11] J.P.Dahl, Physica Scripta 25 (1982) 499; F.Antonsen, The Wigner-Weyl-
Moyal formalism on Algebraic structures, Int.J.Theor.Phys. 37 (1998) 697.
97
[12] P.A.M.Dirac, The principles of Quantum Mechanics, Clarendon Press
(1958).
[13] P.A.M.Dirac, The fundamental equations of quantum mechanics,
Pro.Royal.Soc. A109 (1926) 642; P.A.M.Dirac On quantum algebras,
Proc.Camb.Phil.Soc. 23 (1926) 412.
[14] S.Doplicher, K.Fredenhagen, J.E.Roberts, The quantum structure of space-
time at the Planck scale and quantum fields, Comm.Math.Phys. 172 (1995)
187.
[15] H.Figueroa, J.M.Gracia-Bondia, J.C.Varilly, Moyal quantization with
compact symmetry groups and noncommutative harmonic analysis,
J.Math.Phys. 31 11 (1990) 2664; H.Grosse, P.Presnaider, The construc-
tion of noncommutative manifolds using coherent states, Lett.Math.Phys.
28 (1993) 239.
[16] G. B. Folland, Harmonic Analysis in Phase Space, Princeton University
Press (1989).
[17] V.Gayral, J.M.Gracia-Bondia, B.Iochum, T.Schu¨ker, J.C.Varilly, Moyal
Planes are Spectral Triples, Comm.Math.Phys. 246 4 (2004) 569.
[18] H.Grosse, A.Strohmaier, Towards a nonperturbative covariant regulariza-
tion in 4D quantum field theories, Lett.Math.Phys. 48 (1999) 163.
[19] A.B.Hammou, M.Lagraa, M.M.Sheikh-Jabbari, Coherent state induced
star-product on R
3
λ and the fuzzy sphere, Phys.Rev.D 66 (2002) 025.
[20] M.Hillery, R.F.O’Connell, M.O.Scully, E.P.Wigner, Phys.Rep. 106 (1984)
121.
[21] C.J.Isham, Modern Differential Geometry for Physicists, World Scientific
(1989).
[22] N.P.Landsman, Lecture Notes on C∗-algebras, Hilbert C∗-modules, and
Quantum Mechanics, math-ph/9807030.
[23] F.Lizzi, Fuzzy two-dimensional spaces, Proceedings to the Euroconference
beyond the standard model, Portoroz, 2003, hep-ph/0401043.
[24] F.Lizzi, P.Vitale, A.Zampini, The fuzzy disc, JHEP 0308 (2003) 057; F.
Lizzi, P. Vitale, A. Zampini, From the fuzzy disc to edge currents in Chern-
Simons Theory. In Mod.Phys.Lett.A -Special Issue- 18, 33-35 (2003) Space-
time and Fundamental Interactions: Quantum Aspects.
[25] J.Madore, The fuzzy sphere, Class. and Quant.Gravity 9 (1992) 69.
[26] J.Madore, An introduction to noncommutative differential geometry and its
physical applications, Lect.Notes London Math.Soc. 206 (1995) Cambridge
University Press.
[27] G.Marmo, E.Saletan, A.Simoni, B.Vitale, Dynamical Systems - A differen-
tial geometric approach to symmetry and reduction, J.Wiley, (1985).
98
[28] S.Minwalla, M.Van Raamsdonk, N.Seiberg, Noncommutative perturbative
dynamics, JHEP 02 (2000) 020; S.Vaidya, B.Idry, On the origin of the
UV-IR mixing in noncommutative matrix geometry, hep-th/0305201.
[29] C.Moreno, P.Ortega-Navarro, ∗-products on D1 (C) , S2 and related spec-
tral analysis, Lett.Math.Phys. 7 (1983) 181; C.Moreno, P.Ortega-Navarro,
Deformations of the algebra of functions on hermitian symmetric spaces
resulting from quantization, Ann.Inst.Henri Poincare´, vol.XXXVIII n.3
(1983) 215.
[30] J. E. Moyal, Quantum mechanics as a statistical theory, Proc. Cambridge
Phil. Soc. 45 (1949) 99; H.Groenwold, On the principles of elementary
quantum mechanics, Physica 12 (1946) 405.
[31] N.Mukunda, G.Marmo, A.Zampini, S.Chaturvedi, R.Simon, Wigner-
Weyl isomorphism for quantum mechanics on Lie groups, to appear in
J.Math.Phys. 46 1 (2005) 1 , quant-ph/0407257.
[32] N.Mukunda, S.Chaturvedi, R.Simon, Wigner distributions for non-Abelian
finite groups of odd order, Phys.Lett.A 321 (2004) 160-166; N.Mukunda,
Arvind, S.Chaturvedi, R.Simon, Wigner distributions and quantum me-
chanics on Lie groups: the case of regular representation, J.Math.Phys. 45
(2004) 114.
[33] A.Perelomov, Generalized Coeherent States and Their Applications,
Springer-Verlag (1986).
[34] A.Pinzul, A.Stern, W-infinity algebras from noncommutative Chern-
Simons theory, Mod.Phys.Lett. A 18 (2003) 1215; A.Pinzul, A.Stern, A
new class of two dimensional noncommutative spaces, JHEP 03 (2002)
039; G.Alexanian, A.Pinzul, A.Stern, Generalised coherent state approach
to star products and applications to the fuzzy sphere, Nucl.Phys. B 600
(2001) 531; A.P.Balachandran, K.S.Gupta, S.Ku¨rkc¸u¨ogˇlu, Edge currents
in noncommutative Chern-Simons theory from a new matrix model, JHEP
09 (2003) 007; A.P.Polychronakos, Quantum Hall states as matrix Chern-
Simons theory, JHEP 04 (2001) 011; A.P.Polychronakos, Quantum Hall
states on the cylinder as unitary matrix Chern-Simons theory, JHEP 06
(2001) 070.
[35] A.P.Prudnikov, Y.A.Brychkov, O.I.Marichev, Integrals and Series, Gordon
and Breach Science Publishers (1988).
[36] S.Ramgoolam, On spherical harmonics for fuzzy spheres in diverse dimen-
sions, Nucl.Phys. B610 (2001) 461.
[37] M.Reed, B.Simon, Functional Analysis, Academic Press, 1972.
[38] M.Rieffel, Deformation Quantization for Actions of R
d
, Memoirs of the
Amer.Math.Soc. 506, Providence, RI (1993).
[39] M.Rieffel, C∗-algebras associated with irrational rotations, Pacific J.Math.
93 (1981) 415; M.Rieffel, Noncommutative Tori - a case study of noncom-
mutative differentiable manifold, Contemp.Math. 105 (1990) 191.
99
[40] M.Rieffel, Metrics on state spaces math.OA/9906151; M.Rieffel, Matrix
algebras converge to the sphere for quantum Gromov-Hausdorff distance
math.OA0108005; M.Rieffel, Gromov-Hausdorff distance for quantum met-
ric spaces math.OA/0011063.
[41] I.E.Segal, General Postulates for Quantum Mechanics, Ann.Math. 48 4
(1947) 930.
[42] B.Simon, Representation of finite and compact groups, AMS (1996).
[43] V.I.Smirnov, A course of higher mathematics I.N. Sneddon ed., Pergamon
Press, 1964.
[44] H.S.Snyder, Quantised spacetime, Phys.Rev. 71 (1947) 38; H.S.Snyder, The
electromagnetic field in quantised spacetime, Phys.Rev. 72 (1947) 68.
[45] R.J.Szabo, Quantum Field Theory on Noncommutative Spaces, Phys.Rep.
378 (2003) 207.
[46] W.Thirring, A course in mathematical physics 3 - Quantum mechanics of
atoms and molecules, Springer-Verlag (1979).
[47] J.C.Varilly, J.M.Gracia-Bondia, Algebras of distribution suitable for phase
space quantum mechanics I,II, J.Math.Phys 29 (1988) 869-879 and 880-887
[48] D.A.Varshalovich, A.N.Moskalev, V.K.Kersonskii, Quantum Theory of An-
gular Momentum, World Scientific (1988).
[49] J.von Neumann, Mathematical Foundations of Quantum Mechanics,
Princeton University Press (1955).
[50] J.von Neumann, Collected Works, voll.2,4, Continuous Geometry and other
topics, Pergamon Press (1962).
[51] H. Weyl, The theory of groups and Quantum Mechanics, Dover (1931).
[52] E.P.Wigner, Quantum corrections for thermodynamic quilibrium,
Phys.Rev. 40, (1932) 749; E.P.Wigner, Z.Phys.Chem. B19 (1932)
203.
[53] E.P.Wigner, Group Theory and its applications to the Quantum Mechanics
of Atomic Spectra, Academic Press (1959).
[54] E.Witten, Noncommutative geometry and string field theory, Nucl.Phys.
B268 (1986) 253; N.Seiberg, E.Witten, String theory and noncommutative
geometry, JHEP 09 (1999) 032.
[55] C.N.Yang, On quantised spacetime, Phys.Rev. 72 (1947) 874.
[56] C.Zachos, A survey of star-product geometry, hep-th/0008010; C.Zachos,
Geometrical evaluation of star products, J.Math.Phys. 41 (2000) 5129.
100
acknowledgements
to my travelmates...
Vorrei ringraziare Beppe e Fedele - il prof.Marmo e il prof.Lizzi - perche`
nella mia rivoluzione culturale sono stati un grande timoniere e un piccolo tim-
oniere: un grazie enorme per tutte le volte in cui mi sono rivolto a loro cercando
una figura materna, e loro si sono assunti la responsabilita` di rivolgersi a me
assumendo un ruolo paterno.
Vorrei ringraziare Bala - il prof.Balachandran - che mi ha accolto a Syra-
cuse, invitandomi a discutere di fisica con lui nella stanza 316, e raccontandomi
meravigliose storie della sua terra.
Vorrei ringraziare Patrizia - la Dr.Vitale - per la gentilezza che ha intessuto
nei nostri dialoghi, e poi Zac, Alberto, Franco - il prof.Zaccaria, il prof.Simoni,
il Dr.Ventriglia - per il sorriso e la semplicita` con la quale mi hanno ascoltato.
Vorrei ringraziare Rodolfo e GianFausto - il prof.Figari e il prof.Dell’Antonio
- per la naturalezza con la quale mi hanno incoraggiato.
Vorrei ringraziare Gianni - il prof.Landi - per avermi dato la liberta` di raccon-
targli le mie storie tre anni fa, all’inizio di una avventura, e poi poche settimane
fa, negli stessi luoghi, al compimento di questa stessa avventura.
Vorrei ringraziare Al, Pepe, Joe, Mukunda - il prof.Stern, il prof.Gracia-
Bondia, il prof.Varilly, il prof.Mukunda - per la sincerita` con la quale mi hanno
narrato le loro storie, durante i loro soggiorni a Napoli.
Vorrei ringraziare Giovanna, Rebecca, Alessandro e Antonella. Loro nei loro
nomi, nei loro sorrisi.
Vorrei ringraziare tutti i miei compagni di viaggio dottorandi del Diparti-
mento, perche` insieme il nostro grande spazio e` divenuto una agora`, e Guido, per
l’umilta` con la quale ha semplificato la mia interazione con l’amministrazione della
burocrazia universitaria.
To all of you...many many thanks!
101
