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ABSTRACT 
Finite dimensional indefinite inner product spaces of vector valued rational 
functions which are (1) invariant under the generalized backward shift and (2) subject 
to a structural identity, and subspaces and “superspaces” thereof are studied. The 
theory of these spaces is then applied to deduce a generalization of a pair of rules due 
to Iohvidov for evaluating the inertia of certain subblocks of Hermitian Toeplitz and 
Hermitian Hankel matrices. The connecting link rests on the identification of a 
Hermitian matrix as the Gram matrix of a space of vector valued functions of the type 
considered in the first part of the paper. Corresponding generalizations of another 
pair of theorems by Iohvidov on the rank of certain subblocks of non-Hermitian 
Toeplitz and non-Hermitian Hankel matrices are also stated, but the proofs will be 
presented elsewhere. 
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1. INTRODUCTION 
In recent years the theory of structured reproducing kernel Hilbert 
spaces of vector valued analytic functions of the type introduced by 
de Branges [9] h ave been found useful in such diverse fields as interpolation 
[14, 151, lossless inverse scattering [l, 4, 111, canonical equations [ 171, and 
operator models [2, 101. The subsequent generalization of these spaces to the 
Pontryagin space setting [3] opened the gate to new applications, including 
new approaches to the theory of matrix orthogonal polynomials [13, 161. 
Reproducing kernel Pontryagin spaces of this type are vector spaces of 
m X 1 vector valued functions which are typically meromorphic in either the 
unit disc D or the open upper half plane @+ and furthermore are 
(1) invariant with respect to the generalized backwards shift 
(R 
a 
f)(A) =f(A)-f(cu) 
h-a 
(1.1) 
(for cy in the domain of analyticity of f> with an 
(2) indefinite inner product [ , 1, which is subject to a certain structural 
(3) identity [(2.3)-(2.41, as will be elaborated upon below]. Moreover, the 
indefinite product is 
(4) nondegenerate: if [ f, g] = 0 for every g in the space, then f = 0. 
In this paper we investigate the theory of finite dimensional vector spaces 
of vector valued meromorphic (actually they turn out to be rational) functions 
which satisfy (11, (2), and (3), but drop (4). In other words, if fl,. . . , f, is a 
basis for such a space and if G denotes the Gram matrix with ij entry equal 
to 
gjj= [h,fi], i,j=l ,...,n, 
we do not restrict G to be invertible. Such invariant, indefinite spaces of 
m X 1 vector valued rational functions which are subject to an identity will 
be referred to as i3 spaces. They occur in problems of interpolation and 
extension with singular Pick matrices. Herein, we shall illustrate their 
usefulness by utilizing them to generalize a pair of theorems due to Iohvidov 
[21] in which he describes the inertia of certain subblocks of Hermitian 
Toeplitz and Hankel matrices: we shall show that his rules [21, Theorems 
11.7, 15.6; 3”, 4”, p. 85; Lemma 16.21 for computing the rank and the inertia 
of certain subblocks of Hermitian Toeplitz and Hermitian Hankel matrices 
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are valid for wider classes of Hermitian matrices, which will be described in 
the sequel. In making comparisons with Iohvidov, it is important to bear in 
mind that our usage of the symbol k is different from his. Actually, we first 
encountered the Iohvidov law for computing the inertia of certain nested 
Hermitian Toeplitz matrices in a paper [12] by Delsarte, Genin, and Kamp, 
which in itself was a partial motivation for this study, as we hope to explain 
elsewhere. 
In particular, in this paper, we shall deal with Hermitian matrices 
which are solutions of one or the other of the following two matrix equations: 
p-(z,*)*Pz,*=v*]v, (1.2) 
PZ,* - (Z,*)“P = &v*]v, (I.31 
where J is an m X m signature matrix (i.e., a constant matrix which is both 
self-adjoint and unitary with respect to the standard inner product), V = 
[Or -*. o,,] is a constant m x n matrix with columns or,. . . , u,,, w E @, Z is 
the backwards shift matrix on C”: 
! 
0 1 0 -** 0 
0 0 1 ... 0 
z= : : 
b b () . . . 4 i 0 0 0 .*. 0 
and 
z, = wl, + z. 
From now on we shall refer to an n X n Hermitian matrix which solves (1.2) 
[(1.3)1asan(w,T,V,J)[(w,[W,V,J)l h c ain matrix, because every such matrix 
can be identified as the Gram matrix of an i3 space which is spanned by a 
“chain” which is defined in terms of the columns or,. . .,zj, of V and the 
point o, as is explained in Section 4. The T, R usage stems from the fact that 
if w E D [@+I, then the space spanned by this chain is “isometrically” 
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included in the Hardy space H_$D) [H_$C+)], in which HT denotes the 
Hardy space HiL equipped with the J inner product (1, ) over D [C, I. 
We shall say that a matrix P is an (@,a, V, J) chain matrix if it satisfies 
either (I.21 or (1.31, and it is not necessary to specify which one. These two 
matrix equations can also be expressed in terms of the entries ps,, s, 
t = 1,. . . , n, in P: P is a solution of (1.2) if and only if 
whereas P is a solution of (I.31 if and only if 
-2ri(w - w*)ps, = 2z-ip,v_,s, -25rip,,,_, + v,*.lv,. (I.51 
In both instances s, t = 1,. . . , n and it is understood that p,, = 0 as soon as 
either s or t fails to belong to { 1,. . . , n}. 
The matrix equation (1.2) has a unique solution (which is automatically 
Hermitian) if w E T. The solution corresponding to the particular choice 
0 = 0. 
,=[y ;I? vl=~[f’], vj=[h;_,], j=z,...,n, (1.6) 
with hj=hij for j=O,..., n - 1, is the Hermitian Toeplitz matrix 
Similarly (1.3) h as a unique solution (which is automatically Hermitian) if 
w E R. On the other hand, if w = 0, 
and h,,...,h,_l are real, then (1.3) has infinitely many solutions, all of 
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which are Hankel matrices of the form 
h, h, ... h,_, h, 
... h, h,,, 
h’,, h,,‘+l ... h,,_, hz, 
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where h,; . *, h,_, are specified by the vj, j = 1,. . . , n, and h,, . , h,, are 
arbitrary, but will be chosen real so that the solution is Hermitian. 
The preceding two examples exhibit Hermitian Toeplitz and Hankel 
matrices as special cases of the general class of Hermitian (w, a, V, J) chain 
matrices. In both instances the matrix J which intervened was unitarily 
equivalent to the signature matrix 
L=[:, _;I. 
It turns out, as we shall show in Section 5, that the Iohvidov law for the 
Hermitian Toeplitz [Hankel] matrix is in fact valid for every Hermitian 
(o,6’, V, J) chain matrix with w @ a [w E 6’1 and J unitarily equivalent to Jir. 
For the precise statements see Theorems 5.1 and 5.2. The proof rests on the 
identification of the chain matrix as the Gram matrix of an i3 space with 
appropriately chosen basis. 
It is perhaps well to bear in mind that every Hermitian matrix is 
automatically an (o,T,V,J) [(w, lR,V,J)] chain matrix for some choice of 
V E C”LX’” and some m x m signature matrix. Indeed, you have only to 
diagonalize the Hermitian matrix P - (Z,,)*PZ,, [2d{PZ,, - (Z,,)*P}] 
and then to “discard’ the eigenvectors corresponding to the eigenvalue zero 
and normalize and order appropriately; see e.g., the discussion in the proof of 
Theorem 11.1 of [15]. The real constraint is that J should be unitarily 
equivalent to Jri. Thus in the terminology of [23] [respectively [20]] we are 
dealing with matrices of displacement rank 2 (with respect to Z,,), with J 
subject to the additional constraint mentioned above. We also have obtained 
generalizations of the Iohvidov laws for Hermitian (w,J,V, J) chain matrices 
with J unitarily equivalent to J,r (or Ji,>. This condition, which insures that 
a maximal J neutral subspace in @‘, equipped with the indefinite inner 
product [u, v] = v*Ju is of dimension one, seems to be necessary in order to 
keep the calculations under control. These results will be reported on 
elsewhere. 
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To further clarify the connections with displacement rank alluded to 
above, it seems reasonable to define the U [the rW] displacement rank of a 
matrix P with respect to Z,, as the rank of the matrix 
P- (z,*)*Pz,* [PZ,* -(z,*>*lq. 
This definition of “a displacement rank’ is consistent with the definition 
introduced by Kailath, Kung, and Morf [23] when a = T (though their Z is 
our Z* and they work mostly with o = 0), and similar to the definition used 
by Heinig and Rost [20] h w en 8 = [w. It is readily seen that if the 8 
displacement rank of a Hermitian matrix P with respect to Z,, is equal to m, 
then P is an (w, a, V, /> chain matrix for some choice of V E CmXn with 
rankV = m. Conversely, if P is a Hermitian (w,a,V, J) chain matrix for some 
choice of V E Cmxn, then the a displacement rank of P with respect to Z,, 
is equal to 
rank(V*JV) ,<rankV,< m. 
Connections between the displacement rank of non-Hermitian matrices and 
(more elaborate) chain matrices are discussed in [I5]. 
The Iohvidov laws for non-Hermitian Toeplitz and Hankel matrices can 
also be extended, but to a more elaborate class of chain matrices than the 
ones introduced above. These extensions are obtained by working with pairs 
of i3 spaces equipped with a possibly non-Hermitian sesquilinear form. 
Because the methods require a fair amount of additional preparation, the 
proofs will be presented elsewhere. Nevertheless, for the sake of complete- 
ness, we shall furnish the statements in Section 6. 
The paper is organized as follows: In Section 2 we present some 
preliminary material on reproducing kernel spaces, on indefinite inner prod- 
uct spaces, and on the inertia of certain forms of Hermitian matrices. The 
main analysis begins in Section 3 with a study of the structure of a given 
finite dimensional i3 space J which is “trapped” via the isometric inclu- 
sions 
between a pair of nondegenerate i3 spaces (i.e., finite dimensional reproduc- 
ing kernel Pontryagin spaces) Li and As, In particular we identify the 
Gram matrix of the orthogonal complement of &i with respect to A? as the 
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Schur complement of the Gram matrix of A1 with respect to the Gram 
matrix of A. We also show that an isometric embedding of & into a 
nondegenerate i3 space &‘s always exists and evaluate the dimension of the 
smallest such. 
In Section 4 we show that every Hermitian matrix can be identified as 
the Gram matrix of an i3 space based on a single chain and then, with the aid 
of the development in Section 3, go on to show that if P is an (o,a, V, 1) 
chain matrix for some V E C” X”, then the Schur complement of an initial 
(upper left hand) invertible r X r block of P is an (w, a, W, J) chain matrix for 
some W E Cmx(“-r), but with the very same o and J. This fact is then used 
in Section 5 to generalize the Iohvidov laws to the setting remarked on 
earlier. The non-Hermitian case is discussed briefly in Section 6. 
Finally some words on notation: The symbols @, a)jxk, and R will denote 
the complex numbers, the space of complex j X k matrices, and the real 
numbers, respectively, whereas Cj is short for Gjxl; C, [C_ ] stands for the 
open upper [lower] half plane, T for the unit circle, D for its interior: 
D = {A E @ : IhJ < I], and IE for its exterior with respect to the extended 
complexplane~=GU(~]: E={hEQ:l<Ihl<~}. 
If A is a set, then A denotes its closure. If A is a matrix or operator, then 
A* stands for its adjoint with respect to the standard inner product unless 
indicated otherwise. 
As indicated earlier, the symbol [ , ] denotes an indefinite inner product, 
i.e., it is linear in the first entry and [f, g]* = [g, f]. 
If A and B are subspaces of a space C equipped with an indefinite inner 
product, then A i B, A q B, A i B stand for a direct sum decomposition, an 
orthogonal sum decomposition, and an orthogonal direct sum decomposition, 
respectively. These decompositions will be discussed in more detail in 
Section 2. 
Just as in [l] and [14], we shall adopt a flexible notation which permits us 
to treat problems in D and problems in C, more or less simultaneously by 
using A+ to denote either D or C + and then invoking the following table: 
*+ ID c+ 
LLS~) 1-/h* - 277i(h - o*) 
The symbol J will always denote a signature matrix, i.e., a constant 
m x m invertible matrix which is self-adjoint and unitary with respect to the 
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standard inner product in CIn, and 
Jw = :r 1 1 _“, ‘I 
Correspondingly, sJ stands for the class of m X m rational matrices 
which are J unitary a.e. on T or iw, according to context. 
If G is an Hermitian matrix, then p+(G) [p --CC>, p,,(G)] stands for the 
number of positive [negative, zero] eigenvalues of G, counting multiplicities, 
whereas GIjl stands for the upper left hand j X j comer of G. 
2. PRELIMINARIES 
Let JZ be a finite dimensional indefinite inner product space of m x 1 
vector valued functions which are defined in some nonempty open subset R 
of C. Let fi, . . . , f, b e a basis for &. Then & is said to be a reproducing 
kernel space if there exists an m X m matrix valued function K,(A) on 
fi X R such that, for every choice of f E A, w E R, and e E C”, 
(1) K,v E d, and 
(2) if, K,vl= v*fCw). 
It is readily checked that & is a reproducing kernel space if and only if 
the Gram matrix G with d entry 
gij = [_fj>h]) i,j=l ,...,n, 
is nonsingular and that moreover in this instance the reproducing kernel is 
given by the formula 
K,(A) = t fi(A)(G-‘)ijfj(w)*. (2.1) 
i,j=l 
The phrase “the reproducing kernel” in the last sentence is justified because 
there is only one such. 
STRUCTURED INVARIANT SPACES 145 
In this paper we are particularly interested in finite dimensional repro- 
ducing kernel spaces with reproducing kernels K,(A) of the special form 
K 
w 
(*) = J- ~(~).w(~)* 
&AM ’ (2.2) 
where U E SZ’, and p,(X) = 1 - A w* [ = - 27ri(h - w*>] if CJ is J unitary on 
U [on W]. We shall refer to reproducing kernel spaces of this form as X((U) 
spaces. 
THEOREM 2.1. Let A be a finite dimensional indefinite inner product 
space of m x 1 vector valued functions with basis fi,. . ., f,, with common 
domain of analyticity R in D [respectively, C,], and suppose that the Gram 
matrix is invertible. Then k is a X(U) space, i.e., it admits a reproducing 
kernel of the fm (2.2) with p,(A) = 1- A,* [p,,,(A) = - 2ri(A - w*)] ifand 
only zf 
(1) & is R, invariant for every choice of (Y E R and 
(2) the identity 
[f>gl+a[R,f,gl+P*[f,Rpg] 
-Cl-d*)[R,fJ$g] =g*(P)Jf(a) 
if J=T, (2.3) 
[R,f,g]-[f&g] -(a-P*>[R,fJ$g] =2Wz(P)*Jf(~) 
if a=K! (2.4) 
holds for every choice of LY, j3 in R and f, g in A?. 
Moreover, if (1) and (2) hold, then U is rational (and the McMillan 
degree of U is equal to the dimension of X(U)). 
Proof. The identification of the McMillan degree is easily adapted from 
the proof of Theorem 5.6 in 131, which treats the Hilbert space case. The rest, 
and more, is provided by Theorems 6.9, 6.12, and 8.1 of [3]. n 
It is only fair to note that the groundwork for the proof of this theorem 
was laid by de Branges [9], who proved its infinite dimensional version (up to 
an extra technical condition which was later shown to be superfluous by 
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Rovnyak [24]) for ~9 = Iw in the Hilbert space setting. Ball [6] adapted this to 
the case 8 = T; a unified approach to both cases (in the Hilbert space setting) 
is provided in [l]. For information on finite dimensional X(‘(v) spaces in 
terms of realizations of U, see [5]. 
Every X(U) space is automatically an i3 space, but the converse is not 
true. The best that one can hope to do is to “trap” a given i3 space A? 
between a pair of Z(U) spaces: 
X(U,) cd.4cGY(u2) 
with isometric inclusions, as will be explained more precisely in the next 
section. The reader should be aware, however, that the zero space may be 
the only J’(U) space which sits isometrically in A. 
Because of the presumed R, invariance, every finite dimensional i3 
space admits a basis of chains which are either of the form 
v,,hvl + v2,.. .) hn-1v1 + h”_2v2 + . . . + vn 
or of the form 
*1 v 
A-p’&)“+ 
VLjp 072 
A-P ‘..” (AI;1p)” + (A_;)n-l +.-* +A-p 
for some choice of vectors v ,, . . . , v, in Cm and some point fi E C, and hence 
every element in the space is rational; see Theorem 5.2 of [3]. It turns out 
that all but two of these chains can be expressed in one or the other of the 
following two normalized forms (with new choices of vi,. . . , u,): 
A(A) = e(A)*,, 
f,(A) = cp,(A)q + (~o(A)~2~ 
(2.5) 
f,(A) = cp,-,(A)*, + c,(A)*, + *. . + rpo(A)o,, 
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in which 
At 
L(Jwfl 
if p,(A) = l- ho*, 
v,(A) = FL,,(A) = 
(-277-i)’ 
(2.6) 
ow(#+’ 
if p,(A) = -27ri(A - w*); 
see Chapters 4 and 6 of [14] for additional information. We shall use the first 
listed normalized form in (2.6) if d = U and the second if a = R. 
Next, for the convenience of the reader, we review a number of elemen- 
tary facts about finite dimensional indefinite inner product spaces which will 
be useful in the sequel. 
If V is an indefinite inner product space over Cc with indefinite inner 
product [ , 1, then the pair u and u in V is said to be orthogonal (with 
respect to [ , 1) if [ u, o] = 0. Two subspaces U and W of V are said to be 
orthogonal if [u, w] = 0 for every u E U and w E W. The orthogonal compan- 
ion (to use Bognar’s terminology) of a subspace W of V will be designated 
by W’ll: 
WtLl={vEV:[v,w]=Oforevery wEW}. 
In the present case, where V is finite dimensional, Wt L 1 is also an orthogo- 
nal complement: 
but the sum need not be direct. 
A subspace W of V is said to be nondegenerate if no nonzero vector in it 
is orthogonal to all of W, i.e., if W n Wr ’ I= (0). In this instance, 
where ti denotes a sum which is both orthogonal and direct. A subspace W 
of V is said to be strictly positive (negative) if [w, w] > 0 ( < 0) for every 
nonzero w E W; W is said to be neutral if [w, w] = 0 for every w E W. Every 
finite dimensional indefinite inner product space admits an orthogonal direct 
sum decomposition of the form 
v=v_Filv,Eiv+, (2.7) 
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wherein V_ [V, ] is a strictly negative [positive] subspace of V, and 
V,, = V II VrL 1 is a maximal neutral subspace of V. Notice that V is nonde- 
generate if and only if V, = {O}. 
In general, the decomposition (2.7) is not unique. Nevertheless, the 
dimensions of the indicated subspaces are. More precisely, if oi, . , v, is any 
basis for V, and G is the n X n Gram matrix with q entry 
gij=[vj>vi]> i,j=l ,...,n, 
then, for any decomposition of the form (2.7), 
dimV,=I*,+(G) and dimV,=FO(G). 
Accordingly we shall use the symbols p + and pLg to denote the dimensions 
of the corresponding subspaces of V in a decomposition of the form (2.7): 
p*(V) =dimV, and /~a( V) = dimV,. 
The monographs [8] and [22] are good sources of information on general 
indefinite inner product spaces, as is [18] for finite dimensional nondegener- 
ate indefinite inner product spaces. Probably best of all, however, is just to 
convince yourself that all the preceding statements hold in the finite dimen- 
sional vector space ck equipped with the indefinite inner product 
[u,v] = u*Au, 
where A is any fixed Hermitian matrix. This is the generic example. 
Finally, to complete this section, we establish two theorems on the inertia 
of certain matrices of special form. The proofs of both of these theorems take 
advantage of the well-known formula 
det A B 
[ 1 C D =detAdet(D-CA-‘B), (2.8) 
which is valid for matrices with square diagonal blocks A and D with A 
invertible. The supplementary formulas of Haynsworth [ 191, 
4[iG :I) =/+(A)+p+(D--*A-‘B) (2.9) 
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4Izk 3 =/L~(D-B*A-'B), (2.10) 
which are valid for Hermitian matrices, will also prove useful in the sequel. 
TIIEOHEM 2.1. Let 
where X is a k x 1 matrix of rank 1 and Y = Y*. Then pO(G) = k - 1 and 
EL+(G)= 1. 
Proof. To begin with, it is readily checked with the help of (2.8) that 
det(AZk+l -G) = Akelp,( 
where 
p,(A) = det( PZ, - .sAY - X*X) 
is a polynomial of degree 21 with 21 real nonzero roots for every choice of 
& E Iw. 
Let N(E) denote the number of positive roots of p,(h). Then, since 
pEts( A) = p,(h) det( Z, - ( A”ZI - EAY - X*X))16AY), 
it follows readily from Rouchk’s theorem [applied to a contour which contains 
the positive roots of p,(A) and the point zero, but no negative roots of p,(A)] 
that, for any choice of .s E [w, N(E) = N(E + 8) for real 6 with 161 sufficiently 
small. In other words, N is constant on a neighborhood of E for every E E [w. 
By the Heine-Bore1 theorem, the closed interval 0 < E < 1 may be covered by 
finitely many such neighborhoods. Therefore N(1) = N(O). But now, as 
X*X > 0, it admits a representation of the form 
x*x = m”u* 
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where U is unitary and D is a diagonal matrix with positive entries 
d,, . . , d,. Thus 
p,(A) = det{A2ZI - D2} 
But this in turn clearly exhibits the fact that N(0) = 1 and hence completes 
the proof. n 
THEOREM 2.2. Let 
0 0 2, 
G= 0 W, z, I 1 zp z; w, 
be a block matrix of the indicated form, where Z 1 is a k x t matrix of rank t, 
W, is an s x s matrix which is definite, and W, = W,* is t x t. Then 
&G)=k-t 
and 
Proof. Let 
x=[o &I> Y= w2 z2 
[ I Z: W3 
and 1 = s + t. Then, by @.8), 
det(hZk+l-G)=det 
I 
= Ak-‘det( A’I, - AY - X*X) 
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Moreover, 
A2Z, - AW, -AZ, 
-AZ; F(A) 
where 
F(A) = A”Z, - AW, - Z,*Z,. 
Thus, by another application of (2.8) 
where 
det(A211 - AY - X*X) = h”det(AI, - W:,) g,(A), (2.11) 
g,(A)=det{F(A)-eAZ,*(AI,-W,)-‘Z,}. 
The roots of g,(A) are real and nonzero for every E > 0 (because a factor of 
.s112 can be absorbed into Z,). Let us suppose further that W, is negative 
definite. Then g,(A) is also analytic in the closed right half plane, and it 
follows by Rouche’s theorem, much as in the proof of the preceding theorem, 
that g,(A) and g,(A) h ave the same number of positive roots. Therefore, 
since g,,(A) has t positive roots by Theorem 2.1, so does g,(A). But now, by 
(2.10, 
q,(A) 
g,(A) = - 
q,(A) ’ 
where qo,(A) is a polynomial of degree 2Z= 2 s + 2t and 
cp,,( A) = A”det( AI,v - Wa) 
is a polynomial of degree 2s with no roots in the open right half plane. Thus 
q,(A) has exactly t roots in the open right half plane and, since g, is analytic 
in the closed right half plane and g,(O) # 0, exactly s roots at zero. The 
remaining 1 = s + t roots of q,(A) must therefore belong to the open left half 
plane. Thus det(AZk+l - G) = Ak-‘cp,(A) has k - t roots at zero, 1 = t + 
/A _ (W,) roots in the open left half plane, and t = t + p + ( W2) roots in the 
open right half plane. This completes the proof for W, < 0. The conclusions 
152 DANIEL ALPAY AND HARRY DYM 
for the case W, > 0 may he obtained by invoking the preceding conclusions 
for -G. n 
3. i3 SPACES 
Recall, from Section 1, that an i3 space is an indefinite inner product 
space of m X 1 vector valued rational functions which is invariant under the 
generalized backward shift R, (for every (Y in the common domain of 
analyticity of the elements in the space) which is subject to either the 
identity (2.3) or to the identity (2.4). 
We shall say that an i3 space Li is isometrically included inside an i3 
space JZ if Ji c & (as sets) and 
for every choice off and g in &i. In this section we shall show that every 
finite dimensional i3 space L may be isometrically embedded in a X(U) 
space whose dimension exceeds that of L by /L,,(L). This is a natural 
extension of the fact that if pa(&) = 0, then & itself is a X(U) space. We 
begin, however, at the other end by considering X(U) spaces which are 
isometrically included inside a given i3 space JZ. It is important to bear in 
mind that an i” space L may not contain any nondegenerate i3 spaces 
isometrically; for examples, see Section 8 of [3]. 
THEOREM 3.1. Let &, and 4 be a pair of finite dimensional i3 spaces 
such that kl is included isometrically in A and pcLo(kl) = (0). Then there 
exists a choice of U, E ~92~ which is uniyue up to a right constant J unitary 
multiplier such that 
The space 
is an i3 space with respect to the indefinite inner product 
(3.1) 
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and the orthogonal sum decomposition A = JZ, EB V,JI/ is direct: 
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Moreover, 
d&= Z( v,) I% v,Jy (3.2) 
and 
cLo(Jo = l%(k). (3.4) 
Proof The existence of a V, E 9, such that Jr = A”(V,) is immediate 
from Theorem 6.12 of [3]. 
Next, let C&,(k) denote the largest subset of @ which is closed under 
reflection about d and excludes the poles of the functions in A. It then 
follows readily from (2.1) and (2.2) that 
i f,(A)(G-l)ijr;(w)* = J- vl~;i\‘;‘“o’* (3.5) 
i,j=l 0 
for every choice of h and w in fl,s(~r), where fr ,..., fk is a basis for k,, 
and G is the corresponding Gram matrix with zj’ entry equal to [f;.,f;.],. 
Therefore, since p,,,(w’> = 0, it follows that 
J-v,(w’)Jv,(w)*=o (3.6) 
for every choice of w E fiR,(kr). This exhibits the fact that V, is invertible in 
O,s(A,>. The rest of the proof proceeds in steps. 
STEP 1. The space ~9’ is R, invariant for every point (Y in n,(d). 
Proof of Step 1. Let h E JY and cx E n,(k). Then, since R,V,v E 
Z’(V,> for every choice of z) E @” (see e.g., Theorem 6.9 of [3]), 
U,R,h = R,( V,h) -(R,%)h(~) (3.7) 
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clearly belongs to A?. Therefore it remains only to show that 
vanishes for every b E Ll. We shall do this by evaluating each of the terms 
on the right separately. 
First, since &r is both R, invariant and orthogonal to U,JI/, it follows 
easily from (2.3) and (2.4) with p = (Y’ that 
[R,(U,h),b],=d,b(a’)*JU,(a)h(cu), (3.8) 
where 
(3.9) 
On the other hand, with the help of (3.6) with o = LX’, it is readily checked 
that 
(wJ,)(A) = 4&wJw4 (3.10) 
and hence that 
[OL~,)h(~)~b], = 4J+‘)*.K’,(4fW. (3.11) 
The rest is plain. 
STEP 2. The space A” endowed with the indejkite inner product [ , I,& 
which is defined in (3.1) satisfies the identities (2.3)-(2.4) for every choice of 
CY and p in fl,(& 
Proof of Step 2. Let f and g be in JV’, and let (Y and p be in fi,s(~). 
Then, by (3.7), 
since (RaU,>f(~> E A?~ (see e.g. Theorem 6.9 of [3]) and U,g E &/I]. 
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Similarly, 
By (3.7) and (3.81, the last formula can be reexpressed as 
-da&!(P)* p_(y, 
i 
WP) - w4 * 1 Ju,(~)f(a) 
Suppose now that ~9 = R. Then, since F = U, f and G = U, g belong to 
A, it follows from (2.4) and the preceding evaluations that 
= 2%(P)*Jf(a). 
This proves that (2.4) holds in JP’ with respect to its indefinite inner product 
also. 
Much the same sort of argument serves to dispose of (2.3). n 
STEE’ 3. The sum decomposition (3.2) is direct, and the formulas (3.3) 
and (3.4) hold. 
Proof of Step 3. Since JI is nondegenerate, the orthogonal decomposi- 
tion 
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is readily seen to be direct. This justifies (3.2) as well as the supplementary 
formulas 
and 
But these are the same as (3.3) and (3.4) respectively, since the Gram matrix 
of u,JY viewed as a subspace of A is the same as the Gram matrix of JF 
endowed with the indefinite inrrer product (3.1), and p,,(Ar) = 0. n 
We remark that, in the setting of the preceding theorem, the case 
/_~a(,,&) = 0 is of special interest and is closely linked to the problem of 
factorization in the class 9,. Indeed, if ~,,(A) = 0, then, by (3.4) pJA’)= 
0 and hence, by Theorem 6.12 of [3], there exists a choice of U and Us in LZJ 
such that 
J=X(U) and Jv=X(U,). 
Thus, by (3.2) 
= au1u2), (3.12) 
since the spaces indicated on the right hand sides of the last two lines have 
the same reproducing kerneIs. Therefore this implies in turn that 
u= UJJ,, 
up to a J unitary constant right multiplier which we ignore. This is a minimal 
factorization: 
deg{ U} = deg( UJ + deg( u,} , 
in which deg{ } stands for the McMillan degree of the indicated matrix 
function. In fact it is known that if /-~a(&) = 0 and A? = J’(U), then there is 
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a one to one correspondence between all such factorizations and all nonde- 
generate i3 spaces which are included isometrically in .X(V): 
THEOREM 3.2. If U, V,, and V, belong to ZZr, then the factorization 
V = V,V, is minimal g and only if SY(V,) sits isometricalEy inside S!(V). 
Proof. The proof is much the same as the proof of Theorem 5.7 of [3]. u 
The general idea of linking invariant subspaces of J?(V) with factoriza- 
tions of V originates with de Branges [9], who worked in a Hilbert space 
setting. For more information in the indefinite case see, e.g., Theorem 8.2 of 
[3] and Theorem 2.6 of [5]. 
THEOREM 3.3. Let A, kl, V,, and JR’ be as in Theorem 3.1, and 
suppose that f,, . . . , f,, is a basis for L such that f ,, . . , fk is a basis for JI. 
Let P denote the n X n matrix with ij entry equal to [f,, f,],. Then: 
(1) The k X k matrix A with ij entry 
aij=[fJ'filJua i,j=l k >..‘, > 
is invertible. 
(2) The set of functions 
gj-k = v,’ {h - i f,(A-‘),t[ h>ft]&] > 
s,t=1 
j=k+l ,..., n, is a basis for ~9’. 
(3) The (n - k)X(n - k) matrix C with zj entry 
cij=[gj~gilLfe*, i,j=l ,...,n - k, 
is the Schur complement of A with respect to P, i.e., if P is expressed in the 
block form 
then C = D - B*A-‘B. 
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Proof. This is immediate from Theorem 8.2 of [3]. Unfortunately, how- 
ever, there is a misprint in both the statement and the proof of the latter: the 
term (P-‘),, should be replaced by (@-l>ts, where @ denotes the upper left 
hand k X k block of P which is here denoted by A. n 
THEOREM 3.4, Let yk: A,, U,, and jY be as in Theorem 3.1. Then, for 
anyf E J and (Y E fi,(J)n fi,9(M), th ere exists a unique choice of h E JV 
and fj E -k; such that 
(R,-wZ)jf=fj+U,(R,-oI)jh (3.13) 
fovj = O,l,.... 
Proof. The proof is by induction. To begin with, since the sum (3.2) is 
direct, there is a unique f0 E -k; and h E JV such that 
f=fo+Ulh. 
Thus (3.13) holds for j = 0. 
Suppose next that (3.13) holds for j = O,, . . , k, and let 
hj = (R, - wZ)‘h. 
Then, since 
it follows readily that 
(R,-tiZ)k+lf =(R,-wZ)(f,+Ulhk) 
Thus the right hand side is of the requisite form with 
fk+l= CR, - oZ)fk +(R,U,)hdc-w). n 
COROLLARY. Zf (R, - wZ>jf = 0 f or some nonnegative integer j, then 
(R, - wz)‘h = 0. 
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Proof. This is immediate from the fact that the decomposition (3.13) is 
direct. n 
We turn next to the problem of isometrically embedding a finite dimen- 
sional i3 space & in a J?(U) space. We first establish a preliminary lemma. 
LEMMA 3.1. Let d be a finite dimensional i3 space, and suppose that 
g = u/p, belongs to &for some choice of v E C”’ and w E @. Then 
[f> s1.H = c*Jf(w) 
fb- every f E JZ which is analytic at w. 
Proof. To begin with, it is readily checked that 
if A+=D, 
if A+=@+. 
Thus if A+ = D, the left hand side of (2.3) with LY = w and /3 # w’ reduces to 
and hence leads readily to the desired result, since the right hand side of 
(2.3) is equal to 
o*Jf(w) 
g(P)*Jf(w)= pp(w> . 
The proof for A+ = @+ goes through in much the same way via (2.4). n 
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THEOREM 3.5. Let k be a finite dimensional i3 space. Then there exists 
a U E 9; such that 
(1) JZ sits isometrically inside X(U), 
(2) dim X(V) = dim JZ + /A a(k), and 
(3) /L*(XW))= _ p + (JO + jL&O. 
Moreover, $ A is isometrically included in .X(V) for any other V E 9,, 
then 
Proof. If pa(k) = 0, th en, by Theorem 3.1 with A = kr, we have 
~8 = X(U) for some U E 9, and (l)-(3) are clearly met. Suppose therefore 
that p,&k> > 0. Then the space J0 in the decomposition [of the form (2.711 
is nonzero. Choose a nonzero f E do and a point w in the domain of 
analyticity R of k such that j”(w) # 0. Then there exists a v E @‘, such that 
u*Jf(w> z 0. Let g = v/p,. Now, if g E A, then on the one hand, 
since f E -kc,, whereas on the other, by Lemma 3.1, 
Thus g E “4. 
Let 
ed’={u+ag:uEek and (YEC) 
= kispan{g}, 
endowed with the inner product 
[u,h],.=[u,h], for u and h in 4, 
[u,glX=v*Ju(o) for uE&, 
[g>gl,.=v*Jg(~). 
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Since the indicated sum is direct, these rules (extended by linearity) suffice 
to define [ , ]& on all of A’X k’. It is readily checked that &, endowed 
with this inner product, is an i3 space which contains ~2 isometrically. 
Now let 
h=g- Pg, 
where P is the orthogonal projection of g onto A_ EB A+, and let 
N={l.JEJk; :u*]u(w)=o) 
Then clearly 
and 
dim A’= ~a( J) - 1 
=cLtiw&+ti{ah+Pf}&M. 
Thus the Gram matrix for any basis of JZ’ whose elements are grouped 
according to the indicated splitting must be of the form 
A 
G=O I 
0 0 0 
B 0 
0 0 c 
0 1 0’ 0 0 0 D 
where A is negative definite, B is positive definite, 
[f>hlv,e I [h>hl,. ’ 
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and D is a zero matrix. Therefore, since /.A *(C> = 1, 
and 
But this is the same as to say that 
EL*W)=cL+W)+l 
and 
P&m =Po(4-1. 
Conclusions (l), (2), and (3) emerge upon iterating this construction for 
~&A?) more steps. 
Finally, if A is isometrically included in a space X(V), then, by 
suitable choice of basis, the Gram matrix for 4 may be presumed to sit in 
the upper left hand comer of the Gram matrix for Z’(V). Let G denote the 
Gram matrix for x’(V), and let Gj denote its upper left hand j X j comer. 
Then it is readily checked on elementary grounds that 
rank G, + r <rankG,+2 
Therefore 
~o(G,+l)=n+l-rankG,+, 
>n+l-rankG,-2 
= ha - 1. 
Thus, if G, is the Gram matrix for & and G is (n i- k)X(n + k), then 
o=~u,(G) =~a(Gn+k) ap,,(G,)-k, 
since G is invertible. This proves that k >, pJ&), as needed. n 
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4. CHAINS AND CHAIN MATRICES 
In this section we shall first show that every Hermitian matrix is the 
Gram matrix of an i3 space, and then we shall use the properties of such 
spaces to deduce some information about Schur complements. 
The verification of the first assertion rests on the observation (mentioned 
earlier) that if P is any n X n Hermitian matrix, then, for any point w E C, 
P-(Z,,)*PZ,, and 2ai(PZ,, -(Z,,)*P} 
are also Hermitian and hence admit representations of the form (1.2) and 
(1.3) respectively (see the discussion of the proof of Theorem 11.1 of [15] for 
help with this, if need be). But this is just to say that every Hermitian matrix 
may be viewed as either an (w, T, V, J) c h ain matrix or as an (w, [w, V, J) chain 
matrix (though the V’s and J’s will be different in the two cases). 
Now, for any fixed w E @ and V E Cmxn, let f,, . . . , f, be defined as the 
where 
columns of the matrix product 
uiYJnl=v(a,,.~ 
is the n X n upper 
defined as in (2.6). 
the recursions 
(4.1) 
(4.2) 
triangular Toeplitz matrix with entries cp,. j(h) which are 
Then fi,..., f,, defines a single chain which is subject to 
1 &(“*fj+&l+aRafil) if a=U, %fj = &(i, - R&l) (4.3) if a=[W 
for j=l,..., n, with the understanding that f. = 0. Chains of this form play 
an important role in interpolation theory; see e.g. [I41 and, for more informa- 
tion, [ 151. 
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We begin our analysis with a theorem from [I51 which basically states 
that the identity (2.3) [(2.4)] h Id o s in a finite dimensional R, invariant 
indefinite inner product space if and only if the Gram matrix (with respect to 
a suitable chosen basis) is the solution of a matrix equation akin to (1.2) 
[(I.3)]. In the present setting we restrict ourselves to spaces with one chain, 
but allow the indefinite inner product to be degenerate. 
THEVREM 4.1. Let f,, . . , f,, be spec$ed by (4.1) fm some given choice 
of w E C and V E C”Lxn, and let 
~=[P,A s, t=l;-.,n, 
be a given Hermitian matrix. Then the space 
k= span(f,,...,f,}, 
endowed with the indefinite inner product 
utJJ..H = Pst, s,t=l,..., n, 
is an i3 space if and only if P is an (w, a, V, J) chain matrix (with w and V as 
above and J as in the identity (2.3)-(2.4)). 
Proof. This is essentially a special case of Theorem 5.3 of [15] (i.e, the 
case of one chain) except that we have dropped the requirement that P be 
invertible and hence that JZ be nondegenerate. The proof, however, is just 
the same. n 
In future discussion we shall always assume that the first column vi of 
the matrix V in (4.1) is nonzero. This is a necessary and sufficient condition 
for f,,..., f, to be linearly independent (in the vector space of vector valued 
rational functions). 
THEOREM 4.2. if, in the setting of Theorem 3.3, the basis f 1,. . , f,, is 
specaj?ed by (4.11, then 
for some choice of W E C’nx(n-k) with nonzero first column. 
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Proof. It suffices to show that 
recursion (4.3). By Theorem 3.3, 
the functions g,,. .., g,,-k satisfy the 
fk+j=ulgj (mod&J 
for j=l,..., n - k, where the notation signifies that the two sides of the 
equality differ only by an element in A,. Therefore, since kI is R, 
invariant and 
(R,(ulgjI)(‘I =( R,‘,)(‘)gj(a) + ‘,(‘)(R,gj)(‘) 
=U,(A)(R,gj)(A) (mod kl)y 
it follows that 
and hence that 
for every p E @. But now, if d = U and /_L = w*/p,(cu>, then, by (4.3), the left 
hand side of the last equality is equal to 
&(fk+j-1 + aR,fk+j-1) = 
1 
-‘,(gj-, + aR,gj-1) (modkl), 
PJ~> 
which in turn implies that gj, j = 1,. . ., n - k, satisfies the recursion (4.3) 
when a = 8. Similar considerations dispose of the case a = R. This proves 
that g,,..., g,_, are of the requisite form. Moreover, since n = dim A = 
k +dimspan{g,,...,g,_k} and g,=w,/po, it follows that w1 (the first 
column of W) is nonzero. n 
THEOREM 4.3. Zf P is a Hermitian (o,a,V, ]I chain matrix based on an 
m x n matrix V and if P,,,, the upper left hand r x r corner of P, is invertible 
fm some choice of r, 0 < r < n, then the first column of V is nonzero and the 
Schur complement of PI,] is an Hermitian (~,a, W, J> chain matrix for 
some&ice of W E Cmx(“-r) with nonzero first column. 
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Proof. By Theorem 4.1, the space 
with f,, . . . ,_f, specified by (4.11, and 
is an i3 space, as is 
taken with the same indefinite inner product as &. Therefore, since Jr is 
R, invariant and P,,, is invertible, Theorem 3.1 is applicable and implies that 
where .X(U,)=&i and JP’=U;‘&/~I 1s an i3 space with respect to the 
indefinite inner product (3.1). Moreover, the first column of V is nonzero, 
because otherwise, by (4.1), fl = 0, which is not compatible with the 
presumed invertibility of P,,,. Next, by Theorem 4.2, JI/ is spanned by a 
chain g,,..., g,_, of the very same form as fi,. . . ,f,, whereas, by Theorem 
3.3, the Gram matrix of g,, . . . , g, _-r with respect to the indefinite inner 
product (Xl), is the Schur complement of P,,, with respect to P. 
Finally, the first column of W is nonzero by Theorem 4.2. n 
COROLLARY. If P is a Hermitian matrix with U [respectively, R] dis- 
placement rank m with respect to Z,, and if the upper left hand r x r corner 
P,,, of P is invertible, then the Schur complement of P,,, with respect to P 
has T [R] displacement rank with respect to Z,, which is no larger than m. 
For a matrix proof of this fact in the case of U displacement rank m with 
respect to Z, see Bitmead and Anderson [7]. 
5. GENERALIZED IOHVIDOV LAWS FOR THE HERMITIAN CASE 
In this section we shall show that the Iohvidov law for Hermitian 
Toeplitz [Hankel] matrices is in fact valid for every Hermitian (w,a,V, Jl 
chain matrix with w 4 a [w E a] with vi f 0 and J unitarily equivalent to Jii. 
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It is perhaps well to recall that, by Theorem 4.3, the first column ui of V is 
automatically nonzero when P has an invertible upper left hand corner. 
We begin with an elementary lemma: 
LEMMA 5.1. Let u be a nonzero J neutral vector. Then u and Ju are 
linearly independent. Zf also J is unitarily equivalent to Jll, then o*]u = 0 if 
and only if v is a constant multiple of u. 
Proof. Suppose that there exist a pair of constants cr and p such that 
Then, since 
au*u + pu*]u = 0 
and u is J neutral, it is readily seen that first (Y = 0 and then, from the first 
formula, that also p = 0. This establishes the asserted linear independence. 
The final assertion drops out easily from the fact that if also J is unitarily 
equivalent to Jii, then u and Ju form an orthogonal basis for C2. n 
THEOREM 5.1. Let P be an (w, a, V, J) chain matrix for some point w G C? 
and some V=[o 1.. v,,] with v, + 0, and suppose that J is unitarily equivalent 
to Jll. Suppose further that P is not invertible, let 
r= 
max{ j : Pi jl is invertible} zf the indicated set is nonempty, 
0 otherwise, 
and let k x k be the size of the largest all zero block in the upper left hand 
corner of P [the Schur complement of P,,,] if r = 0 [r > 01. Then 
n-r<2k,<2(n-r) (5.1) 
and 
CL+ ('[r+j]) = 
IJ + P,r,> for j=l,...,k, 
p*(P,,,)+j-k for j=k+l,...,n-r, 
(5.2) 
with the understanding that Z.L + (pro11 = 0. 
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Proof. Suppose first that r > 0, and let 
denote the Schur complement of P,,, with respect to IFO. Then, by Theorem 
4.3, Q is an (~,a, U, J> h c ain matrix for some choice of m x (n - r) matrix U 
with columns ur, . . . , u,_,., the first of which is nonzero. Moreover, since the 
Schur complement of P,,, with respect to ln’trijl is equal to 
411 *** 41j 
Q[jl = 1 
[. -1 4jl ... q_i j 
and 
rank ‘[r+jl = rank P,,, + rank Q, jl, 
it follows from the definition of r that Cl!,,, = 0. Thus k > 1. If k = n - r, 
then (5.1) and (5.2) are self-evident. We shall suppose therefore that k < n - r 
and proceed in steps. 
STEP 1. lf r > 0 and k <n - r, then ql,k+l Z 0. 
Proof of Step 1. By the definition of k, qst = 0 for s, t = 1,. . ., k, and 
therefore, by (1.4) and (1.51, 
u:.lu, -- 
qlt - p,(w) ’ 
t=l,...,k+l. 
In particular, this implies that ur is a nonzero J neutral vector and hence, by 
Lemma 5.1, that 
Ut = cp1, t = l,...,k, (5.3) 
for some choice of constants cr,. . , ck. But now if q1 k+ r = 0, then also 
uk+l = ck+lul 
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for some choice of ck + 1 E @. Thus 
u,*Ju, = c,?(ul*Ju,)c, = 0 
for s, t=l,..., k i- 1, and consequently Q[k+ 11 is a solution of a matrix 
equation of the form (1.2) or (1.3), according as a = U or ~3 = R, with right 
hand side equal to zero. Since these two equations are uniquely solvable for 
w e a, it follows that CD,,, ,] = 0, which contradicts the definition of k. 
Therefore ql, k+r # 0. 
STEP.% Ifr>O andk<n-randif 
where 1 < 1~ min{k, n - r - k}, then 
I 
(u:l~k+J’ 
!I d= U, 
det B, = 
P&J)’ 
12 
(2r) -‘bI*.bk+, I1 
(5.4) 
P,(4’2 
if d=R 
Proof of Step 2. Let E denote the corresponding 1 x 1 section of U*JU: 
and observe that in view of (5.3) the rows of E are proportional. 
Next, since the top row of B, is part of the top row of Q, and B, is 
bordered on the left by zeros, it follows readily from (1.2) and (1.3) for Q that 
Bl is a solution of the matrix equation 
B, - (Z,,)*B,Z,, = E (5.5) 
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if a=lI, and 
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B,Z,* -(Z,,)*B,= &E (5.6) 
if C? = R, wherein Z, is now a matrix of size 1 x 1. If a = 8, then (5.5) can be 
reexpressed as 
(p,(w)ll-wZ}*B1{p,(w)ll-wZ) =Z*BIZ+p,(o)E, 
which in turn implies that 
p,( co)” det B, = det{ Z*B,Z + p,,,(o) E} 
But now, as 
{thetoprowofZ*BIZ+pW(w)E}={thetoprowofp,(w)E} 
and the rows of E are all proportional to the top row of E, it follows that . . 
1. 
toprowofp,(w)E *.. 
det{ Z*B,Z + p,(w) E} = det ! 
B Z-l 
0 I 
= P,(o)(uTJUk+1)detBI-,. 
Therefore, since 
detBl=91,k+l= 
ul*.kk+l 
P,(W) ’ 
(5.4) follows for 8 = U by an elementary calculation. 
The proof for ~3 = R is similar: You have only to reexpress (5.6) as 
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to obtain 
p,( w)‘l det B, = det{4r2Z*BIZ + p,(w) E} 
. . . 
= det 
[. 
toprowofp,(w)E ... 
: 
4&_, 
0 I = P,(w){u:~~,+l}(4rre)‘-‘det B[_,. 
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The rest goes through much as before. 
STEP 3. yr > 0, then (5.1) holds. 
Proof of Step 3. The inequality 2k < 2(n - r) is self-evident. It remains 
therefore to check that n - r < 2k. Suppose to the contrary that 2 k < n - r. 
Then it is possible to choose 2’= k in Step 2. Correspondingly Qtskl will be 
of the form 
[ O;ik :I> 
which is clearly invertible. But this in turn implies that p[,+sk] is invertible, 
which contradicts the definition of r if r +2k < n and contradicts the 
presumed singularity of P if r + 2 k = n. 
STEP 4. lf r > 0, then (5.2) is valid. 
Proof of Step 4. In view of (2.9) it suffices to show that 
P * (Qtjl) = J’ - k 
forj=k+I,..., n. But this is immediate from Theorem 2.1, since, by Step 3, 
172 DANIEL ALPAY AND HARRY DYM 
2k > n - r and therefore Qijl is of the form 
Okxk 
Bl 
I I Cl > l=j-k, Bi* G+ D, 
with B, invertible by Step 2. 
STEP 5. Zfr = 0, then (5.1) and (5.2) hold. 
Proof of Step 5. If T = 0 and k = n, then P = 0, and (5.1) and (5.2) are 
self-evident. On the other hand, if r = 0 and k < n, then all the preceding 
arguments hold for Q = P. W 
THEOREM 5.2. Let P be a Hermitian (w,~,V,J) chain matrix f~ some 
point w ~8 and some V E Cfnx” with nonzero first column, and suppose that 
j is unitarily equivalent to Jll. Suppose further that P is singular and that r 
and k are defined as in Theorem 5.1. Then 
n-r,<2k<2(n-r), (5.7) 
and either 
p + @r+k + 11) =p f ( ‘[,]I + ’_ (5.9) 
(which corresponds to an increase of rank of 2) or 
rankP[++k+l] = rank [Fptrl + 1, (5.10) 
with the understanding that p +(PIO1) = rank[FPte] = O.Zf (5.9) is in force, then 
the sharper bound (5.1) prevails. 
Proof. Let Q be defined as in the proof of Theorem 5.1. Then, by 
Theorem 4.3, Q is a Hermitian (~,a, U, J> chain matrix for some choice of 
U=[u,,..., u,_,] with first column ui + 0. The rest of the proof proceeds in 
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steps, wherein we presume that k < n - r, since the theorem is self-evident 
if k = n - r. 
STEP 1. Zfr>O andk<n-randifl is a positive integer such that 
1< min{k, n - r - k}, then q,, k+j = 0 for s = 1,. . . , k - j, j = I,. . . , 1. 
Proof of Step 1. Suppose first that 8 = T. Then, since w E 8, the basic 
recursion (1.4) reduces to 
w*q,,-1,t + w&-l+ 4,s-1,t-1= - uc.lut (5.11) 
for s, t = 1,. , n - r, with the understanding that qst = 0 if either s = 0 or 
t = 0. Thus, in particular, 
@Jut = - wq,, t-1 (5.12) 
for t = 1,. . . , n - r. 
The rest of the proof is by induction on j. To this end, let us suppose that 
the assertion is true for j = 1,. . . , i. Then, by (5.12) with t = k + j + 1, 
U?.!Uk+j+l = - wql,k+j = 0 for j=O,...,i, 
which in turn implies, just as in the proof of Step 1 of Theorem 5.1, that 
u,*Ju, = 0 for s, t=l,..., k+i+l. 
Thus, by (5.10 
which, by the induction hypothesis, reduces to 
q,s-1, k+i+l = o for s=l ,...,k-i 
or equivalently 
qs,k+i+l=’ for s=l ,..,,k-i-l, 
as needed. This completes the proof for 8 = ?r, because the induction may be 
presumed to start with j = 0. 
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The proof for 8 = R is based on the recursion (1.5), which reduces to 
2?Tiq,,,_, -bTiq,-,,, = u:1u, (5.13) 
for w E 17% and s, t = 1,. . . , n - r, with the understanding that qst = 0 if either 
s = 0 or t = 0. We skip the details, since the argument is much the same as 
before. 
STEP 2. If r > 0 and k <n - r, then qk, k+l and qk+l, k+l are not both 
equal to zero. 
Proof of Step 2. If both are equal to zero, then in view of Step 1, Q,, + il 
is equal to zero, which contradicts the choice of k. 
STEP 3. lf r > 0 and k < n - r, and ifqqk, k+l# 0, then (5.1) holds and 
fwj=k+l,...,n-r. 
Proof of Step 3. Fix 1 as in Step 1, and let B, be the 1 X 1 subblock of Q 
with lower left hand comer qk, k + i and upper right hand comer qk _ I + 1, k + l. 
By Step 1 all the entries in B, which sit above the diagonal running from the 
two indicated comers are equal to zero. In particular, qlt = 0 for t = 1,. . . , 
k + 1. Suppose now that 8 = 8. Then, by (5.121, 
u:Ju, = 0 for t=l,...,k+l+l, 
and therefore, by Lemma 5.1, 
Us*JUt = 0 for s, t=l,..., k+l+l. 
Thus, since also ok-j, k+j = 0 for j = 1,. . . , 1 by Step 1, (5.11) with s = k + 
1-jandt=k+l+jreducesto 
for j=l,..., 1. But this implies that the entries in B, running along the 
diagonal from qk, k+l to qk+l-[, k+l are nonzero, and therefore, since as we 
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have already noted the entries above it are equal to zero, B, is invertible. 
Thus Qik+ll is of the form indicated in Theorem 2.1 with 
x= Al 
[ 1 4 
of rank 1. Thus, by that theorem, 
and hence, in view of (2.9), 
rank pfr+k+l] = r +rank Qtk+ll= r +2Z. 
It follows from this that 2k > n - r, because otherwise, if 2k < n - I-, we 
could choose I= k to obtain 
rank p,r+2kJ = r +2k, 
which contradicts the definition of r if 2 k < n - r and contradicts the 
singularity of P if 2k = n - r. 
This completes the proof of Step 3 if 8 = T. The proof for C? = R goes 
through in much the same way. 
STEP 4. Zfr>O andk<n-randifqk,k+l=O, then(5.7)holdsand 
forj=k+l,...,n-r. 
Proof of Step 4. If k + 1 = n - r, then the assertion is plainly true. 
Suppose therefore that k + 1 < n - r, and let us treat the case d = 8. Then it 
follows by much the same sort of analysis that was used to establish Step 3 
that now the entries in the 45” diagonal running from qk, k+l to the right and 
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up are all equal to zero, but that the entries qk+ 1 _j, k + 1 +j, j = 1,. . . , 1 - 1, are 
all nonzero. Thus Cl,, + 1 +jl is of the form 
0 0 x 
Q[k+l+j]= 0 P y 
[ 1 x* Y* w 
where X is a k X j matrix of rank j, W = W*, and p = qk+ I, k+ 1 + 0. Thus, 
by Theorem 2.2, 
which, in view of (2.91, serves to prove the asserted formula for p +(P,,,,) 
and the evaluation 
But this in turn implies that 2k 2 n - r, because otherwise, if 2k < n - r, we 
could choose j = k to obtain 
which contradicts the definition of r if r + 1 + 2 k < n and contradicts the 
presumed singularity of P if r + I + 2k = n. 
STEP 5. Ifr = 0, then (5.7)-(5.10) hold. 
Proof of Step 5. You have only to redo the analysis of the preceding 
steps with Q = P. n 
It is perhaps worth emphasizing that in both the statements of Theorems 
5.1 and 5.2, the condition that pi # 0 is automatically met if r > 0, thanks to 
Theorem 4.3. 
The Iohvidov laws-Theorem 15.6 and Lemma 16.1 [respectively, Theo- 
rem 11.7 and 3” and 4” on p. 853 of [2I]-emerge from Theorem 5.1 
[Theorem 5.21 upon setting o = 0 and 8 = U with pi,. . . , o, and J as in (1.6) 
[w=Oand a=Rwith ~i,...,e, and Jasin(1.7)]. 
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6. THE NONHERMITIAN CASE 
We shall say that an n X n matrix P is a (w,T, V, U, J) [an (w, [w, V, U, J)] 
chain matrix if it is a solution of the matrix equation (1.2) [(1.3)] with V*JV 
replaced by U*JV. This class of matrices with J unitarily equivalent to Jir 
includes the class of general (i.e., not necessarily Hermitian) Toeplitz and 
Hankel matrices. 
A general n X n Toeplitz matrix P with entries p8, = h,s_t, s, t = 1,. . . , n, 
is an (0, 8, V, U, J) chain matrix with 
. . . ho, . . . hIon ’ I 
and p = ho/Z. 
A general n X n Hankel matrix P with entries ps, = h, 
is an (0, [w, V, U, J) matrix with 
1 0 *.. 
2rh, 0.. 
+ t-1, s,t=l,..., n, 
0 
1 2rh,_, ’ 
and 
In this general setting /.L * are not especially significant and the best that 
one can hope for is (in the notation of Section 5) a description of the rank of 
Ptr+jl for j=l,..., n - r. Iohvidov, in Theorem 15.6 [Theorem 11.71 of [21], 
gives such a recipe for a general n X n Toeplitz [Hankel] matrix. The content 
of the first [second] theorem of this section states that this recipe is valid for 
every nXn (w,~,V,U,J) chain matrix when V and U are in Cmxn with 
nonzero first columns, J is any 2 X 2 signature matrix, and w e 8 [o E a]. 
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THEOREM 6.1. Let P be a singular n X n (~,a, V, U, J) chain matrix for 
some choice of V and U in C” Xn with nonzero first columns and o 4 a. 
Suppose further that J is any 2 x 2 signature matrix and that r, P,,,, k, and Q 
are as in Theorem 5.1, and let 
Zr=max(t:q,,=q,,= ... =91t=O}, 
I, = max{ s : 911 = qzl = . . . =9,1=0), 
and 
L=max{Z,,Z,}-k. 
Then 
1 = 11, - I,), 
n-r<lr+Zc<2(n-r), (6.1) 
and 
rank Pr,+jl -rank P,,, 
for j=l,...,k, 
for j=k+l,..., k+Z iff>l, (6.2) 
fw j=k+Z,...,n-r. 
The extra complications in the statement of the theorem are because in 
this instance either the first row or the first column of Q (but not both) may 
have a string of successive zeros which is longer than k. 
THEOREM 6.2. Let P be a singular n X n (w, a, V, U, J) chain matrix fm 
smne choice of V and U in Cmx” with mmzero $rst columns and w E ~3. 
Suppose further that J is any 2 x 2 signature matrix and that r and k are as in 
Theorem 5.1. Then 
n-r<2k<2(n-r), (6.3) 
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and 
rank Pir+jl = 
rank P,r] fw j=l,...,k, 
rank I++k+ 11 +2(j-k-1) fx- j=k+2,...,n-r, 
(6.4) 
and either 
rank pLr+k+ll = rank Pi,., + 2 (6.5) 
rank P[r+k+l] = rank yi,., + I, (6.6) 
with the understanding that rankP[,l = 0. If (6.5) is in face, then the sharper 
bound (6.1) prevails. 
The overall strategy for the proof of both these theorems is much the 
same as for the proof of their corresponding Hermitian analogues. The 
preparations are, however, more elaborate: It becomes convenient to work 
with pairs of i3 spaces equipped with a sesquilinear form. The full details 
will be presented elsewhere. 
It is perhaps well to note that, in both the Hermitian and the non-Hermi- 
tian case, the main observation is that if w 4 8 [w E a], then the Schur 
complement Q of the initial invertible block Pirl is “weakly Toeplitz” 
[“weakly Hankel”] in the sense that the entries in each diagonal [diagonal of 
slope l] in Q are either all zero or all nonzero. If w E 8, then in the 
non-Hermitian case the diagonals above and below the main diagonal are no 
longer coupled. This is why the description of rank in Theorem 6.1 is more 
complicated than the description of rank in Theorem 5.1. If w E a, then the 
extra freedom in the non-Hermitian case reflects itself in complex entries, 
but this does not affect the rank calculations. Accordingly the description of 
rank in Theorem 6.2 is identical to the description of rank in Theorem 5.2. 
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