Abstract. Machine recognition of mathematical expressions is not trivial even when all the individual characters and symbols in an expression can be recognized correctly. In this paper, we propose to use De nite Clause Grammar (DCG) as a formalism to de ne a set of replacement rules for parsing mathematical expressions. With DCG, we are not only able to de ne the replacement rules concisely, but their de nitions are also in a readily executable form. However, backtracking parsers like Prolog interpreters, which execute DCG directly, are by nature ine cient. Thus we propose some methods here to increase the e ciency of the parsing process. Experiments done on some typical mathematical expressions show that our proposed methods can achieve speedup ranging from 10 to 70 times, making mathematical expression recognition more feasible for real-world applications.
Introduction
Many documents in science and engineering disciplines contain mathematical expressions. The input of mathematical expressions into computers is often more di cult than the input of plain text, because mathematical expressions typically consist of special symbols and Greek letters in addition to English letters and digits. With such a large number of characters and symbols, the commonly used type of keyboard has to be specially modi ed in order to accommodate all the keys needed, as done in 6]. Another method is to de ne a set of keywords to represent special characters, as in L A T E X 7] . However, working with specially designed keyboards or keywords requires intensive training. Alternatively, by taking advantage of pen-based computing technologies, one could simply write mathematical expressions on an electronic tablet and the computer will be able to recognize them.
Mathematical expression recognition consists of two major stages: character recognition and structural analysis. Character recognition has been an active research area for more than three decades. Structural analysis of two-dimensional patterns also has a long history 4]. However, as emphasized in 2, 5, 8], very few papers have addressed speci c problems related to mathematical expression recognition.
In a mathematical expression, characters and symbols can be spatially arranged as a complex two-dimensional structure, possibly of di erent character and symbol sizes. This makes the recognition process more complicated even when all the individual characters and symbols can be recognized correctly. Moreover, to ensure that a mathematical expression recognition system is useful in practice, its recognition speed should also be taken into consideration.
In this paper, we will mainly focus on the structural analysis aspect of mathematical expression recognition. First of all, we will discuss some problems which have to be overcome during structural analysis. Afterwards, we will explain how our proposed methods work through use of an illustrative example. Finally, some experimental results will be presented.
Problems in Structural Analysis of Mathematical Expressions
Mathematical expressions are two-dimensional structures. This nature and some other properties make their recognition non-trivial in many ways. Here are some examples:
1. The relationships among symbols in a mathematical expression sometimes depend on their relative positions. For example, in the expression \a 2 ", 2 is the superscript of a representing the square of a. However, in \a 2 ", 2 is the subscript of a representing only a variable name. Although it is somewhat unusual, \a2" can be used to represent the multiplication of a and 2. 2. The same group of characters can have di erent meanings in di erent contexts. For example, \dx" has di erent meanings in \ R x 2 dx" and in \cy+dx". These problems have to be taken into consideration when we process mathematical expressions in the following steps.
Grouping Symbols
Before we can interpret the symbols, we must rst group them properly into units. This can be done by using some conventions in writing mathematical expressions as heuristics. Some of these conventions are as follows:
1. Digits which together form a unit should be of the same size and be written on the same horizontal line. For example, 210 is only one unit but 2 10 consists of two units which are 2 and 10 respectively. 2. Some letters together may form a unit, like some trigonometric functions such as tan, sin and cos. Before considering a group of letters as a concatenation of variables, we have to rst check whether they are in fact some prede ned function names. 3. Symbols other than letters and digits should be considered as separate units.
Determining Relationships Among Symbols
Determining the relationships among symbols, to some extent, can be viewed as grouping several smaller units into one larger unit. Again, some conventions can be used as heuristics:
1 , the meaning becomes a + (b=c) due to the fact that = has higher precedence than +. The operator + is said to dominate =. However, in a + b c , the meaning becomes (a + b)=c since = dominates + in this case.
Parsing with Binding Symbol Preprocessing and Hierarchical Decomposition
Most previous works in mathematical expression recognition did not put much emphasis on explaining how the replacement rules are used for structural analysis, or the explanations are too tedious and sometimes too ad hoc 1, 4, 11] . To remedy such weaknesses, we propose to use De nite Clause Grammar (DCG) 10] as a formalism to describe our set of replacement rules for parsing mathematical expressions. Note that a grammar written in DCG is highly declarative and can be directly executed by a Prolog interpreter. However, backtracking parsers, like Prolog interpreters, are known to be ine cient. This makes most backtracking parsers not useful in practice for the recognition of mathematical expressions. In this paper, we propose some methods for increasing the e ciency of the parsing process.
Basic Notations for DCG
DCG is similar to BNF, with some minor notational di erences as follows:
1. \::=" is replaced by \-->". 2. Non-terminals are not put inside brackets any more. Instead, terminals are now in square brackets. 3. Symbols are separated by commas and each rule is terminated by a full stop.
There is a major di erence between DCG and BNF though. In DCG, some Prolog predicates (enclosed inside { }) can be put in the body of any rule so that the semantics of a rule can be incorporated into its syntax.
Conventional Backtracking Parsing
The simplest way of parsing a two-dimensional expression is to translate it into its equivalent one-dimensional representation and then parse it with an existing parser. Since there already exist many compilers or interpreters for parsing string-based mathematical expressions, some extra work can be saved by taking this approach. Fig. 1 shows an example of such translation. Notice that it usually takes comparatively long time for a backtracking parser to return the tree structure of an expression, because some sub-structures may have to be re-generated again and again during the backtracking steps. Therefore, the bigger the structure is, the longer time it takes. Fig. 2 depicts the tree structure for the expression in Fig. 1 . 
Parsing with Binding Symbol Preprocessing
As mentioned in Section 2, binding symbols always dominate their neighbors.
For example, in the previous expression, the fraction line in 6x ? 4y 2 dominates the sub-expressions 6x ?4y and 2. Instead of putting them in a one-dimensional form for further parsing, we can directly parse the two sub-expressions rst and then construct the nal structure of the fraction from the intermediate results.
The resulting structure will be stored in memory, with a name introduced to denote the fraction that the structure represents. There is no need to generate the structure for this fraction again during the subsequent processing. The resulting tree structures are shown in Fig. 3 . As shown, the original tree structure is now partitioned into two sub-structures. This eliminates some repeated generation steps, and therefore can lead to signi cant speedup.
Parsing with Hierarchical Decomposition
The above idea can be extended to further partition the sub-structures into even smaller structures. Instead of parsing the entire expression, we will parse all the sub-expressions rst and then parse the resulting expression. This idea is similar to hierarchical decomposition in planning 12].
Sub-expressions are detected using the following rules: 1. Parentheses have higher precedence than the other operators. Whatever enclosed inside a pair of parentheses should form an expression. 2. Subscript, superscript and implicit multiplication have higher precedence than arithmetic operators. With these, we can perform some preprocessing steps for nding sub-expressions. Each sub-expression is then parsed separately. Afterwards, we can compose the nal tree structure from a set of sub-structures. Fig. 4 shows the resulting substructures for the same expression shown before.
In order to demonstrate how declarative the DCG rules can be, we list below all the relevant DCG rules for parsing with hierarchical decomposition.
The following shows the DCG rules for preprocessing. Basically, we keep the concatenation of non-operators in a reverse order. Once an equality sign or arithmetic operator is met, it can then process the list as a sub-expression. Note that parentheses will be processed rst since they have higher precedence. The following are the major DCG rules used for parsing the expressions. They are self-explanatory. In both parse_equation(A) and parse_expr(A), we perform preprocessing before doing the original parse. 
Experimental Results
In this experiment, we use the character recognition method proposed in 3]. All the characters and symbols recognized are converted to objects with associated attributes, including location, size, and identity. Note that the objects can be put in arbitrary order for our subsequent processing. The next step is to group the objects. Here we use a method similar to the one used in 9]. Afterwards, we perform parsing using di erent techniques as described above and then compare their e ciency.
We have tested a number of di erent expressions. Four typical examples are shown here for illustration (Fig. 5) . Our recognition system implemented in Prolog runs on a Sun SPARC 2 workstation. The recorded time starts when the list of objects is passed to the parsing procedure and ends when the nal structure is returned. Notice that the speedup achieved by hierarchical decomposition parsing with binding symbol preprocessing is very signi cant. It ranges from 10 to 70 times for the test cases shown above. Other examples tested also show similar speedup performance.
