The small subgraph conditioning method first appeared when Robinson and the second author showed the almost sure hamiltonicity of random d-regular graphs. Since then it has been used to study the almost sure existence of, and the asymptotic distribution of, regular spanning subgraphs of various types in random d-regular graphs and hypergraphs. In this paper, we use the method to prove the almost sure existence of 3-star factors in random d-regular graphs. This is essentially the first application of the method to nonregular subgraphs in such graphs.
Introduction
Was shown by Robinson and the second author that for fixed d a random d-regular graph contains a Hamilton cycle with probability tending to 1 as the number n of vertices tends to infinity (provided the necessary conditions of d ≥ 3 and dn even are satisfied). A key ingredient in the proof in [12] and [13] was understanding the distribution of the number of perfect matchings in such graphs when n is even. The method used is called the small subgraph conditioning method in [14] . It has been successfully used to determine the existence with high probability, and the asymptotic distribution, of the number of k-regular spanning subgraphs in random d-regular graphs, for k = 1, 2 (see [7] and [10] ). It has also been applied to the number of long cycles in random dregular graphs by Garmo [5] , which seems to be the only application to non-spanning subgraphs. The method is given in an accessible form in the main theorems of Molloy et al. [9] and Janson [7] . In the latter, the method and its proof are slightly streamlined and the implications for the asymptotic distribution of the number of subgraphs in question are given explicitly. The aim of the present paper is to investigate some other fundamental but non-regular spanning subgraphs.
A star is a tree with at most one vertex whose degree is greater than 1, and a k-star is a star with k leaves. A k-star factor in a graph is a spanning subgraph whose components are k-stars. In these terms, we can rephrase the perfect matching result mentioned above as the statement that d-regular graphs with high probability have a 1-star factor (for n even).
We use the notation P (probability), E (expectation) and Var (variance). We say an event Y n occurs a.a.s. (asymptotically almost surely) if PY n → 1 as n goes to infinity. The asymptotically almost sure hamiltonicity of random d-regular graphs (d ≥ 3) also implies the existence a.a.s. of a 2-star factor in such graphs when n ≡ 0 mod 3. One can easily see this by going along the Hamilton cycle, colouring two successive edges by red and the next edge by blue and repeating this colouring until all edges are coloured. The red edges constitute a 2-star factor. In [1] Assiyatun determined the asymptotic distribution of the number of 2-star factors in random d-regular graphs, for d ≥ 3. A natural question which arises from these results is the existence a.a.s. of a k-star factor for k ≥ 3. As a random 3-regular graph a.a.s. has no 3-star factors (see Corollary 2) , in this paper we will study the existence a.a.s. of 3-star factors in random d-regular graphs, for fixed d ≥ 4. It would be of interest to know about k-star factors for k > 3, but this would appear to require considerably more complicated analysis.
The most difficult part of the small subgraph conditioning method is invariably the computation of EY 2 , where Y denotes the number of subgraphs whose existence or distribution is being studied in the random regular graphs. However it turns out that this is too complicated for general d. So we start by proving the existence a.a.s. of a 3-star factor in random 4-regular graphs (provided the number of vertices satisfies the obvious necessary condition). Using the contiguity of models of random regular graphs ( [7] , [14] ) we then obtain the existence a.a.s. of a 3-star factor in random d-regular graphs, for fixed d ≥ 4. The main results obtained in this paper are presented in the following theorem and corollary.
Let G n,d denote the probability space of d-regular graphs on n vertices.
Theorem 1 Restrict n to 0 mod 4. Then G ∈ G n,4 a.a.s. has a 3-star factor. Furthermore, letting Y 4 denote the number of 3-star factors in G ∈ G n,4 ,
where Z k are independent Poisson variables with
Corollary 1 Restricting to n ≡ 0 mod 4 and for fixed d ≥ 4, G ∈ G n,d a.a.s. has a 3-star factor.
The proof of Theorem 1 has a further consequence. Form a random 4-regular graph by starting with a 3-star factor, and then choosing a random completion to a 4-regular graph. Then the resulting random graph is contiguous to G n, 4 . This means that the two random graphs have the same asymptotically almost sure properties. (See proof of Corollary 1 for a precise definition; the proof of this claim uses [14, Theorem 4.1] together with the calculations in Sections 3 and 4.)
Instead of working directly with G n,d , we will use the pairing model which was first given by Bollobás (see [3] ) and implicitly by Bender and Canfield [2] . This model can be described as follows. Let V = n i=1 V i be a fixed set of dn points, where |V i | = d, for every i. A perfect matching of points of V into dn/2 pairs is called a pairing. A pairing P corresponds to a d-regular pseudograph G(P ) in which each V i is regarded as a vertex and each pair is an edge. We use P n,d to denote the probability space of all pairings. As shown in [3] , for d fixed, the probability that the pseudograph has no loops or multiple edges (i.e. is simple) is asymptotically bounded below by a positive constant. Moreover, each simple graph arises with the same probability as G(P ) for P ∈ P n,d . Hence the following is true.
Lemma 1 A property of graphs that is holds a.a.s. for the random pseudographs arising from P n,d will also hold a.a.s. in G n,d . This paper consists of five sections. In Section 2 we analyse the expectation of the number of dstar factors and of the number of 3-star factors in the random d-regular pseudographs coming from P n,d . In Section 3 we deal with the variance of the number of 3-star-factors in these pseudographs, while in Section 4 we evaluate its expectation conditioned on the short cycle distribution. The proofs of the main results are presented in the last section.
For two sequences a n and b n , we denote a n ∼ b n if the ratio an bn tends to 1 as n goes to infinity. We denote the falling factorial
The expectation of the number of star factors
Throughout this paper we define
, which is the number of perfect matchings of 2m points.
As mentioned in the introduction we now show that a d-regular random graph a.a.s. has no d-star factors. For this we need the following lemma. Note that counting subgraphs of the pseudograph coming from P n,d is equivalent to counting the corresponding sets of pairs in the pairing, and for such counting purposes, parallel edges are distinguishable from each other (especially as they come from distinct pairs in the pairing).
Lemma 2 For fixed d ≥ 3, let n ≡ 0 mod (d + 1) and let S be the number of d-star factors in the random d-regular pseudograph coming from P n,d . Then
Proof. Let G be a d-star factor on n vertices. The number of automorphisms on G is
As we work in the pairing model, for a given d-star in the pseudograph, the points can be chosen in d!d d ways. Therefore, the number of ways to choose a set of pairs in the pairing corresponding to a d-star factor is n! n d+1
Since every centre of d-stars has degree d and the other vertices are of degree 1, the number of ways to complete a d-star factor to a pairing in P n,d is
Multiplying (1) and (2) together, and then dividing by the total number of pairings N(dn), we have
.
Using Stirling's formula we now obtain the expected value of S as claimed in the lemma.
Proof. In the expectation of S in Lemma 2, the expression raised to the power n has negative derivative for d ≥ 3 and has value 2 −1/4 at d = 3. So it is always less then 2 
Theorem 2 EY
Proof. Following the proof of Lemma 2, we have that
Applying Stirling's formula, we obtain the expectation of Y ′ d as claimed. It is easy to verify that the quantity raised to the power n in the expression for EY In the rest of this paper let n ≡ 0 mod 4 and recall that Y ′ 4 is the number of 3-star factors in a random 4-regular pseudograph coming from P n, 4 .
Following the method used in [11] (see also [4] and [10] for similar arguments) we obtain the following theorem. Proof. The first part of the theorem is obtained from Theorem 2 for d = 4. To show the second part of the theorem we count the ways to lay down an ordered pair of 3-star factors in P ∈ P n,4 .
In general, a set of pairs in P inducing a subgraph of a given type (e.g. a star or a star factor) will be called by the same name in the pairing. Let S i be a 3-star factor of P , for i = 1, 2. Let T = S 1 ∩ S 2 and suppose T consists of x ′ 1-stars, y ′ 2-stars and z ′ 3-stars (see Figure 1 ). We refer to the set of i-stars in T as T i , for i = 1, 2, 3. Given S 1 , the number of possibilities of the intersection T is given by
We observe here that there are n/4 − x ′ − y ′ − z ′ 3-stars in both 3-star factors that do not share any edge. We call these edge-disjoint 3-stars isolated 3-stars.
Now we have to complete S 2 by creating the isolated 3-stars and completing T 2 and T 1 into 3-stars. The centres of the isolated 3-stars in S 2 cannot be chosen from the vertex set of T nor the centres of the isolated 3-stars in S 1 . There are 2x
′ such vertices. Thus, the number of ways to choose these centres is
The number of ways to choose the leaves of the isolated 3-stars in S 2 is
Note here that there are 2x ′ + y ′ vertices left to assign for the completion of T 2 . Then the number of ways to choose y ′ leaves to complete y ′ 2-stars in T 2 is (2x
The number of ways to choose the leaves to complete T 1 is
So far we have determined the graph corresponding to S 2 but not chosen the pairs of points corresponding to its edges. The number of choices for these is
Having S 1 and S 2 , we observe that in T 3 there are 3z ′ vertices of degree 1 and z ′ vertices of degree 3. In T 2 there are 2y ′ vertices of degree 1 and y ′ vertices of degree 4. In T 1 there are 2x ′ vertices of degree 3. Observing the isolated 3-stars in S 1 and S 2 , we note that there are n/2 − 2x ′ − 2y ′ − 2z ′ vertices of degree 4. The remaining vertices (there are n/2 − y ′ − 2z ′ of these) are of degree 2. Thus, the number of free points in V is
Therefore, the number of ways to complete the pairing P is
Hence, multiplying equations (4-10) by the number of ways to choose S 1 as in (3) with d = 4 and then dividing by N(4n), we have
, and z = z ′ n . We will now assume that all arguments in the factorial above go to infinity with n. This is justified by noting that Stirling's formula is correct to within a constant factor even if the argument does not go to infinity, and so the formulae in the following argument similarly have such accuracy in all cases. It will then be clear that the cases where not all arguments go to infinity are negligible. So Stirling's formula gives
with f (x) = x x and α(x, y, z) = 2(3/4 − x − 2y − 3z)
Since by convention f (0) = 1, it can be seen that F is continuous in R. We now wish to find the main contribution of the sum, which comes from the maximum of F in R. The following three lemmas prove that the maximum of F is attained at x max = (9/64, 3/64, 1/64), with F (x max ) = Lemma 3 Let F and R be as in (11) . Then x max = (9/64, 3/64 1/64) with F (x max ) = Proof. First we look for all critical points of F in the interior of R. We set the partial derivatives of log F, with respect to x, y and z, equal to 0, resulting in three equations:
We can simplify the above system by substituting the first equation into the second and the third. This results in two new equations:
By substituting (15) into (16), we obtain Cx
where C is a constant and
It is easy to show that x = 9/64 results in y = 3/64 only, and x = 1/12 does not yield any feasible value for y. Next we consider the solutions coming from the roots of P (x) in (18). Using Maple we obtain three distinct positive roots of P , namely x 1 ≈ 0.001209, x 2 ≈ 0.013576 and x 3 ≈ 0.033933. However, x 2 and x 3 do not give feasible values for y, while x 1 gives a unique y 1 ≈ 0.016742.
From (17), each pair (x, y) results in a unique solution z. The nature of these critical points are investigated by determining the Hessian of F on the corresponding points. The result is depicted in Table 1 . For convenience, we convert x max and its function value to rational. Table 1 shows that x max = (9/64, 3/64, 1/64) is the only local maximum point of F in the interior of R. The assertion follows.
To study the behaviour of F on the boundary of R we generalise the approach used by Garmo in the proof of [6, Lemma 12] (see [5, Appendix A] ). First let x = (x 1 , x 2 , . . . , x r ) and u i = (u 1,i , u 2,i , . . . , u r,i ) for fixed r ≥ 2. Naturally, the log function is defined on the set of non-negative real numbers, with, by convention, 0 · log 0 = 0. Lemma 4 Let R be a closed set in R r and let ∂R be the boundary of R. Assume that every point in ∂R is the endpoint of an interval in R\∂R. Let f i (x) = b i + u i x T for i = 1, . . . , m, where b i and u i are constant, such that f i (x) > 0 for all i and all x ∈ R\∂R. Define F to be a function on R such that
with a i < 0 for i ≤ m 0 ≤ m. Suppose that for every x ∈ R the directional derivative of g 0 at x in any direction is bounded. Let x 0 ∈ ∂R such that f i (x 0 ) = 0 for at least one i ≤ m 0 and f i (x 0 ) > 0 for all m 0 < i ≤ m. Then x 0 is not a local maximum of F on R.
Proof. For a function g, the directional derivative of g at x 0 in the direction of a unit vector v is
(where only the right-hand partial derivative need to be taken, i.e. t > 0.) For i = 1, . . . , m we have
We observe that for
Now suppose x 0 ∈ ∂R satisfies f i (x 0 ) = 0 for i ∈ I 0 ⊂ {1, 2, . . . , m 0 } and not any other i. Letting p be a point on an interval in the interior of R with endpoint x 0 , it follows that
remains bounded for j / ∈ I 0 . As a i < 0 for i ∈ I 0 and the contribution from g 0 is bounded, the directional derivative of F at x 0 is positive infinite. Hence x 0 is not a local maximum of F on R. Now we are ready for the following lemma.
Lemma 5 Let F and R be as in (11) . Then the maximum of F on R does not occur on ∂R.
Proof. Here we define x = (x, y, z) and v = (v 1 , v 1 , v 3 ) . Following the notation in Lemma 4, we can write log F as
where g 0 (x) = (1/2 + x + 2y + 3z) log(1/2 + x + 2y + 3z) +(2x − 2z) log 3 + (1 + x + 2y + 3z) log 2,
For g 0 we have
which is bounded for all x ∈ R since all arguments of the log function are bounded away from 0. It may be verified that ∂R consists of four faces, six edges and four corners. However, in view of Lemma 4, we only need to consider the part of ∂R that corresponds to a i > 0, in this case when i = 5. To determine this part we must solve the system
which is equivalent to
It is easy to show that the only solution to the system is c 1 = (0, 0, 1/4). Consequently, for x 0 ∈ ∂R\{c 1 }, log F and x 0 satisfy the hypotheses of Lemma 4. Hence F does not have any maximum on ∂R\{c 1 }. Moreover F (c 1 ) = 5 5/4 2 1/4 3 1/2 is strictly less than F (x max ) . Now that we have determined that x max = (9/64, 3/64, 1/64) is the maximum of F on R, in the following lemma we will show that the sum in equation (11) can be approximated within a small region around the maximum.
Lemma 6 Let B = B(x max , δ) be a ball centred at x max with diameter δ, where x max = ( ) and δ = n −2/5 . Then with F and R as in (11),
It will be shown that R\B α(x)F n (x) = o(α(x max )F n (x max )) . For x ∈ B, the Taylor expansion of F at x max is F n (x) = F n (x max ) × exp −n as 
) for x * ∈ ∂B. Since F attains its maximum uniquely at x max then for x ∈ R\B α(x)F n (x) = O max
The remaining work is to determine B α(x)F n (x). Since the summation concentrates near the maximum, each term α(x) can be taken as α(x max ) with α(x max ) =
Referring to the Taylor expansion of F as in the proof of Lemma 6 we have
The summation is a Riemann sum for the triple integral. −n 1/10
where
As n → ∞, the range of integration can be extended to ±∞ without altering the main asymptotic term. Thus it is asymptotic to
The evaluation of the triple integral results in (π) . By multiplying these together, (11) becomes
2 13
Note that EY
. Thus, by (19), we obtain that
Since VarY
2 the above gives the required result.
4 The expectation conditioned on cycle distribution Lemma 7 Let n ≡ 0 mod 4 and let X k denote the number of cycles of length k in G(P ) for P ∈ P n,4 . Then for any finite sequence j 1 , . . . , j m of nonnegative integers,
Proof. To prove the lemma we first establish
The number of ways to choose a cycle of length k in the pairing, with a distinguished point in a pair, is n!(12)
This induces an orientation and also a distinguished edge called a root edge in the cycle. Let C denote the set of pairs that corresponds to an oriented and rooted k-cycle, and similarly define S to be the set of pairs corresponding to a 3-star factor. Fix C and suppose C ∩ S consists of s 1 1-stars, s 2 2-stars and k − 2s 1 − 3s 2 = s 0 0-stars lying at leaves of the 3-star factor (by 0-stars we mean isolated vertices). Note that since d = 4, there can be no 0-stars of the intersection lying at the centres of stars in the 3-star factor. The edges of C can then be classified into 3 types. The first are the edges not lying in the 3-star-factor. We denote this type of edges by 0. The second type are the s 1 1-stars and the first edges of the s 2 2-stars whilst the last type are the second edges of the s 2 2-stars. We denote them by 1 and 2 respectively. If we walk along C from the root edge, then we obtain a sequence S 0 ∈ {0, 1, 2} k . For fixed C and S 0 , the number of ways to choose the centres of the remaining n/4 − s 1 − s 2 3-stars, together with the points used is n − k n/4 − s 1 − s 2 4! n/4−s 1 −s 2 ,
while the number of ways to choose the points in the centres of s 1 + s 2 3-stars is 2 s 1 +s 2 .
The number of leaves remaining for the 3-star factor is 3(n/4 − s 1 − s 2 ) + 2s 1 + s 2 = 3n/4 − s 1 − 2s 2 .
Hence, the number of ways to select these leaves, including the points used, is (3n/4 − s 1 − 2s 2 )! 3! n/4−s 1 −s 2 2 s 1 2 s 1 4 3n/4−k+s 1 +s 2 2 k−2s 1 −3s 2 .
The number of ways to complete the pairing given C and S 0 is N(5n/2 − 2k + 2s 1 + 4s 2 ).
Multiply equations (22) 
To determine the summation we follow an approach used in [7] . We can view 0, 1 and 2 as three states in a Markov Chain where the final state is equal to the initial state. We observe here that (i) 1 followed by 0 means we pass a 1-star and this contributes a factor 5/9.
(ii) 1 edge followed by 2 edge means we pass a 2-star and this contributes a factor 25/27. Finally, dividing by 2k to remove the orientation and rooting of the cycle we obtain (20). A similar argument also works for higher moments. It is quite straightforward, so we omit details. The proof is complete.
