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1. INTRODUCTION 
The multidimensional age-dependent branching process may be described 
as follows. Consider a population consisting of n types of particles living and 
reproducing independently of each other. A particle of the i-th type lives 
for a random length 8i of time which is distributed according to 
P[d, Q t} = G,(t). At the time of its death a particle of the 6th type is 
replaced by (jr , js ,..., jn) particles of various types with probability 
Pi( jl 9.-, jn). The population starts at time zero with one particle which is non- 
random. Let Z(t) = (Z,(r), Zs(t) ,..., &(t)) be the vector giving the number of 
particles at time t. Denote by hi(s) the generating function of the probabilities 
Ph ,.-, jn). Then 
where s = (sr ,..., s,>, I si I < 1, J = (iI ,..., j,), each ji takes values 0, I,2 ,... . 
The behavior of Z(t) is determined, to a very great extent, by the nature of 
the matrix 
M = hr), where ahi(s) mii = 7 s-I 
is the expected number of offspring of the j-th type produced by a particle of 
the i-th type. Mode [l, 21 has studied the case when M is a positive matrix 
with Perron-Frobenius root greater than one. The purpose of the present 
paper is to extend the results in [l] and [2] to the case when M is a reducible 
matrix with root greater than one. 
DEFINITION 1 .l. A matrix A of non-negative elements is said to be 
reducible if there exists a permutation that puts A into the form A = (“, i) 
131 
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where B and D are square matrices and 0 is a matrix of zeros. Otherwise A is 
said to be irreducible. 
An interesting property of the irreducible matrices is that if A is irreducible, 
then for every pair (&j) there exists an integer n(ij) such that ariij) > 0 where 
a; is the (ij)-th element of A” (see [3]). 
Specifically in our case we assume that M is of the form 
(l-1) 
where Mr and M, are irreducible matrices with Perron-Frobenius root of 
each greater than one and Ms., # 0. For a realistic interpretation of the above 
form the reader is referred to [4]. Corresponding to this form of iV2 the types 
(1, z..., n) fall into two classes C, = (1, 2 ,..., r) and C, = (r + 1, Y + 2 ,..., n). 
It is clear that a particle of type i E C, has zero probability of producing a 
particle of type j E Ca . Thus if Z(0) = ci [Q = (ai1 , &a ,..., &,J] and i E C, 
then the process reduces to an irreducible process with moment matrix Mr . 
Similarly, if M,, = 0,2(O) = ci and i E Cs then again we have an irreducible 
process. The results corresponding to Z(0) = l i , i E C, are included in the 
later sections for the sake of completeness. 
Let 
G,*(h) = 1: cht dGi(t), for Re (X) > 0, 
and A(h) = 1 I - H(A)] . 
We need the following theorem regarding the largest real root of d(h) = 0. 
THEOREM 1.1. (i) If M is an irreducible matrix of non-negative elements 
and the Perron-Frobenius root of M is greater than 1, then there exists a positive 
number 01 such that A(a) = 0. The number a has the following properties. 
(ii) The Perron-Frobenius root of the matrix H(U) is 1 and corresponding to 
this root there are unique positive left (row) eigenvector 7 = (Q , rlz ,..., rl,) and 
right (column) e&envector t.~ = (pl ,..., ,IL,J such that 7 = rlH(ar), H(a) /.L = ,G, 
~u=l andmaxip.i=l. 
(iii) Moreover, 01 is the root of the determinantal equation A(X) = 0 with 
largest real part and has multiplicity 1. 
This Theorem is proved in [l] for the case when M is a positive matrix. 
The proof in our case is similar. 
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2. MEAN FUNCTIONS 
Let &Iii(t) = E[&(t) ( Z(0) = ~~1. It is shown in [l] that if mij < og for all 
(;j) then the mean functions Mij(t) satisfy the system of integral equations 
and also there exists a finite constant p such that MJt) < 2eat. Let 
M;(A) = jy emAtM,,(t) dt for Re (A) > /3. 
0 
Let us define the following matrices and their partitioning corresponding to 
that of M. 
and 
Let 01~ and 01~ be the roots with largest real part of the equations 
and 
d,(A) = 1 I - H,(X)I = 0 
d,(h) = ) I - H,(h)l = 0. 
The properties of 0~~ and 01~ are given by Theorem 1.1. 
Let B,(X) be the adjoint of the matrix I - H,(X) (k = 1,2). Then 
(2.2) 
for those values of h for which A#) # 0. It is shown in [l] that for a suitably 
chosen constant ck , 
&(a,) = Ckp%p (2.3) 
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where p(K) and v(k) are the right and left eigenvectors of H,(a) defined in 
Theorem 1.1. Now we are ready to state and prove a theorem regarding the 
asymptotic nature of M,(t). 
THEOREM 2.1. Suppose 
(i) mij < co for all (ij) 
(ii) tire densities g<(t) exist amfgi(t) EL, , i = 1, 2,..., 7t. 
Then the following assertions hold 
(i) If i E C, and j E C, then there exist constants c, and ykj such that 
&j(t) = wkiea~t + W9, 0 < fik < OLk (2.4) 
for k = 1,2. 
(ii) If cu, > 0~s , i E C, , and j E Cl , then there are constants c,i such that 
M,(t) = cstyljeal’ + O(P), O<$<j3<%. (2.5) 
(iii) If cu, < “2 , i E C, , and j E Cl then there are constants cai and aj such 
that 
M,(t) = c4,Ajeaat + O(P), o<q<p<as. P-6) 
(iv) J! cy1 = a2=a, i&C,, and j E Cl then there are constants c& and 
csi such that 
&j(t) = [& + C&Q] eat + O(g”), o<p<a. (2.7) 
Proof. Taking Laplace transformations in (2.1) and using the matrix 
partitioning introduced earlier we get 
and 
(2.8) 
(2.9) 
(2.10) 
By applying Laplace inversion formula the expressions for A&(t) can be 
derived. For details see [I]. For example, when cu, = rxr = 01 the function 
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eAtM&(X) has a pole of order two at X = 01 and the residue of this function 
at X = 01 is given by 
$ [eW(h)],=, = W(a) & + t@(a) et 
where 
@(A) = (A - a)” M,*,(h), 
@(Lx) = $E @(A) 
Now using (2.3) we get (2.7). Other results can be established similarly. 
3. COVARIANCE FUNCTIONS 
The study of the covariance functions is necessary to deduce the limiting 
behavior of Z(t). For any pair in [(tl , t2) : 0 < t, < CO, i = 1, 21 with tl # t2 
set 
~ii&l 9 t2) = ~vwl) ZkP2) I Z(O) = 4 
andfort,=t,=tandj=Kset 
rijj(t, t) = E[Zj(t) (Z,(t) - 1) 1 Z(0) = Q]. 
(3-I) 
(3.2) 
The functions in (3.1) and (3.2) will be called the covariance functions. It is 
shown in [2] that if 
azh,(s) 
ptjk = as, as, I 
(i,j,h = 1,2 ,..., n) 
ssl 
are finite then the covariance functions are bounded in every finite rectangle 
and satisfy the system of integral equations 
rfjk(tl , t2) =fi,k(tl , &) + ( tl m,rvfk(t, - UP t, + t2 - U) dG(u). (3.3) 
Y 
The expressions for fijk(tl , t2) can be found in [Z]. 
The following theorem gives the asymptotic nature of the covariance 
functions. 
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THEOREM 3.1. Suppose all the conditions of Theorem 2.1 are satisfied and 
&jk < CQ for all i, j, and k. Let y’s and 8’s be as in Theorem 2.1. Then there are 
constants dVi (v = 1, 2 ,..., s) with the following properties. 
(i) For i, j, k E C, , 
lim e--(zavt+avt’)I’ijk(t,  + t’) = dViyVjYVk , 
t+co v = 1,2. (3.4) 
(ii) If cu, > or, , then 
lim e-(20r1t+a1t’)Filk(t, t + t’) = d,iYI~~Ik 
t-ma (3.5) 
foriECzandjandkECI,and 
lim e--(al+orr’t--“et’rijk(t, t + t’) = ddiyuySk 
t-m (34 
fmiandkECzandjECI 
(iii) If al < % then 
lim e-(2aat+aat”I’ijk(t, t + t’) = d&S, 
t-tm 
fwiEC2andjandkEC,,and 
lim e-(2ast+a’t’)F&t, t + t’) = d&jysk 
t+m 
foriandkEC,andjECI. 
(iv) If cl, = a2 = a then 
lim ’ 7 e--(21ut+at’)rpjk(t, t + t’) = d,iyIjyIk 
t+a t(t + t ) 
(3.7) 
(34 
foriEC2andjandkECI,and 
\% f f?-(2at+ort’)p&t, t + t’) = $;l/uy2k 
foriandkEC2andjEC,. 
(3.10) 
All the above limits are uniform in t’ > 0. 
Proof. Note that rijk(tl , t2) = 0 if i E c, and j or k E C2 . 
Assertion (i) is proved exactly the same way as in the irreducible case. To 
prove the remaining assertions write the equations (3.3) in the form 
r$jk(t, t -k f) =f &(t, t -k t’) -k JI “5 mivrvfk(t - US t -!- t’ - U) dGi(u) 
1 (3.11) 
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where 
ForiECsandjandkECrset 
B&t, t’) = e--(2alt+alt’)rijk(t, t + t’), 
h&t, t’) = e- (2~lt+~lt’)f~.k(t, t + t’), 
aij = mijGi*(201,), 
and 
1 t 
Hi@) = 1’3,*(2,-4 o e -2a1u dGi(u). 
Multiplying (3.11) by e--(2ult+olt’) we get 
Bij?&, t') = hi& t') + j; "& %&c(t - % t') dfw. (3.12) 
From Theorem 2.1 and (3.4) it follows that hijk(tr t’) ---f di~li~Ik as t --+ CO 
where di is some finite constant. 
The Perron-Frobenius root of the matrix (Ui~) i, j E C, is strictly less than 
one since 0~~ > 0~~ and the Perron-Frobenius root of (mijGi*(or2)) i, j E C, is 
one. Hence by applying Theorem 1.2 of [2] to (3.12) we get (3.5). The other 
results are proved similarly. 
4. THE LIMITING BEHAVIOR OF Z(t) 
Theorem 3.1 leads immediately to a limit theorem for the vector random 
function Z(t). Let us partition Z(t) as (Z(l)(t), .Zc2)(t)) where Z(“)(t) is a vector 
with components &(t), i E C, v = 1,2. We shall also let Et stand for a con- 
ditional expectation given that Z(0) = ci . 
THEOREM 4.1. Suppose all the conditions of Theorem 3.1 are satis-ed and let 
all the constants be dejined as in Theorems 2.1 and 3.1. Then there are scalar 
random variables w, v = 1, 2, 3, 4, 5, with the indicated properties. All the 
limits below hold in quadratic mean and almost surely. 
(i) IfZ(0)=ei,iECy,then 
lim e-uvtZ(V)(t) = wyyV 
t-c 
Eiwy = cVi and Eiw,2 = d,i 
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where 
Y” = h, ,i E C”), v= 1,2. 
(ii) If 01~ > I+ , Z(0) = ci , and i E C, then 
k~ (e-altZ(l)(t), eeaQ(2)(t)) = (wl , w2y2), 
EiW, = C3.i 9 EiwS2 = dai , and E,w2wa = ddi . 
(iii) If 011 < 01~ , Z(0) = l i , and i E C, then 
i$ e-OLatZ(t) = (w$, w2’y2), 
Em = cat, Eiwa2 = d5i 9 and Eiw2w4 = dai . 
(iv) Ifar = % = (Y, Z(0) = ti , and i E C2 then 
j~(t-le-atZfl)(t), e-atZc2)(t) = (w5yl , w2y2) 
Eiwg = cst , Elwus2 = d,, , and Eiwgw2 = d,, . 
This theorem may be proved by combining the procedures used to prove 
Theorems 2.2 and 3.1 of [2]. 
A calculation of the correlation coefficients shows that the pairs of random 
variables (ws , w2), (w4, w2), and (ws , w,) have, in general, genuine joint 
distributions. 
5. CONTINUITY OF THE D.F.'S OF THE W-RANDOM VARIABLES 
The distribution functions of the w-random variables, except that of wg , 
have continuity properties similar to those established in [5l and [6]. Using 
the results of the previous section we can compute the variances and get the 
conditions under which these random variables are not degenerate. In 
this section we shall assume that these conditions are satisfied. Let Pt be the 
probability of extinction when Z(0) = ci . 
THEOREM 5.1. Let the condition of Theorem 3.1 hold. 
(i) If Cr m, > 1 (i, j E C,) then the distribution&n&n of w1 is continuous 
except for a jump of magnitude Pi at the origin. If, further, 1 - Gi(x) = 0(x-c) 
(i E C,) for some c > 0 then the conditional distribution given that w1 > 0 is 
absolutely continuous with continuous density on the set of positive real numbers. 
(ii) If C3 m,, > 1 (i, j E C,) then w2 and w4 have the properties in (i). 
(iii) If zj mij > 1 for all i, j then w2 has the properties in (i). 
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The proof of this theorem is similar to that in [6] except for some obvious 
modifications needed for the multidimensional case. 
It seems possible to use similar techniques to study the joint distributions of 
(ws P w.J and (w4, wJ and establish the continuity properties similar to those 
in Theorem 5.1. 
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