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In this brief note we wish to investigate the problem of solving the linear system
(1) kz = ft, where A is a complex, symmetric (A = A ), n x n matrix and z, ft G C". In general, such systems do not admit simple methods like Cholesky factorization without pivoting, as would be the case for A positive definite real symmetric or complex Hermitian.
The best currently available scheme is a version of Bunch's diagonal pivoting method, (for symmetric indefinite systems), which may be found in LINPACK (cf. has additional structure which we would like to exploit to expedite the solution of (1).
Namely, we will assume that (2) A = B + iC, where B and C are both real, symmetric, positive definite. Further, for the particular application in mind, B and C are also band matrices.
The point in question here is the necessity of row/column interchanges in the pursuance of the diagonal pivoting method. Bunch and Kaufman [1] discuss the situation for band matrices; they report that when the bandwidth is greater than five, if 2 by 2 pivots are required, then the bandwidth is not preserved. On the other hand, if symmetry is ignored, then bandwidth may be preserved, but only at the expense of doubling storage. We show here that in our case, no pivoting is required in the LINPACK algorithm, hence bandwidth will be preserved. Our analysis can be modified easily to treat the usual LDLT decomposition. Since B and C are positive definite, at the first step ik = n), clearly the condition (5) is met (it is true with a = 1). Hence the elimination proceeds without interchange.
If we can show that the (n -1) by (n -1) matrix A n_1, obtained from the elimination step, inherits the property that its real and imaginary parts are positive definite, then an induction shows that the entire algorithm may proceed without any interchanges. Since we shall only investigate one elimination step, the subscripts may be abandoned. The technique modifies an argument found in Wendroff [5] .
Since no pivoting is required at the first step, we can write
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