Abstract. We prove equidistribution of certain multidimensional unipotent flows in the moduli space of genus g principally polarized abelian varieties (ppav). This is done by studying asymptotics of Γ Γ Γg ∼ Sp(2g, Z)-automorphic forms averaged along unipotent flows, toward the codimensionone component of the boundary of the ppav moduli space. We prove a link between the error estimate and the Riemann hypothesis. Further, we prove Γ Γ Γ g−r modularity of the function obtained by iterating the unipotent average process r times. This shows uniformization of modular integrals of automorphic functions via unipotent flows.
Introduction
Let H H H g := {τ ∈ M at(g, C) | τ = τ t , ℑ(τ ) > 0}, the genus g Siegel half space, i.e. the set of symmetric complex g × g matrices τ , with positive definite imaginary part ℑ(τ ). We indicate with Γ Γ Γ g ∼ Sp(2g, Z) the discrete group of symplectic transformations, with action on τ given by
The coset space Γ Γ Γ g \H H H g is the moduli space of genus g principally polarized abelian varieties (ppav) A A A g , and for genera g = 1, 2, 3, A A A g is isomorphic to the moduli space of compact Riemann surfaces M M M g .
H H H g is a homogenous space, since it is isomorphic to the Lie coset H H H g ≃ Sp(2g, R)/ (Sp(2g, R) ∩ SO(2g, R)), the set of real symplectic matrices over the orthosymplectic ones.
By Iwasawa decomposition of a symplectic matrix in Sp(2g, R), one can find an interesting set of coordinates for the Lie coset A A A g . Every symplectic matrix can be written as U U UA A AK K K, with K K K ∈ Sp(2g, R) ∩ SO(2g, R),
. . , g), and
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is a 2g × 2g real unipotent matrix, with U U U g upper unitriangular g × g real matrix, and W W W g symmetric g × g real matrix.
This leads to the following Iwasawa parametrization of the Siegel Half space (0.1)
In this paper we exploit Iwasawa parametrization, in conjunction with the Rankin-Selberg method, for investigating properties of a certain class of unipotent averages of automophic forms on Γ Γ Γ g \H H H g . From the behavior of those averages in the asymptotics limit toward the codimension one component of the Γ Γ Γ g \H H H g boundary, we prove ergodicity of (multidimensional) unipotent flows. It turns out that the error estimate depends on Θ := Sup{ℜ(ρ)|ζ * (ρ) = 0}, the superior of the real part of the non trivial zeros of the Riemann zeta function. Therefore, evaluation of the error estimate would prove or disprove the Riemann hypothesis. Our result generalizes a well known theorem by Zagier on the long horocycle average of a SL(2, Z) automorphic functions of rapid decay [Za1] , [Za2] .
In order to announce the two main results of this paper, we need to introduce further notations. Given τ g ∈ H H H g , we use a (g − r)-corank block decomposition τ g = τ r τ 2 τ t 2 τ g−r , with τ r ∈ H H H r , τ g−r ∈ H H H g−r .
In the r = 1 case, the Iwasawa coordinatization (0.1) gives (0.2) τ g = τ 1 τ 2 τ t 2 τ g−1 = w 11 + i(v 1 + u u uV V V 2 g−1ū ū u) w w w + iu u uV V V
where w w w : (w 12 , . . . w 1g ) is in the first row of the symmetric real matrix W W W g , u u u := (u 12 , . . . u 1g ) is in the first row of the unitriangular real matrix U U U g . We also use the following notationw w w := w w w t ,ū ū u := u u u t to denote column vectors.
The first main result of this paper concerns modularity under the subgroup of transformations Γ Γ Γ g−1 of the average of an automorphic function f (τ ) along the (2g − 1) unipotent directions (w 11 , w w w, u u u): Theorem 1. Given a Γ Γ Γ g -invariant automorphic function f = f (τ ), let us consider the unipotent average
where τ g is given in Iwasawa coordinates according to the corank (g − 1) decomposition given in (0.2).
The integral function < < < f > > > v1 (τ g−1 ) on R >0 × H H H g−1 is invariant under the genus (g − 1) modular group Γ Γ Γ g−1 :
The H H H g boundary is given by g − 1 components F g−r , r = 1, . . . , g − 1. For the quotient space Γ Γ Γ g \H H H g the (g − r)-corank boundary component is given by
where i∞ r := diag(i∞, . . . i∞) represents r copies of the Γ Γ Γ 1 \ H H H 1 cusp. Theorem 1 shows that the unipotent average
This function can be thought to be related to the (g − 1)-corank component F g−1 of the boundary of H H H g . The distance from this boundary component is controlled by v 1 > 0, and one recovers the average along the F g−1 component of the boundary in the v 1 → 0 limit.
The second main result of this paper is given by theorem 2 below. Theorem 2 shows that in the limit v 1 → 0, the < < < f > > > v1 (τ g−1 ) averaged on the modular domain Γ Γ Γ g−1 \H H H g−1 converges to the f average on the modular domain Γ Γ Γ g \H H H g . The error term is related to the non trivial zeros of the Riemann zeta function ζ ζ ζ(s), and an estimate of this quantity provides a proof (or a disproof) of the Riemann hypothesis:
Theorem 2. Let f = f (τ ) a Γ Γ Γ g -invariant function of rapid decay for τ going to all the components F g−r , r = 1, . . . , g − 1 of the H H H g boundary. Let f (τ ) be differentiable up to second order, with Laplacian ∆f of rapid decay, then the following asymptotic holds true:
, and Θ := sup{ℜ(ρ)|ζ ζ ζ * (ρ) = 0} is the superior of the real part of the non trivial zeros ρ's of the Riemann zeta function ζ ζ ζ(s).
Theorem 2 provides a quite interesting connection between asymptotic unipotent dynamics in the ppav moduli space Γ Γ Γ g \H H H g and the Riemann hypothesis. Indeed, in the genus g case, the error estimate is O(v g−1/4 1 ) if and only if the Riemann hypothesis is true (Θ = 1/2). Theorem 2 generalizes Zagier genus g = 1 result [Za1] , [Za2] , for modular functions of rapid decay at the cusp.
Moreover, there is an interesting corollary of theorem 1, which follows by iterating the operation of averaging along unipotent directions. Let us use the following notation w w w (r) := (w r,r+1 , . . . w r,g ), and u u u (r) := (u r,r+1 , . . . u r,g ), where
. . , g − 1, the following unipotent average
is a Γ Γ Γ g−r -invariant function on R r >0 × H H H g−r :
Results of this paper given in theorems 1 and 2 suggest interesting connections with powerful results on measure rigidity and equidistribution of unipotent flows, provided by Ratner theory [Ra] , and by more recent developments, (see for example [ELPV] , [EMV] , [EW] ).
We also would like to mention an interesting connection between unipotent dynamics in homogeneous spaces and string theory, [CC] , [C1] , [C2] , [ACER] .
In fact, results in this paper have applications for shedding light in ultraviolet/infrared dualities descending from finiteness of closed string perturbative amplitudes [CC] . For genus one, (one-loop), closed string amplitudes, equidistribution theorems for long horocycles in the modular surface SL(2, Z)\SL(2, R) connects [C1] vacuum stability with asymptotic supersymmetry [KS] . Moreover, graded spectra of closed string excitations exhibit oscillating patterns with frequencies given by the imaginary parts of the non trivial zeros of the Riemann zeta function [ACER] . In one-loop stable closed string vacua, asymptotic supersymmetry is maximal if and only if the Riemann hypothesis is true [ACER] . As suggested in [CC] , equidistribution theorems for unipotent averages in the ppav moduli space when applied to higher genus closed string amplitudes produce generalizations of the one-loop result [KS] .
The connection between homogenous space dynamics and string theory works also in the opposite direction, namely from string theory to the theory of automorphic forms. By using consistency conditions from string theory, it provides information on certain asymptotic averages of automorphic forms. The advantages of translating the dynamical problems in string theory terms has been shown in the specific case of the horocycle flow in [C2] . There certain asymptotics for long horocycles averages of modular invariant functions with not so mild growing conditions have been considered. It is also worth to mention that results in [CC] and those in this paper indicate an intriguing relation between ultraviolet properties of closed strings on stable backgrounds and the Riemann hypothesis. These relations thus extend beyond one loop order, where they were shown to exist in [ACER] . Moreover, results of this paper may also be useful for studying and probing non perturbative conjectures related to modularity of the effective string action [Bi] , [GMRV] , [GRV] , [GLW] , [LW] , [Pi] , [OP] . They may find also applications for genus g = 2 superstring amplitudes [DHP] , and for testing recent proposals for genus g ≥ 3 closed string amplitudes [CDPvG] , [DPvG] , [DPGC] [Gr], [GSM2] , [GSM] , [GKV] , [MV] , [MV3] , [MV2] , [Mo] .
The organization of the rest of the paper is the following: in section §1 we present some technical facts related to Iwasawa coordinatization of H H H g , instrumental for our proofs. Section §2 contains the proofs of theorems 1 and 2 on ergodicity of unipotent flows and error estimates, and some lemmas, instrumental for those proofs.
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Iwasawa parametrization for H H H g and Eisenstein series
1.1. Iwasawa parametrization for H H H g . The genus g Siegel upper space H H H g is the set of complex g × g symmetric matrices with positive definite
the bijective map is given by
The Iwasawa decomposition allows to write a symplectic matrix in Sp(2g, R)
for the abelian part with
With the above parametrization, eq. (1.1) gives the following Iwasawa parametrization for H H H g
where τ ij = ℜ(τ ) ij + iℑ(τ ) ij .
The following two lemmas give dµ µ µ g in Iwasawa coordinates Lemma 1. The following holds true
Proof. It follows directly from (1.5).
Lemma 2. The Jacobian determinant of τ g (m) map given in (1.5) is
Proof. Let us take the following block parametrization
where upper line denotes column vectors and lower line row vectors.
and therefore
From which it follows that
and by iteration one recovers (1.6). Proposition 1. The H H H g measure dµ µ µ g in Iwasawa coordinates is given by
Proof.
Eisenstein series. Let us introduce the following blocks decomposition
The (g − r) corank Eisenstein series, associated to the F g−r component of the boundary of H H H g , is defined by
where P g,r ⊂ Sp(2g, R) is the parabolic subgroup which stabilizes the F g−r .
For our purposes it is useful the knowledge of the analytic properties of the r = 1 Eisenstein series, given by the following proposition [Ya] :
Proposition 2. The r = 1 Eisenstein series E E E g,1 (τ, s) of the family given in (1.7)
can be analytically continued to the full s plane to a meromorphic function with a simple pole in s = g with residue 1 2ζ ζ ζ * (2g) , and poles in s = ρ 2 , where ρ ′ s are the non trivial zeros of the Riemann zeta function, ζ ζ ζ
( H H H g−1 ֒→ H H H g embedding). Given τ g ∈ H H H g and τ g−1 ∈ H H H g−1 , the following decomposition holds
.
From the previous result one has also the following blocks decomposition for τ g in terms of H H H 1 and H H H g−1 subspaces:
It is useful the following decomposition for the elements in P g,1 ∩ Γ Γ Γ g (see for example [HKW] ):
Proposition 4. Every matrix in P g,1 ∩ Γ Γ Γ g can be decomposed as follows:
and (1.12)
Proposition 5. The action of g 1 ,g 2 ,g 3 on τ ∈ H H H g
is given by:
Proofs of theorem 1 and theorem 2 2.1. Unfolding of the modular integral. Given a function f = f (τ ) on H H H g invariant under the modular group Γ Γ Γ g ∼ Sp(2g, Z), let us consider the following Rankin-Selberg type modular integral (2.1)
where E E E g,1 (τ g , s) is the non-holomorphic g − 1-corank Eisenstein series, introduced in 1.8, section §1.3
Under suitable growing conditions for f at the boundary, that are stated as sufficient conditions in theorem 2, it is possible in (2.1) to exchange integration on the modular domain with the sum over the modular transformations γ's appearing in the Eisenstein series (2.2). This operation allows to unfold the original integration domain Γ Γ Γ g \H H H g into the larger domain (P g,1 ∩Γ Γ Γ g )\H H H g . As we shall see, this latter integration domain has simplified features which becomes transparent in Iwasawa coordinates.
Whenever it is allowed to exchange the sum with the integral, for I I I g,1 (s) one finds (2.3)
where integration along w w w and u u u takes into account identifications by the parabolic subgroup P g,1 given in proposition 5.
Let us notice that I I I g,1 (s) involves a Mellin integral transform in the abelian Iwasawa coordinate v 1 ∈ R >0 . If certain conditions for the existence of the inverse Mellin transform are fulfilled, then, (by using proposition 6), one gets the following asymptotic lim v1→0 (Pg,1∩Γ Γ Γg )\H H Hg dµ µ µ g−1 dw w w du u uf Theorem 1. Given a Γ Γ Γ g -invariant automorphic function f = f (τ ), let us consider the unipotent average
where τ g is given in Iwasawa coordinates according to the corank (g − 1) decomposition given by (0.2) and in proposition 3.
Proof. The action of Γ Γ Γ g−1 on < < < f > > > v1 (τ g−1 ) is provided by the embedding of Γ Γ Γ g−1 ֒→ Γ Γ Γ g defined by g 1 as in Proposition 5. As f is Γ Γ Γ g invariant, the proof will follow from the fact that the measure dw 11 dw w w du u u is Γ Γ Γ g−1 -invariant, and that the action of Γ Γ Γ g−1 over the Siegel space lives v 1 invariant. This permits to reabsorb the transformation in a change of variables which leaves the expression of < < < f > > > v1 (τ g−1 ) invariant in form.
Let us first consider the action of g 1 , given by (1.10), on the coset space H H H g . Using the Iwasawa construction, the generic point of the coset has the form
(2.5) so that, in particular, its first column is (
By acting on x from the left with g 1 , one finds the following structure (2.6)
. . .
In particular, the (2g −1) vectors r r r (j) , j = 2, . . . , 2g are linearly independent, since det(g 1 x) = 0. The symplectic matrix g 1 x ∈ Sp(2g, R) in (2.6) is no more in the quotient Sp(2g, R)/(Sp(2g, R) ∩ SO(2g, R)), since it does not have the blocks structure (2.5).
However, by multiplying g 1 x from the right by an orthosymplectic matrix K K K ∈ Sp(2g, R) ∩ SO(2g, R), . . .
In particular, equality for the elements in the first columns of the previous equation gives
and, since the (2g − 1) vectors r r r (j) , j = 2, . . . , 2g are linearly independent, one findsā ā a =0 0 0. This implies that
and by using (A t A + B t B) 11 = 1 one then getsṽ 1 = v 1 .
The new defined coordinates are then such that, in the notation of Proposition 5,
(2.7)
Notice thatṼ Ṽ V g−1 andŨ Ũ U g−1 are defined byτ g−1 , that does not depends on ū ū u andv v v, so that the transformation of coordinates (w 11 ,ū ū u,v v v) → (w 11 ,ū ū u,ṽ ṽ v) is defined by the components g 1 (x) 1j , j = 1, . . . , g of relation (2.7). This gives the linear transformatioñ
(2.8)
By differentiating and by taking the determinant one thus gets
where we have used that detŨ Ũ U g−1 = 1. Now,
where we have used
which shows the invariance of the measure. The fact thatṽ 1 andτ g−1 do not depend on w 11 ,w w w,ū ū u, implies that the range of coordinates remains unchanged.
In conclusion, we have
2.3. Proof of Theorem 2. We now give the proof of theorem 2. We start by recalling a standard property concerning Mellin integral transforms, (Proposition 6). In order to prove Theorem 2 we shall also need Proposition 7, whose proof is postponed to §2.4.
Proposition 6. Let ϕ = ϕ(s) be the following meromorphic function on the s plane
then the following identity holds
Proof. It is easily obtained by using residues theorem, and by closing the integration contour such that it contains the points s = s i , i = 1, . . . , l.
(2.10)
Integration along unipotent coordinates w 11 , w w w, u u u takes into account the identifications by the parabolic subgroup P g,1 , given in proposition 5, and Θ := sup{ℜ(ρ)|ζ ζ ζ * (ρ) = 0}, is the superior of the real part of the non trivial zeros ρ's of the Riemann zeta function.
Proof. Let us consider the modular integral
The Eisenstein series E E E g,1 (τ, s) defined in (1.8) is of polynomial growth for τ going to each component of the H H H g boundary. For ℜ(s) > g one can use the series representation for the Eisenstein series, and, by Lebesgue dominated convergence one can exchange the series with the modular integral
In the last line modular transformations γ's in the coset (Γ Γ Γ g ∩ P g,1 )\Γ Γ Γ g are used to unfold the integration domain.
Since f (τ ) is of rapid decay for τ going at the H g H g H g boundary, the modular integral is uniformly convergent with respect to the variable s, and thus I I I g,1 (s) inherits analytic properties of the Eisenstein series E E E g,1 (s, τ ). Then, due to proposition 2, I I I g,1 (s) can be analytically continued to the full s plane to a meromorphic function with a simple pole in s = g, and poles in s = ρ/2, where ρ's are the non trivial zeros of the Riemann zeta function, ζ ζ ζ * (ρ) = 0. Thus one can write the following expansion (2.11)
for multiple Riemann zeros ρ's, one has to rise the denominator in the above formula by the appropriate power.
In (2.11), C g is given by
since E E E g,1 (τ, s) has a simple pole in s = g with residue 1/2ζ ζ ζ * (2g).
Then, by using Iwasawa coordinates one can write I I I g,1 (s) in the following convenient form (2.12)
where the decomposition in terms of a modular integral over Γ Γ Γ g−1 \H H H g follows from theorem 1.
Equation ( If the following integral defining the I I I g,1 (s) inverse Mellin transform (2.14)
is convergent, then through proposition 6, one obtains the v 1 → 0 asymptotic for the function F g,1 (v 1 ).
Since f (τ ) is twice differentiable, we use ∆E E E g,1 (τ, s) = 2
, (a proof of this result is given in proposition 7). By integration by parts one then finds (2.15)
where Π Π Π projects orthogonally to the space tangent to K K K, and κ is a normalization constant. As K K K is the intersection with the orthogonal group SO(2gR), Π Π Π takes the symmetric part, so that
In order to compute the trace in (2.17) note that the parenthesis is the sum of nilpotent matrices (as U U U unipotent implies U U U −1 dU U U nilpotent), whereas V V V −1 dV V V is diagonal, so that mixed products have vanishing trace and we remain with the terms
Notice that there are no off-diagonal terms of the form dV V V ⊗ dU U U , so that from (2.18) we get
To compute κ we can compute the determinant of the metric (2.18) and compare the result with Proposition 1. We know that the determinant does not depend on the coordinates u ij and w ij in U U U so that we can compute it for u ij = 0 and w ij = 0. This gives
First, notice that By using lemma 4, we are then able to prove the following proposition Proposition 7. Let ∆ be the H H H g Laplacian operator
(2.19) ∆E E E g,1 (τ, s) = 2 g−1 g+1 s(g − s)E E E g,1 (τ, s).
Proof. In Iwasawa coordinates
. With the help of lemma 4, by direct computation in Iwasawa coordinates one finds 
