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ABSTRACT
Induction motors are the most rugged electrical equipment which are widely used in
the industry. Owing to the non-linearity in its behaviour, it is not a trivial problem to solve
and hence we are interested in using it as a control platform. Through several decades
of research a wide number of control schemes have been developed for implementing the
closed loop control. Based upon the merits and demerits of various schemes we choose a
control scheme called the indirect vector control of Induction motor.
Using the electrical dynamics of the motor model we design a LQG/LTR controller. We
employ a discretized model for the controller design. A step by step procedure has been
outlined considering the two possible cases of minimum phase and non minimum phase
systems.





The primary motive of this thesis is to develop a simple and viable design procedure
for synthesis of multi-input/multi-out (MIMO) feedback control systems. A second motive
is validation of this design procedure by applying it to synthesis of the feedback controller
on an industrial grade 1
2
H.P. induction motor that is implemented using a digital signal
processor (DSP) board.
Since 1960s, many different methods are developed to design MIMO feedback control
systems. Notable ones are linear quadratic Gaussian (LQG) andH∞ control [5],[20]. There
are pros and cons for LQG and H∞ based control design methods. Roughly speaking,
LQG control is aimed at minimizing the white noise disturbances. It has the advantages
of being easy to understand and simple to design. However it lacks robustness against
the modeling error of the MIMO system. A loop transfer recovery (LTR) procedure is
developed in the literature [10, 19] in conjunction with the linear quadratic regulator (LQR).
This LQR/LTR procedure aims to recover the loop transfer property achievable under the
state feedback. For continuous-time systems, LQR control admits infinity gain margin and
60o phase margin, and thus it is robust against the modeling uncertainty. However for
discrete-time systems, this approach is less effective. On the other hand H∞ control is
rich in theory and more difficult to understand but admits robustness against unmodeled
dynamics. We will introduce loop shaping employed in H∞ to LQR/LTR based design
1
method in hope that our new method retains the simplicity of the LQR/LTR meanwhile
achieving the robustness against the modelling uncertainty.
1.1 Control of Induction Motors
Induction Motors is one of the most widely used and studied industrial equipment. It is
well known that induction motor exhibits a nonlinear behaviour and the state variables of
this multi variable system interact with each other to produce the output which is desired to
be controlled. Induction motor drives can be broadly categorized in to types 1) Frequency-
controlled drives and 2) Vector control drives. It is a general understanding that frequency
controlled drives use the change in supply frequency as a means to control the speed of in-
duction motor. Vector control is a method using which the dynamics of the Induction motor
can be controlled in a manner similar to the separately excited DC motor. The principle
reason for performing this transformation is that separately excited DC drives are simpler
to control. ”The flux in DC motors can be independently controlled, which when main-
tained constant contributes to the independent control of torque of the machine.”[8] For
implementing the vector control method, the angular position of the rotor flux is needed.
There are two ways to implement vector control in a drive, a) Direct vector control and
b) Indirect vector control which are based upon how the rotor flux angle is determined,
through measurement or through calculation respectively. The performance of the vector
control method depends on the accuracy of the parameters like Lr rotor inductance and
Rr rotor resistance of induction motor and dynamically calculated flux and speed. In [17]
concentration is on the estimation of the states for performance improvement. The motor
model developed for the control problem is in reference to a frame rotating at synchronous
2
speed (ωs). The contribution of [17] is that the load torque is included in system dynamics
by choosing rotor speed ωr as additional state. Since the dynamics of the model described
takes into consideration the load torque, there is an improvement in the system response.
The model used for the control purpose is similar to the one we adopted, except for the
inclusion of rotor speed dynamics. Since in our design we propose to use optimal feed-
back control method for the current dynamics of the motor we hope to compensate the
load torque changes. A DSP is used to implement the controller and estimator in [17] and
designing is carried out in discrete time.
In implementing vector control, there is a scheme that takes into consideration the es-
timated speed rather than measured speed, as used in [7]. By doing so the need for speed
measuring sensor can be eliminated, if sufficiently accurate estimation can be guaranteed.
Consequently a motor model consisting of rotor speed as one of its state is constructed
and extended Kalman filter is applied. The emphasis has been given to the estimation in
[7]. The results of motor speed estimation are assured, but an increased order plant model
requires a higher processing speed. Hence a floating point DSP is used to implement the
controller and the designing is carried out in discrete time. A somewhat similar implemen-
tation has been adopted in [14], wherein LQR is designed along with the a Lyapunov filter.
In [14] the plant uncertainty has been taken into account for a robust performance, citing
the nonlinear behaviour of thyristors, unmodelled dynamics of the actuators, and variation
of the inductance while near saturation as some of the reasons for uncertainties. Weight-
ing matrices have been designed using the loop shaping procedure. The model used is a
reduced order SISO model, and the designing is carried out in continuous time. It does not
consider the analysis of non-minimum phase plants which is a major factor since sampling
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can result in non-minimum phase plants, even though continuous time plant is minimum
phase.
Because the motor model is nonlinear, nonlinear control method has also been tested as
shown in [15], wherein field oriented control is applied using a ™DSPACE with TMS320C30
floating point controller. The approach chosen is input output linearisation technique for
the controller design. The actual design of controller is carried out in continuous time and
using discretization for the final controller. The estimation part is implemented by Kalman
filtering which is designed in discrete time. As the controller is continuous in time but im-
plementation is in discrete time, several factors such as time delay have to be considered.
In [18] and [2], LQR and H2 control methods have been implemented on continuous-time
and discrete-time models respectively. There is a slight variation in how the implemen-
tation of the control is carried out in this thesis. We consider loop shaping methodology
for performance improvement. As done in [2], we will consider actuator saturation while
testing the design in simulation by using a simple simulink saturation block.
Considering the pros and cons of the existing design methods discussed above, an at-
tempt has been made to provide the MIMO controller design perspective for discrete-time
systems. For tackling the problem of accurate estimation, we use the theory of asymptotic
recovery to design an estimator to assure perfect recovery for minimum phase plants. Since
the plant parameters are obtained using off-line tests and the model does not consider the
various thermal effect on the plant parameters, it is imperative that the designed controller
has good disturbance rejection and gain stability margin. In light of [3], a robust perfor-
mance of the closed loop system can be achieved if appropriate loop shaping is performed.
4
1.2 Thesis Overview
Chapter2 Motor Modelling: This chapter starts with the reason and benefits of imple-
menting D-Q (3ph to 2ph) transformation of the induction motor model. Following the
D-Q transformation, all the three phase electrical circuit parameters, like M.M.F, current,
magnetizing current, flux linkage and voltages, are expressed in D-Q terms. Finally the
transformed stator and rotor voltage equations are constructed in a general rotating refer-
ence frame. The reason for constructing the voltage equations in general reference frame
is that the principle of the vector control method can be applied. Roughly speaking, when
the voltage and current quantities are expressed in a reference frame rotating along with
the rotor flux linkage phasor, the control of induction motor becomes similar to that of a
separately excited DC motor. Finally a two input two output induction motor state space
model is provided that is used in later chapters for the design of the feedback controller.
Chapter3 MIMO control design: Initially the various control methods for SISO sys-
tems are discussed. The notion of smallness of a transfer function is explained with respect
to the singular values of the frequency response of the system. Consequently as mentioned
in [3], arguments are given to extend the frequency based control methods to MIMO sys-
tem. A mathematical result is introduced which states that for a stabilizable and detectable
plant, the frequency shapes of the closed loop sensitivity and complementary sensitivity are
the same as that of the left and right coprime factors of open loop plant, respectively. This
fact allows us to shape the plant for desired loop shape and then carry out the LQR control
solution. A result from [10] is used to construct the observer solution and to achieve perfect
recovery for a minimum phase plant. We use a theorem from [19] to come up with an er-
5
ror function which will help to quantify the recovery error achieved for the non-minimum
phase plants. In [19], a procedure to factor out the non-minimum phase zeros of the plant
has been derived so that the remaining minimum phase system can be used for the design
of the observer gain. This method is less effective due to the use of the transfer matrix for
factorizing the non-minimum phase zeros of the plant. A simpler method is from [6] that
provides the state-space formulas to arrive at the desired factorization.
Chapter4 Simulation and DSP: In this chapter the linearization of the plant is car-
ried out and selection of weighting function to meet the performance requirements. The
weighted plant is then used to design LQG solution, and closed loop frequency response
and step is shown. The implementation of the controller in two degree of freedom and in
actual Field oriented control methodology. Finally details about the hardware equipment
used for the controller implementation is explained along with software implementation
and ™TI Digital motor control library and IQmath library.
Chapter5 Conclusion and further prospects of work.
6
CHAPTER 2
DYNAMICAL MODELLING OF INDUCTION MOTOR
Consider a 3-phase 2 pole induction motor having Ns and Nr as effective winding
number of turns in stator and rotor respectively, we assume that the air gap is uniform
and stator and rotor windings are sinusoidally distributed. The rotor windings are short
circuited and the stator is connected to a balanced 3-phase voltage source. As mentioned
in [12] when a 3-phase balanced voltage is applied to the stator, its windings produce
magneto motive force (M.M.F.) in the air gap which rotates at the angular speed equal to
the frequency of the power supply (ωs). If the speed of the rotor is different from ωs, the
rotating M.M.F. will induce a current ir in the short circuited rotor, which in turn induces
the dynamic motion of the induction motor. The frequency of the rotor current ir depends
on the difference between ωs and rotor speed ωr. For the purpose of control, we will
describe the dynamics of the induction motor in the form of state-space equations.
An induction motor has six voltage equations, three of which for stator and the other
three for rotor. As a result, the dynamic order of the the induction motor model is six.
By using the D-Q transformation method [12] for induction motors, we can express the
3-phase current, flux linkage, and voltage quantities in 2-phases D and Q, i.e., the direct
and quadrature components. Such a D-Q transformation reduces the complexity of the
mathematical model, while retaining all the essential equations for the dynamics of the
system.
7
Associate each phase of A,B,C with the flux linkages ψsA, ψsB, and ψsC , respectively.
The per phase voltage in stator and rotor can be described by












where usA(t), usB(t) and usC(t), isA(t), isB(t)and isC(t) are the instantaneous values of the
stator phase voltages and currents, respectively. Similar expressions for the rotor circuit are












where ura(t), urb(t) and urb(t), ira(t), irb(t) and irc(t) are the instantaneous values of the
rotor phase voltages and currents, respectively. Again ψra, ψrb and ψrc are the flux link-
ages associated with each phase in rotor. The flux linkages in individual phase stators are
expressed as follows:











































In above equations, L̄s is the self inductance of stator phase winding, M̄s is the mutual
inductance between the stator windings, θr is the rotor angle and M̄sr is the maximal value
of the stator-rotor mutual inductance. The rotor flux linkages for three individual phases
are









































isB + M̄sr cos(θr)isC .
where L̄r is the self-inductance of rotor winding, M̄r is the mutual inductance between two
rotor phases. The six equations in (2.1) and (2.2) are arranged in the matrix form using
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as vector valued voltages and currents in stator and rotor, respectively. Let s be the Laplace
variable that stands for differential operator in time domain. Define the following matrices
Zss(s) =

Rs + sL̄s sM̄s sM̄s
sM̄s Rs + sL̄s sM̄s




pM̄sr cos θ sM̄sr cos θ1 sM̄sr cos θ2
sM̄sr cos θ2 sM̄sr cos θ sM̄sr cos θ1




sM̄sr cos θ sM̄sr cos θ2 sM̄sr cos θ1
sM̄sr cos θ1 sM̄sr cos θ sM̄sr cos θ2




Rr + sL̄r sM̄r sM̄r
sM̄r Rr + psL̄r sM̄r
sM̄r sM̄r Rr + sL̄r
 , (2.9)
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where θ = θr, θ1 = θr + 2π3 , θ2 = θr +
4π
3
. With Us(s), Ur(s), Is(s) and Ir(s) as Laplace
transforms of us, ur, is and ir, respectively, the dynamic equations in (2.1) and (2.2) can










In order to obtain the state space equation for the dynamic model in (2.1) and (2.2),
which are now described equivalently by (2.10) in Laplace domain, we take the derivatives
of the currents as the state variables. Since the currents in each stator phases can be mea-
sured, they are taken as the output of the state space system. The control inputs will be
specified later. Prior to deriving the state equations, D-Q transformation is applied first to
the stator and rotor voltage equations in (2.1) and (2.2). The first step is to describe the
space phasor forms for three phase currents, voltages and flux linkages one by one. These
phasor forms will then be used in (2.1) and (2.2). Finally the transformed stator and rotor
voltages will be used to arrive at the transformed model for (2.10).
For simplicity, we make the following assumptions [16] (page-6) in modelling the in-
duction motor:
• A smooth air gap 3-phase machine is considered with symmetrical two-poles.
• The effects of slotting are neglected.
• The permeability of the iron parts is assumed to be infinite and the flux density is
considered radial in air-gap.
• The effects due to iron loss are neglected
11
In the next several sections, the space phasor analysis will be carried out for stator and rotor
currents, magnetizing currents, flux linkages and voltages.
2.1 Stator and Rotor Current and M.M.F. Space Phasors.
For a balanced 3-phase stator circuit at any given arbitrary time, the currents in three dif-
ferent phases are isA(t), isB(t) and isC(t) respectively. Since the neutral of the system is
isolated, there is no zero sequence current in the system. Hence the following relation
isA(t) + isB(t) + isC(t) = 0 (2.11)
holds. Let Ns be the effective number of turns in the stator windings. Figure 2.1 provides
a schematic for the three phase induction motor.
Figure 2.1
Cross-section of an elementary symmetrical three-phase machine [16] (p-6)
12
In Figure 2.1,
• Re and Im are the real and imaginary axis fixed to the stator frame (these axis also
coincide with the sD and sQ axis defined later)
• rα-rβ is the rotating reference frame fixed to the rotor, speed of rotation of this frame
with respect to Re and Im is ωr.
• ”θ is the angle around the periphery with reference to the axis of the stator windings
sA, which represents the angular position of the stator flux linkage.”-[16](page-7)
• ”α is the angle around the periphery with respect to the axis of the rotor winding
ra.”[16] (page-7)
For Figure 2.1, the resultant M.M.F. distribution fs(θ, t) produced by the stator wind-
ings is given by
fs(θ, t) = Ns[isA(t) cos(θ) + isB(t) cos(θ − 2π/3) + isC(t) cos(θ − 4π/3)]. (2.12)


























[isA(t) + aisB(t) + a
2isC(t)] = |̄is|ejαs (2.15)
where a = e
j2π
3 is a spatial operator, ”|̄is| is modulus of stator space phasor current, and
αs is the phase angle with respect to the real axis fixed to the stator. The real axis of the
stator is designated as the Direct axis and the imaginary axis as Quadrature axis. Both the
modulus and the phase angle of the stator current space phasor are dependent on time. Since
in practice the spatial displacement and instantaneous magnitude of peak of the sinusoidal
stator M.M.F. space phasor are determined by the space phasor of the stator current, the
description of space phasor of stator M.M.F. can be expressed by”[16] (page-7)
f̄s(t) = Nsīs(t) = f̄sA(t) + f̄sB(t) + f̄sC(t). (2.16)
Also from (2.15), stator current space phasor can be expressed in terms of space phasor of
three phases as
īs = īsA + īsB + īsC . (2.17)
where īsA = isA(t), īsB = aisB(t) and īsC = a2isC(t). To further the space phase analysis
using the two axis property, īs(t) from (2.15) can be written as
īs = isD(t) + jisQ(t). (2.18)
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In a symmetrical 3-ph machines, the direct and quadrature-axis stator currents isD(t) and






























where c = 2
3
is a constant. We can also obtain the corresponding instantaneous value of the
phase variables by taking the projections of the space phasor quantity on the corresponding

































Similar set of relations can be developed for the rotor M.M.F. and current components.
Consider that the equivalent number of rotor winding is Nr. The rotor flux linkage is
15
Figure 2.2
projection of stator current space phasor [16](p-10)
expressed as follows:

















[irA(t) + airB(t) + a
2irC(t)] = |̄ir|ejαr ,
īr(t) = irα(t) + jirβ(t). (2.22)
where αr is the phase angle of the rotor current phasor with respect to the axis rα. While in
(2.15) the stator current space phasor is expressed in reference to the stationary reference
16
Re and Im, we can also express the stator current space phasor with respect to the rotor









īs = isD + jisQ,
ī
′
s = isd + jisq.
We have the expression of the rotor current phasor with respect to the rotating reference
frame in equation (2.22,2.21), which can be expressed in θ and θr. By Figure 2.1, replacing
α in 2.21 with θ − θr yields


















r = ird + jirq
where ī′r is the space phasor of rotor current expressed in the stationary reference frame
which is evident from the Figure 2.3. In relation to the reference frame that is fixed to the
stator (referred as sD and sQ), the reference frame fixed to the rotor rotates at an angular
speed ωr. Hence at any give time angle between the two reference frames is θr.
The resultant M.M.F. in the motor circuit can be expressed as
f(θ, θr, t) = fs(θ, t) + fr(θ, θr, t). (2.25)
17
Figure 2.3
Relation between stationary and rotating reference frames [16](p-12)
Using the flux linkages of stator and rotor from the previous part, we obtain
























which contains the current part īm = (̄is + NrNs ī
′
r)e
−jθ called the magnetizing current space
phasor expressed in the stationary reference frame fixed to stator.
2.2 Flux Linkages and Stator-Rotor Voltages in Space Phasor
In a stationary reference frame fixed (Re-Im) to the stator, the total flux-linkage space
phasor for stator winding is expressed as






(ψsA + aψsB + a
2ψsc).
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where the instantaneous values of space phasor flux linkages are expressed as shown in
(2.3). By substituting equations (2.3), (2.15), and (2.24) into (2.27), we obtain the stator
flux linkage with respect to the stationary reference frame fixed to the stator as follows:
ψ̄s = Lsīs + Lmī
′
r (2.27)
where Ls = L̄s − M̄s is the total three-phase stator inductance and Lm = 32M̄sr is three
phase magnetizing inductance. The two flux linkage components in above equations are
self flux linkage space phasor of stator phase caused by the stator current and mutual flux
linkage space phasor due to rotor current (̄i′r is expressed in stationary reference)[16](page14).
The stator flux linkage can be defined in terms of the direct and quadrature axis flux linkage
components as follows:
ψ̄s = ψsD + jψsQ (2.28)
where ψsD = LsisD + Lmird is the direct component and ψsQ = LsisQ + LmirQ is the
quadrature component. In above equations isD,isQ and ird,irq are the instantaneous values
of the direct and quadrature axis stator and rotor currents, respectively, as expressed in
equations (2.23) and (2.24).
To develop the space phasor for the flux linkage of the rotor in the reference frame




[ψra(t) + aψrb(t) + a
2ψrc(t)] (2.29)
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where ψra(t), ψrb(t) and ψrc(t) are the instantaneous values of the rotor flux linkages in ro-
tor phases ra, rb, and rc, respectively as expressed in equation (2.4). Using the expressions
(2.4), (2.22), (2.15), and (2.23), the space phasor for rotor flux is obtained as
ψ̄r = Lr īr + Lmī
′
s (2.30)
where Lr = L̄r − M̄r is the total three-phase rotor inductance and ī
′
s is the space phasor
of the stator current expressed in the reference frame fixed to the rotor. We explain two
terms in the above equation as stated in [16] (page-16) as follows: a) Lr īr is the rotor
self inductance expressed in the reference frame fixed to the rotor and is primarily because
of rotor current; b) Lmī
′
s is the mutual flux-linkage space phasor produced by the stator
currents and expressed in the same rotor reference frame. The rotor flux linkage can be
expressed in the form of two axis component as
ψ̄r = ψrα + jψrβ. (2.31)
where ψrα = Lrirα + Lmisd and ψrβ = Lrirβ + Lmisq and the current components
irα, isd, irβ and isq are direct and quadrature current components expressed with reference
to the frame fixed to the rotor. As described in equation (2.24) , the rotor flux linkage is














jθr) = Lr ī
′
r + Lmīs.
Voltage space phasor can be expressed principally in a manner similar to the current





[usA(t) + ausB(t) + a
2usC(t)] = usD + jusQ. (2.33)





[ura(t) + aurb(t) + a
2urc(t)] = urα + jurβ. (2.34)
The relation between three phase quantities and the quadrature phase quantities follows the
same analogy as in the case of the rotor current space phasor. We can now convert the





jθr = urd + jurq. (2.35)
2.3 Voltage Equations in a General Reference Frame
For the stator and rotor space phasors of current, voltage, and flux linkage we have two
versions one in the stationary reference frame fixed to the stator, and the other in the rotor
reference frame rotating at the speed ωr. In this section we develop the stator and rotor volt-
age equations in a general reference frame rotating at speed ωg. The benefit for doing so is
that we can easily change the expressions from stator and rotor reference to any other arbi-
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trary reference frame as required simply by selecting suitable ωg. In previous sections, īs
and i′r are the stator and rotor space phasors expressed in stator reference frame. See equa-
tions (2.15) and (2.24). Now consider a general reference frame with direct and quadrature
reference frames x and y respectively rotating at a speed ωg =
dθg
dt
as explained in Figure
2.4. Using the same analogy as used in equation (2.23) to change the reference from fixed
to a reference frame rotating at the speed ωr, we can deduce following relationships.
Figure 2.4
Stator space phasor quantities in general reference frame [16](p-38)
¯isg = īse
−jθg = isx + jisy (2.36)
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ūsg = ūse
−jθg = usx + jusy (2.37)
ψ̄sg = ψ̄se
−jθg = ψsx + jψsy (2.38)
By Figure 2.5 next explains the positioning of rotor space phasor with respect to the general
reference frame. From Figure 2.5, it is clear that the angle between the real axis (x) and the
Figure 2.5
Rotor phasor quantities in general reference frame [16](p-39)
reference frame rotating with rotor (rα) is θg − θr [16](page-39). Hence we can obtain the
following relationships for the rotor components:
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īrg = |̄ir|ejαre−j(θg−θr) = īre−j(θg−θr) = irx + jiry, (2.39)
ūrg = ūre
−j(θg−θr) = urx + jury, (2.40)
ψ̄rg = ψ̄re
−j(θg−θr) = ψrx + jψry. (2.41)
The voltage equations using space phasor quantities in induction motor stator and rotor are
given by




ūrg = Rr ¯irg +
dψ̄rg
dt
+ j(ωg − ωr)ψ̄rg, (2.43)
ψ̄sg = Lsīsg + Lmīrg, (2.44)
ψ̄rg = Lr īrg + Lmīsg. (2.45)
So the final voltage equations are obtained as






+ jωg(Lsīsg + Lmīrg), (2.46)






+ j(ωg − ωr)(Lr īrg + Lmīsg). (2.47)










Rs + sLs −ωgLs sLm −ωgLm
ωgLs Rs + sLs ωgLm pLm
sLm −(ωg − ωr)Lm Rr + sLr −(ωg − ωr)Lr









where s is the Laplace variable, and is derivative operator in time domain. Now if we
consider the set of equations in a stationary reference frame, i.e., ωg = 0, we obtain the









Rs 0 0 0
0 Rs 0 0
0 ωrLm Rr ωrLr










Ls 0 0 0
0 Ls 0 Lm
Lm 0 Lr 0












Also upon setting ωg = ωs we get a matrix model of induction motor with respect to the












RsLr −ωrL2m −RrLm −ωrLmLr
ωrL
s
m RsLr ωrLmLr −RrLm
−RsLm ωrLmLr RrLs ωrLrLs






















 1 0 0 0









Hence from above we obtain the following state space equation




isx isy irx iry
]′
is the state vector, and
A =

RsLr −ωrL2m −RrLm −ωrLmLr
ωrL
s
m RsLr ωrLmLr −RrLm
−RsLm ωrLmLr RrLs ωrLrLs










 1 0 0 0





 are the realization matrices. The voltage vector u = [ usx usy ]





(ψrxisy − ψryisx) (2.51)




3.1 SISO Feedback Control System
Consider the discretized linear single-input/single-output (SISO) plant model P (z) under
the sampling frequency ωs. Its input and output dynamics are conventionally represented







m−1 + ....+ b1z + b0
zn + an−1zn−1 + ....+ a1z + a0
. (3.1)
Assume that a(z) and b(z) are coprime. Then a(z) is the characteristic equation of the
system, and its roots are poles of the system and determine stability of the system. It is
well known that if the roots of characteristic equation lie strictly within the unit circle,
the system is stable. However for design of feedback control system, stability alone is
not adequate. Performance requirements in time domain and frequency domain are often
imposed.











In general there are two ways for design of the feedback control system. One is the time
domain approach in which performance is specified by reference tracking, and noise/dis-
turbance rejection etc. According to [9], time domain specifications include maximum
overshoot, rise time, delay time, settling time, damping ratio, damping factor, natural un-
damped frequency, and steady state error. The graphical root locus provides a design tool
in time domain which is aimed to assign the closed-loop poles into the desired locations
and to ensure the design specifications in time domain. The second method widely used for
design of the feedback control system is based on frequency response, i.e., the frequency
domain method. The major design procedures in frequency domain includes the Nyquist
criterion, the Bode plot, and the Nichols chart. Among them the Bode plot is more pow-
erful in synthesizing the feedback controller, and it can be extended to MIMO systems as
well. For this reason, a detailed explanation for Bode plot is provided.
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Frequency response of the system is the steady state response to a sinusoidal input
signal with sweeping frequencies. Bode diagram consists of a magnitude plot |PK(ejω)|
and phase angle plot ∠PK(ejω) of the open loop system over a range of frequencies. The
bandwidth of the magnitude response determines how fast the system responds to the input
signal in time domain. High gain in low frequency range and small gain in high frequency
gain determine the tracking and noise rejection. More important concepts are gain and
phase margins.
Consider the feedback system as shown in Figure 3.1. The gain margin is defined as:




where |PK(ejωp)| is the magnitude of PK(ejω) measured at the frequency point ωp, which
is the frequency at which the phase of P (ejω) is 180 degrees and which is called phase
crossover frequency. The GM represents the maximum gain variation the feedback system
can tolerate before it goes into instability. However gain margin alone is not adequate. A
feedback system with good gain margin can have small stability margin, because of the
variation of the phase of the transfer function. Hence phase margin is also indispensable.
To find phase margin, the magnitude crossover frequency ωc at which |PK(ejωc)| = 1
needs to be located first. The phase margin is defined as:
PM =
∣∣∠PK(ejωc)± 360◦∣∣ . (3.4)
30
3.2 MIMO Design Problem and Specifications
Many design methods are now available for MIMO (multi input multi output) feedback
control systems. These methods include pole-placement, H-infinity robust control, optimal
or LQR control, H-infinity loop shaping and LQR control with loop shaping. The design
method to be considered in this thesis is LQR control based on loop shaping and LTR, with
induction motor control as the application platform.
For a MIMO system with m-input and p-output, its transfer matrix has the form
P (z) =

P11(z) · · · P12(z)
... · · · ...
Pp1(z) · · · Ppm(z)
 (3.5)
where Pij(z) represents the transfer function between jth input and ith output. Conse-
quently the methods used for SISO analysis and controller design will either have to be
modified or abandoned. The graphical root locus is difficult to be extend to MIMO sys-
tems. However there is a possibility to extend the Bode magnitude plot to MIMO systems.
Such an extension is represented by the loop shaping method.
As observed in the SISO case the design specifications in frequency domain are mainly
the gain margin and bandwidth of the magnitude plot, and phase margin of the phase plot.
The main issue in the multivariable feedback design as stated in [11] is that a matrix does
not have a unique gain, the norm ‖P (z)u(z)‖ depends on the direction of the vector u(z).
Hence the induced norm is employed that is the maximum singular value at each frequency:
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It is well known that σ2(A) is the maximum eigenvalue of A∗A or AA∗. In many cases, not
only the maximum singular value, but also other singular values may also be used. Hence
the plot of the singular values of the frequency response of the system for MIMO systems
acts as the magnitude plot. The design specifications are often given in terms of the singular
value plots of the system.
Consider a feedback system as shown in Figure 3.2. Difference from Figure 3.1, the
input and output signals in Figure 3.2 are vector-valued. The vector signals in Figure 3.2
are clarified as next:
• r is the reference input.
• η measurement noise.
• di disturbance at plant input.
• d disturbance at plant output.
For simplicity, it is assumed that the disturbances di and d are white noises. The plant
model P (z) is a mathematical description of the relationship between the plant input and
output.
MIMO systems are different from the SISO ones. Specifically the loop transfer matrix
and sensitivity are not unique. The following are the basic terminologies used to specify
the performance requirements for a standard feedback design as stated in [3] and [20]. The
central idea for controller design using loop shaping as stated in [4] is formed around the
32
Figure 3.2
Standard Feedback System [20] (p-81)
fact that, the magnitude of the singular values of the closed loop system can be obtained
using the corresponding open loop singular values.
• Input loop transfer matrix Li = KP is obtained by breaking the loop at the input u
of the plant .
• Output loop transfer matrix Lo = PK is obtained by breaking the loop at the output
y of the plant.
• Input sensitivity matrix Si = (I +Li)−1 is the transfer function between up and di as
shown in Figure 3.2.
• Output sensitivity matrix So = (I + Lo)−1 is the transfer function between y and d
as shown in Figure 3.2.
• Input complementary sensitivity matrix is Ti = I − Si = Li(I + Li)−1.
• output complementary sensitivity matrix is To = I − So = Lo(I + Lo)−1
33
By assuming that the system is internally stable, the following equations hold [20](page-
82):
y =To(r − η) + SoPdi + Sod, (3.7)
r − y =So(r − d) + Toη − SoPdi, (3.8)
u =KSo(r − η)−KSod− Tidi, (3.9)
up =KSo(r − η)−KSod+ Sidi. (3.10)
The above equations help to explain the relations between the design objectives and the
transfer functions of the feedback system. From (3.8), the effects of disturbance d on the
output of the system is suppressed, if So output sensitivity transfer matrix is made small
which also reduces the effects of disturbance d. ”By making transfer function small we
mean to make the magnitude of frequency response singular values small, i.e. σ[So(ejω)] <<
1 over the operating frequency range.”[20] (page-82) Similarly from (3.10), effects of dis-
turbance di can be minimized if Si is minimized. It means that the effects of disturbance d
to the plant output are effectively desensitized.
More specifically from (3.8) and (3.10), in order to obtain good disturbance rejection at
the plant output, the following singular values need to be made small at low frequencies:





σ(SoP ) =σ((I + PK)
−1P ) = σ(PSi). (3.11)
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And in order to have disturbance rejection at the plant input following transfer functions
should be made small at lower frequencies:





σ(SiK) =σ(K(I + PK)
−1) = σ(KSo). (3.12)
As observed the above input sensitivity and output sensitivity have different expressions
when P (z) is of the size p ×m. For the case p < m, the rank {K(z)P (z)} < p ∀|z| = 1.
Thus σ[Si(ejω)] cannot be made smaller than 1. In this case, sensitivity minimization has to
be carried out at the output of the plant. Similarly for the case p > m, rank {P (z)K(z)} <
m ∀|z| = 1. Consequently σ[So(ejω)] cannot be made smaller than 1. Hence sensitivity
minimization for this case has to be carried out at the plant input. See [6] for more detail.
3.3 Linear Quadratic Regulator
For MIMO systems, LQR continues to be a powerful synthesis tool. This section provides
a brief description of the problem and solution.
Problem statement: Consider a discrete time system described by
x(k + 1) =Ax(k) +Bu(k), x(0) = x0 6= 0 (3.13)
where u(k) of dimension m is the control input, and x(k) of dimension n is the state. The










The weighting matrix Qf ≥ 0 represents the penalty on the state vector, and R > 0
represents the penalty on the control input.
Solution: Suppose that (A,B) is stabilizable and (Qf , A) does not have unobservable
modes on the unit circle. Then the solution to the above problem is the state feedback law
u(t) = Fx(t) specified by
F =− (R +B∗XB)−1B∗XA, (3.15)
X =A∗XA+Qf − A∗XB(R +B∗XB)−1B∗XA. (3.16)
The above solution assumes that the system’s states are available for feedback. If this is
not the case, then output feedback control has to be used that results in the standard LQG
control based on the separation principle [11]. In LQG control, the optimal estimate of the
system state is used in feedback control. It assumes that
x(k + 1) = Ax(k) +Bu(k) +B1d(k), y(k) = Cx(k) +Dd(k)
where d(t) is wide-sense stationary process with mean zero and covariance I . Assumes
that (C,A) is detectable and (A,B1) does not have unreachable modes on the unit circle.
Then the optimal state estimator is given by
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x̂(k + 1) =Ax̂(k) +Bu(k)− L[y(k)− ŷ(k)], (3.17)
=(A+ LC)x̂(k) +Bu(k)− Ly(k). (3.18)
where ŷ(t) = Cx̂(k). The optimal state estimator gain L is obtained from
L =− AY C∗(DD∗ + CY C∗)−1, (3.19)
Y =AY A∗ +B1B
∗
1 − AY C∗(DD∗ + CY C∗)−1CY A∗.
Combining the state feedback u(k) = Fx̂(k) and the estimator leads to
x(k + 1) =Ax(k) +BFx̂(k) +B1d(k), (3.20)
x̂(k + 1) =(A+BF + LC)x̂(k)− LCx(k)− LDd(k). (3.21)
Let e(k) = x(k) − x̂(k) be the state estimation error. Then taking the difference between
the above two equations yields
e(k + 1) = (A+ LC)e(k) + (B1 + LD)d(k). (3.22)
Combining the above with x(k + 1) = Ax(k) +BFx̂(k) +B1d(k) leads to













As a result, the closed loop eigenvalues are those eigenvalues of the optimal state feedback
plus those of the optimal state estimation. The separation principle states that optimal state
feedback and optimal state estimation result in an optimal solution to LQG control.
3.4 Loop Shaping Based on LQR
The optimal state feedback and state estimation can be used to shape the frequency re-
sponse of the loop transfer matrix. The Lemma below is useful and concerns with the
fact that sensitivity and complementary sensitivity transfer matrices constitute the coprime
factors of the plant if F and L are stabilizing. Specifically the right coprime factorization
corresponds to the state feedback/LQR and left coprime factorization corresponds to the
Kalman filter/observer
Lemma 1. [6] Consider the plant model P (z) = C(zI −A)−1B where (A,B) is stabiliz-
able and (C,A) is detectable.
(i) If F = −(I +B′XB)−1B′XA with X ≥ 0 is the stabilizing solution to
X = A′XA− A′XB(I +B′XB)−1B′XA+ C ′C, (3.24)
then for all |z| = 1 there holds the identity
SF (z)
∗SF (z) + SF (z)
∗TF (z) = I +B
′XB. (3.25)
Furthermore, let Ω∗FΩF = I +B
′XB, then
{M̃(z), Ñ(z)} = {SF (z)Ω−1F , TF (z)Ω
−1
F } (3.26)
constitutes the pair of normalized right coprime factors of P (z).
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(ii) If L = −AY C ′(I + CY C ′)−1 with Y ≥ 0 is the stabilizing solution to
Y = AY A′ − AY C ′(I + CY C ′)−1CY A′ +BB′, (3.27)
then for all |z| = 1 there holds the identity
SL(z)SL(z)
∗ + TL(z)TL(z)
∗ = I + CY C ′. (3.28)
Let ΩLΩ∗L = I + CY C
′. Then
{M(z), N(z)} = {Ω−1L SL(z),Ω
−1
L TL(z)} (3.29)
constitutes the pair of normalized left coprime factors of P (z).
It is noted that the following normalization properties
M(z)M(z)∗ +N(z)N(z)∗ = I,
M̃(z)∗M̃ + Ñ(z)∗Ñ = I.
hold. Hence if the plant has the desired frequency shape, i.e., σ[P (ejω)] is large in the
operating frequency range and σ[P (ejω)] is small in the high frequency range, then
M̃(ejω)M̃(ejω)∗ =
[





I + P (ejω)P (ejω)∗
]−1 (3.31)
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resembles the ideal sensitivity at the plant input and output, respectively. Hence it can
be concluded that if σi [P (ejω)] admits the same shape as that of the desired loop transfer
matrix, then for each integer i,
σi[M̃(e
jω)] = σi[SF (e
jω)Ω−1F ] (3.32)






represents the ideal sensitivity shape at the plant output. In addition, by the normalization
property,
Ñ(ejω)Ñ(ejω)∗ = P (ejω)
[
I + P (ejω)∗P (ejω)
]−1
P (ejω)∗, (3.34)
N(ejω)∗N(ejω) = P (ejω)∗
[
I + P (ejω)P (ejω)∗
]−1
P (ejω). (3.35)
Hence if σi [P (ejω)] admits the same shape as that of the desired loop transfer matrix for
each integer i,
σi[Ñ(e
jω)] = σi[TF (e
jω)Ω−1F ] (3.36)







represents the ideal complementary sensitivity shape at the plant output. Consequently, if
the shape of P (z) is designed to achieve the desired loop shape, the state feedback gain F
achieves the desired input sensitivity, and the state estimation gain L achieves the desired
output sensitivity.
In the case when the open loop plant does not admit the desired frequency shape, the
procedure outlined in [4] can be employed.
• The frequency response of a MIMO system can be shaped by pre and post multi-
plication of some weighting W1(z) and W2(z), respectively to compensate the loop
shape.
• A feedback controller Kw(z) is then designed for the weighted plant
PW (z) = W2(z)P (z)W1(z).
• The feedback controller and the compensator/weighting function are combined to
form a final controller K(z) = W1(z)Kw(z)W2(z).
Figure 3.3 below shows the implementation of loop shaping method.
Figure 3.3
Illustration of Loop Shaping Procedure-[4](p-107)
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3.5 Loop Transfer Recovery
For simplicity, we consider only the case of p ≥ m. That is, the plant is tall or square.
Hence the LTR procedure is employed to achieve the desired loop shape or desired sensi-
tivity under state feedback. However the feedback compensator under output feedback may
not be able to recover the the desired loop shape. An LTR procedure has been proposed in
the literature [10],[11] which will be studied in this section.
There are two cases to consider. The first one assumes that the plant P (z) = C(zI −
A)−1B is strictly minimum phase, has been squared down by weighting functions, and
det(CB) 6= 0. It is well known that perfect LTR can be achieved in the sense that a
stabilizing output feedback controller K(z) can be designed such that
K(z)P (z) = F (zI − A)−1B (3.38)
of which F is the optimal state feedback gain that achieves the desired loop shape.
Definition 1. The transmission zeros of a system are defined as the set of complex numbers
z0 that satisfy the following inequality.
rank
 z0I − A B
−C 0
 < n+m (3.39)
Definition 2. The system is said to be non-minimum phase, if at least one of its transmission
zeros is outside the closed unit circle and such zeros are called non minimum phase zeros
of the system.
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”The LTR procedure under strictly minimum phase and det(CB) 6= 0 synthesizes the
state estimation gain by solving the stabilizing solution Y ≥ 0 to the following ARE:
Y = AY A∗ − AY C∗(q−2I + CY C∗)−1CY A∗ +BB∗. (3.40)
The above ARE can be rewritten as
Ȳ = AȲ (I + CC∗Ȳ )−1 + q2BB∗
by taking Ȳ = q2Y . If q →∞ in (3.40), then
Y = AY A∗ − AY C∗(CY C∗)−1CY A∗ +BB∗.
Since det(CB) 6= 0,Y = BB∗ satisfies the above equation. Hence the estimation gain
becomes
L = −AY C∗(CY C∗)−1 = −AB(CB)−1.
This corresponds to the case of perfect LTR [10]. We will prove this fact next.
Note first that
A+ LC = A− AB(CB)−1C = A[In −B(CB)−1C]. (3.41)
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Since det(CB) 6= 0, the plant model P (z) = C(zI−A)−1B has exactly (n−m) zeros that
are all inside the unit circle by the strictly minimum phase assumption. Direct calculation
shows
zC(zI − A)−1B =CB + C(zI − A)−1AB
=[I + C(zI − A)−1AB(CB)−1]CB (3.42)
=[I − C(zI − A)−1L]CB.
Taking inverse of the above square transfer matrix yields
z−1(C(zI − A)−1B)−1 = (CB)−1[I + C(zI − A− LC)−1L].
It follows that (A + LC) is a stability matrix. Hence Y = BB∗ is the stabilizing solution
to the filtering ARE (3.40) in the limiting case of q →∞.
The output feedback controller is taken as
K(z) = −zF1(zI − A− LC)−1L, F1 = −(I +B∗XB)−1B∗X (3.43)
where X ≥ 0 is the stabilizing solution to the ARE,” [6]
X = A∗X(I +BB∗X)−1A+ C∗C. (3.44)
Recall that this is the same ARE for right normalized coprime factorization. As shown in
[10], perfect LTR can be achieved.
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Theorem 1. [10] Consider the square plant model P (z) = C(zI−A)−1B. If (i) det(CB) 6=
0 and (ii)the realization of P (z) is strictly minimum phase, then the equality K(z)P (z) =
F1A(zI − A)−1B holds where K(z) is the output feedback controller in (3.43).
For completeness, we provide a proof here based on [10].
Proof. It is easy to observe that det(CB) 6= 0 iff Rn = range(B)
⊕
ker(C). Then Π =
B(CB)−1C is a projector onto range(B) along ker(C), and there hold LC = −AΠ and
(I − Π)B = 0. Let
δ(z) = F1A(zI − A)−1B −K(z)P (z).
The proof of achieving a perfect recovery relies on proving δ(z) ≡ 0:
δ(z) = F1A(zI − A)−1B + zF1(zI − A− LC)−1LC(zI − A)−1B (3.45)
= F1A(zI − A)−1B − zF1(zI − A+ AΠ)−1AΠ(zI − A)−1B (3.46)
= F1A(zI − A)−1B − zF1A[zI − (I − Π)A]−1Π(zI − A)−1B (3.47)
= F1A(zI − (I − Π)A)−1[zI − (I − Π)A− zΠ](zI − A)−1B (3.48)
= F1A[zI − (I − Π)A]−1[(I − Π)(zI − A)](zI − A)−1B ≡ 0 (3.49)
as (I − Π)B = 0.
In conclusion the perfect recovery is achieved. Intuitively, K(z) has m poles at the
origin which are cancelled by m zeros at the origin due to z in the front. The remaining
(n − m) poles of K(z) are cancelled by the (n − m) finite zeros of P (z) which are all
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stable by the strictly minimum phase assumption. It needs to be pointed out that the perfect
LTR fails, if the plant is non-minimum phase plant, and/or det(CB) = 0. Hence a different
design procedure needs to be developed for non-minimum phase plants. The following is
a result that helps to factorize the non-minimum phase zeros of the plant [6].
Lemma 2. [6] Consider the square plant model P (z) = C(zI − A)−1B with stabilizable
and detectable realization. If P (z) has full normal rank void zeros on the unit circle, then
the following factorization holds:
P (z) = Ca(z)Pm(z), Pm(z) = Cm(zI − A)−1B, (3.50)
where Ca(z) is a square inner (all pass and stable), the realization of Pm(z) is strictly
minimum phase, and det(CmB) 6= 0.
Proof. By hypothesis, there exists an integer κ ≥ 0 such that CAκB 6= 0. If κ > 0, then
CAiB = 0 for 0 ≤ i < κ. Denote Dκ = CAκB and Cκ = CAκ+1. Then
zκ+1P (z) = Pi(z)Po(z).
From spectral factorization theory, if A is a stability matrix then
zκ+1P (z) = Pi(z)Po(z)
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with Pi(z) an inner and Po(z) an outer. If A is not a stability matrix, then Po(z) is strictly
minimum phase. Specifically let Rκ = D∗κDκ and Z ≥ 0 be the stabilizing solution to the
ARE
Z = A∗ZA+ C∗κCκ − (A∗ZB + C∗κDκ) (Rκ +B∗ZB)
−1 (B∗ZA+D∗κCκ) .
The full normal rank condition on P (z) implies that Ω2 = Rκ+B∗ZB is nonsingular. The
state feedback gain Fκ = − (Rκ +B∗ZB)−1 (D∗κCκ +B∗ZA) is stabilizing. Moreover








Note that Fκ = F̂κA where
F̂κ = − (Rκ +B∗ZB)−1 (D∗κCAκ +B∗Z) .
Using the expressions of Rκ and Dκ yields
Rκ +B
∗ZB = B∗ (A∗κC∗CAκ + Z)B,
D∗κCA
κ +B∗Z = B∗ (A∗κC∗CAκ + Z) .
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 = −zΩF̂κ (zI − A)−1B.
By setting Ca(z) = z−κPi(z) and Cm = −ΩF̂κ leads to the factorization in (3.50). Since
det(CmB) 6= 0 and zeros of Po(z) are eigenvalues of (A + BFκ) which are all stable,
Pm(z) = Cm(zI − A)−1B is indeed strictly minimum phase. The proof is complete.
The LTR procedure will be applied to Pm(z) that is strictly minimum phase and satisfies
det(CmB) 6= 0. Feedback controller remains the same except that L is replaced by
Lm = −AB(CmB)−1.
Clearly the perfect recovery is not possible. The following result from [19] shows how
much the target loop can be recovered. The proof is omitted.
Theorem 2. [10, 6] Suppose that P (z) is factorized as in lemma 2 and the LTR applied to
Pm(z). Under the stabilizability and detectability condition,
P (z)K(z) = [H(z)− E(z)] [I − E(z)]−1 (3.51)
whereH(z) = F (zI−A)−1B is the targeted loop transfer matrix andE(z) = [C − Ca(z)Cm] (zI−
A)−1L is the error function.
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For MIMO system the design approach is bifurcated into two major categories, i.e.
the design procedure for the minimum phase plant and for the design procedure the non-
minimum phase plant. We summarize the design procedure in following steps:[6]
Given a plant P (z) = C(zI − A)−1B where p ≥ m, following are the steps followed for
the controller design in case of the minimum phase plant:
• Carry out the frequency shaping for the plant by adding weighting function at the
plant input. Name the weighted plant as Pw(z).
• Design the state feedback using the ARE in (3.44) as F = F1A, where F1 = −(I +
B∗XB)−1B∗X .
• Design the Optimal estimator L = −AB(CB)−1 for minimum phase plant.
• For the case where the plant is non-minimum phase, the state feedback F obtained
as in minimum phase case. Compute factorization P (z) = Ca(z)Pm(z) following
Lemma 2, Ca(z) is the square inner and Pm(z) = Cm(zI − A)−1B is strictly mini-
mum phase.
• Design an estimator L = −AB(CmB)−1 using Pm(z) from previous step, for perfect
recovery of the factorized minimum phase plant.
Hence final controller is the combination of the estimator and the state feedback. For either
of the case, set L0 = F1L where F1 is same as in (3.43) and noting that F = F1A. Hence
we obtain the following controller.
K(z) =
 A+BF + LC +BL0C L+BL0





4.1 Controller Design and Matlab Simulation
For experimental purpose we have chosen a 1
2
H.P industrial grade 3-phase induction motor.
In order to implement the LQG/LTR controller on the induction motor the first step is to
ascertain the motor parameters like Rs, Rr, Ls, Lr and Lm. By performing short circuit
and noload test on the induction motor its parameters are determined as mentioned in table




stator and rotor current components form the state variables specified by
x(t) =
[
isd isq ird irq
]T
.








are the control inputs and output of the system, respectively. The state space description of
the actual system is given by





−328.6851 4832.1 307.0950 5046.3
−4832.1 −328.6851 −5046.3 307.0950
314.7339 5046.3 −316.2116 −5196.1












 1 0 0 0
0 1 0 0
 . (4.4)
(4.5)
We assume that the specification for the induction motor control is given in time domain.
The design specs are maximum overshoot no more than 5 percent, and settling time no
more than 0.05 seconds. For the given open loop frequency response of the linearised
system, the weighting function is chosen so as to increase the bandwidth of the plant along,
and the open loop gain at low frequencies. The use of weighting functions enhances the
performance characteristics and better disturbance rejection. Starting with a simple PI






The weighting function is selected such that the gain crossover frequency is close to 1000
rad/sec. Figure 4.2 is the open loop and the weighted plant frequency response of the
system. The final controller K(z) = D̂ + Ĉ(zI − Â)−1B̂ is computed according to the
LQG/LTR procedure studied in the previous chapter where
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Figure 4.2
Open loop weighted and nominal plant frequency response
Â =

0.9373 0.0218 −0.3045 0.0071 −0.1651 0.0072
0.0413 0.8647 0.2911 −0.3316 0.3189 −0.2137
0.5655 0.1267 −0.6200 2.0408 −0.6211 2.1702
0.2399 0.1466 −0.3056 −0.8533 −0.2880 −0.9252
−0.5427 −0.1238 1.5212 −2.0756 1.5704 −2.2272














 −3.9176 1.3628 −9.2322 0.0158 −10.3199 0.4495







As discussed in the previous chapter, the controller admits left coprime factorization:
K(z) = V (z)−1U(z) (4.11)
The two-degree-of-freedom controller employs V (z)−1Ω−1f as the feed forward controller,
and K(z) as the feedback controller which is shown in the following figure 4.3
Figure 4.3
Two degree of freedom control system - [6]
4.2 Closed Loop Response Analysis
Figures 4.4 and 4.5 are the plots of closed loop singular values plot of the system transfer
function and the sensitivity function plot and step response of the closed loop system.
As it is evident that the closed loop sensitivity function has significantly smaller gain at
lower frequency and for higher frequency it is close to 0 db.Such a frequency shape for
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the sensitivity of the closed-loop system results in significantly reduced sensitivity to the
disturbance. The step response has a settling time of 73.3 and 79.9 samples, and thus
satisfying the design specs. Recall that the sampling frequency is 2000 Hz. The step
response shows an approximately 0 percent steady state error, which is due to the integrator
in weighting function. Percentage Overshoot is 4.38% and 0% for two outputs respectively.
Figure 4.4
Singular values plot of the closed loop system and the Sensitivity function
4.3 Implementation of the Controller
After designing the final controller next task is to determine the implementation. The model
used to solve the control problem incorporates the electrical dynamics of the system. Hence
the design requirements chosen are such that they specify the related performances. Below
mentioned figure explains and the ®Matlab ™Simulink diagram modified from the demo
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Figure 4.5
Step response of the Closed loop system
of ®SimPowerSystem toolbox. In figure 4.6, there are two actions a) speed control and
b)current control. The speed control is a simple Proportional Integral controller which con-
verts the speed error into the required electromagnetic torque. The electromagnetic torque









usx = Rsisx +
d
dt
ψsx − ωgψsy (4.12)
0 = Rriry +
d
dt
ψry + (ωg − ωr)ψrx (4.13)
0 = Rrirx +
d
dt
ψrx − (ωg − ωr)ψry (4.14)
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where
ψsy = Lsisy + Lmiry (4.15)
ψsx = Lsids + Lmirx (4.16)
ψry = Lriry + Lmisy (4.17)
ψrx = Lrirx + Lmisx (4.18)
”The indirect field-oriented control requires that the isx component of the stator current is
aligned with the rotor field and the component isy is perpendicular to isy. This is achieved
by choosing ωg to be the speed of the rotor flux such that the rotor flux is aligned precisely




ψry = 0 (4.19)
and ψrx = |ψ̄rg| (a scalar quantity) which implies that difference


















Which makes the analogy with DC machine performance clear. The electric torque is
directly proportional to the isy stator current component and ψr and isx are related by a
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first order transfer function as seen in 4.21. Now following set of equations are used in the













where |ψrgE| is the estimated flux, given as |ψrgE| = Lmisx1+Lr
Rr
s
. The stator direct axis current
Figure 4.6
Field Oriented Control Block diagram - [13]
reference is i∗sx =
|ψrg |∗
Lm
where |ψrg|∗ is the reference/steady state calculated rotor flux








Recall that the model developed in Chapter 2 was with ωg = 0, i.e. with respect to a
stationary reference frame. In simulation we employ a abc-dq transformation with uses the
calculated rotor flux angle position for the transformation.
The controller we designed K(z) is used as the current controller in figure 4.6. The
speed controller is 26 + 13
s
proportional controller. The final closed loop simulation is as
shown in figure 4.9. The first plot is the step reference speed plot, second is the current
applied to the motor third is the actual speed of the motor and the fourth plot is the torque
generated by the motor.
4.4 Hardware Equipments
The hardware equipments used for the experimental purpose are as follows




Industrial grade class B induction motor.
• Current sensing hall effect sensor.
• 3 channel encoder.
• Spectrum digital JTAG emulator for programming and debugging the DSP.
The dsp used in the evaluation board is specifically designed for motor applications and
has a 32 bit CPU with Harvard Bus Architecture. The Motor Control Peripherals on the
dsp consists of two Event Managers (EVA, EVB) which support features like PWM units,
capture units and quadrature encoder pulse circuits. Apart from this the DSP has an ADC
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unit which is used to read the current data form the hall effect current sensor. The main
features of the custom built EVM DSP along with power electronic board are:
• Configuration of 256K (Program 64K, data 64K) non-delay SRAM, clock frequency
at 150MHz on board;
• 16-Channel 12 bit A/D internal converter;
• 128K Flash ROM is re-programmable;
• In-chip event organizer directly controls 12-channel PWM pulse outputs. 6 hardware
acquisition units can connect to Hall signal and photoelectric encoder signal.
• In-chip SPI slot exchanges data with serial EEPROM for boot load function
• 250Kbps communications rate between RS232C interface and host
• On-board IEEE11.49.1JTAG slot supports system emulation and Flash ROM pro-
gram
• On-board optical encoder input slot and Hall input slot
• AC 220V input, supplying power to control system
4.5 Software Implementation
For software implementation of the DSP, two major libraries provided by Texas Instruments
are used extensively IQmath and DMC. IQmath library is a set of highly optimized and
high precision mathematical functions which helps in implement seamlessly a floating-
point algorithm into fixed point code on TMS320C28x devices. There are in all 30 data
types which can be used for floating point operations, the resolution and max-min range
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for these data types starts from 0.000000001 to 0.5 and -2 - 1.999999999, -1073741824-
1073741823.500000000 respectively. The DMC library consists of list of functions which
performs functions like data logging, park-clarke transformation, encoder reading, speed
calculations, current measurements, space vector PWM generation etc.
The software implementation is done in two different modes, initialization mode and
secondly run/Interrupt service subroutine mode. Following are the steps for ISR every time
interrupt occurs:
• Speed and 2 out of 3 phase current measurements are carried out using QEP and
SPEED MEA library functions.
• Perform D-Q transformation and convert 3 phase current values to 2 phase.
• Estimate the stator flux and the rotor flux angle using the field Oriented Control
equations.
• Calculate the speed error and using speed controller find the desired torque.
• Using reference flux and desired torque values find the i∗ds and i
∗
dq values.
• Apply the designed controller and using PWM generator calculate the pulse width
required for the control input.
This concludes the calculation of controller, control scheme, simulation results and the
basic information about the hardware and the software of DSP board.
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Figure 4.7
Simulink diagram for Vector Control in feedback mode-a [13]
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Figure 4.8






The thesis addressed the problem of LQG/LTR design method for discrete time system
using weighting functions. As observed from the simulation results we get a decent track-
ing of reference speed signal by the system, but there is a room for improvement as the
responses are a bit sluggish. As encountered in the literature review, apart from the con-
troller design, accurate estimation plays a major role in control of Induction motor. Since
the plant is minimum phase, same procedure for controller design with a modified model,
with rotor speed as state vector can be used. The benefit of doing so is that, sensor less
vector control scheme can also be implemented. The progress of hardware implementation
till now has been that a c/c++ based program for 3-phase fixed frequency supply generation
through power electronic board has been accomplished. In order to implement the feedback
control, a subroutine for current sensing and encoder reading is under development. Once
these two subroutines are developed, the controller can be implemented and actual results
can be obtained.
5.1 Future Scope of Study
Once the basic platform of test on Induction motor is developed, several other MIMO con-
trol methods can be tested with minor changes in the program. An obvious extension would
be H-infinity control method and then compare the results of two methods. Discretised non-
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linear controller can also form a challenging problem. In terms of theoretical development,
an expression for stability margin in relation with the weighting function if developed can
greatly smoothen the process of loop shaping and LQG design method. A generalization
of LQG/LTR design method can also be extended to linear continuous-time systems. Since
Induction motor is one of the most common control problem in Industrial domain the above
mentioned problems can be of great interest.
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Following is the matlab program for computing the controller:
1 %LQG Controller Design
2 % for the Motor Model
3 % Author: Girish Yajurvedi
4 % Reference: Gu Guoxiang."Design of Feedback Control System." ...
Discrete-Time Lin-
5 % ear Systems-Theory and Design with applications. To be ...
published by
6 % Springer, 2011.
7
8 clear
9 ts=5/(1e4); %1/(25e6); %%Sampling Time
10 row=1.25678731; %row for the feedback X
11
12 %Induction Motor Model
13 Lm=0.2459; Lr=Lm+0.0109; Ls=Lm+0.0073; Rr=5.6885; Rs=5.83; ...
k1=Lmˆ2-Ls*Lr; Jeq=55.55/3590; wo=364;
14 A=[Rs*Lr -wo*Lmˆ2 -Rr*Lm -wo*Lm*Lr;....
15 wo*Lmˆ2 Rs*Lr wo*Lm*Lr -Rr*Lm;.....
16 -Rs*Lm wo*Lm*Lr Rr*Ls wo*Lr*Ls;....
17 -wo*Lm*Ls -Rs*Lm -wo*Lr*Ls Rr*Ls ]/k1;





23 %Adding the weighting function
24 s=tf([1 0],[0 1]);
25 W=3.5*[(s+ 350)/(s ) 0; 0 (s+350 )/(s ) ];
26 [ah,bh,ch,dh]=ssdata(W);
27 Aw=[ah zeros(2,4);B*ch A]; Bw=[bh;B*dh]; Cw=[D*ch C]; Dw=[0 0;0 0];
28 Gw=ss(Aw,Bw,Cw,Dw); Gwd=c2d(Gw,ts);
29 [awd,bwd,cwd,dwd,ts]=ssdata(Gwd); % weighted plant
30
31 % frequency response comparison of weighted and non weighted plant
32 figure(1)
33 sigma(Gd,'r--',Gwd,'b',{1,10000}), grid legend( '\sigma(Gd) ...
Actual plant ', '\sigma(Gwd) Weighted Plant');
34
35 % Ricatti equations for feedback and estimator design
36 [X,La,Ga]=DARE(awd,bwd,row*cwd'*cwd, eye(2));
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37 Y=DARE(awd',cwd', 1000*bwd*bwd', eye(2));










48 % Plant Controller state space equation
49 ak=awd+bwd*F+L*cwd+bwd*L0*cwd; bk=L+bwd*L0; ck=(F+L0*cwd); dk=-L0;
50 k=ss(ak,bk,ck,dk,ts);
51
52 %feedforward part for the closed loop implementation
53 %Considering k(z)=v(z)ˆ-1u(z) left coprime factorization of the ...
controller
54 av=awd+L*cwd; bv=-bwd; cv=(F+L0*cwd); dv=eye(2);
55 v=ss(av,bv,cv,dv,ts);
56 Vinv=ss(awd+L*cwd+bwd*F+bwd*L0*cwd, bwd,(F+L0*cwd), eye(2),ts);
57 [avin,bvin,cvin,dvin]=ssdata(Vinv);
58 au=awd+L*cwd; bu=L; cu=F+L0*cwd; du=L0;
59 u=ss(au,bu,cu,du,ts);
60
61 %closed loop system state space equation;
62 Acl=[awd-bwd*dvˆ-1*du*cwd bwd*dvˆ-1*ck; bv*dvˆ-1*du*cwd-bu*cwd ...
ak-bv*dvˆ-1*ck];
63 Bcl=[bwd*dvˆ-1; -bv*dvˆ-1]*inv(omegaf); Ccl=[cwd zeros(2,6)]; ...
Dcl=zeros(2,2);
64 Gcl=ss(Acl,Bcl,Ccl,Dcl,ts);
65 Scl=eye(2)-(Gcl); %% Sensitivity function of the Closed loop plant
66
67 %Close Loop responses
68 figure(2)
69 subplot(2,2,1), dstep(Acl,Bcl(:,1),Ccl(1,:),0,1,200), grid;
70 subplot (2,2,2), dstep(Acl, Bcl(:,2),Ccl(1,:),0,1,200),grid;
71 subplot (2,2,3), dstep(Acl, Bcl(:,1),Ccl(2,:),0,1,200),grid;




76 legend('\sigma(Gcl) closed loop frequency response','\sigma(Scl) ...
Closed loop singular values of sensitivity function')
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