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Abstract
The notions of operator norm localization property and finite decomposition complexity were recently
introduced in metric geometry to study the coarse Novikov conjecture and the stable Borel conjecture. In
this paper we show that a metric space X has weak finite decomposition complexity with respect to the
operator norm localization property if and only if X itself has the operator norm localization property.
It follows that any metric space with finite decomposition complexity has the operator norm localization
property. In particular, we obtain an alternative way to prove a very recent result by E. Guentner, R. Tessera
and G. Yu that all countable linear groups have the operator norm localization property.
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The operator norm localization property and finite decomposition complexity are notions of
metric geometry, which have been introduced very recently in studying the coarse Novikov con-
jecture [3,4] and the stable Borel conjecture [7], respectively. Both properties were motivated
by applications of the notion of finite asymptotic dimension of a metric space introduced by
M. Gromov [6].
Recall that a metric space X has finite asymptotic dimension if there is an integer n 0 such
that for any (large) number r > 0 the space X may be written as a union of n + 1 subspaces Xi ,
each of which may be further decomposed as an r-disjoint union:
X =
n⋃
i=0
Xi, Xi =
∞⊔
j=1
Xij , dist(Xij ,Xij ′) > r,
in which the metric family {Xij : i, j} is bounded, i.e. S := supi,j diam(Xij ) < ∞. In general,
a countable family of metric spaces X = {Xi} is said to be (n, r)-decomposable over another
metric family Y if every X ∈ X admits a decomposition as above with each Xij ∈ Y .
Inspired by properties of finite asymptotic dimension, Guentner, Tessera and Yu [7] introduced
the notion of (weak) finite decomposition complexity as a measure of computational complexity
of metric spaces. Roughly speaking, a metric family X has weak finite decomposition complexity
if it can be decomposed, through a finite number of applications of the decomposability relation
as above, into a bounded family. Guentner, Tessera and Yu proved that the stable Borel conjec-
ture holds for closed aspherical manifolds whose fundamental groups have finite decomposition
complexity [7].
On the other hand, the operator norm localization property was introduced and studied by
Chen, Tessera, Wang, Yu in [3] and by Chen and Wang in [4], as motivated by the study of the
coarse Novikov conjecture in operator K-theory [3,5,11]. This property allows one to estimate
the operator norm locally relative to a metric space. For a discrete locally finite metric space X,
it has operator norm localization property if there exists a constant 0 < c 1 such that for every
r > 0, there is S > 0 such that for any bounded operator T on 2(X) ⊗ H of propagation at
most r , there exists a nonzero vector ξ ∈ 2(X)⊗H satisfying diam(Supp(ξ)) S and ‖T ξ‖
c‖T ‖‖ξ‖, where H is a separable infinite dimensional Hilbert space. Note that if X has finite
asymptotic dimension, say asdim(X) n, then X has operator norm localization property with
constant c 1
n
(see also [11]). In [3] Chen, Tessera, Wang and Yu gave many examples of finitely
generated groups with infinite asymptotic dimension and operator norm localization property,
and applied this notion to the coarse Novikov conjecture.
In this paper, we shall prove a permanence property linking these two notions, namely,
“the operator norm localization property is invariant under (weak) finite decomposition com-
plexity.” To do this, we introduce a notion of weak finite decomposition complexity with respect
to operator norm localization property (Definition 2.8), and show that a metric space X has such
a property if and only if X itself has the operator norm localization property. It follows that
any metric space with weak finite decomposition complexity has the operator norm localization
property.
As a consequence (see Corollary 3.6), we obtain an alternative proof to a very recent result by
E. Guentner, R. Tessera and G. Yu that all countable linear groups have the operator norm local-
ization property [8]. This result has been applied in [8] to prove the coarse Novikov conjecture
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sequences of expander graphs (cf. [5,8,9,12]).
2. Preliminaries
In this section, we first briefly review the definitions of operator norm localization property
[3,4] and (weak) finite decomposition complexity [7], and then introduce the notion of weak
finite decomposition complexity with respect to operator norm localization property.
Recall that a Borel measure on a metric space is said to be locally finite if every bounded
Borel subset has finite measure.
Definition 2.1. (Cf. Roe [10].) Let X be a metric space with a positive locally finite Borel mea-
sure ν, and let H be a separable Hilbert space. A bounded linear operator T : L2(X, ν) ⊗ H →
L2(X, ν)⊗H is said to have propagation at most r if for all φ,ψ ∈ L2(X, ν)⊗H with bounded
supports such that dist(Supp(φ),Supp(ψ)) > r we have 〈T φ,ψ〉 = 0.
The space of operators acting on L2(X, ν) ⊗ H with propagation at most r will be denoted
by Ar (X, ν).
Definition 2.2. (Cf. Chen, Tessera, Wang and Yu [3].) Let (X, ν) be a metric space equipped
with a positive locally finite Borel measure ν. Let f : R+ → R+ be a nondecreasing function
and let 0 < c 1. We say that (X, ν) has operator norm localization property relative to f with
constant c if, for any r > 0 and every T ∈ Ar (X, ν), there exists nonzero vector ξ ∈ L2(X, ν)⊗H
satisfying
(1) ‖T ξ‖ c‖T ‖‖ξ‖.
(2) diam(Supp(ξ)) f (r).
Definition 2.3. (Cf. Chen, Tessera, Wang and Yu [3].) A metric space X is said to have operator
norm localization property if there exists a constant 0 < c  1 and a nondecreasing function
f :R+ →R+ such that, for every positive locally finite Borel measure ν on X, the space (X, ν)
has operator norm localization property relative to f with constant c.
Definition 2.4. (Cf. Chen, Tessera, Wang and Yu [3].) A family of metric spaces {Xi}i∈I is said
to have uniform operator norm localization property if there exist common constant c ∈ (0,1]
and nondecreasing function f :R+ →R+ such that Xi has operator norm localization property
with c and f for all i ∈ I .
The following property plays an important role in the next section.
Proposition 2.5. (Cf. Chen, Tessera, Wang and Yu [3].) If a metric space has operator norm
localization property (with some constant 0 < c0  1), then it has the property with constant c
for all 0 < c 1.
Now we turn to recall the notion of (weak) finite decomposition complexity [7]. We shall
use X , Y , etc., to denote (countable) families of metric spaces, and use D,F, etc., to denote
collections of metric families.
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individual space Xj , namely, sup{diamXj : j} < ∞. Let D0 denote the collection of bounded
families:
D0 = {X : X is bounded}.
A metric family X is (n, r)-decomposable over a metric family Y if every X ∈ X admits a
decomposition
X =
n⋃
i=0
Xi, Xi =
∞⊔
j=1
Xij , dist(Xij ,Xij ′) > r,
where each Xij ∈ Y .
Definition 2.6. (Cf. Guentner, Tessera and Yu [7].) Let F be a collection of metric families.
A family X is decomposable over F if there exists n  0 such that for every r > 0 there exists
Y ∈ F such that X is (n, r)-decomposable over Y . The collection F is said to be closed under
decomposability if every family X decomposable over F actually belongs to F.
Note that a metric space X, always viewed as a singleton family, is decomposable over the
collection D0 of bounded families precisely when it has finite asymptotic dimension. A family
X = {Xi} is decomposable over the collection of bounded families D0 precisely when the metric
spaces Xi comprising it have uniformly finite asymptotic dimension in the sense of Bell and
Dranishnikov [1,2].
Definition 2.7. (Cf. Guentner, Tessera and Yu [7].) The collection Dwk of metric families hav-
ing weak finite decomposition complexity is defined to be the smallest collection containing the
bounded families D0 and closed under decomposability. The collection D of metric families
having finite decomposition complexity is defined to be the smallest collection containing the
bounded families D0 and closed under decomposability with n = 0 or 1.
Clearly D⊂Dwk . It is an open question whether actually D=Dwk [7].
Let F be a Borel map from a metric space X to another metric space Y . Recall that F is said
to be a coarse map if (1) for every R > 0 there exists S > 0 such that d(F (x),F (y)) < S for
every pair of points x, y ∈ X with d(x, y) < R; (2) the inverse image F−1(B) for every bounded
subset B of Y is bounded. We say that X is coarsely equivalent to Y if there exist coarse maps
F :X → Y and G : Y → X such that there exists a constant C > 0 satisfying d(GF(x), x) < C
for all x ∈ X and d(FG(y), y) < C for all y ∈ Y . It turns out that both (weak) finite decomposi-
tion complexity and operator norm localization property are invariant under coarse equivalence
[3,7].
In the following, let ONLP denote the collection of metric families having uniform operator
norm localization property. We introduce the following notion.
Definition 2.8. The collection FDCwkONLP of metric families having weak finite decomposition
complexity with respect to operator norm localization property is defined to be the smallest
metric collection containing ONLP and closed under decomposability. A metric space X is said
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if the singleton family {X} belongs to FDCwkONLP.
3. Main results
The main result of this paper is the following permanence property.
Main Theorem 3.1. A metric space X has weak finite decomposition complexity with respect
to operator norm localization property if and only if X itself has operator norm localization
property.
Clearly we only have to show the necessity of 3.1. To begin with, we observe that Defini-
tion 2.8 can be reformulated as follows.
Proposition 3.2. A metric space X has weak finite decomposition complexity with respect to
operator norm localization property if and only if, for any sequence {rk}∞k=1 of positive num-
bers, there exist an integer m > 0 (depending on this sequence) and m nonnegative integers
{nk}m−1k=0 , where n0 depends only on X and each nk (k > 0) depends only on r1, . . . , rk−1 and
n0, n1, . . . , nk−1, such that we have m levels of decomposition as follows:
(1) for X and r1 > 0 we have
X =
n0⋃
i1=0
Xi1, Xi1 =
⊔
r1-disjoint
Xi1j1
where j1 runs through a countable index set,
(2) for all Xi1j1 and r2 > 0 we have
Xi1j1 =
n1⋃
i2=0
Xi1j1i2, Xi1j1i2 =
⊔
r2-disjoint
Xi1j1i2j2
where j2 runs through a countable index set,
. . . . . .
(m) for all Xi1j1···im−1jm−1 and rm > 0 we have
– Xi1j1···im−1jm−1 =
⋃nm−1
im=0 Xi1j1···im−1jm−1im,
– Xi1j1···im−1jm−1im =
⊔
rm-disjoint Xi1j1···imjm,
– the family of metric spaces {Xi1j1···imjm}i1,j1,...,im,jm have uniform operator norm localiza-
tion property.
To prove the Main Theorem 3.1, we first prove the following “quantitative version of the finite
union theorem” for operator norm localization property of metric spaces.
Lemma 3.3. Let X be a metric space, expressed as a union of finitely many, say n + 1, metric
subspaces:
X = X0 ∪X1 ∪ · · · ∪Xn.
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i = 0,1, . . . , n, such that for any positive locally finite Borel measure νi on Xi and any op-
erator T of propagation r + 1 over Xi , i.e. T ∈ Ar+1(Xi, νi), there exists a nonzero vector
ξ ∈ L2(Xi, νi)⊗H satisfying
(1) ‖T ξ‖ c‖T ‖‖ξ‖;
(2) diam(Supp(ξ)) S,
then, for any 0 < δ < 0.1, any positive locally finite Borel measure ν on X and any operator T of
propagation r over X, i.e., T ∈ Ar (X, ν), there always exists a nonzero vector η ∈ L2(X, ν)⊗H
satisfying
(1) ‖T η‖ (1 − δ)nc‖T ‖‖η‖;
(2) diam(Supp(η)) S + ( 10
δ
)2r .
Proof. First, consider the case in which X is a union of 2 subspaces
X = X1 ∪X2.
Given 0 < δ < 0.1, a positive locally finite Borel measure ν on X and an operator T ∈ Ar (X, ν).
By the definition of operator norm, there exists a nonzero vector ξ ∈ L2(X, ν)⊗H such that
‖T ξ‖
(
1 − δ
2
)
‖T ‖‖ξ‖.
Let Z0 = X1. For k = 1,2, . . . , let
Zk =
{
x ∈ X: (k − 1)(10r) < d(x,X1) k(10r)
}
.
Let N be the integer such that ( 2
δ
)2 N < ( 2
δ
)2 + 1. For each 1 i N , let
Vi =
⋃
{Zk: k ≡ i mod N}
and consider the vector ξi ∈ L2(X, ν)⊗H defined by
ξi(x) =
{
ξ(x) if x ∈ Vi;
0 if x /∈ Vi.
Then
∑N
i=1 ‖ξi‖2  ‖ξ‖2. Therefore, there exists 1 i0 N such that
‖ξi0‖2
‖ξ‖2 
1
N

(
δ
2
)2
.
That is, ‖ξi0‖ δ2‖ξ‖.
Let U1 =⋃k<i0 Zk and U2 =⋃k>i0 Zk . Note that U1 and U2 are 10r-disjoint if none of them
are empty. Let
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{
x ∈ X: d(x,U1) r
}
, U ′2 =
{
x ∈ X: d(x,U2) r
}
,
U ′′1 =
{
x ∈ X: d(x,U1) 2r
}
, U ′′2 =
{
x ∈ X: d(x,U2) 2r
}
.
As notation convention, in the following, for a subspace W ⊂ X, denote by PW the orthogonal
projection of L2(X, ν)⊗H onto L2(W,ν)⊗H :
PW : L2(X, ν)⊗H → L2(W,ν)⊗H.
Now, consider the following operator compressions
TU ′1 := PU ′1T ∈ Ar
(
U ′′1 , ν
)⊗H, TU ′2 := PU ′2T ∈ Ar(U ′′2 , ν)⊗H.
Then we have (
1 − δ
2
)
‖T ‖‖ξ‖ ‖T ξ‖
 ‖T ξi0‖ + ‖PU ′1T PU1ξ + PU ′2T PU2ξ‖
 δ
2
‖T ‖‖ξ‖ + max{‖TU ′1‖,‖TU ′2‖}‖ξ‖.
Hence,
(1 − δ)‖T ‖max{‖TU ′1‖,‖TU ′2‖}.
Let’s consider the norms ‖TU ′1‖ and ‖TU ′2‖ in the following two cases.
Case 1. TU ′1 .
Note that X1 ⊆ U ′′1 ⊂ {x ∈ X: d(x,X1)  10Nr + 2r}, so that U ′′1 is coarsely equivalent
to X1. Let F : U ′′1 → X1 be a coarse inverse of the inclusion i : X1 → U ′′1 such that F(x) = x for
all x ∈ X1 and d(x,F (x)) 10Nr + 2r for all x ∈ U ′′1 .
Partition X1 into a disjoint union of uniformly bounded Borel subsets Xj :
X1 =
∞⊔
j=1
Xj , sup
j
(
diam(Xj )
)
 1.
Then we obtain a Borel partition of U ′′1 as follows
U ′′1 =
∞⊔
j=1
F−1(Xj ).
Let ν′ = F(ν) on X1 be the push-forward measure of ν (restricted to U ′′1 ) through F :U ′′1 → X1.
It follows that, whenever L2(F−1(Xj ), ν) = 0, there always exists a unitary Wj :L2(F−1(Xj ),
ν)⊗H → L2(Xj , ν′)⊗H . Directly summing all these unitaries, we obtain a unitary
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⊕
j
Wj :L
2(U ′′1 , ν)⊗H → L2(X1, ν′)⊗H
with the property that
Supp(W) ⊂ {(x, y) ∈ U ′′1 ×X1: d(F(x), y) 1}
or equivalently, for all ϕ ∈ L2(U ′′1 , ν) of bounded support,
Supp(Wϕ) ⊂ {y ∈ X1: d(y,F (Supp(ϕ))) 1}.
It follows that
WTU ′1W
∗ ∈ Ar+1(X1, ν′).
By the assumption of this lemma, there exists ξ ∈ L2(X1, ν′)⊗H such that
(1) ‖(WTU ′1W ∗)ξ‖ c‖WTU ′1W ∗‖‖ξ‖ = c‖TU ′1‖‖ξ‖.(2) diam(Supp(ξ)) S.
Let η1 := W ∗ξ ∈ L2(U ′′1 , ν)⊗H . Then we have
(1) ‖TU ′1η1‖ = ‖WTU ′1W ∗ξ‖ c‖TU ′1‖‖η1‖.
(2) diam(Supp(η1)) S + 2(10Nr + 2r) S + ( 10δ )2r .
Case 2. TU ′2 .
This case is easier. Since U ′′2 ⊂ X2, we have TU ′2 ∈ Ar (U ′′2 , ν) ⊂ Ar+1(X2, ν). By the as-
sumption of this lemma, there exists nonzero vector ξ ∈ L2(X2, ν) ⊗ H such that (1) ‖TU ′2ξ‖
c‖TU ′2,‖‖ξ‖, and (2) diam(Supp(ξ)) S.
Let η2 = PU ′′2 ξ ∈ L2(U ′′2 , ν)⊗H . Since TU ′2 = PU ′2T = PU ′2T PU ′′2 , we have (1)
‖TU ′2η2‖ = ‖PU ′2T PU ′′2 ξ‖ = ‖TU ′2ξ‖ c‖TU2,‖‖ξ‖ c‖TU2,‖‖η2‖
and (2) diam(Supp(η2))  S < S + ( 10δ )2r . This completes the consideration of the above two
cases.
Consequently, we have
(1 − δ)‖T ‖max{‖TU ′1‖,‖TU ′2‖}
 1
c
max
{∥∥∥∥TU ′1 η1‖η1‖
∥∥∥∥,
∥∥∥∥TU ′2 η2‖η2‖
∥∥∥∥
}
 1 max
{∥∥∥∥T η1
∥∥∥∥,
∥∥∥∥T η2
∥∥∥∥
}
.c ‖η1‖ ‖η2‖
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η ∈ L2(X, ν)⊗H satisfying
• ‖T η‖ (1 − δ)c‖T ‖‖η‖;
• diam(Supp(η)) S + ( 10
δ
)2r .
This completes the proof of the case where X = X1 ∪X2 is a union of two subspaces.
In general, suppose X = X0 ∪X1 ∪· · ·∪Xn and let r > 0 be given. Take a number 0 < δ < 0.1,
a measure ν, and an operator T ∈ Ar (X, ν). Let again N be the integer such that ( 2δ )2  N <
( 2
δ
)2 + 1. As notation convention in what follows, for any subspace W , let W ′ denote the r-
neighborhood of W .
By the definition of ‖T ‖, the same strategy of arguments as in the above case of 2 subspaces
implies that there exist 10r-disjoint subspaces U0 and V1 such that
(1) U0 is coarsely equivalent to X0;
(2) V1 is a subspace of X1 ∪X2 ∪ · · · ∪Xn, such that
(1 − δ)‖T ‖max{‖TU ′0,‖TV ′1‖}.
Similarly, by the definition of the norm ‖TV ′1‖, there exist 10r-disjoint subspaces U1 and V2 such
that
(1) U1 is coarsely equivalent to a subspace of X1;
(2) V2 is a subspace of X2 ∪X3 ∪ · · · ∪Xn, such that
(1 − δ)‖TV ′1‖max
{‖TU ′1,‖TV ′2‖}.
Continuing this precess for n steps, finally, by definition of ‖TV ′n−1‖, there exist 10r-disjoint
subspaces Un−1 and Un = Vn such that
(1) Un−1 is coarsely equivalent to a subspace of Xn−1;
(2) Un is a subspace of Xn, such that
(1 − δ)‖TV ′n−1‖max
{‖TU ′n−1 ,‖TU ′n‖}.
Moreover, associated to each TU ′i , i = 0,1, . . . , n, there exists a nonzero vector ηi ∈
L2(U ′′i , ν)⊗H such that
(1) ‖TU ′i ηi‖ c‖TU ′i ‖‖ηi‖;
(2) diam(Supp(ηi)) S + ( 10δ )2r .
It follows that
‖T ‖ 1
n
max
{‖TU ′i ‖}ni=0  1 n 1 max
{∥∥∥∥T ηi
∥∥∥∥
}n
.
(1 − δ) (1 − δ) c ‖ηi‖ i=0
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that
• ‖T η‖ (1 − δ)nc‖T ‖‖η‖;
• diam(Supp(η)) S + ( 10
δ
)2r .
This completes the proof of this “quantitative” lemma. 
Proof of Main Theorem 3.1. Suppose a metric space X has weak finite decomposition com-
plexity with respect to operator norm localization property. Take c = 0.5. We proceed to find an
f :R+ →R+ for X to have operator norm localization property with constant 0.5.
For any r  0, by Proposition 3.2, there exist an integer m > 0 and m nonnegative integers
{nk}m−1k=0 corresponding to the sequence of positive numbers
r1 = 10r + 1, r2 = 10r + 2, . . . , rm = 10r +m, . . .
such that
(1) for X and r1 > 0 we have
X =
n0⋃
i1=0
Xi1, Xi1 =
⊔
r1-disjoint
Xi1j1,
(2) for all Xi1j1 and r2 > 0 we have
Xi1j1 =
n1⋃
i2=0
Xi1j1i2, Xi1j1i2 =
⊔
r2-disjoint
Xi1j1i2j2,
. . . . . .
(m) for all Xi1j1···im−1jm−1 and rm > 0 we have
– Xi1j1···im−1jm−1 =
⋃nm−1
im=0 Xi1j1···im−1jm−1im,
– Xi1j1···im−1jm−1im =
⊔
rm-disjoint Xi1j1···imjm,
– the family of metric spaces {Xi1j1···imjm}i1,j1,...,im,jm have uniform operator norm localiza-
tion property, by Proposition 2.5, with a common constant c′ = 0.7 and the corresponding
function f˜ :R+ →R+, as in Definition 2.4.
Let Sr = f˜ (r +m) and take 0 < δ0 < 0.1 small enough such that
(1 − δ0)
∑m−1
i=0 ni 0.6 > 0.5.
Define
f (r) = Sr +
(
10
δ0
)2(
mr +m(m− 1)/2).
We will show that X has operator norm localization property relative to f with constant c = 0.5.
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operator T ∈ Ar+m(Xi1j1···imjm, ν), there exists nonzero vector ξ ∈ L2(Xi1j1···imjm, ν) ⊗ H such
that
(1) ‖T ξ‖ 0.7‖T ‖‖ξ‖;
(2) diam(Supp(ξ)) Sr .
Since dist(Xi1j1···imjm,Xi1j1···imj ′m) 10r + m > r + m, any operator T ∈ Ar+m(Xi1j1···im, ν) is
a direct sum
T =
⊕
jm
Ti1j1···imjm
where Ti1j1···imjm ∈ Ar+m(Xi1j1···imjm, ν) is a restriction of T . Hence, there exists nonzero vector
ξ˜ ∈ L2(Xi1j1···im, ν)⊗H such that
(1) ‖T ξ˜‖ 0.6‖T ‖‖˜ξ‖;
(2) diam(Supp(˜ξ )) Sr .
By Lemma 3.3, for any 0 < δ < 0.1, any ν on Xi1j1···im−1jm−1 and any operator T ∈
Ar+m−1(Xi1j1···im−1jm−1 , ν) there exists nonzero vector η ∈ L2(Xi1j1···im−1jm−1 , ν)⊗H such that
(1) ‖T η‖ (1 − δ)nm−1 0.6‖T ‖‖η‖;
(2) diam(Supp(η)) Sr + ( 10δ )2(r +m− 1).
Applying Lemma 3.3 for m times, we conclude that, for any 0 < δ < 0.1, any positive locally
finite Borel measure ν on X and any operator T ∈ Ar (X, ν), there exists nonzero vector η ∈
L2(X, ν)⊗H such that
• ‖T η‖ (1 − δ)
∑m−1
i=0 ni 0.6‖T ‖‖η‖;
• diam(Supp(η)) Sr + ( 10δ )2
∑m−1
i=0 (r + i).
Therefore, by choosing 0 < δ0 < 0.1 small enough such that (1 − δ0)
∑m−1
i=0 ni 0.6 > 0.5 and taking
f (r) = Sr +
(
10
δ0
)2(
mr +m(m− 1)/2),
we have shown that X has operator norm localization property relative to f with constant c = 0.5.
The proof is complete. 
Corollary 3.4. A metric space having (weak) finite decomposition complexity has the operator
norm localization property.
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the collection ONLP of metric families having uniform operator norm localization property is
closed under decomposability. But clearly D0 ⊂ONLP. Hence, we immediately have
D⊂Dwk ⊂ FDCwkONLP=ONLP. 
In [7] Guentner–Tessera–Yu proved the following result.
Theorem 3.5. (See [7].) The class of groups with finite decomposition complexity contains all
countable linear groups over a field of arbitrary characteristic as metric spaces with any proper
length metric.
Corollary 3.4 together with Theorem 3.5 immediately gives the following result.
Corollary 3.6. (Cf. [8].) All countable liner groups over a field of arbitrary characteristic have
the operator norm localization property.
In another very recent joint work [8], Guentner, Tessera, Yu proved this result by showing
that all countable linear groups over a field of arbitrary characteristic have the metric sparsifica-
tion property (cf. [3]), a coarse geometry condition sufficient for the operator norm localization
property. Thus, our approach in this paper has given an alternative proof to this result.
Remark 3.7. The interest to Corollary 3.6 lies in the following applications. Let G be a countable
residually finite group with a proper length metric. Let {Gi} be a collection of finite index normal
subgroups of G satisfying G1 ⊃ G2 ⊃ · · · and⋂Gi = {1}. Endow G/Gi with the quotient met-
ric. The box space G (cf. Roe [11]) is defined to be the coarse disjoint union of all G/Gi . If, in
addition, G is an infinite Property T group, then the box G is a sequence of expander graphs.
Guentner, Tessera and Yu [8] proved that if G has operator norm localization property, then a
certain quantitative Novikov conjecture for G relative to {Gi}∞i=1 implies the coarse Novikov
conjecture for G, and that all countable linear groups satisfy the quantitative Novikov conjec-
ture. Hence, their results imply the coarse Novikov conjecture for many interesting examples of
sequences of expanders. (A similar result at the level of maximal C∗-algebras is proved by Gong,
Wang and Yu [5] without the requirement of operator norm localization property.)
References
[1] G. Bell, A. Dranishnikov, On asymptotic dimension of groups, Algebr. Geom. Topol. 1 (2001) 57–71.
[2] G. Bell, A. Dranishnikov, On asymptotic dimension of groups acting on trees, Geom. Dedicata 103 (2004) 89–101.
[3] X. Chen, R. Tessera, X. Wang, G. Yu, Metric sparsification and operator norm localization, Adv. Math. 218 (2008)
1496–1511.
[4] X. Chen, X. Wang, Operator norm localization property of relatively hyperbolic groups and graphs of groups,
J. Funct. Anal. 255 (2008) 642–656.
[5] G. Gong, Q. Wang, G. Yu, Geometrization of the strong Novikov conjecture for residually finite groups, J. Reine
Angew. Math. 621 (2008) 159–189.
[6] M. Gromov, Asymptotic invariants for infinite groups, in: G.A. Niblo, M.A. Roller (Eds.), Geometric Group Theory,
Cambridge Univ. Press, 1993, pp. 1–295.
[7] E. Guentner, R. Tessera, G. Yu, Decomposition complexity and the stable Borel conjecture, preprint, 2008,
http://sitemason.vanderbilt.edu/site/jeMHDy/new_page_builder_13.
2950 X. Chen et al. / Journal of Functional Analysis 257 (2009) 2938–2950[8] E. Guentner, R. Tessera, G. Yu, Operator norm localization for linear groups and its applications to K-theory,
preprint, 2008, http://sitemason.vanderbilt.edu/site/jeMHDy/new_page_builder_13.
[9] N. Higson, V. Laforgue, G. Skandalis, Counterexamples to the Baum–Connes conjecture, Geom. Funct. Anal. 12
(2002) 330–354.
[10] J. Roe, Coarse cohomology and index theory on complete Riemannian manifolds, Mem. Amer. Math. Soc. 104 (497)
(1993), x+90 pp.
[11] J. Roe, Lectures on Coarse Geometry, Univ. Lect. Ser., vol. 31, Amer. Math. Soc., 2003.
[12] G. Yu, The coarse Baum–Connes conjecture for spaces which admit a uniform embedding into Hilbert space, Invent.
Math. 139 (2000) 201–240.
