Abstract-The flexibility of human motor behavior strongly relies on rhythmic and discrete movements. Developmental psychology has shown how these movements closely interplay during development, but the dynamics of that are largely unknown and we currently lack computational models suitable to investigate such interaction. This work initially presents an analysis of the problem from a computational and empirical perspective and then proposes a novel computational model to start to investigate it. The model is based on a movement primitive capable of producing both rhythmic and end-point discrete movements, and on a policy search reinforcement learning algorithm capable of mimicking trial-and-error learning processes underlying development and efficient enough to work on real robots. The model is tested with hand manipulation tasks ("touching," "tapping," and "rotating" an object). The results show how the system progressively shapes the initial rhythmic exploration into refined rhythmic or discrete movements depending on the task demand. The tests on the real robot also show how the system exploits the specific hand-object physical properties, some possibly shared with developing infants, to find effective solutions to the tasks. The results show that the model represents a useful tool to investigate the interplay of rhythmic and discrete movements during development.
I. INTRODUCTION
R HYTHMIC and discrete movements play an important role in supporting the flexibility and complexity of human motor behaviour. These two types of movements are produced by motor primitives (MPs) involving partially overlapping neural structures of brain [1] , [2] .
This work has a threefold objective. First, it aims to highlight a relevant problem of developmental theory so far largely overlooked, namely the interplay between rhythmic and discrete movements during development. Empirical data, computationally-informed analyses, and robotic experiments will be used to address the questions: How are the two types of movements related to exploration and learning processes, in particular with a focus on trial-and-error learning processes? How do they influence each other while they are being learned? Second, the work proposes a computational model that is capable of mixing and learning together rhythmic and discrete movements thus allowing the study of how they interplay in motor development. The model was also designed to be able to directly learn within a real robot on the basis of an efficient policy search reinforcement learning (RL) algorithm and rather simple motor primitives which generate rhythmic movements based on cosine-based central pattern generators (CPGs) and discrete movements based on end-points and proportional-derivative (PD) modules. The capacity of the model to learn behaviors in a real robot was pursued as it has the potential to uncover sensorimotor aspects also playing a relevant role in infant development, a strength of developmental robotics [3] - [6] . Third, we used the model to present some initial results on how rhythmic and discrete movements interact while they are being learned by trial-and-error processes. The results are based on two simple tasks involving two one-finger touching and tapping tasks and a more complex task involving the rotation of a cylinder with the thumb and index fingers.
Rhythmic motor primitives produce oscillatory, repetitive movements, such as sucking, chewing, crawling, walking, swimming, and sweeping. Rhythmic movements heavily rely on spinal-cord neural circuits implementing central pattern generators (CPGs), neural systems capable of producing oscillatory signals when suitably activated by the central nervous system [7] , [8] , [9] . CPGs can generate rhythmic movements 2379-8920 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
by alternating the activation of flexor/extensor muscles [9] , [10] . Also arms and hands produce rhythmic movements, like waving, scratching, hitting, and rotating objects, possibly involving CPGs [11] , [12] , [13] , [14] . In addition to spinal cord, basal ganglia, a set of subcortical nuclei playing a fundamental role in the acquisition of the capacity to select different movements on the basis of trial-and-error processes [15] , [16] , are involved in the selection and timing of rhythmic movements [17] , [18] . Brain imaging data show that rhythmic movements involve the activation of a network of brain areas encompassing parietal, primary, premotor, and supplementary cortical areas [2] . Discrete motor primitives produce point-to-point movements such as reaching, grasping, throwing, and pressing. The production of discrete motor primitives recruits cortical areas [19] - [23] , which are also recruited by rhythmic movements [2] , but also additional areas, such as prefrontal and premotor cortices important for motor planning, not involved in rhythmic movements [2] . Subcortical regions are also involved in the production of discrete movements [24] , [25] . In particular, the basal ganglia, in concert with areas of frontal cortex, are critical for the initiation and termination of discrete movements [26] , [27] and for the selection of different movements depending on context [28] , [16] . Cerebellum contributes to the fine control of movements through internal models [29] , [30] .
Complex motor skills often require the combination of rhythmic and discrete movements. For example, playing piano [1] and handwriting [31] may be regarded as activities involving a mixture of rhythmic and discrete movements. Empirical data suggest that basal ganglia could be important to manage the arbitration between rhythmic and discrete movements [32] while cerebellum could contribute to manage the timing aspects related to it [33] , [34] .
Alongside their neural underpinnings, a critical question for developmental psychology and developmental robotics is how rhythmic and discrete movements interact while they develop in infancy. As aforementioned, a first contribution of this work is indeed the stress of the importance and interestingness of this problem so far largely overlooked by the literature on motor development. This literature tends to focus on the development of either rhythmic or discrete movements [35] , [36] , [37] . At present, rhythmic and discrete movements are indeed investigated by rather distinct research communities using different experimental paradigms and theoretical models [31] , [38] . A similar separation tends to also involve robotic communities where the discrete movements literature for reaching [39] , [40] , [41] , [42] (see [43] for a recent overview), grasping [44] , [45] , robust manipulation [46] , and throwing [47] , is quite separated from the literature on rhythmic movements related to locomotion, swimming, crawling [8] , [9] .
Some researchers have recently underlined the importance of integrating the studies on rhythmic and discrete movements to understand their interactions [48] , [31] , [49] . A key fact on these interactions, which also represents an important motivation of this work, is that a large amount of movements produced during the first year of life are rhythmic rather than discrete, including arm and hand movements. The long term goal of the research agenda that led to this work is to understand why (adaptive advantages) and how (mechanisms) this is the case. This work contributes to this goal by first theoretically framing the problem based on empirical and computational considerations (in this and the next section), and then by presenting a model suitable to study the issue and by illustrating its behavior in some experiments involving the interplay of rhythmic and discrete movements during development.
Evidence on the importance of rhythmic movements in early age comes from the classic study of Thelen [10] , [50] showing how rhythmic movements produced by infants during the first year of life are very rich and take a consistent amount of their awake time, in particular between 5% and 10% of it (with peaks of 40% for some babies) from the 16th to the 52nd week.
Such amount and richness of rhythmic movements has intrigued students of infants for years, leading them to wonder about their possible functional value or lack thereof. Thelen herself [10] proposed that rhythmic movements might be a by-product of the maturation of motor control circuits, but she recognised that they could also play a role to support further development. Piaget [51] proposed that repeated movements play a pivotal role for development. Thus, he identified primary circular reactions as the initial repeated movements directed to learn the properties of the own body, and secondary circular reactions as the following repeated movements driven by the interest on the effects they produce on the environment. A direct demonstration of how rhythmic movements might lead to develop focused movements producing a reward for the infant comes from the important study of Rovee and collegues [52] , [53] . This study showed how three-months infants rapidly refine (initially rhythmic) leg movements if a ribbon is attached to the leg ankle and can activate a pleasurable overhead crib mobile. The important function of rhythmic movements for bootstrapping the following motor development is also recognised in recent computationally-informed perspectives on development [54] .
Why is initial behavior of infants largely based on rhythmic movements? We argue there might be various reasons for this, based on computational considerations and empirical evidence. First, from a computational perspective the preparation and production of rhythmic movements might be simpler than for discrete movements. Rhythmic movements, for example, can be produced through circuits formed by few mutually inhibiting leaky-integrators [55] . Instead, although discrete movements with a simple stereotyped shape can be directly produced by simple PD-like devices (as done here, see Section I-B), this still requires the setting of the movement end-point. The preparation and production of more refined discrete movements even requires a fine control of forces to produce the needed transient accelerations and decelerations [43] , [56] . Moreover, rhythmic movements are often open-loop or use little feedback [8] , whereas at least more sophisticated discrete movements can be closed-loop (especially in their terminal part following an initial ballistic part, [57] ), thus requiring a more complex information processing. These features might facilitate an earlier development of rhythmic movements with respect to discrete ones.
Second, rhythmic movements and CPGs emerged early during the course of animal evolution as they can serve the fundamental function of displacing the body in water, earth, and air [58] . Instead, discrete movements tend to be useful for specific interactions with the environment, in particular for manipulation behaviors, and thus became highly sophisticated in later stages of evolution, for example, in primates [59] . This agrees with data mentioned above [2] suggesting that many brain areas underlying the production of rhythmic movements are a subset of those underlying the production of discrete movements and the latter ones also involve higher levels of brain emerged later in the course of evolution. As it often happens ("ontogeny recapitulates phylogeny"), during the child's life these higher brain areas, for example, those of the prefrontal cortex have a slower maturation [60] . This tends to generate a temporal order in the development of rhythmic and discrete movements, with the former preceding the latter ones (cf. Thelen's proposal mentioned above, [10] ).
Third, ecological considerations, related to the interactions of the child with the environment, suggest that rhythmic movements, being repetitive, facilitate learning (cf. [10] ). In particular, rhythmic movements tend to automatically reset the environment (including own body), i.e., to bring it back to its initial state, so facilitating the repetition of a certain experience for several times (as if the child self-generates several "learning trials," e.g., when banging, swaying, and twirling an object). Instead, producing a repeated experience through discrete movements usually requires the performance of a sequence of two or more movements to first affect the environment and then to bring it back to its initial state (unless the environment "self resets," e.g., when the child interacts with an elastic object anchored to the environment). These sequences are more complex to be learned with respect to the triggering of only one rhythmic movement. Moreover, circular/elliptic rhythmic movements allow the infant to more easily explore a larger area of space with respect to segment-like discrete movements and this increases the chances of obtaining feedback for learning (e.g., by contacting objects).
Alongside the functional relations between the development of rhythmic and discrete movements, it is also important to consider the mechanisms behind such development. A first concept useful to explain motor development is motor babbling, for which infants initially produce unstructured movements and then progressively mould them to produce highly efficient functional motor behaviours through learning processes guided by environmental feedback [61] . This idea underlies prominent interpretations of empirical research on motor development [62] , [63] . Motor babbling has also become a key ingredient of several computational models of motor development [64] , [65] , [44] . Motor babbling might however be a simplification with respect to the actual learning processes of infants as these might employ goal-directed exploration mechanisms since the beginning of life, for example reaching behaviors that, although inaccurate, are targeted to specific objects or regions of space [66] . This view has been captured by models that generate exploratory movements by setting random end-point postures rather than force commands [43] , [67] (end postures can be interpreted as proximal goals in the posture space) and by models performing "goal babbling" [68] , [69] . In these models, random exploration involves goals set in terms of points in the working space to reach with limbs independently of the posture used.
A second concept useful to explain motor development, closely related to motor babbling, is trial-and-error learning [62] . This process explains how the production of exploratory movements through motor/goal babbling can lead the child to progressively refine movements on the basis of the retention of the movement features that allow a more efficient/effective attainment of valuable outcomes. Trial-and-error learning processes relevant for developmental studies have been successfully captured in models through RL algorithms. For example, RL models have been used to accurately reproduce and account for the progressive development of reaching movements from submovements [43] , [70] , [71] and the complex evolution of their kinematic and dynamic features [43] . In addition, several developmental-robotics models have used RL to successfully account for the development of reaching [71] , [43] , grasping [45] , [44] , manipulation [72] , and overt attention [73] , [74] , [75] .
At the moment, we lack a computational model that allows an easy study of the interplay of rhythmic and discrete movements during development directly within a humanoid robot. We propose that this model should have these minimal features. First, the model should be capable of producing both rhythmic and discrete movements and allow the use of them at the same time so as to allow the study of their interdependencies while they are learned. Second, the model should acquire the movements by a trial-and-error learning process thus allowing the study of developmental phenomena that depend on such process. Third, the learning process of the model should be efficient enough to directly work on real robots so as to allow the model to capture some of the complexities and opportunities generated by the sensorimotor interaction of the infant with the physical environment.
The rest of the paper is organized as follows. The following two subsections review the existing models relevant for this study and introduce and justify the key ingredients of our model. Section II presents the robot and the tasks used to test the model, and explains the functioning and learning mechanisms of the model. Section III illustrates the results of the tests of the model, and also analyses in detail the type of solutions found by the model with a focus on the interplay of rhythmic and discrete movements. Section IV discusses the results with respect to the issues introduced above. Section V draws the conclusions and suggests possible future developments of the model.
A. Related Models
The literature has already proposed some models capable of simultaneously producing rhythmic and discrete movements. The model presented in [76] is based on a sophisticated dynamical system that can produce both rhythmic and discrete movements as limit-cycle and fixed-point attractors, respectively. The model presented in [77] , instead, is based on a Matsuoka oscillator [55] relying on two coupled leaky units. The rhythmic and discrete movements are produced by respectively sending tonic or pulse inputs to the oscillator units, and mixed rhythmic/discrete movements are obtained by sending sums of such types of signals to the units. Both these models do not include RL, a necessary step to reproduce trial-and-error learning processes relevant to study development, and have not been developed to work on robots.
To the best of our knowledge, only four robotic systems have been proposed to combine rhythmic and discrete movements in robots. The first system [78] could control a humanoid robot engaged in a drumming task. The model used two different pattern generators to produce such movements, i.e., a limitcycle pattern generator to generate rhythmic movements and a fixed-point pattern generator to produce discrete movements. The system used the two pattern generators independently at different stages of behavior and the behavior was hard-wired rather than learned: these two features do not allow using this model to investigate the coupled development of rhythmic and discrete movements.
Similarly, the model proposed in [49] used different systems to produce rhythmic and discrete movements: a set of differential equations based on the VITE (vector integration to endpoint) model (originally developed in [79] ) to simulate active and passive arm movements, and a modified Hopf oscillator (originally proposed in [80] ) to produce rhythmic movements. The study of the model, which did not include learning processes, focused on the capacity of the system to switch between rhythmic and discrete behaviors on the fly rather than on their interplay during development.
The work in [81] proposed a dynamic movement primitive (DMP) to encode both a rhythmic motion and the initial transient movement needed to start it. The system produced the transient behavior required to start the rhythmic motion by avoiding to use ad-hoc procedures typically used to get the robot into the periodic motion. In particular, the proposed DMP used a dynamical system approach to produce an asymptotically stable limit cycle producing the rhythmic behavior. The initial transient behavior was obtained through trajectories varying on the basis of the initial conditions and converging towards the limit cycle. The work focused on the transient movement needed to start a rhythmic movement and did not include learning, but it might be relevant for future improvements of the model presented here.
A last system [82] used the discrete and rhythmic DMPs proposed in [83] . In their typical form, DMPs generate movement trajectories based on a dynamical system controlling each joint (e.g., in terms of force or desired position) on the basis of two additive components [38] . The first component is a spring-damping system. In discrete DMPs, the second component is based on a linear combination of Gaussian functions, depending on a phase variable that exponentially decays from one to zero, that transiently perturbs the trajectory. In rhythmic DMPs, the second component is based on a linear combination of cosine functions depending on a phase variable that linearly increases starting from zero. In both cases, the coefficients of the linear combination represent the DMP parameters generating the movement shape. In [82] a rhythmic DMP was used to learn to paddle a ball and a discrete DMP to manage the initial part of the task. The DMPs had several parameters that had to first be initialised with a supervised learning algorithm (based on "imitation" of a human demonstrator) and then refined with a RL algorithm. The system was neither applied to learning manipulation skills, nor to the study of the rhythmic/discrete movement codevelopment, as here. This system could, however, be used for the future enhancement of the simple motor primitive used here.
The model we proposed in [72] , [84] , a predecessor of the model presented here, was directed to study the role of rhythmic movements during development with a focus on manipulation skills. The model generated rhythmic movements on the basis of the CPG model proposed in [8] . The whole system had a twolevel hierarchical architecture [85] , [86] : the lower level was based on multiple CPGs with different complexity and capable of setting the desired positions of the hand-joints; the higher level searched the parameters of the CPGs, and their mixed contribution to movement, through a RL actor-critic model [87] . The results of the tests of the model showed that the manipulation tasks were best solved either by a mixed use of all the CPGs (the "hierarchical CPG," or '"CPG-H") or by a CPG that controlled the hand degrees of freedom in an independent fashion (the "complex CPG," or "CPG-C") whereas simpler CPGs controlling joints in a joint fashion were less efficient. The work presented here represents a substantial advancement with respect to such predecessor model. First, it proposes the use the policy improvement black box ( ) algorithm: this is more efficient than the actor-critic RL method that was used in previous works and prevented its use in real robots. Second, it presents results obtained with a real robot (iCub) and set-up (objects to be touched or rotated) rather than in simulation. Third, it presents and analyses robotic tests focused on the interplay of rhythmic and discrete movements during development whereas the previous works focussed on different topics (manipulation skills and comparison of different robotic hands).
B. Ingredients of the Proposed Model
The model proposed here has the three desirable features illustrated in Section I. First, the model allows the study of the interplay of rhythmic and discrete movements during development. To this purpose, following the approach we proposed in [72] , [84] , we used here a motor primitive where the rhythmic component is based on the CPG model described in [8] . This is an abstract CPG (its core oscillation is based on a cosine function) that is capable of producing coupled oscillations of different motor joints. It has various elements tunable with the following parameters: 1) the frequency of oscillation, equal for all joints; 2) the amplitude of oscillation, different for different joints; and 3) the phase difference between each couple of joints (to this purpose the joints are best organized as a tree hierarchy). This CPG was preferred to the rhythmic DMPs illustrated in the previous section [38] , [83] to avoid the complex initialisation of DMPs typically done with supervised learning and imitation [82] . Instead, although less flexible, the CPG employed here produces rhythmic movements 'by default' for almost all values of the parameters. This facilitated this study directed to evaluate the implications of an initial exploratory behavior based on rhythmic movements, entering the model as an assumption, on the subsequent motor development.
To have a motor primitive also capable of producing discrete movements, we added to each oscillator, controlling a robot joint, a further parameter representing its desired centre of oscillation and a proportional derivative controller (PD; [88] ) progressively leading to it. This PD is similar to the spring-damping component of rhythmic DMPs illustrated in Section I-A [83] , [38] . The PD captures in a simple way the basic idea of the "equilibrium point" (EP) hypothesis [89] for which the central nervous system produces movements by issuing suitable reference points to muscles and then these try to achieve them by generating torques on the basis of their spring-damping properties. In this way, the shape of the trajectories followed by the limbs is automatically generated by the PD that moves the CPG oscillation centre and by the PID of the robot. We decided to use this simple version of discrete movements to focus on the interdependent overall development of rhythmic and discrete movements while keeping simple other motor control issues related to the generation of complex trajectories (e.g., see [44] and [90] ). This choice also allowed us to keep the MPs simple enough to be directly searched with RL on the real robot, whereas, as seen in the previous subsection, more complex discrete DMPs require to be initialized with "imitation" and supervised learning thus making it more difficult to employ them to study how rhythmic and discrete movements interplay while they developed. In Section V we discuss how to develop more sophisticated versions of the model to generate more complex discrete movement trajectories.
The rhythmic and discrete components of the MP were aggregated by summing their output to compute the desired value of the controlled variables (here joint angles). This solution has been used in other models (see Section I-A) and seems a natural way to aggregate the two components as the rhythmic component needs a "centre" (reference frame) for the oscillation that can be given by the output of the discrete component. The solution has also the advantage of allowing a simple weighting of the contribution of the two components to movement by respectively tuning the oscillation amplitude of the rhythmic component and the initial/final points of the discrete component.
To investigate the interplay of rhythmic/discrete movements during learning we tested the model with the same robot and set-up, that is, an iCub humanoid robot touching a target object with one finger, and two different reward functions, one for "touching" and one for "tapping" the target object. These two tasks show how the robot progressively shapes the initial rhythmic movements to produce either a final rhythmic or a final discrete movement depending on the reward function.
Regarding the second desirable feature, the model searches its parameters on the basis of a RL algorithm capable of reproducing the trial-and-error learning processes of the child [4] . The reproduction of trial-and-error processes involving the acquisition of motor control is important as it can reveal the possible developmental motor patterns followed by infants (e.g., see [43] , [75] , and [91] ), in this case the rhythmic-movement improvement or the rhythmic-to-discrete movement transition.
Regarding the third desirable feature, the model was designed to be able to learn simple manipulation tasks directly on a real robot on the basis of RL. This ensures the possibility of studying some of the difficulties faced by infants during motor development and also the opportunities stemming from the sensorimotor interactions with the environment typical of embodied systems [6] . Not all the difficulties and opportunities encountered by the robot reflect those encountered by infants due to the fact that their bodies are substantially different (e.g., in terms of motor plant dynamics, body consistence, friction, etc.), but some do (e.g., overall ranges of kinematic features, forces ranges, properties of manipulated objects, gravity). To investigate how these aspects possibly affected the development of movements we tested the system with a third more difficult task where the robot had to rotate a cylinder with the index and the thumb fingers (similarly to unscrewing a jar cap).
To be able to study trial-and-error learning directly on real robots, we used an efficient algorithm called policy improvement black box [92] , [93] . belongs to the class of policy search methods, including other algorithms such as PoWER [94] and [95] . These algorithms do not search action policies (i.e., sensorimotor input-output mappings) by using evaluation functions (i.e., functions estimating the reward-related evaluation of states, or state-action pairs, based on gradients) as in value function based methods [87] , [96] . Indeed, the computation of such evaluation functions could encounter problems in robotic tasks involving noisy, discontinuous reward functions [94] . Rather, policy search methods search for the policy parameters without the need of an evaluation function by: 1) randomly perturbating such parameters to obtain different policies similar to the original one; and then by 2) computing the new policy parameters as the weighted average of such policies with weights depending on their reward performance (reward-weighted averaging). When used to control robots with DMPs, policy search methods are very efficient with respect to value function-based methods in terms of both convergence speed and quality of the final solution [97] , [95] , [94] , [98] .
This work used [92] , [93] for its simplicity, which facilitates the interpretation of results, and its efficiency, which allows its application to real robots. Note that here we do not claim that processes are actually implemented in brain (e.g., the parameter update after several "role-outs," illustrated below, is biologically rather implausible). Rather, the algorithm is intended to capture well, at a functional level, the effects on motor development of the children's trial-and-error learning processes.
(which can be obtained from by setting some parameters to values that simplify its equations [92] ) is simple because: 1) as other policy search methods, such as PoWER and , it directly searches for the policy parameters without using evaluation functions or policy gradients; and 2) differently from other policy search methods, (b1) it perturbs the policy parameters only at the beginning of each trial ("roll-out") and (b2) it updates the policy on the basis of the aggregated trial reward rather than on the basis of the step-by-step rewards. In this respect, the algorithm belongs to the family of the "Black Box" optimization techniques from which it gets its name, [92] . In terms of efficiency, is shown in [92] , [93] to have a performance similar or higher to that of in the same tasks with which was initially tested and shown to outperform other state-of-the-art algorithms [95] .
II. METHODS

A. iCub Hand and Fingers
The model was tested with the fingers of the hand of the iCub humanoid robot 1 , a robot built to study cognitive development in children [99] , [100] . Each arm of the iCub has 16 joints: three for the shoulder ( ), one for the elbow ( ), three for the 
B. Manipulation Tasks and Manipulated Objects
The robot was tested with three independent manipulation tasks each involving a learning phase divided in roll-outs. The first two tasks required learning to respectively perform a discrete movement ("contact-task") and a rhythmic movement ("tapping-task") using the two joints of the thumb (OT and FET). The object manipulated by the robot during both tasks was a small cylindrical sponge covered with an aluminium foil. The sponge was anchored through a spring to another sponge inserted in a rigid-plastic-cilinder base in turn located on a table (see Fig. 2 ). The sponges and the spring ensured a safe compliant contact between the iCub thumb and the object being the robot's fingers fragile. The aluminium foil was used as the iCub touch sensors are more sensitive with metallic surfaces (the touch sensor plastic cover was removed to this purpose). The touch signal produced by the thumb touch sensor was used to train the robot to accomplish both tasks (cf. Section II-C3) as well as to collect data during the test phases (cf. Section III). The contact-task required to gain contact with the object and to maintain it for the rest of the roll-out (cf. [101] ). The tapping-task required to touch the object as many times as possible during the roll-out.
The third task ("rotation-task") required to rotate a cylindrical object around its vertical axis as much as possible during the roll-out. Fig. 3 shows the device used during this task. The device consisted of two parts: a cylindrical object, built with a soft polyurethane resin, and a module ("Circular Tap") used to detect the angle of rotation of the object on the basis of an infrared encoder [102] , [103] . of the MP illustrated below) to compute the motor commands sent to the robot.
1) Motor Primitives (MPs):
The MPs acting on the hand joint DOFs were composed of coupled oscillators with tunable centres each controlling a different joint. Each MP was based on the CPG model proposed in [8] with an additional PD-based component, see Eq. (3), enabling the regulation of the centre of oscillation of each oscillator (cf. [84] ). The equations regulating the dynamics of the MP were as follows:
where is the phase (in radians) of the oscillation of oscillator , is the intrinsic oscillation frequency, is the desired phase difference between oscillator and oscillator of the CPG, represents the strength of the coupling between the oscillations of oscillators and , is the actual oscillation amplitude, is the desired oscillation amplitude, is a positive constant determining the convergence rate of to , is the actual oscillation centre, is the desired oscillation centre, is a positive constant determining the convergence rate of to , is the controlled variable (here a joint angle). Based on the formula, the evolution of the phase depends on the intrinsic frequency , on the coupling strengths , and on the desired phase differences . The amplitude variable smoothly converges to following a damped second order differential law. Similarly, the oscillation centre smoothly converges to again with a damped second order differential law. Each CPG oscillator thus involved the following parameters searched by : (desired amplitude);
(desired oscillation centre); (desired oscillation frequency, here unique for all oscillators of the CPG). Additionally, for each couple of oscillators the CPG required one parameter (desired phase difference) and one parameter (coupling between oscillators). Note that the parameters allow the configuration (here by design) of the dependencies between oscillators, in particular by setting them to one or zero when the dependencies are, respectively, present or absent. The values chosen here reflect the tree-structure of the hand joints used. Dependencies and independences between oscillators can be easily represented with a directional graph showing the oscillators as nodes and their dependencies as directed links (see Fig. 5 ).
We tested MPs (CPGs) having different complexity to verify if they had a different performance as found in [84] (the latter work used different CPGs to compare different kinematic properties of two robotic hands). The complexity and the number of parameters of the CPGs used here depended on the number of oscillators used and the number of DOFs controlled by each oscillator (see Table I and Table II): • Fig. 5(a) shows the "simple CPG" (CPG-S). This had one oscillator, N1, generating the desired angles of all DOFs: FEI, FET, AAI, OT. The CPG-S is not used in isolation but together with other oscillators within the more sophisticated CPG-H. • Fig. 5(b) shows the "medium-complexity CPG" (CPG-M).
This was formed by two oscillators: N1 generating the desired angle for both FEI and FET; N2 generating the desired angle for both AAI and OT. The CPG-M is not used in isolation but together with other oscillators within the more sophisticated CPG-H. • Fig. 5(c) shows the "complex CPG" (CPG-C) having four oscillators: N1 generating the desired angle of FEI; N2 generating the desired angle of AAI; N3 generating the desired angle of FET; and N4 generating the desired angle of OT.
• Finally, a "hierachical CPG" (CPG-H) (so called for coherence with our previous work [84] where it was part of a two-levels hierarchical RL architecture; here the CPG-H is more precisely a "compound CPG") was formed by all the three CPGs considered above. In particular, the output signals of the CPG-H were the weighted average of the three CPGs output signals computed using the weights : these weights represented three additional parameters searched by . 2) The CPGs Used in the Three Tasks: In the rotation-task, we compared the performance obtained by the system when using the CPG-C and the CPG-H as in our previous work [84] . The parameters of all CPGs are indicated in Table I .
For the contact-task and the tapping-task we used only the CPG-C as its comparison with the others CPGs in the more complex rotation-task revealed this was the best one (cf. Section III). For these tasks we used the flexion/extension of the thumb (FET) and the opposition of the thumb (OT): the parameters of the CPG controlling them are indicated in Table II. 3) Policy Improvement Black Box ( ) : We now provide an overview of and then explain it in detail. Each roll-out (trial) lasted 300 time steps. Each step lasted 0.02 s. The roll-outs of the training process used for each task were clustered in groups (epochs) of roll-outs each. At the beginning of each training, was given a certain initial "parameter set" of the CPGs, . At the beginning of each epoch, generated samples of the CPGs parameters on the basis of the current parameter set . During one roll-out, at each time step the CPG corresponding to a certain parameter sample of the samples produced desired joint angles that were issued to the iCub hand. The performance of each parameter sample was measured during one roll-out on the basis of a certain cost function.
then produced a new parameter set as an average of the parameter samples with weights depending on their performance. This process was repeated for several succeeding epochs. We now explain the steps of more in detail. a) Sampling for One Epoch: Initially, the parameters were set to values suitable for the purposes of the three tasks (see Section III). For each epoch, K parameter samples ( in the contact-task and tapping-task; in the rotation-task) were generated from the mean parameter set (parameters were scaled to [0,1] to this purpose). The random sampling was based on a multivariate Gaussian distribution: (5) with and representing the mean vector and covariance matrix of the distribution, respectively. The matrix had 0.1 elements along the principal diagonal, and 0 elements elsewhere, thus implying a constant exploration noise used to explore the parameter space. b) Testing the Samples: Each sample represented a possible parameter set for the CPGs. Based on one parameter set the CPGs generated a certain trajectory (desired values) of the robot joints during one roll-out. During each roll-out the performance of the parameter sample was evaluated through a cost function depending on the task. In the contact-task, the cost function was based on the difference between the maximum number of roll-out steps that the robot could ideally spend in contact with the object ( , equal to the duration of the roll-out) and the number of actual steps in contact with the object, (6) In the tapping-task, the cost function was computed by considering the difference between the maximum number of times the thumb could intermittently hit the object within a roll-out ( ) and the number of actual intermittent touches of the object,
In the rotation-task, the cost function was computed as the difference between the maximum rotation angle of the cylindrical object in one roll-out ( , estimated on the basis of some pilot experiments) and the actual rotation angle during the roll-out, (8) c) Reward-Weighted Average of Samples to Update : Cost values obtained by the samples in task were compared and transformed into the probabilities of contributing to the new mean parameter set through a soft-max function: (9) where ( ) was a "temperature" parameter regulating the effect on the probabilities of different performance levels (chosen based on some pilot tests). The new mean parameter set, , was then computed by weight-averaging the sample means, , using their probabilities as weights (reward-weighted averaging)
The whole process was iterated for successive epochs ( for the contact-task and tapping-task, and for the rotation-task). The idea behind the algorithm is that since Eq. (9) tends to assign higher probabilities to samples with lower costs, the new mean parameters , see Eq. (10), tend to improve during the epochs. Note that, due to Eq. (9) used to compare the performance of different parameter samples, the maximum values considered in the cost formulas ( , , and ) do not affect the algorithm. 2 
III. RESULTS
This section presents the results of the tests of the model. The capacity of the model to learn to solve each of the three tasks was tested three times for the first two tasks and four times for the third task. Pilot experiments revealed that the initial values of some parameters (vector ) were very important as they affected exploration, so they were set on the basis of the following criteria (such parameters were set equal in all repetitions of the experiments). The parameters related to the centres of oscillation of joints were set to initial values that corresponded to fingers far from the object and the initial finger posture was set out of contact with the object. This was done to represent a challenge which is common in ecological conditions where the infant would benefit, in terms of learning, by interacting with objects but her/his hands are not in contact with them. Recall that the cost (reward) used in the task was only related to an actual interaction with the object (touching, rotating, etc.) and not to other elements such as the visual hand-object distance, difficult to evaluate by the robot and by infants at the beginning of development [104] . In some pilot experiments, we set the initial values of the oscillation amplitude to low/null values and the initial oscillation centres to values different from those of the initial posture, thus causing a discrete movement. This produced a contact with the object only for some values of the initial oscillation centres whereas for other values the finger moved far from the object and the learning process did not "take off" for lack of feedback (reward). Instead, setting the oscillation parameters to intermediate values, involving relatively high initial oscillations of the joints, led to explore a larger area of the working space thus leading to the successful results reported below. Notice how these outcomes rely on the basic circumstance for which exploring the work space through a circular/ellipsoid trajectory (rhythmic movement) tends to have a higher probability of encountering objects than exploring the work space through a straight/bent discrete trajectory if the latter is not very sophisticated.
The other parameters were set as follows. The initial frequency of oscillation was set to relatively low values to allow us to detect and avoid potentially dangerous interactions of the robot with the objects due to the fact that the iCub fingers are not compliant. For similar security reasons we set the duration of learning (ten epochs for the contact and tapping tasks, and 35 epochs for the object rotation task) to values that on one side ensured a 'satisfying' performance (possibly not reaching the maximum) but that on the other side did not allow the robot to optimize performance at the cost of security: for example, by 2 Indeed: setting oscillation centers "into the objects," or by producing too ample/fast oscillations, implying a too strong contact with objects. In addition to this, we searched initial hand-object configurations that lowered the risk of incurring in these behaviors and we interrupted experiment repetitions when the risk happened. The other parameters were set to intermediate values of their range. The specific initial values and ranges of the parameters are reported in the sections below. The initial configuration of the hand was the one after the automatic initialization of the robot, corresponding to a fully open hand [see Fig. 1(a) ]. Fig. 6 shows the performance of the model (based on the CPG-C and PD equations setting the oscillation centres) in the contact task, related to three repetitions of the test, measured as the number of steps in which the thumb finger was in contact with the target object during a roll-out [ in Eq. (6)]. In all the three repetitions, the performance increases with the number of epochs and reaches the maximum after ten epochs, corresponding to a stable contact of the finger with the target object. Fig. 7 shows how before learning the controlled joints of the thumb exhibit oscillatory movements, which result in irregular contacts with the object, whereas after learning they exhibit a stable posture corresponding to a continuous contact with the object.
A. Contact Task
Table III summarizes the CPG-C/PD parameter values before and after learning in the best repetition of the experiment. Fig. 8 shows the dynamics of the parameter values tried out by during learning. The dynamics is quite similar for the three repetitions of the experiment suggesting that the evolution of the parameters is driven by relevant forces. The figure shows an interesting evolution of the parameters during learning. The desired oscillation centres and progressively change during the epochs so that, after learning, during one roll-out the thumb moves from its initial position towards the object in order to gain a stable contact with it. The desired oscillation amplitude of (the thumb opposition) initially increases to a high value ensuring that the finger repeatedly enters in contact with the object and gets some reward feedback notwithstanding the centre of the related oscillation, , is still not "on the object." With the progression of learning, moves towards lower values ensuring that during the roll-out the finger reaches a stable contact with the object. The effect of the residual amplitude of (thumb flexion/extension) at the end of learning does not affect the stability of the contact as the related movement tends to be prevented as the finger is strongly pressed against the object (see Fig. 7 ). Once the system has gained a stable contact with the object by reducing the main oscillation ( ), the values of the oscillation frequency ( ) and phase difference between the joints ( ) do not affect behavior anymore. Fig. 9 shows the performance of the model (CPG-C and PD) in the tapping-task, related to three repetitions of the test measured as the number of taps on the object [ in Eq. (7)]. In all the three repetitions, after the training the model exhibits a dynamics of the finger that allows it to perform a reliable and fast tapping of the object. Fig. 10 shows how the thumb joints, OT and FET, are controlled before and after learning. The figure shows that, similarly to the contact-task, the initial exploration starts with a rhythmic movement. However, now the task demand requires a final rhythmic behavior rather than a discrete one. As a consequence, although the set-up is identical for the two tasks and the sole difference between them is the cost function, now the model continues to produce a rhythmic movement until the end of the simulation, as shown in Fig. 10(b) . However, the figure also shows that the rhythmic behavior is progressively changed to produce an effective tapping behavior yielding a higher performance in the task. Table IV indicates the initial and final values of the CPG-C parameters and the range within which they could change, in the best repetition of the experiment. Fig. 11 shows the dynamics of the parameters during learning for the three repetitions of the test. The evolution of the parameters is again quite consistent in the three repetitions. The figure shows that the model learned to accomplish the task by increasing the amplitude of the oscillatory trajectories followed by OT ( ) and FET ( ). In particular, the oscillation of the critical thumb opposition joint ( ) was raised to the maximum value to guarantee an ample oscillation of the finger towards and away from the object. Interestingly, the model also shifted the centres of oscillation of the two joints ( and ), likely to settle them at a distance from the object that facilitated its tapping and a reliable contact with the object sufficient to trigger the touch sensor activation, as revealed by the regularity of the acquired behavior (see Fig. 10 ). Fig. 12 shows the performances of the robot, measured in terms of degrees of rotation of the cylindrical object during one roll-out, in Eq. (8), in the rotation-task. In particular, the data shown in the figure refer to the model employing either the complex CPG (CPG-C) or the "hierachical" CPG (CPG-H). The figure shows that in both cases the performance increases with the number of epochs. The results show that CPG-C rather than CPG-H reaches the highest performance at the end of the simulation, thus indicating that the results obtained in [84] do not hold with the domain and algorithm ( ) used here (see Section V for a discussion).
B. Tapping Task
C. Rotation-Task
Given the highest performance of the CPG-C we now focus on the analysis of the behavior and functioning of this version of the model. Fig. 13 shows the typical thumb/index contacts of the fingers with the object, causing the object rotation, at the beginning and end of training. These data show that the model has discovered an unexpected way of exploiting the set-up features to improve performance. Indeed, the thumb and index gain contact with the cylinder, and rotate it, in an alternate fashion. The solution found by the robot is possible as the object is firmly Fig. 12 . Second-order polynomial regressions of the performance of the model in four repetitions of the rotation-task when using the CPG-H/PD (repetitions indicated with stars) and the CPG-C/PD (repetitions indicated with circles). Fig. 13 . Contacts of the thumb and index fingers with the cylinder in the rotation task, before and after learning (CPG-C/PD model). Notice how the initial unstructured interaction of the fingers with the object become a well-coordinated behaviour of the fingers after learning.
anchored to the environment, so the rotation of the object does not require a contextual pressure of the object by both fingers to compensate for the opposing forces and keep the object in place (as in the case of unscrewing a jar cap in normal life conditions). In the condition of the experiment the alternation between the two fingers allows a faster rotation of the object; indeed, while one finger is regaining contact with the object to start a new rotation the other finger can rotate the object, thus producing a better exploitation of the roll-out time. Fig. 14 shows a sequence of pictures illustrating this behaviour in detail. This outcome illustrates the capacity of the model to discover and exploit the possibilities offered by the actual physical interaction with the environment, thus giving an idea of its potential to capture the type of opportunities that infants might encounter while learning in realistic physical set-ups (although some opportunities are necessarily different due to a different body hardware). Fig. 15 shows the desired trajectories generated by the model and the actual trajectories measured by the robot encoders for all the four controlled joints. The figure indicates that the final behavior involves a well coordinated rhythmic dynamics of the four robot joints (e.g., notice how the oscillations have different phases). The figure also shows a nonperfect match between the desired and actual trajectories followed by the fingers, in particular for the two joints of the index (this is likely due to hardware calibration/delays issues related to the index finger): the adaptive algorithm is capable of taking these features of the hardware response into consideration as it searches for the motor behavior on the basis of its final performance measured by the cylinder rotation (task demand), rather than in terms of proximal measures (e.g., response of the hardware). Table V shows the values of the CPG-C parameters at the beginning and after learning, and the range within which they could change, for the best of the four repetitions of the test. The table shows that the learning algorithm substantially increases the frequency of oscillation to perform faster movements. The found phase differences (the ) between the oscillators of joints assure a suitable coordination between fingers leading to the coordinated alternation of the thumb and index described above (see Fig. 14) . Finally, the centres of the oscillations ( ) changed with learning notwithstanding the task requires a final rhythmic behavior: this probably happened to ensure a reliable and timely contact of the fingers with the object (Fig. 13) .
IV. DISCUSSION
Although reproducing detailed behaviours of learning infants was out of the scope of this work, the results of the model in the three tests show some patterns that might reflect some general aspects of the organization and development of motor behavior in children. First, by design the model initial exploration is not based on a low-level motor babbling (e.g., muscle micro-movements affected by white noise) but rather on a structured behavior based on motor primitives potentially capable of producing meaningful outcomes [66] . This strategy might speed up learning as learning can mould the whole dynamical patterns generated by the motor primitives, rather than building adaptive behavior "from scratch." In this respect, the experiments reported here showed that the model could reach a satisfying performance in the touching-task and tapping-task in about ten epochs (hence roll-outs in total) and the more complex rotation-task requiring a fine coordination between fingers in 35 epochs (hence roll-outs in total). This strategy based on searching parameters of motor primitives agrees with an important current trend through which the RL robotic community is trying to overcome the low-speed learning limitation of RL algorithms: the algorithms are not directly applied to search fine movement commands (e.g., forces or angle variations of joints) but rather to search for the parameters of movement primitives generating the step-by-step fine movements [94] , [105] . Second, the model incorporates the assumption, based on empirical data from infants, that when it initially faces a task it first explores the environment through rhythmic movements. These might facilitate exploration and ensure an initial important feedback to allow learning processes to take off, as suggested by the fact that some oscillations are initially increased by the learning algorithm even when the requested final movement is discrete. Oscillations also allow the system to automatically "reset the environment" (here the relation between the fingers and the object), so giving the system the opportunity of repeatedly experiencing the conditions that produce the reward and that allow the learning process to take-off. Starting from these initial feedback, the system gradually refines the rhythmic movements, or transforms them into discrete movements, depending on the task to be solved. Thus, for example, in the touching-task the rhythmic movement allows the robot to come in contact with the object and experience the reward due to such contact: with learning this movement evolves into a discrete movement towards the object ensuring a stable contact with it. In the tapping task the initial rhythmic movement allows the robot to experience the reward related to the touch-release interaction with the object: with learning this movement evolves into a refined tapping behavior. In the rotation-task the initial rhythmic movement allows the robot to experience the reward related to the rotation of the cylinder: with learning this movement evolves into a sophisticated finger-alternation movement exploiting some properties of the physical set-up. These results give initial indications of the advantages that rhythmic movements might give in the initial stages of human development [10] , [50] .
V. CONCLUSION AND FUTURE WORK
A key element of the flexibility of human motor behaviour relies on its capacity to produce rhythmic and discrete motor movements. Neuroscience indicates that the two types of movements involve different brain systems, in particular the network of areas supporting rhythmic movements tends to be included in the network supporting discrete movements. Developmental psychology experiments indicate the importance of rhythmic movements in the first year of life. These movements progressively develop into refined discrete or rhythmic movements depending on the different task demands encountered by infants. This and other relations between the two types of movements during development are still unclear and a first contribution of this work has been to highlight the importance of this problem for developmental robotics studies on motor development.
An obstacle to the investigation of this problem is that current computational models are not suited for it. A second contribution of this work has been the proposal of a computational model usable to this purpose. The model is based on a simple transparent motor primitive that can produce both rhythmic and discrete movements. Moreover, the model is capable of searching the parameters of the motor primitive on the basis of reinforcement learning algorithms, thus making the model suitable to study development issues depending on trial-and-error learning processes. The architecture of the model, encompassing an efficient policy search reinforcement learning algorithm applied to the search of the parameters of the motor primitive, learns very fast and can thus be directly used in real robots. This allows the model to capture some of the difficulties and opportunities posed by the embodied interactions with the environment faced by infants (although some others are necessarily different due to their different embodiment).
A third contribution of this work has been a first application of the model to the computational study of the relation between rhythmic and discrete movements during the development of manipulation tasks. We have already analysed these results in Section IV. Here we stress that, to our knowledge, this is the first work showing the possible mechanisms through which rhythmic hand movements can be refined or progressively evolve into discrete movements. In this respect, the model also gives a contribution to the issue, much debated in the literature, on the existence of different mechanisms to produce discrete and rhythmic movements [2] . Indeed, models like the one presented here can show the advantages of using one or the other type of mechanism to produce a higher performance or a faster learning process (the latter is particularly important as it is often overlooked in the literature). Although this cannot solve the issue, which requires further empirical investigations, it can show the existence of adaptive advantages to evolve/develop one or the other type of mechanism, or both, in different conditions.
We are aware that the model and the results presented here are only a first step towards a systematic study of the rhythmic/discrete movement interplay during development. The current limitations of the model suggest possible directions for future research on this topic. From a computational point of view, a key functionality to add to the model is the capacity of producing discrete movement trajectories. Indeed, now the model can only set the final "equilibrium points" (i.e., the final desired postures) of the movement, whereas the trajectories followed by the limbs are automatically generated by the PD moving the oscillation centre of the CPG and by the robot PID. This choice allowed us to keep things as simple as possible in this initial work, but in future work it would be useful to modify the motor primitive used to control the trajectory of discrete movements, e.g. to move the limb around an obstacle [44] , [90] . To this purpose, one could test the use of the nonlinear 'forcing' component of discrete DMPs [83] , which could be added to the PD-based equation used here to set the oscillation centres of the CPGs. This solution would still allow a nice mix of discrete and rhythmic movements as done here while at the same time allowing the encoding of more complex trajectories. This approach, however, would involve a higher number of parameters, so suitable solutions would be needed to use it with real robots directed to capture early trial-and-error learning processes in infants. Another related possibility would be using the more flexible rhythmic DMPs proposed in [83] to implement the rhythmic component of the movement primitive in place of the simple CPG used here. However, again in this case one should face the problem of how having a learning process directly applicable to real robots without necessarily relying on imitation.
Another very different approach to produce and study the relation between rhythmic and discrete movements during development could rely on "reservoir computing," e.g., on echo-state neural networks [106] . In this respect it has been shown how these networks have the potential to learn to produce both rhythmic and discrete movements without the need of predefining specific rhythmic or discrete dynamical components to produce one or the other [107] , although this has been done only with supervised learning algorithm.
The model presented here was not intended to capture the detail of the brain organization underlying the production of rhythmic and discrete movements. However, the system architecture in part captures, at least at a functional level, some aspects of such an organization. In particular, the system motor primitive is based on a CPG capable of producing rhythmic dynamic movement when activated. The information about the centre of oscillation reaches such a CPG adding a further dimension to the oscillation. This is reminiscent of the brain organization illustrated in Section I for which discrete movements involve additional brain areas that might contribute to modulate the activity of areas generating rhythmic movements [2] . An architecture with a more biologically plausible structure might produce specific predictions on this topic, which might be tested against available or new empirical evidence (e.g., see [108] , [109] , [110] , and [111] ). This topic, however, deserves further investigation.
The model has been used here to solve tasks involving a relatively small number of degrees of freedom, so one might wander how the system would scale to learn more complex, "adult-like"' tasks involving several possibly redundant degrees of freedom. This problem is also important for robotic applications. Possible solutions to this problem might be based on direct inverse modelling approaches [112] introducing mechanisms to face the redundancy problem (e.g., [113] ), possibly enhanced by performing "babbling" in the "goal space" (work space) rather than in the joint space [68] , [69] . Some of these approaches have also been extended to work with reinforcement learning [114] , so they could be integrated with the system proposed here.
Another important issue to tackle in future work is the learning of multiple tasks, not possible with the current system but needed, for example for open-ended/life-long learning [115] , [116] . To this purpose, we might endow the model with a hierarchical architecture capable of training and selecting multiple "experts" [117] , [118] , for example, multiple motor primitives, to solve different tasks requiring different sensorimotor mappings or sequences of movements [46] , [86] , [86] . Sequences of actions might also be "mentally assembled" on the basis of forward models [119] , [120] , [121] . If the system has to perform multiple possibly interfering tasks, the work of [122] has proposed solutions based on DMPs and to resolve such interference prior to task execution while removing the need for task prioritization. Alongside hierarchical architectures, life-long learning also requires the capability of the system to self-generate own goals and motivations to drive learning processes in an open-ended fashion. Here we have not simulated internal components of the system producing the rewards guiding learning but in the future these might be possible on the basis of intrinsic motivations [91] , [115] , [123] , [124] , [125] , [126] , [127] . A relevant issue to face to use the model for life-long learning involves the parameter establishing the number of roll-outs per epoch. This parameter has to be higher with a higher stochasticity of the world so that noise is cancelled out by multiple roll-outs. One might think to tune this parameter on the basis of a sampling of such noise. Another parameter that should be tuned automatically to have life-long learning and to increase the efficiency of the model would be the exploration parameter of . This could be regulated on the basis of the reward-weighted variance of the samples within each epoch [92] , [98] .
With respect to the use of the model to investigate developmental phenomena involving rhythmic and discrete movements, future work should address specific empirical data, for example data on the various classes of rhythmic behaviours that infants exhibit in the first year of life [10] , on how infants exploit rhythmic and discrete movements to learn to cause interesting effects in the environment [53] , or how they use rhythmic and discrete movements to solve more complex problems [128] . We think the results presented here show that our model represents a valuable starting point to develop systems usable to carry out these investigations. Coordinator of the European Integrated Project "IM-CLeVeR-Intrinsically-Motivated Cumulative-Learning Versatile Robots." His research interests include cumulative learning of multiple sensorimotor skills driven by extrinsic and intrinsic motivations in animals, humans, and robots, and the brain/robot architectures to do so. He studies these topics with LOCEN by following two synergistic approaches: 1) with computational models constrained by data on brain and behavior, aiming to understand the latter ones; and 2) with machine-learning/ robotic approaches, aiming to produce technologically useful robots. In his research, these two approaches have a strong interdisciplinary cross-talk as animals' embodiment and their interaction with the world, which can be studied with robots, are seen as critical elements for the evolution and development of their brain and intelligence; and as animals' brain and behavior are invaluable sources of novel ideas and solutions for autonomous robotics problems. He has over 100 international peer-review publications.
