The posterior variance of Gaussian processes is a valuable measure of the learning error which is exploited in various applications such as safe reinforcement learning and control design. However, suitable analysis of the posterior variance which captures its behavior for finite and infinite number of training data is missing. This paper derives a novel bound for the posterior variance function which requires only local information because it depends only on the number of training samples in the proximity of a considered test point. Furthermore, we prove sufficient conditions which ensure the convergence of the posterior variance to zero. Finally, we demonstrate that the extension of our bound to an average learning bound outperforms existing approaches.
Introduction
Gaussian process (GP) regression is a probabilistic supervised machine learning method that bases on Bayesian principles [1] . GP regression generalizes efficiently with little training data, which makes it appealing to real world applications with limited amount of training data. Therefore, it has gained increasing attention in the field of reinforcement learning and system identification for control design in recent years. Especially, when safety guarantees are necessary, GPs are the method of choice in active and reinforcement learning [2, 3, 4, 5] as well as control [6, 7, 8, 9, 10, 11] . These safety critical applications have in common that they rely on the posterior variance for deriving uniform error bounds [12, 13] . However, the behavior of the posterior variance when data points are added on-line, e.g. during control tasks, has barely been analyzed formally due to a lack of suitable bounds. Therefore, there is generally little understanding of the interaction between learning and control in feedback systems, which is crucial to provide guarantees for the control error.
Considering uniform training data distributions, the average posterior variance of GPs has extensively been studied, see [14, 15, 16, 17] . The mapping between this average variance and the number of training samples is usually referred to as average learning curve and it is used to evaluate the generalization properties of GPs. Although average learning curves have been applied to few applications, e.g., [18] , they provide important theoretical insights to the learning behavior of GPs [19, 20] . This understanding can be exploited in sparse GP approximations in a similar way as proposed for PAC-Bayesian error bounds in [21] . Furthermore, active learning and experiment design can be an application scenario of average learning curves since common criteria such as the mutual information [22] also measure the generalization error. However, the framework developed for average learning curves is directly applicable to continuous input spaces, while it is difficult to evaluate the mutual information in this setting.
The contribution of this paper is a novel bound for the posterior variance of GPs with Lipschitz continuous covariance kernels. and demonstrate and improvement of the bound for a more specific class of kernels. Furthermore, we derive sufficient conditions for the generation of training data which ensure the convergence of our posterior variance bounds to zero and investigate criteria for probability distributions such that the convergence conditions are satisfied. Finally, we show a straight forward extension of our bounds to average learning curve bounds and compare our results to numerically obtained approximations. In fact, our average learning curve bound can be seen as generalization of the approach in [23] , which our method outperforms.
The remaining paper is structured as follows: In Section 2, we provide an overview of related work on posterior variance bounds and average learning curves. Novel posterior variance bounds and necessary conditions on their convergence are derived in Section 3. Finally, the derived bounds are compared to approximations in Section 4.
Related Work

Gaussian Process Regression
A Gaussian process is a stochastic process such that any finite number of outputs 1 {y 1 , . . . , y M } ⊂ R is assigned a joint Gaussian distribution with prior mean 0 and covariance defined through the kernel
. Therefore, the training outputs y (i) can be considered as observations of a sample function f : X ⊂ R d → R of the GP distribution perturbed by i.i.d. zero mean Gaussian noise with variance σ 2 n . Regression is performed by conditioning the prior GP distribution on the training data
and a test point x. The conditional posterior distribution is again Gaussian and can be calculated analytically. For this reason, we define the kernel matrix K N and the the kernel vector
, respectively, with i, j = 1, . . . , N . Then, the posterior mean µ N (·) and variance σ
where A N = K N + σ 2 n I N denotes the data covariance matrix and
Posterior Variance Bounds and Average Learning Curve Bounds
A common measure to analyze the learning speed of GPs are average learning curves, which are also called integrated mean squared errors [17] . Under the assumption that y (i) are noisy observations of a function f (·), which is a sample function from the GP, the mean squared error of the posterior GP is given by
n . The average learning curve is obtained from this equation by taking the expectation with respect to the test point x and the input training data D
n . For notational simplicity of the following derivations, we consider the uniform distributions over the unit interval X = [0, 1] in the following. However, all derivations can be extended to higher dimensional state spaces and other distributions even though it is a little technical.
A simple approach to obtain a learning curve bound for GPs with isotropic kernels, which only depend on the distance between their arguments k(x, x ′ ) = k( x − x ′ ), proposed in [23] bases on the idea to consider only the training samples x (i) closest to x in the variance calculation. This approach leads to a valid posterior variance bound since the posterior variance cannot increase by adding training samples [24] . Considering only the nearest training sample in the calculation of the posterior variance (2) directly leads to
1 Vectors/matrices are denoted by lower/upper case bold symbols, the n × n identity matrix by In, the Euclidean norm by · , sets by upper case black board bold letters. Sets restricted to positive numbers have an indexed +, e.g. R+ for all positive real valued numbers. The cardinality of sets is denoted by | · |. The expectation operator E[·] can have an additional index to specify the considered random variable. Class O notation is used to provide asymptotic upper bounds on functions. The ceil and floor operator are denoted by ⌈·⌉ and ⌊·⌋, respectively. with τ being the minimal Euclidean distance between x and the training data set D
Assume that the training data is ordered by increasing value of x and divide the unit interval in N segments such that the boundaries are given by
. . , N . Then, the expectation with respect to the test points can be approximated by
Exploiting (3) and symmetry of the covariance, it is straightforward to show that these integrals only depend on the distance δ between training samples. Therefore, the expectation with respect to the training data D x N reduces to an expectation with respect to δ, such that the average learning curve can be bounded by
The expectations in this bound can be calculated analytically for some kernels since the difference δ between adjacent points follows first order statistics, hence, we have p(δ) = N (1 − δ) N −1 . However, they are typically computed numerically [23] .
When considering the two closest training samples, the inverse in (2) still leads to a simple expression which leads to the following posterior variance bound
where τ 1 and τ 2 are the distances to the two closest training samples and δ is the distance between the two closest training samples. By defining segments with (5) and symmetry of the kernel can be exploited to derive an expression for the expectation with respect to the test points which depends only on the distance δ between training points, such that we obtain the average learning curve bound
Although both bounds are relatively tight for small numbers of training data, they do not converge to the asymptotic value of the average learning curve σ 2 n . Instead, the boundē 1 (N ) has been shown to converge to σ [23] . Therefore, these bounds do not provide any insight when analyzing the learning behavior with large data sets.
Literature Review
Some posterior variance bounds for GP regression have been developed as intermediate results in the context of Bayesian optimization, e.g., [25] . However, in this area, isotropic kernels are typically used which hinders the application outside of this field. For noise-free interpolation, the posterior variance has been analyzed using spectral methods [26] . While the asymptotic behavior can be analyzed efficiently with such methods, they are not suited to bound the posterior variance for specific training data sets. In the context of noise-free interpolation, many bounds from the area of scattered data approximation can be applied due to the equivalence of the posterior variance and the power function [27] . Therefore, classical results [28, 29, 30] as well as newer findings [31, 32] can be directly used for GP interpolation. However, it is typically not clear how these results can be generalized to regression with noisy observations. For the derivation of average learning curves, many different approaches have been pursued in literature. A common method to approximate learning curves builds on spectral methods, e.g., [14, 15, 16, 33, 17] . This approach has also been extended to special situations such as learning on graphs [34] and multi-task learning [35, 36] . However, these approaches cannot be employed in any formal proof on the generalization properties of GPs since they only describe the approximate learning behavior. Therefore, some work has focused on deriving strict upper and lower bounds for average learning curves [37, 23] . However, the upper bounds in [23] suffer from the disadvantage, that they can only capture the learning behavior for few training samples. Hence, upper bounds for average learning curves are missing that are capable of describing the learning behavior for small as well as large data sets.
Posterior Variance of Gaussian Processes
Despite a wide variety of literature on average learning curves and posterior variance bounds for isotropic kernels, learning curve bounds and general posterior variance bounds have gained far less attention. Exploiting ideas from existing posterior variance bounds, we derive in Section 3.1 an upper bound on the posterior variance, which depends on the number of samples in the neighborhood of the test point x. In Section 3.2 we derive sufficient conditions on probability distributions of the training data that ensure the convergence of our bound. Finally, we demonstrate how the derived bound for isotropic kernels can be applied to average learning curve bounds of GP in Section 3.3.
Posterior Variance Bound and Asymptotic Behavior
The central idea in deriving an upper bound for the posterior variance of a GP lies in the observation that data close to a test point x usually lead to the highest decrease in the posterior variance. Therefore, it is natural to consider only training data close to the test point in the bound as more and more data is acquired. The following theorem formalizes this idea. The proofs for all the following theoretical results can be found in the supplementary material. Theorem 3.
Consider a GP with Lipschitz continuous kernel
and observation noise variance σ
N : x ′ − x ≤ ρ} denote the training data set restricted to a ball around x with radius ρ. Then, for each x ∈ X and ρ ≤ k(x, x)/L k , the posterior variance is bounded by
The parameter ρ can be interpreted as information radius, which defines how far away from a test point x training data is considered to be informative. However, this information radius is conservative as all the data points with smaller radius are treated in the theorem as if they had a distance of ρ to the test point. Therefore, a large ρ has the advantage that many training points are considered, while a small ρ is beneficial if sufficiently many training samples are close to the test point x.
Note, that Theorem 3.1 is very general as it is merely restricted to Lipschitz continuous kernels, which is a common property of kernels for regression [1] . This generality comes at the price of tightness of the bound and tighter bounds exist under additional assumptions , e.g., the bound in [25] for isotropic, decreasing kernels, which have non-positive derivatives
However, this bound can directly be derived from Theorem 3.1, which leads to the following corollary. Corollary 3.1. Consider a GP with isotropic, decreasing covariance kernel k(·), an input training data set D
N : x ′ −x ≤ ρ} denote the training data set restricted to a ball around x with radius ρ. Then, for each x ∈ X, the posterior variance is bounded by
In addition, Theorem 3.1 can also be used for an asymptotic analysis of the posterior variance, i.e., lim N →∞ σ 2 N (x). Even though the limit of infinitely many training data cannot be reached in practice, this analysis is important because it helps to determine the amount of training data which is necessary to achieve a desired posterior variance. In the following corollary, we provide necessary conditions that ensure the convergence to zero of the bound (7).
Corollary 3.2. Consider a GP with Lipschitz continuous kernel k(·, ·) , an infinitely large input training data set
and the observation noise variance σ
denote the subset of the first N input training samples and let L k be the Lipschitz constant of ker- 
holds, the posterior variance at x converges to zero, i.e. lim N →∞ σ N (x) = 0.
Although it might be unintuitive that the number of training samples in a ball with vanishing radius has to reach infinity in the limit of infinite training data, this is not a restrictive condition. Deterministic sampling strategies can satisfy it, e.g. if a constant fraction of the samples lies on the considered point x or if the maximally allowed distance of new samples reduces with the total number of samples. Furthermore, this condition is satisfied for a wide class of probability distributions for sufficiently slowly vanishing radius ρ(N ) as shown in the following section. 
Conditions on Probability Distributions for Asymptotic Convergence
For fixed ρ it is well known that the number of training samples inside the ball B ρ (x) converges to its expectation due to the strong law of large numbers. Therefore, it is sufficient to analyze the asymptotic behavior of the expected number of samples inside the ball instead of the actual number for fixed ρ. However, it is not clear how fast the radius ρ(N ) is allowed to decrease in order to ensure convergence of |B ρ(N ) (x)| to its expected value. The following theorem shows that the admissible order of ρ(N ) depends on the local behavior of the density p(·) around x.
Theorem 3.2. Consider a sequence of points
which is generated by drawing from a probability distribution with density p(·). If there exists a non-increasing function ρ : N → R + and constants c, ǫ ∈ R + such that
then, the sequence |B ρ(N ) (x)| goes to infinity almost surely, i.e. lim N →∞ |B ρ(N ) (x)| = ∞ a.s.
Similarly to Theorem 3.1, Theorem 3.2 is formulated very general to be applicable to a wide variety of probability distributions. However, under additional assumptions condition (36) can be simplified. This is exemplary shown for probability densities which are positive in a neighborhood of the considered point x.
Corollary 3.3. Consider a sequence of points
which is generated by drawing from a probability distribution with density p(·), such that p(·) is positive in a ball around x with any radius ξ ∈ R + , i.e.
Then, for all non-increasing functions ρ : N → R + for which exist c, ǫ ∈ R + such that
This corollary shows that it is relatively simple to allow the maximum decay rate of ρ(N ) ≈ N −1
for scalar inputs. For higher dimensions d however, it cannot be achieved and the allowed decay rate decreases exponentially with d. Yet, this is merely a consequence of the curse of dimensionality.
Application to Average Learning Curves
Both posterior variance bounds in [23] suffer from the fact that they do not converge to zero in the limit of infinite training data. However, the idea used in [23] to derive (3) and (5) is the same as in Theorem 3.1. In fact, (3) can be seen as a special case of our bound in Corollary 3.1 with |B ρ (x)| = 1. Therefore, it is natural to employ (8) for the derivation of average learning curve bounds by choosing ρ such that |B ρ (x)| = n > 1. Furthermore, we divide the unit interval in m = 
where
due to the fact that the distance between n training samples follows order statistics. Note that the integral in (18) has the lower boundary δ 2 since this is the minimal distance to either boundary. Therefore, the maximal distance to a training point inside the considered section varies between δ 2 and δ. Due to Corollary 3.3, (8) converges to zero for uniformly sampled training data with a suitably defined ρ(N ). Hence, (17) must also converge to zero for this information radius ρ(N ) and is therefore capable of describing the learning behavior for both small and large training data sets.
Numerical Evaluation
In this section we illustrate the behavior of the proposed bounds. Section 4.1 compares our variance bounds to the exact posterior variance for uniformly sampled training data and training data sampled from a distribution which vanishes at the considered point. In Section 4.2 we demonstrate the derived bounds on average learning curves for isotropic kernels and compare them to existing approaches.
Posterior Variance Bounds
We compare the bounds in Theorem 3.1 and Corollary 3.1 to the exact posterior variance for GPs with a squared exponential, a Matérn kernel with ν = 1 2 , a polynomial kernel with p = 3 and a neural network kernel. The posterior variance is evaluated at the point x = 1 for a uniform training data distribution U([0.5, 1.5]). Furthermore, the length scale of the kernels is set to l = 1 where applicable and the noise variance is set to σ 2 n = 0.1. In order to obtain a good value for the information radius ρ, consider the following approximation of (8) for isotropic kernelŝ
where we use the expectation of E[|B ρ (1)|] = N ρ instead of the random variable |B ρ (1)|. For the squared exponential kernel the Taylor expansion around ρ = 0 yields
Therefore, for large N the best asymptotic behavior of (8) is achieved with ρ(N ) = cN ). For the non-isotropic kernels, we pursue a similar approach and substitute the expected number of samples N ρ in (7), which results in the asymptotically We also compare the bounds in Theorem 3.1 and Corollary 3.1 to the exact posterior variance for training data sampled from the distribution with density function
This probability density vanishes at the test point x = 1 and it leads top(N ) = 4ρ 2 (N ) for ρ(N ) ≤ 0.5. By employing a Taylor expansion of the kernel around the test point, we can derive the optimal asymptotic decay rates for ρ(N ) as in the previous section. For the isotropic and the Matérn kernel, this leads to ρ(N ) = cN The posterior variance bounds for the isotropic squared exponential and Matérn kernel exhibit a similar decrease rate as the actually observed one in Fig. 2 and Fig. 3 . Indeed, the bound for the Matérn kernel shows the exact same behavior and only differs by a constant factor for large N . However, for non-isotropic kernels, our bound in Theorem 3.1 is rather loose as it converges with O(N − 1 2 ) while the true posterior variance exhibits a decay rate of approximately O(N −1 ) for the uniform distribution in Fig. 2 . Furthermore, no difference of the decrease rate of the numerically estimated posterior variance can be observed between both figures, whereas our bound decreases slightly
e S (N) [33] e UC (N) [16] e LC (N) [16] ē OV (N) [37] (17) converges to zero in contrast to the existing upper bounds from [23] slower for the vanishing probability distribution in Fig. 3 . These two observations are caused by the non-isotropy of these kernels: they consider data globally, while our bound only decreases when training points are added locally around the test point. However, this problem can be overcome by exploiting the special structure of these bounds similarly as in Corollary 3.1, e.g., by using a more suitable distance metric in Theorem 3.1 to define the information radius ρ. Furthermore, the guaranteed decay rate of the variance is already sufficient to ensure that the uniform error bounds in [12, 13] converge to zero for kernels such as, e.g., the linear covariance kernel.
Average Learning Curves
We pursue a greedy approach to choose n in our learning curve bound (17) . We start with n = 1 at N = 1 and increase n until it reaches a local minimum. For N > 1, we start with the value of n from the previous step and perform the same optimization. Note, that the bound (17) is only defined for n > 1. Therefore, we make use of (4) for n = 1. We compare our learning curve bound (17) to a numerical approximation of the learning curve e num (N ) obtained by averaging over 1000 test points and 50 training data sets for each point in the average learning curve. Furthermore, we evaluate the lower and upper continuous average learning curve approximations e LC (N ) and e UC (N ) [16] , respectively, as well as the approximation suggested in [33] , which are based on spectral methods. Moreover, we compare our bound to the average learning curve bounds (4) and (6) proposed in [23] . Finally, the lower bound derived in [37] is evaluated. The results of this comparison for the squared exponential, the Matérn, the rational quadratic and the periodic kernel with l = 0.3 and noise variance σ 2 n = 0.05 are depicted in Fig. 4 . Note that σ 2 n has been subtracted from all curves for illustrative purposes.
Due to the use of (4) in our average learning curve bound for n = 1, both curves are identical at the beginning of the plots in Fig. 4 . However, for large N our bound outperforms both average learning curve boundsē 1 (N ) andē 2 (N ). In comparison to the average learning curve approximations e S (N ), e UC (N ) and e UL (N ) our average learning curve bound typically differs more strongly from the numerical learning curve e num (N ) as depicted in Fig. 4 . However, these are only approximations, hence there is no guarantee that they do not intersect with the true average learning curve. In fact, intersections with e num (N ) can be observed for most of the kernels in Fig. 4 . Moreover, it should be noted that the asymptotic behavior of our bound usually does not differ a lot from the true average learning curve. In fact, we can observe the true decay rate of O(N −   1 2 ) for the Matérn kernel [38] .
Conclusion
In this paper we present a novel bound for the posterior variance of Gaussian processes with Lipschitz continuous kernels. We develop conditions that guarantee its convergence to zero and investigate probability distributions that satisfy these conditions. Furthermore, we demonstrate how the bound can be specialized to smaller classes of kernels and extend it to average learning curve bounds, which can be used for a learning comparison between different kernels.
A Posterior Variance Bound and Asymptotic Behavior
Proof of Theorem 3.1. Since KN + σ 2 n IN is a positive definite, quadratic matrix, it follows that
Applying the Gershgorin theorem [39] the maximal eigenvalue is bounded by
Furthermore, due to the definition of kN (x) we have
This bound can be further simplified exploiting the fact that σ [24] and considering only samples inside the ball Bρ(x) with radius ρ ∈ R+. Using this reduced data set instead of D x N and writing the right side of (22) as a single fraction results in
Under the assumption that ρ ≤
it follows from the Lipschitz continuity of k(·, ·) that
Furthermore, it holds that
Therefore, ξ(x, ρ) can be bounded by
Hence, the result is proven.
Proof of Corollary 3.1. The proof follows directly from (23) and the fact that
since the kernel is isotropic and decreasing.
Proof of Corollary 3.2.
The upper bound in Theorem 3.1 converges to zero due to the assumptions on ρ(N ) and B ρ(N) (x) . Hence, convergence of σ 2 N (x) to zero is implied.
B Conditions on Probability Distributions for Asymptotic Convergence
In order to prove Theorem 3.2, some auxiliary results for binomial distributions are necessary. These are provided in the following Lemmas.
Lemma B.1. The k-th central moment of a Bernoulli distributed random variable X is given by
Proof. The polynom (X − E[X]) k can be expanded as
The k-th moment about the origin of the Bernoulli distribution is given by p for k > 0 [40] . Therefore, the expectation of this polynomial is given by
which directly yields the result.
Lemma B.2. The 2k-th central moment of a binomial distributed random variable M with N > 2k samples is bounded by
where αm ∈ R are finite coefficients.
Proof. A binomial random variable is defined as the sum of N i.i.d. Bernoulli random variables Xi. Therefore, the 2k-th central moment of the binomial distribution is given by
Define the multinomial coefficient as
Then, the sum in the expectation can be expanded, which yields
This equation expresses the moments of the binomial distribution in terms of the moments of the Bernoulli distribution. Since the first central moment of every distribution equals 0, summands containing a ij = 1 equal 0. Therefore, we obtain the equality
Moreover, we have
with
due to Lemma B.1. By substituting this into (29) we obtain
The product can have between 1 and k factors due to the structure of the problem. Therefore, it is not necessary for the sum to consider all N coefficients ij , but rather consider only 1 ≤ m ≤ k coefficients which are greater than 1. This leads to the following equality
Due to [41] it holds that 
and the result is proven.
The restriction to N > 2k samples allows to derive a relatively simple expression for the expansion in (28) . However, the bound (25) also holds without this condition, since it only guarantees that for ij = 1, ∀j = 1, . . . , N , Therefore, it is sufficient to show that |B ρ(N) (x)| converges to its expectation almost surely, which is identically to proving that Due to the Borel-Cantelli lemma, this convergence is guaranteed if
holds for all ξ > 0. The probability for each N ∈ N can be bounded by
(ξNp(N )) 2k .
for each k ∈ N+ due to Chebyshev's inequality, where the 2k-th central moment of the binomial distribution can be bounded by
with some coefficients αi < ∞ due to Lemma B.2. Therefore, we can bound each probability in (37) by
Due to (36) Hence,p(N ) satisfies the conditions of Theorem 3.2, which proves the corollary.
