Abstract. Many ltering applications are characterized by continuous state dynamics X t = R t 0 m(X s )ds + W t + , discrete observations Y k = Y tk , and observation noise that is non-additive or non-Gaussian. In most such instances, neither exact nite-dimensional lters nor known on-line/o -line splitting methods apply. Thus, there is a pressing issue to determine how best to calculate the conditional density Pr fX t 2 dzj Y k ; 1 k lg: Ideally, one would like an answer which avoids solving partial di erential equations on-line. In this note, we show that a combination of convolution, scaling, and substitutions e ciently solves this problem under certain conditions. The most noteable aspects about our method are that it is extremely easy to use and that it assumes nothing about the observations other than the ability to construct p YkjXt k ; the conditional density of the k th observation given the current state.
Introduction
Traditionally, non-linear ltering theory for continuous-time state variables consisted of elegant mathematical solutions which were too abstract and too computationally expensive for use in real tracking and prediction problems. How should one implement continuous-state lters with continuous or discrete observations in real time for practical problems with either non-linear equations where the Kalman lter does not supply the optimal state estimate or with non-Gaussian noise where the Kalman lter does not provide enough information to reconstruct conditional densities? Until recently, this imposing question invariably led system engineers to mathematically unjusti ed adaptations of the Kalman lter such as the extended Kalman lter. The
The author is grateful to Lockheed Martin Tactical Defense Systems-Eagan and the National Science Foundation for their support. 1 resulting lters are often unsatisfactory and our participation in the current comprehensive e ort to develop real-time implementable non-linear lters is well justi ed.
Since many process measurements are not made continuously but rather at discrete instances and computers are digitals instruments it is often natural to work with discrete observations. Suppose measurement Y j is taken at time t j , j = 1; 2; 3; ::: Then, the basic problem of continuous/discrete non-linear ltering is to obtain the distribution of state X t conditioned on the past and current observations fY j ; 0 t j tg. The 
and usually calculated from a mapping Y k = h t k (X t k ; v k );where each h t k is a function from < d < l ! < n and fv k ; k = 1; 2; 3; :::g is a sequence of independent < l -valued random variables independent of W and . Under certain regularity conditions the conditional distribution for X t given fY j ; 0 t j tg admits a density which can be determined iteratively by solving Kolmogorov's forward equation (also called the Fokker-Planck equation) for (1) with random initial conditions between samples and using a Bayes' formula update with (2) at sample times (see Ch. 6 of Jazwinski 10] ). E orts to implement continuous-state non-linear lters with either continuous or discrete observations have been focused in three directions: (i) Obtaining exact \ nite-dimensional lters" which can be implemented on-line as a nite number of ordinary di erential equations (e.g. Benesh 
where does not depend on X t and m satis es certain conditions, the second method invariably imposes its own restrictive conditions, involves approximations, and entails considerable apriori o -line work. Moreover, all of these works from the rst two methods require limiting conditions on the observation noise (e.g. Gaussian and additive) which is a severe limitation in certain problems. Indeed, the very method of looking for nite dimensional lters forces restrictive conditions on the observation model. The third method is general but requires long, sophisticated computer algorithms which are well-tuned for a particular ltering problem. Moreover, to obtain similar accuracy as is possible with the former two methods, one must often utilize a large number of grid points and/or high order di erence approximations for the derivatives making this method quite slow even when multi-grid or other e cient algorithms are used.
Our present work is in the direction of implementing exact (in nite dimensional) continuous/discrete lters under more general conditions on the observations. As will be shown in later sections, our method is easy to implement, does not require any apriori o -line work, and avoids the usual restrictive conditions on the observations by not requiring that there be nite-dimensional su cient statistics:
To motivate our method consider the case where X t W t + is just a < dvalued standard Brownian motion added to some (possibly non-Gaussian) random variable which is independent of W. Moreover (4) and the continuous/discrete ltering problem is solved as: (I) p X 0 jY 0 = p ; the density of ; and then for all k = 0; 1; :::
where t k :
= t k+1 ? t k ; and
In the general case where X solves (1) In the following section we give the remainder of our notation, state the conditions under which this \standard normal convolution" method is known to hold, state a supportive mathematical proposition, and outline an algorithm for this method. In Section 3, we prove the proposition of Section 2, in Section 4 we discuss a simple example which has been implemented and tested in both Mathematica and C, and in Section 5 we brie y mention the more technical details in implementing our algorithm.
Result and Algorithm
Throughout the remainder of this note we let j j denote Euclidean distance, assume that X and W are as de ned in (7) For the next two conditions we let l(x) : C3 @l j @x k = @l k @x j holds for all 1 j < k e; x 2 < e which is necessary and su cient for existence of a function L : < e ! <, unique to within an additive constant, such that l j = @L=@x j 81 j e: (11) where is as in (17) 
(This is easily derived and is an immediate consequence of (22) : (13) Proposition 1. Under Conditions (C0-C4), there is a fundamental solution to (9) which is given by ?(x; y; t; ; ; ) = (t? ) (x) t? ( t? (x; y)?( ; )) ?1 ( ) (14) for all (x; y); ( ; ) 2 < d and 0 t ? S; where
o ; (15) s (x; y) :
" q s + qs # ; (16) and is the zero mean Gaussian kernel 
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The decomposition (14-18) may at rst seem complicated and di cult to use. However, it is already convenient for computer implementation and in practise it will simplify further. For instance, when we use Proposition 1 in our algorithm t ? will normally just be a xed time step t k+1 ? t k so (t ? ); t? ; and U(t ? ) become xed matrices.
Remark 5. In the linear case mentioned in Remark 2, s and s (x; y) will have a similar form and the following algorithm will still apply.
2.1. ALGORITHM. In this subsection, we expand the algorithm (I-III) given in the introduction to include systems (7) o : More technical details about implementing the algorithm are given in Section 5.
Proof of Proposition
In this section, we give the proof of Proposition 1 which was partially motivated by Benesh 1] . Throughout this proof we will let D = mean equal in distribution and P Z] ( e P Z]) denote the expectation of Z with respect to probability measure P ( e P ):
Let us x 0 T S; x 2 < e ; y 2 < d?e and rewrite (9) 
Hence, by (7) and the weak uniqueness of (26) 
Example
To illustrate use of our algorithm on a simple, practical 1 yet unsolved problem (meaning the Kalman lter, other nite-dimensional exact lters, and on-line/oline splitting methods do not apply) it su ces to consider the following simple \posi-tion/velocity" example with non-linear observations corrupted by non-Gaussian noise. Let h t denote the position of some object and suppose we would like to track h t . Over short time periods one often assumes that velocity dht dt is just a Brownian motion and that h t itself is not randomly excited. The observations are rounded to the nearest quantization level (increments of 40 meters here) and subject to non-Gaussian noise. Thus, our model is given by dX t = " 0 (41) For comparison purposes, we also constructed an extended Kalman lter by linearizing the observation function, which entails treating the rounding as a second, independent noise source, and then replacing fv k ; k = 1; 2; :::g plus roundo noise with a zero-mean, i.i.d. Gaussian sequence. In the case where the variance of v k plus roundo noise exists the Gaussian random variables are chosen by matching this variance. In the case where p v k is a Cauchy or other heavy-tailed distribution the Gaussian random variables for the extended Kalman lter were chosen by trying several di erent variances experimentally and keeping the one that gave the best results.
Our algorithm has been thoroughly tested in Mathematica and C on this example under a variety of combinations of di erent ; p v k ; ; and number of grid points. The following two general conclusion have been made:
1. As the tails of p v k increase or decreases (i.e. the signal to noise ratio decreases) one has to represent the tails of p j+1jj better to maintain the same level of accuracy in the estimates. This is due to the increased probability that the observation will be in the tails of p j+1jj and means that a larger number of grid points (64, 128 or higher per dimension) should be used when the signal to noise ratio is very low. 2. When a reasonable number of grid points are used the non-linear lter always outperforms the extended Kalman lter in terms of root mean square (RMS) error from h t over long enough time periods. As the number of grid points increases the performance of both lters increases but the ratio by which the non-linear lter outperforms the extended Kalman lter also increases.
For this note, we illustrate the operation of our algorithm with our example under the two cases of non-existent and heavy tails for v k : In order to produce nice graphics we decided to use Mathematica which limited us to about 50 50 grid points on a SUN Sparcstation 10 and means that there will still be a noticeable di erence between our discretized densities and the unrepresentable exact continuous densities. This will of course adversely a ect our estimates and somewhat better performance occurs when our algorithm is run under C with a larger number of grid points. (Grid sizes up to 256 256 were easily used on 486 PC with C.) Figures 1 and 2 at the end of this note illustrate use of our non-linear lter and an extended Kalman lter in mid-operation under the two cases documented above. Because it is not economical to represent p j+1jj and p j+1 as explicit functions of (x; y) on a computer (see Paragraph 4 of Section 5), the axes of graphs (a) and (b) of both Figures 1 and 2 are not position and velocity but rather an a ne function of both. Similarly, the axes of (c) and (d) are not quite position and velocity but, in this case, the lines of constant position are readily discernible by the edges of the truncated densities.
In the uniform density prediction case, one can easily see that the top of the extended Kalman lter density Figure 1 (b) is slightly broader than that of the nonlinear lter (a) re ecting the fact that the rounding had to be modeled as additional noise in the Kalman lter case. Moreover, one can see that the base of the nonlinear lter density is a lot narrower in some directions re ecting (proper treatment of rounding and) the fact that the tails of this density decrease faster than Gaussian tails. This rapid decrease is a result of the fact that this density is derived from the convolution of a Gaussian with the previous tracking density which has no tails in one direction (see graph (c)). The next step tracking densities based upon the same observation Y j+1 are given in graphs (c) and (d). Based upon these densities it is reasonable to expect the extended Kalman lter to give poorer estimates especially for position and to show \less con dence" in these estimates. When statistics other than the conditional mean are required it is obvious that the non-linear lter will do a far better job. Data for a typical run through ten time steps is given below: The non-linear lter performed better seven times, the extended Kalman lter performed better twice, and they performed similarly (within two meters) once. Moreover, the RMS error q 1 10 P 10 k=1 (e K t k ) 2 for the extended Kalman lter was 18.57 m and only 11.65 m for non-linear lter. This experiment was repeated six times and the seven-run average RMS errors for the Kalman and non-linear lters were respectively 18.64 and 11.04 m or 68% more error for the extended Kalman lter.
In the Cauchy density prediction case, one can see from Figure 2 (a) and (b) that the extended Kalman lter has a broader top due roundo handling but a narrower base re ecting the fact that the normal distribution has faster decreasing tails than the Cauchy distribution. Data for a typical run through ten time steps is given below: One can see that the non-linear lter performed better ve times, the extended Kalman lter performed better once, and the two lters performed similarly three times. The extended Kalman lter has trouble correcting from bad observations which occur frequently with the Cauchy distribution and provides poorer estimates when the observations are good. Moreover, the RMS error q 1 10 P 10
k=1 (e K t k ) 2 for the extended Kalman lter was 57.2 meters whereas it was only 55.82 meters for the nonlinear lter. Interestingly enough, if the two highly corrupted observations (steps 5 and 10) are excluded from the RMS calculation, the non-linear lter still outperforms the extended Kalman lter by a slightly larger amount. This same experiment was repeated six times with our Mathematica program and the average RMS errors including the highly corrupted observations (absolute errors of more than 50 meters between h t k and y k ) for the Kalman and non-linear lters were respectively 109.36 and 83.59 meters which corresponds to 31% more error for the extended Kalman lter. When the highly corrupted observations were excluded the average RMS errors for the Kalman and non-linear lters were respectively 41.32 and 16.76 which corresponds to 147% more error for the extended Kalman lter. The sizeable discrepancy between the data in Table 3 and the average run statistics can be explained by the fact that for two runs the extended Kalman lter was completely \fooled" by the highly corrupted observations and the non-linear lter continued to supply reasonable estimates. Data for one of these runs is given below: The extended Kalman lter was completely fooled by observation 4 and could not correct at the next observation. In the other ve runs, when the observations were highly corrupted they were so far into the tails that they were not represented well by either lter and both lters basically failed due to numerical reasons. It is believed that with a larger number of grid points making better representation of the tails the performance of the non-linear lter relative to the extended Kalman lter would be even better.
Programming Notes
In this section, we brie y discuss some technical issues associated with implementing our algorithm on a computer. The Mathematica program used to implement the previous example according to our algorithm may be requested from the author. The C program and all information about its current use are the property of Lockheed Martin corporation and any inquires should be addressed to Lockheed Martin Tactical Defense Systems, P.O. Box 64525, St. Paul, MN 55164-0525, Mail Stop U1P28.
As was previously mentioned, the routine simpli es when (i) t j = constant or (ii) m is a ne. There are other obvious simpli cations that can be made if the \predictive" and/or \tracking" statistics are not required at each time step. The FFT routines are usually most e cient if the number of grid points in each dimension is a power of 2. For the previous example it was found that 32, 64, or 128 points worked well depending on the accuracy desired as well as the chosen p v k and . All integration was done using a multi-dimensional version Simpson's 1/3 rule. Unfortunately, this requires an odd number of grid points so the integration routine had to be \patched" by adding a single column of Trapezoidal rule for each dimension.
A little care is required when mixing Fourier transforms known in closed form with (multi-dimensional) FFTs for r j : It was demonstrated at the end of Section 3 that the convolution could be evaluated using a known Fourier transform for N, a FFT for e r j , and then an inverse FFT. When this done, one will usually have to premultiply e r j by a phase shift, postmultiply its FFT by a phase shift, and then perform a similar transformation around the inverse FFT. These phase shifts will depend on the exact implementation of the FFT routine. An alternate strategy which was not employed in our example might be to take FFTs of N and the time lag instead of using known formulae. Of course, there would be a small increase in error with the alternate strategy. Regardless of which strategy is chosen the phase shift in (21) should be replaced by a di erent phase shift to provide nicely centered graphs.
The routine is very linear in the sense that once q j+1 is known there is no longer any need for p j+1jj etc. and the same storage can be reused many times over. In storing these objects one must often use two arrays: one for values of j ; p j+1jj ; or like objects and one for the values of (x; y) for which each function can be evaluated at. Thus, in (e) of the algorithm the operation j (U( t k ) h x+ y i ? h q ( + q) t j i ) is implemented as a manipulation of the array for the arguments. This method also helps us to maintain better usage of our uniform grids.
The Fourier transform for e r j is trivial to obtain from that of r j and vice versa. However, the points (x; y) at which r j is evaluated in (b) of the algorithm are not the exact points required for the convolution or FFT in (d) and, consequently, inter-polation is required. This interpolation can be done on either e r j or its FFT. In the previous example it was done on the FFT.
Conclusions
A new method for implementing continuous-state, discrete-observation nonlinear lters has been introduced. This method is particularly useful when the observations have gross (nonsmooth) non-linearities, non-additive noise, or non-Gaussian noise. The method is known to handle certain di usions with non-linear drifts (Proposition 1). The method outperforms an extended Kalman lter on the simple example given here. The method requires at least 32 grid point per dimension which would limit its use to problems of ve or less dimensions on most personal computers built in 1996. However, this compares favorably to current on-line/o -line splitting methods and direct on-line partial di erential equation solving methods. 
