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Particle image velocimetry for building thermal airflow analysis 
Cheng Zhang 
It is crucial to quantify the airflow field in and around a building, as this can provide information 
for creating a healthy and comfortable thermal environment for people. Over the last decade, 
particle image velocimetry (PIV) has gradually become the most popular measurement technique 
for measuring building environment airflow fields. 
The objective of this thesis is to provide an overview of the typical two-dimensional PIV technique 
used in the building environment. The measurement principle and procedures are discussed based 
on the existing literature and previous research experiences. Four problems are investigated to 
show different applications of the PIV technique in measuring airflow fields, combined with other 
assessment models: the analytical model, the empirical model, the multizone model and the 
computational fluid dynamics (CFD) model. The performance of buoyancy-driven natural 
ventilation in a single-zone sub-scale model is studied using different experimental technologies. 
The behavior of single jet flow interaction with wind is investigated through experimental and 
numerical methods. The hybrid ventilation flow field and temperature distribution is measured by 
PIV and thermocouple experiments. PIV, combined with empirical models, is used to predict 
localized mechanical ventilation system performance in a warehouse model. The results show that 
the quantitative and detailed flow information obtained by PIV can be used for flow pattern 
visualization, flow structure analysis, numerical model validation, and empirical model correlation. 
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Understanding the movement of air inside and around buildings is important, as it has a significant 
influence on people’s comfort, health and safety, and on the efficiency and effectiveness of space 
heating, cooling, and ventilation [1][2]. Air movement through or around buildings results from 
the pressure difference between the indoors and outdoors or one area and another area, which can 
be caused either by natural forces, like the wind or stack effects, or by mechanical forces, like fans. 
Ventilation, one kind of air movement, can be used for the purposes of promoting indoor air 
quality, thermal comfort, or dehumidification by regulating some indoor air parameters, such as 
air speed, temperature, relative humidity, and chemical species concentrations in the air [3][4]. 
Not only indoor airflow, but outdoor wind conditions are also important to prevent uncomfortable 
or dangerous situations [1][5]. In terms of ventilation and outdoor wind, the performance of air 
flow movement can be assessed in terms of air velocity, air temperature, airflow pattern, air 
pressure, the distribution of contaminant concentration, global ventilation effectiveness, air 
distribution effectiveness, airflow rate through the openings of buildings, local age of air, and so 
on[1][4-9]. Among all the parameters that evaluate the performance of outdoor wind or ventilation 
and air distribution systems, the airflow patterns (such as trajectory, impingement, separation, 
circulation, reattachment, buoyancy, vortices, etc.) and airflow field (such as velocity and 
temperature) are some of the most widely discussed issues, according to various studies [6][7]. 
Knowing the airflow pattern, wind speed, and pressure around buildings is of importance for 
designing durable building structures and envelopes [1] and providing safe and comfortable wind 
environments [5]. Air motion’s responsibility for transporting heat and pollutants makes it one of 
main factors influencing the indoor environment quality [7]. Furthermore, the air distribution 
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system plays an important role in minimizing energy consumption while simultaneously 
promoting indoor environment comfort [8].  
Numerical simulations and experimental measurements are normally used to predict and evaluate 
the performance of outdoor wind, ventilation, and air distribution systems. Numerical simulations 
using computational fluid dynamics (CFD) have become more and more popular for dealing with 
the performance of outdoor wind, ventilation, and air distribution system in buildings due to the 
rapid development of computer calculation capacity and speed. Compared to experimental 
methods, the CFD model can provide both global and detailed airflow information with less time 
consumption and at relatively low cost by solving a series of equations for the conservation of 
mass, momentum, energy, and species concentrations. For pedestrian level wind, CFD simulation 
models are built using the 3D steady Reynolds-Averaged Navier-Stokes approach. Large eddy 
simulation (LES) is used less often, as it is more complex and time consuming. 
Although numerical simulations are very helpful for prediction, assessment, or the design of air 
motion inside or around a building, CFD results cannot be fully trusted, as they may vary greatly 
when using different models due to the simplified assumptions and limited understanding of 
boundary layer conditions [9]. Therefore, conducting numerical simulations always relies on high-
quality experimental data to provide accurate measurement data such as boundary conditions and 
to validate simulation results. Overall, to obtain more precise and reliable information on airflow 
patterns and velocity distributions, experimental measurement is still necessary to be conducted as 
the fundamental step in air motion studies.  
Due to the fact that the air flow inside and around a building is complex and normally characterized 
as three-dimensional, having high turbulence levels, and unsteady, it is not easy to obtain accurate 
and complete airflow field information in building environment measurements. According to Sun 
3 
 
and Zhang’s work [10], the most common modern airflow measurement techniques have been 
summarized and can be divided into point-wise and global-wise in general. Point-wise methods, 
such as hot-wire anemometry, pitot tubes, and laser Doppler velocimetry, can provide quantitative 
velocity data points at discrete locations in the flow field with the moving of a probe. Based on 
different principles of measurement, point-wise techniques can be categorized into: thermal 
anemometers, including hotwire anemometry, hot-film anemometry, and hot-sphere anemometry, 
which measure air motion velocity through its relationship to the convective cooling of electrically 
heated sensing elements [11]; pitot tube and rotating vane anemometers, which are able to sense 
air speed from pressure differences [10]; ultrasonic anemometry, which is typically used to 
collecting meteorological data by sensing variations in sound wave speed; and laser Doppler 
velocimetry (LDV), which obtains fluid velocity data by detecting Doppler shifts. The global-wise 
techniques, which include particle tracking velocimetry (PTV), particle streak velocimetry (PSV), 
and particle image velocimetry (PIV), can provide spatially continuous velocity information over 
the whole flow field based on optical principles. Some other global-wise measurement techniques 
used in wind tunnels have been summarized by B. Blocken, T. Stathopoulos, and J.P.A.J. van 
Beeck [5]. For examples, Irwin probes, which allow measurements at numerous locations, can be 
very easy to use; scour techniques, which measure wind speed by examination of erosion/scouring 
patterns of some particulate material (often sand) created by outdoor airflow, can provide velocity 
information over the whole surface area; and infrared thermography can measure the root-mean-
square, peak, and spectrum values of the temperature and wind speed over an area based on the 
relationship between heat transfer and flow conditions near the building surface [5][12]. 
The traditional point-wise method, as it can only acquire the flow velocity data at the single point 
of the probe sensor, has difficulties describing the detailed full-scale airflow of the indoor 
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environment. Other difficulties also remain for point-wise velocimetry techniques, such as the 
measurement of low air velocities, the direction of airflow, high turbulence intensity, and so on[9]. 
For thermal-based anemometers, the buoyancy effect and free convection will affect the results’ 
accuracy when measuring the low speed airflow field. For the anemometers with probes, the 
sensing head will unavoidably create perturbations to the airflow field that are hard to evaluate. 
With (LDV), low velocity airflow can be accurately measured without disturbing the flow field, 
but it is expensive and time consuming to measure point by point.  
Therefore, nonintrusive, accurate, and fast area measurement techniques like optical velocimetry 
are needed and regarded as alternative tools for measuring indoor and outdoor airflow. Optical 
velocimetry can measure the airflow velocities and other related information in a global domain 
without low velocity limitations and disturbing the flow field. As the most widely used method for 
optical velocimetry, PIV has been used and developed for the investigation of air and water flows 
for the past 30 years. The progress made in the recent past has already brought PIV to a state where 
it is routinely applied in aerodynamic research and related fields [13][16]. 
Particle image velocimetry experiments can be conducted in both full-scale and sub-scale models. 
In general, sub-scale models are very suitable for PIV measurements as the dimensions of sub-
scale models are similar to the field of view of typical PIV systems [7]. However, it is essential for 
sub-scale models to be built using transparent materials to allow camera and laser shooting. In 
addition, the boundary conditions for the experiment must be modified according to the 
dimensions of the model and scaling theory. 
In summary, it is necessary to conduct PIV measurements and analysis for many building 




The reviewed publications revealed that PIV techniques are one of the most widely-used 
velocimetry methods for indoor ventilation problems. It is necessary to learn the PIV technique 
and apply it to different building environment problems as it can provide high quality quantitative 
results that are crucial for creating a thermally comfortable and healthy environment. Also, it is 
essential to learn to combine the PIV technique with the analytical model, the empirical model, 
the CFD model, the multizone model, and other experimental methods, as the PIV technique has 
its limitations. The analytical model is normally used to provide quick estimates of ventilation 
performance and reflect the most important features of system performance under certain 
assumptions [4], so it cannot provide the most accurate and detailed flow information. The 
analytical model can, however, provide a global guide for PIV study of ventilation problems and 
validation data for PIV experimental results. Very similar to the analytical model, the empirical 
model can be an effective way to predict ventilation performance in buildings, but needs 
experimental data to determine the coefficients. With highly accurate PIV data, empirical models 
can be developed and ventilation performance of buildings under different parameter inputs can 
be predicted simply and without repetition of the PIV tests. As one of the most important tools in 
ventilation research, CFD can provide accurate and reliable simulation results, but only with 
verification and validation studies of the CFD model. As some environmental conditions cannot 
be achieved in experiments, CFD simulations need to be performed to provide more data for 
ventilation performance studies. The multizone model can quickly obtain air exchange rates and 
airflow distributions in buildings, but it has limitations due to the assumptions used. As it is hard 
to conduct full-scale PIV tests in large buildings, a multizone model validated by PIV experimental 
data can be used to analyze ventilation performance for large-sized buildings. Fig. 1-1 shows the 
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overall structure of the thesis and relationship between PIV and other assessment models for 
predicting ventilation performance. 
 




1.3  Objectives 
Based on the background of air movement measurement techniques and literature reviews about 
PIV application, the general scope of this research involves studying the application of the PIV 
techniques in regards to the measurement of building ventilation performance. 
The general objectives of this research are: 
 to experimentally study the typical problems to which PIV can be applied according to 
previous researchers’ studies, 
 to investigate and discuss some of the factors that would affect the accuracy of PIV results, 
and, 
 to develop the PIV measurement and analysis procedure and discuss about how to combine 
the PIV technique and other numerical models. 
Based on the general scope and objectives proposed, four specific tasks are formulated: 
Task 1: Study the thermal effects of airflow distribution and natural ventilation of a one-zone 
building model using PIV methods. 
Task 2: Use PIV experimental techniques and CFD numerical simulations to evaluate the 
performance of air curtains under different wind speeds and directions, and the interactions with 
an air curtain jet considering different supply speeds, angles, and pressure differences across the 
air curtain. 
Task 3: Study the natural and hybrid ventilation performance of a sub-scale high-rise building 
model using the PIV technique and PIV data for multizone model validation. 
Task 4: Conduct PIV experimental measurements of flow fields for a mechanical ventilation 
system in warehouse and use the data to develop empirical multi-jet flow models. 
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2 LITERATURE REVIEW 
This chapter aims to provide a review of PIV measurements and analysis for ventilation devices’ 
airflows, airflow around persons, indoor airflows, and outdoor airflows. Also, PIV-related errors 
and uncertainty analyses are considered and discussed. 
2.1 PIV for ventilation devices 
2.1.1 External airflow of ventilation devices 
Per-Ake Elvsen and Mats Sandberg [15] used PIV techniques to visualize the trajectory and 
entrainment of the flow discharged by an air diffuser with 20 nozzles. It was shown from the 
average flow vectors maps obtained from PIV that there was a small entrainment in the jet at the 
upper part of the flow. 
Amina Meslem et al. [16] studied the twin cross-shaped jet and twin circular jet supplied through 
a lobed diffuser using the PIV method to acquire the instantaneous spatial distributions of the flow 
velocities. Three PIV systems were employed according to the different flow field conditions: a 
classical two-component PIV system, a stereoscopic time-resolved PIV system, and a large-scale 
classical stereoscopic PIV system. Cold paraffin oil droplets 1-4 µm diameter provided by a liquid 
seeding generator were used as tracing seeds in the experiments. The conclusion was that 
compared to the reference circular shape, an integration of the cross-shaped geometry can be a 
better method of passive control of air diffusion systems for buildings in comparison with the 
mixing efficiency, entrained flow rate, global flow uniformity and throw flow length of the jets. 
Lupita D. Montoya et al. [17] conducted PIV experiments to measure the flow velocity vector 
fields in a closed chamber with synthetic jet actuators improving the indoor air quality. The results 
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were used to demonstrate the effectiveness of synthetic jets in controlling the airflow field, removal 
of particulate contaminants, and aerosol dispersion. 
Guangyu Cao et al. [20][21] investigated turbulent attached jet flow behaviors in the entrainment 
process of ambient air downstream from a jet slot in a room with an active chilled beam located at 
the ceiling using PIV techniques. The PIV system was able to achieve the visualization of the flow 
field and the measurement of the instantaneous and time-averaged velocity vector fields. Also, the 
detailed mean and instantaneous jet flow at high turbulence intensity and low Reynolds numbers 
were able to be visualized and measured by a PIV system, as shown in Fig. 2-1. The PIV accuracy 
was discussed by comparing its results with the flow velocity at a distance of 0.3 m from the jet 
slot as measured by an anemometer. 
 
Figure 2-1. Jet visualization and the corresponding instantaneous vector field by PIV pair-
photograph at a slot velocity of 0.8 m/s. (a) Laser sheet pair-image one; (b) laser sheet pair-image 
two; (c) instantaneous velocity vector field. 
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E. Nino et al. [20] investigated using PIV techniques the fluid dynamic characteristics of a 
rectangular air jet, simulating an air curtain, which was generated by a rectangular nozzle with a 
0.02 m2 discharge area. From the measurement results, the main characteristics of the air curtain 
jet can be inferred as a homogeneous velocity distribution in the exit section of the nozzle and the 
formation of an instable vortex. 
Amina Meslem et al. [21] measured using PIV techniques the flow field of a turbulent twin cross-
shaped jet generated from a perforated panel diffuser, and the results were used to validate various 
numerical models. The results showed that the SST k-ω model was the most appropriate tool for 
the optimization of jet induction on a lobed perforated panel for HVAC applications. 
Ilinca Nastase et al. [22] used PIV techniques to study the jet flow issued from two kinds of grilles: 
a commercial grille with straight ailerons and grille with lobed ailerons. The conclusion was made 
according to the measurement results that the air flow generated from the grille with lobed ailerons 
offered a larger induction and a longer throw, and a better jet flow distribution in the occupied 
zone. 
Dilek Kumlutas et al. [23] carried out an analysis of fluid flow characteristics of split air 
conditioners (SACs) by numerical and experimental methods. Stereo particle image velocimetry 
(SPIV) measurements were conducted to capture the flow velocity distributions in nine 
measurement planes at the outlet of a SAC device with a straight cross-flow fan (CFF). The 
measurement results were also compared with CFD simulation results, which showed that they 





2.1.2 Internal airflow of ventilation devices 
N. Chami and A. Zoughaib [24] conducted PIV experiments to measure the buoyancy-driven air 
flow rate inside of tilted differentially heated thermosyphons. A numerical CFD model 
representing natural convection was also developed and validated by PIV measurement results. 
Cristina Sanjuan et al. [27][28] studied the fluid dynamic behavior of open joint ventilated façades, 
using PIV methods to measure the airflow generated inside of the naturally ventilated cavity. 
Various CFD models were developed, and according to the comparison of the PIV measurement 
results and the numerical results, the RNG k-epsilon turbulence model and the discrete ordinate 
radiation model showed the best fitting velocity profiles. The results from the selected numerical 
model showed that the ventilation air flow inside the cavity is enhanced by incident radiation and 
the height of the façade. 
2.2 PIV for airflow around persons 
David Marr et al. [52][53] studied the flow transport phenomenon occurring around persons in the 
indoor environment as a result of breathing and its level of anisotropy by using a time-resolved 
PIV system to obtain quantitative velocity vectors in the breathing zone of a thermal manikin. The 
measurement results showed that the airflow in the breathing zone is highly anisotropic, so that 
the common isotropic assumptions made in this environment are not admissible. 
They also conducted stereo PIV experiments to measure flow along the inlet of an isothermal 
ventilation system as it interacts with the buoyancy effects of the standing thermal manikin [29]. 
Particle image velocimetry results suggested an increase in both integrated correlation length scale 
as well as a wide range of turbulence intensities in the indoor environment. 
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Özcan, O. et al. [30] employed the PIV technique to obtain the mean velocity and vorticity data of 
the flow around the head of a real-life size thermal manikin under the two cases of “no breathing” 
and “continuous exhalation through nose” within a special chamber providing stationary 
convective flows around the manikin. The mean velocity fields and mean vorticity fields of flow 
under the two cases were compared. 
A.D. Eisner et al. [31] carried out a PIV experiment to obtain the qualitative images of the flow 
induced by foot motion. A time sequence of images was acquired using a PIV system and was able 
to help elucidate how foot motion affects air transport and how walking affects contaminant 
dispersion. 
Shengwei Zhu et al. [32] investigated the transport characteristics of saliva droplets produced by 
coughing within a calm indoor environment with experimental and numerical analysis. Particle 
image velocimetry was used to measure the velocity distribution around the mouth of the coughing 
subject as shown in Fig. 2-2. 
 




Brent A. Craven and Gary S. Settles [33] characterized the buoyancy plume velocity field around 
a volunteer in a temperature-stratified indoor environment by using a PIV system. The PIV data 
generally agreed well with the simulation results using a simplified model of a person. In summary, 
the results showed that higher levels of temperature stratification have a significant effect on plume 
behavior. 
C.Y.H. Chao et al. [34] measured expiration air jet flow velocities during coughing and speaking 
in close proximity to the mouths of volunteers by using PIV techniques. The average expiration 
air velocity was 11.7 m/s for coughing and 3.9 m/s for speaking. 
Meg VanSciver et al. [35] measured the cough flow field produced by person subjects using PIV 
experiments. Fog generated by an evaporation type fog generator was used to seed the volume of 
the enclosure. 
Soon-Bark Kwon et al. [36] studied the pathway of airborne pathogens by analyzing the initial 
velocity and the angle of exhaled airflow from the coughing and speaking of human subjects 
measured using a PIV system. 
2.3 PIV for indoor airflows 
2.3.1 Sub-scale model testing 
Stephane B. Poussou et al. [37] performed PIV experiments using a 1:10 scale water-based model 
to investigate the effects of a moving human body on flow and contaminant transport inside an 
aircraft cabin. From the measurement results, a symmetric downwash flow was observed along the 
vertical centerline of the moving body in the case without a cabin environmental control system 




M.Z.I. Bangalee et al. [38] studied the effect of the number of windows and the window 
configuration on natural cross-ventilation performance by performing PIV tests in the uniform 
flow field of a water channel to visualize the flow structure and measure the velocity vector fields. 
Spherical hollow glass particles of diameter 9-13 µm and density 1.1 g/cm3, uniformly fed into the 
isothermal flow, were used as tracer seeds in the PIV experiment. 
P. Karava et al. [39] investigated wind-driven cross-ventilation flow characteristics by conducting 
PIV experiments for a sub-scale generic single-zone model in a wind tunnel. The results showed 
that indoor airflow patterns with cross-ventilation are complex and cannot be predicted by 
simplified macroscopic models such as the orifice equation. R. Ramponi and B. Blocken [40][33] 
used the results obtained from detailed wind tunnel experiments with PIV to validate the CFD 
simulation. The results showed a close qualitative agreement between the PIV measurements and 
the CFD simulation, both in the outdoor wind flow and indoor air flow. 
V.A. Reyes et al. [42] studied the air flow distribution of natural ventilation in a 1:16 building-
wind tower model by conducting PIV experiments in a wind tunnel. A dynamic similarity test 
between the real and the scaled model was investigated by numerical studies. Velocity data were 
obtained from several sections in order to reconstruct the whole distribution of the flow in the 
building-tower configuration, assuming a steady state. 
M.V. Cruz-Salas et al. [43] performed flow velocity measurements in a water tunnel by using 
stereoscopic PIV to study the natural ventilation performance of a room with a windward window 
and different wind exchangers, as shown in Fig. 2-3. To reduce the thickness of the laser light 
sheet, a cylindrical lens made of a 6-inch diameter transparent acrylic tube, filled with water and 
sealed on both ends, was placed between the mirror and the bottom of the water channel test section. 




Figure 2-3. Average velocity field on the central plane for three cases. 
 
T. van Hooff et al. [44] used PIV techniques to measure the airflow field of isothermal forced 
mixing ventilation driven by a transitional plane jet in a confined space. In this study, PIV was 
used to obtain the time-averaged velocity vector field, turbulence intensity, and vorticity to study 
the time-averaged flow field. Also, the instantaneous flow field was investigated by the analysis 
of instantaneous velocity vectors and vorticity structure with the Okubo-Weiss function Q criterion 
and Strouhal number. 
J.D.Pisner et al. [45] studied the influence of obstacles on indoor air flow patterns produced by a 
mechanical ventilation system using PIV, LAD experimental methods, and Laminar, k-ɛ 
turbulence, and RNG k-ɛ turbulence numerical methods. The PIV measurements demonstrated a 
novel Bragg cell shuttering mechanism for the first time in an indoor airflow. 
2.3.2 Full-scale model testing 
Lingying Zhao et al. [46] carried out large-scale PIV measurements in a full-scale room with 
dimensions 5.5 × 3.7 × 2.4 m under two typical ventilation schemes: cross-flow ventilation and 
return flow ventilation. Detailed experimental data and flow patterns were able to be obtained by 
a PIV system and used to validate numerical models and analyze ventilation strategies. 
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Xiaodong Cao et al. [47] performed large-scale PIV experiments to characterize the mixing air 
distributions inside a partially transparent aircraft cabin mockup by measuring the global flow field 
combined with five large sub-regions, each with a size of 975 mm × 650 mm, as shown in Fig. 2-
4. The distributions of velocity, vorticity, and turbulence intensity under the isothermal condition 
and cooling condition were obtained from PIV data and compared in detail. The results showed 
that the cabin airflows were of low velocities and high turbulence levels. 
 
Figure 2-4. (a) Measured cross section of the cabin mockup; (b) Sub-regions in the measured cross 
section. 
 
Gero Günther et al. [48] investigated the flow and heat transport in a generic aircraft passenger 
cabin and a sleeping bunk using PIV as well as thermography. Neutrally buoyant helium filled 
soap bubbles, which feature a high scattering efficiency, were used as tracer particles for the large 
scale PIV experiment with a rather high spatial resolution. Particle image velocimetry results were 
also used for validating numerical simulation results and achieved satisfactory agreement. 
Yigang Sun et al. [49] developed a stereoscopic PIV (SPIV) system suitable for full-scale three-
dimensional airflow measurement. An algorithm for SPIV in the particle streak mode is presented 
in this study. 
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Lone H. Mortensen et al. [50] conducted a PIV measurement in a full scale chamber with internal 
dimensions of 3.6 × 4.5 × 2.5 m3 to investigate the airflow pattern in a gap between a cold wall 
and a piece of furniture. The results indicated that the flow rates behind the furniture would 
increase with an increased distance between the closet and the wall, and that even higher airflow 
rates were seen when the furniture was raised to a higher position. 
Marcello Caciolo et al. [51] examined the characteristics of single-sided natural ventilation airflow 
generated by stack and wind effect under different outdoor conditions in a full scale building with 
several measurement techniques: two dimensional (2D) PIV, thermal anemometry, and the tracer 
gas technique. The PIV technique was used for flow visualization using smoke and velocity 
measurement on a vertical plane orthogonal to the opening in front of it. 
Huawei Sun et al. [52] used PIV data to evaluate a RNG k-ɛ model of airflow in a full-scale test 
room with different inlet Reynolds numbers of 2,300, 5,500, and 16,000. 
Mohammad H.Hoshi and Byron W.Jones [53] studied the airflow characteristics around a standing 
person in a simple large-scale room under realistic and well-documented environmental conditions 
by conducting PIV experiments on a total of 14 measuring planes. 
2.4 PIV for outdoor airflows 
Kyung Chun Kim et al. [54] investigated the flow characteristics around a three-dimensional 
rectangular prismatic building by using PIV techniques. In this study, PIV measurements were 
able to reveal detailed flow structures such as local eddy structures and correctly estimate critical 
dimensions such as the location of reattached points. The mean velocity field and turbulent kinetic 
energy could be obtained from instantaneous PIV velocity data, and the results could be used for 
verification of CFD models and to provide turbulent boundary layer conditions. 
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Zifeng Yang et al. [55] conducted PIV experiments to quantify the characteristics of wake vortex 
and turbulent flow structures around a high-rise building model in tornado-like winds. The PIV 
measurement results revealed clearly that a tornado-like vortex is a very complex, highly turbulent, 
three- dimensional vortex flow and the wake vortex and flow structures around the test model were 
found to become quite unsymmetrical in the face of the approaching flow. Three-dimensional 
views of tornado-like wind and vortex structures around the building model could be reconstructed 
based on the PIV measurement data at different elevation planes, as shown in Fig. 2-5. 
 
                                   (a)                                                                          (b) 
Figure 2-5. (a) The perspective view of the tornado-like vortex. (b) Reconstructed 3-D views of 
vortex structure around the test model. 
 
Jonas Allegrini et al. [56] carried out PIV measurements in wind tunnel at different Reynolds 
numbers (9,000-30,700) and different leeward walls, windward walls, and ground temperatures 
(70-130 °C) to study the influence of buoyancy on flow in a scaled urban street canyon with heated 
surfaces. The velocity and turbulent kinetic energy fields were obtained and analysis was carried 
out with the PIV system. 
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Peng-Yi Cui et al. [57] studied the basic phenomena of air flow, heat, and mass transfer passing 
through different scale urban areas (street scale model and indoor scale model) with a scale ratio 
of 1:100 using several experimental methods: PIV, T-type thermocouples, and a SF6 quantitative 
detector. The PIV measurement results showed that for the investigation of mixed convection in 
the street canyon wind tunnel, if the value of the Reynolds number is in the range of Reynolds-
independence determined by forced boundary layer flow, the only criterion for the flow pattern of 
the external flow is the Richardson number. 
Yoshihide Tominaga et al. [58] employed the PIV technique to obtain the instantaneous and time-
averaged flow field around an isolated gable-roof building model with a roof pitch. The PIV results 
of time-averaged velocity distributions were compared with the results obtained by a split fiber 
probe. Both results were acceptably in agreement except for the wake region behind the building. 
Yan Zhang et al. [59] used the PIV technique to quantify the turbulent flow characteristics of 
microburst-like wind and investigate the flow structure interactions of gable-roof buildings in 
microburst-like wind. In order to ensure a reasonable spatial resolution of the PIV measurements, 




2.5 PIV errors and uncertainties 
Although PIV can achieve relatively high accuracy in experimental results, there are errors and 
uncertainties that are hard to avoid because of the experimental conditions and the processing 
methods. One of the challenges in the application of PIV is determining errors and uncertainties.  
As PIV measurements can be seen as a chain of error-producing steps [60], it is hard to estimate 
the displacement error that is an initial uncertainty source for PIV applications. At the beginning 
of the process, deviations between the measured velocities and real velocities are directly 
determined by the density, size, mass, and shape of the tracer particles. Then, the image acquisition 
quality may affect the accuracy of the results. After the acquired images are imported into the 
computer, the evaluation methods also produce errors. Moreover, the expertise of the researcher 
also influences the measurement accuracy. Overall, PIV measurement accuracy is a combination 
of a variety of aspects extending from the recording process all the way to the methods of 
evaluation. 
Error types that may affect the measurement accuracy in the digital evaluation of PIV recording 
are discussed in a number of papers [13][63-66]. Generally, the errors consist of systematic errors 
and statistical errors [47]. Systematic errors include all errors related to the tracking behavior and 
seeding density of the particles, the random displacement error, the background noise, the size of 
the particle images, the correlation method, and so on. The main statistical error associated with 
PIV measurements is the random sampling error. However, it is not always easy to completely 
separate the systematic errors from the statistic errors. Therefore, in practice, the total error is 
normally expressed as the sum of a bias error and a random error or measurement uncertainty root-
mean-square (RMS) error. H Huang et al. [61] summarized the major errors in two-dimensional 
digital particle image velocimetry as the outliers, the mean bias, and RMS errors. Outliers are the 
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invalid velocity vectors resulting from poor correlations. Mean bias errors are affected by 
inadequate pixel resolution and the numerical algorithm for computing the centroid. Root-mean-
square errors, which reflect the deviation of the particle displacements from their mean values, 
arise due to improper particle seeding, strong velocity gradients, and three-dimensional flow 
movement. A. K. Prasad et al. [63] discussed two kinds of error encountered in PIV interrogation: 
mean bias error and random error. They concluded that mean bias errors arise when the particle 
image diameter is smaller than the pixel size due to the finite numerical resolution of the correlation 
function. Conversely, when the particle image size is larger, the random errors will become 
significant. 
It is complicated to assess each kind of error quantitatively. Conclusions can be made about the 
overall accuracy of PIV measurements in building environment studies. In an investigation of 
turbulence air flow behavior of an attached plane jet discharged from an active chilled beam in a 
room, Guangyu Cao et al. [20][21] discussed about how the particle seeding distribution 
concentration, PIV interrogation windows, and spatial resolution may affect the measurements. 
The PIV results were validated using conventional anemometers, which showed that the difference 
between the results obtained by the anemometer verses PIV was up to 14% for the jet slot velocities. 
The difference in results between measurement methods for high turbulence intensity jet flow was 
larger than 20% in the inner layer and outer layer, especially at high supply jet velocity, while the 
measured maximum jet velocities were closer, with less than a 20% difference. Jiayu Li et al. [64] 
discussed the relationship between the normalized root-mean-square deviation (NRMSD) of the 
time-averaged velocity and the turbulence kinetic energy (TKE) and the sampling quantity when 
conducting PIV measurements. The results showed that 1,000 samples were sufficient to minimize 
the statistical error for large-scale PIV measurements.  
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Amina Meslem et al. [21] estimated PIV displacement errors by using the theoretical analysis of 
Westerweel [65]. The results showed that the maximal displacement error for the 2D PIV 
measurements was 1.4% for both the longitudinal and vertical directions. The accuracy of the 
vorticity field was assessed by the method proposed by Fouras and Soria [66], which depends on 
the spatial resolution of the velocity vector fields. The results showed that the absolute value of 
the bias vorticity error was 1.2%, and the random vorticity error was estimated at about 3.5% at 
the 95% confidence level. Also, the estimated error for the turbulent kinetic energy was estimated 
at about 3.6%. An accuracy of 5% to 10% is estimated for the measurements using the two-
component technique, as mentioned in a study by Yigang Sun and Yuanhui Zhang [10]. 
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3 PIV METHODOLOGY AND APPLICATION CASES 
This chapter aims to provide information on hardware, software, and algorithms for PIV systems 
and measurement procedures. 
3.1 PIV system components 
The invention and development of PIV application in experimental fluid mechanics has been a 
topic of study since 1991 [67]. Overall, PIV is a technique to achieve quantitative measurement of 
instantaneous turbulent fluid flow velocity fields. Particle image velocimetry measures the velocity 
vector of an entire flow field at a given point in time by acquiring and processing images of tracer 
seed movements. The movement of tracer seeds represents the flow movement. The basic principle 
of this technique is based on the idea that the speed of particle seed movement is equal to the 
displacement divided by the time interval. The typical experimental setup of a PIV system consists 
of several sub-systems. The particles in the fluid are illuminated by a sheet of light at least twice 
within a time interval. The light scattered by the particles is recorded on a double frame by a digital 
camera, which is located at a 90° angle to the light sheet. Then, the images are transferred to a 
computer that can handle the great amount of data for automatic analysis. The displacement of the 
particles between light pulses is determined by the computer. Further analysis and post-processing 
for the acquired images is also required. Fig. 3-1 shows a typical setup for a PIV experiment in a 
wind tunnel [13]. As we can see in the figure, tracing seeds that are released into the flow field are 
illuminated twice by a multi-pulsed laser system. The light scattered by the tracer particles is 
recorded through an image recording system synchronized with the laser system. Then, the output 
data of the digital camera is transferred to the computer, which is used for controlling the system 
and for further data analysis. For evaluation, the recorded PIV images are divided into small 
24 
 
subareas called interrogation areas. The local displacement vectors for the images of the tracer 
particles between the first and second pulses are determined for each interrogation area by 
statistical methods. The velocity vectors are calculated by the displacement, taking into account 
the time delay. 
 
Figure 3-1. Schematic of a 2D PIV measurement system in a wind tunnel [13]. 
 
3.1.1 Illumination system 
The function of the illumination system is to visualize the particle seeds in the flow field to allow 
the camera to record clear images of the particles and prevent the particles outside the measurement 
volume from forming noise. The most widely used illumination system for the indoor airflow 
measurements is the double-pulsed Nd:YAG laser system with an articulated delivery arm to 
generate a green light sheet of 532 nm wavelength [7][10]. The same laser used in the PIV study 
is shown in Fig. 3-2 [112]. An optics cylindrical lens was equipped on the laser to adjust the 
thickness of the light sheet and the light generation angle. The thickness of the laser sheet in the 
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measurement area is normally about 1-3 mm [10]. It is important to keep a relatively thin light 
sheet on the camera focus plane to guarantee high quality particle movement images. Nevertheless, 
in a strong three-dimensional flow field, particles captured in the first frame taken by the camera 
may move out of the measurement field and cannot be seen by the camera in the second pulse if 
the laser sheet is too thin. To avoid this error, the light sheet should be oriented parallel to the 
direction of flow concerned. 
 
Figure 3-2. Double-pulsed Nd:YAG laser system [112]. 
 
The time delay between the pulses, Δt, is another important parameter for PIV illumination systems, 
because it needs to be long enough to capture the displacement of the tracer particles and short 
enough to keep the displacement inside the interrogation area between the subsequent 
illuminations. According to Guangyu Cao et al. [20,21], the separation of the particles, ∆𝑥, should 
be larger than the accuracy of peak detection and smaller than a quarter of the selected interrogation 
window size 𝑑𝑖𝑛𝑡, and expressed as: 
𝑝𝑖𝑥𝑒𝑙 < ∆𝑥 <
1
4
𝑑𝑖𝑛𝑡.                                                 Eq. 3-1 
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Then, the time interval ∆𝑡 can be decided depending on the distance of particle movement and 











.                                            Eq. 3-2 
3.1.2 Image recording devices 
The most common image recording devices used in airflow measurements are coupled charged 
device (CCD) cameras and complementary metal oxide semiconductor (CMOS) cameras. For this 
study, a CCD camera (Dantec FlowSense EO) with a 1600 pixels × 1200 pixels resolution was 
used for the PIV measurements. The technical specifications are shown in Table 1. The camera 
was equipped with a 60 mm lens, Nikon (60 mm F/2.8 AF NIKON), as shown in Fig. 3-3. The 
CCD camera was suitable for the small-scale flow that was the focus of this research. However, 
for future work, if large-scale measurements need to be conducted, a CCD camera with a high 
resolution is necessary for capturing the complete full-scale flow pattern. 
Table 1. Technical specifications for CCD camera. 











FlowSense EO 2M 35 2 1600 x 1200 200 7.4 8/10/12/14 
 
 
Figure 3-3. FlowSense EO CCD camera. 
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3.1.3 Tracer particles 
Tracer particles play a key role in indoor PIV measurements as the velocities of tracer particles are 
used to represent the real airflow velocities. 
Generally, it is desirable that tracing particles should be non-toxic, non-corrosive, non-abrasive, 
non-volatile, and chemically inert. The seeds should be small enough to track the airflow 
movement but also large enough to scatter the laser light for image acquirement. The density of 
tracer particles is also crucial because an inappropriate density may cause errors of measurement. 
First, the influence of gravitational forces can cause errors, especially in studying buoyancy driven 
flow considering that the densities of most widely used particles are much larger than the air 




𝑔,                                                         Eq. 3-3 
where g is the gravitational acceleration, 𝜌𝑓 and 𝜇 are the density and dynamic viscosity of the air, 
and 𝜌𝑝 and 𝑑𝑝 are the density and diameter of the particles. From the equation, it can be seen that 
to achieve the relatively small velocity lag between the particles and airflow induced by 
gravitational effect, the diameter of the particles should be small enough and the densities of the 
seeds should be as close to the air density as possible. 
Secondly, the initial velocity of the tracer seeds 𝑢𝑝0, when supplied into the airflow, can generate 
some perturbations in the original airflow field. The difference between particles velocity 𝑢𝑝 and 
air velocity 𝑢𝑓 is determined by the time t and the relaxation time of the particles 𝜏𝑝: 
𝑢𝑓 − 𝑢𝑝 = 𝑢𝑔 + (𝑢𝑓 − 𝑢𝑝0 − 𝑢𝑔)exp⁡(−
𝑡
𝜏𝑝
).                              Eq. 3-4 






.                                                          Eq. 3-5 
This indicates that the effect of the initial velocity of particles can be neglected when t is much 
larger than 𝜏𝑝. 
In addition, the scattering characteristics of seeds that determine the measuring area need to be 
considered. The cross section Cc, which is related to particle diameter and laser wavelength for 
spherical particles, can be used to quantify the scattering characteristics of seeds. 
Table 2 shows the diameter and scattering cross section of the particles used in the experiments in 
this study. A balance should be found between the tracking behaviors and scattering characteristics 
when deciding the size of the seeds. 
Table 2. Particle seeds diameter and scattering cross section. 
Material Particle diameter dp (μm) Scattering cross section Cc 
Oil fog 1 ≈ 10−12𝑚2 
Oil 1-2 ≈ 10−12𝑚2 
Aluminum oxide (Al2O3) 96 g/mol ≤10 ≈ 10−9𝑚2 
 
Fig. 3-4 shows the particle seeds used in the experiments and the corresponding generators. The 
aluminum oxide powder in Fig. 3-4 (a) was used in the experiments. During the experiments, the 
aluminum oxide powder was put in a mixing box and driven by high speed compressed air.  
Fig. 3-4 (b) shows the atomization nozzle generator for the oil droplets. Pressurized air can be 
supplied into the generator by the hole on the side and draw up the liquid to produce air bubbles 
containing atomized droplets. The droplets are released into the airflow with the spray after the 
bubbles rise to the liquid’s surface. The rate of generation can be controlled by the switch on the 
top of the generator. The supply rate of the atomizer is controllable and continuous, but it has a 
high pressure and high initial velocity, which should be considered in the experiments. 
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Fig. 3-4 (c) shows the fog fluid and generator used in the experiments. The fog machine drove the 
fog fluid into a heat exchanger. Then, the vaporized solution was discharged through the nozzle 
into the airflow. It was condensed into aerosol after mixing with the cool air. The discharging rate 
into the airflow was unstable and discontinuous, but with a lower initial velocity. 
 
              (a)                           (b)                                                         (c) 
Figure 3-4. Tracer particles and generators: (a) aluminum oxide powder; (b) oil droplets and the 
associated generator; (c) fog fluid and fog machine. 
 
3.2 Experimental procedure 
3.2.1 Preparation 
After preparing all the devices needed for the PIV system, including the camera, laser, computer, 
and tracer seeds based on the requirements, the testing model was designed for PIV measurements. 
For measuring the indoor flow, the enclosures of the field of view must be transparent so that the 




As shown in Fig. 3-5 (a) below, the airflow field of interest can be illuminated by the laser sheet 
through the transparent slot on the side wall of the chamber model. At the same time, the tracer 
particles’ movement can be captured through the transparent façade. 
The camera, laser, and model should be set up with high precision for accurate measurements. For 
the device setups, a water balance was used to help achieve the horizontal and vertical positions 
of the laser, camera, and model being tested. The camera and laser were placed with a high 
precision using a horizontal/vertical guide rail or a tripod for this research. Fig. 3-5 (b) shows the 
traverse used in the experimental study. 
 
                                                 (a)                                                     (b) 
Figure 3-5. (a) Model designed for PIV experiments; (b) traverse used in PIV experiments. 
 
3.2.2 Setup and calibration 
Before adjusting the laser light sheet, googles were worn to protect the eyes from green laser light. 
The laser power was adjusted to the minimum required for light sheet alignment. Then, the optics 
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lens were rotated to generate the laser sheet in the measurement plane and the light sheet thickness 
was adjusted by moving the lens focus after turning on the laser. To achieve the appropriate laser 
sheet location and thickness, a piece of black paper was used in front of the laser sheet. For 
illuminating the particles, the laser sheet should be oriented overlapped to the plane of flow 
concerned. It is also important to select a suitable height for the light sheet and the distance between 
the laser optics and the field of view based on the size of the field of view. Finally, it is essential 
to check and minimize the reflection on the model’s surface. 
The digital camera should be located at a 90° angle to the light sheet so that the light scattered by 
the particles can be recorded. Calibration of the camera is essential for the PIV software, as the 
system must know the dimensional information of the measurement field. A target was put in the 
measurement field for the calibration. As shown in the Fig. 3-6, a standard ruler will normally be 
chosen as the calibration target. Then, the position or altitude of the camera as well as its focus 
was refined until a clear view of the ruler could be seen in the computer. Then, after the camera 
and laser sheet were properly aligned for acquiring pictures, an image of the calibration target in 
the field of view was recorded and saved. The scale factor, which indicates the proportional 
relation between real length in the physical world and how many pixels correspond to that length, 




Figure 3-6. Calibration target. 
 
3.2.3 Data acquisition 
Before beginning data acquisition, flow visualization should be conducted before to check the 
particle tracking behaviors in the flow field. The power of the laser can be increased in small steps 
to keep the camera image from being saturated during the image visualization until the illuminated 
particles show the best definition. Generally, the seeds’ concentration in the flow and the camera 
aperture focus should be adjusted to achieve optimal visualization. An extremely high 
concentration of particles with a poorly adjusted camera aperture may lead to a lower spatial 
resolution of the measurements [68]. Different photographs of the flow with seeded particles are 
displayed in Fig. 3-7 and show a comparison between different concentrations of particle seeds.  
Also, the reflection on the model can be a huge source of error in the results, as shown in Fig. 3-8. 





                     (a)                                                  (b)                                              (c) 
Figure 3-7. Photographs of the flow with seeded particles: (a) an excess of particles in the flow; 
(b) acceptable particle seeding; (c) insufficient particles in the flow. 
 
 
Figure 3-8. Reflection on the models. 
 
Before capturing the images, several parameters were decided. The time interval discussed 
previously was checked in the images acquired in the preliminary test. As shown in Fig. 3-9, the 
separation of the particles should be about one quarter of the selected interrogation window size. 
The trigger rate and number of images was set based on the application. Jiayu Li et al. discussed 
the relationship between the relative statistical error and the sampling quantity [64]. For our study, 
which considered the time-averaged flow, the number of captured images was decided by 
comparing the same flow analyzed using different number of captured frames. Then, the minimum 
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number of recordings that could present the time-averaged flow field was used for the experimental 
investigation. 
 
Figure 3-9. Photographs of particles separation between two frames. 
 
3.2.4 Data processing 
3.2.4.1 Pre-processing 
The correlation signal of the data is strongly affected by the variation in image intensity. The non-
uniform laser sheet, pulse-to-pulse variation, and so on could create noise in the correlation signal. 
Therefore, selecting the proper pre-processing method for the particle images is very necessary to 





ROI extract  
This method can be used to extract a region of an image. This makes the time that it takes to 
process the images shorter. 
Image masking 
This method is used to mask the velocity vector field that is not of interest or has background noise 
out of the original acquired images. The vector fields that have been masked can then be hidden 
from the whole vector map and excluded from further analysis by simply tagging them with the 
status code “outside,” “disabled,” or “rejected” in the PIV software.  
Fig. 3-10 below shows examples of image pre-processing. 
 





3.2.4.2 Image evaluation 
The digitized images were processed automatically using image processing programs. The main 
objective of the statistical evaluation of PIV recordings is to determine the displacement between 
the particle images in the two frames. There are varied evaluation methods for the PIV data. Fig. 
3-11 shows the evaluation results using three different correlation methods.  
Recently, the most widely-used evaluation method is adaptive correlation. The adaptive correlation 
method calculates velocity vectors with an initial interrogation area (IA) of size N time the size of 
the final IA, and uses the intermediary results as information for the next IA of smaller size, until 
the final IA size is reached [69]. The interrogation area is a sub-area in the recorded images used 
for further evaluation, and its dimensional settings directly determine the spatial resolution and 
accuracy of the measurements. According to the reviewed papers, the size of interrogation area is 
typically set to 32 pixels × 32 pixels or 64 pixels × 64 pixels with an overlap of 25% or 50%. 
 
Figure 3-11. Image evaluation results 
 
Another advanced automatic correlation algorithm is called adaptive PIV. The method will 
iteratively adjust the size and shape of the individual interrogation areas (IA) in order to adapt to 
local seeding densities and flow gradients [69]. Generally, a higher accuracy and resolution can be 
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achieved by adaptive PIV than adaptive correlation, but adaptive PIV is more time consuming 
requires far more computing resources. 
Two-dimensional (2D) least squares matching (LSM), a gray-level tracking technique, is another 
method for determining 2D velocity fields in highly seeded flows in air. In contrast with correlation 
based techniques, LSM performs translation, deformation, and rotation of the interrogation area 
[70], which helps to obtain more accurate calculation of the results. However, it has received much 
less attention due to its much longer computing times and the requirement of extremely high 
quality particle images. 
Although adaptive PIV and LSM have many advantages, they are used less often in indoor PIV 
experiments [7]. For our studies, as shown in Fig. 3-11, similar results can be obtained through 
three different evaluation methods. As a result, adaptive correlation should be used with less 
computer resources and less time consuming. 
Additionally, validation can be added to the correlation to fine tune the processing and remove 
spurious vectors. Peak validation can help identify invalid vectors, but is unable to produce an 
estimate of what the correct vector might be. Consequently, the invalidated vector will simply be 
substituted with zero, which in many cases can be quite far from the truth.  
Therefore the peak validation is always combined with a local neighborhood validation, which is 
based on neighboring vectors to obtain a realistic estimate of what the spurious vector should have 




Figure 3-12. Image evaluation results with peak validation and local neighborhood validation. 
 
After correlation, an average filter is always used to filter out vector maps by arithmetic averaging 
over vector neighbors. After that, there are still hundreds of velocity vector images, with which it 
is difficult to describe the fluid mechanical features. Techniques like time averaging, which is used 
in order to extract the information about the mean flow and its fluctuations; conditional sampling, 
which is used in order to distinguish between periodic and non-periodic parts of the flow; and 
vector field operators, like vorticity and divergence, used to detect structures in the flow are applied 
to reduce the amount of data [13]. The images evaluation procedure used in this PIV study is shown 





Figure 3-13. Schematic representation of the evaluation procedures of the PIV results. 
 
3.2.4.3 Post-processing 
It is obvious that the post-possessing of PIV data is essential as more investigation is needed to 
describe the flow field characteristics. It is discussed in a book by Markus Raffel et al. [13] that 
the following steps are needed for post-possessing of results after the evaluation and analysis of 
raw data. Uncertainties and errors in the raw data is needed to estimate the accuracy of PIV 
measurement. Analysis of the information is another challenging task in the PIV technique. To 
investigate the turbulence flow, more unsteady analysis techniques can be used for the post-
processing of the PIV data, for example, spectrum analysis, wavelet analysis, proper orthogonal 
decomposition (POD), and stochastic estimation [71]. Additionally, other visualization and 
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analysis tools such as Tecplot can be used for the presentation and animation of the information 
to provide an easier way of understanding the features of the flow field. Fig. 3-14 shows 
examples of the post-processing of PIV results. Fig. 3-15 provides a flow chart of the entire 
methodology with the main steps of the PIV experiment. 
 
 
                                                (a)                                                    (b) 
Figure 3-14. Examples of post-processing: (a) turbulence kinetic energy of the flow around the 











3.3 PIV application cases 
To develop the whole PIV measurement and analysis procedure, research on four problems in the 
building field was conducted in the following chapters. The aim of this thesis was to apply the PIV 
technique in common building field problems. First, natural ventilation in a single-zone model was 
studied, as this is a relatively simple case and presents the basic common phenomenon of building 
ventilation. Based on this study, measurements of air flow rate of a high rise building model were 
conducted to investigate the natural and hybrid ventilation of a whole building under real weather 
conditions. As the basic principle of many ventilation devices and a common method of 
mechanical ventilation, jet flows were chosen to study experimentally. Air curtain performance in 
a wind tunnel was investigated as a common present of single jet flow. Based on this study, 
measurements of a multi-jet mechanical ventilation system in a warehouse were conducted using 
the PIV technique. Table 3 presents a summary of all the PIV experimental cases conducted. In 
total, 93 cases related to four problems were studied, which is explained in the following chapters. 
Each case’s data was captured three times to insure the repeatability of the data measured. In total, 
279 PIV experiments were conducted in order to investigate the application of PIV techniques of 
measurement and analysis in different building airflow field problems. 
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Table 3. PIV application cases 
Case 1. Natural ventilation in single zone model (Chapter 4) 
Measurement plane 
Complete indoor flow 
field 
Opening on the bottom 
 
Insulation material Wood Foam Wood Foam 
Measurement time after heater on 15, 30, 60, 90 mins 15, 30, 60, 90 mins 
Measurement time after heater off 1, 25, 50 mins 1, 25, 50 mins 
Other conditions Closed model without ventilation 
Total cases 29 cases 
Simulation cases N/A 
Case 2. Air curtain interactive with wind (Chapter 5) 
Air Curtain 
Types 









Wind Speed 0, 4, 10 m/s 0, 4, 10 m/s 0, 4 m/s 0, 10 m/s 0, 10 m/s 0 m/s 
Wind Direction 0°, 60° 0° 0° 0° 0° 0° 






vestibular     
6 cases 1 case 
Total cases 36 cases 
Simulation cases 50 CFD cases 
Case 3. Hybrid ventilation in high rise building model (Chapter 6) 
Ventilation 
conditions 




Floor number 4-13 floors 4-13 floors 
Total cases 20 cases 
Simulation cases 2 Multizone cases 
Case 4. Mechanical ventilation in large space warehouse (Chapter 7) 
Measurement plane 
Flow field around 12 
plants 
Flow field around 6 
plants 
 
Total air supply volume flow rate 3.4, 6.8, 13.6, 27.2 cfm 
Total cases 8 cases 




4 NATURAL VENTILATION IN SINGLE ZONE MODEL 
4.1 Introduction 
Natural ventilation is an effective method to reduce the energy consumption of buildings and 
improve air quality. Mechanical ventilation can also achieve indoor air comfort by using energy 
to obtain a desired ventilation rate and thermal stratification. However, this consumes large 
amounts of energy and produces greenhouse gas emissions. According to the investigation of Luis 
Perez-Lombard et al. [72], HVAC systems accounts for almost 50% of the energy consumption in 
buildings and approximately 10-20% of the total energy consumption in developed countries. It is 
desirable to study air flow movement and thermal stratification within an enclosure when the 
building is under natural ventilation conditions considering that natural ventilation performance 
relies solely on natural conditions and the design of the building. 
When air inside of a room is of a different temperature than the outdoor air, pressure gradients 
across the openings between the indoors and the exterior difference are produced, caused by the 
air density difference. The temperature difference can be one of the factors driving the exchange 
of flow in natural ventilation. The ventilation rate depends on the strength and direction of the 
buoyancy force and the resistance of the flow path. As this process is complex and difficult to 
predict by theoretical models, experimental methods can be reliable tools for studying the 
ventilation flow characteristics and thermal distributions. 
Considering the conditions in reality, the heat load can be assumed to come from a single or cluster 
of localized sources, such as an assembly of electronic equipment [73][74][75][76]. For other 
circumstances, the heat load can be modelled as a distributed source evenly scattered throughout 
the base of the room [80][81].  
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For this chapter, the present work is focused on the buoyancy-driven cross-ventilation of a single-
zone room with a heated floor that is connected to a cold exterior by two openings. 
4.2 Methodology 
This investigation studied cross ventilation using experimental methods. The PIV technique was 
used for measuring the complex air flow inside the building model. Temperature variation was 
recorded using thermocouples. A tracer gas technique was applied to validate the PIV results.  
4.2.1 Experimental design 
A 1:50 scaled 3D printed model of the dimensions 20 × 10 × 20 cm (L × W × H) was designed for 
this experimental study. There were two openings, each with the dimensions 7.5 × 1.5 cm (L × W), 
located on the top and bottom of the model. For the visualization of the camera and shooting of 
the laser sheet, the façade of the model and part of the side wall was installed with transparent 
acrylic material as shown in the figure below. The distributed heat source was modelled with two 
electric bulbs (6W each), combined with a metal sheet above the heater for creating a constant 
uniform source of buoyancy. Two different insulation materials – wood and foam – were used in 
the experiment. Schematics of the sub-scale model are shown in Fig. 4-1. The temperatures of five 
points inside the chamber and the outdoor temperature were measured by thermocouples, and their 
locations are shown in Fig. 4-2. The temperature measuring points inside the chamber were all set 





Figure 4-1. Schematics of the sub-scale model with heated floor. 
 
 
Figure 4-2. Schematics of the thermocouples’ locations inside the chamber. 
 
4.2.2 Particle image velocimetry measurement setup 
To visualize the airflow fields in the experimental chamber, a 2D PIV system was used in the 
research. According to the pretest, two PIV measurement planes were set as shown in Fig. 4-3: 
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one measuring 285 mm by 212 mm (W × H) for the whole field of view and one measuring 160 
mm by 120 mm (W × H) at the corner of the left opening. Based on the preliminary test, and 
considering that the air flow velocity at the opening is less than 0.15 m/s, different seeds were used 
in the experiment for different fields of view. For the first field-of-view tests, fog was used as 
tracing seeds. For the second smaller field-of-view tests, oil droplets were used as particle seeds 
to simulate the detail flow rate across the opening. Tracing seeds were supplied outside the 
chamber. It is important to note that it was necessary to supply the continually to achieve the 
required seeding density. However, this might have contributed to some measurement errors 
because of the initial velocity of the supplied seeds. 
 
Figure 4-3. Area measured using PIV. 
 
Based on the size of the seeds and the preliminary tests, the time interval between each pair of 
pictures, Δt, was set differently for the two measurement planes. For each PIV, 100 frame pairs 
(200 images) were captured. The interrogation area was selected to be 32 × 32 pixels. More 





Table 4. Setup of PIV data acquisition and evaluation. 
 Measurement Plane 1 Measurement Plane 2 
Field of view 285 mm by 212 mm 160 mm by 120 mm 
Delay time (∆𝑡) 6,600 μ𝑠 1,500 μ𝑠 
Sampling frequency 15 Hz 15 Hz 
Number of captured pictures 100 frames 100 frames 
Interrogation window 32 pixels by 32 pixels 32 pixels by 32 pixels 
Overlap 25% 25% 
Measured time 7 s 7 s 
 
4.2.3 Tracer gas test setup 
Tracer gas techniques are one of most common experimental measurement methods used in 
ventilation studies. In these techniques, a tracer gas is injected into the zone being studied and its 
concentration response is measured [79].  
The ventilation rate through a building can be measured using tracer gas by one of three methods: 
tracer decay, constant tracer concentration, and constant tracer injection. For this study, tracer 
decay was chosen as the measurement method. Tracer decay consists of a short burst of gas being 
injected into the space to establish a constant concentration within the building. Then, injection is 
stopped and the concentration decay at a certain position is recorded. The equation is based on the 




+ 𝑄𝑟 ∙ 𝐶𝑔(𝑡) = ?̇?,                                                Eq. 4-1 
where V is the total volume of the ventilated space in m3, Cg is the concentration of tracer gas in 
kg/m3 at time t, 𝑄𝑟 is the ventilation rate in m
3/s, and ?̇? is the injection rate of tracer gas in kg/s 
inside the building volume. This equation neglects the background tracer gas concentration for 
gases not existing in the air.  
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Generally, there are two methods to calculate the ventilation rate from the tracer decay curve: the 
two-points decay method and the multi-points decay method. Because the space in the sub-scale 
model is limited and it is easy to get uniform well-mixed tracer gas, the two-point decay method 
can be used for this study. The two-point decay method uses an initial point C(t1) and a final point 
C(t2) of the decay curve to determine the air change rate: 





.                                                         Eq. 4-2 
It is important to choose an appropriate tracer gas, which should satisfy the following requirements 
[79]: safe, non-reactive chemically or physically with the environment, and easily measurable. 
Moreover, the tracer gas should have a density similar to air so that it can mix well with indoor air. 
Also, it is better that the tracer gas is not one of the constituents of indoor air, so that the 
concentration of the gas existing in the air will not affect the experiment results.  
Table 5 shows tracer gases that have been commonly used in other research since 20th century.  
Table 5. Characteristics of tracer gases. 






Demmers et al., 2000 [80] 1.53 Low cost 
Density relatively 
close to that of air 
Interference with H2O 
and CO2 




S.Van Buggenhout et al., 
2009 [81] 
1.53 Easily available: very 
low cost 
Density relatively 
close to the air 
Non-toxic 
High greenhouse effect 
Exists in the air 
Shuqing Cui et al., 2015 
[79] 
Xin et al., 2009 [82] 





Snell et al., 2003 [84] 5.11 Not present in the air 
Not harmful to 
human beings 
Very heavy 
Expensive Marcello et al., 2011 [51] 
Krypton85 
(85Kr) 
Alaa Kiwan et al., 2013 [85] 2.93 1 ppm in the air Heavy 
Expensive M.Samer et al., 2011 [86] 
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In this research, CO2 was chosen as the tracer gas since it can be easily obtained and measured. 
Also, a high accuracy of the concentration measurements is available given calibration with the 
background concentration of CO2. 
 
Figure 4-4. High pressure gas analyzer UGA 100. 
 
The Universal Gas Analyzer (UGA) 100, a mass spectrometer product from Stanford Research 
Systems (SRS), was used for the measurement of CO2 concentrations, as shown in Fig. 4-4. The 
three measuring points at different locations inside the chamber are shown in Fig. 4-5. Considering 
the small space inside the chamber, three measuring points were enough to ensure the accurate 
idea of well-mixed environment of the tracer gas before the decay. 
 
Figure 4-5. Tracer gas measurement setup. 
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4.3 Results and discussions 
4.3.1 Preliminary test and test plan 
Fig. 4-6 and Fig. 4-7 show the flow velocity vectors and streamlines inside the model combined 
with the four measurement planes. The PIV results of the buoyancy-driven flow were obtained 
under the same conditions in one measurement plane. Comparing the results in Fig .4-8, it was 
seen that the flow patterns were similar in the upper parts of the chamber model. A significant 
difference can be observed at the lower part of the flow field, as the PIV result captured by one 
measurement plane could not show the high velocity of inflows. As the result, to obtain complete 
and accurate information on the indoor buoyancy flow, at least two planes of results must be 
captured with the PIV technique. 
 








Figure 4-8. Comparison of the velocity contour captured by the four measurement planes verses 
one measurement plane. 
 
As shown in Fig. 4-9, the temperature variation over time at different positions was measured by 
thermocouple tests. It can be seen that the outdoor temperature remains stable at about 24 °C, so 
that the PIV experiments conducted during the entire time period can be considered to have been 
done under the same exterior temperature conditions. Also, the results show that after about 90 
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minutes (5,400 seconds), the average temperature change of all five points inside of the chamber 
was less than 1%, which can be considered to indicate that a steady state of the indoor flow field 
was reached. Considering the temperature measurement results, the PIV experiments plan was 
made as shown in Table 3. It can be seen that after turning on the heater, PIV experiments were 
carried out at 15 mins, 30 mins, 60 mins, and 90 mins to capture the unsteady state flow variation. 
To investigate the air movement under the power failure condition, three PIV tests were conducted 
1 mins, 25 mins, and 50 mins after turning off the heater. Additionally, the indoor flow field of the 
single-zone model without openings was also studied using the PIV experimental method to 
compare the natural ventilation effect to the flow movement. The test of air movement in a closed 
room model was conducted under relatively steady-state conditions (90 mins after turning on 
heater). 
 

















Outdoor air Indoor air_position 1
Indoor air_position 2 Indoor air_position 3
Indoor air_position 4 Indoor air_position 5
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4.3.2 Airflow validation with tracer gas measurement 
A tracer gas decay experiment was carried out to validate the airflow rate results obtained by the 
PIV data. The mean ventilation rate calculated according to the decay curve shown in Fig. 4-10 
were about 0.000338 m3/s, while the air flow rate obtained from the PIV measurement results in 
Fig. 4-11 was about 0.000383 m3/s. The difference between the results measured by PIV and tracer 
gas decay is about 11.78%, which is acceptable. 
 


































Figure 4-11. Schematic view of airflow rate calculation method using PIV results. 
 
4.3.3 Indoor flow without ventilation 
To compare the effect of natural ventilation with the effect of no ventilation in the building model, 
the steady (90 mins after turning on the heater) indoor flow field when the two openings in the 
model were closed and heater was on was measured. As shown in Fig. 4-12, a plume rose from 
the floor and formed two vortexes in the upper part of the building model. A relatively high 
velocity flow was closer to the ceiling, which caused an entrainment between the floor and ceiling. 
For indoor environment comfort, it is better to promote ventilation at the height where people are 
present. Considering the human scale of about 1.8 m in height when standing [87], the zone for 
people in this scaled model is about 36 mm above the floor. As a result, natural ventilation is 




Figure 4-12. Indoor flow field streamlines without ventilation. 
 
4.3.4 Indoor flow with natural ventilation 
The indoor flow field velocity and temperature with natural ventilation was measured using PIV 
and thermocouples at 15, 30, 60, and 90 minutes after turning on the heater. For simulating the 
condition that there is as electricity interruption and all indoor heat sources are turned off, flow 
field and temperature distribution after the heater was off for 1, 25, and 50 minutes was captured. 
Two insulation materials – wood and foam – were used in the experiments. 
 




              (c) 30 min after heater on, plane 1                  (d) 30 min after heater on, plane 2 
 
              (e) 60 min after heater on, plane 1                  (f) 60 min after heater on, plane 2 
 




              (i) 1 min after heater off, plane 1                  (j) 1 min after heater off, plane 2 
 
              (k) 25 min after heater off, plane 1                  (l) 25 min after heater off, plane 2 
 
              (m) 50 min after heater off, plane 1                  (n) 50 min after heater off, plane 2 




As shown in Fig. 4-13 (a), (c), (e), and (g), after some time, for example, 30 minutes, the interior 
flow pattern approached a steady state. A vortex was formed at the left corner of the building 
model, and a relatively high velocity flow went through the inlet at the bottom and up along the 
side wall. One part of the flow went left and formed a turbulent eddy, while another part of the 
flow went out of the building. From Fig. 4-13 (b), (d), (f), and (h), it can be seen that the inlet flow 
velocity increased with time. Fig. 4-13 (i) through (n) shows that the flow pattern changed after 
the heater was off. The results indicate that after a short time, for example, 15 minutes, the air flow 
became unstable, and more than one vortex was created at the center of the building model. 
However, because of the heat storing capacity of the insulation layer, a certain inflow rate was 
maintained to provide a natural ventilation effect. 
 
              (a) 15 min after heater on, plane 1                  (b) 15 min after heater on, plane 2 
 




              (e) 60 min after heater on, plane 1                  (f) 60 min after heater on, plane 2 
 
              (g) 90 min after heater on, plane 1                  (h) 90 min after heater on, plane 2 
 




              (k) 25 min after heater off, plane 1                  (l) 25 min after heater off, plane 2 
 
              (m) 50 min after heater off, plane 1                  (n) 50 min after heater off, plane 2 
Figure 4-14 Indoor flow streamlines with wood base 
 
Compared to the indoor natural ventilation with the foam base, the flow field pattern with wood 
base did not change much as shown in Fig. 4-14 (a) through (n). However, a higher indoor flow 
velocity can be observed from the results in both heater on and off conditions. 
Temperatures inside the single-zone model were measured by thermocouples during the heating 
process and the heater-off condition. Fig. 4-15 and Fig. 4-16 show the temperature changes with a 
foam base and a wood base. It can be seen from Fig. 4-15 (a) through (g) that the temperature rose 
with the heater on, especially at the floor where the heat source was located. After the heater was 
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turned off, the temperature decreased after a short time, and because of the insulation materials, 
the temperature near the floor was higher than the indoor air close to the ceiling. 
Fig. 4-16 indicates a similar temperature changing process, but with a relatively higher temperature 
distribution especially at the lower part of the building with the wood insulation base, which agrees 
with the flow field results measured by PIV that the wood material had a better heat storing 
capacity than the foam material. 
 
              (a) 15 min after heater on                                       (b) 30 min after heater on 
 




     (e) 1 min after heater off           (f) 25 min after heater off            (g) 50 min after heat off 
Figure 4-15 Temperature (°C) distribution with foam base 
 
 
              (a) 15 min after heater on                                       (b) 30 min after heater on 
 




     (e) 1 min after heater off           (f) 25 min after heater off            (g) 50 min after heat off 





The indoor flow field velocity and temperature with natural ventilation in a single-zone building 
model was measured by a PIV system and thermocouples 15, 30, 60, and 90 minutes after turning 
on a heater. Also, for simulating the condition that there is as electricity interruption and all indoor 
heat sources are turned off, flow field and temperature distributions after the heater was turned off 
at 1, 25, and 50 minutes were captured. Two insulation materials, wood and foam, were used in 
the experiments. The PIV flow rate was validated by a tracer gas decay result. The comparison 
results showed that the difference between the two experimental methods was less than 12%, 
which is acceptable. 
To investigate the natural ventilation effect on the air movement inside the room, the indoor flow 
pattern with all openings closed was also measured using the PIV technique. The results showed 
that natural ventilation enhanced the air movement at the human height on the bottom of the 
building model. 
Comparing the flow velocity and temperature variation with different floor insulation materials, it 
can be seen that in the model with a wood base, the air velocity and temperature was higher than 
in the model with a foam base. The conclusion can be made that the wood material has better heat 
storing capacity than the foam material used in our studies. 
With PIV measurements, it is possible to capture the whole air flow field of the sub-scale building 
model. To obtain more accurate and reliable data, it is better to choose a smaller measurement 
plane to fit the field of view of a typical 2D PIV system. 
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5 AIR CURTAIN INTERACTION WITH WIND 
5.1 Introduction 
Modern offices and other commercial buildings are subject to air infiltration, which contributes to 
high levels of heat loss [88]. On average, the heating load of these buildings due to infiltration is 
about 25%, while the cooling load caused by infiltration is about 4% [89]. Air curtains can be 
applied to building entrances to prevent outdoor air infiltration and reduce building energy heat 
loss [90]. Also, as a virtual barrier separating the indoor and outdoor environments, air curtains 
can considerably reduce mass, heat, moisture, and particle exchange to provide better indoor 
comfort [91]. 
The aim of this research is to characterize the dynamic behavior of the air curtain. A sub-scaled 
model was designed and built as a 1:10 ratio of the full-scale building model. The whole velocity 
field around the air curtain at the entrance of the building model was tested by two dimensional 
PIV. A PIV system can be used to capture the whole velocity field and obtain detailed data on jet 
flow behavior. A numerical approach was performed using CFD Fluent with an RNG 𝑘 − 𝜀 model. 
The PIV measurement results were compared to the validated CFD simulation. 
The effect of the jet supply angle, jet supply velocity, wind velocity, wind angle, vestibular, double 
swing door, and the existence of people on the air curtain characteristics related to the air flow 
patterns and performance curve are discussed according to the results obtained by experimental 
and numerical methods. The validated CFD model could provide data for a quantitative analysis 




Particle image velocimetry tests of air curtain performances on a sub-scale model were conducted 
in the Boundary Layer Wind Tunnel at the Building Aerodynamics Laboratory at Concordia 
University for open terrain conditions. The blow-down tunnel is of the open-circuit design and is 
12.2 m in length with a working section of 1.80 m × 1.60 m (W × H). The sub-scale building model 
is located at the test section, and is a turntable of 1.60 m diameter for testing under different wind 
directions, as shown in Fig. 5-1 (a). The longitudinal free wind speed (gradient velocity) at the test 
section varies between 3 m/s and 14 m/s. The boundary layer wind flow was simulated using 
triangular boards, a steel plate, and carpet roughness. The wind speed in the wind tunnel was 
adjusted manually using the wind tunnel flow outlet control. 
  
                                                   (a)                                                          (b) 
Figure 5-1. (a) Atmospheric boundary layer wind tunnel at Concordia University; (b) scaled-down 
chamber model. 
 
5.2.1 Model Configuration 
A 1:30 scale acrylic model with full-scale plan dimensions of 7.5 m × 7.2 m × 7.5 m (L × W × H), 
which corresponded to a 2-story building, was used for the study. The sub-scale model was studied 
previously by Yulli in regard to leakages through building entrances and vestibules. As shown in 
68 
 
Fig. 5-1 (b), the model, which had dimensions of 25 cm × 24 cm × 25 cm (L × W × H), was divided 
into an upper section and a lower section. An air curtain was simplified as a block with a slot and 
was installed in the lower section of the model. A fully-open (opening angle of 90°) double-swing 
door of 6 cm × 7 cm (W × H) and a sliding door with same opening size were chosen for the tests. 
Two holes of 4 cm in diameter were drilled at the upper sides of the model for injecting the 
compressed air to create the air curtain jet. The flow rate of the compressed air supply was 
controlled by a digital flow controller (NZXT Technologies) to achieve the desired jet velocity. 
Another hole of 4 cm in diameter at the back of the model was connected to a series of external 
CPU fans with digital controllers to regulate the exhaust airflow rate from the model. 
5.2.2 PIV measurement setup 
A series of PIV tests were conducted in the wind tunnel to visualize the flow pattern in the middle 
cross-section. The tests provided a better understanding of the aerodynamic interaction between 
the approaching wind and the air curtain jet flows. Fig. 5 (a) shows the PIV experimental setup in 
the wind tunnel. The laser was placed outside the wind tunnel and the camera was inside of it. To 
create a vertical laser sheet, a mirror was installed at a 45° angle under the wind tunnel to reflect 
the incident laser sheet vertically along the center of the air curtain door. To capture the air curtain 
jet flow movement, aluminum oxide powder was used as tracer seeds. During the experiment, the 
compressed air was projected into the mixed box, where air was mixed with aluminum oxide 
powder as shown in Fig. 5-2 (b). At the same time, the tracer particles were sent into the building 
model with the air. To capture the outdoor air movement, tracer particle oil droplets were released 
about 1m in front of the model during the experiments. Other PIV parameters are shown in Table 
6 below. The pressure difference across the model door and the infiltration rate were also measured 
in the wind tunnel test. Detailed measurement methods were explained in the previous studies [92]. 
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40⁡𝜇𝑠 8 Hz 50 frames 32 pixels × 32 
pixels 
25% 7 s 
 
 
                                                          (a)                                                         (b) 
Figure 5-2. PIV measurements setup. 
 
5.2.3 CFD simulation for wind tunnel experiment 
The numerical model was constructed principally using structured hexahedra grids, since it has 
been proven that this mesh style provides the best computational results [93]. Due to the circular 
section of the fan, a structured O grid was used near it. The expansion ratio between two 
consecutive cells was limited to 1:1.2. The number of total mesh cells was 6,528,477. The mesh 
structure built for the numerical simulation is shown in Fig. 5-3. 
70 
 
The computational domain is a parallelepiped, as shown in Fig. 5-4. Based on recommendations 
from past studies [94][95], the dimensions of this domain are specified as follows: considering H 
(0.24 m) as the building height in the model, the top boundary is 6 H (1.44 m) higher than the 
model. The lateral boundary is 5 H (1.2 m) away from the building and the outlet boundary is 20 
H (4.8 m) downwind from the building to allow flow development. The distance between the inlet 
plane and the model is 5 H (1.2 m). 
 
                                         (a)                                                           (b) 
Figure 5-3. Mesh structure for CFD simulations. (a) Whole domain; (b) model. 
 
 




Two power law equations were created according to the wind profile data measured in the wind 
tunnel experiments. The power law exponent of 0.1, which corresponds to the open country terrain, 
was used for the study. The velocity at the building door height (0.5 m) was 4 m/s and 10 m/s for 
different cases. The wind velocity and turbulence intensity measured in the wind tunnel and used 
in the CFD simulation is shown in Fig. 5-5. The bottom surface is specified as a rigid plane with 
an aerodynamic roughness length Zo=0.00095 m. In Fluent, this roughness length is implemented 
by the sand-grain roughness height ks (m), which can be defined using the function developed by 
Blocken et al. [95]:  
𝑘𝑠=9.793𝑍0/𝐶𝑠,                                                            Eq. 5-1 
𝐶𝑠 is a roughness constant. Considering that the roughness height cannot be larger than half of the 
mesh cell size, ks is set as 0.001. Therefore, the roughness constant is specified as 0.93. 
 
Figure 5-5. Velocity and turbulence intensity profiles of the wind tunnel flow: (a) 4 m/s reference 
velocity; (b) 10 m/s reference velocity. 
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5.2.4 Air curtain flow analytical model 
According to previous papers [20][97][98], a turbulent slot jet impinging on a flat plate can 
normally be described as shown in Fig. 5-6. The flow field of an impinging jet can be divided into 
three zones: (1) the free jet prior to impingement, (2) the impingement region, and (3) the wall jet 
region. The free jet region consists of one or more of the following zones depending on the distance 
between the jet nozzle and the ground surface: (1) the potential core, where the centerline velocity 
remains constant and equal to the velocity of the jet at nozzle exit while the jet is mixing and 
diffusing with the ambient air in its shear layers; (2) the transition zone, in which the jet shows a 
decay of the centerline velocity and the shear layers interact at the jet centerline; and (3) the fully 
developed zone, where the jet is totally developed and attains a self-similar behavior.  
E. Nino et al. [20] visualized the air curtain jet with the fan driven at a frequency of 10 Hz (Re 
10,000) by an integration in time of the jet evolution as shown in the Fig. 5-7, which shows the 
characteristic zones indicated as A) the potential core, B) transition zone, and C) the fully 
developed zone.  
 




Figure 5-7. Visualization of air curtain at 10 Hz. A) potential core zone; B) transition zone; C) 
developed zone. 
 
F.C. Hayes [98][99] studied how the discharge angle, the slot width, and the outlet velocity affect 
the performance of an air curtain and developed a theoretical model for predicting the rate of heat 
transfer across the air curtain. As mentioned in his studies, the velocity distribution along an 
isothermal jet can be described with the following equations: 











)],                                          Eq. 5-2 













)].                                      Eq.5-3 
Where u is jet centerline velocity, u0 is the jet initial velocity, ?̅? is the distance to the jet centerline 
which direction normal to the jet centerline, ?̅? is the distance to the nozzle which direction tangent 
to the jet centerline,⁡𝑏0 is the nozzle width, ℎ𝑡 is the heat transfer coefficient, and 𝜎1 and 𝜎2 both 
are empirical constants, the value can be calculated as: 𝜎1 = 13.5, and 𝜎2 = 7.67. 
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5.3 Results and discussions 
5.3.1 Comparing PIV, CFD, and analytical results 
Fig. 5-8 shows the comparison of jet flow centerline velocities between the PIV experiment, the 
CFD model, and the theoretical model. It can be seen that the simulation result is relatively close 
to the results of the PIV experiment for the range of 3b0 to 9b0. The maximum difference for this 
part is about 14%. Compared to the theoretical results, jet flow velocities obtained from the 
experimental and CFD results enter the fully developed region faster. When the jet flow is near 
the ground, the velocity decays with a higher gradient because of the impingement with the ground 
and wind. Except for in the region that is closest to the ground (the distance to the jet inlet is larger 
than 9b0), the differences between the theoretical result and experimental results are less than 15%. 
 
Figure 5-8. Centerline velocity below the air supply inlet (Case1: air curtain supply speed 9.6 
m/s and supply angle 0°, ΔP -2.67 Pa; Case2: air curtain supply speed 9.6 m/s and supply angle 




















5.3.2 Wind tunnel wind field 
The wind field about 0.8 m in front of the building model in the wind tunnel was measured using 
the PIV technique. This provides a brief view of the gradient wind distribution in the wind tunnel 
and impingement with the façade of the building model. The wind field velocity contour and 
streamlines are shown in Fig. 5-9 and Fig. 5-10. It was seen that the wind distribution in the wind 
tunnel was almost uniform in the x direction, until about 0.4 m in front of the model. Under the 
influence of the collision effect with the building façade, the wind velocity was weakened. As 
shown in Fig.5-10, the flow separates when it meets the building model, and the stagnation point 
is located at a height of about 0.16 m. A vortex is formed at the base of the building.  
 
Figure 5-9 Wind field contour of wind tunnel 
 
Figure 5-10 Wind filed streamlines of wind tunnel 
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5.3.3 Jet flow visualization 
The flow field generated by the air curtain was investigated by means of the PIV technique under 
different supply velocity conditions. The images reported in Fig. 5-11 (a), (b), and (c) represent 
the instantaneous images of the air curtain jet flows at different air supply velocities (9.6 m/s, 5.6 
m/s, and 2 m/s). The estimated Reynolds number is 4161 for 9.6 m/s supply, 2427 for 5.6 m/s air 
curtain supply, and 867 for 2 m/s air curtain supply. A longer potential core zone could be 
visualized at the jet flow with a higher Reynolds number. For the jet flow with the low Reynolds 
number, it is substantially laminar with some instability present a distance away from the nozzle 
exit. If the Reynolds number is increased, the instability is present closer to the jet slot. In general, 
in increasing the Re, it is possible to observe and increase the jet’s vortex. The distance from the 
nozzle exit to where the instability starts to grow is reduced with a higher Reynolds number. 
The structure of the air curtain jets were illuminated with alumina powder as tracing seeds. Fig. 5-
11 (a) and (b) shows that the tracer particles are capable of following the slot jet flow issuing from 
the compressed air supply device with a relative high Reynolds number. As shown in Fig. 5-11 (c), 
only air was illuminated with fewer tracer particles, which could affect the flow velocity field 
results at the region close to the jet slot. Also, it shows that two kinds of tracer seeds can be 




Figure 5-11. Flow visualization of air curtain jet flow under 0.00285 m3/s infiltration at the door: 
(a) 9.6 m/s supply velocity; (b) 5.7 m/s supply velocity; (c) 2 m/s supply velocity. 
 
 
Figure 5-12. Flow visualization of air curtain jet flow under 0.00056 m3/s exfiltration: (a) 9.6 m/s 





5.3.4 Effects of air supply and validation with CFD simulation results 
Fig. 5-13 and Fig. 5-14 present the experimental and numerical results of the air curtain with supply 
angles of 0° and 20° and a wind speed of 4 m/s. Fig. 5-15 and Fig. 5-16 present the experimental 
and numerical results of the air curtain with supply angles of 0° and 20° and a wind speed of 10 
m/s. Fig. 5-13a, Fig. 5-14a, Fig. 5-15a, and Fig. 5-16a show decent agreement between the 
experimental results and the CFD results in terms of the air curtain performance curve. Note that 
larger discrepancies appear when the air curtain supply angle is 20°. Fig. 5-13b, Fig. 5-14b, Fig. 
5-15b, and Fig. 5-16b show even better agreement between PIV and the CFD velocity vector field. 
The air infiltration decreases significantly from 0.00285 m3/s to -0.00067 m3/s when the air supply 
angle increases from 0° to 20°. Observing the flow pattern in Fig. 5-13b and Fig. 5-14b, it was 
seen that the jet with a 20° supply angle is more capable of resisting the outside wind, as the air 
curtain bends towards the outside of the building so that exfiltration can occur. For the air curtain 
with a 0° supply angle, infiltration would occur at the lower parts of the jet flow as the outside 
wind mixes with the jet air flow and bends into the indoor environment. A similar conclusion can 




Figure 5-13. Performance curve and velocity vectors of 0° air curtains with an average supply 
speed of 9.6 m/s under 4 m/s wind obtained by experimental and numerical methods. 
 
 
Figure 5-14. Performance curve and velocity vectors of 20° air curtains with an average supply 




Figure 5-15. Performance curve and velocity vectors of 0° air curtains with an average supply 
speed of 9.6 m/s under 10 m/s wind obtained by experimental and numerical methods. 
 
 
Figure 5-16. Performance curve and velocity vectors of 20° air curtains with an average supply 
speed of 9.6 m/s under 10 m/s wind obtained by experimental and numerical methods. 
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Fig. 5-17 and Fig. 5-18 show the performance curve and velocity vectors field of air curtains with 
0° air supply angles, under conditions of no outside wind, for different air supply velocities 
obtained by experimental and numerical methods. Fig. 5-17a and Fig. 5-18a show acceptable 
agreement between the experimental results and the CFD results in terms of the air curtain 
performance curve. Also, acceptable agreement between the PIV and CFD results can be seen for 
the comparison of air curtain flow fields. It was seen that with similar pressure differences across 
the door of the building, the air curtain jet with a lower supply velocity more easily bent into the 
interior and created more infiltration, increasing from -0.00067 to 0.00089 m3/s. 
 
Figure 5-17. Performance curve and velocity vectors of 0° air curtains with an average supply 




Figure 5-18. Performance curve and velocity vectors of 0° air curtains with an average supply 
speed of 5.6 m/s under no wind conditions obtained by experimental and numerical methods. 
 
5.3.5 Effects of wind and validation with CFD simulation results 
Fig. 5-19 shows the velocity vector fields of air curtains with 9.6 m/s air supply velocities and 0° 
air supply angles for different wind velocities obtained by the experimental and numerical models. 
The results indicate that the air curtain jet bends more towards the right with increasing wind 
velocity due to the impingement with the strong inflow. The phenomenon is obvious when 




Figure 5-19. Velocity vectors of air curtains with 9.6 m/s supply velocities and 0° supply angles, 
under the same pressure conditions (∆P=2.5 Pa) obtained by the experimental and numerical 
methods. 
 
Fig. 5-20 presents the experimental results obtained with 0° and 60° outside wind blowing towards 
the building model under the same jet supply conditions. As shown in Fig. 5-17 (b), (d), and (e), 
the double doors protected the air curtain when the wind was at an angle of 60° so that less collision 
between the air curtain and the wind occurred, which resulted in better performance of the air 
curtain jet. 
 
(a) 0° wind angle(∆𝑃 = 3). (b) 60° wind angle, with double swing door. (c) 60° wind angle, 




(d) 60° wind angle, horizontal view, with double swing door. (e) 60° wind angle, 3D view. 
 
(f) 60° wind angle, horizontal view, with sliding door. (g) 60° wind angle, 3D view. 
Figure 5-20. Velocity vectors of air curtains with 9.6 m/s air supply velocities and 0° air supply 
angles under 10 m/s wind obtained by experimental methods. 
 
5.3.6 Effects of the vestibular and people in different positions 
Fig. 5-21 shows the streamlines of air curtain jet flow interactions with outside wind with a 
vestibular. It was seen that one part of the wind was blocked by the vestibular and formed a vortex 
outside the vestibular, while another part of the wind was driven towards the interior due to the 
pressure difference across the door of the building model. In general, the vestibular promoted the 




Figure 5-21. Velocity vectors of air curtains with 9.6 m/s air supply velocities and 0° air supply 
angles, under 4 m/s outside wind obtained by the experimental method. 
 
Fig. 5-22 shows the experimental results with a model of a person standing below the air curtain 
and in front of the building model. The PIV flow pattern indicates that the slot jet flow moves 
around the person while still providing a sealing effect as that the jet maintains a relatively high 
velocity at the feet of the person when the person stands below the nozzle. Under the same outside 
wind conditions, when the person stands in front of the building model, the person provides 
additional resistance to the wind, and it can be seen that the flow velocity decreases. 
 
Figure 5-22. Velocity vectors of air curtains with 9.6 m/s air supply velocities and 0° air supply 
angles under 10 m/s outside wind conditions obtained by experimental methods. 
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5.3.7 Results comparison in full-scale experiments and sub-scale experiments 
Full-scale air curtain PIV experiments were conducted by Sherif Goubran et al. [99]. To confirm 
that the scaled PIV experiments are comparable to the large-scale tests, some of the results under 
similar pressure difference conditions obtained by sub-scale model PIVs and full-scale model PIVs 
were compared. As shown in Fig. 5-23, acceptable agreement can be achieved for the air curtain 
flow pattern under different pressure difference conditions. Also, with help of the sub-scale model 
PIV technique, it is possible to obtain results of a higher quality and completeness. This proves 
that compared to full-scale models, sub-scale models are more suitable for PIV experiments, as 
the dimensions of sub-scale models are similar to the field of view of typical PIV systems. 
 
  (a) Full-scale exp. ΔP=1.7 Pa     (b) Full-scale exp. ΔP=4.7 Pa    (c) Full-scale exp. ΔP=8.5 Pa 
 
 (d) Sub-scale exp. ΔP=0.4 Pa     (e) Sub-scale exp. ΔP=6.3 Pa    (f) Sub-scale exp. ΔP=11.1 Pa 
Figure 5-23. Comparison of velocity vectors of air curtains with 9.6 m/s air supply velocities and 




In this study, a total of 36 PIV experiments were conducted to investigate the effects of the air 
curtain supply angle and speed, outside wind angle and speed, and the present of a vestibular and 
people on the performance of air curtains according to the flow velocity vector fields, infiltration/ 
exfiltration rates through the doors, and pressure differences across the doors. In summary, 
increasing the air supply angle and speed will improve air curtain performance, but will create 
exfiltration under certain conditions. Under relatively high-speed winds, the air curtain sealing 
effect on the doors is weakened. Compared to the model with sliding doors, the model with double 
swing doors will help to block the impingement of outside wind, so that the performance of an air 
curtain is increased. The presence of a vestibular and people in different standing positions will 
affect the air curtain performance as well. In addition, the CFD model was built and validated by 
experimental results. The comparison shows acceptable agreement between the numerical results 
and PIV results in flow patterns and a centerline velocity decay curve. 
Further investigation of wind effects on the performance of air curtains was conducted based on 
the validated CFD model. As shown in Fig. 5-24 and Fig. 5-25, air curtain performance under wind 





Figure 5-24. Performance curve of air curtains with 9.6 m/s air supply velocities and 0° air supply 
angles. 
 




















































6 HYBRID VENTILATION IN SUB-SCALE HIGH-RISE BUILDINGS 
6.1 Introduction 
Natural ventilation driven by the buoyancy effect and wind pressure can be utilized for effective 
cooling systems in buildings. But under some climate conditions, natural ventilation is not enough 
for providing a comfort indoor environment. A hybrid ventilation system, using a natural 
ventilation strategy combined with a mechanical system, can extend the applicability of natural 
ventilation to some degree. 
Understanding how hybrid ventilation systems affect the indoor environment of a building, 
particularly ventilation rates and indoor air temperature, is important in evaluating an energy-
saving design and predicting a building’s indoor environment conditions. 
Hybrid ventilation in high-rise building was already studied by previous researches by full-scale 
measurement and simulation models [100][101]. But because of the limitation of the methods, it 
is difficult to conduct the ventilation studies to the whole building for every floors. 
The objective of this chapter is to investigate the performance of hybrid ventilation systems in 
regard to airflow pattern and temperature distribution in a sub-scale 16-story building model 
compared to its natural ventilation performance. Particle image velocimetry results will be used to 
validate a multizone numerical model. 
6.2 Methodology 
6.2.1 Experimental design 
The 1:100 sub-scale building model was designed to be a model of the Concordia University 
Engineering building (EV building), which is a 16-story high building located in downtown 
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Montreal (45.5°N, 74°W). The full-scale building consists of five three-story atria separated by 
floor slabs, an office area, and corridors that connect the exterior with the indoor environment. 
Two large façades face approximately southwest and northeast, while the atrium is located on the 
southwest façade of the building, extending from the 2nd floor to the 16th floor. Each three-story 
atria is connected by floor grilles, enhancing the buoyancy-driven flow in the whole building, and 
a motorized damper system is installed at the end of the corridors in the south and north façade of 
each floor. An exhaust fan system is located at the top atrium of the building to promote the 
mechanical ventilation effect. Fig. 6-1 shows the SE façade and top view of sub-scaled EV building. 
The sub-scaled model was designed based on the full-scale building. The dampers at the top three 
floors and bottom three floors were closed. As the dampers of the corridors and a mechanical 
ventilation fan is opened when the outdoor temperature is between 15 °C and 22 °C, the outdoor 
temperature conditions during the PIV experiment were set around 19.5 °C. A CPU fan was 
installed on the top of the building model as shown in Fig. 6-1 (b) to simulate the mechanical 
ventilation in the real EV building. The air flow rate as measured by anemometer was about 0.005 
m3/s. A heater wire of 100 W was installed in the office area on every floor of the building model 
to simulate heat resources, for example, devices and humans. 
 




6.2.2 PIV measurement setup 
The PIV experiment was conducted using oil particles of diameter 1-2 𝜇𝑚 as tracing seeds. To 
minimize the influence of the initial velocity of the tracer particles, the oil droplets were released 
into the chamber before the experiments. The experiments were carried out after the seed 
concentrations were high enough around the building model. It must be mentioned that the density 
of the seeds cannot be too high or it will block the view of camera or reduce the resolution of the 
recorded images. For capturing the inflow and outflow fields across the corridor grilles of all 10 
floors, 10 measurements were conducted using the PIV system. A traverse system was used in the 
test as shown in Fig. 6-2, as it would allow the measurements to be conducted under the same 
conditions without frequent calibration of the PIV system. Other PIV parameters are shown in 
Table 7 below. 















100⁡𝜇𝑠 15 Hz 100 frames 32 pixels × 32 
pixels 
25% 7 s 
 
 
Figure 6-2. Schematic PIV experiments setup. 
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6.2.3 Numerical simulation model 
A multizone numerical model of the sub-scale EV building was built for further hybrid ventilation 
study. In the multizone network simulation model, temperature and pressure distribution were 
assumed to be well-mixed as a homogeneous state in each control volume. 
The mass balance equation used in the model is: 
∑ ?̇?𝑧𝑖
𝑁𝑧𝑜𝑛𝑒𝑠
𝑧=1 + 𝑆𝑖 =
𝑑𝑀𝑖
𝑑𝑡
.                                               Eq. 6-1 




= ∑ ?̇?𝑧𝑖𝐶𝑝(𝑇𝑧 − 𝑇𝑖)
𝑁𝑧𝑜𝑛𝑒𝑠
𝑧=1 + ∑ ℎ𝑤𝐴𝑤(𝑇𝑠 − 𝑇𝑖)
𝑁𝑠𝑢𝑟𝑓𝑎𝑐𝑒𝑠















.                                                    Eq. 6-4 
The interior node connection equation used in the model is: 
?̇?𝑧𝑖 = 𝐶(∆𝑃𝑧𝑖)
𝑛.                                               Eq. 6-5 
And orifice equation used in the model is: 
?̇? = 𝐶𝑑𝐴𝑜𝑝𝑒𝑛√2𝜌∆𝑃.                                              Eq. 6-7 
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6.3 Results and discussion 
6.3.1 Airflow field measurement results 
Fig. 6-3 shows the air flow velocity contour across the corridor grilles at the SE façade for the 4th 
to 13th floors under natural ventilation conditions and indicates the influence of buoyancy-driven 
forces on the flow field within the corridors of the building. It was seen that the strong stack effect 
creates higher inflows at the lower floors than the upper floors and higher outflows at the lower 
floors than the upper floors.  
 




Fig. 6-4 shows the air flow velocity contour across the corridor grilles at the SE façade for the 4th 
to 13th floors under hybrid ventilation conditions. It was seen that the inflows at the upper floor are 
higher than those at the lower floors due to the effect of mechanical ventilation devices at the top 
of the building. 
 
Figure 6-4. Velocity contour of flow across corridor grilles under hybrid ventilation conditions. 
 
Airflow rates through the corridor grilles were calculated from the experimental data. Fig. 6-5 and 
Fig. 6-6 show the airflow rate distributions for the 4th floor to the 13th floor. From Fig. 6-5, it can 
be seen that from the 4th floor to the 8th floor, the flow goes inside the building, while it goes 
outside the building from the 10th floor to the 13th floor. The neutral plane is located at about the 
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ninth floor, as the flow rate in the ninth floor corridor is close to zero. It is known that the whole 
building consists of five three-story atriums and the neutral plane is located at the middle of the 
third atrium, which explains why the neutral plane is not located in the middle of the entire building. 
From the airflow rate results shown in Fig. 6-6, it can be calculated that the inflow rate as a whole 
is about 0.00289 m3/s, which is about a 13.5% difference from half of the exhaust fan flow rate. 
Due to the structure design of the building, the flow rates at the 12th floor and 13th floor is much 
higher than those of the lower floors, while the inflows in the other floors’ corridors are limited by 
the walls. 
 


























Figure 6-6. Airflow rate through the corridor grilles under hybrid ventilation conditions. 
 
6.3.2 Temperature measurement results 
Fig. 6-7 shows the temperature distribution at the atrium, offices, and corridor grilles of the 
building under natural and hybrid ventilation conditions. Compared to natural ventilation, it was 
seen from Fig. 6-7 (a) and (b) that with the effects of the exhaust fan at the top of the building, the 
temperatures in the corridors and atrium change significantly. A high inflow on every floor due to 
the mechanical ventilation device drives heat away at the corridors, which leads to decreases in 
temperature in those areas. As the air flow of the building is driven out through the atriums and 
goes out from the exhaust fan at the top floor, heat is brought to the atrium area. As the result, the 
temperatures in the atriums rise under hybrid ventilation conditions. With the heat exchange 
between the offices and the other areas, the temperature inside the offices slightly decreases due 


























                                      (a)                                                                      (b) 
Figure 6-7. Temperature (°C) distribution in corridors, offices, and atriums: (a) natural ventilation; 
(b) hybrid ventilation. 
 
6.3.3 Comparison with simulation results 
Fig. 6-8 compares the natural ventilation air flow rates at the inlet dampers between the PIV 
experimental results and the numerical results. It is obvious that the air flow directions of two 
floors is opposite between the PIV and numerical results. That is because the flow coefficient used 
in the interior node connection equation for all the floors was the same, which can affect the 
simulation results. Except for the two floors with opposite air flows, the differences between the 
PIV results and numerical results were all in the range of 21.5% to 90.9%. The discharge 
coefficient used in the orifice equation is based on experience, which can be significantly different 
from real-world conditions. As we know, the EV building model consists of five three-floor atrium 
zones. Numerical results show that the minimum air flow rate happens at the middle floor of each 
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atrium zone, which are the 6th, 9th, and 12th floors. The PIV results show a similar phenomenon, 
but consider the stack effect more for the whole building model. 
 
Figure 6-8. Comparison of natural ventilation air flow rates at the inlet dampers between the PIV 
experimental results and numerical results. 
 
Fig. 6-9 compares the hybrid ventilation air flow rates at the inlet dampers between the PIV 
experimental results and the numerical results. It is obvious that the air flow directions of two 
floors is opposite between the PIV and numerical results. As mentioned before, that is because the 
flow coefficient used in the interior node connection equation for all the floors was the same, which 
can affect the simulation results considering the real world conditions. Except for the two floors 
with opposite air flows, the differences between the PIV results and the numerical results were all 
in the range of 1.9% to 95.6%. This wide range is due to the fact that the discharge coefficient used 
in the orifice equation was based on experience, which can be significantly different from real-
world conditions. The numerical results also show that the minimum air flow rate happens at the 
middle floor of each atrium zone, which are at the sixth and ninth floors. For the upper three floors, 
99 
 
because of the strong effect of the mechanical fan, the flow rates are high and similar between the 
numerical results and the PIV results. 
 
 
Figure 6-9. Comparison of hybrid ventilation air flow rates at the inlet dampers between the PIV 





The performance of a hybrid ventilation system in terms of airflow pattern and temperature 
distribution in a sub-scale 16-story building model was investigated by comparing it with the 
performance of natural ventilation. Inflow field patterns and flow rates for all 10 floors were 
measured using the PIV technique. 
 The PIV results of air flow rates across the openings were validated by an anemometer, and the 
results showed that the difference was about 13.5%. The air velocities and temperature 
distributions in the corridors, offices, and atriums showed that hybrid ventilation enhanced the 
ventilation effects, especially in the corridors and atriums, of the EV building, and promoted 
thermal comfort.  
In addition, the PIV measurement results were used to validate the multizone numerical model. 
Although there were significant differences in air flow rates between the PIV measurement results 
and the numerical simulation results, it is possible to improve the accuracy of numerical model by 
modifying the flow and discharge coefficients. Further work to improve the numerical model using 
PIV experimental results will be done in the future. 
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7 MECHANICAL VENTILATION IN A SUB-SCALE WAREHOUSE 
7.1 Introduction 
Agriculture has covered the expansion of human population over history by boosting the 
productivity of crops. Despite extreme cold weather and limited natural resources in the north of 
Canada, there is a great need for the development of innovative agricultural technologies. In indoor 
warehouses, ventilation systems play an important role in providing a favorable growing 
environment for crops as air replacement and movement is important for promoting the 
photosynthesis and transpiration of plants [100-102]. However, the improper design of controlled 
air distribution in indoor plant factories can cause non-uniform environmental conditions and 
airflow distribution, which can lead to non-uniform crop growth, inconsistent quality, and crop 
disorders [104]. 
Yoshiaki Kitaya [105] assessed the effects of air velocity of less than 1.3 m/s on net photosynthetic 
rates, transpiration rates, and water use efficiencies of a seedlings canopy and single leaves of 
cucumber plants. For the cucumber seedlings canopy, the net photosynthetic rate and transpiration 
rate increased by 1.2 and 2.8 times respectively when the air velocity was increased from 0.02 to 
1.3 m/s. For the single leaves of cucumber plants, the net photosynthetic rate and transpiration rate 
increased by 1.7 and 2.1 times respectively when the air velocity was increased from 0.005 to 0.8 
m/s. 
The interactions between multi-jet flow and crops in large warehouses are complex, so it is 
challenging to model using a numerical model. Also, because of the complicated models of a 
localized mechanical ventilation system and plant, it is hard to achieve high-accuracy results using 
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the CFD simulation method. Experimental measurements in sub-scale models have shown to be 
effective tools in simulating complex airflow phenomena with relatively high accuracy. 
Angui Li et al. [106] conducted PIV measurements to investigate the air distribution influenced by 
multi-nozzle jets and heat sources in a 1:50 sub-scale model of a large generator hall in an 
underground hydropower station, and to verify the accuracy of CFD results. 
The aim of this chapter is to investigate the flow distribution of localized mechanical ventilation 
in a warehouse. Particle image velocimetry results were used to calibrate the empirical equation 
so that the jet flow velocity can be predicted under different conditions. 
7.2 Methodology 
7.2.1 3D printing model and experimental design 
As shown in Fig. 7-1, full-scale localized mechanical ventilation system tests were conducted to 
investigate the effects of air flow on the growth of crops. By comparing the growing behavior of 
crops with and without a localized air supply, it was seen that the crops under jet flows grew better 
and faster, with fewer withered pale green leaves. 
 
Figure 7-1. Full-scale growing bed experiment. Left: with localized air supply. Right: without 
localized air supply. 
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It should be mentioned that romaine lettuce was used in the full-scale tests. Its growing stages and 
corresponding dimensions were recorded as shown in Table 8. For sub-scale model experiments, 
the lettuce in stage 4 was made using a 3D printer as shown in Fig. 7-2. 
Table 8. Romaine lettuce growth stages. 
 Diameter(″) Height(″) 
Stage 1 2.54 1.35 
Stage 2 3.58 2.08 
Stage 3 5.03 3.19 
Stage 4 7.08 4.89 
Stage 5 9.96 7.50 
 
 
Figure 7-2. 3D-printed crop model. 
 
A sub-scale localized mechanical ventilation system was designed according to full-scale growing 
bed and made using a 3D printer. Table 9 shows the dimensions and air supply volume flow rates 






Table 9. Parameters of the sub-scale model and corresponding parameters of the full-scale 
model. 
PARAMETERS SUB-SCALE MODEL FULL-SCALE MODEL 
Total air supply volume flow rate 6.8 cfm 170 cfm 
Total air supply duct numbers 6 6 
Total discharge orifice numbers 69 69 
Distance between ducts and crops 4.2 cm 21 cm 
Diameter of the orifice  1/16 inches (1.5875 mm) 5/16 inches (7.9375 mm) 
Height of the crops 3.5 cm 18 cm 
 
7.2.2 PIV measurement setup 
To visualize the fluid fields provided by the jet flow, two dimensional PIV system was used in this 
research. Two PIV measurement planes were set, one with dimensions of 507 mm by 380 mm (L 
× H) for the airflow around the whole row of plants and one with dimensions of 245 mm by 184 
mm (L × H) to focus on six plants and jet inlets. The PIV system can provide the vector velocity 
fields of the flow around the crops by measuring the movement of particle seeds. Oil particles were 
used as tracer seeds and fed into a large mixed box by an atomizer. Compressed air was injected 
into the same mixed box after it was full of particle seeds. 
In the PIV technique, the time interval between two different laser pulses should be set properly 
for different cases according to the maximum velocity of the measured flow fields. Based on the 
preliminary tests, the time interval between one pair of pictures, Δt, was set to 50, 100, 200, and 
300 μ𝑠 for cases 1 through 4. For each PIV case, 100 frame pairs (200 images) were captured. The 
interrogation area was selected to be 16 × 16 pixels. More PIV measurement parameters are shown 
in Table 10. 
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Because of the non-transparent crop model blocking the laser sheet, it was difficult to capture the 
flow field between the crops. As shown in Fig. 7-3, with the help of mirror, it was possible to 
measure the air velocity above the plants and between the plants at the same time. 
 
Figure 7-3. Schematic PIV experiment setup. 
 
Table 10. Setup of PIV data acquisition and evaluation. 
 Measurement Plane1 Measurement Plane2 
Field of view 507 mm by 380 mm 245 mm by 184 mm 
Delay time (∆𝑡) 50, 100, 200, 300 μ𝑠 50, 100, 200, 300 μ𝑠 
Sampling frequency 15 Hz 15 Hz 
Number of captured pictures 100 frames 100 frames 
Interrogation window 16 pixels by 16 pixels 16 pixels by 16 pixels 
Overlap 25% 25% 
Measured time 7 s 7 s 
 
7.2.3 CFD simulations 
The indoor airflow of a large space warehouse was investigated using Reynolds-Averaged Navier-
Stokes (RANS) methods.  
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A CFD model was built using ANSYS Fluent 18.1 as shown in the Fig. 7-4. Unstructured grids 
were meshed using ANSYS Workbench. The multi-jet supply was modeled as velocity inlet for 
which the mass flow rate was the same as in a real warehouse design. In addition, the lateral 
boundary was set as a pressure outlet, as it is the boundary of the whole warehouse. A standard k-
ε turbulence model was chosen to simulate the three-dimensional multi-jet flow velocity. 
 
Figure 7-4. Schematic view of the growing bed model. 
 
Figure 7-5. Mesh structure of the air supply system and growing bed. 
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7.2.4 Single jet flow empirical model 
The structure of the round free jet has been studied by many researchers [106-110], as shown in 
Fig. 7-6 [107]. There are three different regions that can be defined: the near field, the intermediate 
field, and the far field. The near field consists of a mixing region surrounding the potential core of 
the flow. In the intermediate field, the entire jet is a mixing region, and the central velocity 
decreases as x increases. In the far-field region, velocity profiles and the x gradient of u0 finally 
reach an asymptotic state as the fluid enters the fully-developed zone, where the central velocity 
is inversely proportional to the distance from a point near the orifice inlet, and all profiles are 
similar.  
 
Figure 7-6. Schematic of the round free jet. 
 
For predicting the multi-jet mechanical ventilation system performance, an empirical model had 
to be used and modified by experimental results. For this study, the empirical equation used was 
obtained from the book written by Zengji Cai et al. [111]. 










.                                                       Eq. 7-1 







+ 0.147).                                              Eq. 7-2 
 
 
In the equations shown above, u0 is the discharge velocity of the orifice, um is the centerline 
velocity of the jet, d0 is the diameter of orifice, D0 is the jet flow diameter, x is the distance from 
the orifice, and a is a coefficient obtained from an experiment. 
7.3 Results and discussions 
7.3.1 CFD simulation results 
Air distribution generated from a multi-jet system in the sub-scale and full-scale warehouse models 
was simulated by CFD Fluent. Fig. 7-7 shows the steady-state flow velocity contour inside and 
outside the multi-nozzle tube, which was the closest to the air supply entrance of the whole system. 
From Fig. 7-7 (a), it can be seen that the nozzle jets were sent out from the inlets and mixed with 
the ambient air. With an air supply flow rate of 170 cfm for the whole system, the jet velocities 
were about 35 m/s at the nozzle, and were weakened in the distance between the tubes and the 
ground surface of 50 cm. Similar flow pattern can be observed in Fig. 7-7 (b), in which the jet 
flows were generated with a sub-scale system model. 
Fig. 7-8 (a) and (b) show the 3D jet flow streamlines for the whole mechanical ventilation system. 
As shown in Fig. 7-8, all the jet flows were separated because of their interactions with other jets, 




Figure 7-7. Simulated velocity field contours: (a) full-scale model; (b) sub-scale model. 
 
 




From Fig. 7-9, it can be seen that the 12 jet air flow rates of the tube closest to the air supply 
entrance of the whole system for full-scale simulation and sub-scale simulation were similar. Also, 
the flow rate distribution was uniform according to the simulation results. The difference between 
the largest air flow rate and the smallest air flow rate was less than 10%. 
 
Figure 7-9. Jet flow rates for the full-scale model and the sub-scale model. 
 
According to the CFD simulations, the air distribution in the warehouse with localized mechanical 
ventilation for the sub-scale model and full-scale model was similar, comparing the flow patterns 
and air flow rates. Also, the jet flow rate distributions at the nozzles were almost uniform, so that 
every crop would receive a similar localized mechanical ventilation flow rate. 
7.3.2 Flow field measurement results 
Flow field in the warehouse model can be visualized by the PIV system. As shown in Fig. 7-10, 
the jet flows were supplied towards every crop model. The jet structures remained complete until 






























Figure 7-10. Visualization of the flow field with 6.8 cfm air supply flow rate. 
 
 
Figure 7-11. Flow field vectors measured by PIV. 
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Fig. 7-11 shows the flow velocity field vectors at different air supply velocities for cases 2 and 3. 
The flow patterns agree with the CFD simulation results that the jet flow distributions were almost 
uniform. 
For quantitative analysis, PIV measurements for smaller fields of view were conducted and the 
results with a higher resolution were obtained. Fig. 7-12 shows the air flow velocity contours with 
different air supply velocities for cases 1 through 4. The air flow patterns in the four cases are very 
similar to each other. As seen in Fig. 7-12, the jet flow velocities are remarkably low near the crops 
because of collisions with the upward flows near the leaves of crops.  
 
 
Figure 7-12 Flow field contours measured by PIV 
 
7.3.3 PIV data correlation results 
As shown in Fig. 7-13, the dimensionless average centerline velocity along with the dimensionless 
distance from the nozzle were extracted from the PIV data. The centerline velocity used in the 
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figure was calculated from the average of six jet centerline velocities. The air velocities near the 
crops with a distance larger than 23d0 from the nozzles decayed at an extremely high gradient. 
This is because of the upwards flows near the crops. The jet velocity close to the point near the 
orifice inlet was low due to the limitations of PIV technique in measuring high jet velocities. A 
correlation curve was made based on the PIV data and the empirical model. The turbulence 
coefficient used in the empirical equation was 0.43. As shown in Fig. 7-13, the correlation curve 
was an acceptable fit with the experimental results in the fully-developed region until the area 
close to the crop leaves, which was about 23d0 from the nozzle inlet. 
 
Figure 7-13. Dimensionless centerline velocity below the nozzle inlet. 
 
Fig. 7-14 shows the dimensionless average jet velocities along the dimensionless distance from 

























for all six jets. It can be seen that all the four experimental curves were similar. Also, a correlation 
curve was made according to the PIV data and the empirical model. The turbulence coefficient 
used in the empirical equation was 0.6. Similar to Fig. 7-13, the correlation results agreed with the 
experimental results from the fully-developed region to the area close to the crop leaves, which 
was about 23d0 from the nozzle inlet. 
 
Figure 7-14. Dimensionless centerline velocity below the nozzle inlet. 
 
Fig. 7-15 shows the dimensionless average jet diameters along the dimensionless distance from 
the orifice inlet. The jet diameters were calculated using the average of the width of all six jets. 
From Fig. 7-15, it can be seen that the width of the jets increased from the orifice until the distance 
to the crop models were decreased to 2d0. Based on the empirical equation, a correlation curve was 


























same in the empirical equation for jet centerline velocity decay. Therefore, 0.6 was used in the 
equation for jet diameter increasing. 
 
 
Figure 7-15. Dimensionless jet diameter. 
 
For the prediction of the localized mechanical ventilation system performance, Table 11 was 
created according to the empirical model modified by the experimental data. With the help of a 
verified empirical formula, the duct inlet volume flow rate, the distance between the orifices and 
crops, the orifice diameter, and the jet coverage diameter can be predicted according to different 





















Table 11 Localized mechanical ventilation system performances according to modified empirical 
models 
2m/s air flow velocity around plant ( 5mm above plant) 
















































Duct inlet volume 
flow rate 
(cfm) 





velocities(m/s) 31.5121  16.0623  10.9124  8.3374  31.5121  16.0623  10.9124  8.3374  
Jet coverage 





Duct inlet volume 
flow rate 
(cfm) 





velocities(m/s) 44.0949  22.3537  15.1066  11.4831  44.0949  22.3537  15.1066  11.4831  
Jet coverage 




Duct inlet volume 
flow rate 
(cfm) 





velocities(m/s) 56.7971  28.7048  19.3407  14.6587  56.7971  28.7048  19.3407  14.6587  
Jet coverage 





Duct inlet volume 
flow rate 
(cfm) 





velocities(m/s) 69.4357  35.0241  23.5536  17.8183  69.4357  35.0241  23.5536  17.8183  
Jet coverage 




8 DISCUSSION AND CONCLUSIONS 
8.1 Conclusions 
The objective of this thesis is to provide an overview of the typical two dimensional PIV technique 
used in building environment research. First, a two dimensional PIV system, including the 
illumination system, image recording devices, tracer gas, and the generator for the gas, was 
developed for sub-scale model experiments. According to previous studies, the PIV measurement 
procedures are summarized in the following steps: preparation of the PIV system and testing model, 
setup of devices with high precision, calibration of the camera, flow visualization before data 
acquisition to check the model reflection and seed tracking behaviors, image acquisition, data pre-
processing, data evaluation, and post-possessing for data validation, quantitative analysis and 
better presentation. Factors that may create errors and uncertainties or affect the accuracy of the 
PIV results were also discussed in this thesis. 
Four problems were investigated to show different applications of the PIV technique in measuring 
airflow fields. These showed that PIV is a very effective tool for investigating the ventilation 
performance of buildings. For buoyancy-driven naturally ventilated single-zone sub-scale models, 
PIV was able to capture the entire indoor flow field. Accurate velocity vector information can be 
measured in a smaller field of view with a higher resolution. Additionally, the airflow rate across 
an opening as measured using PIV techniques can be validated using the tracer gas method, and 
the difference between the results obtained by the two experimental methods in this study was 
about 12%. To measure the ventilation air flow of a complicated high-rise building, PIV 
experiments must be conducted in several measured planes. A time-average velocity field for every 
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floor can be captured by combining the results. The results were validated by an anemometer, and 
the difference was about 13.5%. 
Particle image velocimetry is also suitable for studying jet flow characteristics, including single 
jet interactions with wind and multi-jet interactions with obstructions. Flow structure can be 
investigated by flow pattern visualization. Also, PIV can be used to measure jet flow velocity 
vector fields. Because of the self-similar behavior of jet flows, an empirical equation correlated 
with PIV data was used to predict jet flow behavior at the fully-developed region. 
Overall, the quantitative and detailed flow information obtained by PIV can be used for flow 
pattern visualization, flow structure analysis, numerical model validation, and empirical model 
correlation. The whole procedure in PIV experimental studies for building airflow environments 
is shown in Fig. 8-1. However, limitations involved in PIV techniques and sub-scale model 
experiments must be optimized for further studies. 
 





8.2 Contributions of this study 
 A common procedure for the application of typical 2D PIV in building ventilation 
performance analyses is developed based on the case studies.  
 A detailed operation guide to 2D PIV measurement using Dantec DynamicStudio software 
is developed. Researchers without experience using 2D PIV systems are able to obtain 
high-quality results by following the guide. 
 Applied PIV technique in almost all the typical problems in building airflow field 
analysis[7]: ventilation devices, single jet flow, multi-jet flow, thermal airflow, natural 
ventilation, mechanical ventilation, and hybrid ventilation, except for airflow around 
persons. 
 The relationship between PIV measurements and the analytical model, the empirical 
model, the multizone model, and the CFD model is discussed. This information can act as 
a reference to other researchers who are interested in numerical models. 
8.3 Limitations of the study 
Limitation of the scaling theory:  
As sub-scale models experiments may suffer from scaling problems associated with buoyancy 
forces and time, it is essential to develop the scaling theory. Otherwise, sub-scale results may not 
accurately represent real conditions, and it may be difficult to directly use them in real problems. 
Limitation of the experiment devices: 
Three-dimensional PIV and large scale PIV experiment systems and testing procedures require 
further study as a result of the requirement for high quality and accuracy measurement results for 
the flow fields of building environments. 
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Limitation of experiment errors and uncertainties: 
The accuracy of PIV measurements is complex. More parameters and methods should be discussed 
to reduce errors and uncertainties. 
8.4 Future work 
This study presented different applications of PIV techniques and combined them with other 
experimental methods and assessment models. For future work, a few items can be investigated 
further as follows: 
 Developing scaling theory and equations considering buoyancy-driven flows by 
conducting multi-scale PIV experiments, 
 Investigating airflow in unsteady states by applying turbulence analysis methods to the PIV 
technique, 
 Conducting quantitative analysis of the air curtain results obtained by the CFD model to 
investigate the effects of wind on air curtain performance, 
 Investigating the effects of the distance between air jets and crops and orifice diameters by 
conducting more PIV measurements to validate the modified empirical models in the 
localized mechanical ventilation study case, 
 Investigating the effects of temperature and humidity on the jet flow performance for single 
jet and multi jet study cases, and 
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APPENDIX1: PIV MEASUREMENT PROCEDURE 
1. Start DynamicStudio 
Start DynamicStudio. 
Open the existing DynamicStudio database or create a new one to hold the images which is going 
to be acquired later. 
To create a new one, click “New Database” in “File” menu and specify name and location for a 
new database. 
DynamicStudio database has file extension “*.dynamix” and contain information about the 
relation between the different datasets as well as about how raw images were acquired. The actual 
data are not in the database itself, but in a folder with the same name, where sub folders are used 
to organize the data. 
Enter the acquisition mode by clicking the acquisition button  on the toolbar or pressing “Enter 
Acquisition Mode” in “Run” menu. 
Cameras and synchronization devices are auto-detected and appear in the “Devices” list. The auto-
detection will also detect if connection is lost to either of them and indicate this by changing the 
text color to red. 
Lasers and other light sources have to be added manually as they typically can’t be auto-detected. 
Right click in the device list and select “Add New Device” in the context menu. Then the list for 
light sources, custom synchronization, detector, intensifier and simulation will show. For our laser 
device, select “NewWave Solo”. 
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After adding all the devices, they can all be seen in the “Synchronization Cables” panel. Connect 
each devices as shown below, just use the mouse to draw a line between each related port. Or right 
click the blank space in the “Synchronization Cables” panel, and choose the “Create Default 
Connections” to finish the connection of all the devices. 
 
Figure A1-1 DynamicStudio devices list 
 
2. Laser light sheet alignment 
Set the laser head on a secure optical table, the beam of traverse or a tripod firmly to be fixed down. 
Also, the laser head should be installed in a place that the light sheet can pass the measurement 
plane. And place the laser power supply unit in a free place with air circulation. 
Turn the power supply key switch of the laser clockwise to the “ON” position and keep the laser 
in “internal mode”. Adjust the laser power to the minimum required for light sheet alignment by 
rotating the “Rep Rate” knob counterclockwise to the minimum position. 
Before turn on the laser, make sure you wear the safety googles which can block the green light 
and avoid both direct and diffused laser light. 
Put the testing model or plane target in the measurement area in order to align the laser light sheet 
to the measurement plane as much as possible. 
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Press the “Start/Standby” button on the control panel until the power supply interlock LED is off 
and the control panel laser emission LED is on. 
Press the Fire Laser 1, Fire Laser 2 or both buttons on the control panel to initiate laser firing. If 
both the Fire Laser 1 and Fire Laser 2 buttons have been pressed, the lasers fire alternately. Either 
laser button can be toggled on and off using the Laser1/Laser2 Fire buttons. Adjust the “Rep Rate” 
knob set to the desired laser power. Press the energy High/Low button to select desired energy 
level. 
Rotate the optics to generate the light sheet in the required plane of measurements and adjust the 
light sheet thickness by moving the lens focus. 
Select a suitable height of light sheet based on the distance between sheet optics and the field of 
view and the size of the field of view. To locate the appropriate laser sheet position and thickness, 
a piece of black paper can be used to put in front of the laser sheet. For illuminating the particles, 
the laser sheet should be oriented overlapped to the plane of flow that concerned. Also, the main 
velocity component of flow should be parallel to the light sheet, in order to minimize systematic 
errors and out-of-plane loss of particles. 
Minimize surface reflection light and check that nothing hits the camera lens. Switch the laser off 




Figure A1-2 Control panel of laser 
 
3. Camera alignment 
Put the testing model or plane target in the measurement area for camera alignment and calibration. 
Normally a standard ruler will be chosen as the calibration target. 
Enter the acquisition mode of DynamicStudio software and set up the acquisition parameters in 
“System control” panel. “Single frame mode” should be selected. Long exposure time is required 
for the camera to capture enough illumination, since no laser illumination. The exposure time can 
be set in the Devices Properties panel, corresponding to the selected camera. A long exposure time, 
such as 10000 μs or longer is suggested. 
Click “Free Run” in System Control panel to start acquiring image. In free run the camera is 
running freely without synchronized with other hardware devices which means that in this mode 
the laser is not flashing, and the frame rate of the camera does not necessarily correspond to the 
nominal value from the system control. It will be able to see images and focus the camera if 
ambient light is strong enough compared to exposure time. 
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Refine the position or the attitude of the camera as well as its focus until a clear view of ruler can 
be seen in the computer. The digital camera should be located at 90° to the light sheet so that the 
light scattered by the particles can be recorded. 
After the camera is well aligned, click “Stop” in System Control panel. 
 
Figure A1-3 Acquisition setup in DynamicStudio system control panel 
 
4. Calibration 
Then after the camera and laser sheet are all aligned for acquiring pictures, keep the ‘Single Frame 
mode’ and click the “Free Run” to acquire images. 
Switch to “Acquired Data” panel. 
If the acquired images are satisfied, click the “Save for Calibration” button to save the image of 
calibration target. 
A new project need to be created by right clicking the database and select “Create Project”. Then 
the calibration image will be saved in the new project. 
For the velocity measurement, the scale factor, which gives a proportional relation between real 
length in the physical world and how many pixels corresponding that length can be determined 
automatically based on the real length of the calibration ruler. 
139 
 
Right-click the calibration image and select “Measure sale factor”. Press “O” and left mouse button 
to select origin point. Press “A” and left mouse button to select “A” position. Press “B” and left 
mouse button to select “B” position. Normally just specify “A” and “B” position on clear scale of 
ruler. Then type in the absolute distance between position “A” and “B” by reading the distance on 
the ruler. Click “OK” and then the calibration for camera is done. 
 
Figure A1-4 Measure scale factor for calibration 
 
5. Flow visualization 
Before the data acquiring, flow visualization is better to be conducted before to check the particle 
tracking behaviors in the flow field. 
Remove the calibration target in the measurement area. Turn off the light of the lab. Start the 
tracing seeds supply. 
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Set the both “flashlamp” and “Q-switch” to external trigger mode by pressing the “Ext” button on 
the control panel of laser. Press the “Start/Standby” button on the control panel until the power 
supply interlock LED is off and the control panel laser emission LED is on. Normally the laser 
power need to be switched to “High” level in the control panel of laser. 
Select “Double Frame mode” in the System Control panel of DynamicStudio software. 
Adjust the “Time between pulses”. The time between pulses should be long enough to determine 
the displacement of the particles between two pulses, also need to be short enough to avoid 
particles leaving out of the interrogation area. Start from the minimum exposure time 10-15 μs 
based on camera series. 
Specify the number of images to acquire and trigger rate. 
Click the “Preview” to start the preview mode. In preview mode all devices are synchronized, the 
laser is flashing and camera triggers acquires images at the rate specified in the System Control 
panel. It will not stop acquiring images when the requested number of images have been acquired, 
but simply overwrite the oldest image with the most recent one. 
Check the flow field in the screen. The power of the laser can be increased in small steps to keep 
the camera image from being saturated during the image visualization until the illuminated 
particles show the best definition. Generally, the seeds concentration in the flow and the camera 
aperture focus should be adjusted according to the visualization. The extreme high concentration 
of particles with relatively poorly adjusted camera aperture, may lead to lower spatial resolution 
of the measurements. 
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During the flow visualization, double click the image shown, or right-click and select “Color map 
and histogram”. Then the color of the map can be set to make the seeds movement looked more 
clearly. Normally the color of image can be set to green as the light sheet is green. 
6. Data acquisition 
If the image quality is acceptable then stop the preview mode. 
Start the “Acquire mode”. Acquire does exactly the same as Preview with the one exception that 
it stops when the requested number of images have been acquired. 
Click “Save in Database” after required numbers of images have been acquired. 
The quality of image could be check by observing the cross-correlation map immediately. Right-
click the acquired image, select “Cross-Correlation Map”, the cross-correlation map to each 
interrogation area can be observed. It is better to repeat each measurement several times to achieve 
accuracy results, for example repeat each measurement 5 times and use the average value. 
7. Pre-processing 
The correlation signal is strongly affected by the variation in image intensity. The non-uniform 
illumination of particle image intensity, due to light-sheet non-uniformities or pulse-to-pulse 
variation, or irregular particle shape, out-of-plane motion, etc., create noise in the correlation signal. 
Therefore, pre-processing of particle image is often very necessary, Select the proper image 
process method, in the image processing library. 
To define mask, select an image ensemble and bring up the analysis selection dialog. Then select 
the “Define Mask” in the “Masking” category. 
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The mask can be composed of three types of shapes (rectangles, polygons and ellipses). To add a 
shape to the mask, click on the desired mask shape in the toolbar, and select the appropriate mask 
type (reject, outside, disable or transparent). 
After the shape and mask type has been selected, click on the image to start to specify the shape 
location and size. The shape of mask can be further adjusted after the appearance has been 
created. 
To mask double frame images, first pre-select the mask as “User Selection” by selecting it and 
pressing the “Space bar” "Selection. Then select the ensemble with images to be masked and 
select the analysis method “Image Masking”. 
In the recipe the gray-value can be specified to be assigned to masked pixels in the parent image: 
Black-out areas, White-out areas, Mean pixel value and User-defined (fixed) value. 
 
Figure A1-5 Define mask 
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8. Image evaluation 
After pre-processing image, the image evaluation method need be applied to convert pairs of 
particle images into velocity field.  
Right click the image after pre-processing and select “Analyze” option. Select the proper image 
evaluation method as shown in “PIV Signal” category. Some of the evaluation methods are shown 
in the Table 12 below. 
Table 12 Evaluation methods in DynamicStudio 
2D Least Squares 
Matching (LSM) 
2D Least Squares matching (LSM) is a method for determining 2D 
velocity fields in highly seeded flows in water and air. 
Adaptive Correction The adaptive correlation method calculates velocity vectors with an 
initial interrogation area (IA) of the size N time the size of the final 
IA and uses the intermediary results as information for the next IA of 
smaller size, until the final IA size is reached. 
Adaptive PIV The Adaptive PIV method will iteratively adjust the size and shape of 
the individual interrogation areas (IA) in order to adapt to local 
seeding densities and flow gradients. 
Average Correction When there are only few particles in the flow one can compute the 
average flow field through Average correlation. In Average 
correlation, the correlation function of each interrogation areas is 
averaged at each location for all the images. 
 
Normally adaptive correlation method can be used for indoor ventilation measurements. Choose 
the “Adaptive Correlation”. 
Final interrogation area size is the smallest grid of iterated operation. Usually, it will be better to 
choose 32×32 pixels or 64×64 pixels. Overlap means to find the correlative particles in a bigger 
area to do the calculation, usually choose 25% or 50% for both horizontal and vertical. In options, 
when the diameters of particles is smaller than one pixel, High accuracy subpixel refiner should 
be chose, which will improve the peak locking, with slowing down the speed of calculation. Use 
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deforming windows is for big gradient of fluid flow, which can improve the accuracy of removing 
bad results. 
 
                                        (a)                                                               (b) 
Figure A1-6 Adaptive correlation: (a) interrogation areas; (b) validation 
 
In the “Peak validation” section, the minimum and the maximum peak widths as well as the 
minimum peak height ratio (between 1st and 2nd peak) can be set. Usually choose Minimum peak 
height relative to peak, and set to range from 1.1 to 2 for relative high particle concentration. 
With “Local neighborhood validation”, individual vectors are compared to the local vectors in the 
neighborhood vector area, which size M×M can be set. If a spurious vector is detected, it is 
removed and replaced by a vector, which is calculated by local interpolation of the vectors present 
in the M×M area. 
Normally choose “Using moving average”. Spurious vectors are identified according to the value 
of the “Acceptance factor”. This factor effectively allows a given degree of freedom on velocity 
vector gradient inside the M×M area and if the calculated gradient is larger than set, the central 
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vector is removed. The larger this factor is, the less the velocity vector map is spatially corrected. 
It is better to set the acceptance factor 0.1-0.15. Then click “OK”, vector maps could be obtained. 
After correlation, average filter is always used to filter out vector maps by arithmetic averaging 
over vector neighbors. This method is used to filter out vector maps by arithmetic averaging over 
vector neighbors. Typical averaging area sizes are 3×3 or 5×5 for indoor ventilation measurements. 
After that, there are still hundreds of velocity vectors images which is difficult to be used to 
describe the fluid mechanical features. Select “Vector Statistics” after right click the results after 
average filter. Choose “All vectors” and click “OK”. Then the mea velocity vectors can be obtained. 
Also, the numerical data of the vector map can be seen by right clicking the map and selecting 
“Open as Numeric”. 
 
                                           (a)                                                           (b) 
Figure A1-7 (a) average filter; (b) vector statistics 
 
9. Post-processing 
After PIV process, a vector map will be obtained. DynamicStudio offers various post-processing 
algorithms, including various plot, statistics analysis and many additionally calculations. Post-
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processing of the data can be done in DynamicStudio or in other software like Tecplot. Then the 
results must be exported from the PIV software. 
Right-click on the record and select “Export” or select “Export” in “File” menu. 
If choose “Image export”, specify the destination path, base file name, file type, and then press 
“OK”. If choose “Image export”, specify the destination path, base file name, file type, and then 
press “OK”. To export video, select “AVI” as file type and specify the play rate. 
If choose “Numerical Export”, four export formats can be chosen. “.csv”: Comma separated 
values; “.txt”: Tab delimited text file; “.dat”: Tecplot data file; “.xml”: Extensible Markup 
Language. Normally, “.dat” and “.csv” file will be exported for further processing in Tecplot and 
excel. 
 
Figure A1-8 Numeric export 
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APPENDIX2: TRACER GAS MEASUREMENT PROCEDURE 
1. Start UGA  
Universal Gas Analyzer (UGA) instrument is modern mass spectrometers designed for the analysis 
of gases. The UGA system can be considered as two main subsystems: gas handling and analyzer. 
The gas handling system consists of capillaries, multiple inlet valves, a sample valve, a pinhole, a 
bypass pump (BP), a bypass valve, a turbo pump (TP), and a roughing pump (RP), which can 
deliver the sample gas into the analyzer. A quadrupole mass spectrometer (also called a residual 
gas analyzer or RGA) performs the task of analyzing the gas under high vacuum. Fig. A-9 shows 
the basic schematic of UGA system. 
 




UGA can be operated both manually and automatically by computer. But in order to obtain RGA 
data, the UGA needs to be connected to the computer, which means even though the system can 
be operated from the front panel, RGA software will be used to analyze the sample gas. RGA can 
only be controlled after UGA is connected with computer, which is why it is essential to install 
both UGA and RGA software first. 
Connect the computer and UGA with an RS232 serial connection. Power up the UGA. 
From the front panel choose the baud rate as follows. The default rate is 38400. Push the “Level-
up” button to enter the UGA menu. Choose “Communication” to move to the next menu tree. 
Choose “RS232 Baud Rate”. Choose the desired baud rate at the menu. Push the “Level-up” button 
several times to escape the menu. 
After install the UGA and RGA software, start the UGA software. 
Click on the “Main” tab, and select “Connection Settings”. In the “Connection Settings” dialog 
box, choose the “Serial” tab. Verify that the serial resource match the baud rate with UGA setting 
as shown in the Fig.A2-2, then click “OK”. 
 
Figure A2-2 Connection Settings 
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Click on the “Main” menu, and select “Connect”. The software will show the available resources. 
Select the appropriate COM port and click the “Connect” button. 
After the icon indicating the current connection mode changes to green color, close the 
“ConnectorDialog” window. 
UGA can be controlled both by front panel manually or by software automatically. In the UGA 
software as shown in Fig.A2-3, click the green “Start” button to start UGA and wait until the 
current status becomes the ready state. It will take about 5 minutes to reach this state. On the left 
part of the screen, the present states of all the components like valves and pumps, and options like 
multiple inlet, are indicated by LED graphics. The LED shows green light when the item is on or 
open. Also, the operation status is shown in the screen, for example, the pressure and temperature 
of the pump and chamber. 
 
Figure A2-3 UGA software 
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Although, UGA can be operated by computer, it is better to start UGA manually from the front 
panel as the status of each pump and valve can be checked during the operation. 
Enter the UGA menu system by pushing the “Level-up” button on the control keypad. Enter the 
“Display” menu and select “Pressure”. 
Push the “Bypass Pump” button on the status keypad. Turn on the Bypass Pump (BP) with the 
control keypad. Wait for the bypass line pressure to 0.1 to 0.3 Torr, which will take about one 
minute. 
Push the “Roughing Pump” button on the status keypad. Turn on the Roughing Pump (RP) with 
the control keypad. Generally the reading of RP pressure will go down to less than 1 Torr quickly, 
if the system was in good vacuum. This means the chamber was pumped out well before. 
Open Bypass Valve (BV) and wait till BP and RP pressure goes down at least below 0.3 Torr. If 
the pressure does not go down that level in a couple of hours, then try to increase the pumping 
powers from 60 to 90. And then wait till the readings get below at least 0.3 Torr. If the system gets 
enough low pressure, then reset the pumping powers to 60. 
Push the “Turbo Pump” button on the status keypad. Turn on the Turbo Pump (TP) with the control 
keypad. The TP speed can be checked in the TP display. Push the up or down arrow button to see 
the TP information during the pressure display. Wait until the TP reaches full speed (81k RPM), 
and TP current should be below 1A. 
If all parameters are normal, turn on Ion Gauge (IG) after waiting for eight minutes with TP 
running in full speed. Keep watching IG pressure reading. It should go up, then go down to below 
10−6 Torr. 
2. Start RGA 
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Install the capillaries on the multiple inlet of the UGA. Then put capillaries into the measurement 
points. 
When the Current Mode indicator of UGA software shows the ready state, launch RGA software 
by clicking the “Launch RGA” button. The RGA software automatically connects to RGA through 
UGA. 
Push the “RGA” button on the status keypad. Turn on the RGA with the control keypad. 
Push the “Sample Valve” button on the status keypad. Turn on the Sample Valve (SV) with the 
control keypad. The system will read approximately 1.5 Torr at the bypass line, and 5 × 10−6 Torr 
for the mass spectrometer chamber. 
From the RGA software, click the filament button on the toolbar to activate the ionizer. Change 
the data acquisition mode by clicking Mode menu and choose “P vs T”. Click Scan menu and 
choose “Scan Parameters”. Add carbon dioxide (CO2) into the measurement list and then click 
“Apply” as shown in Fig.A2-4. Click Scan menu and choose “Schedule”. Choose “Continuous” 
in data acquisition then click “Apply” as shown in Fig.A2-5 
 




Figure A2-5 Scan Parameters 
 
Click the “GO” button on the tool bar and an analog scan will start. The spectrum of gas around 
test capillaries will be displayed. 
3. Data acquisition 
At the beginning of the test, close the inlet and outlet of the chamber. Then inject CO2 into the 
chamber from a cylinder. Watch the reading in the RGA software. When the CO2 concentration 
value for the three measurement points are close, which means the concentration is homogeneous 
in the chamber, then stop the injection. 
Open the inlet and outlet of the chamber. Then the reading of CO2 will go down quickly. Stop the 
scan by clicking “Stop” when the reading reach the background value and does not change. 
Export the data by click File menu and choose “Save ASCII Data”. Choose the destination path 
and then the data can be exported as “.txt” type for further analysis. 
 
