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ON SINGLE MEASUREMENT STABILITY FOR THE FRACTIONAL
CALDERO´N PROBLEM
ANGKANA RU¨LAND
Abstract. In this short note we prove the logarithmic stability of the single measurement
uniqueness result for the fractional Caldero´n problem which had been derived in [GRSU20]. To
this end, we use the quantitative uniqueness results established in [RS20a] and complement
these bounds with a boundary doubling estimate. The latter yields control of the order
of vanishing of solutions to the fractional Schro¨dinger equation. Then, following a scheme
introduced in [Sin10, ASV13] in the context of the determination of a surface impedance from
far field measurements, this allows us to deduce logarithmic stability of the potential q.
1. Introduction
In this article we study the stability of the single measurement uniqueness result for the
fractional Caldero´n problem which had been established in [GRSU20]. The fractional Caldero´n
problem is a nonlocal inverse problem which deals with the recovery of the potential q in the
equation
((−∆)s + q)u = 0 in Ω,
u = f in Ωe,
(1)
from the “Dirichlet-to-Neumann” type measurement Λq(f) := (−∆)sf |Ωe . Here and throughout
the following text, for simplicity, we assume that zero is not a Dirichlet eigenvalue of the fractional
Schro¨dinger operator under consideration. Furthermore, we suppose that s ∈ (0, 1), (−∆)s
denotes the fractional Laplacian which is defined through its Fourier symbol |ξ|2s, Ωe := R
n \Ω
and f ∈ H˜s(Ωe). This problem had been introduced and first investigated in [GSU16] as a
nonlocal inverse problem modelled on the classical Caldero´n problem [Cal06, Uhl09].
Due to its nonlocality, the fractional Caldero´n problem displays features distinguishing it
from its classical, local analogue. This includes striking Runge approximation results which are
valid for the nonlocal operator and have led to the solution of the uniqueness question for the
fractional Caldero´n problem in [GSU16] with infinitely many measurements and partial data.
These ideas can also be quantified resulting in the optimal logarithmic stability of the fractional
Caldero´n problem with infinitely many measurements (and almost scaling critical regularity)
[RS20a, RS18]. We also refer to [Ru¨l19, RS20b, RS19a] and [GFR20, DSV17] for related results
and ideas. Making use of the fact that the fractional Caldero´n problem is still a determined
problem if one only considers the case of a single measurement, in [GRSU20] a single measurement
uniqueness and reconstruction result of the fractional Caldero´n was derived based on the strong
unique continuation properties for the fractional Laplacian, see [FF14, Ru¨l15, GFR19, Yu17].
In this note we prove that the single measurement uniqueness result for the fractional Caldero´n
problem can be complemented with a single measurement stability result. For further information
on the fractional Caldero´n problem we refer to [GLX17, HL19, HL20, CLR20, RS19b, LLR20]
and the survey articles [Sal17, Ru¨l18]. We also point to [CR20] for a recent interpretation of
fractional Caldero´n type problems which provides a connection to inverse Robin problems with
degenerate conductivity.
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1.1. Main result and strategy. In this article, we prove a stability result complementing the
single measurement uniqueness result from [GRSU20]. In this context our main result reads:
Theorem 1. Let Ω,W ⊂ Rn be open, bounded sets such that Ω∩W = ∅. Let f ∈ H˜s+ǫ(W )\{0}
for some ǫ > 0 and let F > 0 be such that
‖f‖Hs(W )
‖f‖L2(W )
≤ F.
Assume that q1, q2 ∈ C0,s(Ω) with supp(qj) ⊂ Ω′ ⋐ Ω satisfy the a priori bound
‖qj‖C0,s(Ω) ≤ E <∞ for j ∈ {1, 2}.
Then, there exists a modulus of continuity ω(t) with ω(t) ≤ C| log(Ct)|−γ such that
‖q1 − q2‖L∞(Ω) ≤ ω(‖Λq1f − Λq2f‖H−s(W )).
The constants γ > 0, C > 1 only depend on Ω,W, s, E, F, n, ‖f‖Hs+ǫ(W ), dist(Ω
′, ∂Ω).
We remark that similarly as in the case of the Caldero´n problem the logarithmic stability is
optimal (possibly up to the exponent γ), see [RS18] for a proof of this in the case of infinitely many
measurements and [GRSU20, Section 6.1] for the optimality of logarithmic stability estimates
for the UCP for the fractional Laplacian.
In order to prove the single measurement stability result, we proceed in two main steps which
are inspired by the uniqueness proof from [GRSU20]: First, by the strong unique continuation
properties of the fractional Laplacian, it is possible to reconstruct u from the data (f, (−∆)su|W )
for a single, nontrivial f . This step can be quantified following ideas in [RS20a] which had, in
parts, already been explained in [GRSU20]. In a second step, we seek to exploit that if u : Rn → R
is known, it is possible to obtain the unknown potential q as
q(x) := −
(−∆)su(x)
u(x)
for x ∈ Ω,
provided there is sufficient control on the zeros of u(x). In [GRSU20] this was achieved by a
weak unique continuation result if q ∈ C0(Ω) and a unique continuation result from measurable
sets in the case that q ∈ L∞(Ω) (and s ∈ (1/4, 1)), respectively. The quantification of this step
thus poses significant challenges, in that one needs to infer quantitative control on the zero set of
u. Here we follow an idea that had been introduced in [Sin10, ASV13] and achieve the required
control by deducing boundary doubling estimates.
More precisely, we provide the following estimates:
(i) We first transport information fromW to Ω, i.e., under suitable a priori bounds for f 6= 0
and the a priori bound ‖qj‖L∞(Ω) ≤M <∞ for the potentials qj we show that
‖u1 − u2‖Hs(Ω) ≤ C(M, ‖f‖H˜s+ǫ(W ))ω(‖(−∆)
su1 − (−∆)
su2‖H−s(W )),
‖(−∆)su1 − (−∆)
su2‖H−s(Ω) ≤ C(M, ‖f‖H˜s+ǫ(W ))ω(‖(−∆)
su1 − (−∆)
su2‖H−s(W )),
(2)
where ω(t) ≤ C| log(t)|−γ for some γ > 0 and ǫ > 0. Here u1, u2 are solutions to (1)
with potentials q1, q2. We discuss the derivation of these results in Section 3. They build
on quantitative unique continuation estimates which had already been derived earlier in
[RS20a] and [GRSU20].
(ii) As a second step, we deduce boundary doubling estimates which then lead to a controlled
order of vanishing for the problem. The rate of vanishing depends on W,Ω, n,
‖f‖Hs(W )
‖f‖L2(W )
and on ‖q‖L∞(Ω): In other words, we infer that for some exponent β > 0 and some
constant C > 1 which depend on Ω,W, n, s, ‖q‖L∞(Ω) and
‖f‖Hs(W )
‖f‖L2(Ω)
(but not on u|Ω) and
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for all radii r ∈ (0, r0) and x0 ∈ Ω such that dist(x0, ∂Ω) ≥ 2r0 > 0 we have for solutions
u to (1)
‖u‖L2(B′r(x0)) ≥ Cr
β .
These estimates will be derived in Section 4.
Finally, invoking an interpolation type lemma from [ASV13], the combination of the two steps
(i), (ii) implies the desired overall single measurement stability result.
As in [RS20a] in our analysis and derivation of the quantitative unique continuation estimates
we heavily rely on the connection between the fractional Laplacian and the Caffarelli-Silvestre
extension. Indeed, using the Caffarelli-Silvestre extension [CS07], the equation (1) can also be
viewed as a problem in the upper half-plane Rn+1+ : For s ∈ (0, 1) we consider the following
equation
∇ · x1−2sn+1 ∇u˜ = 0 in R
n+1
+ ,
u˜ = u on Rn,
(3)
where u is the solution to (1) and where we identified Rn × {0} with Rn. Moreover, in a weak
sense, (−∆)su = cs lim
xn+1→0
x1−2sn+1 ∂n+1u˜ for some constant cs 6= 0. In particular, u˜|W = f . In
the sequel, we will often switch between the interpretations (1) and (3). The Caffarelli-Silvestre
interpretation of the problem (1) lies at the heart of both of our main steps (i), (ii) outlined above,
as it allows us to make use of techniques for (degenerate) elliptic, local equations in deducing
quantitative unique continuation arguments.
1.2. Outline of the article. The remainder of the article is organised as follows: After briefly
recalling our notation and some preliminary facts on the Caffarelli-Silvestre extension in Section
2, in Section 3 we explain the derivation of the estimates from Step (i). Here we make use of the
earlier bounds from [GRSU20] and [RS20a]. In Section 4 we deduce both bulk and boundary
doubling estimates. Related ideas had already been used in [Ru¨l17] but in the context of compact
manifolds. In order to deal with the non-compactness of our setting, we make use of the a priori
estimates for solutions to (1) and the bounds for f in terms of
‖f‖Hs(W )
‖f‖L2(W )
. Finally, in Section 5
we prove the desired stability result.
2. Notation and some Preliminaries
In this section, we recall some of the notation for fractional Sobolev spaces and some basic
estimates for the Caffarelli-Silvestre extension.
For Q ⊂ Rn open and s ∈ R, we will use the notation Hs(Q) to denote the (fractional) Sobolev
space given by
Hs(Q) := {f : Ω→ R : ‖f‖Hs(Q) <∞},
where ‖f‖Hs(Q) := inf{‖F‖Hs(Rn) : F |Q = f}. The whole-space norm ‖ · ‖Hs(Rn) is defined by
its Fourier multiplier:
‖f‖Hs(Rn) :=
ˆ
Rn
(1 + |ξ|2)s|F(f)(ξ)|2dξ

1
2
,
where F(f) denotes the Fourier transform of f .
We will also be working with Sobolev functions with compact support in a closed set Q ⊂ Rn.
We denote the associated spaces by Hs
Q
.
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Finally, since we will strongly rely on properties of solutions to (1) and on their Caffarelli-
Silvestre extensions (3), we recall the basic a priori estimates for these. First, energy estimates
(see [GSU16, Lemma 2.3]) yield that for bounded, open sets Ω ⊂ Rn, s ∈ (0, 1) and potentials
q ∈ L∞(Ω) for solutions to (1) (where we assume that zero is not a Dirichlet eigenvalue of the
fractional Schro¨dinger operator) we have
‖u‖Hs
Ω
≤ C‖f‖Hs(W ).(4)
For its Caffarelli-Silvestre extension it holds that
‖x
1−2s
2
n+1 ∇u˜‖L2(Rn) ≤ C‖u‖Hs(Rn).(5)
Hence, by a combination of the previous two bounds we then also obtain
‖x
1−2s
2
n+1 ∇u˜‖L2(Rn) ≤ C‖f‖Hs(W ),
if u is a solution to (1) with q ∈ L∞(Ω). Furthermore, Poincare´ inequalities are available for
the Caffarelli-Silvestre extension with zero boundary conditions on Rn (see for instance [RS20a,
Lemma 4.7]). If Rn \ (Ω ∪W ) is an open set and Ω, W are bounded, open sets, for a bounded
set K ⊂ Rn+1+ it therefore also holds that
‖x
1−2s
2
n+1 u˜‖L2(K) ≤ C(W,Ω,K)‖x
1−2s
2
n+1 ∇u˜‖L2(Rn) ≤ C(W,Ω,K)‖f‖Hs(W ).(6)
For balls in Rn or Rn+1+ := {x = (x
′, xn+1) ∈ Rn+1 : xn+1 ≥ 0} we use the following notation
B′r(x0) := {x ∈ R
n : |x− x0| < r}, B
+
r ((x0, 0)) := {x ∈ R
n+1
+ : |x− (x0, 0)| < r},
Br(x¯) := {x ∈ R
n+1
+ : |x− x¯| < r},
if x0 ∈ Rn and x¯ ∈ R
n+1
+ is such that Br(x¯) ⊂ (R
n+1
+ )
◦. If x0 ∈ Rn is the origin, we also simply
omit the centre point in the notation and write B′r and B
+
r , respectively.
3. Transportation of Smallness
In this section we provide the proof of step (i) from the introduction. To this end, we first
recall the following propagation of smallness estimate from [GRSU20]:
Proposition 3.1 (Proposition 6.1 in [GRSU20]). Let Ω,W ⊂ Rn with n ≥ 1 be bounded Lipschitz
domains with Ω ∩ W = ∅. Let s ∈ (0, 1) and s′ ∈ (0, s) and assume that q ∈ L∞(Ω) with
‖q‖L∞(Ω) ≤ M < ∞. Then there exist constants C, σ > 0 (depending only on Ω,W, n, s, s
′,M)
such that for any E˜ > 0 one has
‖v‖Hs′
Ω
≤ C
E˜∣∣∣log(C E˜‖(−∆)sv‖H−s(W ))∣∣∣σ ,
whenever ‖v‖Hs
Ω
≤ E˜.
Applying this to the function v := u1 − u2 ∈ HsΩ, where u1, u2 are solutions to (1) with
u1|W = f = u2|W , we obtain a logarithmic stability result for the recovery of u1 − u2 from the
measurements measurements ((−∆)su1 − (−∆)su2)|W .
Corollary 3.2. Let Ω,W ⊂ Rn with n ≥ 1 be bounded Lipschitz domains with Ω ∩W = ∅. Let
u1, u2 be solutions to (1) with data f ∈ HsW \ {0} and such that for some M > 0
‖q1‖L∞(Ω), ‖q2‖L∞(Ω) ≤M <∞.
ON SINGLE MEASUREMENT STABILITY FOR THE FRACTIONAL CALDERO´N PROBLEM 5
Then there exist constants C, σ > 0 (depending only on Ω,W, n, s,M) such that
‖u1 − u2‖Hs′
Ω
≤
C(M)‖f‖Hs(W )∣∣∣log( C(M)‖f‖Hs(W )‖(Λ1−Λ2)f‖H−s(W ))∣∣∣σ .
Here Λj(f) := Λqj (f) = (−∆)
suj |W for j ∈ {1, 2}.
Proof. We apply Proposition 3.1 to the function v := u1 − u2 ∈ HsΩ and note that (−∆)
sv(x) =
(Λ1 − Λ2)f(x). It thus remains to argue that
‖v‖Hs
Ω
≤ C(M)‖f‖Hs(W ).
This however follows by the triangle inequality and from the a priori estimates for solutions to
the equation (1), see (4):
‖v‖Hs
Ω
≤ ‖u1‖Hs
Ω
+ ‖u2‖Hs
Ω
≤ C(M)‖f‖Hs(W ).

By interpolation the estimate from Corollary 3.2 can be upgraded to an Hs
Ω
stability estimate
for (u1 − u2)|Ω. By using the equation for u1, u2 in its Caffarelli-Silvestre extended version, this
also directly implies an H−s(Ω) estimate for lim
xn+1→0
x1−2sn+1 ∂n+1u˜1 − limxn+1→0
x1−2sn+1 ∂n+1u˜2.
Proposition 3.3. Let Ω,W ⊂ Rn with n ≥ 1 be bounded Lipschitz domains with Ω ∩W = ∅.
Let u1, u2 be solutions to (1) with data f ∈ H
s+ǫ
W
\ {0} for some ǫ > 0 and such that for some
M > 0
‖q1‖L∞(Ω), ‖q2‖L∞(Ω) ≤M.
Then there exist constants C, σ > 0 (depending only on Ω,W, n, s,M, ǫ) such that
‖u1 − u2‖Hs
Ω
≤
C(M)‖f‖Hs+ǫ(W )∣∣∣log( C(M)‖f‖Hs+ǫ(W )‖(Λ1−Λ2)f‖H−s(W ))∣∣∣σ ,
‖ lim
xn+1→0
x1−2sn+1 ∂n+1u˜1 − limxn+1→0
x1−2sn+1 ∂n+1u˜2‖H−s(Ω) ≤
C(M)‖f‖Hs+ǫ(W )∣∣∣log( C(M)‖f‖Hs+ǫ(W )‖(Λ1−Λ2)f‖H−s(W ))∣∣∣σ .
(7)
Proof. Since f ∈ Hs+ǫ
W
for some ǫ > 0, we may without loss of generality assume that ǫ ∈
(0,min{ s2 ,
1
2}) and apply Vishik-Eskin estimates [VE`65] (see also [RS20a, Lemma 6.1]). These
entail that
‖uj‖Hs+ǫ
Ω
≤ C‖f‖Hs+ǫ(W ), j ∈ {1, 2},
where C = C(n,Ω,W, ‖q‖L∞(Ω), s, ǫ) > 0.
In order to derive the first estimate in (7), we next use interpolation together with the estimate
from Corollary 3.2:
‖u1 − u2‖Hs
Ω
≤ C‖u1 − u2‖
ǫ
1+ǫ
Hs+ǫ
Ω
‖u1 − u2‖
1
1+ǫ
Hs−ǫ
Ω
≤ C‖f‖
ǫ
1+ǫ
Hs+ǫ(W )‖u1 − u2‖
1
1+ǫ
Hs−ǫ
Ω
≤
C(M)‖f‖Hs+ǫ(W )∣∣∣log( C(M)‖f‖Hs+ǫ(W )‖(Λ1−Λ2)f‖H−s(W ))∣∣∣σ˜
.
Here σ˜ = σ1+ǫ , where σ > 0 is the constant from Corollary 3.2.
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Regarding the second estimate in (7), we note that by virtue of the Caffarelli-Silvestre exten-
sion and the compact support of u1 − u2 we obtain
‖ lim
xn+1→0
x1−2sn+1 ∂n+1u˜1 − lim
xn+1→0
x1−2sn+1 ∂n+1u˜2‖H−s(Ω) = Cs‖(−∆)
su1 − (−∆)
su2‖H−s(Ω)
≤ Cs‖u1 − u2‖Hs
Ω
.
Now, using the estimate from the first part of (7) also implies the second bound stated in (7). 
4. Doubling Estimates
Let us now turn to Step (ii) in the programme layed out in the introduction. Here the main
novelty is the discussion of the boundary doubling estimates (see also [BL15, Sin10, ASV13] for
related results for Steklov-type operators). Related estimates for fractional Schro¨dinger operators
had earlier been derived in [Ru¨l17] but on compact manifolds. After deducing an auxiliary
Caccioppoli estimate in Section 4.1, in order to infer the doubling estimates, we argue in two
steps: First, we produce bulk doubling estimates in Section 4.2, then in a second step, in Section
4.3, we derive boundary doubling estimates from these. The main point in the estimates is that
the exponent β in (3) is not allowed to depend on u|Ω directly, but only on the boundary data
f (it will in fact depend on the oscillation of the boundary data) and the other a priori data.
4.1. Caccioppoli inequalities. Since we will often use this in our proof of the doubling esti-
mates, we recall the Caccioppoli estimate from [RW19, Lemma 5.1].
Proposition 4.1. Let s ∈ (0, 1) and let u ∈ Hs(Rn) be a solution to (1). Let u˜ denote its
Caffarelli-Silvestre extension satisfying (3). Assume that x0 ∈ Ω and that r ∈ (0, r0) where
r0 > 0 is such that dist(x0, ∂Ω) ≥ 4r0 > 0. Then, there exists a constant C > 0 depending on
n, s,Ω, r0 such that for all r ∈ (0, r0)
‖x
1−2s
2
n+1 ∇u˜‖L2(B+r (x0)) ≤ C(1 + ‖q‖
1
2s
L∞(Ω))r
−1‖x1−2sn+1 u˜‖L2(B+2r(x0))
.
For the convenience of the reader we recall the proof of this result. It relies on a combination
of trace estimates and the equation for u.
Proof. We first note that by scaling and translating, we may assume that r = 1 and that x0 = 0.
Step 1: Proof of the result in the case that ‖q‖L∞(Rn) is sufficiently small. As in [RW19] we
first prove the result if ‖q‖L∞(Rn) ≤ δ for some δ ∈ (0, δ0) sufficiently small. Testing the bulk
Caffarelli-Silvestre equation with η2u˜ where η is a cut-off function with supp(η) ⊂ B+1 we infer
that
‖x
1−2s
2
n+1 η∇u˜‖L2(B+1 )
≤ C1(‖x
1−2s
2
n+1 |∇η|u˜‖L2(B+1 )
+ ‖q‖
1
2
L∞(Rn)‖ηu‖L2(B′1)).(8)
By trace estimates and the compact support of η we have that
‖ηu‖L2(B′1) ≤ C‖x
1−2s
2
n+1 ∇(ηu˜)‖L2(B+1 )
≤ C2(‖x
1−2s
2
n+1 η(∇u˜)‖L2(B+1 )
+ ‖x
1−2s
2
n+1 (∇η)u˜‖L2(B+1 )
).
Inserting this back into (8) and using the smallness of ‖q‖L∞(Rn) ≤ δ, allows us to conclude the
desired estimate
‖x
1−2s
2
n+1 ∇u˜‖L2(B+
2/3
) ≤ C‖x
1−2s
2
n+1 u˜‖L2(B+1 )
.(9)
if δ
1
2
0 ≤
1
2C1C2
.
Step 2: Rescaling, reduction to Step 1. Since the problem is subcritical, it is possible to rescale
the problem so that we may apply Step 1. More precisely, the function u˜δ,x0 := u˜(x0+δx) for x0 ∈
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n×{0} arbitrary solves an equation of the type (3) but with q replaced by qδ(x) := δ2sq(δx+x0).
As a consequence, for δ ≤
(
δ0
‖q‖L∞(Rn)
) 1
2s
, we in particular obtain that ‖qδ‖L∞(Rn) ≤ δ0 with
δ0 > 0 as in Step 1 of the proof. Thus, (9) is applicable to uδ,x0. After rescaling this implies that
‖x
1−2s
2
n+1 ∇u˜‖L2(B+
2δ/3
(x0))
≤ C
(
‖q‖L∞(Rn)
δ0
) 1
s
‖x
1−2s
2
n+1 u˜‖L2(B+δ (x0))
.
Covering B′1/2(x0) by balls of radius 2δ/3 which have a controlled (dimension-dependent) overlap
then implies that
‖x
1−2s
2
n+1 ∇u˜‖L2(B′1(x0)×[0,δ)) ≤ C
(
‖q‖L∞(Rn)
δ0
) 1
s
‖x
1−2s
2
n+1 u˜‖L2(B′2(x0)×[0,2δ)).
Finally in B′1(x0)× (δ/2, 1] we apply a further (controlled) covering argument and Caccioppoli’s
inequality without boundary contributions. Combining all of this yields the desired estimate. 
4.2. The bulk doubling inequality. In this section, we begin our derivation of doubling esti-
mates. To this end, we first prove a bulk doubling estimate.
Theorem 2. Let n ≥ 1 and s ∈ (0, 1). Then, there exists a constant C > 0 depending only on
Ω, n,
‖f‖Hs(W )
‖f‖L2(W )
, ‖q‖L∞(Ω), s,W such that for any x0 ∈ Ω, r ∈ (0, r0) with r0 =
dist(x0,∂Ω)
10 and for
any u˜ solving (3) with data f ∈ H˜s(W ) \ {0} it holds
‖x
1−2s
2
n+1 u˜‖L2(B+2r(x0))
≤ C‖x
1−2s
2
n+1 u˜‖L2(B+r (x0)).
In order to achieve this, we rely on the Carleman inequality from [GRSU20, Appendix A] and
propagation of smallness estimates. We will also rely on a number of auxiliary results which we
present first.
4.2.1. Auxiliary results. We begin by discussing bounds showing the “persistence of largeness”
which are used in our propagation of smallness estimates:
Lemma 4.2. Let n ≥ 1 and s ∈ (0, 1). Let u˜ be a solution to (3) with f 6= 0. Then there exists
a constant C > 1 depending on Ω,W, n, s such that for any h ∈ (0, 1)
‖x
1−2s
2
n+1 u˜‖L2(W×[h,1]) ≥
(
1
C
F−
1
s − h
)
‖f‖Hs(W ) − h
1−s‖f‖L2(W ).
Proof. The claim follows from trace estimates in a neighbourhood of W and lower bounds on
‖f‖L2(W ). More precisely, using the trace estimate from [CR20, Lemma 2.5], we obtain that for
all µ ≥ µ0 ≥ 1 we have
‖f‖L2(W ) ≤ C(µ
−s‖x
1−2s
2
n+1 ∇u˜‖L2(W×[0,1]) + µ
1−s‖x
1−2s
2
n+1 u˜‖L2(W×[0,1])).(10)
By Poincare´’s inequality and the zero boundary conditions in Rn\(W ∪Ω), there exists a constant
C > 0 (depending only on Ω, n, s,W and µ0) such that
C
‖x
1−2s
2
n+1 ∇u˜‖L2(2W×[0,1])
‖x
1−2s
2
n+1 u˜‖L2(W×[0,1])
≥ µ0.
Here, with slight abuse of notation, we have set
2W := {x ∈ Rn : dist(x,W ) ≤
1
2
dist(W,Ω)}.
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Inserting this into (10) and using that ‖x
1−2s
2
n+1 ∇u˜‖L2(Rn+1+ )
≤ C‖f‖Hs(W ), we obtain
‖f‖L2(W ) ≤ C‖x
1−2s
2
n+1 ∇u˜‖
1−s
L2(2W×[0,1])‖x
1−2s
2
n+1 u˜‖
s
L2(W×[0,1])
≤ C‖f‖1−sHs(W )‖x
1−2s
2
n+1 u˜‖
s
L2(W×[0,1]).
Setting F :=
‖f‖Hs(W )
‖f‖L2(W )
, this is equivalent to
F−
1
s ‖f‖Hs(W ) ≤ C‖x
1−2s
2
n+1 u˜‖L2(W×[0,1]).(11)
This in particular implies a lower bound on ‖x
1−2s
2
n+1 u˜‖L2(W×[0,1]) in terms of the measured data
f and the a priori control F , given in terms of the oscillation of the data f .
Using the fact that
hˆ
0
ˆ
W
t1−2s|u˜(x, t)|2dxdt ≤ h2
hˆ
0
ˆ
W
t1−2s|∂tu˜(x, t)|
2dxdt+ Csh
2−2s
ˆ
W
|u˜(x, 0)|2dx,(12)
we infer that the mass in W × [h, 1] is bounded below if h is chosen properly depending on the
mass of f .
Indeed, combining (11), (12) and (5), we obtain
‖x
1−2s
2
n+1 u˜‖L2(W×[h,1]) ≥
1
2
(
‖x
1−2s
2
n+1 u˜‖L2(W×[0,1]) −
∥∥∥x 1−2s2n+1 u˜∥∥∥
L2(W×[0,h])
)
≥
1
C
F−
1
s ‖f‖Hs(W ) − h‖x
1−2s
2
n+1 ∂n+1u˜‖L2(Rn+1+ )
− h1−s‖u‖L2(W )
≥
(
1
C
F−
1
s − h
)
‖f‖Hs(W ) − h
1−s‖f‖L2(W ),
which proves the desired result. 
Using this and propagation of smallness arguments, we control the quotients of mass in balls
of uniform size.
Lemma 4.3 (Annulus bounds). Let n ≥ 1, s ∈ (0, 1) and let R > 0 be a fixed radius. Let u˜ be a
solution to (3) with data f ∈ H˜s(W ) \ {0}. Then there exist constants C > 1, γ > 1 depending
on W,n,Ω, R, s, ‖q‖L∞(Ω) such that
‖x
1−2s
2
n+1 u˜‖L2(B+2R)
‖x
1−2s
2
n+1 u˜‖L2(B+R\B
+
R/2
)
≤ C
(
‖f‖Hs(W )
‖f‖L2(W )
)γ
.
Proof. We argue in three steps:
Step 1: Upper bounds for u˜. First, we deduce upper bounds for ‖x
1−2s
2
n+1 u˜‖L2(B+2R)
. Using a
priori estimates for the Caffarelli-Silvestre extension on the one hand, and a priori bounds for
the problem (1) on the other hand (see (5)), we have that
‖x
1−2s
2
n+1 ∇u˜‖L2(B+2R)
≤ C‖f‖Hs(W ).
Using the zero boundary conditions for u on Rn \ (W ∪ Ω), we then also infer the desired L2
bound by Poincare´’s inequality (see (6)):
‖x
1−2s
2
n+1 u˜‖L2(B+2R)
≤ CR‖f‖Hs(W ).(13)
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Step 2: Lower bounds for ‖x
1−2s
2
n+1 u˜‖L2(B+R\B
+
R/2
). We deduce a lower bound for ‖x
1−2s
2
n+1 u˜‖L2(B+R\B
+
R/2
)
by using a chain of balls argument, connecting a ball Br1(x1) ⊂ B
+
R \ B
+
R/2 to a ball Br0(x0) ⊂
W × [h0, 1], where h0 > 0 is chosen appropriately.
Step 2a. Balls of non-trivial mass in W × [h0, 1]. We claim that there exist constants h0 > 0,
r0 > 0 depending on F,W such that for all r ∈ (0, r0) there is a ball Br(x¯) with x¯ ∈W × [h0, 1]
and
‖x
1−2s
2
n+1 u˜‖L2(Br(x¯)) ≥ C(W,F, s)r
n‖f‖Hs(W ).(14)
The argument for this follows by choosing h > 0 in Lemma 4.2 appropriately and by a compact-
ness and averaging argument. More precisely, setting 2C0 :=
F−
1
s
C > 0, we first choose h0 > 0
such that
2C0 − h− h
1−s ≥ C0.
Hence, Lemma 4.2 yields that we have
‖x
1−2s
2
n+1 u˜‖L2(W×[h0,1]) ≥ C0‖f‖Hs(W ).
Next, we cover W × [h0, 1] by balls {Br(xk)}k∈{1,...,N} ⊂ R
n+1
+ of radius r ∈ (0, r0) where
r0 :=
h0
6 . Here, the balls are chosen in such a way that all their centres are contained inW×[h0, 1]
and such that if decrease the radius of the balls by a factor five the covering becomes disjoint.
This is possible by the Vitali covering theorem. This choice of the covering also gives a bound
of the form N ≤ C(|W |, n)r−n for the number of involved balls. Indeed, up to some constant
C¯ > 1 we have
C¯−1Nrn5−n ≤ |W | ≤ C¯Nrn.
Now, since
N∑
k=1
‖x
1−2s
2
n+1 u˜‖
2
L2(Br(xk))
≥ ‖x
1−2s
2
n+1 u˜‖
2
L2(W×[h0,1])
≥ C0‖f‖
2
Hs(W ),
we deduce that at least for one of the balls we have a bound of the type stated in (14).
Step 2b: Chain of balls. As explained in [RS20a, Propositions 5.3 and 5.4] three balls estimates
are valid for solutions u˜ to (3), i.e., there exists a constant α ∈ (0, 1) such that for balls Br(x0) ⊂
R
n+1
+ which also satisfy B4r(x0) ⊂ R
n+1
+ , for solutions u˜ to (3) it holds that
‖x
1−2s
2
n+1 u˜‖L2(Br(x0)) ≤ C‖x
1−2s
2
n+1 u˜‖
α
L2(Br/2(x0))
‖x
1−2s
2
n+1 u˜‖
1−α
L2(B2r(x0))
.(15)
Using the bound ‖x
1−2s
2
n+1 u˜‖L2(B2r(x0)) ≤ C(|x0|, r)‖f‖Hs(W ) (see (6)), this can also be reformu-
lated as
‖x
1−2s
2
n+1 u˜‖L2(Br(x0))
‖f‖Hs(W )
≤ C(|x0|, r)
‖x 1−2s2n+1 u˜‖L2(Br/2(x0))
‖f‖Hs(W )
α .(16)
Now considering R > 1 large and starting with a ball Bh0/6(xˆ) ⊂ B
+
R \ B
+
R/2, it is possible to
connect this ball to the ball Bh0/6(x¯) (from Step 2a) through a chain of balls within the upper
half plane. More precisely, setting r˜ = h0/6 and x˜0 = x¯ and x˜N := xˆ for some N ∈ N we find
points {x˜j}j∈{1,...,N} ⊂ R
n+1
+ connecting Br˜(x˜0) := Bh0/6(x¯) and Br˜(x˜N ) := Bh0/6(xˆ) in such a
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way that Br˜/2(x˜j) ⊂ Br˜(x˜j+1) for j ∈ {0, . . . , N − 1} and that the balls of radius r˜ only have
controlled overlap. Recalling that by virtue of Poincare´’s inequality
‖x
1−2s
2
n+1 u˜‖L2(Br/2(xˆ)) ≤ C(x0, r) ‖f‖Hs(W ) ,
the inequality (16) implies that for some β = β(W,h0, n) := Nα ∈ (0, 1)
(
‖f‖L2(W )
‖f‖Hs(W )
)
≤ C(|x0|, r,W )
‖x 1−2s2n+1 u˜‖L2(Bh0/6(x¯))
‖f‖Hs(W )
 = C(|x0|, r,W )
‖x 1−2s2n+1 u˜‖L2(Br˜/2(x˜0))
‖f‖Hs(W )

≤ C(|x0|, r,W )
‖x 1−2s2n+1 u˜‖L2(Br˜(x˜1))
‖f‖Hs(W )
 ≤ C(|x0|, r,W )
‖x 1−2s2n+1 u˜‖L2(Br˜/2(x˜1))
‖f‖Hs(W )
α
≤ · · · ≤ C(|x0|, r,W )
j
‖x 1−2s2n+1 u˜‖L2(Br˜/2(x˜j))
‖f‖Hs(W )
αj
≤ · · · ≤ C(h0,W, n)
N
‖x 1−2s2n+1 u˜‖L2(Bh0/6(x0))
‖f‖Hs(W )
Nα
≤ C(h0,W, n, |x0|)
‖x
1−2s
2
n+1 u˜‖L2(B+R\B
+
R/2
)
‖f‖Hs(W )

β
.
(17)
We remark that in the situation of the annulus B+R \B
+
R/2 we have |x0| ≤ R.
Step 3: Conclusion. The argument now follows by combining the estimates (13) and (17)
from Steps 1 and Step 2. 
4.2.2. Proof of Theorem 2. With the auxiliary results from the previous section in hand, we now
address the proof of Theorem 2.
Proof of Theorem 2. Step 1: Application of the Carleman estimate from [GRSU20]. Without
loss of generality, by translation, we may assume that x0 = 0. By scaling we may further assume
that B′6 ⊂ Ω. We then use the Carleman estimate from [GRSU20, Appendix A]. More precisely,
considering the Carleman weight φ(x) := ψ(|x|) with
ψ(r) = − ln(r) +
1
10
(
ln(r) arctan(ln(r)) −
1
2
ln(1 + ln2(r))
)
,
there exists constants C > 0, τ0 > 0 such that for any τ ≥ τ0 > 1 and and for any solution w to
∇ · x1−2sn+1 ∇w = f in B
+
6 ,
lim
xn+1→0
x1−2sn+1 ∂n+1w = qw on B
′
6,
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with supp(w) ⊂ B+5 \B
+
r and r ∈ (0, 4) it holds
τ
1
2 ‖eτφx
1−2s
2
n+1 w‖L2(B+2r)
+ τ−
1
2 ‖eτφx
1−2s
2
n+1 ∇w‖L2(B+r )
+ τs‖eτφ(1 + ln2(|x|))−
1
2 |x|−sw‖L2(B′5)
+ τ‖eτφ(1 + ln2(|x|))−
1
2x
1−2s
2
n+1 |x|
−1w‖L2(B+5 )
+ ‖eτφ(1 + ln2(|x|))−
1
2x
1−2s
2
n+1 ∇w‖L2(B+5 )
≤ Cτ−
1
2 ‖eτφ|x|x
2s−1
2
n+1 f‖L2(B+5 )
+ Cτ
1−2s
2 ‖eτφ|x|sqw‖L2(B′5).
We then argue similarly as in [GRSU20, Lemma 5.4]. More precisely, we apply the Carleman
estimate to w := u˜ηr, where u˜ is a solution as in (3) and ηr is a radial cut-off function which
localizes at scale r (with gradient and second derivatives controlled by Cr−1 and Cr−2, respec-
tively) and at scale 1. This gives rise to error contributions on the right hand side of the estimate
which are localized at scale r and scale 1, respectively. We deal with the boundary terms on the
right hand side, by absorbing them into the left hand side by choosing τ ≥ τ0 (depending on
‖q‖L∞(Ω)) sufficiently large. As in [GRSU20, Lemma 5.4], this leads to the estimate
τ−
1
2 eτψ(4r)r−1‖u˜‖H1r (B
+
4r\B
+
2r ,x
1−2s
n+1 )
+ eτψ(5/4)‖u˜‖H1(B+
5/2
\B+2 ,x
1−2s
n+1 )
≤ Cτ−
1
2 eτψ(3)‖u˜‖H1(B+4 \B
+
3 ,x
1−2s
n+1 )
+ Cτ−
1
2 r−1eτψ(r)‖u˜‖H1r (B
+
2r\B
+
r ,x
1−2s
n+1 )
.
By Caccioppoli’s inequality, see Proposition 4.1, this can further be reduced to an estimate for
L2 contributions only:
τ−
1
2 eτψ(4r)r−1‖u˜‖L2(B+4r\B
+
2r ,x
1−2s
n+1 )
+ eτψ(5/4)‖u˜‖L2(B+
5/2
\B+2 ,x
1−2s
n+1 )
≤ Cτ−
1
2 eτψ(3)‖u˜‖L2(B+4 \B
+
3 ,x
1−2s
n+1 )
+ Cτ−
1
2 r−1eτψ(r)‖u˜‖L2(B+2r\B
+
r ,x
1−2s
n+1 )
.
(18)
Moreover, filling up the ball B+2r on the left hand side of (18) and the ball B
+
5 on the right hand
side, we obtain
τ−
1
2 eτψ(4r)r−1‖u˜‖L2(B+4r ,x
1−2s
n+1 )
+ eτψ(5/4)‖u˜‖L2(B+
5/2
\B+2 ,x
1−2s
n+1 )
≤ Cτ−
1
2 eτψ(3)‖u˜‖L2(B+5 ,x
1−2s
n+1 )
+ Cτ−
1
2 r−1eτψ(r)‖u˜‖L2(B+2r ,x
1−2s
n+1 )
.
(19)
Step 2: Conclusion. With (19) at our disposal, we first absorb the term with unit size
contributions from the right hand side into the left hand side by choosing τ > 0 such that
τ =
1
ψ(5/2)− ψ(3)
log
(
2
‖u˜‖L2(B+5 ,x
1−2s
n+1 )
‖u˜‖L2(B+
5/2
\B+2 ,x
1−2s
n+1 )
)
.
This yields that
‖u˜‖L2(B+4r ,x
1−2s
n+1 )
≤ C
(
2
‖u˜‖L2(B+5 ,x
1−2s
n+1 )
‖u˜‖L2(B+
5/2
\B+2 ,x
1−2s
n+1 )
)(ψ(r)−ψ(4r))
‖u˜‖L2(B+2r,x
1−2s
n+1 )
≤ CF γ(ψ(r)−ψ(4r))‖u˜‖L2(B+2r ,x
1−2s
n+1 )
,
where we have used the bound from Lemma 4.3. Finally, noting that there exists a constant
C1 > 1 such that
C−11 ≤ |ψ(r) − ψ(4r)| ≤ C1,
and plugging this into our estimate implies
‖u˜‖L2(B+4r ,x
1−2s
n+1 )
≤ CFC1γ‖u˜‖L2(B+2r ,x
1−2s
n+1 )
.
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This concludes the proof of the bulk doubling inequality. 
4.3. The boundary doubling inequality. As a final step in the derivation of the doubling
estimates it remains to transfer the doubling estimate from the bulk onto the boundary:
Theorem 3. Let n ≥ 1 and s ∈ (0, 1). Then, there exists a constant C > 0 depending only on
Ω, n,
‖f‖Hs(W )
‖f‖L2(W )
, ‖q‖L∞(Ω), s,W such that for any x0 ∈ Ω, r ∈ (0, r0) with r0 ≤
dist(x0,∂Ω)
4 and for
any u˜ solving (3) with data f ∈ H˜s(W ) \ {0} it holds
‖u‖L2(B′2r(x0)) ≤ C‖u‖L2(B′r(x0)).
Proof. The argument for this is again two-fold: Starting from the bulk doubling estimate, we
first bound the right hand side by boundary terms. In a second step, we use trace inequalities
in combination with Caccioppoli’s estimate to obtain the desired left hand side.
Step 1: Boundary bulk interpolation estimates, bounds for the right hand side. We first use
a boundary bulk interpolation result where without loss of generality, by scaling, we assume
that B4r(x0) ⊂ Ω: For any solution to (3) there exists a constant c0 = c0(s, n,W,Ω, ‖q‖L2(Ω)) ∈
(0, 1/2) such that
‖u˜‖L2(B+c0r(x0),x
1−2s
n+1 )
≤ C
(
‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
+ ‖u‖L2(B′
3r/2
(x0))
+‖ lim
xn+1→0
x1−2sn+1 ∂n+1u˜‖L2(B′3r/2(x0))
)α
×
× (‖u‖L2(B′
3r/2
(x0)) + ‖ limxn+1→0
x1−2sn+1 ∂n+1u˜‖L2(B′3r/2(x0)))
1−α.
This was proved in [RS20a, Proposition 5.13]. By the equation in Ω, for x0 ∈ Ω such that also
B′r(x0) ⊂ Ω this turns into
‖u˜‖L2(B+c0r(x0),x
1−2s
n+1 )
≤ C(‖q‖L∞(Ω))(‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
+ ‖u‖L2(B′
3r/2
(x0)))
α‖u‖1−αL2(B′
3r/2
(x0))
.
(20)
We now distinguish two cases:
• In the case that ‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
≤ C‖u‖L2(B′
3r/2
(x0)) for some C = C(s,W,Ω) > 0,
(20) reduces to
‖u˜‖L2(B+c0r(x0),x
1−2s
n+1 )
≤ C(s,W,Ω, ‖q‖L∞(Ω))‖u‖L2(B′
3r/2
(x0)).(21)
• In the case that ‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
> C‖u‖L2(B′
3r/2
(x0)) for the constant C > 0 from
above, we invoke the bulk doubling inequality to nevertheless obtain an estimate of the
form (21): Using the bulk doubling inequality (possibly in an iterated way if c0 > 0 is
small), we first obtain
‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
≤ C(‖q‖L∞(Ω), F, c0)‖u˜‖L2(B+c0r(x0),x
1−2s
n+1 )
≤ C(‖q‖L∞(Ω), F, c0)‖u˜‖
α
L2(B+2r(x0),x
1−2s
n+1 )
‖u‖1−αL2(B′
3r/2
(x0))
.
Rearranging this implies that it always holds that
‖u˜‖L2(B+2r(x0),x
1−2s
n+1 )
≤ C(‖q‖L∞(Ω), F, s,W,Ω)‖u‖L2(B′
3r/2
(x0)).(22)
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Step 2: Trace and Caccioppoli’s estimates, bounds for the left hand side. Finally, a trace
estimate, together with Caccioppoli’s estimate, the bulk doubling estimate and (22) yields
‖u‖L2(B′2r(x0)) ≤ C‖u˜‖H1(B′2r(x0)×[0,1],x
1−2s
n+1 )
≤ C(‖q‖L∞(B′4r(x0)))‖u˜‖L2(B′4r(x0)×[0,1],x
1−2s
n+1 )
≤ C(‖q‖L∞(B′4r(x0)), F )‖u˜‖L2(B′r(x0)×[0,1],x
1−2s
n+1 )
≤ C(‖q‖L∞(Ω), F )‖u‖L2(B′r(x0)).
(23)
This then concludes the argument. 
5. Derivation of the Single Measurement Stability Estimate
Last but not least, we present the argument for the stability estimate by following the strategy
from [ASV13]. To this end, we first recall the boundary interpolation result from [ASV13]:
Lemma 5.1. Let Ω ⊂ Rn be an open, bounded set. Let r0 > 0 be so small that Ωˆ := {x ∈ Ω :
dist(x, ∂Ω) ≥ 2r0} ⋐ Ω has non-empty interior. Let w ∈ L
2(Ω) be such that for each x0 ∈ Ωˆ
and r ∈ (0, r0) we have ‖w‖L2(Br(x0)) ≥ Clowr
β for some constants Clow > 0 and β > 0. Let
g ∈ C0,α(Ω) for some α ∈ (0, 1) with
|g(x)− g(y)| ≤ E|x − y|α for all x, y ∈ Ω.
Assume that there exist constants Cstab > 0, µ > 0 such that for some E˜ > 0ˆ
Ωˆ
|g|2w2dx

1
2
≤
CstabE˜
| log(E˜/ǫ)|µ
.
Then there exists a constant C˜ = C˜(r0,Ω, Ωˆ, Clow, Cstab, n, β, α) > 0 such that for all ǫ ∈ (0, 1/2)
‖g‖L∞(Ωˆ) ≤ C
E
β
α+β E˜
α
α+β
| log(ǫ/E˜)|
α
α+β µ
.
Proof. We follow the ideas from [ASV13] and only present the proof for completeness. Let x¯0 ∈ Ω
be such that
|g(x¯0)| = ‖g‖L∞(Ωˆ).
By the assumed Ho¨lder regularity of g we then have that for any x ∈ B′r(x¯0)
|g(x¯0)| ≤ |g(x)|+ Er
α.
As a consequence, it also holds that
|g(x¯0)|
2
ˆ
B′r(x¯0)
w2dx ≤
ˆ
B′r(x¯0)
w2|g|2dx+ E2r2α
ˆ
B′r(x¯0)
w2dx.
Dividing by
´
B′r(x¯0)
w2dx and using the lower bound on its order of vanishing, we arrive at
‖g‖2
L∞(Ωˆ)
≤
C2stabE˜
2
| log(ǫ/E˜)|2µ
1´
B′r(x¯0)
w2dx
+ E2r2α ≤ C2stabC
−2
lowr
−2β E˜
2
| log(ǫ/E˜)|2µ
+ E2r2α.
Optimizing in r ∈ (0, 1/2) we choose
r = min

(
CstabC
−1
lowE˜
E| log(ǫ/E˜)|µ
) 1
α+β
, r0
 .
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Therefore, there exists a constant C˜ > 0 with the claimed dependence such that
‖g‖L∞(Ωˆ) ≤ C˜E
β
α+β E˜
α
α+β | log(ǫ/E˜)|−µ
α
α+β .
This concludes the proof of the claimed stability estimate for g. 
Now with Lemma 4.2, the propagation of smallness result from Proposition 3.3 and the bound-
ary doubling estimates from Theorem 3 in hand, we provide the proof of Theorem 1.
Proof of Theorem 1. We seek to apply Lemma 5.1. To this end, we first estimate u1(q1 − q2):
‖u1(q1 − q2)‖L2(Ω) ≤ C‖u1(q1 − q2)‖
1
2
Hs(Ω)‖u1(q1 − q2)‖
1
2
H−s(Ω).(24)
The first term on the right hand side is controlled by a priori estimates (for qj and for u1 by the
data f): Indeed,
‖u1(q1 − q2)‖
1
2
Hs(Ω) ≤ C‖u1‖Hs(Ω)(‖q1‖C0,s(Ω) + ‖q2‖C0,s(Ω))
≤ C‖f‖Hs(W )(‖q1‖C0,s(Ω) + ‖q2‖C0,s(Ω)),
where we have used the Kato-Ponce inequality [GO14], the fact that C0,s(Ω) ⊂ Hs(Ω) for
s ∈ (0, 1) and the a priori estimate (4) for u1.
We thus turn to the second contribution in the interpolation estimate (24). For this we use
the equation for the Caffarelli-Silvestre extension in Ω:
cs lim
xn+1→0
x1−2sn+1 ∂n+1u˜j + qjuj = 0 in Ω.
(which holds in an H−s(Ω) weak sense). Hence, using that
u1(q1 − q2) = u1q1 − u2q2 − q2(u1 − u2)
= lim
xn+1→0
x1−2sn+1 ∂n+1u˜1 − lim
xn+1→0
x1−2sn+1 ∂n+1u˜2 − q2(u1 − u2),
we infer that
‖u1(q1 − q2)‖H−s(Ω) ≤ C
(∥∥∥∥ limxn+1→0x1−2sn+1 ∂n+1u˜1 − limxn+1→0x1−2sn+1 ∂n+1u˜2
∥∥∥∥
H−s(Ω)
+‖q2(u1 − u2)‖H−s(Ω)
)
≤ C(‖q2‖C0,s(Ω))
(∥∥∥∥ limxn+1→0x1−2sn+1 ∂n+1u˜1 − limxn+1→0x1−2sn+1 ∂n+1u˜2
∥∥∥∥
H−s(Ω)
+‖u1 − u2‖H−s(Ω)
)
≤ C(‖q1‖C0,s(Ω), ‖q2‖C0,s(Ω))
C‖f‖Hs+ǫ(W )∣∣∣log(C ‖f‖Hs+ǫ(W )‖(Λq1−Λq2 )f‖H−s(W ))∣∣∣µ .
Combined with the previous estimates this entails that
‖u1(q1 − q2)‖L2(Ω) ≤ C(‖q1‖C0,s(Ω), ‖q2‖C0,s(Ω))
C‖f‖Hs+ǫ(W )∣∣∣log (C ‖f‖Hs+ǫ(W )‖(Λq1−Λq2 )f‖H−s(W ))∣∣∣µ .(25)
Finally, we note that for any x0 ∈ Ω and any r ∈ (0, r0) with dist(x0, ∂Ω) ≥ r0 > 0 by an
iteration of the boundary doubling inequality from Theorem 3 we haveˆ
Br(x0)
u2dx ≥ Crβ
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for some constants C > 0 and β > 0 depending on W,n,Ω, ‖q1‖L∞(Ω), ‖q2‖L∞(Ω). Combining
this, the fact that uj ∈ Hs(Rn) for j ∈ {1, 2} and (25) with the observation of Lemma 5.1 and
the assumption that supp(qj) ⊂ Ω′ ⋐ Ω, then concludes the proof of Theorem 1. 
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