Let , n and r be positive integers. Define F n = {0, 1} n . The Hamming distance between words x and y of F n is denoted by
Introduction
The binary Hamming space F n is the n-fold Cartesian product of the binary field F = {0, 1}. A nonempty subset of F n is called a code (of length n). The Hamming distance d(x, y) between words x, y ∈ F n is the number of coordinate places in which they differ. We say that x r-covers y if d(x, y) ≤ r. The set of non-zero coordinates of a word x ∈ F n is called the support of x and is denoted by supp(x). The Let C be a code of length n and X ⊆ F n . The I-set of a set X with respect to the code C is I r (C; X ) = I r (X) = B r (X) ∩ C . If = 1, then we simply say that C is r-identifying.
In other words, a code C ⊆ F n is (r, ≤ )-identifying if and only if I r (C; X ) I r (C; Y ) = ∅ for all X , Y ⊆ F n satisfying |X| ≤ , |Y | ≤ and X = Y . Notice that the definition requires that I r (C; X ) is non-empty for all non-empty subsets X of F n .
The smallest possible cardinality of an (r, ≤ )-identifying code of length n is denoted by M (≤ ) r (n) (whenever such a code exits for these parameters). If = 1, then we denote the smallest cardinality by M r (n). A code attaining the smallest cardinality is called optimal.
Identifying codes were first introduced by Karpovsky, Chakrabarty and Levitin in [14] . Their motivation for identification comes from multiprocessor systems. The problem is to find malfunctioning processors in multiprocessor systems. In other words, the set of malfunctioning processors X of size at most is required to be identified when the only available information is the I-set I r (C; X ). This I-set is provided by the processors in the code C monitoring processors within distance r and reporting if some are malfunctioning. The theory of identification can also be applied to sensor networks as is discussed in [20] . A natural goal in both cases is to find as small identifying codes as possible (see [15] also for energy conservation in sensor networks).
Since the seminal paper [14] , which was published in 1998, the field of identifying codes has been actively studied and forms now a topic of its own -for various papers dealing with identification and closely related topics, see [1] , [4, 5] , [9] [10] [11] 13] , [18, 20, 21] and for more the web-site [17] .
The organization of the paper is as follows. In Section 2 we consider lower bounds for r-identifying codes using a new approach -for the tables of the best known upper bounds we refer to [4] . Then we proceed in Section 3 by improving lower bounds for (r, ≤ )-identifying codes. Finally, in Section 4 we construct some (r, ≤ )-identifying codes with the best known cardinalities.
Lower bounds for r-identifying codes
In what follows we are going to improve the known lower bounds on r-identifying codes. The main underlying idea in the earlier results presented in [3] and [8] was to find as small values as possible for m = max{|I r (x)| : x ∈ F n } using partial constructions (besides these results, there is also a bound by Karpovsky et al. [14] ; see Theorem 2.5). In this section, we approach the problem in a different manner. Namely, we improve, when r > 1, the lower bound by concentrating on the function P r (n, i) defined below instead of the value m.
Let x ∈ F n and define
In other words, P r (n, i, x) denotes the maximum number of words y such that I r (C; y) ⊆ I r (C; x) and |I r (C; y)| = 2, where C is an r-identifying code satisfying |I r (C; x)| = i. Clearly, P r (n, i, 0) = P r (n, i, x) for every x ∈ F n because all the words in F n play the same role. Therefore, denote P r (n, i, 0) = P r (n, i). The definition of P r (n, i) may seem somewhat complicated. However, it arises naturally from the proof of the following theorem (see the inequality (1)). We will examine the function more closely after Theorem 2.1.
Proof. Denote by V i the words which are r-covered by exactly i codewords. Let x ∈ F n be a word r-covered by exactly two codewords (if any such words x exist). By Theorem 2.4.8 in [6] we know that there are at least 2r r words in F n covering both of these codewords (and one of them is x).
Therefore, for each word which is r-covered by exactly two codewords there are at least 2r r − 1 words which are r-covered by at least three codewords, since the code C is r-identifying. On the other hand, if y ∈ F n is r-covered by i ≥ 3 codewords, then there are at most P r (n, i) words z ∈ F n such that I r (z) ⊆ I r (y) and |I r (z)| = 2. Hence, by counting in two ways the number of pairs {x, y} such that
Notice also that there are clearly at most K = |C| words r-covered by a single codeword, i.e., |V 1 | ≤ K . Now, by counting in two ways the number of pairs {x, c}, where x ∈ F n and c ∈ C is r-covered by x, and by using the inequality (1), we have
By the definition of a, we know that
The claim immediately follows from this inequality.
In applying Theorem 2.1, we need to find as good upper bounds for P r (n, i) as possible. Since we are considering r-identifying codes, we immediately have that P r (n, i) ≤ i 2
. This estimate provides useful upper bound for small i. On the other hand it is also clear that P r (n, i) ≤ V (n, 2r), since only words in B 2r (0) are able to r-cover codewords in B r (0). (Actually, we can further say that P r (n, i) ≤ V (n, 2r) − 1, since the word 0 is always r-covered by i(≥ 3) codewords.) This upper bound works better with bigger i. Together these two estimates imply that
In what follows, we present two ways to improve the bound V (n, 2r) for P r (n, i). The first approach, which is based on Theorem 2.2, concentrates on bounding the number of words of weight 2r − 1 and 2r that contribute to the value P r (n, i). For the second method, assume that w is an integer such that r ≤ w ≤ 2r. Theorem 2.4 provides us then an upper bound for the number of words in B w (0) that are r-covered by at most two codewords in B r (0) when there are exactly i codewords in B r (0). These two approaches will then be combined (as is presented later).
In the following, we define two auxiliary functions, namely F r (n, w) and f r (n, w). The relation between these functions and the considered function P r (n, i) is examined after Theorem 2.2. Let now C ⊆ F n be an r-identifying code and w an integer such that 2r − 1 ≤ w ≤ 2r. Then define
Define also
Clearly, for any r-identifying code C ⊆ F n we have |F r (n, w)| ≤ f r (n, w). (Notice also that the value f r (n, w) remains unchanged if the word 0 is replaced by an arbitrary word y ∈ F n .) Theorem 2.2. Let C ⊆ F n be an r-identifying code. If k and w are integers such that 2r < k ≤ n and
Proof. Let y ∈ F n be a word of weight k. Define
Let us now consider pairs {y, x}, where y is a word of weight k and x ∈ H(y) ∩ F r (n, w). Since 2r − 1 ≤ w ≤ 2r, each word in B r (0) that is r-covered by a word in S w (0) ∩ H(y) belongs to H(y). Therefore, for each word y of weight k, there exists at most f r (k, w) different words in H(y) ∩ F r (n, w). Thus, by counting in two ways the number of pairs {y, x}, we have
Furthermore, we have
Theorem 2.2 tells us that the ratio of |F r (n, w)| to |S w (0)| = n w is always at most f r (k, w)/ k w when n ≥ k and 2r − 1 ≤ w ≤ 2r. Therefore, the value f r (k, w) for small k(< n), provides us an upper bound for the number of words in F r (n, w). Furthermore, the number of words of weight w that contribute to the value P r (n, i) is at most
and, therefore, is bounded from above by (
. Thus, if we know the values f r (k 1 , 2r − 1) and f r (k 2 , 2r) with k 1 and k 2 being positive integers, then we have for n ≥ max{k 1 ,
The following theorem provides us an easy upper bound for f r (2r + 1, 2r).
Theorem 2.3. We have
Proof. Assume to the contrary that f r (2r
be a set such that it attains this value. Now there exist at least three codewords in S r (0) (or we are done). Therefore, there exist two codewords c 1 ,
. This is a contradiction, since we assumed that each word in S 2r (0) is r-covered by a different set of codewords of size two.
It should be remarked that the upper bound for f r (2r + 1, 2r) in the previous theorem can be attained. For example when r = 2, it is easy to see that the set D = {00101, 00110, 01001, 01010} attains the value f r (5, 4) = 5 4
Notice that (when n grows) most of the words in B 2r (0) belong to S 2r (0). Hence, it is natural to concentrate on the values f r (n, 2r) needed in applying Theorem 2.2. The following values provide us significant improvements over Theorem 2.3:
These values were obtained by extensive computations using computers. The method uses our notion of a canonical form for a set of codewords, also used in [8] , which we now describe.
A set S of k codewords of length n is isomorphic to any set obtained from S by applying some permutation to the bit positions (coordinates) of all codewords. S is also isomorphic to any set obtained from S by translating each codeword in S by a fixed word. One obtains our canonical representation for S of codewords by considering each of the (up to) n!2 n isomorphic representations of S so obtained, listing the codewords of each in increasing order (the codewords can be viewed as n-bit binary numbers), and taking the representation that is lexicographically least.
For small sets of codewords, we were able to evaluate f by counting the number of I-sets of size two in each canonical form. For larger sets, there are two phases. For code sizes not too much larger (perhaps up to 10 or 12 more codewords, depending on n) than the size of the canonical forms, one can do a simple exhaustive search using some straightforward tree pruning. It is for such code sizes that the maximum number of I-sets of size two is reached. For example, in establishing f 2 (9, 4) = 60, we found it feasible to generate all canonical forms of size 11, and found that the maximum occurs for sets of codewords of size 16.
The time-consuming cases occur when the size of the code is much larger than the size of the canonical forms. It turns out that in these cases the maximum number of I-sets of size two that can be obtained is much smaller than the maximum. Intuitively, the codewords are too densely packed in the Hamming space for there to be a large number of I-sets of size two. Again referring to the example of f 2 (9, 4) = 60, we found that for sets of codewords of size 26 and larger, the maximum number of Isets of size two was only 15. Since we were only interested in whether the maximum value of 60 could be improved, significant tree pruning could be done. However, searching through all possibilities is still extremely time consuming. To assist in the search, we create a list of all pairs of codewords that might possibly be I-sets of size two, as words are added to the code in the search process, certain of these pairs are eliminated as candidates. When there are not enough candidates left to improve on our previous best, we can prune the search. Some refinements of this process were used for the case of f 4 (10, 8) .
Using the values in (5), we are able to significantly decrease the last term in the equation (4) . When r = 2, it is also straightforward to check that f 2 (5, 3) ≤ 9. Thus, when r = 2 and n ≥ 9, we have by the equation (4) Actually, this inequality together with Theorem 2.1 provides the best known lower bounds for M r (n) when r = 2 and n ≥ 9.
The consideration above provided an efficient way to estimate the number of words of weight 2r − 1 and 2r contributing to the value P r (n, i). The following theorem, on the other hand, gives us an upper bound for the number of words in B w (0) (r ≤ w ≤ 2r) that are r-covered by at most two codewords in B r (0) when there are exactly i codewords in B r (0). 
. 
and denote 
Consequently, we have
Now we have In applying Theorem 2.4, we have to be able to solve the following optimization problem for fixed
Indeed, this problem can be solved quite easily as follows: We have now presented two ways (Theorems 2.2 and 2.4) to improve the upper bound (3) for P r (n, i). When r = 2, the best known lower bounds are obtained by using only Theorem 2.2 (see the equation (6)). However, when r > 2, to obtain the best known lower bounds we need to combine the two methods explained above. For example when r = 3, we obtain the following inequality by combining Theorems 2.2 and 2.4:
where 0 ≤ i j ≤ n j for all j = 1, . . . , r. This inequality improves the known lower bounds, when n ≥ 19.
When r = 4 and r = 5, the known lower bounds are improved in a similar way to the inequality 
where s is the largest integer such that
If n/2 ≤ r ≤ n − 1, then instead of equation (8) we use
where s is the largest integer such that . But up to which i can we do this? Clearly, up to s defined in (9) . The rest of the words (i.e., in V i where i ≥ s + 1) are covered by at least s + 1 times. This yields (8) . Suppose then n/2 ≤ r ≤ n − 1. By [2] , we know that an r-identifying code has the property that also the sets I n−r−1 (x) are different, but (exactly) one can be empty. Hence, for the radius n − r − 1, we can count exactly as above, but now |V 0 | ≤ 1 and we have to use s as defined in (11) .
The previous theorem tells us when it is possible to have an r-identifying code of given size. It can be used to compute a lower bound for an r-identifying code in the following way: we start our computation from a known lower bound and then increase the size of the code until the equation (8) is satisfied.
In particular, Theorem 2.5 gives us that M 3 (5) ≥ 9. On the other hand, we know by [12] Proof. By the considerations above, we know that 9 ≤ M 3 (5) ≤ 10. Assume then to the contrary that there exists a 3-identifying code C ⊆ F 5 of size 9. By [2] , the code C has the property that also the sets I 1 (C; x) are different for all x ∈ F 5 (although one of these sets can be empty). As before, let V i denote the set of words which are 1-covered by exactly i codewords of C .
If |V j | ≥ 1 for some j = 4, . . . , V (5, 1), then as in (10) we get
which is a contradiction. Hence, |V j | = 0 for every j = 4, . . . , V (5, 1). Table 1 Lower bounds (the best previously known bounds in the parentheses) on the cardinalities of r-identifying codes for r = 2 and r = 3. e By computer search in [7] . f Blass et al. in [2] .
Assume now that |V 3 | ≤ 1. Then, as in the proof of Theorem 2.1, we have
Since |V 3 | ≤ 1, the number of words in V 2 is at least 21. This observation together with the previous inequality leads to a contradiction. Therefore, |V 3 | ≥ 2. However, this implies that
which is a contradiction. Thus, there does not exist a 3-identifying code of length 5 with 9 codewords.
Therefore, M 3 (5) = 10.
In Table 1 we have listed the best known lower bounds for r = 2, 3 and 2 ≤ n ≤ 30. For the best known lower bounds, we refer to [4] .
Lower bounds for (r, ≤ )-identifying codes
Let r and be integers such that r ≥ 2 and ≥ 2. In this section, we show that it is beneficial to concentrate on the sets S r (x) ∩ C instead of the usual I-sets B r (x) ∩ C , when we are bounding the cardinality of (r, ≤ )-identifying codes from below. Lemma 3.1. Let C ⊆ F n be an (r, ≤ )-identifying code and x 1 , x 2 , . . . , x i ∈ F n , where 1 ≤ i ≤ − 1 and x i ∈ {x 1 , . . . ,
Proof. Assume to the contrary that
Now there exist words y 1 , . . . ,
which is a contradiction with the fact that C is an (r, ≤ )-identifying code. Thus, the claim holds. Hence, the claim follows. 
Proof. By Lemma 3.1, we have
The following theorem provides us a new lower bound for (r, ≤ )-identifying codes. 
where, for j = 1, . . . , − 2, s j is the integer such that
Proof. Let j be an integer such that 1 ≤ j ≤ − 2 and define
Let us now consider pairs {X, c}, where X ∈ X j and c is covered exactly at distance r by a word in X .
It is easy to see that there exist 
where s j is such that
. Now, by combining the inequality above for all j, the claim follows.
Theorem 3.4 can be applied to find lower bounds in a way similar to Theorem 2.5. For example, the previous theorem provides us the best known lower bound 197 when r = 13, l = 5 and n = 35.
Previously the best known lower bound for these values was 169 by Karpovsky et al. in [14] .
The following theorem is a slightly modified version of Theorem 16 in [8] . However, it enables us to improve some lower bounds. 
Proof. Let C ⊆ F n be an (r, ≤ )-identifying code. By Lemma 3.1, we have that D r (x) ≥ 2 − 2 for every x ∈ F n . Now, by counting in two ways the number of pairs {x, c}, where x ∈ F n and c ∈ D r (x),
Hence, the claim follows directly from this inequality.
The previous theorem gives us, for example, the best known lower bound 37 for (2, ≤ 3)-identifying code of length n = 8. The best previously known bound for these values was 36 by Theorem 16 in [8] .
Constructions for (r, ≤ )-identifying codes
In the previous section we presented results concerning the lower bounds of (r, ≤ )-identifying codes. In what follows, we consider direct sum methods to construct new (r, ≤ )-identifying codes from known ones. The results presented in this section are mainly based on [19, Chapter 4] . The direct sum methods have been previously used, for example, in [3] and [7] (to construct new identifying codes from known ones). The direct sum of codes C 1 ⊆ F n 1 and C 2 ⊆ F n 2 , where n 1 and n 2 are positive integers, is defined as
Let us then start by presenting a preliminary lemma used in the following proofs. 
, which is a contradiction.
Suppose therefore that d(c * , x * 1 ) = 0 and c * is the only word in I r (C;
Next we show that X \ {x 1 } = Y \ {y h }. Assume there is a word
As above we get a contradiction unless x * k is the only codeword in I r (C;
(Recall that by the sum of vectors y 1 and 11 of length 2, we mean the usual addition of vectors.) Namely, y 1 + 11 = x t , otherwise x t could not cover any codeword at S 2 (y 1 ) ending with y 1 .
For r = 1 the previous result is known to be true when ≥ 3 [16] . 
For general r (in particular, when r ≥ 3) we have the following slightly weaker result. This code is chosen in such a way that it satisfies the conditions of the seventh paragraph in the proof of Theorem 4.2. 
