This article appeared in a journal published by Elsevier. The attached copy is furnished to the author for internal non-commercial research and education use, including for instruction at the authors institution and sharing with colleagues.
Introduction
Some graphics, engineering, and artificial intelligence applications, including surface modeling [2] , rendering and simulation on surfaces [3] [4] [5] [6] , spherical imagery [7, 8] , and manifold learning [9] , deal with abstract objects that can be naturally defined as differentiable manifolds embedded in R n . In most cases, these objects are surfaces in R 3 with arbitrarily large genus, but they can also be image panoramas [10] , the space of bi-directional reflectance distribution functions (BRDF's) [11] , or more general manifolds embedded in R n and generated by well-known techniques of dimensionality reduction [12] .
A common feature of all applications mentioned above is that they all need to build a manifold. For this purpose, the modern notion of manifold, which has been known and studied by mathematicians since the early 1900s, is not very helpful. The reason is that this notion (see Definition 2.5) is not constructive, in the sense that it does not tell us how to build a manifold. The lack of a constructive definition led many researchers and practitioners to representing manifolds by less powerful mathematical objects, making it difficult or even impossible to do differential calculus on them.
In 1995, Cindy Grimm and John Hughes [13] gave the first constructive definition of a manifold. They also provided an approach, based on their constructive definition, for building surfaces in R 3 that approximate polygonal meshes, a classic problem in surface modeling [2] . Their approach explicitly builds an atlas for the surface by "gluing" open sets in R 2 , and by defining functions, i.e., parametrizations, that take these open sets onto the surface in R 3 . The idea of gluing open sets to build manifolds can be traced back to André Weil, who introduced this idea to define abstract algebraic varieties by gluing irreducible affine sets in his book [14] published in 1946 (Chapter VII, Section 3, p. 179). However, Grimm and Hughes [13] were the first to come up with a practical approach. The existence of a C k n-atlas on a topological space, M, is sufficient to establish that M is an n-dimensional C k manifold, but there is still a minor subtlety in the actual definition of a manifold. This has to do with the fact that there may be many choices of atlases, but it is useful to think of a manifold as an object independent of the choice of atlas. To do so, we define the notion of atlas compatibility. To say that two atlases are compatible is equivalent to saying that the union of the two atlases is still an atlas. Atlas compatibility induces an equivalence relation on C k n-atlases on M. In particular, given an atlas, A, for M, the collection, A, of all charts compatible with A is a maximal atlas in the equivalence class of charts compatible with A. Finally, we have the definition of a manifold: Definition 2.5. Given an integer n 1 and given some k such that k is either a positive integer or k = ∞, a C k manifold of dimension n consists of a topological space, M, together with an equivalence class, A, of C k n-atlases on M. Any atlas, A, of A is called a differentiable structure of class C k (and dimension n) on M. When k = ∞, we say that M is a smooth manifold of dimension n.
For technical reasons (in particular, to ensure the existence of partitions of unity) and to avoid "esoteric" manifolds that do not arise in the practical applications we mention in this paper, from now on, all topological spaces under consideration will be assumed to be Hausdorff and second-countable.
We can allow k = 0 in the above definitions. If this is the case, then condition 3 of Definition 2.3 is void, since a C 0 diffeomorphism is just a homeomorphism, but ϕ ji is always a homeomorphism. When k = 0 we call M a topological manifold of dimension n. We do not require a manifold to be connected but we require all components to have the same dimension, n. Actually, on every connected component of M, it can be shown that the dimension, n ϕ , of the range of every chart is the same. This is quite easy to show if k 1 but for k = 0, this requires a deep theorem of Brouwer (the Invariance of Domain Theorem). We can also allow n = 0 in the above definitions. If this is the case, then every one-point subset of M is open. So, every subset of M is open, i.e., M is any countable set (as we assumed M to be second-countable) with the discrete topology. Finally, note that every manifold is locally compact and locally connected, as R n is locally compact and locally connected.
For an example of a manifold, consider the sphere S n ⊂ R n+1 ,
We can regard S n as a topological space by giving S n the topology consisting of all subsets U of S 
Note that ϕ N and ϕ S are homeomorphisms that map open sets of S n to open sets of R n (regarding R n as a topological space equipped with the usual topology). So, (U N , ϕ N ) and (U S , ϕ S ) are charts. Furthermore, if we let U N = S n − {N} and U S = S n − {S}, we see that (1) 
n , and (3) it is easily checked that on the overlap,
the transition maps,
which is a smooth bijection on R n − {O }. 
This curve is not a manifold. The reason is that the curve has a self-intersection at the origin (see Fig. 2 
Sets of gluing data for manifolds
The definition of a manifold (see Definition 2.5) assumes that the topological space, M, is already known. However, there are situations of practical interest in which we only have some indirect information about the overlap of the domains, U i , of the local charts in terms of the transition maps,
but where the manifold M itself is not known. This is the case when trying to build a smooth surface to approximate a mesh in R 3 [13, [15] [16] [17] [18] 
can be viewed as a "gluing map" between two open subsets, Ω ij and Ω ji , of Ω i and Ω j , respectively. Remarkably, manifolds can be constructed from what we often call "gluing data" using the "gluing process" alluded to above. It is important to note that if the Ω ij arise from the charts of a manifold, then nonempty triple intersections 
and similarly
and these sets are related. Indeed, we have
and similar equations relating the other "triple intersections." In particular,
This is important, because ϕ
The definition of gluing data given by Grimm and Hughes [13, 26] misses the above condition.
In this section, we formalize the notion of gluing data, describe the gluing process, and prove the correctness of this process in details. Our proof assumes a few mild conditions on the gluing data. Definition 3.1. Let n be an integer with n 1 and let k be either an integer with k 1 or k = ∞. A set of gluing data is a triple,
where I is a nonempty countable set (possibly infinite),
and such that the following properties hold: 
is a C k bijection for every (i, j) ∈ K called a transition (or gluing) map, which satisfies the following: There are several subtle points related to conditions 1-4 of Definition 3.1. First, we note that the index set I is assumed to be countable (finite in practical applications). For technical reasons that will become clear later, we also assume in condition 1 that any two p-domains, Ω i and Ω j , with i = j, are disjoint. This assumption is by no means a restriction, as I is countable. In fact, we can always map Ω i to the unit open ball centered at (i, 0, . . . , 0 n−1 ), for i ∈ N. To do so, we can use the map
which is a smooth diffeomorphism from R n to the open unit ball B 1 (O , R n ), whose inverse map is given by
, . . . ,
, to map Ω i to the unit ball centered at O ∈ R n , and then translate this ball by i units along a single axis.
In condition 3, we are only interested in the Ω ij 's that are nonempty, but empty Ω ij 's do arise in proofs and constructions and this is why we allow empty gluing domains in condition 2. Also, observe that Ω ij ⊆ Ω i and Ω ji ⊆ Ω j . If i = j, then Ω i and Ω j are disjoint, and so are Ω ij and Ω ji .
Condition 3c is called the cocycle condition. Note that it differs from the condition given in earlier versions of this work [1, 27] . It is a bit stronger, which makes proofs easier. This condition may seem overly complicated, but it is actually needed to guarantee the transitivity of the relation, ∼, defined in the proof of Theorem 3.1. The problem is that ϕ kj • ϕ ji is a partial function whose domain, ϕ
, is not necessarily related to the domain, Ω ik , of ϕ ki . To ensure transitivity of ∼, we must assert that whenever the composition ϕ kj • ϕ ji has a nonempty domain, this domain is contained in the domain, Ω ik , of ϕ ki (refer to Fig. 3.1) , and that ϕ kj • ϕ ji and ϕ ki agree in ϕ
Since the ϕ ji 's are bijective, condition 3c implies conditions 3a and 3b. In fact, to get condition 3a, set i = j = k. Then, condition 3b follows immediately from conditions 3a and 3c by letting k = i.
Finally, condition 4 is a necessary and sufficient condition for the space obtained by gluing the p-domains to be Hausdorff. We shall prove this statement later on. Fig. 3 .2 illustrates condition 4. The idea of defining gluing data for manifolds can be traced back to André Weil, who introduced it to define abstract algebraic varieties by gluing irreducible affine sets in his book [14] published in 1946 (Chapter VII, Section 3, p. 179). The same idea is well-known in bundle theory and can be found in standard texts such as Steenrod [28] . The beauty of the idea is that it allows the reconstruction of a manifold without having prior knowledge of its topology, but by gluing open subsets of R n (the Ω i 's) according to prescribed gluing instructions (namely, glue Ω i and Ω j by identifying Ω ij and Ω ji using ϕ ji ).
The gluing process clearly separates the local structure of the manifold (given by the Ω i 's) from its global structure, which is specified by the gluing functions. Furthermore, this method ensures that the resulting manifold is C k (even for k = ∞) with no extra effort since the ϕ ji 's are assumed to be C k . Grimm and Hughes [13, 26] were the first to have realized the power of the gluing process for practical applications, and also to propose a manifold-based approach for fitting smooth surfaces to meshes in R 3 . However, the cocycle condition given in the definition of a set of gluing data in [13, 26] is not strong enough to ensure transitivity of the relation ∼. In addition, Grimm [26] uses a condition stronger than our condition 4 to ensure that the resulting space is Hausdorff. We will come back to these issues later. A correct definition of a set of gluing data, along with a necessary and sufficient Hausdorff condition (i.e., condition 4 of Definition 3.1), is among the main contributions of this paper. Let us now prove that a C k manifold can be defined from a set of gluing data in a natural way:
Theorem 3.1. For every set of gluing data,
there is an n-dimensional C k manifold, M G , whose transition maps are the ϕ ji 's.
Proof. Define the binary relation, ∼, on the disjoint union, i∈I Ω i , of the open sets, Ω i , as follows: For all x, y ∈ i∈I Ω i ,
x ∼ y and x, y ∈ Ω i , then x = y. We claim that ∼ is an equivalence relation. This follows easily from the cocycle condition.
Clearly, condition 3a of Definition 3.1 ensures reflexivity, while condition 3b ensures symmetry. To check transitivity, assume that x ∼ y and y ∼ z. Then, there are some
Since ∼ is an equivalence relation, let Fig. 3.3 ). Also, for every i ∈ I , let in i : Ω i → i∈I Ω i be the natural injection and let
Since we already noted that if x ∼ y and x, y ∈ Ω i , then x = y, we can conclude that every τ i is injective. We give M G the coarsest topology that makes the bijections, τ i :
, it is immediately verified that the (U i , ϕ i ) are charts and that this collection of charts forms a C k atlas for M G .
As there are countably many charts, M G is second-countable. To prove that the topology is Hausdorff, we first prove the following: 
Claim. For all
Since the same argument applies by interchanging i and j, we have that
, then we know that there is some x ∈ Ω ij and some y ∈ Ω ji such that z ∼ x and z ∼ y,
, and then we get
So, our claim is true, and we can use it. We now prove that the topology of M G is Hausdorff. 
There are several cases to consider (refer to Therefore, the topology of M G is Hausdorff and M G is indeed a manifold. Finally, it is trivial to verify that the transition maps of M G are the original gluing functions, ϕ ij , since ϕ i = τ
In what follows, we show that condition 4 (the Hausdorff condition) of Definition 3.1 is necessary, and we also show that the cocycle condition given by Grimm in [13, 26] does not ensure the transitivity of ∼.
Consider the open intervals
, and Ω 21 = (2, 1) in R, and let ϕ 21 (x) = x + 4 and ϕ 12 (x) = x − 4 be the gluing functions that identify Ω 12 and Ω 21 . The space, C , resulting from this gluing data is a curve looking like a "fork". Note that the gluing data does not satisfy condition 4 of Definition 3.1 for
But, the images of −2 and 2 in C cannot be separated, as the images in C of any two open intervals
identified. So, C is not a Hausdorff space, and thus condition 4 is indeed necessary.
Grimm [26] (p. 40) uses a condition stronger than our condition 4 to ensure that the quotient, M G , is Hausdorff, namely,
n . This is a stronger condition, which for instance prevents us from obtaining a 2-sphere by gluing two open disks in R 2 along an annulus (as described in [26] , Appendix C2, p. 126). such that
where
where Diff(F ) denotes the group of diffeomorphisms of the fiber, F , such that
for all b ∈ U α ∩ U β and all p ∈ F . The maps, g βα , are the transition maps of the bundle. Observe that for all b ∈ U α ∩ U β , the maps, g βα (b), have the same domain and the same range, F . So, whenever
maps g βα , g γ β and g γ α have the same domain and the same range. Consequently, in this case, the cocycle condition can be simply stated as
without taking any precautions about the domains of these maps. However, in our situation (a manifold), the transition maps are of the form ϕ ji : Ω ij → Ω ji , where the Ω ij are various unrelated open subsets of R n , and so, the composite map, ϕ kj • ϕ ji only makes sense on a subset of Ω ij (the domain of ϕ ji ). However, this subset need not be contained in the domain of ϕ ki . So, in order to avoid the extra complications we saw before, the constraints in condition 3c of Definition 3.1 must be imposed.
The cocycle condition given by Grimm in [26] (p. 40) and [13] (p. 361) is stated as follows:
This condition is not strong enough to imply transitivity of the relation ∼. In fact, consider the open intervals 9) , and Ω 31 = (6, 7) in R, and the gluing functions ϕ 21 (x) = x + 4, ϕ 32 (x) = x + 4, and ϕ 31 (x) = x + 4 (refer to Fig. 3 .5). Note that the pairwise gluing yields Hausdorff spaces. Clearly, ϕ 32 • ϕ 21 (x) = x + 8, for all x ∈ Ω 12 , but Ω 12 ∩ Ω 13 = ∅. So, we get 0.5 ∼ 4.5 ∼ 8.5. However, 0.5 8.5 since ϕ 31 (0.5) is undefined. The problem is that because Ω 12 ∩ Ω 13 = ∅, condition (c ) is vacuous, and it is never checked that the nonempty domain of ϕ 32 • ϕ 21 is a subset of the domain of ϕ 31 .
Remark 3.3.
In reconstructing a fiber bundle from B and the transition maps, g βα , we use the g βα to glue the spaces
In reconstructing a manifold from a set of gluing data, we glue the open sets Ω i and Ω j along Ω ij and Ω ji , which are identified using the maps, ϕ ji . 
Manifolds from sets of gluing data
The proof of Theorem 3.1 gives us a theoretical construction, which yields an "abstract" manifold, M G , but does not yield any information on the geometry of this manifold. In addition, the manifold M G may not be orientable nor compact, even if we start with a finite set of p-domains. In practice, we often need a compact and orientable manifold embedded in R n , for some small integer n, with a prescribed geometry. In this section, we define such a "concrete" manifold from a set of gluing data.
Given a set of gluing data
it is natural to consider the collection of those (abstract) manifolds M that are parametrized by maps
whose domains are the Ω i 's and whose transition maps are given by the ϕ ji 's, that is, such that
We say that such manifolds are induced by the set of gluing data, G. Fig. 4 .1 illustrates this notion.
Recall from the proof of Theorem 3.1 that the parametrization maps τ i 's of the manifold M G satisfy the condition
Furthermore, they also satisfy the consistency condition,
If M is a manifold induced by the set of gluing data, G, because the θ i 's are injective maps and ϕ ji = θ
the two properties stated above for the τ i 's also hold for the θ i 's. In practice, however, it is often hard to ensure injectivity of the θ i 's [1] . Fortunately, we can still define a useful class of spaces from gluing data and parametrizations maps that are not necessarily injective. Roughly speaking, the gluing data specify the topology and the parametrizations define the geometry of the space. These spaces, called parametric pseudo-manifolds (or simply, PPMs), are not quite manifolds, but they have successfully been used as such in several applications [29, 6, 30, 19] .
Parametric pseudo-manifolds
Parametric pseudo-manifolds are topological spaces induced from gluing data which have two distinguishing properties: 
is a set of gluing data, for some finite set I , and each θ i is a C k function, θ i :
is called the image of the parametric pseudo-manifold, M. Whenever n = 2 and d = 3, we say that M is a parametric pseudo-surface (or PPS, for short), and that M, the image of M, is a pseudo-surface.
Condition C obviously implies that
. Thus, the set M, whatever it is, is covered by pieces,
, not necessarily open, such that each U i is parametrized by θ i , and each overlapping piece, U i ∩ U j , is parametrized consistently. The local structure of M is given by the θ i 's and its global structure is given by the gluing data. More importantly, we can equip M with a manifold structure if we require the θ i 's to be injective and to satisfy
which means that the images of disjoint parametrization domains are also disjoint.
Even if the θ i 's are not injective, properties C and C are still desirable since they ensure that
are disjoint, and thus unambiguously parametrized. Unfortunately, properties C and C seem to be difficult to enforce in practice by some automatic procedure (at least for surface constructions based on the gluing process [13, 15, 16, 18, 1] ). Interestingly, regardless whether conditions C and C are satisfied, we can still show that M is the image in R d of the abstract manifold, M G , as stated by Proposition 4.1 below: 
where ∼ is the equivalence relation defined so that, for all x, y ∈ i∈I Ω i ,
From the proof of Theorem 3.1, we have that
In particular,
These properties with the fact that the τ i 's are injections for all
, and let
we define Θ i and Θ j in such a way that they agree, 
Equivalence of gluing data and isomorphic manifolds
To end our discussion on the definition of manifolds from gluing data, we show that it is possible to characterize isomorphism between two manifolds induced by the same set of gluing data in terms of a condition on their transition maps. This characterization suggests a notion of equivalence on sets of gluing data.
This notion of equivalence stated in Definition 4.2 is directly inspired by the definition of the equivalence of fiber bundles over the same base B and using the same open cover of B, discussed in Hirzebruch [31] and Chern [32] . It may be possible to come up with a more general definition of equivalence involving different sets of gluing data and to obtain a generalization of Proposition 4.3. We were unable to come up with such a definition, and we leave this as a topic of further research. With our definition, any two manifolds induced by two equivalent sets of gluing data are indeed isomorphic. 
Proposition 4.2. Given any set of gluing data,
Proof. The composition θ
and its "inverse" θ
.
is also a partial function and we let
Using this, on W ij , we get 
over the same p-domains and gluing domains, Ω i 's and Ω ij 's, are equivalent iff there is a family of C k bijections,
such that for all i, j ∈ I and for all x ∈ Ω ij ,
Based on the notion of equivalence of gluing data given by Definition 4. 
where the ρ i : Ω i → Ω i 's are the maps giving the equivalence of G and G . If we prove that f i and f j agree on the overlap, But, we also know that
which shows that f i and f j agree on τ i (Ω i ) ∩ τ j (Ω j ), as claimed. 2
Building a "concrete" set of gluing data
This section describes a construction for defining a "concrete" set of gluing data from a given simplicial surface in R 3 .
Such a surface is known as a "triangle mesh" in the graphics and engineering literature. Our construction uses the connectivity information of the given triangle mesh to define the set of gluing data. In [1] , we show how to define a PPS from this set of gluing data. We start with an informal description of our construction, while pointing out the problems we ran into during the process of defining the construction. We also motivate the decisions we made to overcome these difficulties.
Informal description of the method
Suppose you are flying over a triangle mesh (or mesh, for short), and refer to Fig. 5.1 . Looking down at the mesh, around every vertex u, we see a star of triangles (i.e., the collection of triangles incident to u along with their edges and vertices). For every pair of adjacent vertices u and w, there are two stars that overlap in a (generally nonflat) quadrangle consisting of two triangles sharing the edge [u, w] , as shown in Fig. 5 .1b. Thus, it is natural to associate to every vertex, u, of our mesh a p-domain Ω u , which is a flattened version of the star of u, namely the interior of a regular polygon of radius cos(π /m u ), where m u is the degree of u. There is a natural piecewise affine map s u which maps the star of u to that p-domain, so that the image of every point v on the star of u is s u (v). In particular, s u (u) is the center of Ω u . Now, given two adjacent vertices u and w on the mesh, the overlap of the stars of u and w is a quadrangle, say [u, v, w, z] , and this quadrangle corresponds to two quadrangles: Fig. 5.2 To simplify notation, we assume that some vertex u 0 is chosen on the star of u, so that we can denote the vertices of the star by u 0 , . . . , u m u −1 (listed according to some cyclic traversal of the star boundary), and we denote s u (u i ) by u i . We also denote s u (u) by u . Now, the problem is to define transition maps, ϕ wu : Ω uw → Ω wu , which are smooth diffeomorphisms, and to find explicit formulae for the ϕ wu 's that satisfy the cocycle condition. Furthermore, we would like the ϕ wu to be easily computable. Since Ω uw and Ω wu are bounded open subset of the plane, at first glance, it would appear that the problem is solved by appealing to the Riemann mapping Theorem (see Ahlfors [33] , Chapter 6, Section 1.1). However, there is no closedform formula giving the Riemann mapping for quadrangles. Instead, a conformal diffeomorphism is given by the SchwarzChristoffel formula, which involves an integral (see Ahlfors [33] , Chapter 6, Section 2.2). To make things worse, we have not been able to prove that such a formula yields a diffeomorphism satisfying the cocycle condition. We believe that this is a difficult problem, and we leave it for future research.
In view of the above considerations, we will seek an approach where we modify the open subsets Ω u and Ω uw a little bit. A similar strategy was used by Ying and Zorin in [16] . Indeed, they construct transition functions whose domains are unions of concave or convex sectors. These domains are not convex in general. As we will see, our p-domains have the advantage of being always convex. While there is only one type of gluing domain in our construction, theirs has two types of gluing domains. 2 Moreover, Ying and Zorin consider quadrangle meshes and their function g u (see Definition 5.5) rescales the polar radius r using an exponential. Their g u function is conformal; ours is not, but our g u has the advantage of being linear in polar coordinates, and thus less expensive to compute (and invert). Let us go back to an informal description of our approach. First, we can simplify the problem of finding the smooth diffeomorphisms ϕ wu by reducing it to finding a diffeomorphism between a quadrangle whose angle at the origin is 4π /m u and the canonical diamond Q , consisting of two equilateral triangles, whose vertices are (0, this quadrilateral into the canonical diamond Q using g w . However, observe that because under the rotation R (u,w) the vertex v goes to u m u −1 (resp. the vertex z goes to u 1 ), and under the rotation R (w,u) the vertex v goes to w 1 (resp. the vertex z goes to u m z −1 ), the images of v and z under the rotations R (u,w) and R (w,u) are flipped, and similarly for the images of u and w. The solution is simple: in order for g u • R (u,w) and g w • R (w,u) to yield the same result, rotate Q by π around the point (1/2, 0). Let h denote this rotation. In summary, we can now define our diffeomorphism ϕ wu by
with ϕ uu = id. So, the problem is reduced to finding diffeomorphisms g u that satisfy the cocycle condition.
We must show that ϕ wu = ϕ wx • ϕ xu , whenever the right-hand side is defined (which turns out to imply that the left-hand side is also defined). Since
and hence we must show that right-hand side above is equal to ϕ wu = R −1 where m x is the degree of x. We get
In order to make progress, it would be nice if we could simplify the middle term,
x . In fact, if we look at Fig. 5 .5, we see that it would be desirable to assume that the middle term is
where M − π 3 is the rotation of center (0, 0) and angle −π /3. If we do so, we get the simplified expression
We seem to be stuck, but it turns out that property A implies the following identity (named property B):
as shown in Proposition 5.1. Similarly, we have
Using the above identities, we get
Luckily, the above expression can be further simplified because
and consequently, we get
as desired (we refer the reader to Appendix A for detailed proofs). We still need to find a diffeomorphism g u from the interior of [u , u m u −1 , u 0 , u 1 ] to the canonical diamond Q which satisfies property A.
It is natural to look for an expression of g u in polar coordinates, and it turns out that the function Indeed, the image of the straight edges [u 0 ,
diamond with curved edges; it is concave if m u 6, and convex otherwise. In order to fix this problem, we need to modify Ω u or Q , so that g u is a bijection onto Q . In particular, there are at least two ways of fixing the problem: If we choose option (1), we obtain nonconvex p-domains that consist of concave or convex sectors (unless n u = 6). We prefer the second option because the p-domains are simpler and convex, which is also a crucial property for constructing parametrizations over these domains using splines or other machinery (subdivision surfaces, etc.) Therefore, in the rest of this paper, we will adopt the second option for the p-domains, and we will prove rigorously that the properties of gluing data are satisfied. The first option is closely related to the method described in [16] for constructing transition functions, but quadrangle meshes are used to define the gluing data rather than triangle meshes.
Gluing data
In this section, we build the collections (Ω i ) i∈I , (Ω ij ) (i, j)∈I×I , and (ϕ ji ) (i, j)∈K of the set of gluing data, G, based on the idea informally presented in Section 5.1. Before presenting the details of our construction, we establish the notation that we will use for dealing with some basic notions of piecewise-linear topology. This subject can be found in standard textbooks such as the one written by Bloch [34] . For each integer i, with 0 i dim(K), we define K (i) to be the simplicial complex consisting of all j-simplices of K with 0 j i. Now, let K be any given simplicial surface in R 3 . Our goal is to define a set of gluing data from K, say
As we said before, each p-domain, Ω i , in (Ω i ) i∈I is the interior of a circle in R 2 , while each gluing domain, Ω ij , in (Ω ij ) (i, j) ∈I×I is defined by means of two abstractions, namely, a P -polygon and its canonical triangulation, together with a composition of bijective maps. From now on, we assume that the degree of every vertex v in K (i.e., the number of edges of K having v as a 0-face) is at least 3.
Let I = {v | v is a vertex of K}. 
where m v is the degree of vertex v.
Note that Ω v is simply the interior of a circle of radius cos(π /m v ) centered at the origin of R 2 .
For any two u, w ∈ I , we assume that Ω u and Ω w belong to distinct "copies" of R 2 . This assumption ensures that Ω u ∩ Ω w = ∅, so that condition 1 of Definition 3.1 holds. To build gluing domains and transition maps, we need the notions of Ppolygon and canonical triangulation. We also need to define the transition function ϕ wu , which is the composition of two rotations around the origin, an analytic map, a Polar to Cartesian coordinate conversion map (and its inverse), and a rotation of angle π (a double reflection), as the reader can probably guess from the discussion in Section 5.1. We assume that P v resides in the copy of R 2 that contains the p-domain Ω v . As a result, the p-domain Ω v is the interior, int(C v ), of the circle, C v , inscribed in the P -polygon, P v , i.e., Ω v = int(C v ).
Let v be a vertex in K of degree m v . Since K is a simplicial surface, the link, lk(v, K), of v in K is homeomorphic to S 
The conversion from Cartesian to polar coordinates and back is defined as follows: Function Π is bijective and its inverse,
is given by
Both Π and Π −1 are C ∞ functions. We use Π and Π −1 to define a map associated with each vertex of K: Function g v maps Ω u onto the circle of center (0, 0) and radius cos(π /6) and is the key to our construction, as we have already said in Section 5.1. Below, we give the formal definition of this function: The function g v is bijective and its inverse, (β, s) are the polar coordinates of q and m v is the degree of vertex v in K. Since f v is clearly C ∞ , so is g v .
We also need the rotation h introduced in Section 5.1. 
with Cartesian coordinates (x, y).
Function h is the rotation of center (1/2, 0) and angle π . This function is a "double" reflection: p = (x, y) is reflected over the line x = 1/2 and then over the line y = 0. Our transition maps are composite functions involving Π , g v , h, rotations, and their inverses. The domains and ranges of our transition maps are more easily defined through an abstraction named the canonical lens (see Fig. 5.9 ).
More specifically, let u and w be any two vertices of K such that [u, w] is an edge of K, and as in Section 5.1, let R (u,w) denote the rotation around (0, 0) that takes the edge [s u 
where C is the circle of radius cos(π /6) and center (0, 0), as illustrated by Fig. 5.9 . In turn, function h maps int(C ) − {(0, 0)} onto the set int(D) − {(1, 0)}, where D is the circle of radius cos(π /6) and center (1, 0) . Finally, the composite function R −1
From the above remarks, we can conclude that only the points in the set 
The set
is the so-called canonical lens. Set E (i.e., the canonical lens) is contained in the quadrilateral, Q , given by the vertices with 
for every point p ∈ G uw , where
, and E is the canonical lens. 
Observe that g (u,w) is bijective. Its inverse, g
for every q ∈ G wu . As we shall prove,
is nonempty and open in R 2 , and g Finally, g (u,w) plays a crucial role in the following two definitions: Definition 5.8. For any two vertices u, w ∈ I , the gluing domain Ω uw is defined as
u (E), and ∅ otherwise.
As we shall see in Appendix A, Definition 5.8 satisfies condition 2 of Definition 3.1. In addition, observe that the requirement Ω uu = Ω u , for all u ∈ I , is true by definition. So, we are left to prove that the set Ω uw is open in R 2 and Ω uw = ∅ if and only if Ω wu = ∅, for every (u, w) ∈ I × I , with u = w.
Transition maps are bijective functions between nonempty gluing domains defined as follows: Definition 5.9. Let K be the index set,
Then, for any pair (u, w) ∈ K , the transition map,
is such that, for every p ∈ Ω uw , we let Function g (u,w) possesses the properties A and B described in Section 5.1, which play a crucial role in proving that the transitions maps introduced in Definition 5.9 satisfy conditions 3 and 4 of Definition 3.1. The details are given in Appendix A but we state and prove the two properties right now.
Proposition 5.1. The maps g u satisfy the following properties: 
Proof. (A) If (α, s) and (β, t) 
but using A, we have
Note that the proof of B shows that B actually follows from A, and the fundamental fact that
in a counterclockwise enumeration of the vertices of P u ). Also, observe that condition 3a, ϕ uu = id Ω u , for all u ∈ I , is true by definition. So, we are left to prove conditions 3b and 3c (the cocycle condition). Condition 3b is proved using Proposition 5.1. Once condition 3b has been proved, it is easy to prove that condition 3c holds using Proposition 5.1 (see Lemma A.8). We also show in Appendix A that the Hausdorff condition (condition 4 of Definition 3.1) holds. We developed a computer program for building sets of gluing data from simplicial surfaces. 3 Our program is based on the construction described above, and it also allows us to define a Parametric Pseudo-Surface (PPS) from the gluing data. The computational aspects of this program are detailed in [1, 27] . Figs. 5.12-5.14 show approximations to the images of three PPSs generated by the program.
Conclusions
We gave a novel and constructive definition of gluing data, and proved that a universal manifold can always be built from a set of gluing data. Our definition fixed a flaw in the definition of the pioneering work of Grimm and Hughes [13] , and provided a necessary and sufficient condition for building Hausdorff spaces from sets of gluing data. To demonstrate the applicability of our definition, we showed how to construct sets of gluing data from simplicial surfaces, and then proved the correctness of our construction. Although this construction is limited to simplicial surfaces, our definition of sets of gluing data is not. In principle, sets of gluing data can be built from other objects. We also introduced a class of spaces called parametric pseudo-manifolds (or PPM's for short), which under certain conditions are manifolds embedded in R n , for some positive integer n. PPM's can be naturally defined from sets of gluing data, and they are powerful representations for manifolds arising in several graphics and engineering applications [2] [3] [4] [5] [6] [7] [8] 10] . We have already used PPM's for building C ∞ -surfaces in R 3 that approximate simplicial surfaces [1] . Unlike other approaches for constructing surfaces, such as the stitching paradigm [2] or subdivision surfaces [35] , sets of gluing data and PPM's allowed us to build C k surfaces, for a large integer k or even k = ∞, with ease.
As future work is concerned, we intend to create an analogous definition of sets of gluing data for building manifolds with boundary. This definition would definitely increase the range of applications for manifold-based constructions.
A manifold-based construction for surfaces with boundary in R 3 already exists [36] , but it is not based on any definition of sets of gluing data for manifolds with boundary. In particular, the issue of the cocycle condition is not addressed, and we know that it is a delicate point (similarly for Grimm and Hughes's approach). We are also developing a construction for building gluing data from point sets in R n , and using our construction for mesh optimization [19] . This sort of construction benefits from existing techniques for manifold learning [12] and point set surfaces [37] .
The main obstacle in developing constructions for gluing data is the cocycle condition (see Definition 3.1). The reason is that it does not seem easy to find transition maps that satisfy the cocycle condition and are still simple to invert and evaluate. For instance, we were unable to find polynomial transition maps for the construction described in Section 5. The reader may also wonder why the p-domains are not the interior of the P -polygons (but the interior of the circle inscribed in the P -polygon). The reason is that we were also unable to find diffeomorphisms defined on the interior of the P -polygons. In this respect, we showed that if a map satisfies property A (see Proposition 5.1), then it satisfies the cocycle condition. However, we do not know whether condition A is a necessary condition. We also do not know whether the diffeomorphism given by the Schwarz-Christoffel formula satisfies the cocycle condition. We leave these as open problems to be further investigated. It is interesting to remark that affine maps between triangles of the canonical triangulations of the P -polygons satisfy the cocycle condition, but do not yield C k -functions, for k 1, along common edges of adjacent triangles. In turn,
projective maps between quadrilaterals formed from two adjacent triangles are C ∞ , but do not satisfy the cocycle condition (see [27] for details).
Proof. 
, where C and D are the circles of radius cos(π /6) and centers (0, 0) and (1, 0), respectively.
Furthermore, we also have that
where we used the property that R (u,w) 
and property A from Proposition 5.1 to claim that g u • M − 2π mu
, where F is the circle of radius cos(π /6) and center (1/2, √ 3/2) (see Fig. A.1 ). So,
, we can proceed as before, but noting that
To prove the second claim, note that 2π mu
To show that M 2π mu (Ω uz ) = Ω uw holds, we can proceed as before, but noting that M 2π
We can now prove the first implication of condition 3c of Definition 3.1. 
Proof. We distinguish three cases: (a) u = w = x, (b) u = w and u = x, or u = x and u = w, or w = x and u = w, and (c) u = w, u = x, and w = x. Case (a) is trivial, as Ω xu ∩ Ω xw = Ω x , and thus ϕ −1
Case (b) is also trivial. If u = w and u = x then Ω xu ∩ Ω xw = Ω xu , and thus ϕ −1 
From Proposition A.7, we have that
where M π 3 is a rotation by π 3 around the origin. By construction, the composite function g x • R (x,u) maps Ω xu onto the canonical lens, E = int(C ) ∩ int(D), where C is the circle of radius cos(π /6) and center (0, 0) and D is the circle of radius cos(π /6) and center (1, 0) . So, we get that
where G is the circle of radius cos(π /6) and center (1/2, − √ 3/2). But, only the points of the above set that are also in
u (see Fig. A.2 ). Now, we claim that the image of
In fact,
By definition,
In turn, from Proposition A.7, we know that
and hence 
Proof. From Lemma A.8, we know that ϕ wu is well-defined for all points in ϕ −1
So, we are left to show that ϕ wu = ϕ wx • ϕ xu . Assume that u, w, and x are all distinct; otherwise, if two of them are equal or all of them are the same, our claim would be reduced to condition 3b of Definition 3.1, which has been proved. Since the indices u, w, and x are assumed to be pairwise distinct, Definition 5.9 tells us that ϕ wu = g (u,w) , ϕ wx = g (x,w) , and ϕ xu = g (u,x) . So, we need to prove that From Definition 5.7, we know that
and
So,
To show that the right side of Eq. (4) 
Next, from Proposition A.7, we know that
Since p ∈ g −1 (u,x) (Ω xu ∩ Ω xw ), we can conclude from property B of Proposition 5.1 that
For the same reason, we also know that 
for every t, where t = g w • R (w,x) (q) for some q ∈ g −1 (w,x) (Ω xu ∩ Ω xw ).
Substituting the right-hand side of the identities in Eq. (6) and Eq. (7) with their left side into Eq. (5), we get
• g u • R (u,w) . (8) This means that
Now, the above expression can be further simplified because 
for every p ∈ g (u,w) (V p ). By construction, we know that g (u,w) (V x ) ∩ V y = ∅. To conclude that our claim is true, it suffices to notice that g (u,w) (V x ∩ Ω uw ) ⊂ Ω w and that ϕ wu = g (u,w) for every point in Ω uw , which implies that ϕ wu (V x ∩ Ω uw ) ∩ (V y ∩ Ω wu ) = ∅. So, our claim follows. 2
We can now prove Theorem A.1:
Proof. Our claim follows immediately from the facts that our construction yields p-domains, gluing domains, and transition 
