2 ) for a classical MOT scheme.
C
URRENT electronic systems pose significant challenges for electromagnetic modeling. Increasing clock and edge rates require an accurate system characterization over ever-widening frequency bands. Simultaneously, advances in system integration call for precise representation of increasingly fine geometric features. All of this translates into a need for a simulation capability that permits the analysis of systems modeled in terms of large numbers of unknowns.
Full-wave transient solvers for analyzing electromagnetic compatibility and interference (EMC/EMI) problems are either differential equation (DE)-based or integral equation (IE)-based. DE-based methods [e.g., the finite difference time-domain (FDTD) technique, the transmission line matrix method, and the finite element method (FEM)] are highly suitable for analyzing problems involving inhomogeneous media.
However, they require a volumetric discretization of the computational domain (for both homogeneous and inhomogeneous regions) and approximate absorbing boundary conditions to truncate the latter. When analyzing homogenous media/surface structures, IE-based methods are often preferred over their DE counterparts since they only require the discretization of body surfaces, which renders them very useful for modeling complex geometries. Furthermore, solutions obtained using IE-based solvers implicitly satisfy the radiation condition and are (virtually) devoid of grid dispersion errors. A very good review and comparison of the aforementioned methods is given in [1] along with a large number of references with regard to their specific applications in the field of EMC. Additionally, a more recent description of the state-of-the-art in, and application to EMC/EMI analysis of, IE-based methods, the FDTD method, and the FEM, can be found in [2] - [4] .
IE-based solvers operate either in the frequency or in the time domain. Frequency domain, method of moments (MOM)-based IE solvers have enjoyed widespread acceptance throughout the computational electromagnetics community. In comparison, time-domain IE solvers-most of them based on marching-on-in-time (MOT) principles-have not been widely used. However, MOT methods such as the time-domain partial equivalent element circuit method [5] are highly suited for analyzing EMC/EMI problems, because they permit the characterization of nonlinear, time-varying, and broad-band phenomena. Historically, two stumbling blocks have prevented the widespread use of these transient IE solvers. First, time-domain IE solvers have long been plagued by late time instabilities. However, within the last decade, noticeable progress in procedures for stabilizing MOT solvers has been reported [6] - [9] ; as a result, MOT solvers now can be considered "stable for all practical purposes." The second stumbling block is the high computational complexity of the MOT solvers. For a problem with spatial and temporal unknowns, the computational complexity of a classical MOT algorithm scales as . This complexity renders impractical the analysis of realistic problems with fine features and high clock rates. To lower this high computational cost, the plane wave time-domain (PWTD) algorithm was introduced [10] , [11] . This algorithm constitutes the extension to the time domain (wave equation) of the frequency domain (Helmholtz equation) fast multipole method. A two-level implementation of the PWTD algorithm reduces the complexity of a classical MOT solver to . Previously, the two-level PWTD method has successfully been used for large-scale scattering analysis [12] . In this paper, this two-level PWTD algorithm is suitably 0018-9375/02$17.00 © 2002 IEEE adapted to facilitate EMI/EMC analysis of perfect electrically conducting (PEC) structures (residing in homogeneous media) that are modeled as a combination of arbitrarily shaped three-dimensional (3-D) surfaces and wires.
The remainder of this paper is organized as follows. In Section II, the construction of a classical MOT algorithm is outlined, and its acceleration using a two-level PWTD scheme is described. In Section III, results obtained by applying the MOT-PWTD algorithm to various EMC/EMI problems are presented. Finally, Section IV relates the conclusions of this study.
II. FORMULATION
This section details the formulation of a two-level MOT-PWTD solver for analyzing EMC/EMI problems. Section II-A describes the classical MOT scheme for solving a time-domain electric field integral equation (EFIE). Section II-B relates the theoretical foundations of the PWTD scheme. Finally, Section II-C outlines a systematic procedure for incorporating the two-level PWTD algorithm within the solver described in Section II-A.
A. Constructing a Classical MOT Solver
Consider a PEC body that resides in free space and that is composed of arbitrarily shaped surfaces and thin wires. The wires can be interconnected or connected to any of the surfaces in an arbitrary fashion. Assume that is excited by an electric field that is temporally band-limited to and that vanishes on for , i.e., . The excitation field induces currents on that radiate the electric field , the temporal derivative of which is given by (1) where is the speed of light and the vector potential is
where free space permeability; temporal convolution; Dirac delta; distance between the source and observation points.
Imposing the boundary condition that the (temporal derivative of the) total electric field tangential to vanishes yields (3) where is the unit vector normal to . Combining (1)-(3) results in the following time-domain EFIE: (4) where is the identity dyad.
To numerically solve (4) is expanded in terms of a set of spatial and temporal basis functions. Given a discretization of the surfaces in terms of flat triangular patches and a linear segmentation of the wires that comprise , can be approximated as (5) where (unknown) current expansion coefficients; , spatial basis functions defined on the surface triangles, wire segments, and surface-wire junction regions, respectively; temporal basis function; time step size. A Rao-Wilton-Glisson (RWG) [13] basis function is associated with every pair of neighboring triangular surface patches ( and ) and is defined as elsewhere (6) where is the length of the edge common to patches , is the area of , and is a local position vector defined in Fig. 1(a) . A triangular basis function is defined for every pair of connected wire segments ( and ) and can be expressed as elsewhere (7) where is the unit vector tangent to segment [see Fig. 1(b) ]. A surface-wire junction basis function is defined over a wire segment connected to a surface and angle subtended by all junction triangles; , area of the triangle defined by two nonjunction corner nodes and ;
total area of the junction triangle [14] .
The current on the wire part of the basis function is modeled using half a triangular basis function. Finally, the temporal basis function is given by elsewhere (9) The above basis function is constructed by expressing the current at time , where is an integer and [i.e., ] in terms of a third-order Lagrange interpolant [15] (10) and extracting the contribution of to . Equations (9) and (10) state that the value of at time depends on one future and three past values of the discrete current coefficients .
Using (4) and (5), and applying a spatial Galerkin testing procedure at time , the following system of equations is obtained: (11) Here, represents the field radiated by currents active at time and tested at time , is the vector for all current coefficients , , active at time , and denotes the tested excitation field. An element of is given by (12) where denotes the electric field radiated by a unit amplitude current distribution that has the same space dependence as the th spatial basis function ( ) and is active at time . Similarly, elements of are given by (13) Equation (11) forms the basis of the classical MOT algorithm. It permits the computation of the unknown current vector (representing currents at time ) from the known , , and . Since the overall system is assumed to be at rest for , (11) can be solved recursively for currents at all times , . A number of observations are in place regarding our implementation of the MOT algorithm described above. Some earlier implementations of the MOT algorithms reported in the literature are based on explicit time stepping schemes [16] , [17] . In explicit schemes, is constructed as a diagonal matrix-the inversion of which is trivial-by suitably choosing the time step size and the location of the testing points. However, more recently, implicit time stepping schemes have been favored over explicit ones because they are observed to be less prone to late time instabilities [7] - [9] . Although a number of filtering/averaging techniques exist to suppress late time instabilities for both explicit and implicit schemes [6] , [18] , [19] , the above algorithm does not make use of any such technique, but rather relies on an implicit implementation of (11) using accurate integration rules. More specifically, the algorithm computes the spatial integrations associated with the triangular surface patches and the linear wire segments in using 7-point Gaussian-quadrature and 8-point Newton-Cotes rules, respectively. The spatial integrations associated with the surface patches of the surface-wire junction basis functions [see Fig. 1 (c)] are evaluated using a 7-point Newton-Cotes rule in and transverse-to-directions. The temporal dependence of the current at each integration point is also evaluated separately using the temporal basis function given by (9) .
To calculate the interactions between any two basis functions that are in a close proximity, a singularity extraction rule is applied. For example, let denote the vector potential due to th spatial and ( )th temporal basis functions. To calculate at a testing point for which is less than a predefined distance, the following expression is used: (14) The first integrand on the second line of the above equation does not depend on time and the corresponding integral is calculated analytically. The second integrand is numerically integrable and is calculated using the integration rules alluded to in the previous paragraph. Detailed expressions for the analytical calculation of both vector and scalar potential contribution of the surface, wire, and surface-wire junction basis functions (used in this paper) have been documented previously in literature relating to frequency domain MOM implementations [20] , [21] and hence are not repeated here.
The resulting algorithm has produced stable results for all the numerical examples considered in this study. While in an implicit scheme, is not diagonal, it is very sparse, and therefore (11) can be solved efficiently using an iterative solver based on, for example, the quasi-minimal residual (QMR) scheme [22] .
B. Fast Evaluation of Fields Using the PWTD Algorithm
Given the recent progress in schemes for stabilizing MOT solvers, only the computational complexity and memory requirements of these MOT solvers prevent their widespread application. The dominant cost in running an MOT code results from the vector sum that appears on the right-hand side of (11) . For a spatial discretization involving unknowns, the cost of evaluating this sum scales as because all elements interact with each other at a given time step. For a simulation that lasts time steps, the total computational cost therefore scales as
. The accurate analysis of many EMC/EMI problems requires the precise modeling of all geometrical problem features, small though they may be, that potentially enhance radiated emissions or the coupling mechanisms or both [23] . Additionally, the simulation should be accurate at the highest frequency of interest. These two factors increase both the numbers of spatial and temporal unknowns to the extent that for many practical problems the aforementioned complexity renders the application of classical MOT solvers prohibitively expensive. Recently, a PWTD algorithm has been proposed as a rigorous technique to reduce the computational cost of classical MOT algorithms [11] . The PWTD algorithm evaluates the interactions between sufficiently remote basis function groups using plane wave expansions. The basic idea of the PWTD scheme is illustrated in Fig. 2 , where interactions are represented with straight lines. Fig. 2(a) represents the classical MOT algorithm where interactions between each pair of elements are computed separately. Note that many interactions [only a few of which are shown in Fig. 2(a) ] have to be evaluated. However, by grouping nearby elements together and by expressing the interactions between distant groups using appropriate plane wave expansions, the number of interactions to be calculated can be reduced significantly [see Fig. 2(b) ]. It has been theoretically shown that the computational complexity of a two-level PWTD enhanced MOT scheme scales as [10] . Previously, an MOT-PWTD algorithm was implemented to analyze electromagnetic scattering from large PEC bodies composed of closed surfaces, and this theoretical estimate for the computational complexity was experimentally verified [12] . In this section, a two-level PWTD scheme, specifically tailored toward the analysis of EMC/EMI problems involving surfaces with wire/probe attachments, is described. Next, a brief formulation of this PWTD algorithm is presented.
Consider a basis function (source distribution) and a testing function (observer distribution) that reside in fictitious source and observation spheres of radius (see Fig. 3 ). The centers of the source and observation spheres are denoted by and , respectively, and . It can be shown that the fields radiated by the source and tested by can be constructed as a superposition of plane waves as long as , where is the duration of the source signal [10] . Assuming that the position of the source and observation spheres and their radii are fixed, this gives an upper bound for the duration of the signal that can be used in the plane wave expansion. Because, in general, , the current at the source [see (5) ] is divided into subsignals as (15) where each subsignal is of duration . Next, the field at any point within the observation sphere due to the th source subsignal is evaluated using (16) where .
The true vector potential is obtained from in (16) by invoking [12] .
Similary, the temporal derivative of the electric field due to is given for by (18) where is the impedance of free space. Using the above plane wave expansion, the temporal derivative of the electric field due to the source can be tested as follows:
for , where the translation function is given by (20) In an MOT algorithm accelerated by the PWTD scheme, (19) is used to evaluate the interactions between basis function groups that are separated by a predefined distance. Because the fields being evaluated are band-limited, it can be shown that [10] , [24] , [25] the spherical integrals in (19) can be evaluated to arbitrary precision by approximating the integration over the unit sphere using samples in the direction and samples in the direction, where
Here, is an oversampling factor and denotes the temporal bandwidth of the excitation field. As a result, (19) can be computed numerically using (22) where and are defined as th zero of (23) and Legendre polynomial of degree (24) To summarize, fields due to band-limited sources can be evaluated using the PWTD algorithm using the following three-stage process.
1) The rightmost convolution and integration in (22) construct a set of "outgoing rays," i.e., the slant stack transform [26] of the waves leaving the source sphere. These waves are due to the currents on the surfaces, wires, and surface-wire junctions that reside in the source sphere.
2) The convolution with translates the outgoing rays to "incoming rays" impinging upon the observation sphere.
3) Finally, the leftmost convolution and integration project the incoming rays onto observers that belong to one of the three distinct types of basis functions.
This three-stage process of aggregation, translation, and disaggregation is repeated for all required directions via the first two summations. In [10] , it is also demonstrated that the above procedure permits the reconstruction of transient radiated fields to arbitrary precision. It should be noted though, that the above scheme differs slightly from that presented in [12] . These differences can be summarized as follows.
• First, the scheme presented in this paper applies to the time derivative of the electric field, rather than the field itself. This changes the construction of the continuous and discrete translation functions presented in (20) and (24), respectively. In addition, when the derivative of the EFIE is used, there is no need for a time integral at the aggregation stage (contrary to the case in [12] ), which simplifies the implementation of the PWTD scheme.
• Second, note that the choice of in (21) depends on the size of the source region ( ). If the source region becomes small compared to the wavelength, a constant number of rays should be used, as the number of rays cannot scale to zero for very small group sizes. Such considerations are not important in the construction of a PWTD scheme for analyzing high-frequency scattering phenomena. Computer-aided design (CAD) models for high-frequency scattering analysis are most often uniformly discretized (with discretization dimensions that scale as a fixed fraction of the "smallest" wavelength); the fine details of the geometry are usually omitted when their contribution to the scattered far fields is negligible. However, in the analysis of EMC/EMI problems, fine details of the geometry such as closely spaced connector pins, thin slots, etc., cannot be ignored as they have a direct impact on the radiated emissions [27] , [28] . This requires the PWTD method to handle source regions that are small compared to the wavelength. Numerical experiments have been performed for the choice of in (21) to give accurate results. The result of this study is plotted in Fig. 4 , which depicts the suitable choice of with respect to the dimension of the source region . The lower limit for small boxes was found by enforcing the relative error in the electric field values calculated by the PWTD algorithm (compared to those calculated by analytical expressions) to be less than 0.001. The next subsection describes the incorporation of this modified PWTD scheme into the classical MOT algorithm in a two-level setting.
C. Computer Implementation of the Two-Level MOT-PWTD Algorithm
The most straightforward way of combining the PWTD and MOT schemes proceeds by dividing the radiating body into equally sized subradiators and evaluating the interactions between nearby and distant subradiators using the classical MOT and PWTD algorithms, respectively. This procedure can be implemented in a systematic way as described below.
Assume that the radiating body is enclosed in a fictitious cubical box, as shown in Fig. 5 . This box is divided into smaller cubical boxes of equal size such that each box fits in a sphere of radius . Next, all of nonempty boxes are identified. The size of the small boxes should be so chosen that there should be nonempty boxes each containing (on the average) basis functions [10] . Two boxes are said to be in each other's far field if the distance between these boxes is larger than a predefined distance . All box pairs separated by a distance less than are said to be in each other's near field. The interactions between the elements in near field boxes are calculated directly, whereas the interactions between far field box pairs are reconstructed as a superposition of plane waves (see Fig. 5 ). Following the argument in the previous section, the duration of that the time signature of the current on a basis function is divided into is chosen to be such that . The MOT system of equations (11) are now constructed in the following way. 1) At each time step, the sum in (11) (25) for and is calculated directly using the classical MOT algorithm for all near field box pairs . This operation has a computational complexity of . 2) The interactions between the remaining far field box pairs are computed using the outlined three-stage scheme [each stage corresponding to a convolution in (22) ]. a) At each time step, outgoing rays are constructed by mapping the effect of the basis functions in all far field interaction boxes onto a set of rays. This operation has a complexity of . b) The outgoing rays leaving the source boxes are translated to incoming rays entering the observation boxes. For two boxes , this translation operation is done every (26) seconds where denotes the distance between the centers of the boxes . The cost of this operation, for all far field box pairs and for all times, scales as . c) Finally, at each time step, the incoming rays entering a box are projected onto the observation points in that box. The computational expense associated with this operation scales as . While the above algorithm is geared toward the evaluation of vector fields, the above complexity estimates follow directly from those for the scalar PWTD scheme described in [10] .
III. NUMERICAL RESULTS
This section relates numerical results obtained by applying the two-level MOT-PWTD algorithm to a variety of EMC/EMI problems in order to assess the algorithm's accuracy and efficacy. All numerical results are compared to measured data whenever such is available. In the absence of measured data, the Fourier transform of a representative quantity produced by the MOT-PWTD code is compared to data produced by a frequency domain MOM code. This MOM code uses the same spatial basis functions as the MOT algorithm and has been validated independently [21] . Finally, the CPU times required by the classical MOT and two-level MOT-PWTD codes for all the problems analyzed herein are reported and their growth rates are compared against the theoretically predicted trends.
All structures considered below are excited by an internal source that is connected to the structure either directly or indirectly via a coaxial line. There are several ways of modeling a coaxial excitation in an IE-based method. For analysis of monopole antennas, it has been shown that the magnetic frill model [29] together with use of reaction theory yields more accurate impedance calculations at frequencies at which the wire part is longer than the resonant length ( ) [30] . However, a simpler delta-gap model also gives satisfactory results if the length of the wire is shorter than or close to resonant length [30] , [31] . In nearly all numerical examples considered in this paper, the wires serve as connector pins and are shorter than the resonant length of at all frequencies of the transient excitation pulse. Hence, a delta-gap source is assumed at the surface-wire junction point of the surface-wire junction basis function that is connected to the coaxial line. The element of the excitation vector in (13) due to such a source is given by (27) where the time dependence of all voltage source is defined as (28) Here, is the amplitude of the pulse in volts, is the modulation frequency in hertz, determines the bandwidth of the pulse, and s. As a rule of thumb, the mesh files for all the problems considered here have been constructed using spatial elements of size , where is the "maximum frequency" of the excitation pulse (at , the spectral content of the excitation pulse is down by 160 dB compared to its maximum at ). This discretization rule is reminiscent of that used in frequency domain MOM applications, provided that denotes the frequency of the analysis. The selection of the time step size for the simulations is dictated by the following observations. Contrary to some DE-based schemes such as the FDTD or transmission line matrix methods, there is not a (stability related) upper limit on the time step size for implicit MOT schemes [32] . The choice of time step size, however, directly impacts the accuracy of the numerical results. The time step size for a simulation is chosen such that: 1) it is small enough to provide an accurate characterization of the fields using the particular temporal basis functions, and 2) it is large enough to guarantee implicitness of the system of equations and to obtain stable results. For the polynomial interpolation-type temporal basis functions used in this study, it has been experimentally found that provides not only accurate but also stable results for all problems analyzed in this paper (and all problems of a similar nature, not reported herein).
It should be noted that the proposed algorithm can also be applied easily to scattering problems where the excitation source is a field impinging upon the structure from the outside. This type of excitation arises in many EMI problems where the response of a system to a high magnitude incident pulse originating outside the system is of concern [33] .
A. A Simple Module-on-Backplane Configuration
The first geometry considered consists of a thin metallic strip mounted on a flat rectangular PEC plate (see Fig. 6 ). The geometry is fed by a 50-coaxial transmission line; the source point on the transmission line resides 2.5 cm below the bottom edge of the strip. For this structure, radiated power was measured and reported in [34] for the frequency range 0-2 GHz. The geometry is modeled using spatial unknowns. The current and the voltage at the source point are recorded during the simulation and the radiated power as a function of frequency is computed using (29) where and denote Fourier transformed voltages and currents, respectively, and denotes complex conjugate. As seen in Fig. 7 , the measured and numerical results obtained using the MOT-PWTD code are in very good agreement.
B. A Shielding Box With Wire Loading
Next, a more challenging problem is considered as the resonance frequencies of a rectangular PEC box loaded with a wire (see Fig. 8 ) are calculated. The wire is the 0.8-mm radius inner conductor of a 50-coaxial line with a 50-source resistance, connected to the top of the box. The wire is terminated at the bottom of the box with a 47-resistor. For this structure, the power delivered by the source as a function of frequency was measured and reported in [27] . The same problem is analyzed using the MOT-PWTD algorithm. The geometry is discretized by 5800 spatial unknowns. A delta-gap voltage source is placed in the wire/box junction to model the excitation with the waveform specified by (28) with GHz and s. The 47-load resistor is modeled as a lumped resistive element in the MOT-PWTD algorithm. The algorithm was run for 10 000 time steps. Because this is a resonant structure and because we are only interested at the current values at the source point, this large number of time steps can be avoided by extrapolating all pertinent current waveforms using one of the well-known transient extrapolation methods, e.g., Prony's method [35] , the generalized pencil-of-function method [36] , or one of the variants of the autoregressive (AR) method [37] . In this paper, we have used the least-squares AR extrapolation method. The details of this time-domain extrapolation scheme are not described here because its application does not alter the computational complexity of the principal algorithm. Nevertheless, it should be noted that, at least for this particular example, four-to fivefold savings in the total simulation time can be achieved by using such a scheme in conjunction with the MOT-PWTD solver. These observations agree with those reported in the literature [38] , [39] . The total power delivered by the source as a function of frequency is plotted in Fig. 9 . The MOT-PWTD algorithm correctly predicts the locations of all the resonant frequencies.
C. Analysis of Interboard Connections
Interboard connections between printed circuit boards are often a principal contributor to the totality of EMI issues facing a system [28] . An accurate modeling of interboard connections along with the printed circuit boards themselves is essential to the CAD of such systems. In this example, a stacked-card configuration is considered. The daughter card resides 2 cm above the motherboard. At the edge closest to the connection, the two cards are offset by 0.5 cm. All other dimensions are given in Fig. 10 . Two very closely spaced AWG24 pins constitute the signal and return paths between the two boards. In a study to determine the EMI associated with this particular geometry, the common mode current on the 0.085-in coaxial cable that provides the input signal was measured [28] . The same problem is analyzed with the MOT-PWTD algorithm where the boards are modeled as PEC plates. The excitation waveform is once again given by (28) , but this time GHz and s. The at each frequency was calculated using [28] (30) where and are the Fourier-transformed current on the coax and the excitation voltage, respectively. The MOT-PWTD and the measurement results agree reasonably well, as illustrated in Fig. 11 .
D. Analysis of a Loaded Motherboard in a Chassis
A problem of interest to many EMC engineers involves the characterization of the EMC/EMI properties of board/card configurations on personal computers or related equipment. Within this context, our final example consists of PEC models of a motherboard, a source card, and a shielding card (with eight pins) enclosed in a rectangular shielding box with a slot (see Fig. 12 ). A delta-gap source is placed at the point where the source card is connected to the motherboard. The MOT-PWTD algorithm is used to analyze the shielding effectiveness of the shielding card and the enclosing box. The entire structure is modeled in terms of spatial unknowns. The excitation pulse is of the form of (28) with 1.25 GHz and s. First, the frequency dependent radiation impedance of the structure without the enclosing box is computed from the time-domain voltage and current values at the source point. This data is compared to that obtained using the aforementioned MOM code. The agreement between the two sets of results is very good (see Fig. 13 ). Next, the whole structure (including the two daughter cards and the shielding box) is analyzed using the MOT-PWTD algorithm. Fig. 14 shows the radiated powers for three different configurations. First, when the enclosing box and the shielding card are absent, the radiated power has a smooth variation over the entire frequency band. Second, when the second card is added, addition of this shielding card causes some fluctuations in the power pattern, due to the parallel plate resonance effect. Finally, with the addition of the shielding box, a number of resonances due to the resonant nature of the rectangular cavity are observed.
E. Computational Complexity
All of the above structures were analyzed not only with the MOT-PWTD code but also with the classical MOT solver that was described in Section II-A. The CPU time per time step for both codes is plotted in Fig. 15 . The timing data were obtained using a SGI Origin2000 computer with a peak performance of 390 Mflops. Also drawn in this plot are the theoretical computational complexities per time step of and for the classical MOT and MOT-PWTD schemes, respectively. Although the actual values of the constants and depend on the specific computing platform used, their ratio depends mostly on the parameters chosen for the PWTD algorithm, such as the value of the oversampling factor in (21) . In this study, the PWTD parameters are chosen such that the relative error in the electric field values calculated by the PWTD algorithm (compared to those calculated by analytical expressions) is less than 0.1%. A more detailed error analysis of the PWTD algorithm (for computation of scalar fields) is given in [10] . Fig. 15 shows that the theoretical computational complexities are indeed realized by the implemented algorithms. The brake-even point is around 2500 unknowns; i.e., for any problem with more than 2500 unknowns, the MOT-PWTD algorithm clearly outperforms the classical MOT scheme in terms of the computational resources needed. This break-even point is on the same order as the one obtained for the analysis of electromagnetic scattering problems [12] and should hold for all problems with uniform length scales. Fast analysis of problems with highly varying length scales (i.e., problems with very fine geometrical features, such as very thin slots, very closely spaced traces, etc.) cannot be achieved with the PWTD algorithm described in this paper. An adaptive low-frequency PWTD is currently being developed for analysis of such problems.
IV. CONCLUSIONS
In this paper, a two-level PWTD accelerated MOT algorithm that permits the fast solution of the time-domain EFIE is presented. The computational complexity of the implemented twolevel MOT-PWTD solver scales as as compared to for a classical MOT solver. The proposed algorithm was used to analyze a class of EMC/EMI problems where the geometry is modeled by arbitrarily shaped 3-D PEC surfaces and wires that reside in homogeneous media. It is anticipated that the MOT-PWTD scheme will find extensive use in the analysis of real world EMC/EMI problems that otherwise would require extensive computational resources.
A multilevel extension of the two-level PWTD scheme described in this paper that is specifically tuned toward the analysis of low-frequency effects is currently under investigation. The computational complexity of this scheme will be reduced even further compared to that of the above presented scheme. Another extension to the presented work involves the incorporation of nonlinear subcircuits into the solver.
