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Abstract
Wepropose and analyze an all-magnetic scheme to perform aYoung’s double slit experiment with a
micron-sized superconducting sphere ofmass1013 amu.We show that its center ofmass could be
prepared in a spatial quantum superposition state with an extent of the order of half amicrometer.
The scheme is based onmagnetically levitating the sphere above a superconducting chip and letting it
skate through a staticmagnetic potential landscapewhere it interacts for short intervals with quantum
circuits. In this way, a protocol for fast quantum interferometry using quantummagnetomechanics is
passively implemented. Such a table-top earth-based quantum experimentwould operate in a
parameter regimewhere gravitational energy scales become relevant. In particular, we show that the
faint parameter-free gravitationally-induced decoherence collapsemodel, proposed byDiósi and
Penrose, could be unambiguously falsiﬁed.
1. Introduction
Preparing amassive object in a spatial quantum superposition over distances comparable to its size is a
tantalizing possibility. This has been achieved in seminal experiments onmatter-wave interferometry of
molecules [1–4], which hold amass record of 104 amu [5]. It would be particularly intriguing to prepare large
quantum superpositions of even largermasses such that one could enter into the gravitational quantum regime
(GQR), whichwe deﬁne as follows. For a solid sphere of radiusR andmassM, we deﬁne the timescale
t º ( )Rh GM2G 2 , where h is the Planck’s constant andG theNewton’s gravitational constant. tG has two
interpretations: (i) it is the conjectured lifetime of a quantum superposition state of a single sphere delocalized
over a distanceR, according to the parameter-free [6, 7]3 gravitationally-induced decoherence collapsemodel
proposed byDiósi and Penrose [8, 9], (ii) th G is the kinetic energy of two spheres equivalent to the gravitational
interaction energy of two point particles of the samemass separated by a distance R2 , a situation that could be
used tomeasureG [10].Moreover, tG is related to themuch longer timescale t R xG 2 02 required to entangle the
center-of-massmotion of two spheres spatially localizedwithin a length scale x0 and separated by a distance R2
using the gravitational interaction [11, 12]. For a givenmass density, one can plot tG as a function ofM, see
ﬁgure 1.We deﬁne theGQR as the regime inwhich t t<G , where τ is a characteristic time scale of the quantum
system for each of the two interpretations of tG. In particular: in (i) τ is the coherence time of the superposition
taking into account standard sources of decoherence, in (ii) p t2 could be the trap frequency of a harmonic
potential where two spheres are cooled near to their respective ground states. Choosing τ to be of the order of 1 s,
which is an ambitious timescale for quantum experiments, one sees inﬁgure 1 that t < 1sG pertains tomasses
>10 amu12 . The goal of this article is to propose an earth-based experimental scenario that allows one to access
theGQR.
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The gravitationally-induced collapsemodel introduced byDiósi and Penrose is parameter independent when an homogeneousmass
density is assumed. To avoid divergences at themicroscopic level, a cutoff distance r0 in themass density is typically introduced, thereby
making themodel parameter-dependent. In that case the quantum superposition lifetime for a sphere of radiusR separated by a distance of
the orderRwould then be reduced by a factor r0/R, namely it would be given by t /r RG 0 . Thus the lifetime tG discussed in the text is a
parameter-free upper-bound to the lifetime predicted by gravitationally-induced collapsemodels. See [6, 7] for further details.
© 2018 IOPPublishing Ltd
Preparing a largemass (>10 amu12 ) in a large quantum superposition (comparable to its size) is an
ambitious challenge that can be addressed via two different approaches: either the bottom-up approach,
consisting in gradually increasing themass of the object that is prepared in a large superposition, or the top-down
approach, that gradually increases the delocalization distance of a largemass that is brought into the quantum
regime.Matter-wave interferometry has traditionally followed the bottom-up approach. Starting in the 30swith
the quantum interference of single electrons, themass of the objects that can be interfered has remarkably
increased up tomolecules of 104amu [5]. The top-down approach ismore recent and has been triggered by the
ﬁeld of quantumnano- andmicromechanics [13]. Recent achievements in this ﬁeld include bringing objects
withmasses ranging from1011 to 1013 amu to the quantum regime by cooling their associatedmechanical degree
of freedom to its quantumground state [14–16, 13]. However, while themass is deﬁnitely large, the
delocalization distance of the ground state in such systems is typically smaller than the size of a single atom. Such
tiny delocalization distances prevent current quantummicromechanical oscillators to enter into theGQR,
specially in the context of (i). Levitatedmechanical oscillators, in particular optically levitated dielectric
nanospheres in highﬁnesse optical cavities [17–23], have been suggested as an ideal nanomechanical system to
implement the top-down approach by releasing themechanically cooled nanosphere from the trap to increase
the delocalization distance [7, 24]. However, as shown inﬁgure 1, these all-optical hybrid schemes [7, 24, 25]
using the best ofmatter-wave interferometry and quantumoptomechanics seem, even in themost ambitious
proposals requiring a space environment [26, 27], to be limited tomasses between 108 and 1011 amu, putting
them still away from theGQR.
Here we propose to attain spatially large quantum superpositions ofmasses1013 amu, well inside theGQR,
by abandoning the use of lasers and using instead an all-magnetic on-chip architecture. This approach combines
the following salient features: (i) cryogenic temperatures both for environment and themassive particle to
minimize decoherence due to emission, scattering, and absorption of black-body radiation, (ii) the use of static
magnetic potentials created by persistent currents to diamagnetically levitate the sphere [28]without creating
decoherence (space environment is not required) as well as to exponentially speed-up quantumdynamics by
using inverted potentials [29], and (iii) coupling the position of the sphere to quantum circuits on an integrated
on-chip conﬁguration to cool the center-of-massmotion to the ground state, tomake a double-slit smaller than
the size of the sphere bymeasuring the squared center-of-mass position [24], and tomeasure the interference
pattern downstream. These tools permit, in principle, tomake an all-magnetic Young’s double slit experiment,
with a single run-time of less than a second, on-earth, with a superconductingmicrosphere of radius m1 m,mass
1013amu, andwith a slit separation of half amicrometer. As discussed in [29], this experimental proposalmakes
an optimal use of inverted potentials.
The article is organized as follows. In section 2we review themain challenges that a proposal aiming at
preparing large quantum superpositions of amassive object has to overcome. The discussion of these challenges
aims atmotivating both the protocol and the implementation of our proposal. In section 3we describe the
quantummicromechanical interferometer protocol as well as how to analytically calculate all the steps of the
protocol taking into account decoherence. This enables us to analytically obtain the interference pattern as a
function of all the physical parameters of the protocol and environmental decoherence. In section 4we propose
and analyze an all-magnetic on-chip implementation of the quantummicromechanical interferometer protocol
for a superconductingmicrosphere. In section 5we analyze a case studywith a set of experimental parameters
Figure 1.Time scale t º ( )Rh GM2G 2 is plotted as a function of themassM for a sphere of radiusR and a typicalmass density of a
metallic solid object -10 kg m4 3.
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whose complete list is given in the appendix.We draw our conclusions and provide someﬁnal remarks in
section 6.
2. Challenges
Let us discuss three fundamental challenges that will need to be overcome by proposals aiming to prepare large
superpositions of amassive object in theGQR: unavoidable decoherence, slow quantumdynamics, and the
double-slit. These challenges are discussed in a general fashionwithout considering any particular
implementation. Theywill serve as amotivation to introduce the quantummicromechanical interferometer
protocol in section 3 and the proposed experimental implementation insection 4.
2.1. Unavoidable decoherence
Consider a sphere of radiusRwhose center-of-mass position along the x-axis is described by the quantum state
rˆ.Most sources of decoherence of the center-of-mass position are of the position localization decoherence
(PLD) type (see, for example [7, 30, 31]). PLDmakes the off-diagonal terms of the densitymatrix in the position
basis decay exponentially in time. In the so called longwavelength (LW) limit, where decoherence events provide
only partial which-path information, it can be shown that r rá ¢ñ µ -L - ¢ á ¢ñ∣ ˆ ( )∣ [ ( ) ] ∣ ˆ ( )∣x t x x x t x xexp 02 , where
Λ is the localization parameter. In this regime decoherence ismodeled by themaster equation

r r r= - L˙ ( ) [ ˆ ˆ ] [ ˆ [ ˆ ˆ ]] ( )t H x x1
i
, , , , 1
where Hˆ is theHamiltonian of the system. In the short wavelength (SW) limit, where decoherence events
provide a full which-path information, one has that r g rá ¢ñ µ - á ¢ñ∣ ˆ ( )∣ [ ] ∣ ˆ ( )∣x t x t x xexp 0 .
As discussed in [7], most of the paradigmatic collapsemodels predict, at the level of densitymatrices, a PLD.
In particular, the effect of the parameter-free gravitationally induced collapsemodel, conjectured by Penrose
andDiósi [8, 9], can be describedwith the LW limit of the PLDwith a localization parameter given by [7]

L = ( )GM
R2
. 2G
2
3
Here,G is theNewton’s gravitational constant. Note that LG is parameter-free, namely it does not depend on
any phenomenological parameter since a homogeneousmass density is assumed. Such choice provides a lower
bound on the gravitationally-induced decoherence rate. Hence, by falsifying this case, all other parameter-
dependent forms of gravitationally-induced decoherencewould also be falsiﬁed, see [6, 7] for further details.
Combining equations (1) and (2), we can immediately see that the correlations in a spatial quantum
superposition of extentR decay as r p t rá - ñ µ - á - ñ∣ ˆ ( )∣ [ ] ∣ ˆ ( )∣R t R t R R2 2 exp 2 2 0 2G , where
t p= L- ( )R 2G G1 2 is the timescale used in ﬁgure 1 to deﬁne theGQR.
In order to falsify such an exotic source of decoherence, which predicts the breakdown of standard quantum
mechanics, one has to account for the standard sources of decoherence that are expected in an implementation.
In this section, we review the following inevitable sources of decoherence: scattering of gasmolecules, emission,
absorption, and scattering of black-body radiation, and stochastic forces due to vibrations.
Decoherence due to scattering of gasmolecules, with a thermal wavelength typically smaller than the
superposition size of interest, is described by PLD in the SW limit [7]. The decoherence rate is given by
g p p= ( )PR
m K T
16 2
3 3
, 3a
a b e
2
where P is the environmental pressure,Te the environmental temperature,Kb the Boltzmann constant, andma
themass of a gasmolecule. In order to preserve coherence, the quantummicromechanical interferometer
should be implemented in a time g-T a 1, namely, it is required that the sphere does not scatter any gas
molecules during each run of the protocol. For a sphere of m=R 1 m in an optimal cryogenic environment
with =T 50 mKe and = -P 10 mbar17 , the coherence time is given by g »- 1.6 sa 1 . Hence, a single run of the
quantummicromechanical interferometer has to be performed in a timescale of the order of a second or less.
Combinedwith the slow quantumdynamics of largemasses, as we discuss below, this poses a challenge.We
remark that pressures as low as -10 mbar17 can be achieved in cryogenic environments. This was shown, for
example, in the experiments with antiproton lifetimes byGabrielse et al [32, 33]. Note that g-a 1 is an upper-
bound for the time scale τused to deﬁne theGQR, especially regarding interpretation (i).
Decoherence due to scattering, absorption, and emission of black-body radiation is described by PLD in the
LW limit, since thewavelength of thermal photons is typicallymuch larger than the superposition size. The
localization parameter is given by L = L + L + Lbb bbs bbe bba , where [7, 26, 30, 31]
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are the contributions due to emission (e) and absorption (a) of thermal photons. The last two contributions are
the samewhen the internal bulk temperatureTi of the sphere is the same as the environmentalTe. These
localization parameters depend on the dielectric permittivity ò of the sphere at the thermal frequency wth. For a
sphere of m=R 1 m and density -10 kg m4 3, one can show that
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Hence, in order tominimize the effect of decoherence due to black-body radiation, such that gravitationally-
induced decoeherencewould dominate, the quantummicromechanical interferometer should be implemented
in a cryogenic environment.
Any experiment will suffer fromunavoidable vibrational noise. Let us consider vibrations along the x-axis
described by theﬂuctuating variable x ( )tx , which has length units and fulﬁlls xá ñ =( )t 0x and x xá ¢ ñ ¹( ) ( )t t 0x x .
The vibrational noise is characterized by the power spectral density
òw t x t x= á + ñ wt-¥
¥
( ) ( ) ( ) ( )S t td e , 8xx x x i
which has units of -m Hz2 1. For a given external potential ( ˆ)V x that depends on the x-coordinate of the center-
of-mass of the sphere, the vibrational noise leads to a time-dependent stochastic force given by
xº - ¢( ) [ ( )]f t V tx . TheHamiltonian of the system can then bewritten as = +ˆ ( ) ˆ ( ) ˆH t H f t x. For a harmonic
potential of the form w=( ˆ) ˆV x M x 2p2 2 with the stochastic force due to vibrations given by
w x= -( ) ( )f t M tp x2 , one can show [34, 35] that by averaging the stochastic force, one obtains amaster equation
for the dynamics. For the particular case of w w= -( ) ( )S Sxx p xx p , thismaster equation is of the PLD form in the
LW limit with a localization parameter given by

w wL = ( ) ( )M S
2
. 9v
p
xx p
2 4
2
Thedecoherencedue to vibrations scales quadratically (quartically)with themass (with the trap frequency)of the
sphere since the stochastic force is proportional to wM p2 for a harmonic potential.As expected, the stochastic force is
zerowhen theparticle is not in an external potential. In order to falsify gravitationally-induceddecoherence in the
presence of an external harmonic potential, the decoherence inducedby suchﬂuctuationshas to satisfy
w wL L = <( ) ( )R S G 1v G p xx p3 4 , whichbecomes increasingly challengingwith the size of the sphere. In
particular, for a sphereof m=R 1 m one requires w p w< ´ ´ - -( ) [( ) ] /S 2 1 Hz 10 m Hzxx p p 2 15 1 2.
Thus, in order to suppress the effects of vibration-induceddecoherence, the implementationof thequantum
micromechanical interferometer necessitates aminimal use of external potentials in addition to substantial
vibration isolation.
2.2. Slowquantumdynamics
In any quantummicromechanical interferometer scheme there are two important dynamical processes that
require some time: the generation of a large enough coherence length, to be deﬁned below, and the generation of
an interference patternwith sufﬁcient visibility, namely that the separation between the interference fringes is
larger than the resolutionwithwhich the position can bemeasured.
In order to deﬁne the coherence length, let usﬁrst recall some properties of an important class of states—
Gaussian states—that can be used to describe the quantum state of the sphere along the x-axis. A quantum state
rˆ with r r= =[ ˆ ˆ] [ ˆ ˆ]x ptr tr 0 is calledGaussian if it is completely determined by the following three real
parameters rº [ ˆ ˆ]v xtrx 2 , rº [ ˆ ˆ]v ptrp 2 , and rº +[( ˆ ˆ ˆ ˆ) ˆ]c xp pxtr 2 [36]. Indeed, the densitymatrix of a
Gaussian state in the position basis is given by
* *r pá ¢ñ =
+ + ¢- - - ¢∣ ˆ∣ ( )x x a a a e , 10a x a x a xx1 1 2 1 2 1 2 2
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where
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1
8
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1
4
. 11
x
x
1
2
2
2
2
2
Herewe have used that the purity  rº [ ˆ ]tr 2 of aGaussian state is given by  = - -[ ]v v c4 4x p 2 1 2. Note that
theHeisenberg uncertainty relation for aGaussian state reads as -v v c 4x p 2 2 .
The coherence length ξ for aGaussian state is deﬁned as r x pá - ñ = -∣ ˆ∣ [ ]x x x v2 2 exp 2 x2 2 , and is
given by the compact expression
x º ( )v8 . 12x
The coherence length scales with the position variance as vx with a scaling factor given by the purity of the state.
For aGaussian state with a coherence length ξ incident on a double slit of separation d, onewill observe a
coherent superposition resulting in interference fringes for x  d and an incoherentmixture for x  d.
It is straightforward to show that during free expansion of thewavefunctionwithout decoherence, or in
otherwords, under unitary evolutionwith =ˆ ˆ ( )H p M22 , the coherence length grows at a speed given by
x =
¥
˙ ( )
( )
( )t
v
M
lim
8 0
. 13
t
p
Starting out in the ground state of a harmonic potential with frequencyω, such that  = 1and w=( )v M0 2p ,
then x w=¥ ˙ ( ) ( )t Mlim 4t 1 2. Note that the larger themass the slower the coherence length grows. For a
sphere of m=R 1 m andmass density -10 kg m4 3 initially in a harmonic trap of frequency w p= ´2 10 Hz5 ,
the speed at which the coherence length grows is -80 nm s 1. Sincewewould like to have ξ of the order ofR, this
speed in free expansion poses a challenge for propagation times of the order of a second, as required to prevent
decoherence due to scattering of gasmolecules.
Evenmore challenging is the time required to generate sufﬁciently separated fringes. It is known inmatter-
wave interferometery that after theGaussian state passes through a double slit of separation xd , one obtains
a coherent superpositionwhich after free expansion downstream generates, in the absence of decoherence, an
interference patternwith a fringe spacing
p= ( )x t
Md
2
. 14f
The fringe separation speed is thus given by p=˙ ( )x Md2f . For a sphere of m=R 1 m, mass density
-10 kg m4 3, and assuming a double slit of separation =d R2 , the speed is given by » - -x 10 nm sf 5 1which is
very small. For example, assuming a positionmeasurement resolution of 1 nm, onewould require 10 s5 to
obtain resolvable fringes. This deﬁnitely poses a very important challenge.
2.3.Double slit
Theﬁnal challenge is to prepare a quantum superposition of the center-of-mass position of the sphere, which
should ideally be donewithout any decoherence. This is a non-Gaussian operation that transforms aGaussian
state with a positiveWigner function into a non-Gaussian statewith a negativeWigner function. The
preparation of non-Gaussian states has been amajor goal and a rather formidable challenge in quantum
nanomechanics [13]. A double slit in a Young’s experiment is a beautiful example of how this can be done.
However, in a double slit one is typically forced to prepare spatial superpositionswhich are larger than the size of
the object, namely >d R2 . For largemasses this conditionmight be too demanding as it could compromise the
conditions required tomeet the challenges discussed before. For instance the larger the superposition the longer
it takes for visible fringes to be generated.Hence, itmight be advantageous to prepare superpositions with an
extent not necessarily larger than the diameter of the sphere. Implementing a double slit with a slit separation
smaller than the size of the sphere is a seemingly naive challenge, but an important one tomeet when taking into
account the constraints posed by the slow quantumdynamics and the unavoidable sources of decoherence.
3.Quantummicromechanical interferometer: protocol
In this section, we propose and analyze a quantummicromechanical interferometer protocol for amassive
object. The protocol will be designed in amanner such that two of the challenges discussed in section 2, namely
that of slow quantumdynamics and of the double slit, are addressed. A detailed implementation of the protocol
for the speciﬁc case of a superconducting sphere is proposed and analyzed in section 4. This implementation is
5
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designed to overcome the unavoidable decoherence challenge. Thus in this sectionwe keep the discussion
general without reference to any particular implementation.
The quantummicromechanical interferometer protocol is divided into 7 steps (see ﬁgure 2);
1.Cooling. Cooling the center-of-mass motion in a harmonic trap of frequency w1 for a duration t1 to a ﬁnal
phonon occupation number n¯.
2.Boost. Evolution of the center-of-mass motion in an inverted harmonic potential of frequency w2 for a time
t2 which exponentially boosts the sphere’s kinetic energy.
3. Free. Free evolution for a time t3 to delocalize the center-of-mass over large distances.
4. Split. A squared positionmeasurement for a time t4 to prepare a quantum superposition state.
5.Rotation. A short evolution for a duration t5 in a harmonic trap of frequencyω5 to give oppositemomentum
to the twowave packets in the superposition.
6. Inﬂation. Evolution in an inverted quadratic potential of frequency ω6 for a duration t6 to exponentially
generate the interference fringes.
7.Measure. A squared positionmeasurement of time t7 to unveil the interference pattern.
The total time of the protocol after cooling is thus given by = å =T tn n27 . The position of the center-of-mass
of the sphere is given by = ( ˆ )x y zr , , , where xˆ is the position of the center of along the direction inwhich the
quantum superposition is prepared. Themotion along the three axes is assumed to be pre-cooled via feedback
cooling.While themotion along the x-axis will be further cooled to the ground state via cavity cooling, the other
degrees of freedom are assumed to remain in the thermal classical state obtainedwith feedback cooling.
Steps 1–3 of the protocol are used to create a large and coherentmatter-wave of the center ofmass of the
sphere along the x-axis. These are the steps used to generate an observable difference between the state of the
sphere when one includes the existence of gravitationally-induced decoherence andwhen one does not. In
particular, the coherence length ξ after step 3, takes a smaller value x x<G when gravitationally-induced
decoherence is taken into account. In order to falsify gravitationally-induced decoherence we aim at operating
themicromechanical interferometer in a regimewhere x x< dG , for a given slit separation d. This implies
that the double slit prepares a coherent superposition in the absence of gravitationally-induced decoherence,
and an incoherentmixture otherwise. Steps 4–7 consist of performing the double slit operation and unveiling
the interference fringes for the case in which the coherent superposition has been prepared. These steps have
to be done unitarily such that if one prepares a coherent superposition the visibility of the interference fringes
is not washed out. Thus, we emphasize that steps 1–3 are used to create the difference between the state with
and without the existence of gravitationally-induced decoherence, and steps 4–7 are used to unveil this
difference.
In the following, we showhow the position probability distribution along the x-axis after step 7, namely
r= á ñ( ) ∣ ˆ ( )∣P x x T x , can be analytically calculated taking into account PLD in the LW limit and all the
parameters describing the protocol.We divide the discussion into the separate steps of the protocol.
Figure 2. Schematic representation of the 7 steps of the quantummicromechanical interferometer protocol. The upper panels show a
contour plot of theWigner function, where the vertical (horizontal) axis represents p(x), and the blue (orange) are positive (negative)
values. The lower panels show the potential (red dashed line) along the x-axis, and the functional formof the probability position
distribution along the x-axis (solid blue line). The timeline of the protocol is also included. The plotted functions of the different steps
are not scaled and arbitrary units are shown, only the functional formhas relevant information.
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3.1. Step 1: Cooling
In this step, which takes place from = -t t1 to t=0, the center-of-massmotion of themicrosphere along the x-
axis is cooled using a linear quantumnanomechanical coupling to a cavitymode [37–40]. The particle is
conﬁned in a harmonic trap of frequencyω1, such that its zero-pointmotion length is given by
s w= ( )M21 1 . The totalHamiltonian describing the coupling of the particle to a driven cavitymode of
frequency wc1 and creation (annihilation)mode operators ˆ†a (aˆ) is given by

w=-D¢ + + + - -ˆ ˆ ˆ ˆ ˆ ˆ ( ˆ ˆ ) ( ˆ ˆ ) ( )† † † † †H a a b b g a a b b E a ai . 15l1 1 1
The aboveHamiltonian is given in a rotating framewith the drive frequency wl1. Here s= = +˜ ˆ ( ˆ ˆ )†x x b b1
with =[ ˆ ˆ ]†b b, 1, w wD¢ = -l c1 1, E1 is the strength of the coherent drive that couples to the cavitymode, and gl
is the linear quantumnanomechanical coupling.We linearize the systembymaking the change of variables
a +ˆ ˆa a1 and b +ˆ ˆb b1 , and choosing a1 and b1 such that
*k a a b b- D¢ + + + =( ) ( ) ( )E gi i 0, 16l1 1 1 1 1 1
w b a+ =∣ ∣ ( )g 0. 17l1 1 1 2
Assuming that a k ∣ ∣ ( )g 2 1l 1 1 and neglecting the decoherence in the center-of-massmotion, one can
eliminate the cavitymode degree of freedom aˆ andwrite an effectivemaster equation for the reduced density
matrix of the sphere. Thismaster equation leads to the following rate equation for the phonon number of the
sphere center-of-mass degree of freedom:
á ñ = - - á ñ +- + +
ˆ ˆ
( ) ˆ ˆ ( )
†
†b b
t
A A b b A
d
d
18
with the additional assumption that the bath attached to the cavitymode is at zero temperature. In this case the
damping and driving terms of the above rate equation are given by
a kw k= D  + ∣ ∣ ( ) ( )A g2 , 19l
2
1
2 1
1
2
1
2
with the shifted detuning a wD = D¢ + ∣ ∣g2
l
2
1
2
1. If at t=0 the initial number of phonons is n0 (achieved e.g.
via feedback cooling), the number of phonons at a later time t1 is given by
= - + - -
+
- +
+
- +
- -- +⎛
⎝⎜
⎞
⎠⎟¯ ( )
( )n
A
A A
n
A
A A
e . 20A A t0 1
An additional heating source in the center-of-massmotion at a rateΓ can be easily included by replacing +A
with + G+A . Note that when the coupling to the cavitymode is turned on for the cooling process, the
equilibriumposition of the sphere along x shifts to themeanﬁeld value b ¹ 01 . One can expect that as the
coupling is turned off slowly the cooled state of the particle will be adiabatically shifted to =x˜ 0.
At t=0 the center-of-massmotion along the x-axis is thus prepared in aGaussian state given by

s
s
= = +
= = +
= =
( ) ( ¯ )
( ) ( ¯ )
( ) ( )
v t n
v t n
c t
0 2 1 ,
0
4
2 1 ,
0 0. 21
x
p
1
2
2
1
2
This state has a purity  = +( ¯ )n1 2 1 and an initial coherence length given by x s= +( ) n¯0 8 2 11 .
Owing to the largemass, the coherence length at this stepwill be typicallymuch smaller than the size of a single
atom.Our goal is to expand it to a value of the order of the radius of the sphere, that is, bymany orders of
magnitude. This is what we do in the next two steps of the protocol.
3.2. Step 2: Boost
As discussed insection 2, in free space the coherence length of the state (21) growswith a speed given by
x w= +¥ -˙ ( ) ( ¯ ) ( )t n Mlim 2 2 1t 1 2 1 1 2. In order to increase this speed, in step 2 (boost) the center-of-mass
evolves in an inverted harmonic potential of frequencyω2 [29], given by theHamiltonian
w= -ˆ ˆ ( ) ˆH p M M x2 22 2 2 22 2 , from t=0 to =t t2 such that vp is boosted by a factor of w[ ]texp 2 2 2 . Assuming
PLD in the LW limit, with a localization parameter L2, the dynamics preserves theGaussian character of the state
at t=0 since theHamiltonian is quadratic and the jumpoperators in themaster equation are linear in xˆ and pˆ.
Thus the parameters characterizing theGaussian state at =t t2 can be obtained by analytically solving
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w
w
=
= + L
= +
˙ ( ) ( )
˙ ( ) ( )
˙( ) ( ) ( ) ( )
v t
M
c t
v t M c t
c t M v t
M
v t
2
,
2 2 ,
1
. 22
x
p
x p
2
2 2
2
2
2
with the initial conditions given by (21). This leads to


w w w
w
w w
w
= - + - L + +
+ + L
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
v t
v
M
v
M
t
v
M
v
t
c
M M
t
1
2
0
0
2 0
0
cosh 2
2
2 0 sinh 2
2
, 23
x
p
x
p
x2 2
2
2
2
2
2
2
2 2 2
2
2
2 2
2
2
2
2
2
3
2 2


w w w
w w
w
= - + L + +
+ + L⎡⎣⎢
⎤
⎦⎥
( ) [ ( ) ( ) ] [ ( ) ( ) ] ( )
( ) ( ) ( )
v t v v M t v v M
t
c M
t
1
2
0 0 2 0 0
cosh 2
2
2 0
sinh 2
2
, 24
p p x p x2
2
2
2
2
2
2
2
2
2 2 2
2
2
2
2
2 2
 
w w
w
w w
w=- L + + L + +⎡⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥( ) ( )
( ) ( ) ( ) ( ) ( )c t
M
c
M
t v
M
v M
t
2
2 0
cosh 2
2
0
0
sinh 2
2
. 25
p
x2
2
2
2
2
2
2
2
2
2 2
2
2
2 2
Note the exponential dependence on wt2 2 due to dynamics in an inverted potential.
3.3. Step 3: Free
After boosting themomentum ﬂuctuations of the center ofmass along the x-axis, the center-of-massmotion is
let evolve freely from =t t2 to = +t t t2 3 in the presence of PLDwith a localization parameter L3. Denoting
= å =T tm nm n2 , at =t T3 the time-evolvedGaussian state is given by solving equation (22)with w = 0, one
obtains



= + + + L
= + L
= + + L
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
v T v t
c t
M
t
v t
M
t
M
t
v T v t t
c T c t
v t
M
t
t
M
2 2
3
,
2 ,
. 26
x x
p
p p
p
3 2
2
3
2
2 3
2 3
2
2 3
3
3 2 3
2
3
3 2
2
3
3
2
3
2
Note that ~( )v tx 1 2 3 grows linearly in time until decoherence due to the L3 termdominates, then
~( )v tx 1 2 33 2. In this regime the purity decays as  ~ -t3 2 causing the coherence length decay as x ~ -t3 1 2.
Note that so far no approximations have beenmadewith regards to the treatment of the dynamics and thus the
state of the center-of-mass can be fully determined. The difference in the size of the coherence lengthwith or
without the presence of gravitationally-induced decoherence is expected to be apparent at this point. For further
details analyzing the advantage of using the inverted potential in step 2, see [29].
3.4. Step 4: Split
In this step the spatially delocalizedwavefunction is split bymeans of a double slit into a spatial superpositionof two
localizedwavepackets.Asdiscussed in section2, itwouldbe convenient toobtain a slit separationd smaller than the
diameter of the sphere.Wepropose to achieve this byperforming a continuous timequantummeasurement of xˆ2.
Themeasurementoutcomewill determine the slit separation, and the strengthof themeasurement thewidthof the
slits. The idea of using an xˆ2measurementof ananosphere to prepare a quantumsuperposition statewas introduced
in [7, 24]. In those cases themeasurementwas approximated tobe instantaneous, herewe address themore general
situation considering that themeasurement takes aﬁnite time t4.
Themeasurement ismodeled as follows.We consider the sphere to be quadratically coupledwith a cavity
mode that is resonantly drivenwith a strength E4. The quadratic coupling strength is given by gq, and in this step
it is convenient to use the length unit s x= =( ) ( )T v T8 x4 3 3 3 , namelywe deﬁne s=˜ ˆx x 4. Here 3 is the
purity of the state after free expansion i.e. ( )T3 . TheHamiltonian in the frame rotating at the cavity resonance
frequency is given by
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 = + - -ˆ ˆ ˜ ˆ ˆ ( ˆ ˆ ) ( )† †H p
M
g x a a E a a
2
i . 27q4
2
2
4
The decay rate of the cavity is given by k4.We assume that a homodynemeasurement of the phase quadrature of
the output cavity ﬁeld is performed, such that the evolution of the densitymatrix rˆT describing the center-of-
massmotion and the cavitymode is given by the following stochasticmaster equation [41]


r r r k r r
k r r r
=- - L + -
- - - á - ñ
+⎜ ⎟
⎛
⎝
⎞
⎠ˆ [ ˆ ˆ ] [ ˆ [ ˆ ˆ ]] ˆ ˆ ˆ [ ˆ ˆ ˆ ]
( ˆ ˆ ˆ ˆ ˆ ˆ ˆ ) ( )
† †
† †
H t x x t a a a a t
a a a a
d
i
, d , , d 2
1
2
, d
i 2 d , 28
T T T T T
T T T
4 4 4
4
where d is theWiener increment. Again, we assume PLDwith a localization parameter L4. After a
displacement operation on the cavityﬁeld by an amount given by the classicalﬁeld amplitude in the empty
cavity, namely a k= -E4 4 4, we can perform an adiabatic elimination (see [42, 43]) of the cavitymodewhen
a k ∣ ∣ ( )g 2 1q 4 4 . The resulting equation for the reduced densitymatrix of the x-coordinate of the center-of-
mass position of the sphere is given by

r w r r l r l r r r= - + - L - + + - á ñ⎡⎣⎢
⎤
⎦⎥
( )
ˆ
ˆ ˆ ˆ [ ˆ [ ˆ ˆ]] [ ˜ [ ˜ ˆ]] ( ˜ ˆ ˆ ˜ ˜ ˆ )
29
p
M
M x t x x t x x t x x xd
i
2
1
2
, d , , d , , d 2 2 d .g
2
2 2
4
2 2 2 2 2
Theeffectivemeasurement strength representing the continuousmeasurementof x˜2 [44] is givenbyl a kº ∣ ∣gq2 4 2 4.
Thequadratic coupling leads to an effectiveharmonicpotential of frequency givenby w a sº ∣ ∣ ( )g M2g q2 4 2 42 .
To solve equation (29) it is useful towrite the densitymatrix in the position basis as
r fá ¢ñ = ¢ ¢˜∣ ˆ ( )∣ ˜ ( ˜ ˜ ) [ ( ˜ ˜ )] ( )x t x A x x t x x t, , exp i , , , 30
where ÎA , f Î , such that ¢ = ¢( ˜ ˜ ) ( ˜ ˜ )A x x t A x x t, , , , , and f f¢ = - ¢( ˜ ˜ ) ( ˜ ˜ )x x t x x t, , , , . Note that since
r[ ˆ ]tr 12 , then ò ¢ ¢˜ ˜ ( ˜ ˜ )x x A x x td d , , 12 . By introducing equation (30) in equation (29), one obtains

w f f w f f s l
l
= - ¶ - ¶ - ¶ ¶ - ¶ ¶ - L - ¢ - - ¢
+ + ¢ - á ñ
s s¢ ¢ ¢( ) [ ] ( ˜ ˜ ) ( ˜ ˜ )
( ˜ ˜ ˜ )
( )
˜ ˜ ˜ ˜ ˜ ˜A A t A A t x x A t x x A t
x x x A
d d 2 d d d
2 2 d
31
x x x x x x
2 2
4 4
2 2 2 2 2
2 2 2
and
f w f f w ww=- ¶ - ¶ + ¶ - ¶ - - ¢s
s
s
¢ ¢[( ) ( ) ] ( ) ( ˜ ˜ ) ( )˜ ˜ ˜ ˜t
A
A t x x td d d
4
d , 32x x x x
g2 2 2 2
2
2 2
wherewe have used w sºs ( )M2 42 . At this step, one can perform the phase-amplitude separation
approximationwhich corresponds to neglecting the second term in equation (32), therebymaking the evolution
off independent ofA. This is justiﬁed sincef evolvesmuch faster thanA as initially f ¢ = - ¢ Q( ˜ ˜ ) ( ˜ ˜ )x x T x x, , 3 2 2
with Q º ( ) ( )c T 2 13 . Recall that to keep the purity constant, one requires ( )c T2 3 to be comparable to
( ) ( )v T v Tx p3 3 which atT3, after expanding the coherence lengthmany orders ofmagnitude, ismuch larger than
 42 . Using f ¢( ˜ ˜ )x x T, , 3 as the initial condition,f is given by f ¢ = - ¢( ˜ ˜ ) ( )( ˜ ˜ )x x T F t x x, , 4 4 2 2 with
w
w
w w w
w w w= -
- Q +
+ Qs
s
s
( ) ( )F t t
t4
4 tan
4 tan
. 33
g g g
g g
Using this one can thus solve equation (31) to obtain the time-evolved densitymatrix. By neglecting the PLD
term and the contribution of phase gradients to the amplitude dynamics in equation (31), which lead to
negligible contributions for the experimental parameters given in section 5, and enforcing that »( )F t 04 , which
requires some ﬁne tuning, the densitymatrix at t4 is given by
 r ¢ » ¢ ¢( ˜ ˜ ) ( ˜) ( ˜ ) ( ˜ ˜ ) ( )x x T M x M x A x x T, , , , , 344 3
where

 p c= - -⎜ ⎟
⎛
⎝
⎞
⎠
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦
⎥⎥( ˜) ˜ ( )M x x t
2
exp
2
. 35
1 4
4
2
4
2
Here is a normally distributed randomnumberwith a variance t4 and a zero-mean that parametrizes the
outcome º ( )p t2L 4 of the homodynemeasurement. Themeasurement strength is given by
c l a k kº = ∣ ∣t g t t2 2 2q4 4 4 4 4 4 4 , where the inequality is for the adiabatic elimination condition to
hold.Note that the position probability distribution after the action of themeasurement operator is given by two
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Gaussian peaks separated by
s cc s c=
- » ( )d p p2 2 36L L4 4 3
2
4
2 4
4
and awidth given by

s s
c
s
c
s
c= -
» =
( )
( )
p p d8 8 2
. 37d
L L
4
4 3
2
4
4
4
2
4
Wehave assumed here that themeasurement outcome is such that c pL 4 32, which is the condition required
tomake the two peaks distinguishable. Thus the continuous timemeasurement of xˆ2 effectively acts as a double
slit.We remark that themeasurement operatorequation (35) obtainedwithin the phase-amplitude separation
approximation has the same form as the one obtained assuming an instantaneousmeasurement [24], however
herewe have derived themeasurement strength as a function of themeasurement time.
The probability distribution for the outcomes ( )P po L , when themeasurement operator is applied on the
input state rˆ ( )T3 , is given by:
   òr p r= = á ñc- -⎜ ⎟⎛⎝ ⎞⎠( ) [ ˆ ˆ ( ) ˆ ] ˜ ˜∣ ˆ ( )∣ ˜ ( )† ( ˜ )P p T x x T xTr 2 d e . 38o L x p3
1 2
2
3L4
2 2
One aspect of realizing such a double slit is that the slit separation equation (36) depends on themeasurement
outcome pL andwill vary from run to run. As a result in our proposal we have to post-select a suitable slit-width
that satisﬁes x x dG whichwill enable us to falsify gravitationally-induced decoherence. To this end it is
advantageous also to have at hand the probability distribution for the slit separation d for a givenmeasurement
strength given by
c
s
c
s c= +
⎛
⎝⎜
⎞
⎠⎟( ) ( )P d
d
P
d
2 4
. 39s o
4
4
2
4
2
4
2
3
2
4
Using the above distributionwe can now estimate the probability for the slit separation to fall in a given range of
interest < <d d dmin max. Choosing theminimum slit separation as s =d 5dmin ensures that the two peaks in
the post-measurement state arewell resolved, while the condition  xd naturally leads to the choice
x= ( )d Tmax 3 . In the limit of large enoughmeasurement strengths such that all the corresponding outcomes
satisfy c pL 32, we get for this probability
 ò c» -
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥( ) [ ] ( )lP ld erf erf
2
, 40
d
d
s 3
3
4min
max
which for largemeasurement strength c  14 , tends to approach »[ ]erf 1 0.8.
At this step, the state after a double slit of separation d has been prepared. As discussed in section 2, the
generation of fringes in free expansionwould require an unfeasibly long time. In the next two steps, we propose a
method to overcome this challenge.
3.5. Step 5: Rotation
In the next two steps, step 5 (rotation), and step 6 (inﬂation), wewill ensure that the fringes separate
exponentially in time instead of linearly as implied by dynamics in free space [29]. To achieve this, ﬁrst, in step 5
(rotation), we let the system evolve with theHamiltonian w= +ˆ ˆ ( ) ˆH p M M x2 25 2 52 2 during a time t5, such
that xˆ and pˆ evolve in theHeisenberg picture as
w w w
w w w
= +
= -
ˆ ( ) ˆ ( ) ( ) ˆ ( ) ( )
ˆ ( ) ˆ ( ) ( ) ˆ ( ) ( ) ( )
x T x T t
p T
M
t
p T p T t M x T t
cos sin ,
cos sin . 41
5 4 5 5
4
5
5 5
5 4 5 5 5 4 5 5
Here, for simplicity, we have ignored decoherence for themoment. In step 6 (inﬂation), the system evolves with
theHamiltonian w= -ˆ ˆ ( ) ˆH p M M x2 26 2 62 2 for a time t6, such that xˆ and pˆ evolve in theHeisenberg picture
as
w w w
w w w
= +
= +
ˆ ( ) ˆ ( ) ( ) ˆ ( ) ( )
ˆ ( ) ˆ ( ) ( ) ˆ ( ) ( ) ( )
x T x T t
p T
M
t
p T p T t M x T t
cosh sinh ,
cosh sinh . 42
6 5 6 6
5
6
6 6
6 5 6 6 6 5 6 6
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Note that for w-t6 6 1, then
w» +
w ⎡
⎣⎢
⎤
⎦⎥ˆ ( ) ˆ ( )
ˆ ( ) ( )x T x T p T
M
e
2
. 43
t
6 5
5
6
6 6
Using equation (41), andﬁne tuning t5 such that
w ww w=( ) ( ) ( )t tcos sin , 445 5
5
6
5 5
then
w
w
w
w» +
w
⎡
⎣
⎢⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦
⎥⎥ˆ ( ) ˆ ( )
( ) ( )x T p T t
M
e
sin
2
1 . 45t6 4
5 5
5
5
6
2
6 6
Thus ˆ ( )x T6 is proportional to ˆ ( )p T4 with a coefﬁcient that grows exponentially with w t6 6. Therefore one can
perform an exponentially fast time-of-ﬂightmeasurement of themomentumdistribution at =t T4 by
measuring the position distribution at =t T6. Note that for w w=5 6 the condition equation (44) is satisﬁed
with w p=t 45 5 .We remark that should one be interested inmeasuring the probability distribution of another
quadrature at =t T4, one could adjust t5 accordingly.
Motivated by the discussion above, let us calculate the state obtained after rotation for a time t5. Since after
step 4 (split), the state is non-Gaussian, its evolution has to be calculatedmore carefully. In this context, it is
convenient to use theWigner function

ò p r= + --¥
¥ -
( ) ˆ ( ) ( )W x p t y x y t x y, , d e
2 2 2
. 46
pyi
In the presence of PLD in the LW limit, with localization parameter L5, and theHamiltonian Hˆ5, the evolution
of theWigner function is given by
w¶¶ = -
¶
¶ +
¶
¶ + L
¶
¶ ( )
W
t
p
M
W
x
M x
W
p
W
p
. 475
2 2
5
2
2
To solve this eqution it is useful to deﬁne the Fourier transform
ò= -¥
¥ - -¯ ( ) ( ) ( )W k k t W x p t x p, , , , e e d d , 48x p k x k pi ix p
such that the dynamical equation reads
w¶¶ =
¶
¶ -
¶
¶ - L
¯ ¯ ¯ ¯ ( )W
t
k
M
W
k
M k
W
k
k W . 49x
p
p
x
p5
2 2
5
2
Let us nowmake the ansatz
=L¹ L=¯ ( ) ¯ ( ) ¯ ( ) ( )W k k t W k k t G k k t, , , , , , , 50x p x p x p0 0
where L=¯ ( )W k k t, ,x p0 ( L¹¯ ( )W k k t, ,x p0 ) is the solution of equation (49)with L = 0 (L ¹ 0). Plugging
equation (50) into (49) leads to the following equation for the convolution function G¯
w¶¶ =
¶
¶ -
¶
¶ - L
¯ ¯ ¯ ¯ ( )G
t
k
M
G
k
M k
G
k
k G. 51x
p
p
x
p5
2 2
5
2
This equation togetherwith the initial condition =¯ ( )G k k, , 0 1x y has the following solution

w=
L⎡
⎣⎢
⎤
⎦⎥
¯ ( ) ( )G
M
g k k texp
4
, , , 52x p
2
5
2
5
3
where
w w w w wº + ´ - - + +⎪
⎪
⎪
⎪
⎧
⎨
⎩
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥
⎫
⎬
⎭( ) ( )
( )
g k k t k k M t
M k
k
t
M k
k
, , 2 sin 2 arctan sin 2 2 arctan .
53
x p x p
p
x
p
x
2 2 2
5
2
5
5
5
5
This gives the exact solution of the evolvedWigner function including PLD in the LW.Note that for a quadratic
Hamiltonian the evolution of theWigner function in the absence of decoherence is given by
=L= L=( ) ( ( ) ( ) )W x p t W x t p t, , , , 00 0 , where x(t) and p(t) are the classical solutions given by theHamilton
equations.
In order to quantify the effect of decoherence during the rotation, it is convenient to deﬁne dimensionless
variables: sºk¯ kx x x, sºk¯ kp p p and wºt¯ t5 5, for some given length andmomentumunits sx and sp. Then,
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= - +¯ [ ( ¯ ¯ ) ( ¯ ¯ ¯)] ( )G A k A k B k k texp , , 54x p x p1 2 2 2
with


w s
w s
w s
s
w s
s
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º L
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p
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p
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3 2
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2
5 5
With the experimental parameters used in the case study section 5, andwith s = dx and s s=p d (recall
equations (36) and (37)), one can show that typically A A, 11 2 and thus decoherence in this step can be
neglected.
3.6. Step 6: Inﬂation
In step 6, the center ofmass evolves in an inverted potential of the form w= -ˆ ˆ ( ) ˆH p M M x2 26 2 62 2 and PLD
with localization parameter L6 from =t T5 to =t T6. The state can be calculated using theWigner function, as
discussed in step 5 replacing w w i5 6 and L  L5 6 .
After the evolution, we expect to observe fringes in the position probability distribution, namely in
òº -¥
¥( ) ( )P x W x p T p, , d6 . Using the results of the previous section, one can show
ò sps= + -L¹ -¥
¥
L= L
L
( ) ( ) ( ) ( )P x P x y y yexp d , 560 0
2 2
where under the action of Hˆ6
s w w w=
L -L [ ( ) ] ( )
M
t tsinh 2 2 57
2
6
2
6
3 6 6 6 6
is the blurring distance due to decoherence. One can show that the fringe separation grows exponentially in time
approximately as w p w» [ ] ( )x t Mdexp 2f 6 6 6 . It will thus be important that decoherence during the inﬂation
step is low enough such that sL x 1f atT6, and hence the interference pattern is not washed out.
Note that the position probability distribution of the center-of-mass after the step 6 (inﬂation) can be
calculated analytically (even though theﬁnal expression is very lengthy) taking into account all the experimental
parameters and PLD in the LW limit. This is used in section 5 to obtain the interference pattern for a speciﬁc
experimental implementation of the protocol.
3.7. Step 7:Measure
Theﬁnal step (measure) consists in performing a continuous timemeasurement of xˆ2 in order to unveil the
fringes equation (56). Note that since the interference pattern has to be symmetric, it ismore convenient to
directlymeasure xˆ2, as is done in step 4 (split). Hence, in this step theHamiltonian is given by
 = + - -ˆ ˆ ˜ ˆ ˆ ( ˆ ˆ ) ( )† †H p
M
g x a a E a a
2
i , 58q7
2
2
7
where the convenient length scale unit is now given by òs = á ñ = -¥
¥⎡⎣ ⎤⎦ˆ ( )x x W x p T x p, , d d7 2 1 2 2 6
1 2
. Note that
the cavity parameters in this step are given by: the resonant driving strength E7, the decay rate of the cavity given
by k7, and the classical ﬁeld amplitude in the empty cavity a k= -E7 7 7. A homodynemeasurement of the
phase quadrature of the cavityﬁeld is performed assuming, again, the adiabatic approximation, namely
a k ∣ ∣ ( )g 2 1
q
2
7
2
7 . Further, invoking the phase-amplitude separation approximation, which is valid again due
to the large phase accumulated during step 5 (inﬂation), themeasurement strength is given by
c a k k= ∣ ∣g t t2 2q7 7 7 7 7 7 . The position resolution that can be achieved in themeasurement is bounded
frombelow by
d sc
s
k ( ) ( )x t2 2 . 59
7
7
7
7 7
1 4
This position resolution ignoresmeasurement back-actionwhich is justiﬁed in the parameter regimewe are
interested in. In order to resolve the fringes we require dx xf .
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4.Quantummicromechanical interferometer: implementation
In this section, we propose and analyze a physical set-up for the implementation of the quantum
micromechanical interferometer protocol discussed in section 3, see ﬁgure 3.We consider a superconducting
sphere that ismagnetically levitated on top of a superconducting chip, at some distance =z zt , and skates along
the y-axis. Themain ingredients of the implementation are the following:
• The different steps of the protocol are implemented by letting the sphere skate along the y-axis in a static
potential landscape as sketched inﬁgure 3(b). The potentials along the x-axis, ( ˆ)V x , act during the time
required for the sphere to skate through the particular region in the potential landscape. This is advantageous
since the potential is static and does not need to be switched-on and off, which could easily cause additional
decoherence.
• The potential landscape is generated by persistent superconducting currents that give rise to a staticmagnetic
ﬁeld potential that interacts with a superconductingmicrosphere in theMeissner state [28]. Being persistent,
the intensity of the currents does notﬂuctuate and hence themagnetic potentials are stable,minimizing
decoherence arising from trap ﬂuctuations.
• The cavities required for cooling, splitting, andmeasuring the position of the state are implementedwith ﬂux-
dependentmicrowave quantum cavities containing a SQUID. This leads to a quantummagnetomechanical
coupling [28, 45, 46] between the sphere and the cavities. These quantum circuits are positioned on a chip at
z=0, where the persistent currents are located aswell. The sphere skates along the y-axis, levitated at some
distance =z zt . The SQUIDs are positioned in the appropriate region of themagnetic landscape such that
when the particle skates over them, the desired ﬂux-dependent couplings to the particle position (or squared
position) are implemented. Note that the driving ﬁelds of the cavities can be switched on throughout since the
interaction of the sphere with the cavity will only take placewhile the sphere is skating near them.
In order to control the speed at which the sphere skates along the y-axis, the chip could be conveniently
inclined. A superconducting sphere with optimal properties could be loaded on a superconducting chip using a
magnetic conveyor as has been experimentally realizedwith ultracold atoms [47]. Being an on-chip
implementation, one could imagine having a system inwhich the same sphere can be reused for each run of the
experiment. At the end of each run the sphere could be brought back to step 1with an on-chipmagnetic
conveyor. This would prevent the run-to-run variations thatwould necessitate an average overmass and
magnetic properties of the different spheres used to obtain the interference pattern.
In the following, we discuss how themagnetic landscape inﬁgure 3(b) can be implementedwith persistent
currents. Subsequently we discuss how steps 1, 4, and 7 can be performed using a quantummagnetomechanical
coupling to amicrowave resonator. Thenwe consider decoherence due tomagnetic ﬁeld ﬂuctuations arising
from the surface, a source of decoherencewhich is introduced by choosing this particular physical
implementation.
Figure 3. (a) Sketch of the superconducting chip implementation of the quantummicromechanical interferometer protocol.
Superconducting wires are shown in black and the different stages are separated by dashed lines. The SQUIDs are shown in red. (b)
Illustration of themagnetic potential ( )V x y, in each of the steps. The position probability distribution in the x-axis is illustrated (dark
blue) at the different stages of the protocol. Notice that both ﬁgures are not scaled andhave only illustrative purposes.
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4.1.On-chipmagnetic landscape
For a perfect superconducting sphere of volumeV in an appliedmagnetic ﬁeld B, theHamiltonian describing
the interaction between themagnetic ﬁeld and the induced dipole [48] of the sphere, whose center ofmass is at
position = ( ˆ )x y zr , , in a gravitational ﬁeld along the z-axis, can be approximated by by [28]
c= +ˆ ( ) ∣ ( )∣ ( )V Mgzr B r , 602
where c mº V3 4 0, m0 is the vacuummagnetic permeability, and g is the effective gravitational acceleration
along the z-axis taking into account the small inclination of the chip. This expression assumes that the
superconducting sphere is in theMeissner state, namely that =B 0 in the interior of the sphere. Such
assumption requires the radius of the sphere to bemuch larger than the fundamental length scales in
superconductivity, namely the London’s penetration depth and the superconducting coherence length [49].
Themagnetic ﬁeld used to engineer the potential required in each of the steps of the protocol will be created
by 4 parallel wires [50, 51]. Let us start by considering 4 ideal inﬁnite wires (neglecting their thicknesses) placed
along the y-direction at z=0. The two interior wires, separated by a distance di, carry a current of strength Ii in
opposite directions. The two outer wires, separated by a distance do, carry a current Io, as sketched inﬁgure 4(a).
Thesewires create amagnetic ﬁeld, ( )B r , that does not depend on y. In absence of gravity, analytical expressions
of the trapping position can be derived [50, 51]. Considering gravity, we numerically study the properties of the
traps. In particular, we study the normalized potential seen by the sphere as a function of its coordinates
z= +ˆ ( ) ∣ ( )∣V E B z Rr B r0 2 02 , where m p= ( )B I d2 i i0 0 is theﬁeld created by the two inner wires at the origin
of coordinates, cºE B0 02, and z m rº ( )gR B4 30 02 . Here ρ is themass density of the sphere. The properties of
themagnetic potential can bemodiﬁed by tuning the distances and intensities of thewires. For the protocol
discussed in section 3, the following potential distributions are needed:
• Strong attractive potential (step 1): strong conﬁnement in the x-direction, while the particle is trapped at
xp= 0 and zp= zt.
• Inverted potential (steps 2, 6): inverted potential in the x directionwhile the particle is levitating at »z zp t .
• Free propagation potential (steps 3, 4, 7):ﬂat potential in the x-directionwhile the particle is levitating
at »z zp t .
• Weak attractive potential (step 5): weak conﬁnement in the x-direction, with a frequency value similar to that
for the inverted potential while the particle is trapped at xp= 0 and »z zp t .
All of the different potentials required above can be obtained by ﬁxing the current intensities through the
wires and the distance between the interior wires, and only tuning the distance between the outer ones. In
ﬁgure 4(b)weplot the absolute value of the trapping frequency in x as a function of the distance between the
outerwires (for the particular distances and currents used in the case study section 5). Inﬁgure 4(c)weplot the
corresponding trapping heights zt. As can be seen from these plots, themagnetic potential can bemodiﬁed by
only tuning the outer distance betweenwires, allowing to create the different distributions required for the
protocol. The strong attractive potential is generated placing the outerwires at a distance d d2.3o i. This
generates a quadrupole-like ﬁeld distribution, and the trapping takes place slightly below the zeroﬁeld point,
=zB 0, given by [50]
Figure 4. (a) Sketch of the wires forming the building blocks of themagnetic skatepark. (b)Plot of the frequency of the harmonic/
inverted potential in x as a function of the ratio of distances betweenwires d do i (ﬁxing =d R13i ) and currents speciﬁed in
appendix. The inset shows in detail the change in the potential from inverted to attractive. (c)Plot of the corresponding trapping
heights z Rt (green line). The point of zeroﬁeld, =zB 0, given by equation (61), is indicatedwith a dashed gray line.
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A tight trap both in x and z-directions is then created.On the contrary, the inverted potential is obtained by
placing the outer wires closer to the inner ones. In this case, as d do i, the potential is the same as that created
by a single pair of wires with current ( -I Ii o), giving rise to an inverted potential in x and a stable trapping point
in z due to the gravitational force. Between these two cases, one canﬁnd a do value forwhich the potential in the x
direction at x=0 changes frombeing inverted to attractive, see ﬁgure 4(b). This allows us to design aﬂat
potential permitting free expansion of the state along the x-axis. A possible set of experimental numbers for
implementing the protocol are discussed in section 5.
These results have been obtained assuming that thewires are inﬁnitely long.However, we have performed
calculations considering the complete protocol with the differentﬁnite regions as sketched in ﬁgure 3(a). Both
trapping heights and potential proﬁles agree well with the results for inﬁnite guides and transitions fromone
region to the other can bemade adiabatic by controlling the lengths of the connections between the different
regions. However, taking into account these smooth transitions in the protocol, and choosing the experimental
parameters accordingly in the case study discussed in section 5 lies beyond the scope of thismanuscript.
4.2. Cavity quantummagnetomechanics
In steps 1, 4, and 7 a coupling to a cavitymode is required. This is achieved by amagnetomechanical coupling
between the center-of-mass of the superconductingmicrosphere and amicrowave resonator with a SQUID
[28, 45, 46]. The frequency of the cavitymode isﬂux-dependent due to the presence of the SQUID [52], and it is
given by w=ˆ ( ) ˆ ˆ†H a arc , where ˆ†a (aˆ) is the creation (annihilation) cavitymode operator,
w = -( ) [ ( ) ]E E Er r8c J C C1 2 , and p= F F( ) [ ( ) ]E Er r2 cos .J J 01 Here F0 is theﬂux quantum, r is the position
of the superconducting sphere, EC is the charging energy of a single electron stored in the capacitance, and EJ1 the
energy associatedwith an electron tunneling across one of the two identical junctions. The regime E E 1J C is
assumed so that the resonator is linear. Note that themagnetomechanical coupling arises because the ﬂux
threading the pick-up coil F( )r depends on r . As beforewe denote the position of the sphere as = ( ˆ )x y zr , ,
with xˆ corresponding to the quantummechanical position operator of the center-of-massmotion along the x-
axis. Expanding theHamiltonian up to second order in xˆ, one has
  w= + +ˆ ˆ ˆ ˜ ˆ ˆ ˜ ˆ ˆ ( )† † †H a a g xa a g x a a, 62c l q 2
where w wº ( )y z0, ,c c , and s=˜ ˆx x is the position scaled by a length scale whichwe choose in each step of the
protocol and is related to r( [ ˆ ˆ])xtr 2 1 2. The linear and quadraticmagnetomechanical couplings are then given by
pw h
w p h p h
=-
=- + +
⎡
⎣⎢
⎤
⎦⎥
[ ]
[ ] ( )
( )
( )
g
s c
c
g
c c
c
s
c
sign
2
,
sign
2
1
2 2
, 63
l l
q l q
0 0 0
0
0 0
2
0
2
0
3 2
2 0
0
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Note that to have a quadratic coupling the pick-up coil is placed such that h = 0l and ¹s 00 .Whenever h ¹ 0l
and ¹s 00 , the linear coupling ismuch larger than the quadratic since h h h~ +( )g gl q l l q2 and h h 1 l q
for the Taylor expansion to be valid. Finally, themicrowave photons in the cavity decaywith a rate k wº Qc ,
whereQ is the cavity quality factor. The dissipative term in themaster equation describing this decay is given by
 r k r r= - +⎜ ⎟⎛⎝
⎞
⎠[ ˆ ] ˆ ˆ ˆ [ ˆ ˆ ˆ ] ( )† †a a a a2
1
2
, . 65
Thus theHamiltonian (62) and the dissipative term (65) are of the same form as those used in section 3 to discuss
steps 1, 4, and 7. Aswas remarked in [24], the nonlinear cavity cooperativity due to the quadratic coupling is
greatly enhanced due to the large scale given by r( [ ˆ ˆ])xtr 2 1 2, many orders ofmagnitude larger than the typical
zero pointmotion in quantumnanomechanical systemswhere nonlinear couplings are typically veryweak [13].
Note, however, that there has been recent experimental progress for position-squaredmeasurements of
mechanical systems [53–55].We remark that the SQUIDs are assumed noiseless. The effect ofﬂux noise in the
SQUIDs, in particular in the double slit in stage 4, will be addressed elsewhere [56].
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Let us nowdiscuss the appropriate location for the pick-up coils on the chip such that the steps 1, 4 and 7 of
the protocol are passively implemented in themagnetic skatepark.We choose to place the pick-up coils on the
chip i.e. in the z=0 plane.We consider rectangularly shaped coils with lengths along the y and x-axis given by ly
and lx respectively. Themagnetic ﬂux threading the pick up coilΦ has a contribution given by the ﬁeld created by
the induced currents of the superconducting sphere and a contribution given by the ﬁeld created by thewires.
With the classical position of the sphere given by = ( )zr 0, 0, t and the center of the coil at the origin
= ( )r 0, 0, 0c , theﬁrst derivative of theﬂux respect to the x-position of the sphere is zero due to the symmetry of
the coil and themagnetic ﬁeld. Thus, to obtain a non-zero linear coupling, hl, the coil has to be shifted from the
center in the x direction. Restricting to the available space between the innerwires forming themagnetic guide
( =d R 13i as used in the case study section 5), the linear coupling hl can be easily optimized over xc and lx
resulting in amaximum for =x R 3c and =l R 6x . On increasing the length ly of the coil, the coupling
increases until l R 40y and saturates thereafter. Note that the totalﬂux that crosses the coil, which determines
the constantﬂux coefﬁcient s0 entering into the quantummagnetomechanical couplings, depends on its
geometrical properties. Regarding the quadratic coupling, hq, we consider a centered coil in x, which ensures
that theﬁrst derivative of theﬂuxwith respect to the x-position of the sphere is zero. Also in this case, both the
magnetomechanical coefﬁcient and the constant ﬂux coefﬁcient depend on the dimensions of the coil. The
particular experimental numbers used in the case study section 5 are given in the appendix.We emphasize that
the couplings are switched-on and off dynamically by letting the sphere skate over the area where the pick-up
coils are locatedwithout changing the intensity of the driving ﬁelds, something that can be advantageous to
minimize decoherence and noise.
4.3.Magneticﬁeldﬂuctuations
In the on-chip implementation of the quantummicromechanical interferometer protocol, potential surface-
induced sources of decoherence could play a role. In particular, as themicrosphere couples to the ﬂuctuations of
the electromagnetic (EM)ﬁeld, both quantum and thermal, we expect itsmotion to decohere as a consequence.
Such decoherence can be studied using the quantumBrownianmotion (QBM)model [31, 35]with the center-
of-massmotion as the system, coupled linearly to the bath of EMﬁeldmodes. In this section, we consider the
decoherence induced by the interaction of a diamagnetic particle with theﬂuctuations of the electromagnetic
ﬁeld near a surface, which could potentially change the density of bathmodes to a large extent. Looking at the
interaction between a diamagnetic particle and the ﬁeld as in equation (60), in the presence of an externally
applied classicalmagnetic ﬁeld ( )B r with ﬂuctuations ˆ ( )B rf , one canwrite the interactionHamiltonian up to
bilinear terms as
c» ¶ + ¶ˆ [ ( ) · ˆ ( ) ˆ ( ) · ( )] ˆ ( )H xB r B r B r B r , 66I x f f x0 0 0 0
where r0 is the classical trajectory of the particle, and xˆ stands for the quantum ﬂuctuations of the center-of-
mass position along the x-axis.We have ignored here the contribution from the interaction terms of third and
higher order inﬂuctuations of themagnetic ﬁeld and of the center-of-mass position.One can then express the
magnetic ﬁeld ﬂuctuations in the presence of the surface as [57]
ò òåww w w= ¢ ´ ¢ ¢ +l l l
¥
=
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[ ¯¯ ( )] [ ¯¯ ( )]G Gr r r r, , ,il ijk j kl. The operators wlˆ ( )†f r, and wlˆ( )f r, refer to the bosonic
creation and annihilation operators for themedium-assisted ﬁeld that follow canonical commutation relations,
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with  w( )r, and m w( )r, as the space-dependent permittivity and permeability, and w¯¯ ( )G r r, ,1 2 as theGreen’s
tensor for a particle near a planar semi-inﬁnite surface [57]. Rewriting the interactionHamiltonian (66) as
º ˆ ˆH xI , where one can identify the operator  = ¶ + ¶ˆ ( ) · ˆ ( ) ˆ ( ) · ( )B r B r B r B rx f f x0 0 0 0 as the bath operator
pertaining to theQBMmodel, one can readily see that the interactionwill yield a PLD as the bathmonitors the
system’s position coordinate via the linear coupling. Assuming that the particle is in a harmonic trap of
frequency wt , the decoherence resulting from theQBMcan bewritten as [31, 35]

ò t t w tL = ¥ ( ) ( ) ( )12 d cos , 70B t2 0
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where   t tº á - ñ( ) [ ˆ ˆ ( )], stands for the noise correlation function of the thermal bath at temperatureTe.
Expressing themagnetic ﬁeld ﬂuctuations in terms of themedium-assisted ﬁeld operators and simplifying
further, we obtain the decoherence to be

p w wL = ⎛⎝⎜
⎞
⎠⎟ ( ) ( )K T J2 coth 2 , 71B
t
b
t
where the effective spectral density of the vacuummodes w( )J in the presence of a surface is given as [58]
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Herewe have deﬁned the tensor
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Considering the total Green’s tensor as the sumof free space and scattering components
w w w= +¯¯ ( ) ¯¯ ( ) ¯¯ ( )( ) ( )G G Gr r r r r r, , , , , ,1 2 0 1 2 1 1 2 , the free spaceGreen’s tensor w¯¯ ( )( )G r r, ,0 1 2 yields themotional
decoherence rate of the diamagnet in the absence of the surface and the scatteringGreen’s tensor w¯¯ ( )( )G r r, ,1 1 2
gives themodiﬁcations to the decoherence due to scattering off the surface.Weﬁnd that for the case of a particle
trapped in a harmonic potential of frequency wt near a superconductor, the localization parameter is given by

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with =( ) ( )B B BB r , ,x y z0 as the externally appliedmagnetic ﬁeld evaluated at the center-of-mass position of the
particle, l m=( ) [ ( ) ]T m n T eL e s0 2 as the London penetration length, and d w m s=( ) [ ( )]T n n T2m t m n0 0 as
the skin depth corresponding to the normal phase of the superconductor described by the two-ﬂuidmodel [59].
Here,me and e refer to the electronicmass and charge respectively, = - = -( ) ( ) ( )n T n n T n T T1 1s t n t c 4
is the fractional charge carrier density of superconducting electrons, and sm refers to the electrical conductivity
of themetal in the normal phase. In deriving equation (74), we have assumed that l dL m, and that the distance
of the particle from the surface ismuch smaller compared to the trapwavelength l w ( )z cL t t , similar to
[60]. For a sphere of radius m1 m, environmental temperature =T 50 mKe , and =∣ ∣B 1 mT, weﬁnd that the
decoherence rate for themotion of the sphere near a superconducting surface ismuch smaller relative to the
gravitationally induced decoherence L L ~ -( )10BSC G 11 . Contrasting this with the decoherence near ametal
surfacewith a skin depth dm, such that d w z ct m t , one obtains a localization parameter that goes as
m c w dL ~ ∣ ∣ ( )K T zBBM b e t t m0 2 2 2 3 2 . For the chosen set of parameter values as before, one has that
m d dL L » ( ) ( )z10 10 mBM G t m11 3 Au 2, where dAu is the skin depth of gold. Thus, for typical non-super-
conductingmetals, weﬁnd that decoherence due tomagnetic ﬁeldﬂuctuations near the surface ismuch larger
than gravitationally-induced decoherence. Therefore, to be able to observe gravitationally-induced decoherence,
one needs to place themicrosphere near a superconducting surface. That is, one should use a superconducting
atom chip [60–62].
5. Case study
In this sectionwe consider a particular set of experimental parameters and analytically calculate the interference
pattern that would be obtained in the proposed quantummicromechanical interferometer. This is done
considering standard sources of decoherence andwith (red curve inﬁgure 5) orwithout (gray curve inﬁgure 5)
gravitationally-induced decoherence.With the parameters explicitly listed in the appendix, one obtains the
interference pattern plot inﬁgure 5, indicating that the faint parameter-free gravitationally-induced
decoherence could be unambiguously falsiﬁed.We emphasize therewould be other sets of parameters that
would lead to the same conclusion, namely that gravitationally-induced decoherence could be falsiﬁed.
We have considered a superconducting sphere in theMeissner statewith a radius of m=R 1 m and amass
of » ´M 2 10 amu13 , well inside theGQR, as shown inﬁgure 1. The superposition size is determined by the
slit separation m=d 0.5 m and slit width s » 11.6 nmd . The total time of the quantummicromechanical
interferometer after cooling (which takes =t 25 ms1 ) is =T 596 ms. This time is distributed between the
different steps as =t 17 ms2 , =t 483 ms3 , =t 12.7 ms4 , =t 2.5 ms5 , =t 61 ms6 , and =t 20 ms7 . The
harmonic potentials in steps 2, 5, and 7 have a frequency of 50 Hz. Note that the longest duration in the
operation of the interferometer is in the free expansion of step 3, where standard sources of decoherence are
minimal. The coherence length after step 3 is given by x »( )T 607 nm3 without gravitationally-induced
decoherence, and x »( )T 121 nmG 3 including it. Hence note that the condition x x dG is fulﬁlled. The
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latter is the key condition in order to falsify gravitationally-induced decoherence, as shown inﬁgure 5. Steps
4–7 are intended to build the interference pattern, in case of a coherent superposition, and thus have to be
performed as fast as possible in order to prevent decoherence fromwashing-out the interference pattern.With
the parameters used, the blurring distance is given by s »L 2.4 nm with the presence of gravitationally-induced
decoherence and s »L 1.9 nm with only standard sources of decoherence. Note that the difference isminimal
and the blurring is small enough to notwash-out the interference fringes generatedwhen gravitationally-
induced decoherence is absent, since the fringe separation takes the value »x 24.7 nmf for the chosen
parameters.
A largermass of the sphere has not been consideredmainly because of two reasons: (i) themagnetic ﬁeld
gradients are limited by the fact that the ﬁeld at the surface of the sphere has to be smaller than theﬁrst critical
ﬁeld of the superconductingmaterial. The larger themass, the smaller the ﬁeld gradients and thus the smaller the
trap frequency in step 1, which then prevents one from achieving the resolved-sideband regime and thus
preparing a sufﬁciently pure initial state.Namely, we require the initial thermalmean phonon number
occupation to be smaller than 1, and »n¯ 0.07 for our parameter choice. (ii)The larger themass, themore
vibration isolation is required to ensure that gravitationally-induced decoherence is themain source of
decoherence.We have already considered a very good isolation vibrationwith values of
~ - - /S 10 m Hzxx 16 1 2 at frequencies below 1 Hz, as required in steps 3, 4, and 7, and
~ - - /S 10 m Hzxx 18 1 2 at frequencies of 50 Hz, as required in steps 2, 5 and 6. In a cryogenic environment
these values are challenging, and comparable to vibration isolation in present-day gravitational wave detectors.
Nevertheless, we remark that in future cryogenic gravitational wave detectors, schemes for achieving vibration
isolation at the incredible numbers of - - /10 m Hz24 1 2 at low frequencies are being developed, see for instance
theKAGRAproject [63].
Vibrations are themain source of decoherence in ourmodel provided that the decoherence frommagnetic
ﬁeld ﬂuctuations can be ignored. The latter is the case if the surface is superconducting, for example, if one uses a
superconducting atom chip [60–62]. Note that the sphere is skating at a distance from the surface of the order of
m11 m. The distance slightly varies in each step of the protocol, something thatwe have not optimized since the
smooth transitions between steps have not been included in our calculations. Should the decoherence from the
surface be a hindering factor, one could also consider implementing the interferometer protocol in free fall [3]
with externalmagnetic potentials speeding-up the dynamics, as in step 2 and 6 of the protocol.
Asmentioned before, we refer to the appendix for the complete list of experimental parameters used to
analytically calculate, as an example, the interference pattern shown inﬁgure 5.
6. Conclusions andﬁnal remarks
Wehave proposed and analyzed a quantummicromechanical interferometer scheme for preparing and probing
quantum superpositions of a sphere in themicrometer scale with amass10 amu13 . The quantum
superposition state is prepared by using a Young’s double slit with slit separation comparable to the radius of the
sphere. In particular, we have proposed an all-magnetic on-chip schemewhere a superconductingmicrosphere
Figure 5. Interference pattern obtained for a sphere of m=R 1 m with amass of » ´M 2 10 amu13 in a Young’s double slit
interferometer with slit separation m=d 0.5 m and slit width s » 11.6 nmd . Thewhole interferometer after cooling, which takes
25 ms, takes 596ms. The gray line is obtained considering standard sources of decoherence and the red one the parameter-free
gravitationally-induced decoherence. In this regime, the observation of interference fringes would unambiguously falsify
gravitationally-induced decoherence.
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skates in amagnetic landscape generated by persistent currents. The chip also houses some SQUIDs that are used
to cool, implement a double slit, andmeasure ﬁnal interference fringes. As the sphere skates through such a
magnetic skatepark an all-magnetic Young’s double slit experiment is implemented passively, namelywithout
the need to switch on and offmagnetic potentials and to actively control the quantum circuits.
Using a challenging but feasible set of experimental parameters as a case study, we have shown that one can
enter into theGQRwhere the faint parameter free gravitationally-induced collapsemodel, proposed byDiósi
and Penrose [8, 9], could be unambiguously falsiﬁed.While we have focused on this paradigmatic parameter-
free collapsemodel as aﬁgure ofmerit, we remark that our proposal would falsify the continuous-spontaneous-
localization collapsemodel [64]with a collapse frequency phenomenological parameter as small as -10 Hz22 ,
several orders ofmagnitude below the original value proposed byGhirardi, Rimini, andWeber in the 80s [65].
In our analysis, especially regarding the experimental feasibility, we havemodeled the experiment with some
necessary degree of simpliﬁcation. For example, we have not considered themany potential sources of noise and
decoherence that could be encountered in a real experimental implementation. Instead, we have analyzed the
aspects that we consider inevitable in any experimental implementation and that would posemore than a
technological challenge. The on-chip implementation of the quantummicromechanical interferometer is
ambitious and therefore experimentally challenging, specially when operating in the regime presented in the
case study.We suggest to address this goal from a top-down approach, namely to gradually increase the
delocalization distance of a superconductingmicrosphere brought to the quantum regime. To do so, one could
perform a set of progressively challenging experiments that could be themselves relevant in the theﬁeld of
quantumnano- andmicromechanics [13]. A possible experimental roadmap could be to show: (i)magnetic
levitation of a superconductingmicrosphere in vacuum, (ii)magnetomechanical coupling between a
superconducting object and a quantum circuit (the superconducting object does not need to be levitating, see for
instance [46]), (iii) ground state cooling of amagnetically levitated superconducting sphere using a quantum
magnetomechanical coupling by combining the two previous points [28], (iv) the preparation of non-trivial
quantum states of the center ofmass of amagnetically levitated superconductingmicrosphere using a quantum
magnetomechanical coupling to a quantum circuit [28] (these states still have a small delocalization distance
comparable to the zero pointmotion), (v) quantum coherent expansion of the center-of-massmotion by
making the trap shallower after ground state cooling, (vi) exponential speed-up of the coherent expansion by
inverting the quadratic potential after ground state cooling, (vii) the implementation of ground state cooling and
coherent expansion as proposed in steps 1–3 of quantummicromechanical interferometer, (viii) perform a
squared continuous-time quantummeasurement using the coupling to a quantum circuit to prepare a double
slit, and (xix) the implementation of the quantummicromechanical interferometer with the 7 steps with small
slit separations (one can then gradually increase the slit separation distance). Note that this roadmapwould also
allow to carefully characterize the standard sources of decoherence arising from scattering of gasmolecules,
vibrations, andmagnetic ﬁeld ﬂuctuations, as well as other sources of decoherence thatmay have been
overlooked.
From a broader perspective, we think that experiments aiming to explore the quantum superposition
principle of verymassive objects would beneﬁt from the conditions thatwe have analyzed and determined to be
crucial for this proposal: (i) a cryogenic environment thatminimizes decoherence due to black-body radiation
and due to scattering of gasmolecules because of the ultra-high vacuumpresent in such environments.We note,
for example, that pressures less than´ -10 17mbar have been achieved in cryogenic environments [32, 33], (ii)
the possibility to use static ﬁelds (ideally using persistent currents) to generate inverted potentials that speed-up
the otherwise very slow quantumdynamics, (iii) a very good vibration isolation in a cryogenic environment to
avoid decoherencewhen using external potentials, (iv) superconducting surfaces in case of near-surface
proposals since low frequency electromagnetic ﬁeld ﬂuctuations are absent, and (v) the use of quantum circuits
to cool, to engineer nonlinearities, and tomeasure the position of themassive object.
We remark that one of themain ingredients to performquantum interference of suchmassive objects in less
than a second is the use of inverted potentials that speed-up the quantumdynamics, as justiﬁed inmore detail in
[29]. This idea could also be implemented in a free fall experiment that would require a cryogenic high-vacuum
tower of fewmeters [3], employing the same protocol as described here. In our protocol we propose to perform
the Young’s double slit by performing a quantummeasurement of the squared position. Alternatively, one could
also consider preparing the quantum superposition using a non-Gaussian (more than quadratic dependence in
position)magnetic potential. Also, one could consider amagnetic grating formed, for instance, using the ﬁeld
created by an array of pinned superconducting vortices or nanomagnets. If themagnetic lattice hasﬁeldmaxima
larger than the critical ﬁeld of the sphere, superconductivity is prevented for spheres passing through these areas.
Such amagnetic grating could be used for near-ﬁeldmatter-wave interferometry, as an all-magnetic version of
the all-optical Talbot-Laumatter-wave interferometers currently being implemented [66]. In this all-magnetic
scenario, one could again use static ﬁelds to speed-up the dynamics without creating decoherence and thus
increase themass of the particle used in near-ﬁeldmatter-wave interferometers without requiring a space
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environment [26, 27]. Our proposal could also be extended to exploit the other interpretations of theGQR. In
particular, one could consider two cold superconducting spheresmoving along parallelmagnetic waveguides
andmeasure themutual gravitational interactionwhich can then be used to determineG. That is a levitation
version of a recently proposed experiment formeasuringGwithmilligrammasses [10].
We hope that the proposal presented in thismanuscript, namely an earth-based on-chip all-magnetic
quantummicromechanical interferometer exploring quantummechanics in a hitherto unexplored parameter
regime, will trigger further table-top experimental and theoretical research on the interplay between quantum
mechanics and gravity.
Acknowledgments
Thiswork is supported by the EuropeanResearchCouncil (ERC-2013-StG 335489QSuperMag) and the
Austrian FederalMinistry of Science, Research, and Economy (BMWFW). ORI acknowledges inspiring
discussionswithMAspelmeyer, J I Cirac and SDimopoulos.
Appendix. Experimental parameters
In this sectionwe provide a list of experimental parameters.We emphasize that the choice of parameters is not
optimized, it is simply a representative example. This set of parameters has been used to plotﬁgure 5.We label
the free parameters that we have chosenwith the item symbol å. The parameters that are not free, either because
they are calculated from the chosen free parameters or because they areﬁxed by the choice (e.g.mass density
oncewe have chosen thematerial), are labeledwith the item symbol •.
A.1. Superconducting sphere
⋆ Material: Niobium.
• Density r = -8570 kg m 3.
• First criticalﬁeld 140 mT.
• Critical temperature at zero ﬁeld 9.2 K.
⋆ Radius m=R 1 m.
• Mass » ´M 2 10 amu13 .
A.2. Environmental conditions
⋆ Bulk and environmental temperature = =T T 50 mKe i .
⋆ Pressure = -P 10 mbar17 [32, 33].
⋆ Vibrations: = - - /S 10 m Hzxx 16 1 2 at1 Hz and = - - /S 10 m Hzxx 18 1 2 at 50 Hz.
A.3.Decoherence
• Scattering of gasmolecules g =1 1.6 sa (assumingHe).
• Black-body decoherence due to scattering is
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• Localization parameter due to vibrations in aHarmonic potential of frequencyω is
w wL
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m Hz
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f
G
xx10
4
2 3
A.4.Magnetic skatepark
A.4.1.Wires
⋆ Current interior wires =I 1.00 Ai .
⋆ Current outer wires =I 0.92 Ao .
⋆ Distance interior wires =d R13i .
A.4.2. Pick-up coils
⋆ Position pick-up coil in step 1: =x R3c and zc= 0.
⋆ Size pick-up coil in step 1: =l R6x .
⋆ Position pick-up coil in steps 4 and 7: = =x z 0c c .
⋆ Size pick-up coil in steps 4 and 7: =l R5x .
A.5. Protocol
A.5.1. Step 1: Cooling
⋆ Distance outerwires =d R30 .o
• Trap distance =z R10.923t and frequency w p =( )2 2193.9 Hzz along the z-axis.
• Attractive potential frequency w p =( )2 2159.1 Hz1 .
⋆ Cavity frequency w p =( )2 1 GHzc1 .
⋆ Cavity decay rate k p =( )2 1000 Hz1 .
• Constant ﬂux coefﬁcient s0=0.208.
• Magnetomechanical coefﬁcient h s = - ´ - -1.13 10 nml 5 1.
• Linearmagnetomechanical single-photon coupling p =( )g 2 1.8 Hzl .
⋆ Intra-cavitymean-ﬁeld photon number a =∣ ∣ 2001 .
⋆ Detuning of the driving ﬁeld wD = - 1.
• Adiabatic elimination condition a k =∣ ∣ ( )g 2 0.17l 1 1 .
⋆ Cooling time =t 25 ms1 .
⋆ Initialmean number of phonons after feedback cooling =n 10000 .
• Finalmean number of phonons »n¯ 0.057.
• Coherence length x » ´ -( )0 8.8 10 m13 .
A.5.2. Step 2: Boost
⋆ Distance outerwires =d R14.3408 .o
• Trap distance =z R11.852t and frequency w p =( )2 394.2 Hzz along the z-axis.
• Inverted potential frequency w p =( )2 50.0 Hz2 .
⋆ Boosting time =t 17 ms2 .
• Momentum gain »( ) ( )v t v 0 104p p2 .
• Standard versus gravitational-induced decoherence L - L L »( ) 1.4G G2 .
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• Position variancewithout LG: »( )v t 1.6 nmx 2 .
• Coherence lengthwithout LG: x »( )t 4.0 nm2 .
• Coherence lengthwith LG: x »( )t 4.0 nm2 .
A.5.3. Step 3: Free
⋆ Distance outerwires »d R14.388 .o
• Trap distance =z R11.787t and frequency w p =( )2 400.5 Hzz along the z-axis.
• Attractive potential frequency w p »( )2 0 Hz3 .
⋆ Free time =t 483 ms3 .
• Position variancewithout LG: »( )v T 239 nmx 3 .
• Position variancewith LG: »( )v T 239 nmx 3 .
• Coherence lengthwithout LG: x »( )T 607 nm3 .
• Coherence lengthwith LG: x »( )T 121 nm3 .
A.5.4. Step 4: Split
⋆ Distance outerwires »d R14.388 .o
• Trap distance =z R11.787t and frequency w p =( )2 400.5 Hzz along the z-axis.
• Length unit s x= »( )T 607 nm4 3 .
⋆ Cavity frequency w p =( )2 1 GHzc4 .
⋆ Cavity decay rate k p =( )2 1 GHz4 .
• Constant ﬂux coefﬁcient s0=0.520.
• Magnetomechanical coefﬁcient h s = - ´ - -1.09 10 nmq 2 10 2.
• Quadraticmagnetomechanical single-photon coupling p »( )g 2 25098 Hzq .
⋆ Intra-cavitymean-ﬁeld photon number a =∣ ∣ 1004 .
• Adiabatic elimination condition a k »∣ ∣ ( )g 2 0.001q 4 4 .
⋆ Measurement time =t 12.7 ms4 .
• Initial phaseQ » ´2.00 107.
• Final phase »( )F t 04 .
• Measurement strength c = 31.74 .
⋆ Slit separation =d 500 nm.
• Slit width s = 11.63 nmd .
A.5.5. Step 5: Rotation
⋆ Distance outerwires =d R14.431 .o
• Trap distance =z R11.729t and frequency w p =( )2 406.3 Hzz along the z-axis.
• Attractive potential frequency w p =( )2 50.0 Hz5 .
• Rotation time p w= =( )t 4 2.5 ms5 5 .
• Standard versus gravitational-induced decoherence L - L L »( ) 1.4G G5 .
• Convolution factors that justify neglecting decoherence » -A 101 19 and » -A 102 4.
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A.5.6. Step 6: Inﬂation
⋆ Distance outerwires =d R14.3408 .o
• Trap distance =z R11.852t and frequency w p =( )2 394.2 Hzz along the z-axis.
• Inverted potential frequency w p =( )2 50.0 Hz6 .
⋆ Inﬂation time =t 61 ms6 .
• Standard versus gravitational-induced decoherence L - L L »( ) 1.4G G6 .
• Blurring coefﬁcient without LG: s »L 1.9 nm.
• Blurring coefﬁcient with LG: s »L 2.4 nm.
• Fringe separation atT6: 24.7 nm.
A.5.7. Step 7:Measure
⋆ Distance outerwires »d R14.388 .o
• Trap distance =z R11.787t and frequency w p =( )2 400.5 Hzz along the z-axis.
• Length unit without LG: s » 59.9 nm7 .
• Length unit with LG: s » 62.0 nm7 .
⋆ Cavity frequency w p =( )2 1 GHzc7 .
⋆ Cavity decay rate k p = ´( )2 1 10 Hz7 6 .
• Constant ﬂux coefﬁcient s0=0.520.
• Magnetomechanical coefﬁcient h s = - ´ - -1.09 10 nmq 2 10 2.
• Quadraticmagnetomechanical single-photon coupling p »( )g 2 262 Hzq .
⋆ Intra-cavitymean-ﬁeld photon number a =∣ ∣ 5007 .
• Adiabatic elimination condition a k =∣ ∣ ( )g 2 0.07q 7 7 .
⋆ Measurement time =t 20 ms7 .
• Measurement strength c = 65.77 .
• Position resolution d »x 5 nm.
• Total protocol time after cooling =T 596 ms7 .
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