Abstract. We prove that many families of toric ideals stabilize up to symmetry. Our results imply Hillar-Sullivant's Independent Set Theorem and settle affirmatively questions in work by Aschenbrenner-Hillar, Hillar-Sullivant, and Hillar-Martin del Campo. Our approach involves splitting an equivariant monomial map into a part for which we have an explicit degree bound of the kernel, and a part for which we can prove that the source, a so-called matching monoid, is equivariantly Noetherian.
Introduction and main result
Families of algebraic varieties parameterized by combinatorial data arise in various areas of mathematics, such as statistics (e.g., phylogenetic models parameterized by trees [AR08, DK09, DE12, PS05] or the relations among path probabilities in Markov chains parameterised by path length [HdCTY12, Nor12] ), commutative algebra (e.g., Segre powers of a fixed vector space parameterized by the exponent [Sno13] or Laurent lattice ideals [HdC13] ), and combinatorics (e.g., algebraic matroids arising from determinantal ideals parameterized by matrix sizes [KR13] or edge ideals of hypergraphs parameterized by the number of vertices [GP12] ). A natural question is whether such families stabilize as some of the combinatorial data tend to infinity. A recently established technique for proving such stabilization is passing to an infinite-dimensional limit of the family, giving some equations for that limit, and showing that those equations cut out a suitably Noetherian space. This then implies that the limit itself is given by finitely many further equations, and that the family stabilizes. This technique is applied, for instance, in the proof of the Independent Set Theorem [HS12] , and in the first author's work on the Gaussian k-factor model, chirality varieties, and tensors of bounded rank [Dra10, DK13] .
In the present paper, we use the same technique to prove that stabilization holds for many families of toric varieties. We formulate our Main Theorem directly in the infinite-dimensional setting, as getting back to families of finite-dimensional toric varieties is fairly straightforward. Throughout, N denotes {0, 1, 2, 3, . . .}, and for k ∈ N we write [k] := {0, . . . , k −1}. We write Sym(N) for the group of all bijections N → N, and Inc(N) for the monoid of all strictly increasing maps N → N. Let Y be a set equipped with an action of Sym(N). We require that the action has the following property: for each y ∈ Y there exists a k y ∈ N such that y is fixed by all of Sym(N \ [k y ]), i.e., by all elements of Sym(N) that fix [k y ] element-wise. In this setting, Inc(N) also acts on Y, as follows: for π ∈ Inc(N) and y ∈ Y, choose a π ∈ Sym(N) that agrees with π on [k y ], set πy := π y, and observe that this does not depend on the choice of π . Observe that for each y ∈ Y the Inc(N)-orbit Inc(N)y is contained in Sym(N)y, and that the latter is in fact equal to the orbit of y under the countable subgroup of Sym(N) consisting of permutations fixing all but finitely many natural numbers. See also [HS12, Section 5] .
Let R be a Noetherian ring (commutative, with 1), and let R[Y ] be the commutative R-algebra of polynomials in which the elements of Y are the variables and the coefficients come from R. The group Sym(N) acts by R-algebra automorphisms on R[Y ] by permuting the variables. Furthermore, let k be a natural number, and let X = {x ij | i ∈ [k], j ∈ N} be a second set of variables, with a Sym(N)-action given by πx ij = x iπ(j) . Extend this action to an action by R-algebra automorphisms of R [X] . . In general, when a monoid Π acts on a ring S by means of endomorphisms, S is called Π-Noetherian if every Π-stable ideal in S is generated by the union of finitely many Π-orbits of elements, i.e., if S is Noetherian as a module under the monoid ring SΠ; see [HS12] . generate a Sym(N)-stable ideal that is not generated by any finite union of orbits (this example is from [AH07] ). On the other hand, the R-algebra R[X] is Sym(N)-Noetherian, and even Inc(N)-Noetherian [Coh87, HS12] , but Sym(N)-stable subalgebras of R[X] need not be, even when generated by finitely many Sym(N)-orbits of polynomials. Furthermore, subalgebras of R[X] generated by finitely many Inc(N)-orbits of monomials need not be Inc(N)-Noetherian (see Krasilnikov's example in [HS12] ). However, our Main Theorem implies that subalgebras of R[X] generated by finitely many Sym(N)-orbits of monomials are Inc(N)-Noetherian.
Our Main Theorem implies an affirmative answer to the question from [AH07] whether chains of ideals coming from certain monomial maps stabilize; so far this was only known in special cases [AH07] and in the Laurent polynomial setting [HdC13] . We expect that our Main Theorem will be useful in many other applications. To facilitate such applications we mention the following strengthening. Corollary 1.2. Assume that Sym(N) has only finitely many orbits on Y, and let S be an R-algebra with trivial Sym(N)-action. Let φ : R[Y ] → S[X] be a Sym(N)-equivariant R-algebra homomorphism that maps each y ∈ Y to an element of S times a monomial in the x ij . Then ker φ is generated by finitely many Inc(N)-orbits of binomials, and im φ ∼ = R[Y ]/ ker φ is an Inc(N)-Noetherian ring.
Proof of the Corollary given the Main Theorem. Let y p , p ∈ [N ] be representatives of the Sym(N)-orbits on Y, so that φ(πy p ) equals s p πu p for some monomial u p in the x ij and some s p in S. Apply the Main Theorem to Y := Y × N and X ∪ X with X := {x p,j | p ∈ [N ], j ∈ N} and φ the map that sends the variable (πy p , j) to x p,j πu p . Consider the commutative diagram
of Sym(N)-equivariant R-algebra homomorphisms. By the Main Theorem, im φ is Inc(N)-Noetherian, hence so is its image under ψ; and this image equals im φ because ρ is surjective. Similarly, ker ψ • φ is generated by finitely many Inc(N)-orbits (because this is the case for both ker φ and ker ψ), hence so is its image under ρ; and this image is ker φ because ρ is surjective.
To illustrate the use of the Main Theorem and Corollary 1.2, we briefly show how they imply the Independent Set Theorem of [HS12] . This theorem needs the following notation. Let m be a natural number and let F be a family of subsets of a finite set [m] . Let T be a subset of [m] and assume that each F ∈ F contains at most one element of T . In other words, T is an independent set in the hypergraph determined by F. For t ∈ [m] \ T let r t be a natural number. Set
where α| F is the restriction of α from [m] to F . Then φ is equivariant with respect to the action of Sym(N) on the variables induced by the diagonal action of Sym(N) on N T , and (a strong form of) the Independent Set Theorem boils down to the statement that ker φ is generated by finitely many Sym(N)-orbits of binomials. By the condition that T is an independent set, each x-variable has at most one index running through all of N. Setting S to be Z[x F,α | F ∩ T = ∅], we find that Y, S, the remaining x F,α -variables, with |F ∩ T | = 1, and the map φ satisfy the conditions of the corollary. The conclusion of the corollary now implies the Independent Set Theorem.
The remainder of the paper is organized as follows: In Section 2, by arguments similar to those of the proof of the Corollary, we reduce the Main Theorem to a particular class of maps φ related to matching monoids of complete bipartite graphs. For these maps, we prove finite generation of the kernel in Section 3; in fact, we give an explicit upper bound on the degree of binomials needed to generate the kernel. In Section 4 we prove Noetherianity of im φ, still for our special φ, in the case where Sym(N) acts transitively on Y ; and in Section 5 we indicate the (mostly technical) extension to the case where Sym(N) has more orbits on Y . Sections 4 and 5 follow the same strategy as the Noetherianity proof in [Coh87, HS12] , except that the relevant monoid that we prove is well-partially-ordered comes from said matching monoids. Finally, in Section 6 we establish that a finite Inc(N)-generating set of ker φ is (at least theoretically) computable, and we conclude the paper with one new instance, in Section 7, in which we have managed to compute it. x B p Ap .
Reduction to matching monoids
Using the fact that B p I kp = B p , we have ψ • φ (y p ) = φ(y p ). Since multiplication by a matrix on the left acts column-wise, ψ is Sym(N)-equivariant, and so ψ • φ is uniquely determined by where it sends each y p . Therefore ψ • φ = φ as claimed. Again, the map φ satisfies the conditions of the theorem (with k replaced by p k p ), and the conclusion of the theorem for φ implies that for φ, so it suffices to prove the theorem for φ . We drop the accents and assume that X consists of variables x p,l,j with p ∈ [N ], l ∈ [k p ], j ∈ N and Sym(N) acting on the last variable, and that the map φ is given by
Monomials in the x p,l,j will be denoted
tuple of finite-by-infinite matrices A p . Note that φ(y p,J ) equals x A where A has all row sums equal to 1, all column sums labelled by J equal to 1, and all other column sums equal to 0. Thus A can be thought of as the adjacency matrix of a matching of the maximal size k p in the complete bipartite graph with bipartition [k p ] N. Thus the monomials in im φ form the Abelian monoid generated by such matchings (with p varying). In the next section we characterise these monomials among all monomials in the x p,l,j , and find a bound on the relations among the φ(y p,J ). 
Relations among matchings
In the setting of the previous section, the following lemma gives a complete characterization of the x A in the image of φ. Think of A p as the adjacency matrix of a bipartite graph Γ (with multiple edges) with bipartition [k p ] N (see Figure 1 ). With this viewpoint in mind, we will invoke some standard results from combinatorics, and refer to [Sch03, Chapter 16] . The first observation is that Γ contains a matching that covers all vertices in [k p ]. Indeed, otherwise, by Hall's marriage theorem, after permuting rows and columns, A p has the block structure
But then the entries of A 11 added rowwise add up to ld, and added column-wise add up to at most (l−1)d, a contradiction. Hence Γ contains a matching that covers all of [k p ]. Next, let S ⊆ N be the set of column indices where A p has column sum equal to the upper bound d. We claim that Γ contains a matching that covers all of S. Indeed, otherwise, again by Hall's theorem, after permuting rows and columns A p has the structure
here the first l columns correspond to a subset of the original S. Now the entries of A 11 added columnwise yield ld, while the entries of A 11 added rowwise yield at most (l − 1)d, a contradiction.
Finally, we invoke a standard result in matching theory (see [Sch03, Theorem 16 .8]), namely that since Γ contains a matching that covers all of [k p ] and a matching that covers all of S, it also contains a matching that covers both. Let B be the adjacency matrix of this matching, so that B has all row sums 1 and all column sums ≤ 1, with equality at least in the columns labelled by S.
where j a ∈ N is the neighbour of a ∈ [k p ] in the matching given by B. Hence,
Proposition 3.2. The kernel of φ from (2) is generated by binomials in the y p,J of degree at most 2 max p k p − 1.
Note that this implies that ker φ is generated by finitely many Sym(N)-orbits of binomials. If, on the other hand, S \ J is non-empty, then for each j ∈ S \ J the monomial v has a variable y p,J with j not among the entries of J (since otherwise all variables y p,J in u would have j among the entries of J , which contradicts that y p,J is in u). Since |S \ J| ≤ k p − 1, we find by multiplying v with at most that many variables in v a divisor v of v such that φ(v )/φ(y p,J ) ∈ im φ, and we can proceed as above.
In fact we can show that the finite generating set of ker φ constructed in Proposition 3.2 can be made into a finite Inc(N)-equivariant Gröbner basis in the sense of [BD11] for an appropriately chosen monomial order. Proof. We follow the proof of Proposition 3.2 and assume that u is a standard monomial with respect to ≤ (so u is minimal among all monomials satisfying φ(u) = φ(v)). It suffices to prove that we can choose the chain
As before we proceed by induction on the degree of v and u. Choose y p,J to be the smallest variable occurring in u. We can assume that v and u have no variables in common, otherwise we can divide out by a common variable and apply the induction hypothesis. Using the facts that ≤ is a grevlex order, v > u, and v and u have the same degree, we have that every variable in v is larger than y p,J . On the other hand we can construct v 1 as before which differs from v by a factor of size ≤ 2k p − 1 and contains y p,J , so v > v 1 . Then divide v 1 and u by y p,J and apply the induction hypothesis to get the rest of the chain, noting that any monomial which divides u is also a standard monomial.
4. Noetherianity of matching monoid rings for N = 1 Given Proposition 3.2 and the reduction to matching monoids in Section 2, the Main Theorem follows from the following proposition.
In this section we establish this proposition in the case where N = 1. The more general proof follows the same idea but with some modifications. Fixing
×N be the set of good matrices. On G act Sym(N) and Inc(N) by declaring that πx A = x πA . The monomials in S are exactly those of the form x A for some A ∈ G. Let d A denote the multi-degree of A, which since N = 1 consists of just a single degree. To prove Noetherianity we will define a partial order on G and prove that is a well-partial-order. Thus we need some basic results from order theory, which are recounted now.
A partial order on a set P is a well-partial-order (or wpo) if for every infinite sequence p 1 , p 2 , . . . in P, there is some i < j such that p i p j ; see [Kru72] for alternative characterisations. For instance, the natural numbers with the usual total order ≤ is a well-partial-order, and so is the componentwise partial order on the Cartesian product of any finite number of well-partially-ordered sets. Combining these statements yields Dickson's Lemma [Dic13] that N k is well-partially-ordered. This can be seen as a special case of Higman's Lemma [Hig52] , for a beautiful proof of which we refer to [NW63] .
Lemma 4.2 (Higman's Lemma). Let (P, ) be a well-partial-order and let P * := ∞ l=0 P l , the set of all finite sequences of elements of P . Define the partial order on P * by (a 0 , . . . , a l−1 ) (b 0 , . . . , b m−1 ) if and only if there exists a strictly
Then is a well-partial-order.
Our interest in well-partial-orders stems from the following application. Consider a commutative monoid [X] with an action of a (typically non-commutative) monoid Π by means of monoid endomorphisms. We suggestively call the elements of [X] monomials. Assume that we have a Π-compatible monomial order ≤ on [X], i.e., a well-order that satisfies a ≤ b ⇒ ac ≤ bc and a < b ⇒ πa < πb for all a, b, c ∈ [X] and π ∈ Π. Then it follows that the divisibility relation | defined by a|b if there exists a c ∈ [X] with ac = b is a partial order, and also that a ≤ πa for all a ∈ [X]. Define a third partial order, the Π-divisibility order, on [X] by a b if there exists a π ∈ Π and a c ∈ [X] such that cπa = b. A straightforward computation shows that is, indeed, a partial order-antisymmetry follows using a ≤ π(a).
Proposition 4.3. If is a well-partial-order, then for any Noetherian ring R, the R-algebra R [X] is Π-Noetherian.
Proof. This statement was proved in [HS12] for the case where R is a field. The more general case can be proved with the same argument by incorporating work done in [AH07] .
Note that the monoid {x
A | A ∈ G} that we are considering here can easily be given a monomial order which respects the Inc(N)-action. For example, take the lexicographic order, where the variables x p,i,j are ordered by their indices: x p,i,j < x p ,i ,j if and only if p < p ; or p = p and j < j ; or p = p , j = j and i < i .
The Inc(N)-divisibility order gives a partial order on the set G of good matrices by A B if and only if there is a monomial x C ∈ S and π ∈ Inc(N) such that x C π(x A ) = x B , or equivalently there is π ∈ Inc(N) such that B − πA ∈ G. Note that A B not only implies there is some π ∈ Inc(N) such that all A i,j ≤ B i,π(j) , but additionally that all column sums of B −πA are at most d B −d A . This prevents us from applying Higman's Lemma directly to (G, ). To encode this condition on column sums, for any A ∈ G, letÃ ∈ N
[k+1]×N be the matrix whose first k rows are equal to A, but with an extra row that makes all column sums equal to d A .
The setG of matrices of the formÃ where A ∈ G consists of exactly those with the properties that the first k row sums are equal to d A and all column sums are equal to d A . Since A ∈ G has only finite non-zero columns,Ã will have all but finitely many columns equal to (0, . . . , 0, d A )
T . Such columns will be called trivial. The jth column ofÃ will be denotedÃ ,j . We define the action of Inc(N) onG as π(Ã) = π(A). Note that for any j / ∈ im(π), the column (πÃ) ,j is trivial, rather than uniformly zero. Proof. The condition that (πÃ) i,j ≤B i,j for all i < k and all j ∈ N is equivalent to the condition that B − πA is non-negative. Using the fact that and note that there is no π ∈ Inc(N) such that πÃ ≤B.
We will work with finite truncations of matrices inG. Let M be the set of matrices A ∈ Some care must be taken in the definition of M since we allow matrices with 0 columns. In all other cases, the degree of A ∈ M is uniquely determined by its entries. However for the length 0 case the degree is arbitrary, so we will consider M as having a distinct length 0 element Z d with degree d for each d ∈ N, and we define
Definition 4.6. For A ∈ M, the jth column of A is bad if A k,j ≤ d A /2. We will call j a bad index of A. Let M t denote the set of matrices in M with exactly t bad indices.
We will use induction on t to show that (M t , ) is well-partially ordered for all t ∈ N. This will in turn be used to prove that (M, ) and then (G, ) are well-partially ordered. First we prove the base case: ,j is trivial for all j / ∈ im(ρ). It follows
On the other hand, suppose the degree is not bounded, in which case A (1) , A (2) , . . . has a subsequence with strictly increasing degree and moreover a subsequence B
(1) , B (2) , . . . with the property that d B (s+1) ≥ 2d B (s) for all s ∈ N. There exists r < s such that B 
B
(s) witnessed by some strictly increasing map ρ. For j / ∈ im(ρ), (ρB (r) ) ,j is trivial, and since B (s) has no bad columns, we have
It follows that (ρB
Proposition 4.8. (M t , ) is well-partially ordered for all t ∈ N.
Proof. The base case, t = 0, is given by Proposition 4.7. For t > 0, assume by induction that (M t−1 , ) is well-partially ordered. For any A ∈ M t , let j A be the index of the last bad column in A. Then A can be decomposed into three parts: the matrix of all columns before j A , the j A th column, and the matrix of all columns after j A . This decomposition is represented by the map
Let the partial order on M t−1 × N [k+1] × M 0 be the product order of the wpos
, ≤) and (M 0 , ). Note that the product order of any finite number of wpos is also a wpo. Suppose for some A, B ∈ M t that δ(A) δ(B). This implies that A ,j A ≤ B ,j B and that there exist strictly increasing maps ρ and σ such that ρ(A ,[j A ] ) ≤ B ,[j B ] and σ(A ,{j A +1,..., A −1} ) ≤ B ,{j B +1,..., B −1} . We combine these into a single strictly increasing map τ : Figure 2 . Then τ A ≤ B so A B. Since is a wpo, (M t , ) is also a wpo. 
with the last inequality due to the row sum condition on A. Therefore |J| ≤ 2k. Let is contained in M t for some 0 ≤ t ≤ 2k. By Proposition 4.8 there is r < s with A 
where eachÃ p is defined as in the previous section. We letG = {Ã : A ∈ G}. For j ∈ N and A ∈G, we denote
As before, we will work over a larger set M ⊃G consisting of all matrices
×[ ] such that for all p, all column sums of A p are equal to some d A,p and the first k p row sums of A p are bounded above by d A,p . We call
[N ] the multi-degree of A. The number of columns of A ∈ M will be called the length of A and be denoted A . We call j ∈ N a trivial index of A if for all p ∈ [N ], the j-th column ofÃ p is trivial. For J ⊂ N, let A ,,J ∈ M denote the product of matrices obtained from A by taking the A ,,j with j ∈ J (and j ≤ A ). If J = ∅, we define A ,,∅ = Z d A .
Definition 5.1. For A ∈ M and j ∈ N, we call j a bad index of A if it is a bad index for some A p . Let M t denote the set of elements of M with exactly t bad indices.
As before, we will use induction on t to show that is a wpo on M t for all t ∈ N. This will in turn be used to show that is a wpo on M. Since (M 0 , ) is well-partially ordered, there exists r < s such that B 
B
(s) , witnessed by some ρ. As in Proposition 4.7, such ρ is also a witness for B Proof. The case t = 0 is Proposition 5.2. Assume t > 0 and assume is a wpo on M t−1 . As in Proposition 4.8, for A ∈ M t we let j A be the last bad index of A. We define δ :
We let be the product order of (
, ≤) and (M 0 , ). As before, observe that δA δB implies A B and use the fact that is a well-partial-order to complete the proof.
Proposition 5.4. The partial order is a wpo on M.
Proof. Note that any infinite sequence of elements of M has an infinite subsequence of elements of some M t because the number of bad indices of A is bounded above by 2 p k p . Together with Proposition 5.3, this immediately gives the desired result.
Proposition 5.4 implies that is a wpo on G. Applying Proposition 4.3 concludes the proof of Proposition 4.1.
Buchberger's algorithm for matching monoid algebras
Assume the general setting of Proposition 4.3, including the assumption that [X] with the Π-divisibility order is wpo, and fix a field K. For a polynomial f and an ideal I in K [X], we can define lm(f ), lc(f ), in(I), division with remainder, and the concept of equivariant Gröbner basis from [BD11] ; all relative to the monomial order ≤. The proof that K [X] is Π-Noetherian shows something more, namely, that every Π-stable ideal has a finite Π-Gröbner basis. We now derive a version of Buchberger's algorithm for computing such a Gröbner basis, under two additional assumptions. First, for a, b ∈ [X] we define the set of least common multiples lcm(a, b) = min{ ∈ [X] : a and b divide }, where monomials are compared according to the divisibility order |. We require the following variant of conditions EGB3 and EGB4 from [BD11] :
EGB34. For all f, g ∈ K [X], the set of triples in [X] × Πf × Πg defined by
is a union of a finite number of Π-orbits:
In particular, EGB34 implies that for all a, b ∈ [X] and π ∈ Π, we have π lcm(a, b) ⊆ lcm(πa, πb). (This is what condition EGB3 of [BD11] looks like when a lowest common multiple is not unique.)
We denote a finite set of orbit generators above by
If the Π-divisibility order is wpo, which is the case for a matching monoid, we can choose to be more specific and define O f,g to be the set of minimal orbit generators. To establish the same fact for a general pair f, g ∈ K[X] we first determine O lm(f ),lm(g) . Then every orbit generator ( , α lm(f ), β lm(g)) ∈ O lm(f ),lm(g) produces a finite number of minimal orbit generators in O f,g of the form (π , παf, πβg) where π ∈ Inc(N). This holds, since there is, up to the action of Inc(N), a finite number of ways π and the monomials of παf and πβg interlace for π ∈ Inc(N). 
be a set with the property that for every f, g ∈ G all S-polynomials in S f,g reduce to zero modulo ΠG. Then G is a Π-Gröbner basis of the Π-stable ideal generated by G.
The following proof follows closely standard proofs of the Buchberger's original criterion.
Proof. Without loss of generality we may assume that elements of G are monic. We aim to show that f ∈ G implies lm(f ) ∈ lm(G) . To this end, write
where a runs through [X], α through Π, g through G, and where only finitely many of the coefficients c (a,α,g) ∈ K are non-zero. Choose the c (a,α,g) such that, first, the
aα lm(g)).
is smallest possible in the monomial order, and second, the number
of summands attaining M is minimal given M . We want to prove that lm(f ) = M , and for this it suffices to prove that N = 1. Suppose otherwise, i.e., there are a 1 , a 2 ∈ [X] , α 1 , α 2 ∈ Π, and g 1 , g 2 ∈ G, such that a 1 α 1 lm(g 1 ) = a 2 α 2 lm(g 2 ) = M and c a1,α1,g1 , c a2,α2,g2 both non-zero. According to EGB34 we can find α, β 1 , β 2 ∈ Π and ∈ lcm(lm(β 1 g 1 ), lm(β 2 g 2 )) such that
be such that b i lm(β i g i ) = and mα = M . We claim that mαb i = a i . Indeed, this follows from
and the fact that K [X] has no zero divisors.
The S-polynomial corresponding to ( , β 1 g 1 , β 2 g 2 ) reduces to zero modulo ΠG, and hence can be written as a finite sum
with tτ lm(g) < if c (t,τ,g) = 0. We now rewrite (3) as
We have mα(b i (β i g i )) = a i α i g i for i = 1, 2 by the computation above. Hence the term c (a1,α1,g1) a 1 α 1 g 1 from the first sum cancels out agains the first term of the rest, and to the coefficient of a 2 α 2 g 2 the number c (a1,α1,g1) is added. The sum with coefficients c t,τ,g has leading monomials mαtτ lm(g) < mα < M . So we find an expression for f with at least one fewer term contributing to the top monomial, a contradiction. We conclude that N = 1, and hence lm(f ) = M ∈ lm(G) .
The following generalization of Buchberger's algorithm produces an equivariant Gröbner basis if it terminates. The termination is guaranteed if the algebra K[X] is Inc(N)-Noetherian.
Algorithm 6.4. G = Buchberger(F ) Require: F is a finite set of monic elements in K[X], the algebra of a monoid [X] equipped with a Π-action, satisfying the assumptions above and the condition EGB34. Ensure: G is an equivariant Gröbner basis of F . S ← S ∪ g∈G S g,h 10:
end if 11: end while This algorithm has been implemented for the particular case where K[X] is a polynomial ring (i.e. the algorithm described in [BD11] ), as a package EquivariantGB [Kro] for the computer algebra system Macaulay2 [GS02] .
We now turn our attention to the task of computing a finite Inc(N)-generating set of binomials of a general toric map as in the Main Theorem. The reduction in Section 2 leads to the following analysis of this task.
Problem 6.5. Fix the names of algebras and maps in the following diagram
Here φ is the map defined by (2), whose image is the R-algebra spanned by the matching monoid, and ψ is any Sym(N)-equivariant monomial map from is a matching monoid as well). Standard elimination theory implies that
4: Let T consist of preimages of elements in G (one per element) and the finite number of binomials generating ker φ (see Proposition 3.2).
Remark 6.7. We can execute Algorithm 6.6 for any coefficient ring R (not necessarily a field), since all polynomials that appear in computation are binomials with coefficients ±1.
In the following two remarks we comment on two major subroutines not spelled out in the sketch of the algorithm above.
Remark 6.8. Unlike in the usual Buchberger algorithm, the task of computing S-polynomials in Algorithm 6.4 is far from being trivial. To accomplish that, one needs to compute the set O f,g . While there exists an effective procedure to do that, at the moment we can not make it very efficient.
Remark 6.9. In the last step of Algorithm 6.6 a preimage φ −1 (g) of an element g ∈ G can be computed by reducing the problem to one of computing maximal matchings of bipartite graphs, a well studied problem in combinatorics. Any monomial x A ∈ im φ can be considered as a collection of N bipartite graphs with adjacency matrices A 0 , . . . , A N −1 as in Section 3, where each A p has bipartition [k p ] N. Fixing A p , let S ⊂ N be the set of vertices in the second partition with degree d Ap (i.e. the indices of the columns of A p with column sum equal to d Ap ). A matching B covering [k p ] and S can be computed using the Hungarian method or other algorithms for computing weighted bipartite matchings (see [Sch03] Chapter 17 for more details). The matching B directly corresponds to a variable y p,J ∈ Y with φ(y p,J ) = x B . Since B covers S, it follows that A p − B is a good matrix. Therefore x Ap /φ(y p,J ) is also in im φ and can be decomposed further by repeating the process.
Algorithm 6.6 has the important theoretical consequence that a finite Inc(N)-generating set of the toric ideals in the main theorem is computable. However, in view of Remark 6.8 and a more elementary approach given in the following section, we postpone a practical implementation of Algorithm 6.6. It remains to be seen if Algorithm 6.6, despite being combinatorially more involved, can outperform a more elementary approach-e.g. by terminating where the elementary approach might not.
7. An example, and a more naïve implementation A more elementary approach to Problem 6.5-indeed, to the hardest variantis, for a given order on [Y, Z], to directly apply the algorithm of [BD11] to the graph of the entire map ψ • φ, rather than computing generators for the kernels of ψ and φ separately as in Algorithm 6.6. The advantages of this approach are that it is simpler to implement, and that it produces not just a generating set, but an Inc(N)-equivariant Gröbner basis. The disadvantage is that we do not know whether the procedure is guaranteed to terminate. We now set up a version of the usual equivariant Buchberger algorithm that is particularly easy to implement, and conclude with one nontrivial computational example.
For convenience let ω = ψ • φ. Let I ω ⊂ R[Y, Z] be the ideal corresponding to the graph of ω, so I ω is generated by the binomials of the form y − ω(y) for each variable y ∈ Y . Choosing a representative y p = y p,(0,...,kp−1) of each Sym(N)-orbit in Y, the ideal is Inc(N)-generated by the finite set This procedure can be adapted to make use of existing, fast implementations of traditional Gröbner basis algorithms. For each n ∈ N truncate to the first n index values by defining n
Here GröbnerBasis denotes any algorithm to compute a traditional Gröbner basis. If truncatedBuchberger(ω) terminates, this implies that there is some m ≥ max p∈[N ] k p such that Inc(m, n)G m satisfies Buchberger's criterion for some n ≥ 2m − 1. Then G m satisfies the equivariant Buchberger criterion given in Theorem 6.3, so G m is an equivariant Gröbner basis. Because we require that m ≥
is an equivariant Gröbner basis for ker ω.
where Y has a single orbit, with two indices, Y = {y j0,j1 | j 0 , j 1 ∈ N, j 0 = j 1 } and Z has a single row, Z = {z i | i ∈ N}, which maps ω : y j0,j1 → z 2 j0 z j1 . Whether ker ω is finitely generated was posed as an open question in [HdC13] (Remark 1.6). This is answered in the affirmative by Theorem 1.1, but by applying Algorithm 7.1 we also explicitly computed an Inc(N)-equivariant Gröbner basis.
The Gröbner basis computations were carried out using the software package 4ti2 [HHM08] , which features algorithms specifically designed for computing Gröbner bases of toric ideals. The monomial order on Y is lexicographic, where variables are ordered by y i,j < y i ,j if i < i , or i = i and j < j . The result, listed below, consists of 51 generators with indices from {0, 1, 2, 3, 4, 5} and degrees up to 5. 3,0 y 1,2 y 3,2 y 2,0 y 1,3 − y 3,0 y 2,3 y 1,2 y 3,2 y 2,0 y 1,4 − y 3,0 y 2,4 y 1,2 y 3,2 y 2,1 y 0,3 − y 3,1 y 2,3 y 0,2 y 3,2 y 2,1 y 0,4 − y 3,1 y 2,4 y 0,2 y 4,0 y 2,3 y 1,3 − y 3,0 y 2,4 y 1,4 y 4,1 y 2,3 y 0,3 − y 3,1 y 2,4 y 0,4 y 4,2 y 1,3 y 0,3 − y 3,2 y 1,4 y 0,4 y 4,2 y 2,0 y 1,3 − y 4,0 y 2,3 y 1,2 y 4,2 y 2,1 y 0,3 − y 4,1 y 2,3 y 0,2 degree 2 y 1,3 y 0,2 − y 1,2 y 0,3 y 2,0 y 1,0 − y 1,2 y 0,2 y 2,1 y 0,1 − y 1,2 y 0,2 y 2,3 y 0,1 − y 2,1 y 0,3 y 2,3 y 1,0 − y 2,0 y 1,3 y 3,1 y 2,0 − y 3,0 y 2,1 y 3,2 y 0,1 − y 3,1 y 0,2 y 3,2 y 1,0 − y 3,0 y 1,2 degree 4 y 2,1 y 1,2 y 0,3 y 0,2 − y However, a naïve elimination procedure terminates, for instance, for the Inc(N)-invariant analogue of Example 7.2: i.e., the same map, but a smaller subset of y-variables, Y = {y j0,j1 | j 0 , j 1 ∈ N, j 0 >j 1 }. A computation that can be carried out with EquivariantGB [Kro] produces a finite number of generators of the kernel: {y 3,1 y 2,0 − y 3,0 y 2,1 , y 3,2 y 1,0 − y 3,0 y 2,1 } At the moment, to our knowledge, there is no counterexample to finite generatedness for the kernel of a monomial map with a weaker (Inc(N)-invariance) condition. 
