With a higher penetration of distributed generation in the power system, the application of microgrids is expected to increase dramatically in the future. This paper proposes a novel method to design optimal droop coefficients of dispatchable distributed energy resources for a microgrid in the Energy Internet considering the volatility of renewable energy generation, such as wind and photovoltaics. The uncertainties of renewable energy generation are modeled by a limited number of scenarios with high probabilities. In order to achieve stable and economical operation of a microgrid that is also suitable for plug-and-play distributed renewable energy and distributed energy storage devices, a multi-objective optimization model of droop coefficients compromising between operational cost and the integral of time-weighted absolute error criterion is developed. The optimization is solved by using a differential evolution algorithm. Case studies demonstrate that the economy and transient behavior of microgrids in the Energy Internet can both be improved significantly using the proposed method.
Introduction
Due to the environmental and geopolitical costs of fossil fuels, a federal program was created to stimulate essential innovation in energy technologies, such as wind and solar power [1] [2] [3] [4] . In China, the cumulative installed capacity of wind power will reach 100 GW by 2015 and will easily meet the target of 200 GW by 2020 [5, 6] . However, renewable energy sources have a fluctuating and unpredictable nature. Due to these characteristic uncertainties, the ever-increasing level of renewable energy sources in the power system makes system operation a challenging task and can introduce higher operational costs and stricter network constraints [7] [8] [9] [10] [11] .
Recently, the concept of an "Energy Internet," has been proposed by the Industrial Internet Consortium (IIC) and it is thought that microgrids in the Energy Internet can provide promising solutions [12] . The advantages of microgrids in the Energy Internet include supplying more reliable power to loads, integrating more renewable energy into power system, increasing energy utilization efficiency, and offering plug-and-play capabilities of distributed energy resources (DERs) and distributed energy storage devices.
To realize proportional power-sharing among distributed generations (DGs), some theoretical optimization methods and control schemes for Energy Internet microgrids have been proposed. solar power generation is proposed. Simulation results are provided to demonstrate the proposed method in Section 4. Conclusions are drawn in Section 5. Figure 1 shows the structure of the microgrid in the Energy Internet used in this study. It is a cluster of distributed resource units and loads, serviced by a distribution system, and can operate in (1) grid-connected mode; (2) islanded (autonomous) mode; (3) ride-through between the two modes. Under normal circumstances, the microgrid shown in Figure 1 operates in autonomous mode. However, when it is subjected to large disturbances, such as loss of generating units or major lines, the system must operate in grid-connected mode. As a benefit of the droop control strategy, the plug-and-play of distributed renewable energy, distributed energy storage devices, and added loads can be easily realized. Therefore, there are two parts of the studied structure: the exited part and the extended part. In the exited part, three DDERs, a wind turbine generator (WTG), a photovoltaic plant (PV), an energy storage system (EES) and the commercial loads are installed at the main bus. For achieving a more refined load management, the commercial loads are divided into two groups: interrupted loads (IL) and non-interrupted loads (NL). The inverter controllers of WTG and PV employ the maximum power point tracking (MPPT) concept to output the captured wind and solar power to the system. All of the inverter controllers of DDERs employ the droop control concept to automatically undertake the unbalance power when the wind and solar power and the commercial loads change. The inverter controller of the EES employs V/f droop control to support the voltage and frequency of the system in the transient process through adjusting the output power by testing the change of terminal voltage and frequency. The extended part can include one or more DGs or other added commercial loads. The important note is that the microgrid must operate in grid-connected mode when a new unit has been interfaced into the system. Appendix A shows the detailed configuration of the microgrid. 
Microgrid in the Energy Internet Description

The Economic and Stable Power Sharing Scheme
Modeling of Wind and Solar Power Uncertainties
Wind Power Forecast
Wind is a fluctuating power source. Therefore, it is necessary to predict the power output of wind generators for the next few hours to days ahead as accurately as possible. As wind power cannot be predicted with 100% accuracy, it is possible that the actual wind power could be different from the forecasted one. In this paper, we assume that the wind power forecast is available and the wind power forecast error is simulated based on the Auto-Regressive and Moving Average Model (1, 1) (ARMA) model, which was originally proposed in Wind Power Integration in Liberalised Electricity Markets (WILMAR) project [20] [21] [22] [23] [24] .
It is assumed in the ARMA (1, 1) model that the wind power forecast error is subject to a normal distribution Np0, σ 2 t q in each time interval t. The variance series of wind power forecast error can be calculated as:
Correspondingly, the standard deviation series σ t is calculated as:
The parameters σ Z , µ, and ν in ARMA (1, 1) model can be identified by fitting the forecast error series as close as possible to available historical data.
In Figure 2 , the time series of the forecasted wind power with its 95.4% probability interval (˘2σ t ) are shown. 
Scenario Generation
The wind power scenarios representing the future realization of uncertainties are generated using the Latin hypercube sampling (LHS) technique in this paper. LHS is a stratified sampling method which is very efficient at extracting samples from the entire distribution of random variables [25] . Compared to the traditional Monte Carlo Simulation which randomly samples the cumulative distributions to obtain variable inputs, LHS uniformly samples the cumulative distributions and approximates the required normal distribution much better [26] . The procedure for LHS can be divided into two main steps; sampling and permutation. The objective of sampling is to generate representative samples to cover probabilistic distributions of each input random variable (wind power at different time stage). The permutation aims at reducing the correlations between samples of different input random variables using the Cholesky decomposition method [27] .
In our experiment, a scenario set with 3000 scenarios is generated. To alleviate the computational burden this scenario set must be reduced to contain only a finite number of scenarios which represent the original process as closely as possible.
Scenario Reduction
A scenario reduction technology is employed to determine a set with the requested number of scenarios and assign optimal probability to the preserved scenarios. The scenarios with very low probability will be eliminated and the close scenarios will be aggregated by measuring the distance of probability distribution between every pair of scenarios [28] . The initial scenario set with 3000 scenarios is ultimately reduced to 10 scenarios, as shown in Figure 3 .
The modeling of solar power uncertainties is congruent to wind power and will not be repeated here. A scenario tree for stochastic solar power is shown in Figure 4 and the numerical results of scenario generation and reduction are shown in Appendix B. 
Dynamic Power Sharing Scheme
The assignment of a droop coefficient to each DDER in the traditional method is usually based on an equitable load share in the form of m p1 P 1 = m p2 P 2 = . . . =m pn P n = constant, n q1 Q 1 = n q2 Q 2 = . . . = n qn Q n = constant, where P i and Q i are the rated active and reactive power output of DDER i [19] . It is remarkable that neither the economic nor the stability content is considered therein; the droop coefficients of the DDERs are scheduled based on rated power only. In fact, the operational cost and the stability of the microgrid are all closely related to the assignation of droop coefficients.
In this paper, a droop-based power sharing scheme uses the frequency and voltage of the microgrid as a common signal among the DDERs to balance the active and reactive power mismatch between generation and demand. The power injected from DDER i is mainly determined by its droop coefficient m pi and n qi , which has been proposed in the preliminary work published in [29] . It is shown in Appendix C. A multi-objective optimization problem can be described using the following formulation:
while f p (¨) is the pth objective function (for 1 ď p ď n). In most cases, there does not exist a global optimal solution to such a problem. However, the Pareto-optimality concept has been intensively used and solutions included in the Pareto-optimal set are those that cannot be improved along any dimension without simultaneously deteriorating along another dimension(s) [30] .
Mathematical Formulation of the Proposed Problem
To minimize the total operational cost, the droop coefficient of each DDER should be selected carefully so that the DDERs with high and low fuel cost can be forced to share a relatively small and large portion of unbalanced power between generation and demand. On the other hand, the stability of a microgrid is also largely affected by the selection of droop coefficients. With inappropriate settings, a large overshoot or oscillation would appear in the transient process of the microgrid with the variation of renewable energy generation and load. In order to achieve both the economic dispatch among multiple DDERs in steady state and the satisfactory dynamic behavior of the microgrid in transient with the variation of operating conditions, a multi-objective optimization model of droop coefficients compromising between the operational cost and the ITAE criterion is proposed, which indicates the dynamic behavior of the microgrid. The multi-objective function is defined as:
where f 1 is the operational cost and f 2 is the ITAE criterion. SC is the scaling factor, blending f 2 with f 1 , and ω 1 and ω 2 are the weighting factor whose value varies between [0, 1]. The operational cost f 1 is formulated as:
where P t i,new is the steady state power output of DDER i at time stage t; FC t i pP t i,new q is the fuel cost of DDER i at time stage t; α k is the externality cost of emission type k (such as nitrogen oxides (NO x ), sulfur oxides (SO 2 ), carbon oxides (CO 2 ), and so on); EF i,k is the emission factor of DDER i, emission type k; N t , N i , and N k are the numbers of time stages, DDERs, and emission types, respectively; E net is the planned exchange electric quantity between the microgrid and the main grid during the scheduling period and indicates that the microgrid purchases electricity from the main grid when the value is positive, and vice versa; and C net is the purchase or sale of electricity price for microgrid, which can be descripted as piecewise function:
where C b and C s are the purchase or sale of electricity price for the microgrid, respectively.
The planned exchange electric quantity between the microgrid and the main grid during the scheduling period T can be calculated by Equation (7):
where P net is the constant exchange power between the microgrid and the main grid during the scheduling period T, which indicates that the power flows from main grid to the microgrid when the value is positive, and vice versa.
It can be seen in Equation (5) that f 1 is composed of fuel costs and environmental externality costs over the scheduled horizon. The operational costs of WTG and PV are assumed to be zero.
The fuel cost of DDER i at time stage t is modeled as a quadratic function of steady state power output of DDER i, as:
where a Fi , b Fi , and c Fi are the cost coefficients of DDER i. The ITAE criterion f 2 is formulated as:
where k is the current sample time; k 0 is the starting time of wind generation and load change; T 0 is ending time of calculation; W is the weighting matrix which is an identity matrix in this paper; and E abs (k) is the absolute error vector and it is defined as:
where f t new is the steady state frequency of the microgrid at time stage t; V t j,new is the magnitude of steady state voltage of bus j; N j is the number of buses; Q t i,new is the steady state reactive power output of DDER i at time stage t; and f t pkq, V t j pkq, P t i pkq and Q t i pkq are the measured frequency, voltage magnitude of bus j, power, and reactive output of DDER i at time stage t, respectively.
The objective function Equation (4) is subject to a set of operational constraints including the frequency and voltage regulation constraints and DDER capacity constraints. All these constraints are summarized as:
where f min and f max are the allowed minimum and maximum frequency, V min j and V max j are the lower and upper limits of bus j voltage magnitude, and S max i is the inverter capacity of DDER i. The objective function Equation (4) is subjected to a set of system constraints, including the power balance constraints, generating constraints, EES constraints, operational reserve constraints, frequency, and voltage regulation constraints and scenario constraints. All the constraints are summarized as follows.
(1) Power balance constraints
where P t W and P t P are the forecasted wind and solar power generation at time t; P t E is the exchange power of EES at time t; P t NL and P t IL are the non-interrupted and interrupted loads at time t. Notice that the network loss is not considered here.
(2) Generation constraints
where P i,min and P i,max are the lower and upper operating limits on generation of DDER i, respectively.
(3) EES constraints
The charge or discharge electric quantity of EES during period T is as:
The residual electric quantity of EES at the end of period T is as:
where E int is the initial electric quantity of EES. The electric quantity and power constraints of EES are as:
where E E,min , E E,max , P E,min and P E,max are the lower and upper operating limits of the electric quantity and exchange power of EES, respectively.
(4) Operational reserve constraints:
In order to ensure the non-interrupted loads maintain continuous operation, all the power output of the microsources must be greater than the power demand of non-interrupted loads, considering the microgrid is likely to disconnect from the main grid at any time.
Meanwhile, in order to ensure the non-interrupted loads keep continuous operation for a period T at the end of time t, the whole electric quantity of the microgrid must be greater than the electric quantity demand of non-interrupted loads, as the energy storage constraints of EES.
(5) Frequency and voltage regulation constraints
where f min , f max , V min and V max are the allowed minimum and maximum frequency and voltage, respectively, which are chosen as 49 Hz, 51 Hz, 0.95 p.u. and 1.05 p.u., respectively.
(6) Scenario constraints
For the sake of considering uncertainties of wind and solar power generation, the scenario constraints have been added to the model for the system power balance.
Fuzzy Logic Theory Involving to the Differential Evolution (DE) Algorithm
The proposed optimization problem shown above is a constrained nonlinear optimization problem. DE is used because of its characteristic of being derivative-free and, thus, effective in capturing the optimal results. It is to be mentioned that in the optimization process, after calculating the objective function, all the constraints are checked and a penalty term is added if any constraint is violated. The algorithm stops if there is no improvement in the objective function.
The values of objective functions can usually belong to different intervals with variable lengths and some objective functions may be always dominated by the others. For example, if f i P " 10 2 , 10 3 ‰ and f j P r0, 1s pi ‰ j, 1 ď i, j ď nq, it is easy to find that the objective function f i is in a dominant position. In order to make the evaluation more efficient, fuzzy logic theory is used in the normalization of each objective function based on the following steps:
(1) Divide the interval of ω 1 and ω 2 into 10 subintervals and implement the optimization repeat from 0 to 1 with a step increment of 0.1. Two groups of non-dominated objective function f 1,i and f 2,i can be obtained and are presented in Table 1 . 
(2) Calculate the lower-bounds f 1,min , f 2,min and upper-bounds f 1,max , f 2,max of each objective function based on [30] .
(3) For the two groups of non-dominated objective function f 1,i and f 2,i , a fuzzy membership function can be assigned as:
(5) The best compromise solution can be found when the normalized sum of the membership function Equation (23) is highest:
Experimental Verification of Proposed Method
The exited part of the microgrid system depicted in Figure 1 is used to demonstrate the proposed approach for finding the optimal droop coefficients. The rated frequency and voltage of the microgrid is 50 Hz and 380 V, respectively. The inverter capacity of each DDER is 300 kVA. The passive filter of each microsource is r f = 0.1 Ω, L f = 1.35 mH, C f = 50 µF; the coupling resistance and inductance of each microsource is r c = 0.01 Ω, L c = 0.02 mH. The fuel cost coefficients, output power limits and externality cost coefficients of three DDERs are listed in Tables 2 and 3 . The capacity and other coefficients of the EES are listed in Table 4 .
The total load demand of the microgrid is shown in Table 5 , with 50% non-interruptible load. This paper solves the optimization model presented in Equations (1)- (21) using DE and determines the best compromise solution according to the fuzzy logic theory. The value of the objective function Equation (2) is 0.0375 and the corresponding optimal droop coefficients of DDERs are shown in Table 6 . The convergence characteristic of the objective function using the DE algorithm is shown in Figure 5 . It can be seen that the convergence of the objective function is fast and the DE algorithm is capable of finding the optimum of the proposed nonlinear optimization problem. As shown in Table 7 , under the control of these optimal droop coefficients, the system operation cost f 1 is $1483.3 and the ITAE criterion f 2 is 0.0229, respectively. If considering only the minimization of operational cost, which is ω 1 = 1 and is utilized in Equation (2), f 1 will be $1276.60, which is lower than $1483.3. However, f 2 will be 0.3452, which is much larger than 0.0229. The system will have a poor dynamic response characteristic. On the other hand, if only considering the minimization of ITAE criterion, which is ω 1 = 0 and is utilized in Equation (2), f 2 will be 0.0124, which is lower than 0.0229. Here f 1 will be $1846.10, which is much larger than $1483.3. The system will operate in an uneconomical power-sharing scheme. The above comparison further validates the necessity to take into account both economic and stability considerations in the design process of optimal droop coefficients. To further demonstrate that the dynamic power sharing scheme will enhance the transient and dynamic stability of the system, a comparison of numerical simulations between operation curves is presented below. Figures 6-9 shows the responses of system frequency, voltage amplitude of the main bus, active power of DDER2, and reactive power of DDER1 with the optimal droop coefficients (ω 1 = 0.5, ω 2 = 0.5) and the economy-based optimal droop coefficients (ω 1 = 1, ω 2 = 0). As shown in Table A1 , scenario 6 has the largest occurrence probability for wind power and is used as an example. To mimic the variation of operating conditions in a day, the wind generation and load change every 10 s according to Tables 5, A1 and A2. It can be observed in group (a) of Figures 6-9 that the microgrid has excellent dynamic performance with the optimal droop coefficients. When the wind generation and load change, the transient process exhibits a small overshoot, little regulation time, and rapid oscillation decay. All the operational constraints are maintained in the allowable range (the maximum frequency deviation iś 0.16 Hz, the maximum voltage amplitude deviation is +0.5 V, and the maximum apparent power of DDERs is 241.1 kVA).
If only considering the minimization of operation cost, which is ω 1 = 1, ω 2 = 0, and is utilized in Equation (4), the system would probably have very poor dynamic performance with the variation of operating conditions. The system response with the economy-based optimal droop coefficients is shown in group (b) of Figures 6-9 . It can be observed that the transient process exhibits very large oscillations and the system will lose stability at time stage 19, 20 and 21.
Conclusions
This paper proposes a method for scheduling droop coefficients to simultaneously improve the economy and stability of a microgrid, considering the volatility of wind power generation. A multi-objective optimization model of droop coefficients compromising between the operational cost and the ITAE criterion is presented. The simulation result validates the effectiveness of the proposed method. It is emphasized in this paper that both the economy and the stability of microgrids should be taken into consideration in the design process of droop coefficients. If not, the autonomous microgrid may suffer economic hardship or stability degradation with the variation of wind generation or load demand.
A. The Detailed Configuration of the Microgrid
The model of each inverter is built on the individual reference frame d i -q i rotating synchronously with the inverter output voltage angular speed ω i . To build the whole model of the system, the reference frame of one of the DDER interfaced inverters is chosen as the common reference frame D-Q rotating at the frequency ω com , and all the other inverters are translated to this common reference frame using angle δ i , which is defined as the angle between an individual reference frame and the common reference frame, as shown in Figure A1 . δ i is given as:
where θ i and θ com are the rotating angle of individual reference frame and common reference frame, respectively. Noted that in the following sections the three phase voltages and currents of each inverter model are represented as vectors in its individual d i -q i frame and the network and loads are represented as vectors in the common D-Q frame. First, the instantaneous active and reactive power components p and q are calculated from the measured output voltage and current as:
Second, the average active and reactive powers corresponding to the fundamental components are subjected to control actions, and they are obtained by means of a low-pass filter as:
where ω c represents the cut-off frequency of the filter.
Finally, the fundamental voltage frequency ω and d-axis voltage magnitude reference vo d are set according to the droop characteristics and q-axis voltage magnitude reference vo q is set to zero, as:
where ω n , V n , P n and Q n are the nominal frequency, voltage, active and reactive powers, respectively, m p and n q are the droop coefficients.
(b) Voltage Controller
The voltage controller is used to synthesize the reference filter-inductor current vector by employing standard proportional-integral (PI) regulators with feedback and forward terms. Figure A4 shows the block diagram of voltage controller. The corresponding state equations are given as:
Along with the algebraic equations:
where K pv , K iv are the proportional and integral gains, respectively, and F is the feed forward gain. The current controller is used to generate the command voltage vector which will be synthesized by a pulse-width-modulation (PWM) module of inverter. The structure of the PI current controller with feedback and forward control loops is shown in Figure A5 . The corresponding state equations are given as:
where K pc , K ic are the current controller parameters.
Both the voltage and current controllers are designed to reject high frequency disturbance and damp the output of the LC filter to avoid any resonance with the external network. The LC filter and coupling inductance dynamics can be represented by the following equations, assuming that the inverter produces the demand voltage v i " vi .
where r f , L f and C f are the resistance, inductance, and capacitance of the LC filter, r c and L c are the coupling resistance and inductance.
(2) WTG Interfaced Inverter Figure A6 shows the power circuit and control block diagram of the wind turbine generator interfaced inverter. The inverter model includes phase-locked loop (PLL), DC bus capacitor, reactive power calculation, DC bus voltage and reactive power controller, current controller, LC filter and coupling inductor.
(a) PLL The PLL form, shown in Figure A7 , is adopted to provide the rotation frequency ω and reference angle θ for the rotating frame of inverter output voltage. θ is used to transfer the voltage and currents from abc to dq and vice versa. The PLL model can be written as: The DC power p wind coming from the rectifier will be instantaneously transferred to the inverter DC terminal through a capacitor, and then to the grid through inverter. Assuming the inverter is lossless, the voltage of DC bus capacitor can be expressed as:
where C is the DC bus capacitance.
(c) Reactive Power Calculation
The average reactive power Q can be calculated as:
DC Bus Voltage and Reactive Power Controller
The DC bus voltage and reactive power controllers are used to set the d-and q-axis current reference to the inner current control loops, respectively. Figure A8 shows the block diagram of this controller. The corresponding state equations are given as:
where K pDC , K iDC , K pQ and K iQ are the proportional and integral gains of DC bus voltage and reactive power controller, uD C and Q˚are the references of DC bus voltage and output reactive power of inverter (Q˚is usually set to zero). The current controller which is essential for power quality improvement is utilized to provide the voltage reference of the inverter. The structure of the PI current controller with feedback and forward control loops is shown in Figure A9 . The corresponding state equations are given as: Along with the algebraic equations:
(f) LC Filter and Coupling Inductance
The differential equations describing the LC filter and coupling inductance are unanimous to Equation (A9) and will not be repeated here.
(3) PV and ESS Interfaced Inverters
The configuration of PV and ESS interfaced inverters are analogous to WTG and will not be repeated here.
(4) Coordinate Transformation
To link the inverters with the network, the output current i od and i oq of each inverter expressed on the individual reference frame should be transformed to the common reference frame using the following transformation:
Similarly, the input voltage v bD and v bQ of each inverter expressed on the common reference frame should be conversely transformed to individual reference frame using the following transformation:
On the common reference frame, the state equations of line current of line i connected between node j and k can be expressed as:
where r linei and L linei are the resistance and inductance of line i.
The state equations of a RL load connected at node i can be expressed as:
where R loadi and L loadi are the resistance and inductance of load i.
B. The Results of Scenario Generation and Reduction
In our experiment, 3000 scenarios of wind power generation are generated and finally reduced to 10 scenarios which can represent the original process as close as possible. The wind and solar power generation in 10 scenarios and the probability of each scenario are listed in Tables A1 and A2. Table A2 . Solar power generation in 10 scenarios and the probability of each scenario. Assuming that the system frequency and power output of DDER i at initial time stage are given as ω 0 and P 0 t , then P t,s i can be determined by a successive calculation of (A21), as: has the same droop characteristics. Due to space limitations, it is not possible to discuss the details.
