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Abstract—In recent years, deep neural network is introduced in
recommender systems to solve the collaborative filtering problem,
which has achieved immense success on computer vision, speech
recognition and natural language processing. On one hand, deep
neural network can be used to model the auxiliary information
in recommender systems. On the other hand, it is also capable
of modeling nonlinear relationships between users and items.
One advantage of deep neural network is that the performance
of the algorithm can be easily enhanced by augmenting the
depth of the neural network. However, two potential problems
may emerge when the deep neural work is exploited to model
relationships between users and items. The first problem is that
the complexity of the algorithm grows significantly with the
increment in the depth of the neural network. The second one
is that a deeper neural network may undermine the accuracy of
the algorithm. In order to alleviate these problems, we propose
a hybrid neural network that combines heterogeneous neural
networks with different structures. The experimental results on
real datasets reveal that our method is superior to the state-of-
the-art methods in terms of the item ranking.
Index Terms—collaborative filtering, deep learning, neural
networks, matrix Factorization.
I. INSTRUCTION
Owning to the rapid growth and prevalence of Internet, peo-
ple are confronted with abundant online contents (e.g. movies,
books and music), which makes it very time-consuming to
select the needed information. This is often referred to the in-
formation overload problem. In order to solve it, recommender
systems are widely studied and applied to real systems [1].
Successful application cases include many famous companies
such as Netflix, Amazon and YouTube [2], [3]. It is reported
that 80 percent of movies watched by Netflix users come from
the recommendation engine [3] and more than 60 percent of
video clicks are from home page recommendations in YouTube
[2].
One of the most important challenges in recommender
systems is how to improve the accuracy of the algorithm.
The key to solve the problem is to establish an accurate
model to describe the relationship between users and items
[4]. For instance, the matrix factorization method jointly maps
users and items into a latent space and the predictive score is
obtained by the inner product of the latent factor vector of
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user and item[5]. The inner product method is in fact a linear
model. A recent study reveals that it is inadequate for the
linear method to model the relationships between users and
items, because their relationships may be nonlinear [6]. He et
al. [6] proposed the neural collaborative filtering framework
(NCF) which exploited a multi-layer perceptron (MLP) to
learn nonlinear relationships between users and items.
NCF adopts a tower pattern MLP, in which each neural layer
has as twice as many nodes than the next neural layer, making
the complexity of the algorithm grow exponentially when the
depth of the neural network increases. Therefore, the number
of the neural layers can not be too large. One potential way
to solve this problem is to apply a parallel MLP, in which
every neural layer has the same number of nodes. However, a
degradation problem may be exposed for such structure. That
is, the accuracy of the algorithm does not continually increase
with the depth of the neural network rising. Hence, a deeper
neural network may jeopardize the accuracy of the algorithm.
In order to solve these problems, we propose a hybrid
neural network which consists of the global neural network
and the local neural block. The tower pattern MLP is adopted
to build the global neural network and a few of stacked
neural layers are inserted into two adjacent global layers.
These stacked neural layers, termed as the local neural block,
leads the total number of neural layers increasing while the
complexity of the algorithm does not grow greatly since
the scale of the whole neural network does not significantly
change. The experimental results on real datasets show that our
method outperforms baseline approaches in terms of the item
ranking, which indicates that our method models relationships
between users and items more precisely than existing methods.
Contributions of our work can be summarized as follows:
1) A deeper neural network. We propose a new approach
to augment the depth of the tower patter MLP by insert-
ing neural layers at the local level. With our method, the
complexity of the algorithm is not significantly raised
and the degradation problem is alleviated to some extent.
2) A better predictive performance. Our proposed hy-
brid neural network adopts more neural layers than
existing methods, which makes the information learnt
by our method more accurate. In addition, we employ
heterogenous neural networks with different structures.
Therefore, the information learnt by our method is more
diverse than that learnt by existing ones.
II. CONCLUSION AND FUTURE WORK
In this paper, we propose a hybrid neural network that
consists of the global neural network and the local neural block
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to learn the nonlinear relationships between users and items.
More neural layers are adopted, which makes the information
learnt by our method more accurate than that learnt by existing
ones. Moreover, we exploits heterogenous neural networks
with various structures, which makes the information learnt
by our method more diverse.
Although only three neural structures are adopted to build
the local neural block, the construction method is far more
than these three methods. There are still many open issues.
Similarly, the global neural network can also be replaced by
other neural networks instead of the tower pattern MLP. In
general, the tower pattern neural network may be better than
the parallel neural network in modeling relationships between
users and items because the degradation problem may emerge
for the latter structure.
Comparing HybridNNMFres and NeuMF , we
find that positions of test items are not significantly
changed by HybridNNMFres. One reason may be
that HybridNNMFres and NeuMF are homogeneous.
Therefore, one potential way to improve our method is
combining the neural network with different recommendation
methods such as Poisson Factorization [?]. We will try this
method in our future work.
When HybridNNres is compared with BPR, a con-
trary result is obtained on different datasets. For instance,
HybridNNres outperforms BPR on MovieLens-1M dataset
whileHybridNNres underperformsBPR on Amazon Games
dataset. One possible reason is that relationships between users
and items are very diverse. Some users may have more linear
relationships than nonlinear relationships with items, which
makes the linear method better than the nonlinear method
(e.g. Amazon Games). Thus there arises a question, that is,
which kinds of users tend to have more linear (nonlinear) re-
lationships with items. A more personalized recommendation
algorithm can be designed on the base of the solution to the
problem.
In our method, the tower pattern MLP is adopted to build
the global neural network. As a result, the number of the
global neural layers is under restraint. However, it does not
prevent us from augmenting the depth of the whole neural
network, because one can insert a local neural block not only
in two adjacent layers of the global network but also in two
adjacent layers of a local neural block. Therefore, plenty of
neural layers can be added from a theoretical point of view.
We randomly sample a certain number of negative instances
for each positive instance, but there are varied sample methods.
In addition, for each positive instance, we sample the same
number of negative instances. Thus there is still a lot of room
to improve our algorithm. One potential way is to sample
different number of negative instances for various positive
instances. Another potential way is to assign varied weights for
negative instances. We will make attempts on these methods
in our future work.
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