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1. Introduction
In this paper, we consider the existence of sign changing solutions and multiple solutions of a semilinear elliptic
eigenvalue problem with constraint of the form:
−1u+ V (x)u = λf (x, u), x ∈ RN , u ∈ H1(RN),∫
RN
(|∇u|2 + V (x)u2) dx = r2,
u(x)→ 0, |x| → +∞.
(1)
Given functions V , f and a real number r > 0, find a function u and a real number λ such that (1) holds. Here we say that
if u is positive, then (u, λ) is a positive solution; if u is negative, then (u, λ) is a negative solution; if u is sign changing, then
(u, λ) is a sign changing solution.
Several authors have studied the following Schrödinger equation:{−1u+ V (x)u = f (x, u), x ∈ RN , u ∈ H1(RN),
u(x)→ 0, |x| → +∞. (2)
Rabinowitz [1] proved the existence of a positive solution and a negative solution. Bartsch and Wang [2] proved that (2)
possesses infinitely many solutions when f is odd with respect to u. Bartsch and Wang [3] obtained the existence of sign
changing solutions of (2) when RN is replaced by a smooth bounded domain. Bartsch, Liu andWeth [4] proved the existence
of sign changing solutions and estimated the number of nodal domain under some other conditions on V (x) and f (x, u).
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Some results are obtained for the boundary eigenvalue problem:
−1u = λf (x, u), x ∈ Ω, u ∈ H10 (Ω),∫
Ω
|∇u|2dx = r2,
u(x) = 0, x ∈ ∂Ω,
(3)
where Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω . Zeidler [5,6] showed on the existence of one solution
under general conditions and of multiple solutions when f is odd. Rabinowitz [7] proved results on the existence of multiple
solutions for odd f . Li [8] obtained three solutions, where one is positive, and another is negative. Li and Liu [9] proved the
existence of sign changing solutions.
In order to state our results we require the following assumptions:
(A1) f : RN × R→ R is locally Lipschitz continuous, and there is a constant L > 0 such that
|f (x, t1)− f (x, t2)| ≤ L|t1 − t2| for x ∈ RN , t1, t2 ∈ R.
(A2) V ∈ L∞loc(RN), a := infx∈RN V (x) > 0.
(A3) f (x, t) = o(|t|) as t → 0 uniformly in x.
(A4) There are constants C > 0 and p ∈ (2, 2∗) such that
|f (x, t)| ≤ C(1+ |t|p−1) for x ∈ RN , t ∈ R,
where 2∗ := 2NN−2 for N ≥ 3.
(A5) f (x, t)t ≥ 0. And for any δ > 0, f (x, t)t 6≡ 0 in both RN × (−δ, 0) and RN × (0, δ).
(A6) For everyM > 0,m{x ∈ RN : V (x) ≤ M} < +∞, wheremA denotes the measure of A.
(A7) There is a decreasing sequence of real numbers {ai} such that ai > 0, ai → 0 as i → +∞, and f (x, ai) = 0 for all
x ∈ RN .
Theorem 1.1. Suppose (A1)–(A6) hold. Then (1) has at least three nontrivial solutions u+, u−, u, where u+ is positive, u− is
negative and u is sign changing.
Theorem 1.2. Suppose (A1)–(A7) hold. Then (1) has at least a negative solution, infinitely many positive solutions and infinitely
many sign changing solutions.
Themain idea of this paper is to construct certain invariant sets of the gradient flow associatedwith the energy functional
of the elliptic problem so that all positive and negative solutions are contained in these invariant sets and that minimax
procedures can be used to construct sign changing critical points of the energy functional outside these invariant sets.
This idea has been used successfully for a class of elliptic problem on bounded domain with constraint in [9]. In general,
the cone of positive (and negative) functions in Sobolev space H10 (Ω) is invariant under the gradient flow. However, these
cones have empty interior, and it is very difficult to build a deformation in relation to these cones and to construct critical
points outside these cones using a minimax method. In bounded domains, the dense subspace C10(Ω¯) of H
1
0 (Ω) has been
used, since the cone of positive (and negative) functions in C10(Ω¯) has nonempty interior.
In the situation where the domain Ω is the full space RN , there is no known replacement for C10(Ω¯) since C
1
0(R
N) has
interior points either. In [4], Bartsch, Liu and Weth defined a new invariant sets to solve a class of elliptic problem without
constraint in RN .
In this paper, we use aforementioned work to construct a nonempty cone which is useful to studymultiplicity results for
the problem with constraint in RN .
The paper is organized as follows. In Section 2,we give some preliminaries; in Section 3,we give the proof of Theorem1.1;
in Section 4, we prove the existence of multiple solutions.
2. Preliminaries
We shall denote the usual Sobolev space byWm,p(RN), and set Hm(RN) = Wm,2(RN). Consider the Hilbert space
H :=
{
u ∈ H1(RN) :
∫
RN
V (x)u2dx < +∞
}
,
endowed with the scalar product
〈u, v〉H :=
∫
RN
(∇u · ∇v + V (x)uv) dx for u, v ∈ H,
and induced norm ‖ · ‖H .
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By (A2)we have a continuous embedding H ↪→ H1(RN), hence
H ↪→ Ls(RN) for 2 ≤ s ≤ 2∗. (4)
Note that these embeddings are compact for 2 ≤ s < 2∗ if (A6) is satisfied [10]. Note that by (A3) and (A4) for every  > 0,
there exists K() > 0 such that
|f (x, t)| ≤ |t| + K()|t|p−1 for x ∈ RN , t ∈ R. (5)
Let
Sr :=
{
u ∈ H :
∫
RN
(|∇u|2 + V (x)u2) dx = r2} ,
F(x, u) :=
∫ u
0
f (x, t)dt for u ∈ R, (6)
J(u) := −
∫
RN
F(x, u(x))dx for u ∈ H, (7)
〈J ′(u), v〉H := −
∫
RN
f (x, u(x))v(x)dx for u, v ∈ H, (8)
I := J|Sr . (9)
By Zeidler [5], we have
I ′(u) = J ′(u)− 〈J
′(u), u〉H
‖u‖2H
u for u ∈ Sr . (10)
Proposition 2.1. Suppose (A1)–(A6) hold. Then J satisfies
(a) J ∈ C1(H,R);
(b) J ′ is completely continuous, i.e., it maps weakly convergent sequences into strongly convergent ones;
(c) J is continuous with respect to the weak convergence in H.
Proof. (a) Obvious.
(b) Let {un} be a weakly convergent sequence inH . Wemay assume, by (4), that {un} is convergent in Lp(RN). Hence there
is a u0 ∈ H such that f (x, un)→ f (x, u0) as n→+∞. So {J ′(un)} has a convergence subsequence in H .
(c) For {un} ⊂ H , un ⇀ u0 as n → +∞ in H . By (4), un → u0 as n → +∞ in Lp(RN). Hence, F(x, un) → F(x, u0) as
n→+∞ in H . So J(un)→ J(u0) as n→+∞. 
Proposition 2.2. Suppose (A5) holds. Then u ∈ Sr is a critical point of I if and only if u is a weak solution of (1) with λ :=
‖u‖2H
〈J ′(u),u〉H .
Proof. The proof of this lemma is essentially contained in [14]. By [11, Lemma 1.0] any ε > 0, u 6= 0, m{x : |u(x)| ≤
ε} > 0. Hence by (A5), f (x, u(x))u(x) ≥ 0, and f (x, u(x))u(x) > 0 in some set of positive measure. Hence 〈J ′(u), u〉H =
− ∫RN f (x, u(x))u(x)dx 6= 0. So there is a one-to-one correspondence between critical points of I and weak solutions
of (1). 
Proposition 2.3. Suppose (A1)–(A6) hold. Then I is bounded.
Proof. By (A4) and Hölder inequality, we can obtain the conclusion. 
Definition 2.4. Suppose E is a real Banach space.Then for I ∈ C1(E,R), we say I satisfies the Palais–Smale condition (denoted
by (PS)) if any sequence {un} ⊂ E for which {I(un)} is bounded and I ′(un) → 0 as n → +∞ possesses a convergent
subsequence.
Moreover, we say I satisfies (PS)c for a fixed c ∈ R if any sequence {un} ⊂ E for which I(un) → c and I ′(un) → 0 as
n→+∞ possesses a convergent subsequence.
We say I satisfies (PS)+ if I satisfies (PS)c for all c > 0; I satisfies (PS)− if I satisfies (PS)c for all c < 0.
Proposition 2.5. Suppose (A1)–(A6) hold. Then I satisfies (PS)−.
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Proof. Let c < 0 and {un} ⊂ Sr be such that I(un) → c , and I ′(un) = J ′(un) − 〈J ′(un),un〉Hr2 un → 0, as n → +∞. Since
J(un) = c+o(1) < 0, thenun 6= 0, 〈J ′(un), un〉H 6= 0. Hence un = r2(〈J ′(un), un〉H)−1(J ′(un)−I ′(un)). By Proposition 2.1, J ′ is a
continuous operator. Since {un} is bounded, {un} has aweakly convergent subsequence. Going if necessary to a subsequence,
we may assume un ⇀ u0 as n→+∞, then J ′(un)→ J ′(u0) as n→+∞. Therefore J ′(u0)u0 6= 0. Hence as n→+∞,
un → r2(〈J ′(u0), u0〉H)−1(J ′(u0)− I ′(u0)) = r2(〈J ′(u0), u0〉H)−1J ′(u0).
So {un} has a convergent subsequence. Hence I satisfies (PS)−. 
From now onK will denote the set of critical points of I ,Kc will be the set of critical points at the level c , and Ic will be
the set of points on and below the level c , that is
K := {u ∈ Sr : I ′(u) = 0}, Kc := {u ∈ K : I(u) = c},
Ic := {u ∈ Sr : I(u) ≤ c}.
With respect to the norm ‖ · ‖H , we have
I ′(u) = −T (u)u− KG(u) for u ∈ Sr , (11)
where T (u) := − 1
r2
∫
RN f (x, u(x))u(x)dx,K := (−∆+ V )−1, and G is the Nemitskii operator induced by f . Note that
KG(u) = (−∆+ V )−1 (f (·, u(·))) for u ∈ H.
In other words, KG is uniquely determined by the relation
(KG(u), v) =
∫
RN
f (x, u(x))v(x)dx for u, v ∈ H. (12)
Proposition 2.6. Suppose (A1) holds. Then I ′(u) is globally Lipschitz continuous in H, that is, there is a constant M > 0 such
that
‖I ′(u1)− I ′(u2)‖H ≤ M‖u1 − u2‖H for u1, u2 ∈ Sr . (13)
Proof. By (A1), for every u1, u2 ∈ Sr , we have
‖G(u1)− G(u2)‖L2∗ (RN ) =
(∫
RN
|f (x, u1)− f (x, u2)|2∗dx
)1/2∗
≤ L
(∫
RN
|u1 − u2|2∗dx
)1/2∗
= L‖u1 − u2‖L2∗ (RN ).
That is, G is globally Lipschitz continuous in L2∗(RN). Note that
H ↪→ L2∗(RN) G→ L2∗(RN) K→ H.
K is a bounded linear operator, so KG is globally Lipschitz continuous, that is, there is a constant L > 0 such that
‖KG(u1)− KG(u2)‖H ≤ L‖u1 − u2‖H for u1, u2 ∈ Sr .
Since KG is bounded in Sr , that is, there is a constant M1 > 0 such that ‖KG(u)‖H ≤ M1 for u ∈ Sr , and T (u) =
−r−2(KG(u), u), we have T (u) is bounded in Sr , that is, there is a constant M2 > 0 such that ‖T (u)‖H ≤ M2 for u ∈ Sr .
Hence,
|T (u1)− T (u2)| = 1r2 |(KG(u1), u1)− (KG(u2), u2)|
= 1
r2
|(KG(u1), u1)− (KG(u2), u1)+ (KG(u2), u1)− (KG(u2), u2)|
≤ 1
r2
|(KG(u1)− KG(u2), u1)| + 1r2 |(KG(u2), (u1 − u2))|
≤ 1
r2
‖KG(u1)− KG(u2)‖H‖u1‖H + 1r2 ‖KG(u2)‖H‖u1 − u2‖H
≤ L
r
‖u1 − u2‖H + M1r2 ‖u1 − u2‖H := M3‖u1 − u2‖H;
‖T (u1)u1 − T (u2)u2‖H = ‖T (u1)u1 − T (u2)u1 + T (u2)u1 − T (u2)u2‖H
≤ ‖(T (u1)− T (u2))u1‖H + ‖T (u2)(u1 − u2)‖H
≤ |T (u1)− T (u2)| · ‖u1‖H + |T (u2)| · ‖u1 − u2‖H
≤ rM3‖u1 − u2‖H +M2‖u1 − u2‖H := M4‖u1 − u2‖H .
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Hence T (u)u is globally Lipschitz continuous in H .
So (13) holds, I ′ is globally Lipschitz continuous in H . 
Definition 2.7. Suppose E is a real Banach space, I ∈ C1(E,R), and E = {u ∈ E : I ′(u) 6= 0}. Then there exists a pseudo-
gradient vector field (denoted by p.g.v.f) Q : E → E on E, if Q is locally Lipschitz continuous and Q (x) satisfies the following
conditions:
(1) ‖Q (u)‖E ≤ 2‖I ′(u)‖E∗ ;
(2) 〈I ′(u),Q (u)〉 ≥ ‖I ′(u)‖2E∗ ,
where 〈·, ·〉 is the dual.
3. Existence of a sign changing solution
In this section we shall find a sign changing solution of (1). First we recall some results about the flow generated by I ′.
We refer to Mawhin and Willem [12] for details.
In the following we consider the initial value problem:
dσ
dt
= −I ′(σ ) = T (σ )σ + KG(σ ), t ≥ 0,
σ (0, u0) = u0, u0 ∈ Sr .
(14)
According to the theory of ordinary differential equations, we have
Lemma 3.1 ([12]). There exists a unique solution t 7→ σ(t, u) of (14) defined on a maximal interval [0, ω+(u)) with 0 <
ω+(u) ≤ +∞. The flow σ : D 7→ Sr is continuous, where D := {(t, u) : 0 ≤ t < ω+(u), u ∈ Sr}. For 0 ≤ t < ω+(u), σ has
the representation:
σ(t, u0) = e
∫ t
0 T (σ (s,u0))ds
(
u0 +
∫ t
0
e−
∫ s
0 T (σ (ξ,u0))dξKG(σ (s, u0))ds
)
. (15)
Lemma 3.2 ([12]). Suppose (A1) holds. If ω+(u) is finite, then f (σ (t, u))→−∞ as t → ω+(u).
Since I is bounded, by Lemma 3.2, we have
Lemma 3.3 ([12]). For all u ∈ Sr , ω+(u) = +∞.
Lemma 3.4 ([12]). Suppose c < b < 0, and (A1) and (A5) hold. Then for all u ∈ f −1([c, b)), either there exists a unique
t(u) ∈ [0,+∞), such that f (σ (t(u), u)) = c or ω+(u) = +∞ and there is a critical point v of I in I−1([c, b]), such that
σ(t, u)→ v as t →+∞.
Theorem 3.5. The solution σ of (14) satisfies d(‖σ‖
2
H )
dt = 0. If u0 ∈ Sr , then σ(t, u0) ∈ Sr .
Proof.
d(‖σ‖2H)
dt
= 2〈σ ′(t), σ (t)〉H = 2〈−I ′(σ ), σ 〉H
= 2
〈
−J ′(σ )+ 〈J
′(σ ), σ 〉H
‖σ‖2H
σ , σ
〉
H
= 2
(
−〈J ′(σ ), σ 〉H + 〈J
′(σ ), σ 〉H
‖σ‖2H
〈σ , σ 〉H
)
= 2 (−〈J ′(σ ), σ 〉H + 〈J ′(σ ), σ 〉H) = 0.
Hence, ‖σ(t, u)‖2H depends only on u. For u0 ∈ Sr , ‖u0‖2H = r2. Since σ(0, u0) = u0, we have ‖σ(t, u0)‖2H = ‖σ(0, u0)‖2H
= ‖u0‖2H = r2.
So, σ(0, u0) ∈ Sr , for u0 ∈ Sr . 
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Let
P+ := {u ∈ H : u ≥ 0}, P− := {u ∈ H : u ≤ 0},
P+ := {u ∈ H : dist(u, P+) < }, P− := {u ∈ H : dist(u, P−) < },
P := P+ ∪ P− for  > 0,
u+ := max{u, 0}, u− := min{u, 0} for u ∈ H.
Note that u ∈ H implies u+ ∈ P+ and u− ∈ P−. P+ and P− are open convex subsets of H , whereas P is a closed and
symmetric subset of H . Moreover, H \ P contains only sign changing functions.
Theorem 3.6. Suppose (A1)–(A6) hold. Then there exists 0 > 0 such that for 0 <  ≤ 0, we have
(1) If u0 ∈ P± ∩ Sr and t ∈ (0, ω+(u0)), then σ(t, u0) ∈ int(P± ) ∩ Sr ;
(2) Every nontrivial solution u ∈ P+ ∩ Sr of (1) is positive, and every nontrivial solution u ∈ P− ∩ Sr of (1) is negative.
Proof. Put d := 12 infx∈RN V (x) > 0. Let u ∈ Sr , and v = −KG(u)T (u) , then
‖u−‖L2(RN ) = min
ω∈P+
‖u− ω‖L2(RN ) ≤
1√
2d
min
ω∈P+
‖u− ω‖H = 1√
2d
distH(u, P+).
Similarly, using (4), we find for every s ∈ [2, 2∗], there is a constant Cs > 0 with
‖u±‖Ls(RN ) ≤ CsdistH(u, P∓). (16)
Since v+ ∈ P+, v − v+ = v− ∈ P−, we have
distH(v, P+) ≤ ‖v − v+‖H = ‖v−‖H .
It follows from (12) that
distH(v, P+)‖v−‖H ≤ ‖v−‖2H = 〈v, v−〉H =
〈
−KG(u)
T (u)
, v−
〉
H
= r2
(∫
RN
f (x, u(x))u(x)dx
)−1 ∫
RN
f (x, u(x))v−(x)dx.
Any u ∈ Sr , 1r2
∫
RN f (x, u(x))u(x)dx > 0. By (5), for
0 < δ <
d
r2
∫
RN
f (x, u(x))u(x)dx < K1
with a constant K1 > 0, we have∫
RN
f (x, u(x))v−(x)dx ≤
∫
RN
f (x, u(x))−v−(x)dx =
∫
RN
f (x, u−(x))v−(x)dx
≤
∫
RN
(δ|u−(x)| + K(δ)|u−(x)|p−1)v−(x)dx
≤ δ‖u−‖L2(RN )‖v−‖L2(RN ) + K(δ)‖u−‖p−1Lp(RN )‖v−‖Lp(RN )
≤
(
δ
2d
distH(u, P+)+ K2distH(u, P+)p−1
)
‖v−‖H ,
with a constant K2 > 0. So
distH(v, P+)‖v−‖H ≤
(
1
2
distH(u, P+)+ KdistH(u, P+)p−1
)
‖v−‖H ,
with a constant K > 0. Hence
distH(v, P+) ≤
(
1
2
distH(u, P+)+ KdistH(u, P+)p−1
)
.
So, there exists 0 > 0 such that for every u ∈ P+ ∩ Sr ,
distH
(
−KG(u)
T (u)
, P+
)
≤ 3
4
distH(u, P+).
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Hence,
− KG(u0)
T (u0)
∈ int(P+ ) for u0 ∈ P+ ∩ Sr . (17)
Set ω(t) := − ∫ t0 T (σ (s, u0))ds. Then ω′(t) > 0, ω(t) > 0, ω(t) is strictly increasing. Let ω−1(t) be the inverse function
of ω(t). A(t) := KG(σ (t,u0))
ω′(u) , Ft := {A(s) : 0 ≤ s ≤ t}. Then Ft is a compact set of H . By (17), we have F(t) ⊂ int(P+ ), hence
coF(t) ⊂ int(P+ )where coF(t) is a close convex hull of H . We now observe that
1
eω(t) − 1
∫ t
0
eω(s)KG(σ (s, u0))ds = 1eω(t) − 1
∫ eω(t)
1
KG(σ (ω−1(ln s), u0))
ω′(ω−1(ln s))
ds
= lim
m→+∞
1
m
m∑
i=1
A
(
ω−1
(
ln
(
1+ i
m
(eω(t) − 1)
)))
∈ coF(t) ⊂ int(P+ ).
By (15) we have
σ(t, u0) = e−ω(t)u0 + 1− e
−ω(t)
eω(t) − 1
∫ t
0
eω(s)KG(σ (s, u0))ds.
Set F :=
{
u0, 1eω(t)−1
∫ t
0 e
ω(s)KG(σ (s, u0))ds
}
, then F is also a compact set of H . By (17), coF ⊂ int(P+ ). So σ(t, u0) ∈
int(P+ ).
Hence σ(t, u0) ∈ int(P+ ) ∩ Sr for u0 ∈ P+ ∩ Sr and t ∈ (0, ω+(u0)). σ(t, u0) ∈ int(P− ) ∩ Sr for u0 ∈ P− ∩ Sr and
t ∈ (0, ω+(u0)) can be proved analogously.
(2) If u ∈ P+ satisfies −KG(u)T (u) = u, then u ∈ P+. If finally u 6= 0, we conclude u(x) > 0 for all x by the maximum
principle [13]. Hence, every nontrivial solution u ∈ P+ ∩ Sr of (1) is positive. Similarly, every nontrivial solution u ∈ P− ∩ Sr
of (1) is negative. 
Consider the following eigenvalue problem on RN{−1u+ V (x)u = νu, x ∈ RN , u ∈ H1(RN),
u(x)→ 0, |x| → ∞. (18)
Let the eigenvalues of this problem be denoted by 0 < ν1 < ν2 < ν3 < · · ·, which will occasionally be written as
0 < µ1 < µ2 ≤ µ3 ≤ · · ·. The corresponding eigenfunctions are denoted by e1, e2, e3, . . . , with ‖ei‖H = r (i = 1, 2, . . .).
Theorem 3.7. Suppose (A1)–(A6) hold. Then (1) has a sign changing solution.
Proof. SetΛ := span{e1, e2} ∩ Sr . If u 6= 0, then J(u) < 0, and
Λ = {cos θe1 + sin θe2 : 0 ≤ θ ≤ 2pi}
is a compact set of Sr . Hence there is a constant α > 0 such that
max{J(u) : u ∈ Λ} < −α. (19)
Let
Λ+ := {u ∈ Λ : σ(t, u) ∈ int(P+ ) for some t > 0};
Λ− := {u ∈ Λ : σ(t, u) ∈ int(P− ) for some t > 0}.
Then note that e1 ∈ Λ+ and −e1 ∈ Λ−. Since σ(t, u) is continuous in u, Λ+ and Λ− are both open subsets of Λ. On
the other hand, f is bounded. By Theorem 3.6 Λ+ ∩ Λ− = ∅. Since Λ is connected, there is a u0 ∈ Λ \ (Λ+ ∪ Λ−). By
Lemma 3.4, there is a critical point of I , note u ∈ Sr such that σ(t, u0)→ u as t → +∞. Hence u is a solution of (1). Since
σ(t, u0) 6∈ int(P+ )∪ int(P− ), u 6∈ int(P+ )∪ int(P− ). Hence u is a sign changing solution of (1). Since σ is a negative gradient
flow, J(u) < J(σ (t, u0)) < −α for t ∈ [0,+∞). 
Using this method, we could also have a positive solution and a negative solution of (1).
For u0 ∈ Λ+, there is a critical point of I , which is denoted by u+ ∈ P+ ∩ Sr such that σ(t, u0)→ u+ as t → +∞ in H .
By Lemma 3.4 and Theorem 3.6, u+ is a positive solution of (1). For u0 ∈ Λ−, there is a critical point of I , which is denoted
by u− ∈ P− ∩ Sr such that σ(t, u0)→ u− as t →+∞ in H . By Lemma 3.4 and Theorem 3.6, u− is a positive solution of (1).
Hence we can prove Theorem 1.1.
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4. Proof of Theorem 1.2
In Section 3, we obtained a positive solution, a negative solution and a sign changing solution. This section is devoted to
the proof of infinitely many positive solutions and infinitely many sign changing solutions.
Proof of Theorem 1.2. Set
fk(x, t) =
{
f (x, t) if t ≤ aik ,
0 if t > aik ,
(20)
where {aik} is a subsequence of {ai}, which will be determined by induction. Let i1 = 1 and suppose that {aik} has been
determined. Then fk satisfies (A1)–(A6). Consider the following problem:
−1u+ V (x)u = λkfk(x, u), x ∈ RN , u ∈ H1(RN),∫
RN
(|∇u|2 + V (x)u2) dx = r2,
u(x)→ 0, |x| → +∞.
(21)
By Theorem 1.1, (21) has a negative solution u−, a positive solution u+k and a sign changing solution uk. Hence
−1u+k + V (x)u+k = λkfk(x, u+k ). (22)
By (22), we have
−∆(u+k − aik)+ V (x)(u+k − aik) = λkfk(x, u+k )− V (x)aik . (23)
Set
Ω := {x ∈ RN : u+k > aik}.
By (20), (23), V (x) > 0 and aik > 0,
−∆(u+k − aik)+ V (x)(u+k − aik) = 0− V (x)aik < 0 inΩ.
By maximum principle [13], we have
max
Ω
(u+k − aik) ≤ max
∂Ω
(u+k − aik) = 0.
So u+k ≤ aik inΩ . It is in contradiction with the definition ofΩ . Hence
max
RN
u+k ≤ aik . (24)
Similarly,
max
RN
uk ≤ aik . (25)
Note that u+k and uk are also the solutions of (1).
Choose aik+1 such that
aik+1 < min{max u+k ,max uk}.
Defined fk+1 as (20), we will obtain a positive solution u+k+1 and a sign changing solution uk+1 such that (24) and (25)
hold, which replace k by k+ 1. Hence uk+1 6= uk and u+k+1 6= u+k . 
Using this method, we can obtain infinitely many positive solutions and infinitely many sign changing solutions.
Remark 4.1. Besides (A1)–(A7), suppose
(A′7) There is an increasing sequence {bi} such that bi < 0, bi → 0 as i→+∞ and f (x, bi) = 0.
Thenwe can obtain infinitely many negative solutions {u−k }, infinitely many positive solutions {u+k } and infinitely many sign
changing solutions {uk}.
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