Abstract : We provide a useful method for calculating the state vector of a state equation efficiently in a max-plus algebraic system. For a discrete event system whose precedence relationships are represented by a directed acyclic graph, computing the transition matrix, which includes the Kleene star operation of a weighted adjacency matrix, is occasionally the bottleneck. On the other hand, the common objective is to compute the state equation, rather than the transition matrix itself. Since the state equation is essentially the multiplication of the transition matrix and vector, we propose algorithms for efficiently calculating the multiplication and left division of the Kleene star of an adjacency matrix and a vector.
Introduction
For given vectors u and y, the multiplication of X * and u and left division of X * and y in max-plus algebra [1] can be computed efficiently, where X * is the Kleene star [2] of the weighted adjacency matrix X. Max-plus algebra is an algebraic system in which the max and plus operations are defined as addition and multiplication, respectively. Using this algebraic system, the behavior of a class of discrete event systems with parallel execution of multiple tasks, synchronization of multiple tasks, and no concurrency between successive events, can be formulated by simple linear equations. We in this paper particularly focus on FIFO repetitive systems whose precedence relationships and sojourn times are represented by a weighted adjacency matrix of a directed acyclic graph (DAG), which will be referred to as DAG structured system hereafter. Typical application examples for practical systems include production systems [3] , [4] , transportation systems [5] , [6] , and so on.
The two calculation modules given above appear in the state equation in max-plus algebra, with the resulting two vectors referred to as the state vector. These give the earliest and latest event occurrence times. If we adopt this approach in practice, the bottleneck lies in calculating the transition matrix of the state equation. The matrix includes the Kleene star of a weighted adjacency matrix of a DAG structured system. Let the number of nodes and arcs in the system be n and m, respectively. Several algorithms have been proposed to compute the Kleene star efficiently. Amongst these, the most efficient ones have O(n · (n + m)) time complexity [7] , [8] . Since m ≤ n · (n − 1)/2 is followed for DAGs, this complexity is equal to or smaller than that of the multiplication of two matrices, O(n 3 ). Thus, using efficient algorithms no longer appears to be the bottleneck in calculating the state equation. However, here we should recall that our primary objective is to compute the resulting vector of the state equation, and not the Kleene star. Thus, if an efficient algorithm for computing the resulting vector is available, it is practical and useful.
In view of this, we focus on an efficient computation of the multiplication of X * and u and left division of X * and y. The time complexity of obtaining the topological relationship of X is O(n 2 ) if the precedence relationships of the system are given by X, or O(n + m) if given by a list of weighted precedence constraints. Once the topological relationships have been obtained, the time complexity of computing the resulting vector is O(m).
State Equation and Kleene Star
We first introduce the relevant symbols, sets and operators in max-plus algebra. Let us define elements e = 0, ε = −∞ and = +∞, and a set R max = R ∪ ε ∪ , where R is the whole real set. For x, y ∈ R max , define x ⊕ y = max(x, y), x ⊗ y = x + y, and x ∧ y = min(x, y). Conventionally, a special rule ε ⊗ = ⊗ ε = ε is adopted. For X, Y ∈ R p×q max and Z ∈ R p×r max , define
. The priorities of ⊗ and \
• are higher than those of ⊕ and ∧. The boldface symbols ε and e represent zero and unit matrices, where the former is a matrix whose elements are all ε, while the latter is a matrix with diagonal elements set to e and offdiagonal elements to ε.
Denote the lists of the succeeding and preceding nodes of node i by S(i) and P(i), respectively. Let the precedence constraints of a DAG structured system be given by a weighted adjacency matrix F ∈ R n×n max as [F] i j = { f i j : if i ∈ S( j), ε: otherwise}. In this case, the Kleene star of F is given by
Two typical types of state equations in max-plus algebra are as follows:
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• y(k) have been given or obtained, multiplying or left dividing P to these can be accomplished with O(n) time complexity. Thus, the key to calculating the resulting vectors is to compute X * ⊗ u and X * \ • y for given vectors u and y. Efficient computation algorithms for the Kleene star of X are proposed in refs. [7] , [8] . The overall flow of computing the state equation is:
1. Topological sort: this step sorts the indexes of the nodes to satisfyî
Using the DFS algorithm [9] , the time complexity is O(n + m). If the precedence constraints are given only by F, it is necessary to scan all elements of F resulting in O(n 2 ) complexity.
2. Create and initialize a work matrix Z to e: this step requires O(n 2 ) memory space.
3. Update Z iteratively: several algorithms have been proposed for this step, with the most efficient ones having O(n · m) time complexity.
4. Multiply Z and a vector: this step can be done with O(n 2 ) time complexity.
In the process described above,î represents the sequence of node i in the sorted graph, while i ≺ j denotes that node i is physically located upstream of node j. Accordingly, the time complexity of the entire process is O(n · (n + m)).
Proposed Algorithm
We present efficient algorithms for computing the multiplication and left division of X * and a vector.
Multiplication
Consider computing X * ⊗ u for a weighted adjacency matrix of a DAG structured system X ∈ R n×n max and vector u ∈ R n max . First, we sort the indices of the nodes using the DFS algorithm. On completion of this topological sort,î <ĵ holds if node i is physically located upstream of node j, whereî represents the sequence of node i in the sorted graph. Moreover, we denote the original node number of sequence i in the sorted graph by i. Then, the resulting vector can be computed according to the following theorem. 
After repeating this for all l (1 ≤ l ≤ n) in ascending order, the values of X * ⊗ u will be stored in w.
Proof. For simplicity, we introduce a matrix [
otherwise}, where only the mth column is extracted from the adjacency matrix X.
Then, the first update using Eq. (3) gives:
Subsequently, the update at the second step yields:
In an analogous manner, after the nth step, w is transformed into w (n) = X # ⊗ u, where:
We now prove that X # is equal to X * . First, X # can be expanded as:
Recalling the definition of X :m , ⊕ n l=1 [X :l ] = X is followed. Then, X 2 can be calculated as:
by utilizing the result of Lemma 1 below. Accordingly, the value of the second row of Eq. (4) is equal to X 2 . In an analogous way, the third row is equal to X 3 and the last term to X n (= ε). Hence, X # = X * holds and the update process given in Eq. (3) can compute the values of X * ⊗ u.
In proving the theorem above, we used the result of the following lemma.
Lemma 1. Ifl ≤m, then X
Proof. The following relationship holds:
Since node m is identical to or located downstream of node l, [X :m ] l j = ε holds for all j (1 ≤ j ≤ n). Thus, the value of the above equation is constantly ε.
Recalling Eq. (3), the total number of updates is m, which is equal to the number of arcs in the adjacency matrix. Thus, the time complexity of the update is O(m), which is significantly more efficient than the calculation using the Kleene star. Recall again the second and third rows of Eq. (5). Although the resulting values are equal, the number of terms to calculate differs, where the latter is smaller. Thus, the proposed algorithm can also be interpreted as ignoring redundant terms in calculating the powers of X.
Another attractive feature of the algorithm is that Eq. (3) requires only a small amount of memory; an area for storing the resulting matrix is sufficient. Recalling that the required memory space is O(n) for the topological sort, the required space for the entire proposed algorithm is also O(n).
Left Division
Consider computing X * \ • y for X ∈ R n×n max and a vector y ∈ R n max . As in the previous subsection, we assume that the topological relationships of X have already been obtained. Then, the resulting vector is computed as follows.
Theorem 2. Initialize a vector v ∈ R
n max to v ⇐ y. Then, update v as follows:
where P(i) represents the list of the preceding nodes of node i. After repeating this process for all l (n ≥ l ≥ 1) in descending order, the values of X * \ • y will be stored in v.
Proof. The following formulas proven in ref. [1] are used. For
• z are followed. The first update using Eq. (6) gives:
Subsequently, the second update yields:
In an analogous manner, after the nth update, v is transformed into:
Recalling that X # = X * , the update process given by Eq. (6) computes the values of X * \ • y.
Extension
Although we have only considered operations to vectors in the previous two subsections, the results can be applied straightforwardly to matrices.
For a weighted adjacency matrix X ∈ R n×n max , consider computing X * ⊗ U for an arbitrary matrix U ∈ R n×p max . First, prepare a work matrix W ∈ R n×p max and initialize this to W ⇐ U. Then, update W using the following process:
and repeat this for all j (1 ≤ j ≤ p) and l (1 ≤ l ≤ n) in ascending order. If p = n and U = e, the resulting matrix is equal to X * , and Eq. (7) is equivalent to that given in ref. [8] . Thus, the proposed algorithm for calculating X * ⊗ u can be considered as a generalized version of the algorithm in the above reference. Next, consider computing X * \ • Y for an arbitrary matrix Y ∈ R n×p max . Preparing a matrix V ∈ R n×p max and initializing this to V ⇐ Y, the resulting matrix is obtained by repeating the following update process for all j (1 ≤ j ≤ p) and l (n ≥ l ≥ 1) in ascending and descending orders, respectively:
If p = n and Y = e, the resulting matrix would be equal to X * . An efficient algorithm for computing X * using ∧ and \ • operators has not yet been proposed, but we can now make use of another efficient algorithm based on Eq. (8). 
Simple Numerical Example
Using a simple numerical example, we can confirm the effectiveness of the proposed algorithms. Figure 1 depicts precedence relationships of a DAG structured system. Let the weight of each arc be equal to the label of the succeeding node. Then, the weighted adjacency matrix is:
A result of the topological sort is (1, 2, 3, 4) = (3, 4, 1, 2) , and S(1) = S(3) = {4, 1}, S(2) = {1} and S(3) = {2} are followed. Now consider calculating
T . First, set w ⇐ u. The first update using Eq. (3) yields:
Subsequently, the second and third updates are performed thus:
Finally, the resulting vector is obtained as:
On the other hand, the Kleene star of X is:
Thus, we can now confirm that w = X * ⊗u holds for an arbitrary
T . The lists of the preceding nodes are given as: P(4) = P(2) = {1}, P(1) = {4, 3} and P(4) = {3}. By setting v ⇐ y for the initial values, and using Eq. (6), v is iteratively updated in the following manner:
The final resulting vector is obtained as:
Recalling Eq. (9), v = X * \ • y is followed for an arbitrary y. During the above update process, no additional memory is required other than that for the resulting matrices w and v. This confirms the effectiveness of the proposed algorithms in terms of both time and space complexity.
Conclusion
This paper has focused on the efficient computation of the state vector of a state equation in max-plus algebra. Specifically, we have dealt with the multiplication and left division of the Kleene star for an adjacency matrix of a DAG structured system and a vector. The proposed algorithms can be considered as a generalization of the previous algorithm for calculating the Kleene star itself. However, the proposed ones are more beneficial in terms of both time and space complexity.
