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Abstract
Given a “good” metric space X we construct an interleaving distance distX on
the bounded derived category of abelian sheaves onX. Our main tool is the family
of kernels associated with thickenings of the diagonal. Complete Riemannian
manifolds having a strictly positive convexity radius are examples of good metric
spaces. We prove a kind of (proper and non proper) stability theorem in this
framework and also define the notion of a Lipschitz kernel on Y ×X which will
be proved to define a Lipschitz map for the interleaving distances.
Finally, we show that the Fourier-Sato transform of sheaves on Euclidian
spheres may be obtained as a thickening of the diagonal and thus defines an
isometry. We also obtain a similar result for the Radon transform of sheaves on
projective spaces.
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1 Introduction
The interleaving distance introduced by F. Chazal et al. in [CCSG+] has become a cen-
tral element of TDA and has been actively studied since then [BBK18,BP19,BL,BG18].
It was generalized to multipersistence modules by M. Lesnick in [Les12,Les15]. Cate-
gorical frameworks for the interleaving distance have then been proposed in [BdSS15,
dSMS18]. In his thesis [Cur14], J. Curry proposed an approached of persistence ho-
mology via sheaf theory. In [KS18], the author developed derived sheaf-technics for
persistent homology and defined a new interleaving distance for the category of de-
rived sheaves on a real normed vector space by considering thickenings associated with
the convolution by closed balls of radius a ≥ 0. This distance is sometimes called
the convolution distance for sheaves and has recently been applied to question of sym-
plectic topology (see for instance [AI17]). For a nice survey of the links between the
(1-dimensional) interleaving distance, sheaf theory and symplectic topology, we recom-
mend the book by J. Zhang [Zha20].
The aim of this paper is to construct and study an interleaving distance for sheaves on a
large class of metric spaces, called here good metric spaces (see Definition 2.3.1). We will
prove that complete Riemannian manifolds having a strictly positive convexity radius,
in particular compact Riemannian manifolds, are good metric spaces (Theorem 3.1.2).
Consider a good metric space (X, d) and denote as usual by Db(kX) the bounded
derived category of sheaves of k-modules on X , for a field k. We denote by ∆a the
closed thickening of radius a of the diagonal and the hypothesis that (X, dX) is good
implies in particular that k∆a ◦k∆b ≃ k∆a+b for a, b sufficiently small. For a small, we
set Ka = k∆a and then define the sheaf Ka for any a ≥ 0 by composition. We associate
the functor La = Ka ◦ and its right adjoint Ra. This family of thickenings allows us to
define an interleaving distance distX on D
b(kX). Under suitable hypotheses which will
be satisfied by Riemannian manifolds, the functor Ra and the functor La are inverse
to each other and for a small Ra is, up to a shift, the kernel associated with an open
thickening of the diagonal.
We obtain several results, some of them generalizing those of [KS18]. We prove in
particular a stability theorem (Theorem 4.1.1) which asserts that given two kernels K1
and K2 on Y ×X and a sheaf F on X , then distY (K1 ◦F,K2 ◦F ) ≤ distY×X/X(K1, K2)
where distY×X/X is a relative distance on CY×X (see Theorem 4.1.1). We also introduce
the notion of a δ-Lipschitz kernel on Y × X and show that such a kernel induces a
Lipschitz map for the interleaving distances (Theorem 4.2.4). In both cases (stability
2
and Lipschitz) we also obtain similar results for non proper convolution, but then we
need to assume that our spaces are Riemannian manifolds. Indeed, in this situation,
our proofs are based on Theorem 2.1.8 which asserts that, assuming some microlocal
hypotheses, non proper convolution becomes associative. We also study the kernel
associated with the graph of the distance, sending sheaves on X to sheaves on X × R
and prove that, up to a factor 2, it gives an isometry.
Finally, we apply these results to the study of two classical integral transforms. We
provide a new formulation of the Fourier-Sato and the Radon transforms by using the
canonical Riemannian structures of the sphere and of the projective spaces. Using this
formulation, we prove that the Fourier-Sato transform, an equivalence of categories for
sheaves on spheres and the dual spheres, is an isometry when endowing these spheres
with their canonical Riemannian metric. The proof is almost obvious, since the Fourier-
Sato transform is nothing but a thickening of the diagonal by π/2. We prove a similar
result for the Radon transform on projective spaces.
Acknowledgments The author F.P. warmly thanks Vincent Pecastaing and Yannick
Voglaire for fruitful comments. The author P.S warmly thanks Benoˆıt Jubin for the
same reason. Both authors warmly thank Ste´phane Guillermou who proposed the proof
of Lemma 3.1.1 which considerably simplifies our earlier proof.
2 Sheaves on metric spaces
2.1 Sheaves
Recall that a topological space is good if it is Hausdorff, locally compact, countable at
infinity and of finite flabby dimension.
Given topological spaces Xi (i = 1, 2, 3) we set Xij = Xi×Xj , X123 = X1×X2×X3.
We denote by qi : Xij −→ Xi, qi : X123 −→ Xi and by qij : X123 −→ Xij the projections.
For A ⊂ X12 and B ⊂ X23 one sets A ◦B = q13(q
−1
12 A ∩ q
−1
23 B):
X123
q12
||①①
①①
①①
①① q23
""❋
❋❋
❋❋
❋❋
❋
q13

X12 X13 X23
(2.1)
We consider a field1 k and a good topological space X . We denote by D(kX) the
derived category of sheaves of k-modules onX and simply call an object of this category
“a sheaf”. We shall almost always work in the bounded derived category Db(kX) but we
shall also need to consider the full subcategory Dlb(kX) of D(kX) consisting of object
whose restriction to any relatively compact open subset U of X belongs to Db(kU)
(see [GKS12, Def. 1.12]).
We shall freely make use of the six Grothendieck operations on sheaves and refer
to [KS90]. In particular, we denote by ωX the dualizing complex and we use the duality
1Note that we could only assume that k is a commutative unital ring of finite global dimension,
replacing everywhere the tensor product ⊗ with the derived tensor product
L
⊗.
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functors
D′X = RHom ( • ,kX), DX = RHom ( • , ωX).
For a locally closed subset A ⊂ X , we denote by kAX the sheaf on X which is the
constant sheaf with stalk k on A and 0 elsewhere. If there is no risk of confusion, we
simply denote it by kA. If F is a sheaf on X , one sets FA := F ⊗kA.
We shall also make use of the theory of the microsupport of sheaves, denoted here
SS(F ) ([KS90, Ch. V, VI]). Recall that SS(F ) is a closed R+-conic subset of T ∗X which
is co-isotropic for the homogeneous symplectic structure of T ∗X (we shall not use here
this property). One denotes by pij : T
∗X123 −→ T ∗Xij the projection and we also define
piaj : T
∗X123 −→ T ∗Xij, (x1, x2, x3; ξ1, ξ2, ξ3) 7→ (xi, xj ;−ξi, ξj)
the composition of pij with the antipodal map of T
∗Xi.
For A ⊂ T ∗X12 and B ⊂ T ∗X23 one sets
A
a
◦B = p13(p
−1
12 A ∩ p
−1
2a3B)
We shall encounter cohomologically constructible sheaves ([KS90, § 3.4]) and on a
real analytic manifold X , R-constructible sheaves. We denote as usual by Db
R-c(kX) the
full triangulated subcategory of Db(kX) consisting of R-constructible sheaves ([KS90,
Ch. VIII]).
Kernels
For good topological spaces Xi’s as above, one often calls an object Kij ∈ D
b(kXij ) a
kernel. One defines as usual the composition of kernels
K12 ◦
2
K23 := Rq13!(q
−1
12 K12 ⊗ q
−1
23 K23).(2.2)
If there is no risk of confusion, we write ◦ instead of ◦
2
.
It is sometimes natural to permute the roles ofXi andXj . We introduce the notation
v : X12 −→ X21, (x1, x2) 7→ (x2, x1),
ν : X123 −→ X321, (x1, x2, x3) 7→ (x3, x2, x1).
(2.3)
Since v and ν are involutions, one has
v∗ ≃ v! ≃ v−1 ≃ v ! , ν∗ ≃ ν! ≃ ν−1 ≃ ν ! .(2.4)
Using (2.4), one immediately obtains:
Proposition 2.1.1. Let Kij ∈ D
b(kXij ), i = 1, 2, j = i+1 and set Kji := v∗Kij. Then
v∗(K12 ◦
2
K23) ≃ K32 ◦
2
K21.
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In the sequel, we shall need to control the micro-support of the convolution. Let Xi
and Kij be as above i = 1, 2, j = i+ 1. Let Aij = SS(Kij) ⊂ T
∗Xij and assume that{
(i) q13 is proper on q
−1
12 supp(K12) ∩ q
−1
23 supp(K23),
(ii) p−112 A12 ∩ p
−1
2a3A23 ∩ (T
∗
X1
X1 × T
∗X2 × T ∗X3X3) ⊂ T
∗
X123
(X123).
(2.5)
Proposition 2.1.2. In the preceding situation, we have
SS(K12 ◦
2
K23) ⊂ A12
a
◦A23.(2.6)
Proof. This follows from the classical bounds to the micro-supports of proper direct
images and non-characteristic inverse images of [KS90, § 5.4]. Q.E.D.
The next lemma will be useful.
Lemma 2.1.3. Let A ⊂ X12 and B ⊂ X23 be two closed subsets.
(a) Assume that q13 is proper on A ×X2 B := q
−1
12 A ∩ q
−1
23 B. Then there is a natural
morphism kA ◦B −→ kA ◦kB.
(b) Assume moreover that the fibers of the map q13 : A×X2 B −→ A ◦B are empty or
contractible. Then kA ◦B ∼−→ kA ◦kB.
Proof. (a) Set C = q−112 A ∩ q
−1
23 B. Then q13(C) = A ◦B and kC ≃ q
−1
12 kA ⊗ q
−1
23 kB. By
the hypothesis, the set q−113 q13(C) is closed and it contains C. Therefore, the morphism
q−113 kq13(C) −→ kC defines by adjunction the morphism kA ◦B −→ Rq13∗(q
−1
12 kA⊗q
−1
23 kB)
∼←−
kA ◦kB (recall that q13 is proper on C).
(b) is clear. Q.E.D.
It is easily checked, and well-known, that the convolution is associative, namely
given three kernels Kij ∈ D
b(kXij ), i = 1, 2, 3, j = i+ 1 one has an isomorphism
(K12 ◦K23) ◦K34 ≃ K12 ◦(K23 ◦K34),(2.7)
this isomorphism satisfying natural compatibility conditions that we shall not make
here explicit.
Remark 2.1.4. One shall be aware of the following trap. LetKij ∈ D
b(kXij ) for ij = 12
of 23 and let K2 ∈ D
b(kX2).Then in general there is no isomorphism (K12 ◦K2) ◦K23 ≃
K12 ◦(K2 ◦K23).
Of course, this construction applies in the particular cases where Xi = pt for some
i. For example, if K ∈ Db(kY×X) and F ∈ Db(kX), one usually sets ΦK(F ) = K ◦F .
Hence
ΦK(F ) = K ◦F = Rq1!(K ⊗ q
−1
2 F ).(2.8)
It is natural to consider the right adjoint functor ΨK of the functor ΦK (see [KS90,
Prop. 3.6.2]) given by
ΨK(F ) = Rq2∗RHom (K, q
!
1 F ).(2.9)
Given three spaces Xi (i = 1, 2, 3) and kernels K1 on X12 and K2 on X23, one has
(by (2.7) or [KS90, Prop. 3.6.4])
ΦK1 ◦ΦK2 ≃ ΦK1 ◦K2, ΨK2 ◦ΨK1 ≃ ΨK1 ◦K2.(2.10)
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A monoidal category
We shall use here a classical notion of category theory, namely that of a monoidal
category (see § 2.2 below). The next result is well-known and follows immediately from
the properties of the six Grothendieck operations.
Proposition 2.1.5. The category Db(kX×X) endowed with the composition ◦ is a
monoidal category. Its unit object is the sheaf k∆.
Proposition 2.1.6. Let K ∈ Db(kX×X) and F ∈ Db(kX). Then DX(ΦK(F )) ≃
Ψv∗K(DXF ).
Proof. One has the sequence of isomorphisms
DX(ΦK(F )) ≃ RHom (Rq1!(K ⊗ q
−1
2 F ), ωX)
≃ Rq1∗RHom (K ⊗ q
−1
2 F, ωX×X)
≃ Rq1∗RHom (K,RHom (q
−1
2 F, q
!
2 ωX))
≃ Rq1∗RHom (K, q
!
2DXF ).
Q.E.D.
Non proper convolution
In many situations, the non proper convolution is useful. For K1 ∈ D
b(kX12) and
K2 ∈ D
b(kX23), one sets
K1
np
◦ K2 = Rq13∗(q
−1
12 K1 ⊗ q
−1
23 K2).(2.11)
One shall be aware that in general, this composition is not associative. However, under
suitable hypotheses, it becomes associative.
Consider the diagram of good topological spaces
X123
q12
①①
①①
||①①①
①
q13

q23
❋❋
❋❋
""❋
❋❋
❋
X12
q1
③③
③
}}③③
③
q2
❋❋
❋❋
""❋❋
❋❋
X13
p2
❘❘❘
❘❘❘
❘❘
((❘❘
❘❘❘
❘❘❘
p1❧
❧❧❧
❧❧❧
❧
vv❧❧❧❧
❧❧❧
❧
X23
r1
①①
①①
||①①①
①
r2
❉❉
❉
!!❉
❉❉
X1 X2 X3
(2.12)
Lemma 2.1.7. Let Xi (i = 1, 2, 3) be three C
∞-manifolds. Let K1 ∈ Db(kX12) and
K2 ∈ D
b(kX23). Assume that K1 is cohomologically constructible and SS(K1)∩(T
∗
X1
X1×
T ∗X2) ⊂ T ∗X12X12. Then
Rq12∗(q
−1
12 K1 ⊗ q
−1
23 K2) ≃ K1 ⊗Rq12∗q
−1
23 K2.
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Proof. By [KS90, Prop. 5.4.1], one has
SS(q−123 K2) ⊂ T
∗
X1
X1 × T
∗X23,
SS(Rq12∗q
−1
23 K2) ⊂ T
∗
X1
X1 × T
∗X2.
Indeed, the first inclusion follows from [KS90, Prop. 5.4.1]. To check the second inclu-
sion, we may replace q−123 K2 with q
!
23K2. Then Rq12∗q
!
23K2 ≃ q
!
2Rr1∗K2.
Therefore, using the notation D′12 instead of D
′
X12
, we have
SS(D′12K1) ∩ SS(Rq12∗q
−1
23 K2) ⊂ T
∗
X12
X12,
SS(q−112 D
′
12K1) ∩ SS(q
−1
23 K2) ⊂ T
∗
X123
X123.
The sheaf K1 being cohomologically constructible on X12, the sheaf q
−1
12 K1 ≃ K1⊠kX3
is cohomologically constructible on X123. Therefore, applying [KS90, Cor. 6.4.3] we get
K1 ⊗Rq12∗q
−1
23 K2 ≃ RHom (D
′
12K1,Rq12∗q
−1
23 K2)
≃ Rq12∗RHom (q
−1
12 D
′
12K1, q
−1
23 K2)
≃ Rq12∗(q
−1
12 K1 ⊗ q
−1
23 K2).
Q.E.D.
Theorem 2.1.8. Let Xi (i = 1, 2, 3, 4) be four C
∞-manifolds and let Ki ∈ Db(kXi,i+1)
(i = 1, 2, 3). Assume that K1 is cohomologically constructible, q2 is proper on supp(K1)
and SS(K1) ∩ (T
∗
X1
X1 × T
∗X2) ⊂ T ∗X12X12. Then
K1
np
◦
2
(K2
np
◦
3
K3) ≃ (K1
np
◦
2
K2)
np
◦
3
K3.
Proof. We shall assume for simplicity that X4 = pt. Consider Diagram 2.12. Then:
K1
np
◦
2
(K2
np
◦
3
K3) = Rq1∗
(
K1 ⊗ q
−1
2 (K2
np
◦ K3)
)
= Rq1∗
(
K1 ⊗ q
−1
2 Rr1∗(K2 ⊗ r
−1
2 K3)
)
≃ Rq1∗
(
K1 ⊗Rq12∗q
−1
23 (K2 ⊗ r
−1
2 K3)
)
≃ Rq1∗Rq12∗
(
q−112 K1 ⊗ q
−1
23 K2 ⊗ q
−1
23 r
−1
2 K3
)
≃ Rp1∗Rq13∗
(
q−112 K1 ⊗ q
−1
23 K2 ⊗ q
−1
13 p
−1
2 K3
)
≃ Rp1∗(Rq13!(q
−1
12 K1 ⊗ q
−1
23 K2)⊗ p
−1
2 K3
)
≃ Rp1∗
(
(K1 ◦
2
K2)⊗ p
−1
2 K3
)
≃ Rp1∗
(
(K1
np
◦
2
K2)⊗ p
−1
2 K3
)
.
In the first isomorphism, we have used q−12 Rr1∗ ≃ Rq12∗q
−1
23 , which follows from the iso-
morphism q !2Rr1∗ ≃ Rq12∗q
!
23 . In the second isomorphism, we have used Lemma 2.1.7.
In the fourth isomorphism, we have used the fact that q13 is proper on supp(q
−1
12 K1).
Note that the same proof holds without assuming X4 = pt. In this case replace
Xi, Xij and X123 with Xi4, Xij4 and X1234, respectively. Q.E.D.
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2.2 Monoidal presheaves
We shall use the theory of monoidal categories and refer to [Kas95] and [KS06, Ch. IV].
Note that
• monoidal categories are called tensor categories in [KS06],
• to a monoidal category (C ,⊗) is naturally attached an isomorphism of functors
([KS06, Def. 4.2.1]) a(X, Y, Z) : (X⊗Y )⊗Z ∼−→ X⊗(Y ⊗Z) satisfying the usual
compatibility conditions,
• to a monoidal category with unit (C ,⊗, 1) are naturally attached two functorial
isomorphisms r : X ⊗ 1 −→ X and l : 1 ⊗X −→ X , denoted respectively α and β
in [KS06, Lem. 4.2.6].
We regard the ordered set (R≥0,≤) as a category that we simply denote by R≥0. The
category R≥0 endowed with the addition map + is a monoidal category with unit.
Let α > 0 and let I = [0, α] be an interval, considered as an ordered set, hence, as a
subcategory of R≥0. Implicitely, we shall look at I as a “partially monoidal subcategory
of (R≥0,+)”.
Let (C ,⊗) be a monoidal category and consider a presheaf K on the interval I with
values in C . For a ∈ I, we write Ka instead of K(a). Hence, we have “restriction”
morphisms ρa,b : Kb −→ Ka for a, b ∈ I, a ≤ b satisfying the usual compatibility relations
ρa,b ◦ ρb,c = ρa,c for a ≤ b ≤ c and ρa,a = id.
Definition 2.2.1. Let (C ,⊗, 1) be a monoidal category with unit.
(a) A monoidal presheaf (K, φ0, φ2) on I with values in C is the data of :
(1) a presheaf K on I with value in C ,
(2) an isomorphism φ0 : 1 ∼−→ K0,
(3) an isomorphism φ2(a, b) : Ka ⊗Kb −→ Ka+b, for a, b such that a+ b ∈ I,
these data satisfy the following conditions:
(i) the diagram below commutes for all a, b, a′, b′ ∈ I such that a ≤ a′, b ≤ b′,
a+ b ∈ I, a′ + b′ ∈ I:
Ka′ ⊗Kb′
ρa,a′⊗ρb,b′

φ2(a′,b′)// Ka′+b′
ρa+b,a′+b′

Ka ⊗Kb
φ2(a,b) // Ka+b.
Here, the vertical arrows are induced by the restriction morphisms.
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(ii) For all a, b, c ∈ I such that a + b+ c ∈ I, the diagram below commutes
(Ka ⊗Kb)⊗Kc
aKa,Kb,Kc //
φ2(a,b)⊗id

Ka ⊗ (Kb ⊗Kc)
id⊗φ2(b,c)

Ka+b ⊗Kc
φ2(a+b,c)

Ka ⊗Kb+c
φ2(a,b+c)

Ka+b+c Ka+b+c
(iii) For all a ∈ I, the diagrams below commute
1⊗Ka
lKa //
φ0⊗idKa

Ka Ka ⊗ 1
rKa //
idKa ⊗φ0

Ka
K0 ⊗Ka
φ2(0,a)// Ka Ka ⊗K0
φ2(a,0)// Ka
(b) LetK andK ′ be two monoidal presheaves on I. A monoidal morphism of presheaves,
η : K −→ K ′ is a morphism such that for every a, b ∈ I such that a + b ∈ I the fol-
lowing diagram commutes
Ka ⊗Kb
ηa⊗ηb //
φ2(a,b)

K ′a ⊗K
′
b
φ′2(a,b)

Ka+b
ηa+b // K ′a+b
In the sequel, if there is no risk of confusion, we shall simply call a monoidal
morphism of presheaves, “a monoidal morphism”.
(c) We denote by Fun⊗(Iop,C ) the category whose objects are the monoidal presheaves
on I with values in C and the morphisms are the monoidal morphisms of presheaves.
The inclusion iα : I →֒ R≥0 induces a functor
i∗a : Fun
⊗(Rop≥0,C ) −→ Fun
⊗(Iop,C ), F 7→ F ◦ iα(2.13)
Theorem 2.2.2. The functor i∗α is an equivalence of categories.
Proof. It follows from [Kas95, Ch XI.5] that we can assume that C is a strict monoidal
category. We set λ = α
2
.
(i) We start by showing that i∗α is essentially surjective. For that purpose, given a
monoidal presheaf K on I, we will construct a monoidal presheaf K : R≥0 −→ C such
that i∗αK ≃ K.
(i)–(a) For a ≥ 0 we write a = nλ+ ra with 0 ≤ ra < λ. Then, one sets
Ka :=Kλ ⊗ · · · ⊗Kλ︸ ︷︷ ︸
n
⊗ Kra .(2.14)
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(i)–(b) We now construct the restriction morphisms ρa,b. For a ≤ b ≤ λ, ρa,b is given
by the definition of the presheaf K. Let us write a = m · λ + ra and b = n · λ + rb
with 0 ≤ ra, rb < λ. Since 0 ≤ a ≤ b, m ≤ n. If m = n, then ra ≤ rb and we set
ρa,b := (idKλ)
◦m ◦ ρra,rb.
Now assume m > n. Notice that
Kb ≃ (Kλ)
◦m ◦Kλ ◦(Kλ)◦(n−m−1) ◦Krb
Ka ≃ (Kλ)
◦m ◦Kra ◦(K0)
◦(n−m−1) ◦K0.
Hence, we set ρa,b := (idKλ)
◦m ◦ ρra,λ ◦(ρ0,λ)
◦n−m−1 ◦ ρ0,rb.
(i)–(c) Let us construct the isomorphisms φ2(a1, a2) : Ka1 ⊗ Ka2 −→ Ka1+a2 , for a1, a2 ∈
R≥0. Write
ai = ni · α + ri, 0 ≤ ri < λ, i = 1, 2.
Since ri + λ ≤ α, Kri ⊗Kλ
φ2(ri,λ)
≃ Kri+λ
φ−12 (λ,ri)
≃ Kλ ⊗Kri . We set
si := φ
−1
2 (λ, ri) ◦ φ2(ri, λ)
Let n ∈ N and consider the map
ψi,n := (id
⊗n−1
Kλ
⊗si) ◦ . . . ◦ (id
⊗p
Kλ
⊗si ⊗ id
⊗n−1−p
Kλ
) ◦ . . . ◦ (si ⊗ id
⊗n−1
Kλ
).
We now define the map φ2(a1, a2) : Ka1 ⊗ Ka2 −→ Ka1+a2 by setting
φ2(a1, a2) := (idK⊗(n1+n2)λ
⊗φ2(r1, r2)) ◦ (id
⊗n1
Kλ
⊗ψ1,n2 ⊗ idKr2 ).
By construction, φ2(a1, a2) is an isomorphism.
It is straightforward to check that K is a monoidal presheaf on R≥0 and that i∗αK ≃
K.
(ii)-(a) Let us prove that i∗α is faithful. Let f, g : K −→ K
′ be two monoidal morphisms
between monoidal presheaves on R≥0. Assume that i∗α(f) = i
∗
α(g). Hence, for every
0 ≤ a ≤ α, fa = ga. Hence, it follows from the definition of a monoidal functor that for
every b ∈ R≥0, fb = gb.
(ii)-(b) Let us show that i∗α is full. Let K,K
′ ∈ Fun⊗(Rop≥0,C ) and f : i
∗
αK −→ i
∗
αK
′ a
monoidal morphism. Let a ∈ R≥0, we write a = nλ + ra with 0 ≤ ra < λ. We define
the morphism fa as the composition
Ka ≃ K
⊗n
λ ⊗ Kra
f⊗nλ ⊗fra−→ K′⊗nλ ⊗ K
′
ra ≃ K
′
a.
The family of morphisms (fa)a∈R≥0 defines a monoidal morphism f : K −→ K
′ such that
iα(f) = f . Q.E.D.
Remark 2.2.3. Definition 2.2.1 extends to any interval I of R such that 0 ∈ I.
Corollary 2.2.4. let J be the interval [−α, α] and assume that the monoidal presheaf
K extends as a monoidal presheaf on J . Then the monoidal presheaf K extends nat-
urally as a monoidal presheaf on R. Moreover, this monoidal presheaf is unique up to
isomorphism of monoidal presheaves.
Proof. Clearly, Theorem 2.2.2 applies when replacing the interval I = [0, α] and R≥0
with the interval [−α, 0] and R≤0. Then combine these two cases. Q.E.D.
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2.3 Thickening of the diagonal
In the next subsection, we will endow the bounded derived category of sheaves on
a metric space satisfying suitable conditions with a thickening of the identity. This
thickening is built from the thickening of the diagonal.
Let (X, dX) be a metric space. For a ≥ 0, x0 ∈ X , set
Ba(x0) = B(x0, a) = {x ∈ X ; dX(x0, x) ≤ a},
∆a = {(x1, x2) ∈ X ×X ; dX(x1, x2) ≤ a},
Γd = {(x1, x2, t) ∈ X ×X × R≥0; dX(x1, x2) ≤ t}.
(2.15)
Definition 2.3.1. A metric space (X, dX) is good if the underlying topological space is
good and moreover there exists some αX > 0 such that for all 0 ≤ a, b with a+ b ≤ αX ,
one has
(i) for any x ∈ X , B(x, a) is contractible,
(ii) the two projections q1 and q2 are proper on ∆a,
(iii) ∆a ◦∆b = ∆a+b,
(iv) for any x1, x2 ∈ X , B(x1, a) ∩ B(x2, b) is contractible or empty.
(2.16)
Clearly, in this definition, αX is not unique. In the sequel, if we want to mention
which αX we choose, we denote the good metric space by (X, dX , αX).
Lemma 2.3.2. (a) For every a, b ≥ 0, k∆a ◦k∆b ≃ k∆b ◦k∆a.
(b) Under hypothesis (2.16), for any 0 ≤ a, b with a + b ≤ αX
k∆a ◦k∆b ≃ k∆a+b.(2.17)
(c) The correspondence a 7→ k∆a defines a monoidal presheaf on [0, αX ] with values in
the monoidal category (Db(kX×X), ◦).
Proof. (a) Recall Notations (2.3). Since v−1k∆a ≃ kv−1(∆a) ≃ k∆a , the result follows.
(b)–(c) We shall follow the notations of (2.1). Setting ∆a ×2 ∆b = q
−1
12 ∆a ∩ q
−1
23 ∆b, we
have
q−112 k∆a ⊗ q
−1
23 k∆b ≃ k∆a×2∆b.
The map q13 : ∆a×2 ∆b −→ ∆a+b is proper, surjective and has contractible fibers by the
hypotheses.
(c) The other conditions in Definition 2.2.1 are easily checked. Q.E.D.
Definition 2.3.3. Let (X, dX , αX) be a good metric space.
(a) We denote by K the monoidal presheaf on (R≥0,+) with values in the monoidal
category (Db(kX×X), ◦) whose restriction to [0, αX ] is given by Lemma 2.3.2 and
whose existence and unicity (up to isomorphism) is given by Theorem 2.2.2. One
sets Ka = K(a) and we call the Ka’s thickenings of the diagonal.
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(b) One defines the functors La and Ra by
La = ΦKa = Rq1!
(
Ka ⊗ q
−1
2 ( • )
)
, Ra = ΨKa = Rq2∗RHom
(
Ka, q
!
1 ( • )
)
.
Note that it would be equivalent to define the monoidal presheaves L and R on R≥0
with values in the monoidal category of endo-functors of Db(kX) by considering first
these functors on [0, αX ] and then apply Theorem 2.2.2.
We recall that the functor Ra is right adjoint to the functor La (see [KS90, Propo-
sition 3.6.2]). As a particular case of Proposition 2.1.6, we get for F ∈ Db(kX).
DX(La(F )) ≃ Ra(DXF ).(2.18)
Theorem 2.3.4. There exists an object Kdist ∈ D
lb(kX×X×R≥0) such that
(i) Kdist|{t=a} ≃ Ka, for all a ≥ 0,
(ii) Kdist|[0,αX ] ≃ kΓd|[0,αX ].
Moreover, such an object satisfying (i)–(ii) is unique up to isomorphism.
Proof. (i) Set
Γad = {(x1, x2, t) ∈ X ×X × R≥0; dX(x1, x2) ≤ t, 0 ≤ t ≤ a}.
Then a 7→ kΓad is a monoidal presheaf on [0, αX ] with values in the monoidal category
D
lb(kX×X×R≥0) in which the tensor product is the relative convolution · ◦ |R≥0 · as defined
in [GKS12, (1.13)]. Then apply Theorem 2.2.2.
(ii) The unicity follows from Theorem 2.2.2. Q.E.D.
Remark 2.3.5. As pointed out by Ste´phane Guillermou, when X is a complete Rie-
mannian manifold with a stricly positive injectivity radius (see § 3), the kernel Kdist is
nothing but the kernel associated with the geodesic flow. More precisely, consider the
function defined on T˙ ∗X , the cotangent bundle minus the zero-section:
h : T˙ ∗X −→ R, h(x; ξ) = −||ξ||x.
Since we have assumed that X is complete, the Hamiltonian isotopy associated with h
is a map defined all over R:
Φh : T˙
∗X × R −→ T˙ ∗X.
This map defines a conic Lagrangian submanifold Λh ⊂ T˙
∗(X × X × R) and by the
main theorem of [GKS12], there exists a unique kernel Kh ∈ D
lb(kX×X×R) whose mi-
crosupport is contained in Λh and whose restriction to t = 0 is the kernel k∆. Then
Kh|R≥0 ≃ Kdist. This follows from the fact that both kernels satisfy La ◦Lb ≃ La+b and
both are associated with the geodesic flow for 0 ≤ a ≤ rinj.
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Bi-thickenings
Let (X, dX) be a good metric space. Consider the hypothesis
La ◦Ra ≃ Ra ◦La ≃ idDb(kX) for 0 ≤ a ≤ αX .(2.19)
In this case, it is natural to set for 0 ≤ a ≤ αX
R−a := La, L−a :=Ra.(2.20)
One shall be aware, that for a < 0, Ra is left adjoint to La
Definition 2.3.6. One says that the good metric space (X, dX) admits a bi-thickening
if it satisfies (2.19).
Applying Corollary 2.2.4, we get:
Proposition 2.3.7. Assume that the good metric space (X, dX) admits a bi-thickening.
Then the monoidal presheaves L and R on R≥0 extend as monoidal presheaves on R.
Moreover, L−a ≃ Ra for a ∈ R.
Moreover, the kernel Kdist of Theorem 2.3.4 extends uniquely as a kernel on X ×
X × R still satisfying Kdist|{t=a} ≃ Ka for all a ∈ R.
Thickening and convolution
In [KS18], the space X is the Euclidian space Rn and the composition k∆a ◦ is replaced
by the convolution kBa⋆ where Ba is the closed ball of center 0. One can proceed
similarly if the good metric space (X, dX) is a topological group.
Definition 2.3.8. A good metric group (X, dX , m, e), or simply (X, dX) for short, is
a good metric space (X, dX) which is a topological group for the topology induced by
the distance, with multiplication m and neutral element e, and such that the distance
is bi-invariant. In other words,
dX(x1, x2) = dX(x1x3, x2x3) = dX(x3x1, x3x2) for x1, x2, x3 ∈ X.
One defines the convolution of F,G ∈ Db(kX) by
F ⋆ G := Rm!(F ⊠G).
Proposition 2.3.9. Assume that X is a good metric group. Let Ba be the ball of radius
a centered at the unit e. There is a canonical isomorphism of functor
k∆a ◦ ≃ kBa ⋆ .
Proof. Consider the map v : (x1, x2) 7→ (x1x
−1
2 , x2). One has ∆a = v
−1q−11 (Ba) and
m ◦ v = q1. Therefore, for F ∈ D
b(kX),
kBa ⋆ F = Rm!(kBa ⊠ F )
≃ Rm!Rv!(v
−1q−11 kBa ⊗ q
−1
2 F ) ≃ k∆a ◦F.
Q.E.D.
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2.4 The interleaving distance
Let us first recall that a categorical axiomatic for interleaving distances was developed
in [BdSS15, dSMS18]. Here, we do not work in an abstract categorical setting but
restrict ourselves to the study of sheaves on metric spaces, a natural framework for
applications.
As above, (X, dX) is a good metric space. Recall that we have set
La( • ) = k∆a ◦( • ).
The next definition is mimicking [KS18, Def. 2.2].
Definition 2.4.1. Let F,G ∈ Db(kX) and let a ≥ 0.
(a) One says that F and G are a-isomorphic if there are morphisms f : La(F ) −→ G and
g : La(G) −→ F which satisfies the following compatibility conditions: the compo-
sition L2a(F )
Laf
−−−→ La(G)
g
−→ F and the composition L2a(G)
Lag
−−−→ La(F )
f
−→ G
coincide with the morphisms induced by the canonical morphism ρ0,2a : K2a −→ K0.
(b) One sets distX(F,G) = inf
(
{+∞} ∪ {a ∈ R≥0 ; F and G are a-isomorphic}
)
and
calls distX( • , • ) the interleaving distance.
Note that if F and G are a-isomorphic, then they are b-isomorphic for any b ≥ a.
Note that for F,G,H ∈ Db(kX),
• F and G are 0-isomorphic if and only if F ≃ G,
• distX(F,G) = distX(G,F ),
• distX(F,G) ≤ distX(F,H) + distX(H,G).
Proposition 2.4.2. Let (X, dX) be a good metric space admiting a bi-thickening. Then
the functor Lb : D
b(kX) −→ D
b(kX) is an isometry for b ∈ R.
Proof. Assume that (F,G) are a-isomorphic and let f : La(F ) −→ G satisfying the con-
dition in Definition 2.4.1. Since La ◦Lb ≃ Lb ◦La, the morphism Lb(f) : La(Lb(F )) −→
Lb(G) satisfies the condition in Definition 2.4.1. The same result holds for a morphism
g : La(G) −→ F . Therefore, distX(Lb(F ),Lb(G)) ≤ distX(F,G). Applying the same
argument to L−b the result follows. Q.E.D.
First properties of the distance
We shall extend to metric spaces a few results of [KS18, § 2.2].
Recall that RΓc(X ; • ) is the derived functor of global sections with compact sup-
ports.
Lemma 2.4.3. Let F ∈ Db(kX) and let a ≥ 0. Then RΓ(X ;La(F )) ∼−→ RΓ(X ;F ) and
RΓc(X ;La(F )) ∼−→ RΓc(X ;F ).
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Proof. It follows from the definition of the functor La that is it enough to check these
isomorphisms for 0 ≤ a ≤ αX , then replacing La with k∆a ◦. Consider the Cartesian
diagram
X ×X
q1
yysss
ss q2
%%❑❑
❑❑
❑
X
q′2
%%❑❑
❑❑
❑❑
X
q′1
yysss
ss
s
pt
Using the fact that q1 and q2 are proper on ∆a we get the isomorphisms
RΓ(X ;k∆a ◦F ) ≃ Rq
′
2∗Rq1!(k∆a ⊗ q
−1
2 F ) ≃ Rq
′
2∗Rq1∗(k∆a ⊗ q
−1
2 F )
≃ Rq′1∗Rq2∗(k∆a ⊗ q
−1
2 F ) ≃ Rq
′
1∗Rq2!(k∆a ⊗ q
−1
2 F )
≃ Rq′1∗(Rq2!k∆a ⊗F )
≃ Rq′1∗F ≃ RΓ(X ;F ).
Here we use the isomorphism Rq2!k∆a ≃ kX which follows from the fact that the fibers
of q2 : ∆a −→ X are compact and contractible.
A similar proof holds for RΓc(X ;F ). Q.E.D.
Proposition 2.4.4. Let F,G ∈ Db(kX). If distX(F,G) < +∞ then RΓ(X ;F ) ≃
RΓ(X ;G) and RΓc(X ;F ) ≃ RΓc(X ;G).
Proof. This follows immediately from the definition of the distance and Lemma 2.4.3.
Q.E.D.
Proposition 2.4.5. Let F ∈ Db(kX) and assume that supp(F ) ⊂ B(x0, a) with a ≤
αX . Set M = RΓ(X ;F ) and denote by Mx0 the sky-scraper sheaf at {x0} with stalk M .
Then distX(F,Mx0) ≤ a.
We shall mimick the proof of [KS18, Exa. 2.4].
Proof. We have
∆a ◦Mx0 ≃MB(x0,a),
the constant sheaf on B(x0, a) with stalk M extended by 0 outside of B(x0, a).
Denote by q : X −→ pt the unique map from X to pt. The morphism q−1Rq∗F −→ F
defines the map MX −→ F and F being supported in B(x0, a), we get the morphism
g : ∆a ◦Mx0 ≃MB(x0,a) −→ F . On the other hand, we have
(k∆a ◦F )x0 ≃ RΓ(q
−1
1 (x0);k∆a ⊗ q
−1
2 F )
≃ RΓ({x0} ×X ; {x0} × kB(x0,a) ⊗ q
−1
2 F )
≃ RΓ(B(x0, a);F ) ≃M
(2.21)
which defines f : ∆a ◦F −→Mx0 . One easily checks that f and g satisfy the compatibility
conditions in Definition 2.4.1. Therefore distX(F,Mx0) ≤ a. Q.E.D.
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In particular, a non-zero object can be a-isomorphic to the zero object.
Corollary 2.4.6. Let F,G ∈ Db(kX) and assume that there exists a ball Bx0(R) which
contains the supports of F and G. Then distX(F,G) < ∞ is and only if RΓ(X ;F ) ≃
RΓ(X ;G).
Proof. (i) Assume M := RΓ(X ;F ) ≃ RΓ(X ;G). Then distX(F,G) ≤ distX(F,Mx0) +
distX(G,Mx0) and it remains to apply Proposition 2.4.5.
(ii) The converse assertion is nothing but Proposition 2.4.4. Q.E.D.
Corollary 2.4.7. Consider two distinguished triangles F1 −→ F2 −→ F3
+1
−→ and G1 −→
G2 −→ G3
+1
−→ in Db(kX). Assume that there exists a ball Bx0(R) which contains the
supports of all sheaves Fi, Gi (i = 1, 2, 3) and also assume that distX(Fi, Gi) < ∞ for
i = 1, 2. Then distX(F3, G3) <∞.
Proof. It follows from Corollary 2.4.6 that RΓ(X ;Fi) ≃ RΓ(X ;Gi) for i = 1, 2. Since
the functor RΓ(X ; • ) is triangulated, this isomorphism still holds for i = 3. Then the
result follows again from Corollary 2.4.6. Q.E.D.
Locally constant sheaves
Recall that an object L ∈ Db(kX) is locally constant (resp. constant) if, for all j ∈ Z,
Hj(L) is a locally constant (resp. constant) sheaf.
Proposition 2.4.8. Let L ∈ Db(kX) and assume that L is locally constant. Let a ≥ 0.
Then La(L) ∼−→ L.
Proof. We may choose a such that a < αX and replace La with k∆a ◦. It is then enough
to prove that, for x ∈ X , the natural morphism (k∆a ◦L)x −→ Lx is an isomorphism.
We may also assume that L is a constant sheaf in a neighborhood of B(x, a). Then
by (2.21), we get
(k∆a ◦L)x ≃ RΓ(B(x, a);L) ≃ Lx.
Q.E.D.
Corollary 2.4.9. Let F,G ∈ Db(kX). Assume that F is locally constant and that
distX(F,G) < ∞. Then F is a direct summand of G. In particular, if both F and G
are locally constant, then F ≃ G.
Proof. By the hypothesis and Proposition 2.4.8 we have morphisms F −→ G −→ F such
that the composition is an isomorphism. Q.E.D.
It follows that the interleaving distance is not really interesting when considering locally
constant sheaves. It is then natural to take quotient of the category of sheaves by the
subcategory of locally constant sheaves.
Denote by
L CX = {F ∈ D
b(kX); F is locally constant}.(2.22)
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This is a full saturated triangulated subcategory of Db(kX) ([KS06, § 10.2]). One can
thus consider the triangulated quotient category
D
b
/L C (kX) := D
b(kX)/L CX .(2.23)
Recall that the two categories Db(kX) and D
b
/L C (kX) have the same objects and re-
mark that when X is a real manifold of class C1, the category Db/L C (kX) is denoted
D
b(kX ; T˙
∗X) in [KS90].
Lemma 2.4.10. The thickening La, a ∈ R≥0 on Db(kX) defines a thickening on
D
b
/L C (kX).
Proof. For all a ≥ 0, the functor La sends L CX into L CX by Proposition 2.4.8.
Q.E.D.
We shall keep the notation La for the image of this functor in the localized category.
This family defines a pseudo-distance distX/L C .
Corollary 2.4.11. For F,G ∈ Db(kX) one has distX/L C (F,G) ≤ distX(F,G).
Relative thickenings and relative distance
Let (X, dX) and (Y, dY ) be two good metric spaces. One endows the space X × Y with
the distance dX×Y = max(dX , dY ), that is:
dX×Y
(
(x1, y1), (x2, y2)
)
= max
(
dX(x1, x2), dY (y1, y2)
)
.(2.24)
We denote by BXa (x) the closed ball in X of center x and radius a and by ∆
X
a the
thickening of the diagonal in X × X . We use similar notations on Y and on X × Y .
Then
BX×Ya = B
X
a × B
Y
a , ∆
X×Y
a = ∆
X
a ×∆
Y
a .
This immediately implies:
Proposition 2.4.12. The space (X × Y, dX×Y ) is a good metric space.
Now, let X be a good topological space and let (Y, dY ) be a good metric space. We
denote by KYa the kernel on Y ×Y . It defines an endofunctor of D
b(kX×Y ), K 7→ K ◦Ka.
We denote it by LYa . We then get a pseudo-distance on D
b(kX×Y ) that we call a relative
distance and denote by distX×Y/X .
Proposition 2.4.13. Assume that (X, dX) and (Y, dY ) are good metric spaces. Then
distX×Y ≤ distX×Y/X .
Proof. Let F,G ∈ Db(kX×Y ) and assume that they are a-isomorphic for the relative
distance. Consider morphisms f : LYa (F ) −→ G and g : L
Y
a (G) −→ F such that the
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Y
a (F ) −→ G is the natural restriction morphism. Let us apply
the functor LX2a. We get morphisms
LX2a ◦L
Y
2a(G)
//
((PP
PP
PP
PP
PP
PP
LX2a ◦L
Y
a (F )
//

LX2a(G)

LXa ◦L
Y
a (F ) //
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
LXa (G)

G.
All arrows are associated with the restriction morphisms. Noticing that LXb ◦L
Y
b ≃
LX×Yb , we get morphisms L
X×Y
a (F ) −→ G and L
X×Y
a (G) −→ F such that the composition
LX×Y2a (G) −→ L
X×Y
a (F ) −→ G is the natural restriction morphism, and similarly with f
and g interchanged. Hence F and G are a-isomorphic for the distance distX×Y . Q.E.D.
Remark 2.4.14. One can also define a relative interleaving distance for sheaves in a
more general situation. Namely, let ǫ : X −→ S be a surjective continuous map of good
topological spaces and assume that the topology ofX is induced by a relative “distance”
dX/S , that is a continuous map X ×S X −→ X satisfying the axioms of distances in the
fibers Xs = ǫ
−1(s), s ∈ S, and also dX/S(x1, x2) = ∞ for ǫ(x1) 6= ǫ(x2). Assume
moreover that the metric spaces Xs are good, that is, satisfy (2.16). Then one easily
extend Definition 2.4.1 to this situation.
3 The case of Riemannian manifolds
3.1 Main theorem
In this Section, we shall use some classical results of Riemannian geometry, referring
to [DC92,Cha06].
Consider a Riemannian manifold (X, g) of class C∞ and denote by dX its associated
distance. We set
rinj := the injectivity radius of (X, g),
rconv := the convexity radius of (X, g).
(3.1)
Recall that rconv ≤
rinj
2
(see [Ber76]).{
We shall assume that (X, g) is complete and has a strictly positive
convexity radius rconv. Then we choose 0 < αX < rconv.
(3.2)
Note that compact Riemannian manifolds satisfy (3.2).
Now we shall use the notations
Ba(x0) = {x ∈ X ; dX(x0, x) ≤ a},
B◦a(x0) = {x ∈ X ; dX(x0, x) < a},
Sa(x0) = {x ∈ X ; dX(x0, x) = a},
∆◦a = {(x1, x2) ∈ X ×X ; d(x1, x2) < a}.
(3.3)
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The proof of the next lemma is due to Ste´phane Guillermou. It is much simpler
than an earlier proof of ours.
Lemma 3.1.1. Let (X, g) be a Riemannian manifold satisfying (3.2) and let a > 0
be a real sufficiently small and such that a < rconv. Let x and y in X and set Za =
B◦a(x) ∩ Ba(y). Assume that x 6= y. Then RΓ(X ;kZa) ≃ 0.
Proof. (i) We work in a local chart W . We may assume
for any x1, x2 in W with x1 6= x2, there exists a unique geodesic
l(x1, x2) ⊂W with x1, x2 ∈ l(x1, x2),
for x1, x2, x3 inW , if d(x1, x3) = d(x1, x2)+d(x2, x3) then x2 ∈ l(x1, x3).
(3.4)
Let us introduce some notations:
M = {z; d(x, z) = d(y, z)},
Mx = {z; d(x, z) < d(y, z)}, My = {z; d(x, z) > d(y, z)},
Z ′ = Mx ∩ Ba(y), Z ′′ = B◦a(x) ∩My.
Note that Za = Z
′ ⊔ Z ′′, Z ′ is open in Za and Z ′′ is closed in Za.
(ii) It follows from (3.4) that
for any geodesic l(x, z), l(x, z)∩M has at most one point, and similarly
with l(y, z).
(3.5)
Indeed, let z1, z2 ∈ l(x, z) ∩ M . Then d(x, z1) = d(x, z2) + d(z2, z1) or d(x, z2) =
d(x, z1)+d(z1, z2) or d(z1, z2) = d(z1, x)+d(x, z2). Assume for example the first equality.
Since z1, z2 ∈ M , we get d(y, z1) = d(y, z2) + d(z2, z1) which implies that the geodesic
(y, z1) contains z2. Since there is at most one geodesic containing both z1 and z2, we
find that y ∈ l(x, z) which implies z1 = z2.
(iii) Let us prove that RΓ(X ;kZ′) ≃ 0. Let p : Ba(y) \ {y} −→ Sa(y) be the map
which sends z ∈ Ba(y) \ {y} to p(z) ∈ l(y, z) ∩ Sa(y). It follows from (3.5) that the
fibers of p intersect Z ′ along a unique interval and this interval is half-open. Since
y /∈ Z
′
, we have RΓ(X ;kZ′) ≃ RΓ(Ba(y);kZ′) ≃ RΓ(Ba(y) \ {y};kZ′). Moreover,
RΓ(Ba(y) \ {y};kZ′) ≃ RΓ(Sa(y); Rp!kZ′) ≃ 0.
(iv) Let us prove that RΓ(X ;kZ′′) ≃ 0. Let q : Ba(x) \ {x} −→ Sa(x) be the map which
sends z ∈ Ba(x) \ {y} to p(z) ∈ l(x, z) ∩ Sa(x). It follows from (3.5) that the fibers of
q intersect Z ′′ along a unique interval and this interval is half-open.
Since x /∈ Z
′′
, we have RΓ(X ;kZ′′) ≃ RΓ(Ba(x);kZ′′) ≃ RΓ(Ba(x) \ {x};kZ′′).
Moreover, RΓ(Ba(x) \ {x};kZ′′) ≃ RΓ(Sa(x); Rq!kZ′′) ≃ 0.
(v) The result then follows from the distinguished triangle kZ′ −→ kZa −→ kZ′′
+1
−→.
Q.E.D.
Recall the notion of a locally cohomologically trivial (l.c.t. for short) open subset
of [KS90] Exe. III.4.
Theorem 3.1.2. Let (X, g) be a Riemannian manifold satisfying (3.2). Then
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3.1 Main theorem
(a) Hypothesis (2.16) is satisfied.
(b) (i) For 0 < a ≤ αX , the open set ∆
◦
a is l.c.t., the sheaves k∆a and k∆◦a are
cohomologically constructible and D′X×Xk∆◦a ≃ k∆a, D
′
X×Xk∆a ≃ k∆◦a.
(ii) For a ≥ 0, SS(Ka) ∩
(
T ∗XX × T
∗X ∪ T ∗X × T ∗XX
)
⊂ T ∗X×X(X ×X).
(iii) For 0 < a ≤ αX and F ∈ D
b(kX), Ra(F ) ≃ (k∆◦a ◦F )⊗ωX .
(iv) Hypothesis (2.19) is satisfied, that is, La and Ra are inverse to each other for
any a ≥ 0.
Proof. (a)–(i) The ball Ba(x) of center x and radius a is contractible for 0 ≤ a < rinj
since it is topologically isomorphic to the unit ball of the normed space T ∗xX .
(a)–(ii) The closed and bounded subsets are compact by the Hopf–Rinow Theorem.
Therefore, condition (ii) is satisfied.
(a)–(iii) Let us prove that for (x1, x3) ∈ ∆a+b, there exists x2 ∈ X such that dX(x1, x2) ≤
a and dX(x2, x3) ≤ b. Without loss of generality we can assume that dX(x1, x3) = a+b.
Since X is complete, it follows from the Hopf–Rinow Theorem that x1 and x3 can
be joined by a minimal geodesic γ : [0, 1] −→ X . Then d(x1, γ(t)) will take all values
between 0 and a+ b. Let t2 ∈ [0, 1] such that d(x1, γ(t2)) = a. Since γ is also minimal
on every subinterval of [0, 1] it is minimal on [t2, 1]. Then, dX(x2, x3) = b.
(a)–(iv) Let x1 and x2 in X . Since a, b ≤ αX < rconv, the ball Ba(x1) and Ba(x2)
are geodesically convex. Hence, their intersection is either empty or also geodesically
convex and geodesically convex sets are contractible.
(b)–(i) By [KS90] Exe. III.4, it is enough to prove that each (x1, x2) ∈ ∂∆a admits an
open neighborhood W such that there exists a topological isomorphism f : W ∼−→ RN
such that f(W ∩ ∆◦a) is convex. Consider the cotangent bundle T
∗X and its zero-
section denoted T ∗XX . The isomorphism TX ∼−→ T
∗X endows T ∗X with a metric and
we denote by ||ξ||x the norm of the vector ξ ∈ T
∗
xX . We also set
B∗X(r) = {(x; ξ) ∈ T
∗X ; ||ξ||x < r}, S∗X(r) = {(x; ξ) ∈ T
∗X ; ||ξ||x = r}.
By the hypothesis that rinj is strictly positive, there exists an open neighborhood U
containing B∗X(αX) and a map Eg : U −→ X ×X which induces a C
∞-isomorphism
Eg : B
∗
X(a)
∼−→ ∆◦a for all a ≤ r.
We are reduced to prove the result after replacing ∆a with B
∗
X(a), in which case it is
obvious.
(b)–(ii) First, let us prove this result when Ka = k∆a and a ≤ αX .
The distance function f := dX : X ×X −→ R is of class C
∞ on W :=∆b \∆ for b ≤ αX .
Since the micro-support of k∆a (for 0 < a < b) is contained in the union of the zero-
section and the set R · df , it is enough to check that the partial differentials dxf and
dyf do not vanish on W . Hence, we are reduced to check that for any given y ∈ X , the
differential of the function x 7→ g(x) = dX(y, x) does not vanish for 0 < dX(x, y) ≤ αX .
By composing with the exponential map, we are reduced to prove the same result on
T ∗yX in which case it is clear. The general case follows by applying Proposition 2.1.2.
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3.2 Some elementary examples
(b)–(iii) Let F ∈ Db(kX). We have
Ra(F ) ≃ Rq2∗RHom (k∆a , q
!
1 F )
≃ Rq2∗
(
D′X×Xk∆a ⊗ q
!
1 F
)
≃ (k∆◦a
np
◦ F )⊗ωX ≃ (k∆◦a ◦F )⊗ωX
Here we have used the results of (b)–(i) and (b)–(ii) together with [KS90, Cor. 6.4.3].
We have also replaced Rq2∗ with Rq2! using the fact that q2 is proper on ∆a.
(b)–(iv) It is enough to check the results for a sufficiently small. It follows from (b)–(iii)
that
La ◦Ra(F ) ≃ k∆a ◦
(
(q−12 ωX ⊗k∆◦a) ◦F
)
.
The bifunctor ◦ being associative, it remains to prove,
k∆a ◦k∆◦a ⊗ q
−1
2 ωX ≃ k∆.
We follow the notations of Diagram 2.1. Set
Sa = q
−1
12 ∆a ∩ q
−1
23 ∆
◦
a.
We have
k∆a ◦k∆◦a ≃ Rq13!
(
q−112 k∆a ⊗ q
−1
23 k∆◦a
)
≃ Rq13!kSa
Let (x1, x3) ∈ X1 ×X3 and set Za = q
−1
13 (x1, x3) ∩ Sa. Then Za = Ba(x1) ∩ B
◦
a(x3)
and it follows from Lemma 3.1.1 that RΓ(X ;kZa) ≃ (Rq13!kSa)(x1,x3) ≃ 0 for x1 6= x3.
Finally, we have
Rq13!(kZa ⊗ q
−1
2 ωX)|∆ ≃ Rq1∗(k∆◦a ⊗ q
−1
2 ωX) ≃ k∆.
Q.E.D.
Recall the notation in (2.20). Applying Proposition 2.3.7 and Theorem 3.1.2 we get
Corollary 3.1.3. Let (X, g) be a Riemannian manifold satisfying (3.2). Then for
b ∈ R, the functor Lb : D
b(kX) −→ D
b(kX) is an equivalenvce of categories with quasi-
inverse L−b. Moreover, it is an isometry for the pseudo-distance distX .
3.2 Some elementary examples
A non-Riemannian example
The interleaving distance for sheaves on a (finite dimensional) real normed vector space
has been studied with great details in [KS18] and in fact this paper is a special case
and a guide for the present one. In loc. cit. the composition k∆a ◦ was replaced by
the convolution kBa⋆ which, of course, is equivalent (see Proposition 2.3.9). When
the norm is not Euclidian, we get an example where the whole theory developed here
applies although the metric space in not associated with a Riemannian manifold.
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3.2 Some elementary examples
Euclidian vector spaces
When X = Rn endowed with the Euclidian distance, the bi-thickening of the diagonal
is given by
Ka ≃
{
k∆a if a ≥ 0,
k∆◦−a [n] if a < 0.
More precisely, in this situation, the sheaf Kdist is described, up to isomorphism,
in [GKS12, Exa. 3.11] by the distinguished triangle in Db(kRn×Rn×R):
k{|x−y|<−t}[n] −→ Kdist −→ k{|x−y|≤t}
+1
−→
The real line
Let X = R be the real line. Recall that, k being a field, one has an isomorphism
F ≃
⊕
j
Hj(F ) [−j] for F ∈ Db(kX).(3.6)
Hence, the study of objects of Db(kX) is reduced to that of objects of Mod(kX). But,
as it is well-known, there exist non zero morphisms between objects concentrated in
different degrees.
Constructible sheaves with compact support on R are classified via the famous
theorem of Crawley-Boevey [CB14]. See also [Gui19] for a formulation in the language of
constructible sheaves and see [KS18, Th. 1.17] for the case of not necessarily compactly
supported sheaves. Distances on such sheaves are studied with great details in [BG18].
Recall that in this setting the thickening of the identity is provided by the following
family of endofunctors of Db(kR) La = kBa⋆, a ≥ 0, where Ba = [−a, a].
The circle
Here, S1 denote the Euclidian circle in R2 endowed with its natural distance dS1. The
metric space S1 satisfies (2.16) for any αS1 < π/2.
We start by recalling the following structure theorem for constructible sheaves on
S1 due to S. Guillermou. As usual, a locally constant sheaf (in degree 0) of finite rank
is called a local system.
Consider the exponential map
exp : R −→ S1, t 7→ exp(it).(3.7)
Note that isomorphism (3.6) still holds for X = S1.
Proposition 3.2.1 ([Gui19, Prop. 4.3.4]). Let F ∈ ModR-c(kS1). Then there exists a
finite family {(Ia, na)}a∈A of bounded intervals and integers, and a local system L such
that
F ≃ L⊕
⊕
a∈A
exp∗(k
na
Ia
).
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3.2 Some elementary examples
In the sequel, if there is no risk of confusion, we write S instead of S1.
We denote by s : R × R −→ R the addition map on R and by m : S × S −→ S the
multiplication map on S and by ⋆ the convolution for sheaves on R as well as on S.
Let us describe the kernels k∆a ◦ associated with the distance dS, or equivalently,
the convolution kernels kBa⋆ where Ba is the closed ball of radius a of S centered at
the unit (see Proposition 2.3.9). For 0 ≤ a < π, we set Ia = [−a, a]. Then
exp∗kIa ≃ kBa .(3.8)
Lemma 3.2.2. One has exp∗(kIa) ⋆ exp∗(kIb) ≃ exp∗(kIa+b).
Proof. Consider the commutative diagrams in which R1 and R2 denote two copies of
R, S1 and S2 two copies of S and we write for short e or e1 or e2 instead of exp, e12
instead of (e1, e2).
R1 × R2
L1xxqqq
qq
qq
qq
q
L2 &&▼▼
▼▼
▼▼
▼▼
▼▼
e12

q1
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
q2
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
R1
e1

R1 × S2r1
oo
e1 &&▼▼
▼▼
▼▼
▼▼
▼▼
S1 × R2
e2xxqqq
qq
qq
qq
q
r2
// R2
e2

R1 × R2
e12

s // R
e

S1 S1 × S2p1
oo
p2
// S2 S1 × S2 m
// S.
In the sequel, we do not write the symbols R and L of right and left derived functors.
We have the isomorphisms
p−11 e1!kIa ⊗ p
−1
2 e2!kIb ≃ e1!r
−1
1 kIa ⊗ e2!r
−1
2 kIb
≃ e1!kIa ⊠ e2!kIb
≃ e12!(kIa ⊠ kIb).
Therefore we get
exp∗(kIa) ⋆ exp∗(kIb) ≃ m!(p
−1
1 e∗kIa ⊗ p
−1
2 e∗kIb)
≃ m!(p
−1
1 e!kIa ⊗ p
−1
2 e!kIb)
≃ m!e12!(kIa ⊠ kIb)
≃ e!s!(kIa ⊠ kIb) = e!(kIa ⋆ kIb).
Q.E.D.
By using (3.8) and Lemma 3.2.2, we get:
Proposition 3.2.3. The thickening of the identity of Db(kS1) is given by the family of
functors La = exp∗(kIa)⋆, a ≥ 0.
By this result together with Proposition 3.2.1, one easily calculates the distance
between two objects of Db
R-c(kS1). Details are left to the reader.
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Remark 3.2.4. Let S1 be the circle endowed with its natural distance. Consider two
local systems L1 and L2 both of rank one and with non trivial monodromy and assume
that L1 and L2 are not isomorphic. Then dS1(L1, L2) = +∞ by Corollary 2.4.9. Denote
by j : S1 →֒ R2 the embedding. Since RΓ(R2; j∗Li) ≃ 0 for i = 0, 1 and both sheaves
have compact support, it follows from [KS18, Exa. 2.4] (or Proposition 2.4.5) that
dR2(j∗L1, j∗L2) <∞.
4 Functorial properties of the distance
4.1 The stability theorem
Theorem 4.1.1 (The stability theorem). Let X be a good topological space and let
(Y, dY ) be a good metric space. Let K1, K2 ∈ D
b(kY×X) and let F ∈ Db(kX). Then
(a) distY (K1 ◦F,K2 ◦F ) ≤ distY×X/X(K1, K2).
(b) Assume moreover that X is a C∞-manifold and that (Y, dY ) is a Riemannian man-
ifold satisfying (3.2). Then distY (K1
np
◦ F,K2
np
◦ F ) ≤ distY×X/X(K1, K2). .
Proof. (a) We have
Ka ◦(Ki ◦F ) ≃ (Ka ◦Ki) ◦F, i = 1, 2.
Then the result follows immediately from Definition 2.4.1.
(b) The proof is the same as in (a) after replacing ◦ with
np
◦ and using Theorem 2.1.8.
Note that the hypotheses of this last theorem are satisfied thanks to Theorem 3.1.2
Q.E.D.
Let X and Y be as above and let f1, f2 : X −→ Y be two continuous maps. As usual,
one sets
dist(f1, f2) = sup
x∈X
dY (f1(x), f2(x)).
Corollary 4.1.2 (The metric stability theorem, see [KS18, Th. 2.7]). Let X be a good
topological space and let Y be a (real, finite dimensional) normed vector space, dY the
associated distance. Then distY (Rf1!F,Rf2!F ) ≤ dist(f1, f2). If X is a C
∞-manifold
and Y is an Euclidian vector space, the same result holds with Rf! replaced with Rf∗.
Proof. Let a = dist(f1, f2). Of course, we may assume that a < ∞. Denote by Γi the
graph of fi in Y ×X . Then
Γfi ⊂ ∆
Y
a ◦Γfj , i, j ∈ {1, 2}.(4.1)
Moreover, for f = f1 or f = f2, one has
k∆Ya ◦kΓf ≃ k∆Ya ◦Γf .(4.2)
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4.2 Lipschitz kernels
Set Ki = kΓfi (i = 1, 2). By (4.1) and (4.2) , we get morphisms k∆Ya ◦Kf1 −→ Kf2 and
k∆Ya ◦Kf2 −→ Kf1 satisfying the conditions of Definition 2.4.1. Therefore,
distY×X/X(Kf1, Kf2) ≤ a = dist(f1, f2).(4.3)
Since Rfi!F ≃ Ki ◦F and Rfi∗F ≃ Ki
np
◦ F , the result follows from Theorem 4.1.1.
Q.E.D.
Remark 4.1.3. In [KS18, Th. 2.7] the proof for Rf∗ and Rf! is almost the same and X
is only assumed to be a good topological space. The reason why the non proper case is
easier in the situation of [KS18] is that these authors use the convolution functor kBa⋆
instead of k∆a .
More precisely, consider the diagram in which Y is a real finite dimensional normed
vector space, Y1 and Y2 are two copies of Y and s is the map (y1, y2) 7→ y1 + y2, s13 is
the map (y1, x, y2) 7→ (y1 + y2, x):
Y1 ×X × Y2
p12
xxqqq
qq
qq
qq
qq
s13

p23
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
Y12
s
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
Y ×X
p1
 p2 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
X × Y2
q1

q2
$$❍
❍❍
❍❍
❍❍
❍❍
Y X Y2.
Let F ∈ Db(kX), K ∈ D
b(kY2×X) and denote by Ba the closed ball of Y1 with center 0
and radius a ≥ 0. Set for short kB := kBa . Then
kB ⋆ (K
np
◦ F ) ≃ Rs∗(kB ⊠ Rq2∗(K ⊗ q
−1
1 F ))
≃ Rs∗Rp12∗(kB ⊠ (K ⊗ q
−1
1 F ))
≃ Rp1∗Rs13∗(kB ⊠ (K ⊗ q
−1
1 F ))
≃ Rp1∗Rs13∗((kB ⊠K)⊗ s
−1
13 p
−1
2 F )
≃ Rp1∗(Rs13∗(kB ⊠K)⊗ p
−1
2 F ) ≃ (kB ⋆ K)
np
◦ F.
Here, the 2nd isomorphism follows from the fact that kB being cohomologically con-
structible, the functor kB ⊠ • commutes with (non proper) direct images thanks
to [KS90, Prop. 3.4.4]. The 5th isomorphism follows from the fact that s is proper
on supp(kB ⊠K).
4.2 Lipschitz kernels
A general setting
We consider two good metric spaces (X, dX) and (Y, dY ). To avoid confusion, we denote
by αX and αY the constants appearing in (2.16), by ∆
X
a and ∆
Y
a the thickenings of the
diagonals, by KXa and K
Y
a the associated sheaves of thickenings of the diagonals and by
ρXa,b and ρ
Y
a,b the restriction functors. Recall the notation for F ∈ D
b(kX)
ΦK(F ) = K ◦F.
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4.2 Lipschitz kernels
Definition 4.2.1. Let δ > 0 and let K ∈ Db(kY×X). We say that K is a δ-Lipschitz
kernel if there exists ρ > 0 such that ρ ≤ αX and δρ ≤ αY and there are morphisms
of sheaves σa : K
Y
δa ◦K −→ K ◦K
X
a for 0 ≤ a ≤ ρ satisfying the following compatibility
relations:
(i) for 0 ≤ a ≤ b ≤ ρ, the diagram of sheaves commutes:
KYδb ◦K
ρYδa,δb

σb // K ◦KXb
ρXa,b

KYδa ◦K
σa //K ◦KXa ,
(4.4)
(ii) for 0 ≤ a, b and a + b ≤ ρ, the diagram of sheaves commutes:
KYδ(a+b) ◦K
KYδb ◦σa //
σa+b
33K
Y
δb ◦K ◦K
X
a
σb ◦KXa // K ◦KXa+b.(4.5)
A Lipschitz kernel is a δ-Lipschitz kernel for some δ > 0.
Note that thanks to the hypothesis that a ≤ αX , we could have written k∆Xa instead
of KXa and similarly with Y instead of X . We have chosen to use the notation K thanks
to the next lemma.
Lemma 4.2.2. If K is a Lipschitz kernel, then for all a ≥ 0 there are morphisms
of sheaves σa : K
Y
δa ◦K −→ K ◦K
X
a and moreover (4.4) and (4.5) are satisfied for all
a, b ≥ 0.
Sketch of proof. Assume we have constructed the morphisms σa for a ≤ A and let
0 ≤ b ≤ αX . One defines the morphism
σa+b : K
Y
δ(a+b) ◦K ≃ k∆Yδb ◦K
Y
δ(a) ◦K
−→ k∆Yδb ◦K ◦K
X
a
−→ K ◦k∆Xb ◦K
X
a ≃ K ◦K
X
a+b.
The fact that σa is well-defined and the verification of the compatibility relations (4.4)
and (4.5) are left to the reader. Q.E.D.
Remark 4.2.3. Here, we associate to K ∈ Db(kY×X) the functor K ◦ : Db(kX) −→
D
b(kY ) and one shall be aware that, if K is a Lipschitz kernel, its image in D
b(kX×Y )
is in general no more a Lipschitz kernel.
The next result is essentially a reformulation in the language of kernels of [dSMS18,
Th. 4.3].
Theorem 4.2.4 (The functorial Lipschitz theorem). Let (X, dX) and (Y, dY ) be good
metric spaces and let K ∈ Db(kY×X) be a δ-Lipschitz kernel. Let F1, F2 ∈ Db(kX).
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(a) One has distY (K ◦F1, K ◦F2) ≤ δ · distX(F1, F2).
(b) Assume moreover that both (X, dX) and (Y, dY ) are Riemannian manifolds satisfy-
ing (3.2). Then distY (K
np
◦ F1, K
np
◦ F2) ≤ δ · distX(F1, F2).
Proof. (a) Let F1, F2 ∈ D
b(kX) and assume that F1 and F2 are a-isomorphic. Hence,
there are morphisms
f : KXa ◦F1 −→ F2, g : K
X
a ◦F2 −→ F1
satisfying the conditions of Definition 2.4.1. Applying the functor K ◦ we get the
morphisms given by the dotted arrows
K ◦KXa ◦F1
ΦK(f)// K ◦F2
KYδa ◦K ◦F1
σa
OO 88
K ◦KXa ◦F2
ΦK(g) // K ◦F1
KYδa ◦K ◦F2
σa
OO 88
Now consider the diagram
K ◦K2a ◦F1
ΦK(La(f)) // K ◦KXa ◦F2
ΦK(g) // K ◦F1.
KYδa ◦K ◦K
X
a ◦F1
LYδa(ΦK(f)) //
LXa (σa)
OO
KYδa ◦K ◦F2
σa
OO 88
KY2δa ◦K ◦F1
LYδa(σa)
OO 44
The two diagrams with dotted arrows commute by the definition of the dotted arrows
and the square diagram commutes by Definition 4.2.1 (i). The composition of the two
vertical arrows is given by σ2a by Definition 4.2.1 (ii). The composition of the two
horizontal arrows is given by ρX0,2a. Therefore, the composition of the two dotted arrows
is given by ρX0,2aσ2a = ρ
Y
0,2δa. The same result holds when interchanging the roles of F1
and F2.
(b) The proof is the same as in (a) after replacing ◦ with
np
◦ (see the proof of (b) in
Theorem 4.1.1). One uses Theorem 2.1.8, the hypotheses being satisfied thanks to
Theorem 3.1.2. Q.E.D.
In particular, we get:
Corollary 4.2.5. Assume that K ∈ Db(kY×X) is a δ-Lipschitz kernel and that there
exists a δ−1-Lipschitz kernel L ∈ Db(kX×Y ) such that ΦL ◦K ≃ idDb(kX). Then for
F1, F2 ∈ D
b(kX), one has distY (K ◦F1, K ◦F2) = δ · distX(F1, F2).
If (X, dX) and (Y, dY ) are Riemannian manifolds satisfying (3.2), then the same
result holds for K ◦F replaced with K
np
◦ F .
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Lipschitz correspondences
As above, we denote by Xi and Yi (i = 1, 2) two copies of X or Y . We keep the
assumptions and notations of the beginning of this section.
We assume to be given a subset S of Y ×X and consider the diagram
Y12 ×X1
p12
ww♣♣♣
♣♣
♣♣ p23
((PP
PP
PP
PP
P
p13

Y2 ×X12
q12
vv♥♥♥
♥♥
♥♥
♥♥ q23
''❖❖
❖❖
❖❖
❖
q13

∆Yb ⊂ Y12 S ⊂ Y2 ×X1 ∆
X
a ⊂ X12
Y1 ×X1 Y2 ×X2
(4.6)
We set
∆Yb ×Y S = p
−1
12 (∆
Y
b ) ∩ p
−1
23 (S) ⊂ Y12 ×X1, S ×X ∆
X
a = q
−1
12 (S) ∩ q
−1
23 (∆
X
a ) ⊂ Y2 ×X12.
Note that ∆Yb ◦S = p13(∆
Y
b ×Y S) and S ◦∆
X
a = q13(S ×X ∆
X
a ) are contained in
Y1 × X1 = Y2 × X2 = Y × X . We shall consider one of the hypotheses (4.7) or (4.8)
below for some constants ρ, δ > 0 such that ρ ≤ αX and δρ ≤ αY .
(a) S is a closed subset of Y ×X ,
(b) the fibers of the projection p13 : ∆
Y
b ×Y S −→ ∆
Y
b ◦S are contractible or
empty for 0 ≤ b ≤ αY ,
(c) S ◦∆Xa ⊂ ∆
Y
δa ◦S for a ≤ ρ.
(4.7)

(a) S is a closed subset of Y ×X ,
(b) there a closed embedding ι : Y2×X12 →֒ Y12×X1 such that p13 ◦ ι = q13,
(c) ι(S ×X ∆
X
a ) ⊂ ∆
Y
δa ×Y S for a ≤ ρ.
(4.8)
Theorem 4.2.6. Let S ⊂ Y × X and consider constants ρ, δ > 0 such that ρ ≤ αX
and δρ ≤ αY . One makes either hypothesis (4.7) or hypothesis (4.8). Then the kernel
kS ∈ D
b(kY×X) is δ-Lipschitz.
Proof. (i) It is enough to construct a natural morphism of sheaves
k∆Yδa
◦kS −→ kS ◦k∆Xa for a ≤ ρ which implies δa ≤ αY .(4.9)
(ii)–(a) Assume (4.7). Since the closed set ∆Yδa ◦S contains the closed set S ◦∆
X
a , we
have a morphism of sheaves
. k∆Yδa ◦S −→ kS ◦∆Xa .(4.10)
By Lemma 2.1.3 and the hypothesis, there is an isomorphisms and a morphism
k∆Yδa ◦S ≃ k∆Yδa ◦kS, kS ◦∆Xa −→ kS ◦k∆Xa .
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Together with (4.10), this defines (4.9).
(ii) –(b) Assume (4.8). By this hypothesis, there is a natural morphism
k∆Yδa×Y S −→ ι∗kS×X∆Xa .(4.11)
Now remark that
kS×X∆Xa ≃ q
−1
12 kS ⊗ q
−1
23 k∆Xa , k∆Yδa×Y S ≃ p
−1
12 k∆Xa ⊗ p
−1
23 kS.
By (4.11), we get the morphisms
k∆Yδa
◦kS ≃ Rp13!(p
−1
12 k∆Xa ⊗ p
−1
23 kS) ≃ Rp13!k∆Yδa×Y S
−→ Rp13!ι∗kS×X∆Xa ≃ Rp13!ι∗(q
−1
12 kS ⊗ q
−1
23 k∆Xa )
≃ Rq13!(q
−1
12 kS ⊗ q
−1
23 k∆Xa ) ≃ kS ◦k∆Xa .
We have thus constructed the morphism (4.9). Q.E.D.
Let f : (X, dX) −→ (Y, dY ) be a continuous map. We set Γf = {(f(x), x) ∈ Y ×X}.
Corollary 4.2.7. Let f : (X, dX) −→ (Y, dY ) be a δ-Lipschitz map. Then the kernel kΓf
is δ-Lipschitz.
Proof. (i) Let us check (4.7) (b). One has
∆Yb ×Y S = {(y1, y2, x) ∈ Y × Y ×X ; dY (y1, y2) ≤ b, y2 = f(x)}.
For (y1, x) ∈ ∆
Y
b ◦S, q
−1
13 (y1, x) ∩∆
Y
b ×Y S is the set y2 = {f(x)} if dY (y1, y2) ≤ b and
is empty otherwise.
(ii) Let us check (4.7) (c). One has
∆Yδa ◦S = {(y, x) ∈ Y ×X ; ∃y
′ ∈ Y, dY (y, y
′) ≤ δa, y′ = f(x)},
S ◦∆Xa . = {(y, x) ∈ Y ×X ; ∃x
′ ∈ X, dX(x, x′) ≤ a, y = f(x′)}.
Let (y, x) ∈ S ◦∆Xa and let x
′ ∈ X be such that dX(x, x′) ≤ a, y = f(x′). Set y′ = f(x).
Then dY (y, y
′) ≤ δa since f is δ-Lipschitz and therefore (y, x) ∈ ∆Yδa ◦S. Q.E.D.
Example 4.2.8. Let X = S1, Y = R2 and denote by S the graph of the embedding
j : S1 →֒ R2. Then the kernel kS ∈ D
b(kY×X) is δ-Lipschitz with δ = π√2 and defines
a fully faithful functor. However, one does not have ∆Yδa ◦S = S ◦∆
X
a and one cannot
apply Corollary 4.2.5. See also Remark 3.2.4.
Corollary 4.2.9. Let (X, dX) and (Y, dY ) be good metric spaces and let f : X −→ Y be
a δ-Lipschitz map. Let F1, F2 ∈ D
b(kX),
(a) One has distY (Rf!F1,Rf!F2) ≤ δ · distX(F1, F2).
(b) Assume moreover that both (X, dX) and (Y, dY ) are Riemannian manifolds satisfy-
ing (3.2). Then distY (Rf∗F1,Rf∗F2) ≤ δ · distX(F1, F2).
Proof. First remark that for every F ∈ Db(kX), Rf!F ≃ kΓf ◦F and Rf∗F ≃ kΓf
np
◦ F .
Then apply Corollary 4.2.7 and Theorem 4.2.4. Q.E.D.
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Let (X, dX) be a good metric space. Recall the set (see (2.15))
Γd = {(x1, x2, t) ∈ X ×X × R; dX(x1, x2) ≤ t}
and the kernel Kdist ∈ D
lb(kX×X×R) of Theorem 2.3.4. We shall also look at Kdist as an
object of Dlb(kX×R×X) which defines a functor
Kdist ◦ : D
b(kX) −→ D
lb(kX×R).
Proposition 4.3.1. (a) The functor Kdist ◦ is faithful.
(b) For F1, F2 ∈ D
b(kX), one has
distX×R(Kdist ◦F1,Kdist ◦F2) ≤ distX(F1, F2).(4.12)
Proof. (a) Consider the map
j : X →֒ X × R, j(x) = (x, 0)
and consider the diagram
X1 ×X2 ι
//
p1

X1 × R×X2
q1

q2
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
X1 j
// X1 × R X2
Since the square is Cartesian, we find that
j−1(Kdist ◦F ) ≃ j−1Rq1!(Kdist ⊗ q
−1
2 F ) ≃ Rp1!ι
−1(Kdist ⊗ q−12 F )
≃ Rp1!(j
−1Kdist ⊗ q−12 F ) ≃ (j
−1Kdist) ◦F ≃ F.
Indeed, Kdist|t=0 ≃ k∆.
Since the functor Kdist ◦ admits a left inverse, it is faithful.
(b) Let us show that the functors Kdist ◦ : D
b(kX) −→ D
b(kX×R) is 1-Lipschitz by ap-
plying Theorem 4.2.6 under hypothesis (4.8) with Y = X × R, S = Γd, δ = 1. One
has
Γd ×X ∆
X
a = {(x1, t, x2; x2, x3); dX(x1, x2) ≤ t, dX(x2, x3) ≤ a},
∆X×Ra ×X×R Γd = {(x1, t1, x2, t2; x2, t2, x3); dX(x1, x2) ≤ a, dR(t1, t2) ≤ a, dX(x2, x3) ≤ t2}.
Consider the map
ι : (X3 × R)×X12 →֒ X3 × R×X1 × R×X2, (x3, t, x1, x2) 7→ (x3, t, x1, t, x2)
Then ι is a closed embedding. With the notations of (4.6), p13 ◦ ι = q13 and
ι(Γd ×X ∆
X
a ) ⊂ ∆
X×R
a ×X×R Γd.
Therefore, the functor Kdist ◦ is 1-Lipschitz and one gets (4.12) by Theorem 4.2.4.
Q.E.D.
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5.1 The Fourier-Sato transform
Consider first the topological n-sphere (n > 0) defined as follows. Let V be a real vector
space of dimension n+1, set V˙ = V\{0} and S := V˙/R+ where R+ is the multiplicative
group R>0. Define similarly the dual sphere S
∗, starting with V∗. The sets
P = {(y, x) ∈ S∗ × S; 〈y, x〉 ≥ 0}, I = {(y, x) ∈ S∗ × S; 〈y, x〉 > 0},(5.1)
are well-defined. We define the kernel
KI = kI ⊗ (ωS∗ ⊠ kS).(5.2)
Note that KI ≃ RHom (kP , ωS∗⊠kS), which is in accordance with [GKS12, eq (1.21)].
Moreover, KI ≃ kI [n] up toi the choice of an oreintation on S
∗.
The Fourier-Sato transform F∧ and its inverse F∨ are the functors
F∧ := kP ◦ : Db(kS)
//
D
b(kS∗) : ◦KI := F
∨oo(5.3)
Theorem 5.1.1 (see [SKK73]). The functor F∧ and the functor F∨ are equivalences of
categories quasi-inverse to each other.
We shall give a proof of this result at the same time as we shall prove Theorem 5.1.4
below.
Now, we consider the n-sphere Sn of radius 1 embedded in the Euclidian space Rn+1
and endowed with its canonical Riemannian metric. Denoting by || · || the Euclidian
norm on Rn+1, the map
R
n+1 \ {0} −→ Sn, x 7→ x/||x||
identifies the topological sphere Sn = (Rn+1 \ {0})/R+ and the Euclidian sphere Sn.
The isomorphism Rn ≃ Rn∗ induces the isomorphism Sn ≃ Sn∗ and we shall identify
these two spaces. When there is no risk of confusion, we write for short S := Sn. Recall
that
rinj(S
n) = π, rconv(S
n) = π/2.
The next result is obvious.
Proposition 5.1.2. The metric space S satisfies (2.16) when choosing αS < π/2.
The manifold Sn being Riemannian, we may apply to it the results of Theorem 3.1.2.
Note that it would also be possible to give direct and simpler proofs in this case, what
we do for the next lemma.
Lemma 5.1.3. For 0 < a ≤ b ≤ π/2, one has k∆◦a ◦k∆b [n] ≃ k∆b−a.
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Proof. Consider the diagram
S× S× S
q12
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
q23
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
q13

∆◦a ⊂ S× S S× S S× S ⊃ ∆b
For x1, x3 ∈ S, set for short
P bx3 = ∆b ∩ (S× {x3}), I
a
x1 = ∆
◦
a ∩ ({x1} × S).
Denote by q˜13 the restriction of q13 to ∆
◦
a ×S ∆b. Then
q˜−113 (x1, x3) = {x2 ∈ S; dS(x1, x2) < a, dS(x2, x3) ≤ b}.
In other words, q˜−113 (x1, x3) is the intersection of an open ball of radius a and a closed
ball of radius b with a ≤ b. It follows that
RΓc(I
a
x1 ×S P
b
x3;kS×S×S) =
{
k [−n] if dS(x1, x3) ≤ b− a,
0 otherwise.
Q.E.D.
It follows that Sn admits a bi-thickening {Lb}b∈R.
Theorem 5.1.4. The equivalence F∧ given by Theorem 5.1.1 induces an isometry
(Db(kS), distS) ∼−→ (D
b(kS∗), distS∗).
Proof of both Theorems 5.1.1 and 5.1.4 . Let us identify Sn and the dual sphere Sn∗.
Then the sets P and I of (5.1) may be also defined as:
P = {(x, y) ∈ S× S; dS(x, y) ≤ π/2}, I = {(x, y) ∈ S× S; dS(x, y) < π/2}.(5.4)
Since k∆π/2 ≃ k∆π/4 ◦k∆π/4 we have kP ≃ Kπ/2. (It was not possible to deduce directly
this result form (5.4) since αS < π/2.) Therefore kP ◦ is an isometry by Proposi-
tion 2.4.2. Moreover, the inverse of kP is given by K−π/2 which is isomorphic to KI .
Q.E.D.
A description of the thickening of the diagonal
The kernel Kdist for the Euclidian sphere (with n > 1) is described in [GKS12, Exa. 3.11].
Let us recall their result:
Let a : S −→ S be the antipodal map. Then one has dS(x, y)+ dS(x, y
a) = π. For any
integer ℓ one sets
Cℓ =

{
(x, y, t) ∈ S× S× R ; t ≥ ℓπ and dist(x, aℓ(y)) ≤ t− ℓπ
}
if ℓ ≥ 0,{
(x, y, t) ∈ S× S× R ;
t < (ℓ+ 1)π and
dist(x, aℓ+1(y)) < −t + (ℓ+ 1)π
}
if ℓ < 0.
Then we have
Hk(Kdist) ≃

kCℓ if k = (n− 1)ℓ for some ℓ ∈ Z≥0,
kCℓ if k = (n− 1)ℓ− 1 for some ℓ ∈ Z<0,
0 otherwise.
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5.2 The Radon transform
Consider first the topological n-projective space (n > 0) defined as follows. Let V be a
real vector space of dimension n + 1, set V˙ = V \ {0} and P := V˙/R× where R× is the
multiplicative group R \ {0}. Define similarly the dual projective space P∗, starting
with V∗. When there is no risk of confusion, we write for short :
P = Pn, P∗ = Pn∗.
The set B below is well-defined.
B = {(y, x) ∈ P∗ ×P; 〈x, y〉 6= 0}.(5.5)
We define the kernels
KA = D
′
P∗×PkB, KB = kB ⊗ (ωP∗ ⊠ kP).(5.6)
We may identify Pn with the quotient of Sn by the action of Z/2Z given by the
antipodal map a(x) = xa :=−x. We denote by γ the map:
γ : Sn −→ Sn/(Z/2Z) = Pn.(5.7)
The Radon transform R∧ and its inverse R∨ are the functors
R∧ :=KA ◦ : Db(kP)
//
D
b(kP∗) : ◦KB :=R
∨.oo(5.8)
Theorem 5.2.1. The two functor R∧ and R∨ are equivalences of categories inverse to
each other.
We shall give a proof of this result at the same time as we shall prove Theorem 5.2.4
below.
The Riemannian structure Sn on Sn defines a Riemannian structure Pn on Pn and
dP(γ(x), γ(y)) = inf(dS(x, y), dS(x, y
a)).
In the sequel, we write for short when there is no risk of confusion:
P = Pn, P∗ = Pn∗.
The isomorphism S ≃ S∗ induces the isomorphism P ≃ P∗ and we shall identify these
two spaces.
Recall the map γ in (5.7). The next result is obvious.
Lemma 5.2.2. Let y0 ∈ S
n and let x = γ(y0) ∈ P
n. Then the map γ induces an
isometry of the open balls B◦y0(π/2)
∼−→ B◦x0(π/2).
Proposition 5.2.3. The metric space P satisfies (2.16) when choosing αP < π/4 and
satisfies (2.19).
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Proof. (a) Let us check conditions (i)–(iv) of (2.16).
(i) Any ball B(x, a) in P with a < π/2 is contractible by Lemma 5.2.2.
(ii) The projections are proper is clear.
(iii) follows from Lemma 5.2.2. (iv) Consider two balls B(x1, a) and B(x2, b) of P
and assume that their intersection is non empty. Assume moreover that a, b < π/4
which implies that they are both contained in a ball B(x0, c) with c < π/2. Then the
intersection of these balls is contractible by Lemma 5.2.2.
(b) Condition (2.19) follows from Lemmas 5.1.3 and 5.2.2, or else, from Theorem 3.1.2.
Q.E.D.
Theorem 5.2.4. The equivalence R∧ given by Theorem 5.2.1 induces an isometry(
D
b(kP), distP
)
∼−→ (Db(kP∗), distP∗
)
.
Proof of both Theorems 5.2.1 and 5.2.4 . Let us identify P and P∗. Then
B = {(x, y) ∈ P× P; dP(x, y) < π/2}.(5.9)
Then the result will follow from Lemma 5.2.5 below together with Corollary 3.1.3
Q.E.D.
Lemma 5.2.5. One has KB ◦ ≃ L−π/2 .
Proof. It is enough to check that kB ≃ K−π/2. Since Ka ◦Kb ≃ Ka+b and k∆◦a ≃ K−a for
a < π/4, it is enough to check that k∆◦
π/2
≃ (k∆◦
π/6
)◦ 3. This follows from Lemma 5.2.2.
Q.E.D.
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