AbsfmcI-Wireless sensor networks are uniquely characterized by tight energy and bandwidth constraints. Thes networks should be designed to pmnde enough data to their application so that a reliable description of the environment can be derived, while operating as energy-efficiently as possible and at the same time meeting bandwidth constraints. These goals are typically contradicting and must be balanced at the point where the application is best satisfied. In this paper, we address the pmblem of maximizing lifetime for a wireless sensor network while meeting a minimum level of reliability. This maximization is achieved by jointly scheduling active sensor sets and finding paths for data muting. Simulation results show that network lifetime can he significantly increased through such methods.
I. INTRODUCTION
Interest in the use of wireless sensor networks has blossomed over the last several years due to technological advances enabling smaller devices and the realization of the potential benefit of such networks in many applications. In some situations, sensor networks may consist of sensors with overlapping coverage areas puviding redundant information, providing an application with a level of reliability that is more than necessary. Rather than provide this unnecessary reliability, it may be desirable to reduce power consumption and conserve energy in these sensors to lengthen the lifetime of the network or minimize the rate at which the sensors must be replenished with energy. This energy conservation can be accomplished through a number of ways. For example, sensors' reporting rate or data resolution can be adjusted, or the sensors can he turned off completely for an extended period of time. Balancing the application reliability with this goal of energy-efficiency essentially provides a type of application quality of service (QoS) . To efficiently provide this QoS to the application, interaction with lower levels of the sensor network's protocol stack is required. Recently, efforts have been made to develop middleware providing this interaction while simplifying software development efforts [I] [Z]. In this work, we discuss the advantages of efficient sensor management when used in such a middleware system.
In this work, we show how the use of two strategies -turning off redundant sensors and energy-efficient routing -can be used to extend network lifetime for a given required level of data reliability. Recent research has focused on methods of 0-7803-7879-uO3l$17.lW@2lW3 IEEE.
in-network data aggregation to reduce the amount of communication in dense wireless sensor networks. In this case, lowlevel fusion is typically performed on data from neighboring sensors before being sent to a data sink. As an altemative to this approach, redundant sensors can be turned completely off for periods of time to save energy. Of course, there is a tradeoff between power consumption and data reliability when choosing which approach to use. We consider the latter approach in this work but realize the benefits of the former.
Our work also takes careful consideration at the routing layer. Many powerlenergy-aware routing algorithms have been proposed over the last several years. Most of these algorithms are designed to work without knowledge of future traffic pattems in the network, which tums out to be quite critical. We show in this paper that joint optimization of sensor scheduling and data routing can extend the lifetime of a network considerably compared to approaches using unintelligent scheduling, even when used with power-aware routing algorithms. The rest of this paper is organized as follows. Section 11 gives the problem formalization. Section 111 provides simulation results. Section IV provides context for where this intelligent schedulinglrouting can be used. Section V addresses related work. Section VI concludes the paper.
MULTIHOP SENSOR NETWORK MANAGEMENT PROBLEM
If an application is able to perform at an acceptable level using data from a number of different sensor sets, we would like to schedule the sets so as to maximize the sum of the time that all sensor sets are used. Acknowledging the impact that route selection will have on network lifetime, we would like to determine route selection in conjunction with the sensor schedule. In general, the routes should be chosen so that nodes that are more critical for use as sensors are routed around as often as possible. On the other hand, when determining the length of time for which a sensor set should he used, it is important to consider that the affected sensors are not only those that are active in the set, hut also those being used in the chosen path(s) to the data sink. Obviously, it is wise to tightly couple the scheduling of sensor sets with selection of routes. In this section, we formalize this problem and model it as a generalized maximum flow problem with additional constraints. For a description of the generalized maximum flow problem, the reader is referred,to [31.
We assume that for the majority of the network lifetime, the sensors act in a vigilant state, looking for a potential phenomenon in the environment being monitored. In this case, the state of the application remains constant over time. In applications such as object tracking where higher reliability is required in the vicinity of the object and nearby sensors become more critical, the application state changes frequently and the problem becomes much more difficult to model.
In this work, we assume the simpler model of a constant state application but discuss the implications that multi-state applications would have on our model in Section 11-C.
A. Problem Formulation
In previous work, we have shown how to maximize network lifetime via optimal scheduling in single hop wireless sensor networks [4]. Here, we extend the model to account for multihop networks. We consider a multihop network consisting of N s multimode sensors and refer to the complete set of
In general, we will assume that all sensors in the network are capable of operating in N,j active modes and additionally in sleep mode, where the sensor's power consumption is negligible. An example of a sensor that is capable of operating in multiple active modes is a video camera that can send data at variable resolution or an ECG system that can work with different numbers of leads.
In order to achieve the application's required QoS, it may be possible to use a number of the sensors by themselves or in combination. A sensor set is determined to be feasible if i) the total bandwidth necessary to support the traffic of the set inany region is below the capacity of the network and the data is guaranteed to be schedulable and ii) the set provides the necessary reliability to the application. We will refer to the set of feasible sensor sets as F = {F;,i E 1 1 . . . N F } } . In order to describe the makeup of each feasible sensor set Fi, we use a variable aijk. which is equal to one if sensor Sj is being used in mode k during feasible sensor set F, and equal to zero otherwise. We must also define p . , j k , which represents the power consumption of sensor S j when used in mode IC.
This power consumption includes both the sensing power and the transmission power (typically the dominant term). Now we will define a representation of the available routes from each node with variable r j t j 2 i , which is equal to one if sensor Sj, is included on sensor S,' s Ith distinct path to the data sink (routes are arbitrarily numbered from 1 to N P ,~, , which represents the number of distinct paths from sensor Sj, to the data sink). P,,j,j,k represents the power consumption of sensor Sj, when routing sensor Sj ; s data during mode k and includes receiving, processing, and transmit power.
We wish to develop a schedule that determines which sensor combinations should be used to monitor the environment and for how'long and how the data from these sensors should be routed to the application. Let T, represent the length of time that feasible sensor set F; is being used in the schedule. T;
provides all the information that needs to be known ahout the schedule since the order of usage is of no consequence as long as startup costs of using the sets are negligible. We also need to determine fjl,, the fraction of time that path 1 is used to route sensor Sj's data during the time that feasible sensor set F, is used.
Sensor set lifetime is limited by the sensor battery levels Ej. which introduces our first constraint. This constraint says that the total amount of time any node can route other nodes' data and the total amount of time any node can be an active sensor are limited by that node's initial energy.
Another obvious constraint in this problem is that a sensor cannot realistically operate in multiple modes within a single sensor set, which means that
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If a sensor is not in direct communication range with the data sink, its data needs to be forwarded to the data sink for the entire duration of each of its sensor sets' scheduled time. This is true for each feasible sensor set in which the sensor is used. This gives the constraint The joint scheduling and routing problem that was formdized in the previous section can be modeled as a generalized maximum flow graph problem. Consider an energy bank represented by source nodes in Figure 1 . In our model, we will initially represent energy consumption as the flow xi, along arc (i, j). Nodes that represent sensors that are available for use by the application can he seen in the second column in Figure 1 . Since the energy b,ank supplies the sensor nodes with their energy, arcs (s, S j ) must be drawn from the source node s to each of the sensor.nodes Sj. Each sensor can only be supplied with the energy that is contained locally, and so there is a capacity U'S, on each arc (s, Sj), such that Additionally, there are nodes in the graph representing the feasible sensor sets Fi. An arc (Sj, F;) is drawn on the graph iff sensor Sj is included in feasible sensor set F;. Once flow anives at one of the nodes in F, it is more appropriate to consider the Row as time rather than energy. The arc multipliers to accomplish this will be described later.
If we wish to map the multihop case to the graph problem, we must represent data forwarding on the graph. In order to do this, we introduce two additional sets of nodes to the graph. A node in the first set Rji (fourth column of nodes in Figure 1) represents the collective task of routing sensor Sj's data during the operation of feasible sensor set F;. Since the routing contributes to the sensor set, there are arcs drawn from these nodes to the sensor set during which they forward data. The number of these arcs is equal to the number of active sensors in Fi that are not within direct communication range of the data sink. For example, in Figure 1 . sensor set FI consisu of sensors S, and S3. but there is only one such arc, for S2, since S 3 is within transmission range of the data sink.
A node Pj;l in the second additional set of nodes (third column of nodes in Figure 1 ) represents the lth distinct path used in forwarding Sj's data during Fi. In the case of multipath routing, several of these path nodes exist for each node described in the previous paragraph. The number of these nodes P , i l having an arc drawn to Rj; is equal to the number of distinct paths from sensor S, to the data'sink. Arcs are also drawn from each sensor on the path to the path node. A destination node d that represents the application is shown in the last column in Figure 1 . Arcs (F;, d) are drawn from each feasible sensor set to the destination node. As in all generalized maximum flow problems, the objective is to maximize the total flow into the destination node.
Finally, we must define the multiplier values for each arc.
On arcs (Sj, F;) and arcs (Sj, Pji~), we wish to conven flow from units of energy to units of time. The multiplier on (Si, F,) is the inverse of the power consumption of Sj when used in F;.
The multiplier on (Sj,, Pj,s) is the inverse of the power consumption of sensor Sj, when routing sensor Sj,'s data during F;.
Multipliers also need to be included on the arcs connecting the feasible sensor sets and the destination node. These need to be included because the time that set F; is used is equal to the time that each of its active sensors is used, not the sum as Additional constraints are that the flows on each individual arc entering each feasible sensor set (from both nodes representing collective routing tasks as well as those representing sensors) must be equal. This is because of the fact that all sensors must be active for the entire duration of the sensor set's scheduled time in order for the set to be considered feasible from the application's perspective.
Also, the time that each node used in a path contributes to that path must he equal.
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Since we are attempting to maximize application lifetime, the objective of this graph problem is 
C. Extension to Multi-State Applications
The previously described model applies specifically to applications where the set of sensor sets providing reliable data to the application remains fixed over time. In many cases, current environmental conditions may cause these sets to change over time. An example of this is a personal health monitoring system where abnormal conditions detected at the base station node require more intense monitoring of certain vi& signs. Another extreme case of this is an object tracking application. For these types of applications, more sensors may be required to be active in the current vicinity of the object being tracked. These applications can have a huge number of possible states. To incorporate this into the graph problem, The arcs from the feasible sets to the destination node would he replaced by arcs to a new set of nodes representing the possible application states. Arcs would he drawn from nodes representing feasible sensor sets to each state in which the set provides the acceptable application QoS. Finally, arcs would be drawn from these state nodes to the destination node. Further constraints would need to he placed on the problem so that the flows on the arcs from the state nodes to the destination are proportional to the fraction of time that the system is expected to be in the respective states. Depending on the application, building a probabilistic model to find these fractions may he simple or very complicated. Also, for such applications, it may he necessary to rerun the optimization program periodically to to reflect deviations from the expected behavior of the application state over time.
SIMULATIONS AND ANALYSIS
We expected that the potential relative lifetime improvement achieved through schedulelrouting optimization rather than unintelligent sensor management methods would he quite large, especially in multi-hop networks, where the choice of sensor sets affect a larger number of sensors, namely all those in the selected path(s) to the data sink. In order to observe the size of the relative improvement that could be achieved and the effects of various factors on this improvement, we ran simulations of applications that require a minimum sensor coverage area over an environment where a potential phenomenon is expected to occur. We contrasted the lifetime of the optimal schedulinglrouting with those under identical situations when sensor sets are chosen randomly from the set of feasible sensor sets. In these randomly chosen sets, we used shortest path routing and shortest cost routing, where the cost of routing a packet through node 3 was & and E, represents the current 96 normalized energy capacity of sensor Sj. Our results show that depending on the situation, relative lifetime improvement can vary from nothing to more than a factor of 4.
It should be noted that our optimization uses global information. In larger networks, this is not realistic as the cost of gathering this information and the complexity of solving the optimization problem grows quickly. With larger networks, an alternative approach might he to perform several smaller optimization problems instead. Also, in all simulations, we did not consider the overhead of setting up and tearing down routes, although we acknowledge that in real scenarios, this could in fact impact average power consumption and network lifetime.
We placed a number of sensors, each capable of monitoring the environment within a constant sensing range, at random locations in a rectangular environment. The feasible sensor sets were found by determining which combinations of sensors would allow 100% of a predetermined portion of the area to he monitored. The choice of this method for specifying feasible sets is not necessarily important; any method that provides the possible sets of sensors that provide acceptable application QoS would he able to map to our framework. Because the complexity of finding every possible feasible set increases exponentially with the number of sensors used, we found 50 feasible sensor sets that represent a subset of F for each simulation. The way that these feasible sensor sets were chosen was as follows. Starting with a randomly chosen sensor, additional sensors were iteratively added to the set until the 100% coverage threshold was met. Additional sensors were chosen randomly with probability proportional to the added coverage that they would potentially provide.
In all simulations, we set initial sensor energy to 1 J for each node. The energy to transmit a packet was 15 PI and the energy to receive a packet was 10 pJ. The energy to forward a packet was equal to the sum of the energy to transmit a packet and the energy to receive a packet (sensing and processing power was ignored, although this could easily be incorporated into the model). Each sensor was capable of operating in a single mode in which it sent packets at a rate of I packethecond. Assuming that we were working well under the paint where network congestion becomes an issue, all sets were considered feasible from the network perspective. Each data point is averaged over 10 scenarios. For each scenario, we found the optimal schedulinglrouting and ran 10 hials using the random scheduling with each routing method. All simulations for a single scenario used identical sensor locations and feasible sensor sets.
In the first simulations, we kept the number of nodes constant at 100 and varied the nodes' transmission range to observe the effect of path length on the potential relative improvement in application lifetime through optimization. The size of the environment was fixed at 100 m x 100 m and the sensing range was fixed at 25 m. The sink to which all data was routed was located in the center of the environment. Plots of application lifetime using the optimal scheduling and routing and using the randomly chosen sets with shortest path and shortest cost routing are shown in Figure 2a . A plot of the lifetime achieved through the random approaches normalized to the optimal solution's lifetime is shown Figure 2b . The size of the benefit of schedulinglrouting optimization seems to decrease with transmission range until the network becomes more and more of a single-hop network where all sensors can communicate directly with the data sink. After this point, the size of the benefit should remain relatively constant. as our result verify. We have also plotted the relative lifetime improvement against the average length of the shortest path from the sensors in the network to the data sink in Figure 3 . As expected, it can be seen that as routing becomes more and more critical, random set selection with shortest path and with shortest cost routing performs poorly.
Next, we varied the number of sensors while keeping the transmission radius fixed at 25 m and the size of the environment fixed at 100 m x 100 m to ObSeNe the effect of sensor node density. A plot of relative lifetime improvement using the optimal schedulinghouting and using randomly chosen sets with shortest path routing and with shortest cost routing is shown in Figure 4a . As more energy is distributed throughout the network, network lifetime is extended for all scheduling and routing methods. The relative improvement achieved through optimization is shown in Figure 4h . In previous work [4], we have shown that the size of the relative improvement seemed to be influenced very little by sensor node density for the single hop case. For multihop networks, sensor node density seems to have a small effect on the size of relative improvement as well.
Finally, we kept the node density constant at 0.01 nodelm' and varied the size of the environment to observe the effect of the size of the problem. If the network were consistently single hop and sensors were distributed very uniformly throughout the environment (e.g., in grid-like fashion), we would expect the absolute lifetime to stay relatively constant. Since sensor location is random, however, the possibility of a lightly covered area in the environment, limiting network lifetime, increases. Also, the average power consumption in the network should increase as the sensor data needs to be forwarded along more hops on average. These two factors should cause network lifetime to decrease as network size increases. Figure 5a verifies this intuition and shows that network lifetime decreases with an increase in the size of the environment using all three approaches. Figure 5h shows that as the problem becomes large and'there are more free variables to be solved, the benefit that can be achieved through optimization of the scheduling and routing becomes higher.
A summary of our results is given in Table 1 .
1V. MOTIVATION
We have begun development of a middleware for sensor networks whose purpose is to optimally balance the tradeoff between application performance, power consumption, and network lifetime. Center for Future Health 161, will hide all network configuration information and decision-making from the application, simplifying program development efforts [I] . The main idea behind MiLAN is that sensor networks often consist of sensors that provide redundant information and are capable of providing more information than what the underlying application requires. MiLAN should decide the states of each sensor and be able to dynamically modify these states in response to changes in network topology and application state. Initially, we are developing MiLAN as a cenualized middleware, where a central base station running the application makes all decisions regarding network configuration. Eventually, we plan to develop a distributed version of MiLAN, where sensors can either receive commands from local administrators instructing them about the ideal state that they should be in at a given time or actually make decisions by themselves based on local information.
There are many ways that an energy-performance tradeoff can be balanced. In some detection problems, the reporting rate of sensors can be varied so that a low delay between the time of event occurrence and the time that the application is notified can be given up for lower power consumption.
Also, sensors can be turned off completely if their data is not important to the application. In that case, one might question why these additional sensors were deployed in the first place. The additional sensor deployment is justified because the state of the application or environment being monitored can change over time, and some sensors' data might be more critical during one state than in others. Also, it may be wise to deploy additional sensors for redundancy in the sense that if one sensor dies or malfunctions, it can be easily replaced by another.
Sensors can have diversity or similarity either spatially or in the type of information that they provide to the application.
Activating sensors that are similar in either sense may he unnecessary and even undesirable when power consumption is a critical issue, as is often the case. For example, consider a heart-monitoring application that we are developing as the testbed for MiLAN. One type of sensor that we are using in our network is a blood pressure monitor. The application may want to monitor blwd pressure with a number of sensors located at different places to see if there are blood pressure abnormalities anywhere on the body. The correlation of the data being sent from these sensors depends .on the spatial diversity of the sensors. Using a sensor whnse coverage area has large overlap with another sensor that is already being used is not wise since the marginal information that it provides to the application is minimal. To illustrate diversity (or similarity)
in the type of information that a sensor provides, consider'the use of an ECG system in conjunction with a simple direct heart rate monitor. While the heart rate monitor provides useful information in the absence of the ECG system, it does not provide much additional information when the ECG is already being used, and its energy could be conserved by turning the sensor off with no penalty in application performance. More prevent a sensor with more diverse information, such as a pulse oxymeter or gait analyzer, from joining the network if network congestion is an issue. In this paper, we have considered sensor management foi the spatially divew sensor management problem. Specifically, for a given level of application reliability (in our simulations, we consider reliability to be the fraction of area covered by the sensor network), we show how to optimally schedule sensors to extend the system lifetime to its maximum. In addition to the blood pressure monitor that we have mentioned, it is obvious that this seategy will have benefits in many other types of sensor networks, such as smoke detection in forests and chemical detection in disaster situations.
In some network architectures, the entire set of spatially diverx sensors can be fused and interpreted as a single "virtual sensor." This "virtual sensor" would be capable of operating in multiple modes, varying from large coveragelhigh confidence and shon lifetimdarge power consumption to little coverageflow confidence and long lifetimeilittle power an application where reliability is determined by the minimum distance from any point in the field to the nearest sensor, an example of this uadeoff curve is shown in Figures 6a and 6b . Before determining the sensor set scheduling and routing, the application could look at one of these curves to determine its available options. If the application absolutely n&s data to have a certain level of reliability, it would set a threshold on the horizontal axis and determine the lower bound on power consumption or the upper bound on network lifetime. If on the other hand, the application sets a hard constraint on power consumption or network lifetime, it would set a threshold on one of the vertical axes, determining the reliability that should be obtained before running the optimization.
Running these optimization programs may in fact be too computationally intense for some networks, especially in those where the base station itself is an energy-consuained node. One option that can be used in simations with spatially determined feasible sets is to divide the problem into several local optimizations. This could simplify and distribute the optimization computation significantly. If these optimizations, even when scaled down through distribution, are still too costly, this optimization method will ai least be a tool to let us know how close to the optimum alternative sensor scheduling and routing algorithms actually work.
V. RELATED WORK
A great deal of research has focused on developing energylpower-aware routing algorithms to be used to extend the lifetime of wireless networks. Singh er al. argued for the use of new power-oriented metrics to be used when determining paths in routing protocols [71. In Li's maz -minzP,j, method, paths a n chosen by maximizing the minimum residual energy of all nodes on the chosen path while bounding the total power consumption 181. Chang er al. found local algorithms that provide routing solutions allowing network lifetime to be extended near or equal to the optimal off-line calculated solution 191. Many others have written about ways to achieve energy-efficiency in routing protocols [IO] [ I l l [12] . These methods all have the same fundamental limitation of not having knowledge of future traffic patterns (namely, in our case, the predetermined sensor set schedule). In this paper, we have shown the advantage that this knowledge can provide when determining routes.
Many researchers have considered sensor management from a variety of perspectives [13] [181, allow smart sensors to be turned off whenever they are not being used as a traffic source or in a vital role in packet forwarding. Other cluster-based protocols such as LEACH, developed by Heinzelman et a/. 1191, take advantage of the redundant nature of data from densely populated wireless sensor networks by aggregating sensor data before forwarding to the data sinks, greatly reducing the communication involved. While most of the research in this area has attempted to minimize power consumption by reducing communication, not much has been done to modify sensor modes (and in turn reduce the amount of sensed data in the network) when the amount of data being collected is mare than necessary. Tilak et a/. have shown the advantages of modifying the sensor mode (repomng rate) so that an efficient point on the reliability curve is met 1131. In this work, the limiting factor being considered was network congestion rather than sensor energy.
The work of Bhardwaj et 01. is the most similar to that described in this paper, although we were unaware of their work at the time of our work [2O]. Bhardwaj solves a similar sensor management optimization problem from a slightly different perspective. Our work considers the problem from a highlevel perspective, and is flexible in terms of finding feasible sensor sets for a variety of sensor network applications. The model described in this paper was intended for applications which spend the most of their time in a "vigilant" state, with alarm states occurring infrequently and for short periods of time. Meanwhile, the work of Bhardwaj er al. is more focused on efficiently sending event-triggered sensor data to the data sink, and the model is aimed more toward trackingtype applications.
VI. CONCLUSIONS AND FUTURE WORK
Intelligent sensor management is one way to provide Quality of Service to an application. We have formalized a sensor management problem and shown through simulations that for applications using spatially diverse sensors, improvement larger than a factor of 4 can be obtained when sensor scheduling and routing are solved optimally and jointly when compared with more random methods. Simulation results show LOO that improvement increases rapidly with the volume of the data routing but is less dependent of the network density.
In our model, average p w e r consumption of a node to route data is proprtional to the routing load. In real networks, this p w e r cost may actually depend on the state of the node. For example, in an IEEE 802.1 1 network, the marginal power cost to route data for a node already being used as an active sensor in the current set is significantly less than for one that is otherwise idle. For the active sensor, the energy cost is approximately proportional to the difference between idle power and the average of the receive p w e r and transmit power. Meanwhile, a sensor that is not being used in the current sensor set would otherwise have its radio turned off, and the marginal cost is proportional to the sum of the receive power and transmit power. Similarly, if a node is being used to route data in multiple paths, its energy cost per forwarded packet is significantly less. When modeling such types of networks, the problem can no longer be modeled as a generalized maximum flow problem and becomes NP-hard, requiring a heuristical approach to solve.
While not representative of all networks, we believe that our model does represent some typical networks that are likely to be used in sensor networks. Many TDMA-based networks can be modeled as having power dissipation that is nearly proprtional with the routing load, as we have modeled. Such networks include Bluetooth networks when an intelligent scheduling method is used. Still, even in these TDMA-based networks, traffic schedules may need to be set up to allow for this efficiency, and this overhead is not accounted for in our model.
In all simulations, we did not consider the overhead of setting up and tearing down routes. We acknowledge that in real situations this could in fact impact average p w e r consumption and network lifetime and our model would need to account for these additional factors before running the the methods described in this paper.
