In order to diagnose sensor fault of aeroengine more quickly and accurately, a double redundancy diagnosis approach based on Weighted Online Sequential Extreme Learning Machine (WOS-ELM) is proposed in this paper. WOS-ELM, which assigns different weights to old and new data, implements weighted dealing with the input data to get more precise training models. The proposed approach contains two series of diagnosis models, that is, spatial model and time model. The application of double redundancy based on spatial and time redundancy can in real time detect the hard fault and soft fault much earlier. The trouble-free or reconstructed time redundancy model can be utilized to update the training model and make it be consistent with the practical operation mode of the aeroengine. Simulation results illustrate the effectiveness and feasibility of the proposed method.
Introduction
To serve as the heart of an aircraft, it is vital to ensure the security of the aeroengine [1, 2] . One way to determine whether the aeroengine is running with a fault or not is based on the data collected from the embedded sensors, which must be correct and supply the actual information. Regarding this, it is very important to employ a precise diagnosis of the aeroengine sensors' faults.
Many algorithms have been presented to diagnose the faults of the aeroengine sensors, such as Kalman filter [3] , Support Vector Machine [4, 5] , Neural Network [6] , and wavelet [7] . Kalman filter is a widely used fault detection method. By applying Kalman filter to filter aeroengine sensors' outputs, a set of residual sequences is therefore obtained and analyzed to discover the faulty sensor. In [3] , a bank of Kalman filters are used to detect and isolate sensors' faults, and another robust Kalman filter is used to detect any statistics changes happening to the sensors or the actuators. The premise of this method is to build an accurate aeroengine state variable model. However, sometimes, it is difficult or impossible to establish an accurate mathematical model. Least squares support vector machine (LS SVM) online prediction is proposed in [4] . Through residual, which is obtained by comparing the actual outputs of the sensor and those of LS SVM prediction model established using the realtime sensors' outputs, the sensors' faults can be detected in real-time. Wireless sensor fault diagnosis based on RBF neural network and ant colony optimization is presented in [6] . Since the connection weights, the hidden centers, and the widths have an important influence on the classification performance of the RBF neural network in the learning process, parameter selection has a close relation with the diagnosis precision. The common disadvantage of these algorithms is that they all need to set up a great deal of parameters, which increase certain difficulty for their application.
Extreme Learning Machine (ELM) [8] , proposed by Huang et al., can solve this problem well. ELM only needs to set up two parameters, that is, number of hidden layer neurons and activation function [8] , which may provide a more convenient way to build diagnosis model for aeroengine sensors. Furthermore, it shows faster training speed and higher model's accuracy than BP Neural Network [9, 10] . Nevertheless, ELM algorithm requires training all input data all at once. Sometimes, we cannot obtain all the sampling data at one time. When the new data comes, it has to train the model using the whole data again, which may increase its training time. Online Sequential Extreme Learning Machine (OS-ELM) [11] can enable the training data to be trained one-by-one or chunk-by-chunk, which is a better choice for real-time fault diagnosis. In recent years, OS-ELM algorithm has been used in the field of fault diagnosis widely. Yin et al. used OS-ELM algorithm to realize fault diagnosis of rotating machinery [12] . Multiple model classifiers were established, and simulation results illustrated its good ability in classification. A fault diagnosis method based on weighted dissolved extreme learning machine (WELM) is presented for transformer in [13] . WELM algorithm is proposed to deal with data imbalance in dissolved gas analysis data. As an improved algorithm, ImOs-ELM is presented in [14] to realize aeroengine sensor fault diagnosis, which has great advantages in real-time capability and accuracy. However, the aeroengine sensor model is known in advance. Considering that we only have the sensors' output data when the plane flights are under normal condition, and lack of the data when sensors' faults are happening, the achievement of aeroengine sensor fault diagnosis based on OS-ELM algorithm shows a good ability of generalization. In terms of aeroengine sensor data, sensor output data obtained in different flight phases keeps changing greatly. Therefore, weighted dealing with the old and new data can increase accuracy of diagnosis model. For this reason, this paper utilizes WOS-ELM [15, 16] to build the diagnosis model.
Generally speaking, the fault occurring in sensor can be categorized into two typical forms. One type is "hard fault," which shows obvious fault symptom and may cause substantial losses, severe safety, significant casualties, and so on. Due to its obvious fault symptom, it is relatively easy to be detected and diagnosed. The other is "soft fault," also named incipient fault, whose fault symptom is very small and the system has not been affected at the beginning, and the fault symptom gradually becomes obvious as time goes on, ultimately causing meltdowns. For "soft fault," if it could be detected and diagnosed as early as possible, subsequent safety risk, system damage, and casualties would be avoided. However, it is difficult to identify these weak fault symptoms from the noises to detect and diagnose "soft fault" at the beginning. Therefore, it is more challenging to detect and diagnose "soft fault" in practical applications.
Considering the nonlinear characteristics of aeroengine sensors' relation and the advantage of ELM, this paper introduces OS-ELM to detect and diagnose sensor faults. To ensure the modeling accuracy, WOS-ELM algorithm, assigning different weights to the old and new data, is introduced to update the training model and promotes training model closer to the real status of the aeroengine. To improve the detection and diagnosis precision and timeliness and realize multisensor composite faults, a double redundancy strategy, that is, spatial redundancy and time redundancy, is utilized. Combining ELM and double redundancy strategy, a WOS-ELM-based double redundancy fault diagnosis and reconstruction approach is presented to detect and diagnose both "hard fault" and "soft fault" for the aeroengine sensor. The main contributions of this paper include the following:
(1) A WOS-ELM-based double redundancy fault diagnosis and reconstruction approach is proposed for aeroengine sensor.
(2) Intermediate parameters are deduced for the WOS-ELM algorithm.
(3) Through the proposed approach, not only single sensor fault, but also multiple sensor faults can be detected and diagnosed.
The rest of this paper is organized as follows. Section 2 describes Weighted Online Sequential Extreme Learning Machine (WOS-ELM). Section 3 depicts the WOS-ELMbased double redundancy fault diagnosis and reconstruction (FDR) method for aeroengine sensor. Section 4 discusses the simulation result of aeroengine sensor fault diagnosis and reconstruction. Section 5 draws conclusions for the whole paper.
WOS-ELM
Considering that the training data may arrive chunk-bychunk or one-by-one (a special case of chunk), Online Sequential Extreme Learning Machine (OS-ELM) was proposed by Liang et al. [11] for single-hidden layer feedforward neural network (SLFN) with additives and RBF hidden nodes. Given a series of arbitrary independent samples ( , ) ∈ × , = 1, 2, . . . , , the actual outputs of the SLFN with hidden nodes for these samples are given as follows [11] .
where is the input weight vector connecting the input layer neuron to the th hidden neuron, is the bias of the th hidden node, is the output weight vector connecting the th hidden neuron to the output layer neuron, ( , , ) is the output of the th hidden neuron with respect to the input , and is the number of hidden nodes. OS-ELM neglects the time factor when dealing with the training data. It means that old and new data are thought to be the same in reflecting the operating statuses of some equipment (i.e., aeroengine sensors in this paper). WOS-ELM, considering the time factor and endowing different weights to data sampled at different time period, is an improvement of OS-ELM. The same as OS-ELM algorithm, WOS-ELM can also be divided into two phases, that is, initialization phase and sequential learning phase.
Initialization Phase. Using a small chunk of training
from the given training set ℵ = {( , ) | ∈ , ∈ , = 1, . . . , } for the initial learning, 0 respects the number of initial data, and 0 ≥ . The initialization phase of WOS-ELM includes four steps as follows.
Step 1. Randomly assign input weight and bias of hidden neuron ( = 1, . . . , ) and give activation function and number of hidden nodes . Normally, different number of hidden nodes and activation function show different precision, which will be proved in the following simulation.
Step 2. Calculate the initial hidden layer output matrix 0 .
Step 3. Deduce the initial output weight (0) .
where 0 = ( 0 0 ) −1 , and
Step 4.
Sequential Learning Phase. For the ( +1)th chunk of new
( +1 stands for the number of data in the ( + 1)th chunk); the sequential learning phase is as in the following steps.
Step 1. Calculate the ( + 1)th partial hidden layer output matrix +1 . Step 2. Calculate the ( + 1)th output weight ( +1) . The target output can be expressed as
In terms of OS-ELM algorithm, +1 can be expressed as follows.
From (6), it can be seen that OS-ELM algorithm handles new data and old data with equal weight, which ignores the influence of time factor. Considering the fact that sensors' output data often changes continuously and greatly when the plane is in the different flight phases, this paper utilizes weighted method to deal with the input data to improve the accuracy of the diagnosis model. Thus, +1 in the WOS-ELM can be described as follows.
where stands for weight of the old data, whose value can be determined according to the root mean square error (RMSE) at previous step. RMSE can be written as
where is the deviation between the predicted values of the model and the real values. Define RMSE ∈ ( , ) ( , can be set according to practical application). When RMSE < , = 1.005; when RMSE > , = 0.995; else = 1. Then,
+1 can be deduced as
Considering that where = +1 . Finally, ( +1) can be written as
Step 3. Set = + 1, go to Step 1 in the sequential learning phase, and continue sequential learning until finishing data learning.
WOS-ELM-Based Double Redundancy FDR Method
In this section, the proposed WOS-ELM is combined with double redundancy strategy to realize multiple sensors' FDR. Double redundancy refers to spatial redundancy and time redundancy. The former utilizes the redundancy information among all the sensors, while the latter uses the redundancy information of each sensor over consecutive time. In this paper, we set up two submodels for each sensor and use them to realize sensor fault diagnosis. The whole fault diagnosis process of the th sensor is shown in Figure 1 . From Figure 1 , it can be seen that the whole diagnosis process contains two stages, namely, offline modeling stage and online diagnosis stage. Figure 1 . The detailed description of the offline modeling stage is as follows.
Offline Modeling. The offline modeling stage of the proposed WOS-ELM-based double redundancy FDR is illustrated above the dashed line in
(1) Before training the WOS-ELM model, wavelet denoising method is utilized to deal with the training data sampled from sensors. In this way, the training data is obtained.
(2) Maximum and minimum normalization method is used to normalize the denoised training data, and the data is standardized to be in [−1, 1].
(3) Input the normalized training data into spatial redundancy submodel and time redundancy submodel. For each spatial redundancy submodel, the input is the output of all sensors except the th sensor at time , and the output is the th sensor's output at time . For each time redundancy submodel, the input is the output of the th sensor from time − to − 1, and the output is the th sensor's output at time . Then, we can get well-trained spatial redundancy submodels and time redundancy submodels.
Online Diagnosis.
When implementing the online monitoring, follow the following steps to realize the online detection of sensors' fault after receiving the present sensor data new (1 × ) in real time.
(1) The data sampled from the aeroengine sensors is firstly preprocessed as that at the offline modeling stage.
(2) Then, the preprocessed data is input into the welltrained spatial redundancy submodels and time redundancy submodels. These submodels' outputs are the evaluated value of each sensor at current time, from which we can calculate the residuals by comparing with its real value.
(3) Thresholds are used to determine whether there are sensors' faults. Here, thresholds, which have great influence on the accuracy of fault detection and diagnosis, should be set according to practical applications. In this paper, the residual sequence's standard variance while the system is under the normal situation is used to determine the thresholds. Generally, choose times of the standard variance. Assuming that the meaning of the residuals sequence is , the standard variance is ; then the range of the threshold can be set as thresholds, a hard fault of the th sensor occurs. Suppose the th sensor encounters a hard fault. On the one hand, as the input of each spatial redundancy submodel is the other sensors' signals, which are all normal, the th sensor's evaluated value is correct, while the other spatial redundancy submodels' outputs are not. Since the th sensor's real value shows fault signals, and the other sensors do not, all the residuals exceed the thresholds. On the other hand, the time redundancy submodels could give us a definite answer of which sensor is running with fault. The sensor, whose time redundancy residual exceeds the threshold, is the faulty one. Furthermore, if there are more than one sensor falling in hard faults, all the spatial redundancy submodels' outputs exceed the corresponding thresholds. For time redundancy submodels, only the faulty sensor-related time redundancy residuals exceed the corresponding thresholds.
(5) If neither the spatial redundancy residuals nor the time redundancy residuals exceed the thresholds, but the change rate of the spatial redundancy residual exceeds the threshold for a long period of time, a soft fault may occur to the related sensor. Otherwise, it may be treated as a false alarm due to the change of flight phases. Considering that the change rate of residual is small for short period, the time interval is set to be 200 s, and the expression is shown as
where ( ) is the spatial redundancy residuals at time .
If there are more than one sensor falling in soft fault, then the faulty sensor-related change rate of residual would exceed its corresponding thresholds.
(6) When the spatial redundancy residuals, the time redundancy residuals, and the change rate of spatial redundancy residual do not exceed the thresholds, it seems to be operated under normal status and there is no sensor fault.
During the FDR process, if the sensors' data are normal, the right data can be used as training data to make the spatial redundancy submodels and the time redundancy submodels more accurate and more suitable in the current flight phase. The trained process is depicted in Section 2.2.
After the faulty sensors have been detected and diagnosed, the faulty sensor-related time redundancy submodels' outputs can be used to reconstruct the fault signal. That is to say, we used trouble-free or reconstructed sensors' signals to update the training models, which make the diagnosis models much closer to the actual sensor operating environment. In order to ensure the diagnosis preciseness and system safety, the weight for reconstructed sensors' data should be appropriately reduced.
Illustration and Discussion
In this section, the data is acquired in real time from the sensors when the plane is in flight status. The simulation tool is MATLAB (R2010a). Four sensors' outputs are chosen in this paper, including low pressure rotor speed (N1), high pressure rotor speed (N2), engine exhaust temperature (EGT), and oil press (OP). The sampling time interval is 1 second. The number of the training data in the offline modeling is 6700, and the number of the testing data in the online modeling is about 6700.
Parameter Selection.
In order to achieve better training effect, the activation function and the number of hidden layer neurons should be selected properly. To build the spatial redundancy submodels, this paper chooses RBF, sin, and sig as activation function in WOS-ELM algorithm, and set 0 = 800 and +1 = 6 based on lots of test. The training accuracy and testing accuracy with different activation functions can be seen in Figures 2 and 3 .
In Figures 2 and 3 , the -axis is the number of hidden nodes and the -axis is the RMSE. From Figures 2 and 3 , we can see that different activation functions have different influences on the accuracy of training process and testing process. In order to achieve higher modeling accuracy, the activation function and the number of hidden nodes for each sensor are selected according to a large number of trials, whose final results are shown in Table 1 .
The training and testing results of these four sensors under normal state are shown in Figures 4 and 5 . Figure 4 shows that WOS-ELM algorithm has a good ability of linear fitting, and it can track sensors' output signal perfectly. That is to say, using this algorithm can get welltrained submodels. Figure 5 shows that good effect can be received if these well-trained models are applied to evaluate the testing sensors' outputs, which is well used in the sensors' fault diagnosis process.
Hard Fault Diagnosis.
Hard fault refers to instantaneous bigger step or mutations of the normal sensors' outputs, including step fault or pulse fault of sensors. Due to the fact that the real aeroengine sensors' faulty data is difficult to obtain for many reasons, for example, protection measures would be implemented when fault occurs, this paper adds a constant gain to the original normal N1 signal to simulate step fault. In this paper, is set to be 1.15 from 2500 s to 4000 s. The results of the spatial redundancy submodels are shown in Figure 6 . Figure 6 shows that when the step fault occurs to N1, residuals of the four sensors all exceed their corresponding thresholds from 2500 s to time 4000 s. Therefore, it cannot distinguish faulty sensor from the spatial redundancy results. As described in Section 3.2, the time redundancy models are introduced to determine which sensor is faulty. The results of the time redundancy submodels are shown in Figure 7 .
From Figure 7 , it is easy to see that the residual sequence of N1 sensor exceeds its threshold at 2500 s, while the residuals of other sensors are within their corresponding thresholds. Combining spatial redundancy model and time redundancy model, we can conclude that N1 sensor encounters a hard fault at the 2500 s. When sensors' faults are diagnosed, reconstruction should be done. The reconstruction of N1 can be seen in Figure 8 . Figures 8 and 9 show that WOS-ELM algorithm can be used to reconstruct fault signal, and the reconstructed signal can also be input into the well-trained models for further training.
Soft Fault Diagnosis.
Soft fault refers to slow changing of the sensors' outputs, such as drift fault. In general, soft fault is mainly caused by aging and zero drift of the aeroengine sensor. In this paper, we can add a constant gain and a constant deviation for OP from 2500 s to 4000 s. The results of spatial redundancy submodels are shown in Figure 10 Compared to hard fault, it is not easy to diagnose soft fault due to tiny failure symptom at the early stage. In Figure 10 , it can be seen that all the spatial residuals are within the thresholds ranges until around 3300 s. After around 3300 s, all residuals exceed their corresponding thresholds except N1 (whose residual keeps growth and is near the threshold), which implies that some faults may occur. However, it is difficult to make decision of which sensor is faulty.
Turn to look at the time redundancy submodels' results, which are shown in Figure 11 . From Figure 11 , it is also difficult to determine the faulty sensor. As described in Section 3.2, we observe the change rate of the spatial redundancy residual, which is shown in Figure 12 . In Figure 12 , the thresholds are set to be −0.05 and 0.05. Considering that the development of soft fault would go through a long period, there a soft fault occurs only when the duration of change rate exceeds the upper threshold or the lower threshold lasts for a long period. In this paper, the duration exceeding the threshold is set as 300. Then, we can get the period of every sensor exceeding the thresholds for Figure 12 , shown in Table 2 .
In Table 2 , "-" stands for never exceeding the threshold. According to Figure 12 and Table 2 , we can confirm that the OP sensor has a soft fault at time 3125 s (2625 + 200 + 300). Here, 200 stands for the time lag for detecting the residual errors, and 300 stands for the duration time for residual change amplitude exceeding the thresholds. When detecting the soft fault, it may have continued for a period. However, considering that it had little effect on the flight of aircraft at the beginning of the soft fault, time delay for detecting soft fault is accepted. Figure 13 illustrates the reconstructed results of the four sensors when detecting the soft fault of OP. After reconstruction, the results of its time redundancy submodel can be shown as in Figure 14 . The change of the spatial redundancy residual is more efficiently applied to sensors' soft fault detection. 
Conclusion
In this paper, a double redundancy diagnosis approach based on WOS-ELM is proposed to diagnose sensor fault for the aeroengine. The proposed method contains two stages, that is, offline modeling stage and online detection stage. At the offline modeling stage, two series of models, namely, spatial redundancy submodels and time redundancy submodels, are trained to evaluate the sensors' value for further online detection, diagnosis, and reconstruction. At the online diagnosis stage, new sampled data is preprocessed to be input into these well-trained submodels. According to the outputs of these submodels and the practical sensors' value, several residuals are generated to diagnose sensors' faults. After that, WOS-ELM, which assigns different weights to the old and new data, is proposed to adjust parameters of ELM to improve the modeling accuracy. Simulation results show that the proposed method can be well used in sensors fault diagnosis.
The presented WOS-ELM-based double redundancy fault diagnosis and reconstruction method can also be extended using practical sampled sensors' outputs. Furthermore, the proposed method can be extended to other similar application fields.
