Picture-archiving and communication systems are complex entities, but at core they consist of compute processors that are networked together to store and retrieve objects. Therein lay fundamental aspects of both performance benchmarking and predicting future costs, provided one can accurately predict trends in both exam volumes and sizes. Hence, determining the correct amount of capital to reserve annually for the information technology infrastructure can be a difficult process for the administrator of a medical center. Both exam volumes and sizes tend to increase over time. In addition, users demand more compute-intensive applications and expect exam delivery to the desktop to be ever timelier despite the increase in size. Against this, storage, compute, and networking costs tend to decrease over time for the same performance level. At the end of the day, the question of whether to budget more or less capital for next year's infrastructure is not trivial. This paper develops a methodology that uses current baseline data to predict the "ampleness" of a budget to meet future needs.
T he literature is rife with papers on planning to purchase and install picture-archiving and communication systems (PACS) [1] [2] [3] [4] [5] [6] [7] . However, of equal importance is the care and feeding over the life of the PACS once it is operational. There is comparatively little written on this topic. In particular, there is little to guide the financial planning for the ongoing maintenance of the PACS other then the advice of the vendor during the contract negotiations when planning for the postwarrantee period.
Often, a medical center's PACS or department administrator is expected to track the annual expenses associated with running various information systems and infrastructure and predict the costs needed to maintain them in the future. This can be a challenge. To see why, consider the following simple case:
1. Annual PACS storage needs have increased 7 TB/year (where TB is terabyte) for the past 3 years. 2. Next year's storage fee should be the same as this year's-but can one be certain? 3. However, the cost/TB is dropping 25% per year.
Hence, next year's storage costs should drop. 4. However, the clinic just ordered two 64-slice computed tomography (CT) scanners for next year. The average exam size is expected to grow from 300 slices to more than 2,000 per exam and exam volume is expected to increase by 7%.
Therefore, should the administrator budget more or less for storage next year? Similar scenarios can be played out for computational resources (are new servers needed?) or networks (is it time for 1 billion bits per second to the desktop?). Is it possible to predict with certainty a not-to-exceed annual budget line item that will assure that resources will always keep pace with demand? With a few caveats, yes it is.
MATERIALS AND METHODS
The model for estimating infrastructure capital is based on the following logic. For the relatively simple case of storage, assume this year $X for Y TB is spent for a performance/$ ratio of one mirrored-TB/$25K. Assume next year that total data volumes (number of exams multiplied by size per exam) will grow by about 10%. Hence, storage needs for next year will be 1.1Y TB. Is it necessary to spend $1.1X? Probably, it is not. If the storage vendor prices the product in line with market forces, the TB/$ should be increasing about 25%/ year [8] [9] [10] [11] . Hence, spending the same dollars next year (X) should yield 1.25Y TB, which is more then enough to meet expanded needs.
However, what if the CTs are replaced with 64-slice models, and new protocols predict a data volume explosion of 50%? Should the budget be more then $X? How much more? Doing nothing will have $X buying 1.25Y TB, but 1.5Y TB is needed. Thus, to be safe, the budget should be $1.3X for next year.
The above analysis has used the known present day adequacy of storage, plus predicted data volume growth for next year, to derive a future budget estimate-which is corrected-for the known annual growth rate of the performance/$ for that storage. This approach can be expanded to the more general case.
For any given performance requirement (storage, networking, compute power, etc), if the growth rate of the performance/$ for that item is greater then the growth rate of the requirement, then for any budget cycle beginning with sufficient funds, a constant budget allocation will always be sufficient. This is equivalent to stating that the slope of the requirement grows slower then the slope of the performance/$ graph for that resource.
Corollary: If the slope for a given requirement is greater then the performance/$ slope for that item (i.e. storage), then even if today's budget is sufficient, at some future date, the institution will have to budget increasing dollars in succeeding years for that resource.
The model requires a few assumptions: a. A site's adjusted data volume (exam counts multiplied by exam size) can be predicted for at least the next year and preferably 2 b. A site's networking requirements scale with the increasing data volume to maintain similar exam loading times for users c. A site's computational requirements scale with increasing data volumes and functionality to maintain similar user interface response for users d. Accurate data exist to quantify the growth rate of the performance/$ ratio of central processing unit (CPU), networking, storage, and other resources.
A survey of the literature can assist in building tables that can address item d above. We begin with storage. In this case, the metric of interest is megabyte/$. The following table shows what a constant dollar investment has bought in terms of storage at each time point. From this, one can plot the semi-log performance/$ curve over time and determine the annual growth rate, which is related to the slope (the greater the slope, the faster a dollar buys increased storage; Table 1 ).
Note that in Table 1 , we have listed both the actual megabytes/$ and the log 10 of that value. Using the year and Log values, one can plot the semi-log function of the increase in performance/$. Furthermore, using the SLOPE function in Microsoft Excel, we can determine the slope from the table of values (Microsoft, Redmond, WA, USA). Doing this provides one with two methods to determine budgets: either by comparing the slopes of the resource versus the need (from the tables) or by laying the two plots on the same graph and visually determining the relationship. In general, there are three possibilities: a. The slopes are the same (i.e., the resource and need plot are parallel), and one can just budget constant dollars over time. b. The need slope is less then the resource slope, and one can budget reduced dollars over time. c. The need slope is rising faster then the resource, and even if the need is met at present, in the future, increasing dollars will be needed.
Using the above information, the interested reader can look at Table 4 and predict what will be needed for storage/computer/network spending at the institution.
The next table shows the behavior for compute power. This situation is a bit different then the storage case. Depending on the installation's size, replacing an entire site's PACS workstation and server fleet annually would be a prohibitive human resource expenditure that would leave little time for anything else. Instead, computers are usually sized to initially exceed the present need, but over their life, the application demand will grow until the computers are no longer memory and CPU adequate for the tasks assigned. Hence, in the case of storage, resource consumption is continuous and needs replenishment annually; thus, funds for storage must be allocated annually. In contrast, computers tend to be ever-greened over an N year cycle (where N is typically 3-5 years). Operationally, this can be handled by encumbering 1/N of the total evergreen cost every year, so that on the Nth year, a site has the funds to replace the computers. Hence, the challenge in this case is to estimate the CPU performance needs over the planning cycle and purchase machines exceeding that performance at that time.
Given the preceding, what is the proper metric? As before, we seek to find a gauge whose performance evolution over time for constant dollars can be charted. A useful metric for personal computers (PCs) is MIPS/$ (where MIPS is defined as million instructions per second). For the purpose of this table, the data comes from the history of Intel 80×86 family based PCs (Table 2) 11-13 . Last, we look at the information needed to build a performance/$ plot for networking. In this area, the metric of interest is Mbps/$ where Mbps is million bits per second (Table 3) 11,14,15 .
RESULTS
It is instructive to look at the isolated case of CT at our institution. The following table shows the disruptive effect of acquiring more than ten 64-slice CT scanners in 1 year (2004). Note that from 2002 to 2004, slice counts increased approximate- The growth rate for Mbps/$ is 0.145. Since 2005, incremental slice counts have been exploding 20 million images per year. This is not from mere exam count increases but exam protocols surging from an average of 300 slices to more than 1,000 slices per exam, with exceptions up to 6,000 slices not uncommon (Table 4) .
To put all data in context, it is helpful to plot all the above tables on one graph. This can be done by:
a. Plotting years against the log 10 of the performance/$ metric for Tables 1, 2 , and 3 b. Adjusting the y-intercepts for Tables 1, 2, and 3 to have their origin at zero at a common starting date c. Adding the semi-log plot of CT growth to the above plot
This permits a single plot to indicate all the trends for infrastructure spending for PACS, as compared to the annual growth rate for CT. It is evident that a networking challenge in the near future will require increased funding; one can see this both visually and by noting the slopes in the captions (CT growth is increasing at 0.193, while networking is increasing at only 0.145). Assuming that users will not tolerate a linear increase in loading time with a linear increase in exam size, we are directed to increase network bandwidth. It is also possible that PACS workstations at some institutions will need more random access memory to support the larger data sets. Fortunately, our institution foresaw this trend in 2005 since our PACS viewer is a fat client and sized the PACS PCs to 64-bit hardware using the XP-64 operating system (XP64, Microsoft; Fig. 1 ).
DISCUSSION AND CONCLUSIONS
As mentioned earlier, the data for resource growth have to be accurate for one's own institution. Further, it may also be necessary for a site to derive its own performance/$ metrics if their suppliers do not pass on the savings of the broader information technology (IT) markets. We were fortunate to negotiate in the PACS purchasing contract a stipulation that we would acquire hardware directly and eliminate the "middleman." All the forgoing is just another way of saying, "Please just don't copy our results, your mileage will vary." With these caveats in mind, however, we have found the described method a useful model for predicting future IT spending. In this figure, all resource plots have been normalized to an origin of 1995 (year 15), with their y-offsets adjusted to the performance/$ origin. This permits their slopes to be directly visually compared with each other and with the onset of our CT volume records. We then superimpose the CT growth rate on the plot, beginning with data from 1997. Of particular interest is the change in slope at about the year 2004. This corresponds to the conversion of half of our site's CT fleet to 64 slice scanners. It shows that the rate of growth is itself growing!
