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Abstract: This paper deals with isotropic micropolar viscoelastic materials.
It can be said that that kind of materials have two internal structures: the
macrostructure, where the elasticity effects are noticed, and the microstructure,
where the polarity of the material points allows them to rotate. We introduce,
step by step, dissipation mechanisms in both structures, obtain the corresponding
system of equations and determine the behavior of its solutions with respect the
time.
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1. Introduction
Materials with voids, mixtures of materials or non-simple materials are examples of the so-
called “non-classical solids”. Many mathematical and mechanical studies have been carried out
to understand the behavior of these materials (see, for instance, the book of Ies¸an [13]). The
first analysis concerning the time decay properties of the solutions for the equations used to
describe the behavior of a porous elastic solid was proposed by Quintanilla [30]. The author
proved the slow decay of the solutions with respect to the time for elastic-porous materials when
there is only one dissipation mechanism in the system: the viscoporosity. After that, a lot
of works have been developed to clarify the behavior of the solutions (exponential decay, slow
decay, impossibility of localization and/or analyticity) for solids with voids [4, 5, 11, 12, 15, 16,
18, 19, 20, 23, 22, 24, 26, 27, 28, 33], for non-simple materials [10, 29] or for mixtures of elastic
solids [1, 2, 3, 31, 32]. Nevertheless, few attention has been paid up to now to micropolar elastic
solids. In fact, we only know one contribution of this kind for micropolar elastic solids [21].
The origin of the rational theories about polar continua is attributed to E. and F. Cosserat (see
[13] or [8]) at the beginning of the twentieth century. Since then, other contributions on this
field have been done: we want to highlight the work of Eringen [7], among others. Nowadays,
these materials are a subclass of the micromorphic materials. Metals, polymers, rocks, wood,
ceramics, soils, biological materials or pressed powders are typical examples of them.
We can find applications of the micropolar elasticity, for instance, in the works of Elangovan
et al. [6] about elastic properties of cellular materials, Fatemi et al. [9] about stress analysis
in bone, Kordolemis and Giannakopoulos [14] about smart cables and textiles and Nikogosyan
and Sargsyan [25] about thin shells. This list could be enlarged with more contributions, but
we think that the cited papers are sufficiently representative.
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In this work we focus on the analysis of qualitative properties of certain one-dimensional de-
formations for isotropic micropolar viscoelastic materials. That is, materials that, apart from
the usual macroscopic movements, allow its material points to rotate. We consider the general
system that governs the behavior of a micropolar isotropic viscoelastic solid and we introduce
viscosity effects at the macroscopic and microscopic levels. There are three parameters deter-
mining the perturbations’ damping. We study the relevance of each one separately. Hence, we
consider the three possible cases obtained making one of the parameters positive and vanishing
the other two. Our aim is to analyze the time decay of the solutions when those dissipation
mechanisms are introduced in the system. The first case considers that there is dissipation in
the macrostructure (viscoelasticity) but there is not at the microstructure level. In the second
case, the dissipation mechanism is considered to be in the microstructure (viscopolarity) but
not in the macrostructure. Finally, in the third case we impose dissipation mechanisms in both
structures (viscoelasticity and viscopolarity).
The organization of the paper is as follows. In Section 2 we recall the basic equations with
the assumptions that we need to set down the problem and we establish the general system
that we want to analyze. In Section 3 we focus only on the viscoelasticity, and we notice that
the corresponding system is, mathematically, equivalent to a system previously studied in other
work. In Section 4 we focus again in only one dissipation mechanism, the viscopolarity, and we
prove that the solutions decay in a slow way, moreover, a polynomial rate of decay can be found.
In Section 5 we introduce dissipation in both structures: viscoelasticity and viscopolarity, and
we show that, then, the solutions are exponentially stable. Section 6 is devoted to the non-
localization of solutions. Finally, we state the conclusions in Section 7.
2. Basic equations
Let us consider an homogeneous isotropic tridimensional micropolar viscoelastic body which
occupies a three-dimensional domain Γ with a boundary, ∂Γ, smooth enough to apply the
Divergence theorem. We consider the strain measures eij and κij which are defined by
(2.1) eij = uj,i + jikφk, κij = φj,i,
where ui are the components of the displacement vector, φi are the components of the micro-
rotation and jik is the alternating symbol. In this paper we assume that the stress tensor tij
and the microstress tensor mij are related to the strain measures eij and κij by means of the
constitutive equations
tij = λerrδij + (µ+ σ)eij + µeji + λv e˙rrδij + (µv + σv)e˙ij + µv e˙ji,
mij = ακrrδij + βκji + γκij + αvκ˙rrδij + βvκ˙ji + γvκ˙ij .
Here λ, µ, σ, λv, µv, σv, α, β, γ, αv, βv, γv, are the constitutive coefficients and δij the Kronecker
delta.
The evolution equations are
tji,j = ρu¨i,
ijktjk +mji,j = Jφ¨i,
where ρ and J are positive constants whose physical meaning is well known.
As the material is isotropic, the system of the field equations is given by{
ρu¨i = (µ+ σ)∆ui + (λ+ µ)ur,ri + σirsφs,r + (µv + σv)∆u˙i + (λv + µv)u˙r,ri + σvirsφ˙s,r
Jφ¨i = γ∆φi + (α+ β)φr,ri + σirsus,r − 2σφi + γv∆φ˙i + (αv + βv)φ˙r,ri + σvirsu˙s,r − 2σvφ˙i.
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Here ∆ means the three-dimensional Laplace operator.
Our aim is to analyze solutions corresponding to certain one-dimensional deformations. For this
reason, we impose solutions of the form u1 = u2 = 0, u3 = u(x2), φ2 = φ3 = 0 and φ1 = φ(x2).
To simplify, we will write x = x2. Then, the above system reduces to
(2.2)
{
ρu¨ = (µ+ σ)uxx − σφx + (µν + σν)u˙xx − σν φ˙x
Jφ¨ = γφxx + σux − 2σφ+ γν φ˙xx + σν u˙x − 2σν φ˙
As usual, in our work we will assume that ρ > 0, J > 0, γ > 0 and µ+ σ > 0. We also assume
that 2(σ + µ)σ > σ2. The last condition implies σ > 0.
Attending to the dissipative terms, we will analyze three different cases.
(1) σν = 0, γν = 0 and µν > 0.
(2) σν = 0, γν > 0 and µν = 0.
(3) σν > 0, γν = 0 and µν = 0.
Notice that if solutions of the form u1 = u2 = 0, u3 = u(x1), φ1 = φ3 = 0 and φ2 = φ(x1) are
imposed, then an analogous system is obtained.
3. First case: viscoelasticity
Our aim is to determine the asymptotic behavior of the solutions of system (2.2) with respect to
the time when coefficients σν and γν are supposed to be 0 and µν is strictly positive. Physically,
that means that there is dissipation at the macrostructure but there is not at the microstructure
level.
Taking these conditions into account, system (2.2) becomes
(3.1)
{
ρu¨ = (µ+ σ)uxx − σφx + µν u˙xx
Jφ¨ = γφxx + σux − 2σφ
To have a well posed problem we need to impose boundary and initial conditions. Thus, we
assume that the solutions satisfy the boundary conditions
(3.2) u(0, t) = u(pi, t) = φx(0, t) = φx(pi, t) = 0,
and the initial conditions
(3.3) u(x, 0) = u0(x), u˙(x, 0) = v0(x), φ(x, 0) = φ0(x), φ˙(x, 0) = ϕ0(x).
There are solutions (uniform in the variable x) that do not decay. To avoid these cases, we will
also assume that ∫ pi
0
φ0(x)dx =
∫ pi
0
ϕ0(x)dx = 0.
With the above assumptions, it is not difficult to prove that the solutions of the problem de-
termined by (3.1)–(3.3) decay in a slow way, or, in other words, that a uniform rate of decay
of exponential type for all the solutions cannot be obtained. We omit the proof because this
system, with the boundary and initial conditions mentioned above, corresponds to a subclass of
the system studied by the authors in a previous work [19] (it is also system (3.1) of the cited
paper with some changes in the names of the constitutive constants). Nevertheless, the physical
contexts are different. In fact, a polynomial rate of decay for the solutions can be found (see
[23], page 1299).
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4. Second case: viscopolarity
Now we consider that σν and µν vanish and γν is strictly positive. In this case, the dissipation
mechanism only affects the microstructure. Therefore, system (2.2) reduces to
(4.1)
{
ρu¨ = (µ+ σ)uxx − σφx
Jφ¨ = γφxx + σux − 2σφ+ γν φ˙xx
We impose the same boundary and initial conditions as in the previous section.
Theorem 4.1. Let (u, φ) be a solution of the problem determined by system (4.1), boundary
conditions (3.2) and initial conditions (3.3). Then (u, φ) decays in a slow way.
Proof. We will see that there exists a solution of the system (4.1) of the form
u = K1e
ωt sin(nx), φ = K2e
ωt cos(nx),
such that <(ω) > − for all positive . Hence, ω as near as desired to the imaginary axis can be
found. This fact proves that it is impossible to have uniform exponential decay for the solutions
of the system.
Suppose that u and φ are as above. Then, replacing them in (4.1) the following linear and
homogeneous system in the unknowns K1 and K2 is obtained:(
(µ+ σ)n2 + ρω2 −nσ
−nσ (γ + γνω)n2 + Jω2 + 2σ
)(
K1
K2
)
=
(
0
0
)
.
This linear system will have nontrivial solutions if, and only if, the determinant of the coefficients
matrix is equal to zero. Let p(x) be this determinant once ω is replaced by x:
p(x) = Jρx4+n2γνρx
3+
(
Jn2(µ+ σ) + n2γρ+ 2ρσ
)
x2+γν(µ+σ)n
4x+n4γ(µ+σ)+n2σ(2µ+σ).
It is a fourth degree polynomial and, hence, its roots can be computed by formula. Nevertheless,
the expressions of the roots that we have found using Mathematica are too complicated to enable
us decide whether their real parts are negative or not. To prove that p(x) has roots as near as
desired to the imaginary axis, we will show that for any  > 0 there are roots of p(x) located at
the right side of the vertical line <(z) = −, or, equivalently, that the polynomial p(x − ) has
a root with positive real part. To prove that, we use the Routh–Hurwitz theorem. It assesses
that, if a0 > 0, then all the roots of a polynomial
a0x
4 + a1x
3 + a2x
2 + a3x+ a4,
have negative real part if, and only if, all the leading minors of matrix
a1 a0 0 0
a3 a2 a1 a0
0 a4 a3 a2
0 0 0 a4

are positive. We denote by Li, for i = 1, 2, 3, 4, the leading minors of this matrix.
In our case, direct computations give that L3 is an eight degree polynomial on n:
L3 = −2γν3ρ2(µ+ σ)n8 +R(n)
where R(n) is a polynomial on n of degree 6. Thus, for n large enough, L3 is negative and
p(x− ) has at least one root with positive real part. 
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We now try to find a polynomial rate of decay for the solutions. And we begin by noting that
the solutions of this problem can be generated by means of a semigroup of contractions.
If we denote v = u˙, ϕ = φ˙ and D = ddx , we can restate system (4.1) in the following way:
(4.2)

u˙ = v
v˙ = 1ρ
[
(µ+ σ)D2u− σDφ]
φ˙ = ϕ
ϕ˙ = 1J
[
γD2φ+ σDu− 2σφ+ γνD2ϕ
]
Therefore, the semigroup of contractions is defined in the Hilbert space
H =
{
(u, v, φ, ϕ) ∈ H10 × L2 ×H1 × L2,
∫ pi
0
φ(x)dx =
∫ pi
0
ϕ(x)dx = 0
}
by the operator
A =

0 I 0 0
µ+σ
ρ D
2 0 −σρD 0
0 0 0 I
σ
JD 0
γD2−2σ
J −γνJ D2
 ,
where I denotes the identity operator.
And, if U = (u, v, φ, ϕ), then our initial-boundary value problem can be written as
dU
dt
= AU, U(0) = U0 = (u0, v0, φ0, ϕ0).
Now, we define an inner product in H. If U∗ = (u∗, v∗, φ∗, ϕ∗), then
〈U,U∗〉 =
∫ pi
0
(
ρvv¯∗ + Jϕϕ¯∗ + (µ+ σ)uxu¯∗x + γφxφ¯x
∗
+ 2σφφ¯∗ − σ(uxφ¯∗ + u¯∗xφ)
)
dx.(4.3)
Here a superposed bar denotes the conjugate complex number. It is worth recalling that this
product is equivalent to the usual product in the Hilbert space H.
The domain of A is
D(A) = {U ∈ H : u ∈ H2, v ∈ H10 ∩H2, φ ∈ H2, Dφ ∈ H10 , ϕ ∈ H2}.
Notice that D(A) is dense in H.
We will show that the solutions of
dU
dt
= AU, U(0) = U0 ∈ D
(A)
decays polynomially to zero.
Our starting point is to define the first order energy:
E1(t) =
1
2
∫ pi
0
(
ρ|u˙|2 + J |φ˙|2 + (µ+ σ)u2x + γφ2x + 2σφ2 − 2σuxφ
)
dx.
We introduce also the second order energies: E2(t) = E1(t, u˙, φ˙) and E3(t) = E1(t, ux, φx).
Direct computations give
dE1
dt
= −γν
∫ pi
0
|φ˙x|2dx, dE2
dt
= −γν
∫ pi
0
|φ¨x|2dx, dE3
dt
= −γν
∫ pi
0
|φ˙xx|2dx.
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Let us define the following functionals:
F (t) =
∫ pi
0
(
Jφxφ˙x +
γν
2
φ2xx
)
dx,
G(t) = −
∫ pi
0
ρu˙φxdx.
Lemma 4.2. With the above notations, if (u0, v0, φ0, ϕ0) ∈ D(A), then the corresponding solu-
tion of system (4.1) satisfies
d
dt
(
F (t) +
σ
µ+ σ
G(t)
)
≤ −γ
∫ pi
0
φ2xxdx−
σ2 + 2µσ
µ+ σ
∫ pi
0
φ2xdx+ 
∫ pi
0
|u˙|2dx+ c
∫ pi
0
|φ˙x|2dx,
where  is a positive but small real number and c is a computable positive real number that
depends on .
Proof. First we differentiate functional F (t) with respect to the time:
(4.4)
d
dt
F (t) =
∫ pi
0
(
Jφ˙xφ˙x + Jφxφ¨x + γνφxxφ˙xx
)
dx
= J
∫ pi
0
|φ˙x|2dx−
∫ pi
0
φxxJφ¨dx+ γν
∫ pi
0
φxxφ˙xxdx.
In the last expression we use the first equation of system (4.1) and we get:
(4.5)
d
dt
F (t) = J
∫ pi
0
|φ˙x|2dx−
∫ pi
0
φxx
(
γφxx + σux − 2σφ+ γν φ˙xx
)
dx+ γν
∫ pi
0
φxxφ˙xxdx
= J
∫ pi
0
|φ˙x|2dx− γ
∫ pi
0
φ2xxdx− σ
∫ pi
0
uxφxxdx− 2σ
∫ pi
0
φ2xdx.
And now we differentiate the functional G(t). In the obtained expression we take into account
the second equation of system (4.1). After some computations we get
(4.6)
d
dt
G(t) = (µ+ σ)
∫ pi
0
uxφxxdx+ σ
∫ pi
0
φ2xdx− ρ
∫ pi
0
u˙φ˙xdx.
Finally, we consider the new functional F + σµ+σG. If we take into account (4.5) and (4.6), we
obtain
(4.7)
d
dt
(
F (t) +
σ
µ+ σ
G(t)
)
= J
∫ pi
0
|φ˙x|2dx− γ
∫ pi
0
φ2xxdx−
σ2 + 2µσ
µ+ σ
∫ pi
0
φ2xdx−
ρσ
µ+ σ
∫ pi
0
u˙φ˙xdx.
Notice that from our hypothesis 2(µ+ σ)σ > σ2, we also obtain 2µσ + σ2 > 0.
From the last equality, taking into account that for all  > 0∫ pi
0
u˙φ˙x dx ≤ 
2
∫ pi
0
|u˙|2 dx+ 1
2
∫ pi
0
|φ˙x|2 dx,
the inequality of the lemma follows. 
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We introduce two more functionals:
S(t) = −
∫ pi
0
Jφ˙ux dx,
T (t) =
∫ pi
0
ρu˙u dx.
Lemma 4.3. With the same hypotheses of Lemma 4.2 we have
d
dt
(
S(t)− σ
8(µ+ σ + )
T (t)
)
≤ −σ
4
∫ pi
0
|ux|2dx− ρσ
4(µ+ σ + )
∫ pi
0
|u˙|2dx
+C
(∫ pi
0
|φxx|2dx+
∫ pi
0
|φ˙xx|2dx
)
,
where  is a positive but small real number and C is a computable positive real number depending
on .
Proof. We compute the following derivative
d
dt
∫ pi
0
Jφ˙ux dx =
∫ pi
0
Jφ¨ux dx+
∫ pi
0
Jφ˙u˙x dx.
Now we use the second equation of the system (4.1):
(4.8)
d
dt
∫ pi
0
Jφ˙ux dx =
∫ pi
0
(
γφxx + σux − 2σφ+ γν φ˙xx
)
ux dx+ J
∫ pi
0
φ˙u˙x dx
= σ
∫ pi
0
u2x dx+ γ
∫ pi
0
φxxux dx− 2σ
∫ pi
0
φux dx+ γν
∫ pi
0
φ˙xxux dx+ J
∫ pi
0
φ˙u˙x dx
Therefore, recalling the definition of S(t) and using Poincare´ inequality, we get
(4.9)
d
dt
S(t) ≤ −σ
2
∫ pi
0
|ux|2dx+ C
(∫ pi
0
|φxx|2dx+
∫ pi
0
|φ˙xx|2dx
)
+ J
∫ pi
0
φ˙xu˙ dx,
where C is a positive computable constant.
We also know that ∫ pi
0
φ˙xu˙ dx ≤ ρσ
8(µ+ σ + )
∫ pi
0
|u˙|2dx+ C1
∫ pi
0
|φ˙x|2dx.
And, applying the Poincare´ inequality,∫ pi
0
φ˙xu˙ dx ≤ ρσ
8(µ+ σ + )
∫ pi
0
|u˙|2dx+ C2
∫ pi
0
|φ˙xx|2dx.
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Analogously,
(4.10)
d
dt
T (t) =
∫ pi
0
ρu¨u dx+
∫ pi
0
ρu˙u˙ dx
= ρ
∫ pi
0
|u˙|2 dx+
∫ pi
0
((µ+ σ)uxx − σφx)u dx
= ρ
∫ pi
0
|u˙|2 dx− (µ+ σ)
∫ pi
0
u2x dx− σ
∫ pi
0
φxu dx
≥ ρ
∫ pi
0
|u˙|2 dx− (µ+ σ)
∫ pi
0
u2x dx− 
∫ pi
0
|u|2dx− c
∫ pi
0
|φx|2dx
≥ ρ
∫ pi
0
|u˙|2 dx− (µ+ σ + )
∫ pi
0
|ux|2 dx− c
∫ pi
0
|φx|2dx
Finally, writing the linear combination of S(t) and T (t), the inequality of the lemma follows. 
Theorem 4.4. If (u0, v0, φ0, ϕ0) ∈ D(A), then there exists a positive constant C such that
E1(t) ≤
C‖(u0, v0, φ0, ϕ0)‖2D(A)
t
.
Moreover, if (u0, v0, φ0, ϕ0) ∈ D(Aα), then
E1(t) ≤
Cα‖(u0, v0, φ0, ϕ0)‖2D(Aα)
tα
.
Proof. We introduce a new functional L(t) as a linear combination of previous functions:
L(t) = S(t)− σ
8(µ+ σ + )
T (t) +K0
(
F (t) +
σ
µ+ σ
G(t)
)
+K1E1(t) +K2E2(t) +K3E3(t),
where Ki, for i = 0, 1, 2, 3, are large enough to make L(t) ≥ 0. Then, from Lemmas 4.2 and 4.3
it can be shown that for Ki large enough we have
d
dt
L(t) ≤ −KσE1(t),
where Kσ is a computable positive constant.
Therefore, integrating from 0 to t we obtain
L(t) +Kσ
∫ t
0
E1(s)ds ≤ L(0).
On the other side, we know that
d
dt
(
tE1(t)
)
= E1(t) + t
d
dt
E1(t) ≤ E1(t).
Finally, a quadrature gives
tE1(t) ≤
∫ t
0
E1(s)ds ≤ 1
Kσ
L(0).
And this fact implies the polynomial decay. 
Remark: From a mathematical point of view, system (4.1) is quite near to system
(4.11)
{
ρu¨ = (µ+ σ)uxx − σφx
Jφ¨ = γφxx + σux − 2σφ− τ φ˙
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where τ is a positive real number. With the same initial and boundary conditions that those of
system (4.1), it can be shown that the solution of this system decay is a slow way [30]. But to
prove this result it is necessary to have γρ 6= J(µ+ σ). In the case we have analyzed, although
the dissipation mechanism is (intuitively) stronger, we do not need any relation among the
constitutive coefficients of the system to obtain the slow decay.
An analogous remark applies to system (3.1) when u˙xx is replaced by u˙.
5. Third case: viscoelasticity and viscopolarity
Finally, we consider that γν and µν are 0 and σν is strictly positive. In this case, there are two
dissipation mechanisms, one at the macrostructure level and another one at the microstructure.
Therefore, system (2.2) becomes
(5.1)
{
ρu¨ = (µ+ σ)uxx − σφx + σν u˙xx − σν φ˙x
Jφ¨ = γφxx + σux − 2σφ+ σν u˙x − 2σν φ˙
As in the previous sections, we impose boundary conditions (3.2) and initial conditions (3.3).
We will prove that the solutions of the system (5.1) that satisfies (3.2)–(3.3) decay exponentially.
To do so, we will use the semigroup argument again.
System (5.1) can be written in the following way:
(5.2)

u˙ = v
v˙ = 1ρ
[
(µ+ σ)D2u+ σνD
2v − σDφ− σνDϕ
]
φ˙ = ϕ
ϕ˙ = 1J
[
γD2φ+ σDu− 2σφ+ σνDv − 2σνϕ
]
And, if U = (u, v, φ, ϕ), then our initial-boundary value problem (abusing a little bit the notation
of the paper) is
dU
dt
= AU, U0 = (u0, v0, φ0, ϕ0),
where A is now the following 4× 4 matrix:
A =

0 I 0 0
µ+σ
ρ D
2 σν
ρ D
2 −σρD −σνρ D
0 0 0 I
σ
JD
σν
J D
γD2−2σ
J −2σνJ
 .
It can be proved that the general solutions of system (5.1) are given by the semigroup of con-
tractions generated by the operator A.
Direct calculation gives
(5.3) <〈AU,U〉 = −
∫ pi
0
(
σν
(‖Dv‖2 − 2<(ϕ,Dv) + ‖ϕ‖2)+ σν‖ϕ‖2)dx ≤ 0.
To show the exponential stability we use a result due to Gearhart (Liu and Zheng, 1999 [17])
which states that a semigroup of contractions on a Hilbert space is exponentially stable if and
only if
(5.4) {iλ, λ is real} is contained in the resolvent of A,
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and
(5.5) lim|λ|→∞||(iλI − A)−1|| <∞,
where I denotes the identity operator.
To prove these conditions we need first the following result.
Lemma 5.1. Let A be the above defined matrix. Then, 0 is in the resolvent of A.
Proof: For any F = (f1, f2, f3, f4) ∈ H we will find U ∈ H such that AU = F , or equivalently:
(5.6)
v = f1
1
ρ
[
(µ+ σ)D2u+ σνD
2v − σDφ− σνDϕ
]
= f2
ϕ = f3
1
J
[
γD2φ+ σDu− 2σφ+ σνDv − 2σνϕ
]
= f4

Therefore, the second and fourth equations can be written in terms of f1 and f3 as follows:
(5.7)
(µ+ σ)D2u− σDφ = ρf2 − σνD2f1 + σνDf3
σDu+ γD2φ− 2σφ = Jf4 − σνDf1 + 2σνf3
}
To prove the solvability of this system we take f1 =
∑∞
n=1 an sin(nx), f2 =
∑∞
n=1 bn sin(nx),
f3 =
∑∞
n=1 cn cos(nx) and f4 =
∑∞
n=1 dn cos(nx) and we want to show that it is possible to find
u =
∑∞
n=1 un sin(nx) and φ =
∑∞
n=1 φn cos(nx) such that
∑∞
n=1 n
2u2n < ∞ and
∑∞
n=1 φ
2
n < ∞.
From the hypotheses we know that
∑∞
n=1 n
2a2n < ∞,
∑∞
n=1 b
2
n < ∞,
∑∞
n=1 n
2c2n < ∞ and∑∞
n=1 d
2
n <∞.
Substituting the above expressions in system (5.7) and simplifying we get a linear system in the
unknowns un and φn for each n. We have used Mathematica to solve this system. The solution
is
un = −
ann
2σν
(
γn2 + σ
)
+ bnρ(γn
2 + 2σ)− cnγn3σν + dnJnσ
n2 (σ(2µ+ σ) + γn2(µ+ σ))
,
φn = −−anµn
2σν + bnρσ + cnnσν(2µ+ σ) + dnJn(µ+ σ)
n (σ(2µ+ σ) + γn2(µ+ σ))
.
Thus, it is clear that un and φn satisfy the desired conditions.
It is also clear from the calculations that
‖U‖H ≤ K‖F‖H,
where K is a constant independent of U . 
Lemma 5.2. Let A be the same matrix as in Lemma 5.1. Then condition (5.4) is satisfied.
Proof: We split the proof in three steps.
(i) Since 0 is in the resolvent of A, by the contraction mapping theorem, for any real λ
such that |λ| < ‖A−1‖−1, the operator iλI −A = A(iλA−1−I) is invertible. Moreover,
‖(iλI − A)−1‖ is a continuous function of λ in the interval (− ‖A−1‖−1, ‖A−1‖−1).
(ii) If sup{‖(iλI − A)−1‖, |λ| < ‖A−1‖−1} = M <∞, then, using the contraction theorem
again, the operator
iλI − A = (iλ0I − A)
(I + i(λ− λ0)(iλ0I − A)−1),
is invertible for |λ − λ0| < M−1. Hence, choosing λ0 close enough to ‖A−1‖−1, the set
{λ, |λ| < ‖A−1‖−1 + M−1} is contained in the resolvent of A and ‖(iλI − A)−1‖ is a
continuous function of λ in the interval
(− ‖A−1‖−1 −M−1, ‖A−1‖−1 +M−1).
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(iii) Suppose that the statement of this lemma is not true. Then, there exists a real number
σ 6= 0 with ‖A−1‖−1 ≤ |σ| <∞ satisfying that the set {iλ, |λ| < |σ|} is in the resolvent
of A and sup{‖(iλI − A)−1‖, |λ| < |σ|} = ∞. In this case, we can find a sequence of
real numbers, λn, with λn → σ, |λn| < |σ|, and a sequence of unit norm vectors in the
domain of A, Un = (un, vn, φn, ϕn), such that
‖(iλnI − A)Un‖ → 0.
Writing this condition term by term we get
(5.8) iλnun − vn → 0 in H1,
(5.9) iλnvn − 1
ρ
[
(µ+ σ)D2un + σνD
2vn − σDφn − σνDϕn
]→ 0 in L2,
(5.10) iλnφn − ϕn → 0 in H1,
(5.11) iλnϕn − 1
J
[
γD2φn + σDun − 2σφn + σνDvn − 2σνϕn
]→ 0 in L2,
Taking the inner product of (iλnI −A)Un times Un in H using (5.3) and selecting its
real part we obtain ‖Dvn‖2 → 0 and ‖ϕn‖2 → 0 in L2. Thus, we have also Dun → 0,
vn → 0 and, from (5.8) and (5.10), un → 0 and φn → 0.
It only remains to see that Dφn → 0. But, writing (5.11) again with the above
information, we get D2φn → 0.
This argument shows that Un can not be of unit norm, which finishes the proof of this
lemma. 
Lemma 5.3. Let A be the above defined matrix. Then condition (5.5) holds.
Proof: Suppose that the statement of the lemma is not true. Then, there is a sequence λn with
|λn| → ∞ and a sequence of unit norm vectors in the domain of A, Un = (un, vn, φn, ϕn), such
that conditions (5.8)–(5.11) hold. Again Dvn and ϕn tend to zero and then un → 0 and φn → 0
(in fact, λnun → 0 and λnφn → 0).
Taking the inner product of (5.11) times φn and using (5.10) we get
−‖ϕn‖2 + γ
J
‖Dφn‖2 → 0 in L2.
Once again, this proves that Un can not be of unit norm. 
Theorem 5.4. Let (u, φ) be a solution of the problem determined by (5.1), (3.2) and (3.3).
Then (u, φ) decays exponentially.
Proof: The proof is a direct consequence of Lemmas 5.2 and 5.3.
Remark 5.5. We can make an spectral study of system (5.1). As in the proof of Theorem
4.1, we obtain in this case a fourth degree polynomial q(x) which coefficients depend on the
parameters of the system. To be precise,
q(x) = Jρx4 + σν
(
Jn2 + 2ρ
)
x3 +
(
Jn2(µ+ σ) + n2(γρ+ σ2ν) + 2ρσ
)
x2+
n2σν
(
γn2 + 2(µ+ σ)
)
x+ n2
(
γn2(µ+ σ) + σ(2µ+ σ)
)(5.12)
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Figure 1. Root’s behavior of qP (x).
Giving particular values (that satisfy the constitutive conditions) to the parameters of system
(5.1) we get also a particular polynomial, qP (x). Take, for instance, ρ = J = γ = σ = µ = σν =
1. Then,
qP (x) = x
4 +
(
n2 + 2
)
x3 +
(
4n2 + 2
)
x2 +
(
n4 + 4n2
)
x+ 2n4 + 3n2.
Let us denote by αin for i = 1, 2, 3, 4 the roots of qP (x). It can be seen that two of them are
real, suppose for instance α1,n and α2,n and the other two are conjugate complex numbers. If
we take the limit when n tends to infinity, we obtain that limn→∞ α1n = −2, limn→∞ α2n = −∞
and limn→∞<α3n = limn→∞<α4n = −12 , limn→∞=α3n = ∞ and limn→∞=α4n = −∞ . This
fact leads us to think that the semigroup is not analytic.
In Figure 1 we have sketched some of the roots of qP (x) for different values of n: we have
computed 25 different polynomials beginning with n = 40000 and taking an step of 40000 up to
n = 1000000.
6. Non-localization of solutions
In this section, we will prove the non-localization of the solutions for the second and the third
cases, that is, when we assume only viscopolarity and when we assume viscoelasticity and
viscopolarity. If only viscoelasticity is assumed, the impossibility of localization of the solutions
still holds, and the proof is, mutatis mutandis, the same as the one we present for the third case.
(A) Second case: viscopolarity.
We consider system (4.1) with boundary conditions (3.2) and initial conditions (3.3). To prove
the impossibility of localization of the solutions, we recall that it is enough to show that, for
the backward in time version of the problem, the only solution for null initial data is the null
solution. The backward in time version of the system is
(6.1)
{
ρu¨ = (µ+ σ)uxx − σφx
Jφ¨ = γφxx + σux − 2σφ− γν φ˙xx
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First we look at the energy type functional
(6.2) E1(t) =
1
2
∫ pi
0
[
ρ|u˙|2 + J |φ˙|2 + (µ+ σ) |ux|2 − 2σuxφ+ 2σφ2 + γ|φx|2
]
dx
and we have
(6.3) E
′
1(t) = γν
∫ pi
0
|φ˙x|2dx.
Now, we define the following functional
(6.4) E2(t) =
1
2
∫ pi
0
[
ρ|u˙|2 + (µ+ σ) |ux|2 − J |φ˙|2 − 2σφ2 − γ|φx|2
]
dx.
Therefore,
(6.5) E
′
2(t) = −
∫ pi
0
[
σφxu˙+ σuxφ˙
]
dx−
∫ pi
0
γν |φ˙x|2dx.
From system (6.1), we obtain the following identities, for a fixed s ∈ (0, 2t):
(6.6)
[
ρu¨(s)− (µ+ σ)uxx(s) + σφx(s)
]
u˙(2t− s) = 0,
(6.7)
[
ρu¨(2t− s)− (µ+ σ)uxx(2t− s) + σφx(2t− s)
]
u˙(s) = 0,
(6.8)
[
Jφ¨(s)− γφxx(s)− σux(s) + 2σφ(s) + γν φ˙xx(s)
]
φ˙(2t− s) = 0
and
(6.9)
[
Jφ¨(2t− s)− γφxx(2t− s)− σux(2t− s) + 2σφ(2t− s) + γν φ˙xx(2t− s)
]
φ˙(s) = 0.
Considering the equality (6.6)−(6.7)+(6.8)−(6.9)= 0, integrating over [0, pi] × [0, t] and taking
into account the null data and the divergence theorem, we see that
(6.10) −
∫ pi
0
J |φ˙|2 dx =
∫ pi
0
[
ρ|u˙|2 − (µ+ σ)|ux|2 + 2σuxφ− 2σφ2 − γ|φx|2
]
dx.
We use (6.10) in the expression (6.4) and we obtain
(6.11) E2(t) =
∫ pi
0
[
ρ|u˙|2 + σuxφ− 2σφ2 − γ|φx|2
]
dx.
Clearly, there exists a positive constant C5 such that
(6.12) E
′
2(t) ≤ C5
∫ pi
0
[
|u˙|2 + |φ˙|2 + |φx|2 + |ux|2
]
dx− γν
∫ pi
0
|φ˙x|2dx.
We note that
(6.13)
∫ pi
0
Jφ¨φ dx =
∫ pi
0
J
d
dt
(φφ˙) dx−
∫ pi
0
J |φ˙|2 dx.
Therefore, ∫ pi
0
J
d
dt
(φφ˙) dx−
∫ pi
0
J |φ˙|2 dx =
−
∫ pi
0
γ|φx|2dx+
∫ pi
0
σuxφdx− 2σ
∫ pi
0
φ2 dx+
γν
2
∫ pi
0
d
dt
|φx|2dx.
(6.14)
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It follows that
(6.15)
d
dt
∫ pi
0
[γν
2
|φx|2 − Jφφ˙
]
dx =
∫ pi
0
[
γ|φx|2dx− σφux dx+ 2σφ2 − J |φ˙|2
]
dx.
Let us consider the functional
(6.16) E0(t) = εE1(t) + E2(t) + λE3(t),
where
(6.17) E3(t) =
∫ pi
0
[γν
2
|φx|2 − Jφφ˙
]
dx,
and ε is a positive real number as small as we want and λ is also a positive real number as large
as necessary. Direct calculations give
(6.18) E
′
3(t) =
∫ pi
0
[
γ|φx|2 + σφxu+ 2σφ2 − J |φ˙|2
]
dx.
Here, if λ is large enough and t is sufficiently small, there exists a positive constant C6 such that
(6.19) E0(t) ≥ C6
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx− λ
∫ pi
0
Jφφ˙ dx.
Let us consider the following function
(6.20) E(t) =
∫ t
0
E0(s) ds,
for t ≤ t0. Then,
(6.21) E(t) ≥ C6
∫ t
0
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds− λ
∫ t
0
∫ pi
0
Jφφ˙ dx ds.
Furthermore, from the Ho¨lder and Poincare´ inequalities, we get
−λ
∫ t
0
∫ pi
0
Jφφ˙ dx ds ≥ −λJ
(∫ t
0
∫ pi
0
|φ|2dx ds
)1/2(∫ t
0
∫ pi
0
|φ˙|2dx ds
)1/2
≥ −λJ 2t
pi
∫ t
0
∫ pi
0
|φ˙|2dx ds.
(6.22)
We note that, for fixed but large λ and small t, the integral of C6|φ˙|2 controls the integral of
−λJ 2t
pi
|φ˙|2. So, there exists a positive constant C7 such that
(6.23) E(t) ≥ C7
∫ t
0
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds,
for t sufficiently small. From the initial null conditions, we have
(6.24) E ′(t) =
∫ t
0
E
′
(s) ds.
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Thus, from (6.3), (6.12) and (6.18) we obtain
E ′(t) ≤εγν
∫ t
0
∫ pi
0
|φ˙x|2dx ds
+ C5
∫ t
0
∫ pi
0
[
|u˙|2 + |φ˙|2 + |φx|2 + |ux|2
]
dx ds− γν
∫ t
0
∫ pi
0
|φ˙x|2 dx ds
+ λ
∫ t
0
∫ pi
0
[
γ|φx|2 + σφxu+ 2σφ2
]
dx ds.
(6.25)
If ε < 1, the term εγν |φ˙x|2 is controlled by −γν |φ˙x|2. Then, it follows that
(6.26) E ′(t) ≤ K2
∫ t
0
∫ pi
0
[
|φ˙|2 + |u˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds,
for some K2 > 0. Therefore, there exists a positive constant M such that
(6.27) E ′(t) ≤ME(t).
Hence,
(6.28) E(t) ≤ E(0)eMt, t ≤ t0.
For null initial conditions, the estimate (6.28) gives E(t) ≤ 0, for t ≤ t0. We can repeat our
arguments for t0 ≤ t ≤ 2t0 and so on. From the definition of E(t) it follows that the solution is
identically null for all positive time and consequently the non-localization is proved.
(B) Third case: viscoelasticity and viscopolarity.
We consider system (5.1) with boundary conditions (3.2) and initial conditions (3.3). The
backward in time version of our system is
(6.29)
{
ρu¨ = (µ+ σ)uxx − σφx − σν u˙xx + σν φ˙x
Jφ¨ = γφxx + σux − 2σφ− σν u˙x + 2σν φ˙
First, we consider the energy function
(6.30) E1(t) =
1
2
∫ pi
0
[
ρ|u˙|2 + J |φ˙|2 + (µ+ σ) |ux|2 − 2σuxφ+ 2σφ2 + γ|φx|2
]
dx.
Direct computations give
(6.31) E′1(t) =
∫ pi
0
[
σν
(
|u˙x|2 − 2φ˙u˙x + |φ˙|2
)
+ σν |φ˙|2
]
dx.
It is clear that there exists a positive constant C1 such that
(6.32) E′1(t) ≤ C1
∫ pi
0
(
|u˙x|2 + |φ˙|2
)
dx.
Now we define another functional
(6.33) E2(t) =
1
2
∫ pi
0
[
J |φ˙|2 + 2σφ2 + γ|φx|2 − ρ|u˙|2 − (µ+ σ) |ux|2
]
dx.
Therefore,
(6.34) E′2(t) =
∫ pi
0
[
σuxφ˙+ 2σν |φ˙|2 − σφu˙x − σν |u˙x|2
]
dx.
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On the other hand, from system (6.29), we can establish the following identities for a fixed
s ∈ (0, 2t):
(6.35)
[
ρu¨(s)− (µ+ σ)uxx(s) + σφx(s) + σν u˙xx(s)− σν φ˙x(s)
]
u˙(2t− s) = 0,
[
ρu¨(2t− s)− (µ+ σ)uxx(2t− s) + σφx(2t− s) + σν u˙xx(2t− s)
−σν φ˙x(2t− s)
]
u˙(s) = 0,
(6.36)
(6.37)
[
Jφ¨(s)− γφxx(s)− σux(s) + 2σφ(s) + σν u˙x(s)− 2σν φ˙(s)
]
φ˙(2t− s) = 0
and [
Jφ¨(2t− s)− γφxx(2t− s)− σux(2t− s) + 2σφ(2t− s) + σν u˙x(2t− s)
−2σν φ˙(2t− s)
]
φ˙(s) = 0.
(6.38)
Considering the following equality (6.35)−(6.36)+(6.37)−(6.38)= 0, integrating over [0, pi]×[0, t]
and taking into account the null data and the divergence theorem, we obtain that
(6.39)
∫ pi
0
[
ρ|u˙|2 + J |φ˙|2
]
dx =
∫ pi
0
[
(µ+ σ)|ux|2 − 2σuxφ+ 2σφ2 + γ|φx|2
]
dx.
So,
(6.40) −
∫ pi
0
ρ|u˙|2dx =
∫ pi
0
[
J |φ˙|2 − (µ+ σ)|ux|2 + 2σuxφ− 2σφ2 − γ|φx|2
]
dx.
Now, if we introduce (6.40) into (6.33), we get
(6.41) E2(t) =
∫ pi
0
[
J |φ˙|2 + σuxφ− (µ+ σ) |ux|2
]
dx.
Clearly, from (6.34) and the A-G inequality, there exists a positive constant C2 such that
(6.42) E′2(t) ≤ C2
∫ pi
0
[
|ux|2 + |φ|2 + |φ˙|2
]
dx− σν
2
∫ pi
0
|u˙x|2 dx.
We note that
(6.43)
∫ pi
0
ρu¨u dx =
∫ pi
0
ρ
d
dt
(uu˙) dx−
∫ pi
0
ρ|u˙|2 dx.
We multiply the first equation of the system (6.29) by u and we take into account (6.43).
Therefore, we obtain∫ pi
0
ρ
d
dt
(uu˙) dx−
∫ pi
0
ρ|u˙|2dx =
−
∫ pi
0
(µ+ σ) |ux|2dx−
∫ pi
0
σφxu dx+
∫ pi
0
σν
2
d
dt
|ux|2dx−
∫ pi
0
σν φ˙ux dx.
(6.44)
And thus,
(6.45)
d
dt
∫ pi
0
[σν
2
|ux|2 − ρuu˙
]
dx =
∫ pi
0
[
(µ+ σ) |ux|2dx+ σφxu dx+ σν φ˙ux dx− ρ|u˙|2
]
dx.
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Let us consider the functional
(6.46) E0(t) = εE1(t) + E2(t) + λE3(t),
where
(6.47) E3(t) =
∫ pi
0
[σν
2
|ux|2 − ρuu˙
]
dx,
and, as in the previous case, ε > 0 is a positive real number as small as we want and λ is again
a positive real number as large as necessary. Easy computations give
(6.48) E′3(t) =
∫ pi
0
[
(µ+ σ) |ux|2 + σφxu+ σν φ˙ux − ρ|u˙|2
]
dx.
We note that, if λ is sufficiently large and t is small enough, there exists a positive constant C3
such that
(6.49) E0(t) ≥ C3
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx− λ
∫ pi
0
ρuu˙ dx.
Now we consider the following function
(6.50) E(t) =
∫ t
0
E0(s) ds,
for t ≤ t0. Therefore,
(6.51) E(t) ≥ C3
∫ t
0
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds− λ
∫ t
0
∫ pi
0
ρuu˙ dx ds.
On the other hand, from the Ho¨lder and Poincare´ inequalities, we get
−λ
∫ t
0
∫ pi
0
ρuu˙ dx ds ≥ −λρ
(∫ t
0
∫ pi
0
|u|2dx ds
)1/2(∫ t
0
∫ pi
0
|u˙|2dx ds
)1/2
≥ −λρ 2t
pi
∫ t
0
∫ pi
0
|u˙|2dx ds.
(6.52)
It is worth noting that, for fixed but large λ and small t, the integral of C3|u˙|2 controls the
integral of −λρ 2t
pi
|u˙|2. So, there exists a positive constant C4 such that
(6.53) E(t) ≥ C4
∫ t
0
∫ pi
0
[
|u˙|2 + |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds,
for t sufficiently small. Moreover,
(6.54) E ′(t) =
∫ t
0
E′(s) ds,
because the initial conditions are null. Hence, from (6.32), (6.42) and (6.48) we obtain
E ′(t) ≤εC1
∫ t
0
∫ pi
0
(
|u˙x|2 + |φ˙|2
)
dx ds
+ C2
∫ t
0
∫ pi
0
[
|ux|2 + |φ|2 + |φ˙|2
]
dx ds− σν
2
∫ t
0
∫ pi
0
|u˙x|2 dx ds
+ λ
∫ t
0
∫ pi
0
[
(µ+ σ) |ux|2 + σφxu+ σν φ˙ux
]
dx ds.
(6.55)
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We choose ε sufficiently small so that εC1 <
σν
2
in order to control the integral of εC1|u˙x|2 by
the integral of
−σν
2
|u˙x|2. Then, it follows that
(6.56) E ′(t) ≤ K1
∫ t
0
∫ pi
0
[
|u˙|+ |φ˙|2 + |ux|2 + |φ|2 + |φx|2
]
dx ds,
for some K1 > 0. Thus, there exists a positive constant K such that
(6.57) E ′(t) ≤ KE(t)
and the result follows.
It is worth noting that the impossibility of localization of the solutions for the first case (vis-
coelasticity) can be proved in a similar way.
7. Conclusions
We analyzed isotropic micropolar viscoelastic materials whose points are allowed to rotate in
one direction (the one-dimensional case). We consider three different dissipation mechanisms:
(1) First we introduce only viscoelasticity (viscosity effects at the macrostructure of the
material) and we see that the resulting mathematical system is a particular case of a
previously studied system and whose solutions decay in a slow way with respect to the
time. In fact, it can be seen that a polynomial rate of decay can be found for them.
(2) Second we introduce only viscopolarity (viscosity effects at the microstructure of the
material) and we prove that the solutions of the resulting system decay also in a slow
way and following a polynomial rate.
(3) Third we introduce viscoelasticity and also viscopolarity (viscosity effects in both struc-
tures of the material) and we prove that, therefore, the solutions of the resulting system
decay exponentially, that is, they are exponentially stable.
In all three cases, the impossibility of localization of solutions is given. To prove the exponential
decay we have used semigroup arguments and to show the polynomial rate of decay we have
used energy methods.
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