Here we present a new ray-tracing system for fast and accurate computation of P-wave traveltimes over heterogeneous, weakly orthorhombic velocity models in which the orientations of the symmetry planes are allowed to smoothly vary in space. We examine the more involved terms of the ray-tracing equations, unraveling their physical meaning and showing how to easily evaluate them. We also demonstrate the accuracy of the proposed ray-tracer by numerical experiments on strongly anisotropic tilted orthorhombic models, while also assessing the relative contributions of those terms accounting for ray-bending caused by the spatial variation of symmetry-plane orientations.
INTRODUCTION
Despite the number of ray-tracing systems for orthorhombic velocity models already described in the literature, there are still issues that remain to be addressed. Among these, are, first, how to account for the spatial variation of orientation of symmetry planes throughout a tilted orthorhombic velocity model and, second, how to do it efficiently when dealing with P-wave reflection seismic data.
Our solution, a new P-wave kinematic ray-tracing system for heterogeneous tilted orthorhombic (TORT) models, tackles both of these questions. It is both a combination and an adaptation of two previously published ray-tracing systems (Psencik and Farra, 2005; Iversen and Psencik, 2007) , which offers fast and reliable computations for models in which both elastic parameters and orientations of the symmetry planes may freely vary in space. Such characteristics can be used to tackle velocity models with complex 3D structures and spatially variable fracture set orientations, for instance.
In what follows, we give a brief description of the implemented ray-tracing equations and expand on the derivations of Psencik (2007, 2008) . In particular, we show a new and efficient way to compute the terms needed to correctly account for the spatial variations of the symmetry planes of velocity models with TORT symmetry. We also show how our approach differs from those in the literature and finish with numerical results that validate traveltimes obtained from the proposed ray-tracing system.
THE RAY TRACING SYSTEM
Ray tracing in generally anisotropic heterogeneous elastic medium is governed by a system of differential equations that depend on position and slowness vector :
where ( ) is the group velocity vector and ( ) is the vector that describes the change of slowness along the ray (above, is traveltime) 1 . The superscript ( ) emphasizes that these vectors are given in components measured in a Cartesian coordinate system that describes position in the computational grid.
If the orientations of the symmetry planes of the anisotropic medium are allowed to smoothly vary in space, then there are two ways to incorporate that effect into the ray-tracing computations. One way is to rotate the elastic tensors themselves at each point in the model, either on-the-fly or prior to ray tracing (e.g., Cheng et al., 2012) . Both are expensive propositions, however, since the former requires rotations of 4 th -order elastic tensors, while the latter, the pre-allocation of 21 different grids of elastic constants. In addition, both have to deal with hundreds of terms to compute both ( ) and ( ) .
The second and cheaper alternative is to do the opposite, i.e., to embed the rotations into the ray-tracing equations, such that slowness and group velocity vectors are rotated into the natural, local reference frames of the elastic tensors with orthorhombic symmetry. In fact, since the complete elastic tensor is never known in most applications anyway, avoiding tensor rotations prevents unreliable shear-wave information from spoiling Pwave velocities, thus preserving the symmetry of the problem and preventing additional modeling errors. This idea of adapting the ray-tracing equations has been used by Han and Xu (2012) , Iversen and Psencik (2007) and Masmoudi and Psencik (2014) and we happily oblige to it. Using the chain-rule for derivatives and following Iversen and Psencik (2007) , one may rewrite the ray-tracing equations 1 as:
Above and throughout, summation convention of repeated indexes apply; the superscript ( ) and the Greek subscripts denote vector components given relative to a local, generally rotated, basis vectors ( ∕ ), which are the directions of the symmetry axes of the TORT medium; = ∕ are the transformation relations from these local rotated basis vectors to the computational (global) grid coordinates ( 1 , 2 , 3 ). In this context, are orthonormal rotation matrices.
While equation 2 is straightforward, equation 3 is more intricate, because it is the covariant derivative of the slowness vector in relation to traveltime along the ray. The first term in the rhs of equation 3 can be shown to be equal to (Iversen and Psencik, 2008) : where the density-normalized elastic tensor ( ) and the slowness and the normalized displacement vectors, ( ) and ( ) , are written in terms of local rotated basis vectors. Thus the spatial derivatives of elastic tensor are taken in the direction of coordinates of the global computational grid, but using tensor components specified in the local rotated frame. The second term in equation 3 is the extra correction needed to account for the spatial changes in the orientations of the symmetry planes, a correction missing in both ray-tracing systems found in Han and Xu (2012) and in Li et al. (2012) .
To efficiently evaluate ( ) and ( ) , found in equations 2 and 4, we use an adaptation of the first-order ray-tracing (FORT) system of Psencik and Farra (2005) . This system assumes that anisotropy is weak, thus allowing one to write first-order approximations to phase velocities and to the vectors ( ) and ( ) , as functions of one reference P-wave phase velocity, ( ) ( ), and 5 anisotropic parameters:
Here ( ) ( ) is chosen as the P-wave phase velocity along the vertical symmetry axis of the orthorhombic symmetry medium and not as a constant reference velocity as is done in Psencik and Farra (2005) or in Masmoudi and Psencik (2014) . This is a small difference, but with key advantages. Not only does it obviate a sixth anisotropic parameter (namely, ), but it also eliminates the inconvenient lumping of velocity heterogeneity and anisotropy into and parameters. Hence our ray-tracing system precludes the search for a "good" constant velocity that will render the anisotropic parameters sufficiently small in the whole grid, an error-prone approach in complex velocity models. In addition, using P-wave phase velocity along the vertical symmetry axis also makes it easier to integrate the proposed ray-tracing system into pre-existing ray-tracing software or model-building workflows, given that our system of equations reduces to an exact isotropic ray tracer if the anisotropic parameters are set to zero, which is not the case for either Psencik and Farra (2005) or Masmoudi and Psencik (2014) .
One important caveat of the anisotropic parameters used here is that they are slightly different from Tsvankin's parameters (Tsvankin, 1997) , which are more widely used. To clarify this issue, Table 1 shows the equivalence between the two sets of anisotropy parameters, when anisotropy is weak.
To simplify the ray-tracing equations, we use the additional following parameters:
Similarly to their Tsvankin's counterparts, these parameters also control the deviation of the slowness surface from being a perfect ellipsoid in 3D space.
Having made these considerations, below we present our version of the FORT equations for media with orthorhombic symmetry. The group velocity vector components are computed as follows: 
To remedy some of the clutter, we do not display superscripts ( ) on equations 6-9 for , or the anisotropy parameters, but it is understood that these model parameters are all read at grid position ( 1 , 2 , 3 ), but evaluated in the local, rotated, coordinate system ( 1 , 2 , 3 ).
Equation 9
is also slightly different from the one published by Psencik and Farra (2005) , because of our aforementioned choice of ( ) . Specifically, our extra term ln ∕ is similar to an isotropic component that accounts for the bulk of the velocity heterogeneity in the model. Hence, if anisotropy parameters are set to zero, becomes the model's isotropic P-wave velocity.
An expression for the P-wave phase velocity is also necessary to compute the initial slowness vector originating from a source at grid location : 
where = ∕ √ is the slowness unit vector, which, like all other quantities in equation 10, are given in relation to the local rotated basis vectors. Finally, expression 10 may also be used to quickly compute second-order corrections to FORT traveltimes, in combination with the anisotropy parameters (for details, see Psencik and Farra, 2005) .
THE CORRECTION TO ( )
Here we focus on the second term found in the rhs of equation 3 to gain insight into and to write shorter analytic expressions for it. After introducing the matrix = ∕ , which quantifies the spatial change in the three angles parameterizing the rotation matrices , we rewrite that second term as
To transition between equations 11 and 12 note that the quantities , irrespective of , are always antisymmetric in their non-contracted indices ( and in equation 11), a consequence of −1 = . As a result, for each rotation angle, , reduces to the matrix representation of the crossproduct operator with a given vector . Collecting all such different vectors, one for each , into the columns of a matrix Ω and writing the cross-products using the alternating tensor (not to be confused with any of the anisotropy parameters), one arrives at equation 12. Algebraically, one has a triple dot product among the slowness, group-velocity vectors and each of the columns of Ω . Physically, Ω provides the rotation axis and the rate by which the slowness vector has to be rotated to compute its variation along the ray, scaled by the group velocity. Ultimately we may rewrite equation 12 as :
which not only supplies a simple computation algorithm, but also splits the correction into two components: one that depends on geometry (i.e., on ), and another that depends on the anisotropy of the velocity model (i.e., on the cross product between group velocity and slowness vectors).
Since the matrices ( ) are model inputs, one only needs a fast way to assemble the matrix . Defining matrices ( ) at each grid point in terms of three independent rotations around rotation axeŝ ,̂ and̂ as
then the matrix Ω may be obtained using the chain rule applied to . A faster way to write for any rotation matrix , however, is to recognize that the Euler angle differentials ∕ are small rotations carried out around the successive rotation axes contained in , thus:
wherê is the -th column of the 3 × 3 identity matrix.
To get even faster computations, one may derive analytic expressions for the correction term ( ), by specifying the rotation sequence for matrix . For example, if we define as follows:
-where and define the azimuth and dip of the vertical symmetry axis of the TORT medium, whereas is the azimuth of the medium's [ ] symmetry plane -, then such an ZYZrotation sequence leads to
After inputing the above result into equation 13, we arrive at an analytical expression that optimizes the computation of the required correction to the ray-tracing equations in TORT media, tailored for ZYZ rotation sequences: 
NUMERICAL TESTS
We examine results obtained from traveltime computations on TORT models that validate our ray-tracing equations and help us understand and quantify the effects of the additional correction corr . The models used are based on rotated versions of the strongly anisotropic orthorhombic model of Psencik and Farra (2005) , specified by = 2.437 km/s, = 0.26, = 0.33, = −0.082, = 0.077 and = 0.34.
In the first numerical experiment, we tilt this model by constant angles = ∕4, = ∕4 and = − ∕6, and compute one-way traveltimes from one shot location to the end of the computational grid (with dimensions of 5 km by 10 km by 3 km in the x-, y-and z-directions, respectively) for incidence angles between 0 to 90 degrees and azimuths between 0 to 360 degrees. The errors relative to exact traveltimes-computed with rotated elastic tensor and exact ray-tracing equations-show that FORT traveltimes are always overestimated, and in the range of 0.0 to 1.75% (see Figure 1) ; with second-order corrections applied along the FORT rays, traveltime errors reduce to within -0.6 to 0.1% of exact traveltimes.
In the second numerical experiment, we use the same set-up, except that = = 0, while increases linearly from 0 to 45 degrees, from top to bottom of the model. We then computed traveltimes (with second-order corrections) for rays with and without corr to gauge its effect; exact traveltimes were in turn calculated with ANRAY ray-tracer (Gajewski and Psencik, 1990) , using the rotated versions of the elastic tensor. Figures 2  and 3 show that traveltime errors computed from rays with and without corr have about the same magnitude, but occur at different azimuths, with corr affording slightly smaller errors, mostly within ±1% of exact traveltimes. As depth increases and errors accumulate, however, it becomes clearer that corr provides the extra bending to the rays necessary to improve the match between the exact and approximated wavefronts (see Figure 4) . The traveltimes errors observed for this second experiment are similar to those reported by Iversen and Psencik (2008) for an analogous test, in which, however, the traveltimes had been obtained from exact ray-tracing equations. Thus the increase in error relative to the first experiment should be credited to non-linear terms not captured by the rotation corrections used, not to the approximate FORT equations used to estimate ( ) and ( ) .
CONCLUSIONS
We present a new kinematic P-wave ray-tracing system for heterogeneous and weakly orthorhombic velocity models in which orientations of symmetry planes are allowed to smoothly vary. The system combines minimal parametrization of the velocity model (using six elastic parameters and 3 Euler angles) with first-order approximations to the derivatives used to compute the rays. As a result, we obtain a flexible ray-tracer that not only produces fast and accurate traveltimes, but that is simple and easy to incorporate to pre-existing systems and workflows. We also delve into the more involved correction term corr and show how to reduce its computational cost to the evaluation of simple analytic equations. We further demonstrate the accuracy of the proposed ray-tracing system through numerical experiments that reproduce the range of errors reported by Psencik and Farra (2005) for the FORT system and by Iversen and Psencik (2007) for their local-basis system. Our experiments also help us to understand that corr correction is second-order relative to the changes in ray direction provided by equation 2. Nevertheless, they are still worth calculating, given that it is both theoretically sound and cheap to do so.
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