ABSTRACT. We compute the Selberg trace formula for Hecke operators (also called the trace formula for modular correspondences) in the context of cocompact Kleinian groups with finite-dimentional unitary representations. We give some applications to the distribution of Hecke eigenvalues, and give an analogue of Huber's theorem.
weight k ≥ 0 forms. Akiyama and Tanigawa [AT90] proved the Selberg trace formula for modular correspondences for cofinite Fuchsian groups and gave explicit evaluations of the trace formula for the case of the congruence group Γ 0 (p) (p prime). Hoffmann ([Hof94, Hof88] ) approached the trace formula for Hecke operator, from the representation-theoretic point of view.
Strömbergsson ([Str98] ) gave a very detailed derivation of the Selberg trace formula for modular correspondences in the context of weight-zero forms (functions) and trivial unitary representations on cofinite Fuchsian groups. He also gave explicit formulas for the case of Γ = Γ 0 (N ) (N is squarefree).
In this work, we derive the Selberg trace formula for Hecke operators for cocompact Kleinian groups with finite-dimensional unitary representations. In order for the formula to apply, the cocompact group Γ needs to have its commensurator Comm(Γ) (in PSL(2, C)) strictly larger than itself. For each α ∈ Comm(Γ)\Γ, we obtain a Hecke operator M. When Γ is arithmetic, [Comm(Γ) : Γ] = ∞; in fact Comm(Γ) is a dense subgroup of PSL(2, C) ([MR03, p. 271, Exer. 8.4.5]).
Main results.
In this section we state our main results, and briefly describe the notation and preliminary material needed to state them (for more details see §2).
Let Γ < PSL(2, C) be a cocompact Kleinian group acting on hyperbolic three-space H 3 . Let V be a finite-dimensional complex inner product space with inner-product , V , and let Rep(Γ, V ) denote the set of finite-dimensional unitary representations of Γ in V. Let F ⊂ Γ be a (compact) fundamental domain for the action of Γ in H 3 .
Let χ ∈ Rep(Γ, V ). The Hilbert space of χ−automorphic functions is the set of measurable functions H(Γ, χ) ≡ {f : H 3 → V | f (γP ) = χ(γ)f (P ) ∀γ ∈ Γ, P ∈ H 3 , and f, f ≡ F f (P ), f (P ) V dv(P ) < ∞}.
Finally, let ∆ = ∆(Γ, χ) be the corresponding positive self-adjoint Laplace-Beltrami operator on H(Γ, χ) .
The commensurator subgroup Comm(Γ) is the set of all α ∈ PSL(2, C) such that both [Γ : Γ ∩ α −1 Γα] < ∞ and [α −1 Γα : Γ ∩ α −1 Γα] < ∞.
Throughout this paper we will consider elements α ∈ Comm(Γ) that satisfy:
(1) the element α ∈ Comm(Γ) \ Γ; (2) the unitary representation χ ∈ Rep(Γ, V ) has a single-valued extension from Γ to the set ΓαΓ, and satisfies the following properties: (a) χ(g 1 αg 2 ) = χ(g 1 )χ(α)χ(g 2 ) for g 1 , g 2 ∈ Γ; (b) χ(α) is an invertible linear map on the inner product space V.
Associated to the element α is the Hecke operator M : H(Γ, χ) → H(Γ, χ) . The Hecke operator commutes with ∆ .
Let D be an indexing set for the set of eigenvalues of ∆ . For each eigenvalue λ = λ m (m ∈ D), let A λ ≡ A(λ, Γ, χ) denote the subspace of H(Γ, χ) spanned by {λ m | λ m = λ}. The subspaces A λ are invariant under M. Let λ m1 . . . λ m k λ generate A λ (λ has multiplicity k λ ). Since A λ is invariant under M, the eigenvalues of M| A λ can be listed as ω m1 . . . ω m k λ . Decomposing H(Γ, χ) into invariant subspaces A λ , for each m ∈ D, we pair λ m and ω m .
We next state our main result, the Selberg trace formula for Hecke operators. The various notations are described very briefly following the theorem; for more details see §3.
Our main result is the following:
Theorem. (Selberg trace formula) Let Γ be a cocompact Kleinian group. Let α ∈ Comm(Γ) \ Γ, and let χ be a representation satisfying Assumption 2.1. Let h be a holomorphic function on {s ∈ C | | Im(s)| < 2+δ} for some δ > 0, satisfying h(1 + z 2 ) = O(1 + |z| 2 ) 3/2−ǫ ) as |z| → ∞, and let
Here, {λ m } m∈D are the eigenvalues of ∆ counted with multiplicity, and ω m are the eigenvalues of M (the Hecke operator associated to α) with the convention of Equation 2.6. The summation with respect to {R} ell extends over the finitely many Γ−conjugacy classes of elliptic elements R ∈ Γα −1 Γ, and for such a class, N (T 0 ) is the minimal norm of a hyperbolic or loxodromic element of the centralizer C(R) ⊂ Γ; E(R) is the maximal finite subgroup contained in C(R) (see Lemma 3.5 for more details). The summation with respect to {T } lox extends over the Γ−conjugacy classes of hyperbolic or loxodromic elements of Γα −1 Γ, T 0 denotes a primitive hyperbolic or loxodromic element of minimal norm in 5 C(T ) ⊂ Γ; the element T is conjugate in PSL(2, C) to the transformation described by the diagonal matrix with diagonal entries a(T ), a(T ) −1 with |a(T )| > 1, and
is the finite cyclic elliptic subgroup of C(T ) (see Lemma 3.3 for more details). The sum over elliptic elements is finite, and all other sums converge absolutely.
Please keep in mind that the conjugacy classes {R} ell and {T } lox , the operator M, and the eigenvalues ω m all depend on α ∈ Comm(Γ) \ Γ.
Our first application of the trace formula is to study the distribution of the Hecke eigenvalues.
Define the elliptic number of Γ with respect to α, E α , by the finite sum
Here the sum is over elliptic conjugacy classes of the set Γα −1 Γ, where conjugacy is defined with respect to the group Γ. The notations above are defined in §3.5.
We have
Theorem. Let Γ be a cocompact Kleinian group with α ∈ Comm(Γ) \ Γ. Then
5 Note that there is no clear relationship between T ∈ Γα −1 Γ and T 0 ∈ Γ. Following [EGM98] , we define the length spectrum of Γα
In the two-dimensional case the length spectrum simply comprises the lengths of closed geodesics. Here we really need the complex lengths a(T ) and the order of the elliptic, finite subgroup of C(T ), |E(T )| .
We define the eigenvalue spectra of ∆ and M (M is defined from α ∈ Comm(Γ) \ Γ) by
Here the symbol D * means that we do not count with multiplicity, and ω(λ) is the trace of M on the invariant subspace generated by all eigenfunctions (of ∆) with eigenvalue λ. 
By applying the above Theorem to the case of a single fixed group with two different elements α, α ′ ∈ Comm(Γ) \ Γ, we obtain:
PRELIMINARIES
In this section we review the basic notions needed to evaluate the Selberg trace formula for modular correspondences. See [Hej76, Chapter 5] for the analogous Fuchsian case 7 .
2.1. Cocompact Kleinian groups. Let Γ < PSL(2, C) be a cocompact Kleinian group acting on hyperbolic three-space H 3 . Let V be a finite-dimensional complex inner product space with innerproduct , V , and let Rep(Γ, V ) denote the set of finite-dimensional unitary representations of Γ in V. Let F ⊂ Γ be a (compact) fundamental domain for the action of Γ in H 3 .
Let χ ∈ Rep(Γ, V ). The Hilbert space of χ−automorphic functions is the set of measurable functions
Hecke operators. In this section we define the Hecke operators (or modular correspondences).
For more details see [Hej76, Chap. 5] for the cocompact Fuchsian case, [Str98] for the cofinite Fuchsian case.
Let Γ be a cocompact Kleinian group. The commensurator subgroup Comm(Γ) is the set of all α ∈ PSL(2, C) such that both [Γ :
However, in order to define non-trivial Hecke operators, we will need to start with an element α ∈ Comm(Γ) that lies outside of Γ. We will also need the unitary representation χ to extend from Γ to the set ΓαΓ. More precisely:
Assumption 2.1. Throughout this paper we assume:
(2) The unitary representation χ ∈ Rep(Γ, V ) has a single-valued extension from Γ to the set ΓαΓ, and satisfies the following properties: 
7 There is much overlap between the Fuchsian case and our case, the Kleinian case. We will often cite the Fuchsian case, as a reference when proofs in the two cases are identical.
Let the symbol denote disjoint union. Then
The operator M does not depend on the above choice of coset representatives, and it is a bounded linear operator on
The adjoint of M can be constructed as follows: Since α ∈ Comm(Γ), and Comm(Γ) is a group; α −1 also satisfies Assumption 2.1. As before, we can write
Γβ i .
It follows that
e = d ([Hej76, p. 469]). Define M * : H(Γ, χ) → H(Γ, χ) by (M * f )(z) = d i=1 χ(β −1 k )f (β k P ). For every f, g ∈ H(Γ, χ) we have ([Hej76, p. 470]) Mf, g = f, M * g .
Interplay between ∆ and M. For
It follows that δ(P, P ′ ) = cosh(d(P, P ′ )), where d denotes the hyperbolic distance in H 3 . Next, for k ∈ S([1, ∞)) a Schwartz-class function, define the point-pair invariant K(P, Q) ≡ k(δ(P, Q)). Note that for all γ ∈ PSL(2, C) we have K(γP, γQ) = K(P, Q). Define the Poincaré series
The series above converges absolutely and uniformly on compact subsets of H 3 × H 3 , and is the kernel of a bounded operator K : H(Γ, χ) → H(Γ, χ) . The Selberg theory allows us to diagonalize K with respect to a basis of eigenfunctions of ∆ .
We first need the following spectral expansion: Each f ∈ H(Γ, χ) has an expansion of the form
Here the sum converges in the Hilbert space H(Γ, χ), and D is an indexing set of the eigenfunctions e m of ∆ with corresponding eigenvalues λ m .
Now, let h be the Selberg-Harish-Chandra transform of k; explicitly, for λ = 1 − s 2 ∈ C,
and let g be the Fourier transform of h :
For v, w ∈ V let v ⊗ w be a linear operator in V defined by v ⊗ w(x) =< x, w > v. An immediate application of the spectral expansion (2.2) and the Selberg-Harish-Chandra transform (2.3) gives us (see [Fri05a, Fri05b] 
The sum converges absolutely and uniformly on compact subsets of
Since the Laplace operator ∆ commutes with the action of PSL(2, C) on H 3 , it follows that ∆ commutes with M. From Selberg's original ideas ( [Sel56] ), the operator K = h(∆), and thus M must also commute with K. A direct proof of this fact is given in [Hej76, p. 473]:
Lemma 2.3. Let K be the linear operator defined from the kernel function
Since ∆ commutes with M, it follows that the subspaces A λ are invariant under M. Let m 1 . . . m k λ ∈ D generate A λ (λ has multiplicity k λ ). Since A λ is invariant under M, the eigenvalues of M| A λ can be listed as ω m1 . . . ω m k λ . Next, we define
Decomposing H(Γ, χ) into invariant subspaces A λ , for each m ∈ D we pair λ m and ω m . Since M is a bounded operator, we conclude that the ω m (m ∈ D) are uniformly bounded.
THE SELBERG TRACE FORMULA FOR HECKE OPERATORS
The standard Selberg trace formula is an explicit evaluation of both the integral and spectral of the operator K. In our case of interest we evaluate the trace of KM.
3.1. The kernel of operator KM. The first step is to construct a Poincaré series for the kernel of KM.
For all f ∈ H(Γ, χ), by Lemma 2.3, and by definition,
Here M P K Γ (P, Q) is the action of M, treating K Γ (P, Q) as a function of P. Set (3.1)
Lemma 3.1. For all f ∈ H(Γ, χ),
Upon applying M to (2.5), we obtain
The Selberg trace formula will result from a careful evaluation of
3.2. Spectral trace. Since K M (P, Q) is a continuous function on the compact set F ×F, the integral
converges absolutely. Since M is bounded, the derivation of the standard Selberg trace formula for cofinite Kleinian groups [EGM98, §6.5] implies that
3.3. Integral trace. Selberg's clever method of evaluating the integral (3.3) entails decomposing the Poincaré series K M (P, Q) into conjugacy classes of various types of isometries (the types being: elliptic, parabolic, hyperbolic, . . . ). A similar method works here, though conjugacy classes must be defined in the context of the set Γα −1 Γ. One also must deal with centralizer subgroups of various isometries, which lead to complications not found in the standard Selberg trace formula derivations.
and set
It now follows ([Hej76, pp. 480-482]) that
Here the sum is over all conjugacy classes of Γα −1 Γ with respect to Γ; F (C(T )) is a fundamental domain for the subgroup C(T ).
Since the integral in (3.4) is invariant when T is conjugated within PSL(2, C), it suffices to choose a conjugate of T which has the simplest form to allow one to explicitly evaluate the following integral: For T ∈ Γα −1 Γ set (3.5)
There are four cases to consider:
(1) T = id (this case does not occur by Assumption 2.1) (2) T is loxodromic (3) T is elliptic (4) T is parabolic.
In fact, we must first compute the structure of each centralizer subgroup C(T ).
See [EGM98, chap. 1] for details on the action of PSL(2, C) on H 3 , and for the definitions of loxodromic, parabolic, . . .
Loxodromic case. Suppose that T ∈ Γα
−1 Γ is loxodromic. We can then assume (replacing T by its unique conjugate within PSL(2, C)) that T has the form
such that a(T ) ∈ C has |a(T )| > 1. Let N (T ) denote the norm of T, defined by
The element T fixes two points: 0 and j∞ ∈ C. It follows from elementary calculations that any σ ∈ C(T ) ⊂ Γ must be of the form
Since Γ is discrete and cocompact, it follows ([EGM98, chap. 5]) that C(T ) has at least one element of minimal norm. Choose one, say T 0 . The other minimal norm elements are obtained by multiplying by the elliptic elements of the finite cyclic elliptic subgroup E(T ) of order m(T ), generated by an element E T0 . We now have
, where here ζ(T 0 ) is a primitive 2m(T )-th root of unity.
Note that (by definition) if T / ∈ Γ, T / ∈ C(T ). It seems conceivable then that C(T ) could be a finite group. However, in the next lemma we will show that N (T 0 ) > 1 which implies that C(T ) contains an infinite cyclic loxodromic subgroup 9 .
Lemma 3.2. Let
Proof. Let k ∈ S[1, ∞) be a smooth, positive bump function with k ≡ 1 on [1, 2], (zero everywhere else) and let χ be the trivial representation. The right-hand side of (3.3) converges absolutely, and by positivity the left side does, too. Hence (3.4) and (3.5) imply that (3.7)
. R(ϕ) is a rotation on H 3 that fixes 0, ∞j ∈ C. For z + rj ∈ H 3 , R(ϕ)(z + rj) = e iϕ z + rj.
Next, suppose there are not loxodromic elements in C(T ), that is, that C(T ) = R(ϕ) , where ϕ ≡ 2π m , and m = |R(ϕ)| = |C(T )|. A fundamental domain for C(T ) is given by (see [EGM98, p. 193])
We claim that (3.8)
To see this, first note that using (3.6) and (2.1), we can simplify K(P, T P ). We obtain
Applying the elementary substitution x → rx, y → ry; the integral becomes
Here z(F 1 ) is the standard projection of F 1 ⊂ H 3 onto C. Hence C(T ) must contain at least one loxodromic element, and since Γ is discrete, C(T ) must contain a minimally normed element.
An element R in Γ is called primitive if there does not exist S ∈ Γ with S m = R for some positive integer m. Since the T 0 from Lemma 3.2 has minimal norm in C(T ), it is necessarily primitive. Now that we see that the structure of C(T ) is identical to the case where T ∈ Γ ([EGM98, p. 193]), hence we can evaluate the integral (3.5), obtaining: Lemma 3.3. Let T ∈ Comm(Γ) be loxodromic (hyperbolic elements are considered loxodromic). Let
with T 0 loxodromic 10 and primitive, and E(T ) a finite cyclic subgroup of elliptic elements. Then
Here, g comes from (2.4) and (2.3).
3.5. Elliptic case. Suppose that R ∈ Γα −1 Γ is elliptic. We can then assume (replacing R by its unique conjugate within PSL(2, C)) that R has the form
An elementary calculation shows that
commutes with R(ϕ) iff one of the two conditions are satisfied:
(1) b = c = 0 (2) exp iϕ 2 = ±i and a = d = 0.
In both cases, a similar argument to Lemma 3.2 (see [EGM98, ) shows that C(R) contains loxodromic elements. In particular C(R) contains a loxodromic element of minimal norm T 0 . Following [EGM98, and generalizing to R ∈ Comm(Γ) we have ([EGM98, Thm.
5.2.1]) 11
Lemma 3.4. Let R ∈ Comm(Γ) be elliptic. Then there exists a primitive elliptic element R 0 ∈ C(R) ⊂ Γ (it is possible that R 0 = id), an element T 0 ∈ C(R) loxodromic, of minimal norm in C(R) so that one of the following cases holds:
(1) Either all the elliptic elements of C(R) are contained in E(R) ≡ R 0 , and
10 Note that there is no clear relationship between T and T 0 other than the fact that they have the same fixed points and commute. It seems reasonable to conjecture that T = T k/n 0 for k, n ∈ N. 11 We modified their hypothesis to allow R to be in Comm(Γ) instead of in Γ. We are justified by the proof of Lemma 3.2.
(2) Or R is elliptic of order 2, and there exists an elliptic element S ∈ C(R) so that
See [EGM98, for more details.
Now that we see that the structure of C(T ) is identical to the case where T ∈ Γ ([EGM98, p. 193]), we can evaluate the integral (3.5), obtaining:
Lemma 3.5. Let R ∈ Comm(Γ) be elliptic. Let
as in Lemma 3.4. Then
We will also need the following:
Lemma 3.6. Let R ∈ Comm(Γ) be elliptic. Then there are only finitely many elliptic conjugacy classes of Γα −1 Γ, where conjugacy is defined with respect to Γ.
Proof. Let k ∈ S[1, ∞) be non-negative and let χ be the trivial representation. By (3.4) and (3.3),
Hence by Lemma 3.5,
Now, since N (T 0 ) ≥ δ > 1 (independent of T 0 ) and since −2 < tr(R) < 2, in order for there to be infinitely many conjugacy classes, it is necessary for |E(R)| to be unbounded as R goes through all conjugacy classes. But by Lemma 3.4 that would imply the order of each R 0 is unbounded; a contradiction since cofinite Kleinian groups have only finitely many conjugacy classes of elliptic elements (and two elements in the same conjugacy class have the same order; see [EGM98] ).
3.6. Parabolic case. Suppose that T ∈ Comm(Γ) is parabolic. We will soon see that this case can not occur when Γ is assumed to be cocompact. That is: Comm(Γ) contains no parabolic elements when Γ is cocompact. To see this, suppose that T is already conjugated into the simple form
Then, an elementary calculation shows that
commutes with T iff c = 0 and a = d = ±1. By definition, S must be parabolic (or the identity). But, since Γ is cocompact, it contains no parabolic elements. So C(T ) = id. An argument similar to Lemma 3.2 shows that this can not happen. Hence there are no parabolic elements in Comm(Γ)\Γ.
3.7. The Selberg trace formula. By putting together (3.4), Lemma 3.3, Lemma 3.5, Assumption 2.1, and the results of §3.6; and by applying standard approximation techniques in order to allow more general growth conditions on the function k (and hence on h and g) (see [Hej76, for the details), we obtain:
Theorem 3.7. (Selberg trace formula) Let Γ be a cocompact Kleinian group. Let α ∈ Comm(Γ) \ Γ, and let χ be a representation satisfying Assumption 2.1. Let h be a holomorphic function on {s ∈ C | | Im(s)| < 2 + δ} for some δ > 0, satisfying h(1 + z 2 ) = O(1 + |z| 2 ) 3/2−ǫ ) as |z| → ∞, and let
Here, {λ m } m∈D are the eigenvalues of ∆ counted with multiplicity, and ω m are the eigenvalues of M (the Hecke operator associated to α) with the convention of Equation 2.6. The summation with respect to {R} ell extends over the finitely many Γ−conjugacy classes of elliptic elements R ∈ Γα −1 Γ, and for such a class, N (T 0 ) is the minimal norm of a hyperbolic or loxodromic element of the centralizer C(R) ⊂ Γ; E(R) is the maximal finite subgroup contained in C(R) (see Lemma 3.5 for more details). The summation with respect to {T } lox extends over the Γ−conjugacy classes of hyperbolic or loxodromic elements of Γα −1 Γ, T 0 denotes a primitive hyperbolic or loxodromic element of minimal norm in 12 C(T ) ⊂ Γ; the element T is conjugate in PSL(2, C) to the transformation described by the diagonal matrix with diagonal entries a(T ), a(T ) −1 with |a(T )| > 1, and 13 N (T ) = |a(T )| 2 ; E(T ) is the finite cyclic elliptic subgroup of C(T ) (see Lemma 3.3 for more details). The sum over elliptic elements is finite, and all other sums converge absolutely.
3.8. Self-Adjoint Hecke Operators. Throughout this work we were under Assumption 2.1. By imposing stronger conditions on α and χ we can ensure that M is self-adjoint. Assumption 3.8. In addition to Assumption 2.1
Assumption 3.8 implies that M is self-adjoint. Since M commutes with ∆ we can choose a simultaneous diagonalization {e m } m∈D so that ∆ e m = λ m e m and Me m = ω m e m .
12 Note that there is no clear relationship between T ∈ Γα −1 Γ and T 0 ∈ Γ. For Γ a cocompact Kleinian group with α ∈ Comm(Γ) \ Γ, define E α the elliptic number of Γ with respect to α by
(see §3.5 for the definitions of the above notation).
Our result is as follows:
Here E Proof. Recall that {T } lox is the set of conjugacy classes of loxodromic elements of Γα −1 Γ, where conjugacy is taken with respect to the group Γ. An application of the Selberg trace formula, for the pair of functions
For t > 0 the left hand side of (4.2) converges absolutely. Fix t = 1. Now, the sum over loxodromic terms is comprised of positive terms. Hence each term of the form
must be bounded by a constant independent of T and T 0 . Since Γ is a discrete group, there exists a
Hence log N (T 0 ) is bounded above zero, uniformly (since T 0 ∈ Γ). It thus follows that |a(T ) − a(T ) −1 | must be uniformly bounded above zero. In other words, there is a constant c 0 > 1, independent of T, with |a(T )| > c 0 . Noting that N (T ) = |a(T )| 2 , the Lemma follows. 
ANALOGUES OF HUBER'S THEOREM FOR HECKE OPERATORS
Following [EGM98, p. 202], we define the length spectrum of Γα −1 Γ. For loxodromic T j ∈ Γα −1 Γ set µ j = log N (T j ). The length spectrum of Γα −1 Γ is defined to be (see §3 for the notation)
In the two-dimensional case the length spectrum is simply comprises the lengths of closed geodesics. Here we really need the complex lengths a(T ) and the order of the elliptic, finite subgroup of C(T ), |E(T )| .
We define the eigenvalue spectra of ∆ and M (M is defined from α ∈ Comm(Γ) \ Γ) by here the symbol D * means that we do not count with multiplicity: recall that ω(λ) is the trace of M on the invariant subspace generated by all eigenfunctions (of ∆) with eigenvalue λ, so multiplicity is already encoded into ω(λ). 
Proof. Upon applying the Selberg trace formula (with trivial representations) to the pair of functions, 
