Determining sample sizes in multistage samples requires variance components for each stage of selection. The relative sizes of the variance components in a cluster sample are dramatically affected by how much the clusters vary in size, by the type of sample design, and by the form of estimator used. Measures of the homogeneity of survey variables within clusters are related to the variance components and affect the numbers of sample units that should be selected at each stage to achieve the desired precision levels. Measures of homogeneity can be estimated using standard software for random-effects models but the model-based intracluster correlations may need to be transformed to be appropriate for use with the sample design. We illustrate these points and implications for sample size calculation for two-stage sample designs using a realistic population derived from household surveys and the decennial census in the U.S.
Introduction
Samples from finite populations are often selected in two or more stages for reasons of cost or operational necessity. For example, household samples in the U.S. may be selected through geographic areas like counties or groups of counties at the first stage, smaller areas like blocks at the second, and households at the last stage. Using multiple stages concentrates the sample in a limited number of areas, which is important when data are collected by personal interview at the respective households. In a survey of students, permission to conduct a survey may have to be obtained from school districts. Selecting districts first, then schools within sample districts, and finally a sample of students within a certain grade level within the school is operationally convenient and economical. Another example is a survey of employees in one or more business sectors, such as retail trade or services. Selecting establishments and then employees within establishments is a natural way of obtaining the sample.
Designing an efficient sample depends on estimating the contribution to the variance of an estimator associated with each stage of sampling. This involves estimating variance components for each stage that depend on the type of estimator and the types of units selected for the stage in question. This topic is covered in many standard texts on theoretical and applied sampling (Cochran 1977; Lohr 2010; Särndal et al. 1992 ). In the textbooks, formulae are available for the variance components for general sample designs; these formulae are usually specialized and simplified to obtain versions that facilitate sample size calculations. The relative sizes of the variance components are quite sensitive to how large the sampling units are at the different stages, how much variation there is among the sizes of the units, and the type of estimator used. Although this is implicit in the general variancecomponent formulae, this sensitivity is given little emphasis in most texts but can have a critical effect on calculated sample sizes and the achieved precision of estimators.
In certain applications, a survey designer has some control over the relative size of the sampling units. For example, in a household survey, extremely large metropolitan areas in the U.S., like New York or Chicago, are treated as strata and not as clusters of units. The first-stage units within such strata are groups of blocks defined by the U.S. Census Bureau for census taking and other survey data collections. Attempts are usually made to create groups by combining individual blocks so that the groups have about the same total population. In other applications, the survey designer has very little control over the units' sizes. In a school or establishment survey, the number of students or employees in each school or establishment is given. The survey must work with the existing sizes and combining these clusters further would not be meaningful.
In this article, we illustrate the effect of varying cluster sizes on design effects and measures of homogeneity within clusters for two-stage sampling. Section 2 discusses the variance-component formulae for two-stage sampling when the first-stage units are selected by either simple random sampling or probability proportional to size sampling. The effects of variation in cluster size are illustrated using an artificial, but realistic, population created using decennial census data from one county in the state of Maryland (Section 3). In Section 4, we describe how variance components from random-effects models can be used to calculate the measures of homogeneity needed for a two-stage sample. We summarize our results in the last section.
Background: Two-Stage Sampling
In this section, we present some background material for two-stage sampling and estimators of totals used for such designs. The units in the first stage of selection will be called primary sampling units (PSUs) or clusters. Units within PSUs are called elements and are the units for which data are collected. We use the following notation in the subsequent formulae:
U ¼ universe of PSUs M ¼ number of PSUs in the universe U i ¼ universe of elements in PSU i N i ¼ number of elements in the population for PSU i N ¼ P i[U N i , the total number of elements in the population N ¼ N=M, the average number of elements per PSU m ¼ number of sample PSUs n i ¼ number of sample elements in PSU i s ¼ set of sample PSUs s i ¼ set of sample elements in PSU i p i ¼ selection probability of PSU i p kji ¼ selection probability of element k given PSU i was selected
y k =N, the mean per element in the population
ðy k 2 y U Þ 2 =ðN 2 1Þ, the population variance of Y
The p-estimator of a population total weights the value for element k inversely by its selection probability, p k . Särndal et al. (1992, Result 4.3 .1) give a formula for the variance of the p-estimator for a very general two-stage sample design. However, the general formula is not useful for designing samples because it involves joint selection probabilities of units at each stage that do not explicitly involve sample sizes. In this section, we present the variance formulae for different two-stage sample designs where the variance of the estimated total is simple enough for use in sample size calculation. In the first, PSUs are selected by simple random sampling; in the second, PSUs are selected with varying probabilities. For both designs, we assume that elements within PSUs are selected by simple random sampling. We follow the discussions of the p-estimator and probability with replacement ( pwr) estimator of a total in Subsections 2.1 and 2.2 with the ratio estimator of a total in Subsection 2.3.
Equal-Probability Sampling at Both Stages
Suppose the first stage is a simple random sample selected without replacement (srswor) of m PSUs from a population of M PSUs, and the second stage is a sample of n i elements selected by srswor from the population of N i . As a shorthand, denote this design by srs/srs. The selection probability of element
The p-estimator of a population total iŝ
y k , the estimate of the total for PSU i with a simple random sample. The design variance, that is, the variance computed with respect to repeated sampling, of the p-estimator is
where
M21
, and
, the unit variance of Y among the elements in PSU i.
The first component of (2), the "between" term, can also be written as a function of the variance among means per element within the PSUs. However, expressing the between term as a function of PSU totals as shown above allows a more intuitive explanation to be given for some subsequent results.
The relative variance (relvariance) oft p is its variance divided by the square of the population total, Vðt p Þ=t 2 U , and is especially useful for sample size calculation since the relvariance is unaffected by the scale of y. If the same number of sample elements, n i ¼ n, is selected from each PSU, and the first-stage sampling fraction, m/M, and the secondstage sampling fraction, n=N i , are both small, the relvariance can be written as
is the unit relvariance among PSU totals and
. A common simplification used in Cochran (1977) and Hansen et al. (1953a) is to further assume that all PSUs contain the same number of elements, that is, is not a correlation but still is related to the degree of homogeneity of elements within clusters. Note that an fpc, 1 2 m n=M N, is sometimes inserted into Expression (4) if the sampling fractions are not small, but this is an ad hoc addition that does not follow directly from rewriting (3).
The formula found in most textbooks is Expression (4) with k ¼ 1, which comes from first writing the population variance of y as
Then, with some algebra (see Hansen et al. 1953a, sec. 6.6; Hansen et al. 1953b, sec. 6.5) , it can be shown that when all clusters have the same size, N, and both M and N are large,
that is, k ¼ 1. In that case, (4) reduces to the relvariance of the estimated total in srs,Ṽ=m n, times a design effect, 1 þ d ð n 2 1Þ. The design-effect concept has been extended to more complex situations by Gabler et al. (1999) , Lynn and Gabler (2005) , and Park and Lee (2004) . The assumptions to obtain (5) that the number of population clusters and number of population elements per cluster are large is often reasonable, but assuming that the clusters all have the same size (N i ¼ N) may not be. Although this special case is emphasized in texts like Kish (1965) and Lohr (2010) , it can be misleading when clusters vary in size.
An alternative design for the second stage is to select elements at a fixed rate r within each cluster. The expected sample size in cluster i then is n i ¼ rN i . This design might be preferred to srs/srs with a fixed-size sample at the second stage because all sample elements will have the same weight, M=ðmrÞ. There are different ways of selecting such a sample. Bernoulli sampling is one; systematic sampling from a randomly ordered list is another. In the latter design, which we use here, the achieved sample size is either the integer floor or ceiling of rN i . This type of systematic sample can reasonably be treated as srswor when the list is randomly ordered. Substituting n i ¼ rN i in (2), dividing by t 2 U , and using the equivalent expressions for the population total, t U ¼ M t U ¼ M N y U , gives the approximate relvariance as
where B 2 is the same quantity as in (3),
There is some randomness in the achieved second-stage sample size when rN i is not an integer. Note that n * is an average cluster sample size in the sense that the average sample size over all clusters in the universe is
The corresponding value of the measure of homogeneity isd ¼ B 2 =ðB 2 þW 2 Þ. The relvariance in (6) can also be written as
wherek ¼ ðB 2 þW 2 Þ=Ṽ. Note that (7) reduces to the usual textbook formula ifk ¼ 1, which requires that S 2 U = y 2 U 8 B 2 þW 2 . Since the design with a fixed sampling rate at the second stage may be more common in practice than one with a common n when the design is srs/srs, we concentrate on it in the numerical illustrations.
Expressions (4) or (7) are useful for sample size calculation since the number of sample PSUs, m, sample elements per PSU, n, or the within-PSU rate, r ¼ n * = N, are explicit in the formula. Expressions like (4) and (7) often seem to be treated as if they apply regardless of how the samples of PSUs and elements within PSUs are selected. If, for example, a probability proportional to size ( pps) sample of PSUs is selected, (4) and (7) do not reflect that feature. In Subsection 2.2 we therefore give a relvariance that is similar in form to (4) and (7) but is appropriate for pps sampling of PSUs.
When designing samples, practitioners sometimes use rough rules of thumb for values ofd (or d), sayd # 0:10, based on how "alike" elements within PSUs are thought to be. However, the form of S 2 U1 and, therefore, B 2 implies that the size ofd (or d) can also be determined by the relative variability of the cluster totals, t i . As we will illustrate, one way in whichd can be large is by having clusters that vary in size.
Varying Probabilities at the First Stage
Variances of estimators in designs more complicated than simple random sampling at each stage can also be written as a sum of components. However, the most general of these have limited value in determining sample sizes (e.g., see Särndal et al. 1992, result 4.3 
.1).
A more useful formulation is the case where PSUs are selected with varying probabilities but with replacement ( ppswr), and the sample within each PSU is selected by Valliant et al.: Effects of Cluster Sizes on Variance Components in Two-stage Sampling srswor. We refer to this design as ppswr/srs. With-replacement designs may not often be used in practice but have simple variance formulae, which makes them useful for sample size calculation. The probability with-replacement ( pwr) estimator of a total iŝ
wheret i was defined in Subsection 2.1 and p i is the one-draw selection probability of PSU i. The variance oft pwr is (Cochran 1977, 308-310 )
Making the assumption that n elements are selected in each PSU and that n=N i is negligible, the variance reduces to
where, in this case,
U2i is defined for Expression (2). Dividing this by t 2 U and simplifying, we obtain the relvariance oft pwr as, approximately, (9) has the interpretation of an srs relvariance times a design effect, 1 þ d * ð n 2 1Þ.
The approximation in (9) does depend on the sampling fraction of elements within each sample cluster being small, and more importantly on using the with-replacement variance formula for the first stage. On the other hand, it does allow the number of population elements per cluster to vary, which is an important feature to account for in some populations.
A special case of the design above would be p i ¼ N i =N, that is, probability proportional to the size of cluster i. If the weight of cluster i in a with-replacement sample of m clusters is N=ðmN i Þ and an equal-probability sample of n elements are selected in each cluster, the sample is "self-weighting" as the weight of each sample element in the pwr estimator is the same: ðN=mN i ÞðN i = nÞ ¼ N=ðm nÞ. This combination of design and weighting method is common in household surveys where a practical goal is often to have an equal workload in each cluster and limit variation in weights.
A more general point to note is that the measures of homogeneity in (4), (7), and (9) depend on both the sample design and the estimator being used. This is because the decomposition of the variance of an estimator depends on both. A different decomposition would be needed for, say, the general regression (GREG) estimator of a total or an estimator of a mean that uses an estimate of N in its denominator.
Ratio Estimator of a Total
The p-estimator of a total may be inefficient in some designs compared to alternatives like the ratio estimator or a GREG estimator. In this section, we present the variancecomponent formula in the srs/srs design for the ratio estimator defined as
whereN p is the p-estimator of the number of elements in the population, N, defined aŝ
(Note that, in probability proportional to N i sampling with p i ¼ N i =N, the estimated total number of elements isN pwr ¼ m
and there is no gain from ratio estimation.) Assuming that the sample size of clusters m is large and using a first-order linear approximation, Þ, that is, a higher order than the remainder term in (10). Approximation (10) has the same form as the p-estimator in (1). Consequently, a variance-component formula analogous to (2) and a relvariance formula similar to (3) can be derived. In particular,
Assuming that the fpcs, ðM 2 mÞ=M and ðN i 2 n i Þ=N i , are approximately 1 and that the sample size in PSU i is rN i , the relvariance formula is
Compared to the (srs/srs, p-estimator) strategy the ratio estimator can reduce the measure of homogeneity, leading to more precise estimators as illustrated in Example 4 of Section 3.
Examples of Variance Components and Measures of Homogeneity
We created an example population based on U.S. Census counts from the year 2000 for Anne Arundel County in the state of Maryland and refer to this data set as MDarea.pop. The population is also included in the R package PracTools (Valliant et al. 2013 (Valliant et al. , 2015 . The population contains three continuous and two binary variables denoted by y1, y2, y3, ins.cov, and hosp.stay, respectively. The variables are generated using models, since individual-person data for small geographic areas is suppressed in the actual census for reasons of confidentiality. The variables in MDarea.pop were created by fitting models for several ) data sets to obtain regression means that depended on whether a person was Hispanic and on the person's gender and age. Person-level values were created using random-effects models that had error terms for tracts, block groups, and persons. The three continuous variables (y1, y2, y3) are positively skewed with mean values based on models for body weight, body mass index, and systolic blood pressure (although the scales of the generated variables do not match those of these physical measurements). The binary variables, ins.cov and hosp.stay, are based on the rates of insurance coverage and overnight hospital stay in a twelve-month period.
The geographic divisions used in this data set are tracts and block groups, which are geographic areas defined by the Census Bureau (U.S. Census Bureau 2011). Tracts are constructed to have a desired population size of 4,000 people. Block groups (BGs) are smaller, with a target size of 1,500 people. However, the sizes of both tracts and BGs vary because the Census Bureau also attempts to limit the geographic area covered by a BG. Counts of persons in the data set are the same for most tracts and BGs as in the 2000 Census; exceptions are five BGs that were augmented to have at least 50 persons each.
The example population contains 403,997 persons, 95 tracts, and 307 BGs. The proportion of persons with insurance coverage is 0.793; the proportion with a hospital stay in the prior twelve months is 0.072. Descriptive statistics for other variables are given in Table 1 .
Because the tracts and BGs in the Maryland population are extremely variable in size, we created two other variables called PSU and SSU to demonstrate the effect of having equal-sized units. Each artificial PSU has approximately the same number of persons; likewise the SSUs were created to have about the same number of persons. The PSUs and SSUs were formed after sorting the file by tract and BG within tract, thus retaining geographic proximity of persons grouped together. Each PSU has about 5,050 persons while an SSU has about 1,010. Although the assumption of equal PSU size made to obtain (5) or to setk ¼ 1 may seem innocuous, it is far from that, as we will illustrate below.
We use the Maryland population to illustrate the effects of using different sizes of primary and secondary sampling units on the measures of homogeneity for two-stage sampling. In all of the examples, calculations are made assuming that the entire population is in hand. This means that the theoretical values in the preceding formulae can be evaluated rather than estimated from a sample as would be required in practice. Table 3 show that the approximation S 2 U = y 2 U 8 B 2 þW 2 does not work well when either tracts or BGs are clusters. This again is due to the clusters not all having the same size. This implies that when making advance estimates of the relvariance of an estimated total,k cannot be safely set to 1 in (7) when PSUs vary in size.
Example 2. Effect of incorrect measures of homogeneity on achieved precision. If incorrect values of the measure of homogeneity are used to compute sample sizes, the sample can be much less efficient than anticipated. This example looks at the effect of usingds computed as if clusters all had the same size when clusters actually vary. Suppose that the costs which vary with the number of sample clusters and elements can be written as C ¼ C 1 m þ C 2 m n where C 1 is the cost per cluster and C 2 is the cost per sample element. If the budget for variable costs is fixed at C and the relvariance is given by (7), the optimal numbers of elements and clusters are (cf. Hansen et al. 1953a sec. 16.6):
(The results in (12) hold for bothk ¼ 1 and a general value ofk.) In this example, the cost assumptions are C ¼ $100,000, C 1 ¼ $1; 000, and C 2 ¼ $100. Suppose that the sample sizes in (12) are computed using theds in Table 2 , assuming that clusters are PSUs or SSUs (i.e., clusters with the same size). These values of n opt and m opt are shown in Table 4  using theds and values ofk from Table 2 . The estimated coefficients of variation (CVs), that is, the square root of the estimated relvariances that would be obtained with the equalsize clusterds, are in the fourth column, assuming thatṼ ¼ 1. Suppose that the correctds andks are in reality those in Table 3 , which account for varying cluster sizes. The actual CVs that would be obtained with theseds are also shown in the sixth column of Table 4 , again assuming thatṼ ¼ 1. The ratio of actual CVs withds from Table 3 to the estimated  CVs withds from Table 2 range from 1.5 to 6.3. In other words, the actual CVs range from 50% to 530% higher than estimated because varying cluster sizes increase the measures of homogeneity and values ofk. This implies that if the correctds andks were used, more clusters and fewer elements per cluster should be selected than the m opt and n opt values in Table 4 .
Example 3. ppswr at first stage, srs at second. This example repeats the calculations in Example 1 for the variables in the Maryland area population but with a different sample design. Assume that clusters will be selected proportional to the count of persons N i in each cluster and that an srs with a small sampling fraction is selected in each sample cluster, that is, a particular case of ppswr/srs. Table 4 . Loss of precision from using incorrect measures of homogeneity with an srs/srs design, the pwr-estimator, and a fixed sampling rate at the second stagẽ d with equal-size clusters (Table 2 Table 5 are virtually the same as the srs/srs results in Table 2 . Table 6 shows the results when tracts and BGs are used as clusters. With the ppswr/srs design, the between term is much smaller than the within term compared to the results in Example 1. This is true whether PSU and SSU are used as clusters or tracts and BGs are used. For example, with y1, d ¼ 0:152 when tracts are clusters in the srs/srs design (Table 3 ). However, d * ¼ 0:006 for y1 with tracts as clusters in the ppswr/srs design in Table 6 . The measures of homogeneity for other variables are also substantially less in Table 6 than in Table 3 .
When clusters are selected by srs, S 2 U1 is the variance of the cluster totals around the average cluster total. In contrast, with pps sampling of clusters, S 2 U1ð pwrÞ is the variance of the estimated population totals, t i =p i around the population total, t U . When clusters are selected with probability proportional to N i , t i =p i ¼ N i y Ui =ðN i =NÞ ¼ N y Ui . If these 1-cluster estimates of the population total are fairly accurate, as they are here, the B 2 term can be quite small. This leads to much smaller values of the measure of homogeneity in pps sampling of clusters, implying that the effect of clustering is less important in this population for a design that selects clusters with probabilities proportional to their population counts.
Practitioners habitually gravitate toward pps sampling of clusters rather than srs. This example makes it clear why this choice is often a good one.
Example 4. srs/srs design with ratio estimator of the total. Next, we consider whether use of the ratio estimator of the total in an srs/srs design reduces the effects of using clusters with varying sizes. Table 7 are much lower than those ofd in Table 3 , implying that use of a ratio estimator in srs/srs substantially reduces the effect of clustering compared to using the pwr-estimator. The values of d z are very close to those of d * in Table 6 for the ppswr/ srs design combined with the pwr-estimator. However, the values of k * in Table 6 are all near 1 while k z in Table 7 ranges from about 1.23 to 1.35. Thus, for a given number of sample clusters m and elements n in the ppswr/srs case or n * in the srs/srs fixed rate case, the ( ppswr/srs, pwr-estimator) strategy will be more efficient than the (srs/srs, ratio estimator) strategy. For example, suppose that BGs are clusters, the total of y1 is estimated and n ¼ n * ¼ 50. If srs/srs and the pwr-estimator is used, thenk½1 þd ð n 2 1Þ ¼ 1:2283½1 þ 0:194ð50 2 1Þ ¼ 12:905 using the figures in Table 3 . For the ( ppswr/srs, pwr-estimator) strategy, k * ½1 þ d * ð n 2 1Þ ¼ 1:007½1 þ 0:011ð50 2 1Þ ¼ 1:550 using the values in Table 6 . For (srs/srs, ratio estimator) the corresponding value is k z ½1 þ d z ð n * 2 1Þ ¼ 1:3462½1 þ 0:010ð50 2 1Þ ¼ 2:006 using the figures in Table 7 . Accordingly, the relvariance for (srs/srs, pwr-estimator) is 8.33 (12.905/1.550) times as large as that of ( ppswr/srs, pwr-estimator), while the relvariance of (srs/srs, ratio estimator) is 1.29 (2.006/1.55) times as large. Using the ratio estimator in srs/srs is much better than using the pwr-estimator, but still is considerably less efficient than the ( ppswr/srs, pwr-estimator) strategy. 
Estimating Variance Components Using Anticipated Variances
In normal circumstances, only a sample is available from a population and variance components must be estimated. Design-based estimators can be found in Särndal et al. (1992, sec. 4.3. 2) and will not be covered here. As noted earlier, the general formulae for estimation of variance components are specialized, complex, and difficult to use in practice. Being able to use the software routines that are available for variance-component estimation would be a real advantage if they estimate the components properly. The best of these routines use algorithms designed to handle a variety of numerical problems that are hard to anticipate in practice. Searle et al. (1992) review the methods available, including minimum variance quadratic unbiased estimation (MIVQUE0), maximum likelihood, and restricted maximum likelihood (REML). Note that these estimates are derived through a specified model and not a particular sample design. Model variance components can be introduced by using an anticipated variance (Isaki and Fuller 1982) defined as
where E M is the theoretical expectation (or average) with respect to the specified population model and E p is the (design-based) expectation under repeated sampling. If the estimator is design-unbiased or approximately so, then the anticipated variance is AVðtÞ ¼ E M ½var p ðt 2 t U Þ since E p ðtÞ ¼ t U . Thus the model expectation of a formula like (3) or (4) can be computed, resulting in a formula that includes model variance components that can be estimated using standard software. An additional advantage to this approach is the clarification of the key role that PSU and SSU sizes play in determining the measures of homogeneity. Expressions (4), (7), (9), and (11) Waksberg et al. (1993) . We demonstrate the basic approach using a randomeffects model.
In a clustered population, the simplest model to consider is one with common mean and random effects for clusters and elements:
with a i~0; s 2 a À Á , 1 ik~0; s 2 1 À Á , and the errors being independent. The model correlation of any two elements in the same cluster is
The model expectation of the design variance can be computed under this model, but for sample size calculation, only the approximate expectation of the between-and withinvariance components for two-stage sampling are needed. First, take the case of an srs/srs design and the pwr-estimator where a common sampling rate r is used in all clusters. The approximate model expectations are needed for
in (6). After some algebra, the model expectations of S 2 U1 and S 2 U2i defined below (2) are:
is the average number of elements per cluster, and
1Þ is the population variance of the PSU sizes, N i . We also assume that M is large so that M 2 1 8 M. Assuming that the expectation of a ratio, like S 2 U1 = t 2 U , is approximately the ratio of the expectations, the model expectation of the measure of homogeneityd in (7) is
where n 2 N ¼ S 
If, in addition, N is sufficiently large for s 2 1 = N 2 to be negligible compared to s 2 a , then E M ðdÞ does equal the model correlation in (14). However, when clusters vary in size, (15) will be a closer approximation to the measure of homogeneity needed for sample size calculation.
The result for d in (4) Next, consider the ppswr/srs design where the one-draw probability of cluster i is proportional to its number of elements, that is,
The model expectation of d * is then approximately
If N i ; N, selecting PSUs with probability proportional to the sizes N i is the same as equal-probability sampling. In that case, (17) reduces to approximately the same form as (16), which is essentially equal to the model correlation in (14) when N i ; N and the average cluster size is large.
Example 5. Anticipated variance components in two-stage sampling from a model. A number of software routines are available for estimating variance components -the R package lme4 (Bates et al. 2011) , the SAS w procedure proc mixed, and the xtmixed routine in Stata w are examples. We used the function lmer in lme4 to estimate the variance components for the model in (13) and the corresponding intracluster correlations in (14). The type of sample design used (srs/srs or ppswr/srs) does not affect these estimates, since they are based strictly on the model in (13). The results for all variables using PSUs, SSUs, tracts, and BGs as clusters are shown in Table 8 . The estimates for r when PSUs and SSUs are clusters are almost the same as the values ofd in Table 2 where srs is used at each stage. But when tracts and BGs of varying sizes are used as the clusters, the rs in Table 8 are very different and much smaller than theds in Table 3 . As noted above, the design-based formula for B 2 =ðB 2 þW 2 Þ will estimate the same thing as the model-based calculation if the clusters have the same large size, but not otherwise. Table 9 shows the measures of homogeneity computed from Formula (15) for an srs/srs design and Formula (17) for a ppswr/srs design, both with the pwr-estimator of a total. Values ofd in Table 9 for srs/srs when PSUs and SSUs are clusters are similar to those in Table 2 and Table 8 . For example,d ¼ 0:005 in Table 2 for y1 with PSUs as clusters and Table 8 andd and d * in Table 9 are substantially different -for example, when tracts are clusters r ¼ 0.148 for y3 butd ¼ 0.738 for srs/srs in Table 9 . However, 0.738 is close to the value of 0.730 for (tracts, srs/srs) in Table 3 . That is, using the correlation estimated from the model in the variance formula for a total in (7) would be a mistake, as shown in Example 6 below. However, using the model correlation to calculate a measure of homogeneity in (15) works. Example 6. Effect of using incorrect measure of homogeneity on sample size calculation. Suppose that the design is srs/srs with a fixed second-stage sampling rate and that tracts or BGs are used as PSUs. The cost assumptions are the same as those in Example 2. Table 10 in its upper bank lists the sample sizes computed from (12), assuming that the model correlations in (14) can be used ford. This would be appropriate if tracts and BGs were equal sized. The lower tier of Table 10 shows the sample sizes computed when the measures of homogeneity are the ones proper for tracts and BGs that are computed from (15). Since the correctds in Table 9 are much larger than the model correlations in Table 8 , the sample sizes of tracts and BGs in the lower tier are larger than in the upper tier of Table 10 . The sample sizes of elements per tract or BG are correspondingly lower when the appropriate measures of homogeneity are used. All of the allocations in Table 10 respect the cost constraint of $100,000, but the one in the lower tier will yield smaller CVs (i.e., more precise estimates), assuming that the values ofd from (15) are correct.
Results are different for a ppswr/srs design. The values of the model correlation r in Table 8 and the measures of homogeneityd in Table 9 for tracts and BGs are almost identical. They are also very close to the design-based values in Table 6 , resulting in relatively similar sample sizes for the two stages of the design using either method. As noted earlier, probability proportional to cluster-size sampling was extremely effective in reducing the between component of variance in the Maryland population. The upshot of this is that the measures of homogeneity and thus the sample sizes are quite similar to ones for a population in which clusters all have the same size. 
Conclusion
Using variance components and measures of homogeneity are key parts of designing multistage samples. The relative sizes of the variance components are very sensitive to the sizes of the first-stage units or clusters themselves. Many textbooks present specialized variance formulae that assume that all clusters contain the same number of elements. However, varying cluster sizes can increase the measures of homogeneity that affect the precision of estimates from a two-stage sample. Having clusters that are more internally homogeneous will require more clusters and fewer elements per cluster to be sampled to achieve a desired level of precision. The effect of having variable-sized clusters also depends on the method of selecting clusters and the type of estimator that is used. Probability proportional to cluster-size sampling is more efficient than simple random sampling of clusters. Use of a ratio estimator when clusters are sampled via srs will temper some of the precision losses when cluster sizes vary, but still will be less efficient than pps sampling. As a result, recognizing the effects of varying cluster sizes is important for designing efficient samples and choosing estimators. The variation of the tract sizes in the Maryland population used in our examples is considerably more than practitioners would prefer when defining PSUs for a household survey. For example, the range of the number of persons per tract is 86 to 13,579. Having such a large variation in PSU sizes leads to large differences in the cluster totals of analysis variables. This causes the between-cluster variance component to be large, which in turn leads to high measures of homogeneity and inefficiency if an equal-probability sample of clusters is selected. Standard practice would be to combine the small tracts or BGs so that all PSUs have some prescribed minimum number of persons. Although variation in cluster sizes can have a dramatic effect on the measures of homogeneity needed to design a sample, this seems to be rarely emphasized in sampling texts.
If the designer has some flexibility in forming the clusters, as would usually be the case in a household survey, clusters with nearly equal numbers of elements should definitely be created. In some surveys, however, the clusters are naturally occurring units, like schools, classrooms, or establishments. In those cases, one may have to live with the predefined units, but considering the variation in cluster size will be important when determining sample sizes. This will be true whether clusters are selected with equal probability or with probabilities proportional to their sizes as measured by counts of elements. Generally speaking, sampling unequal-sized clusters with probabilities proportional to their sizes will be more efficient as long as the measure of sizes (MOSs) are accurate and cluster totals of analysis variables are closely related to MOSs. If clusters are selected with equal probability, some efficiency can be recovered by using a ratio estimator of a total rather than a p-estimator; however, in the examples we presented, pps sampling will still be more efficient.
We have not covered several topics that are important in practice: three-stage sampling and nonlinear estimators more general than a ratio estimator. Three-stage sampling is used in many household surveys, but involves more complex variance formulae that we plan to address in a separate paper. Although we did not cover nonlinear estimators, such as the poststratification estimator or the general regression estimator, the analyses presented here will apply after forming a linear approximation to the nonlinear estimator (see, e.g., Binder
