Abstract. We give a simplified approach to the Abhyankar-Moh theory of approximate roots. Our considerations are based on properties of the intersection multiplicity of local curves.
1. The main results. For any power series f, g ∈ C[[x, y]] we define the intersection number (f, g) 0 by (f, g) 0 = dim C C[[x, y]]/(f, g). Suppose that f = f (x, y) is an irreducible power series and let n = (f, x) 0 = ord f (0, y) < ∞. Then there exists a power series y(t) ∈ C[[t]] with ord y(t) > 0 such that f (t n , y(t)) = 0. We have (f, g) 0 = ord g(t n , y(t)) for any g = g(x, y) ∈ C[[x, y]]. The mapping g → (f, g) 0 induces a valuation v f of the ring C[[x, y]]/(f ). Let Γ (f ) be the semigroup of v f , i.e. Γ (f ) = {(f, g) 0 ∈ N : g ≡ 0 mod f }.
Let us recall the well known structure theorem for the semigroup Γ (f ) ( [6] , [10] , [2] and Section 3 of this paper). √ g, is defined to be the unique monic polynomial
[y] be a monic polynomial with
The proof of 1.1 is given in Section 4 of this paper. Let 1 < k ≤ h + 1.
The proof of 1.2 is given in Section 5 of this paper. Note that for k = h+1 
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R e m a r k. The existence and uniqueness of d √ g can be checked directly.
, where Now, we can prove the Abhyankar-Moh theorem.
P r o o f. First we check (1) using 1.1 and induction on k. (1) is obvious. Let k ≤ h and suppose (f, (1) is proved. In order to prove (2) put φ = B k−1 √ f and assume k > 1, the case k = 1 being obvious. Thus φ is a distinguished polynomial of degree n/B k−1 , hence (φ,
2. The Abhyankar-Moh inequality. We give here a geometrical version of the Abhyankar-Moh inequality which is the basic tool for proving the Embedding Theorem [3] . Let C ⊂ P 2 be an irreducible projective plane curve of degree n > 1 and let O ∈ C be its singular point. We assume that C is analytically irreducible at O, i.e. the analytic germ (C, O) is irreducible, and let L be the unique tangent to C at O. Let Γ (C, O) be the semigroup of the branch of C passing through O and let
P r o o f. Choose the line at infinity not passing through O and let x, y be an affine system of coordinates centered at O such that L has equation x = 0. Let f (x, y) ∈ C[x, y] be the irreducible equation of C in the coordinates x, y. It is easy to see that f is a distinguished, irreducible polynomial in
We have deg f = n and consequently deg
thus 1.4(1) and Bézout's theorem imply
The inequality 2.1 has an application to polar curves [4] . 
P r o o f. In the coordinates x, y introduced in the proof of 2.1 the local polar is given by ∂f /∂y = 0 and its irreducible component is given by g = 0 where g is an irreducible (in C[[x, y]]) divisor of ∂f /∂y. By the Merle formula for polar invariants [6] , [4] , [5] and Theorem 2.1 we get
and the theorem follows.
3. The characteristic and the semigroup of an analytic curve and the Noether formula. In this section we recall some well-known notions of the theory of analytic curves. Our main references are [10] and [6] . Let f = f (x, y) be an irreducible power series y-regular of order n = ord f (0, y). There exists a power series y(t) ∈ C[[t]] with ord y(t) > 0 such that f (t n , y(t)) = 0. Moreover, every solution of the equation f (t n , y) = 0 is of the form y(εt) for some ε such that ε n = 1. Let y(t) = a j t j . We put S(f ) = {j ∈ N : a j = 0}. Note that S(f ) depends only on f and gcd S(f ) = 1. The characteristic b 0 , b 1 , . . . , b h of f is the unique sequence of positive integers satisfying
We put B k = gcd(b 0 , . . . , b k ) for k = 0, 1, . . . , h and
We assume that the sum of an empty family is equal to zero. Thus we have b 1 = b 1 . We put b 0 = b 0 . One checks easily that gcd(b 0 , . . . , b k ) = B k for k = 0, . . . , h and
Therefore the sequence b 0 , . . . , b k determines B 0 , . . . , B k and b 0 , . . . , b k for any k = 0, . . . , h.
R e m a r k ([10]
). Let u(n) be the group of nth roots of unity in C. The sequence B 0 = n, B 1 , . . . , B h = 1 of divisors of n determines the filtration of
Indeed, the product on the right side does not change when we replace s by θs with θ ∈ u(n/B k ). We can easily see that f k (x, y) is monic of degree n/B k . Note that f h is the distinguished polynomial associated with f , so 
Note that s ≤ deg ψ/ deg f k−1 < n k . Let I be the set of all i ∈ {0, . . . , s} such that ψ i = 0. Therefore, by the induction hypothesis we get (f,
Moreover,
Indeed, suppose that (3) is not true, so there exist i, j ∈ I such that i < j and (f, ψ i f
by (2). The last relation implies (j − i)b k /B k ≡ 0 mod n k and consequently j −i ≡ 0 mod n k because b k /B k and n k are coprime. We get a contradiction because 0 < j − i ≤ s < n k . Now, by (1) and (3) we get Now, let g = g(x, y) be an irreducible power series y-regular of order p = ord g(0, y) < ∞. Suppose that f and g are coprime. Let
with ord z(t) > 0 be such that g(t p , z(t)) = 0. We put
It is easy to check that
The classical computation leads to the following formula due to Max Noether: 
R e m a r k ( [9] ). The Noether formula is really symmetric. Let (c 0 , c 1 , . . . . . . , c m ) be the characteristic of g.
then the formula can be rewritten in the form
Using 3.3 we check easily
Finally, let us note
The power series
√ f is irreducible by 1.4(2), thus by 3.4 we get o f ( 
The polynomials a i are uniquely determined by g, h. The Tschirnhausen operator τ g (h) = h + 
Therefore we get
times.
To prove 1.1 it suffices to check the following:
Indeed, to get the relation (f,
3.1) and apply the Tschirnhausen operator τ
[y] such that deg h = n/B k−1 and (f, h) 0 = b k and consider the h-adic expansion of g:
Let I be the set of all i ∈ {1, . . . , n k } such that a i = 0. Therefore (f, a i ) 0 < ∞ for i ∈ I and by Proposition 3.2 we have (f, a i ) 0 ∈ Nb 0 + . . . + Nb k−1 and hence (f, a i ) 0 ≡ 0 mod B k−1 for i ∈ I. We have
Indeed, (f, a i h n k −i ) 0 = (f, a j h n k −j ) 0 with i < j implies, as in the proof of (2), the congruence (j − i)b k /B k ≡ 0 mod n k , which leads to a contradiction for 0 < j − i < n k .
From (4) and (5) we have
Moreover, we have
5. Proof of Theorem 1.2. The proof is based on the following: (c 0 , c 1 , . . . , c m ) with c 0 = p be the characteristic of g. By Lemma 3.4 we have o f (g) > b k−1 /b 0 , so there exist Puiseux expansions determined by f (x, y) = 0 and g(x, y) = 0 respectively which coincide ord g j (0, y) = ord φ(0, y), thus g j is associated to φ, which proves irreducibility of φ.
6. Irreducibility criterion. The aim of this section is to prove a version of 1.2 (Proposition 6.1) without using the Max Noether formula. Theorem 1.4(1) and the second part of 6.1 imply irreducibility of approximate roots. Let 1 ≤ k ≤ h. 
