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The purpose of this study is to apply modern intelligent methods to predict subway settlement. These methods can also be used for settlement
prediction of tunnel future levels. While many parameters affect settlement, some of them are applicable to empirical or analytical equations.
With this in mind, the capability of Adaptive Neuro-Fuzzy Inference System (ANFIS) and Gene Expression Programming (GEP) methods are
studied for settlement prediction. The intelligent methods have been studied on the basis of data obtained from 53 tunnels all over the world,
which have been excavated using the NATM. These parameters were collected from previous research data, which the values of settlement (S)
were obtained from numerical modeling (FLAC2D software). The values of S are predicted by using soil strength parameters (E, C and ø), depth
(Z) and diameter (D) of the tunnel. 40 data sets were utilized for intelligent modeling, while 13 ones were used for evaluation of its function. Two
methods of ANFIS (GP and FCM) were used in this article, and two equations (with and without constant) were also rendered by GEP method.
Finally, the results of these two methods were compared. The accuracy of the GEP equation with a constant number of R2 equals to 0.9559 was
the best. According to the results, both intelligent methods are recommended for the prediction of subway settlement.
& 2015 The Japanese Geotechnical Society. Production and hosting by Elsevier B.V. All rights reserved.
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As most railways, roads and especially subway tunnels
(below the foundations of surface structures and near major
urban facilities) pass through shallow urban areas, changing
their path in order to achieve a reliable ground is often not
possible. The importance of proper analysis, support, con-
struction method and instrumentation is revealed in this case
(Palmstrom and Stille, 2006). The challenges of constructing
shallow tunnels under dense, crowded urban areas are many,
and settlement is perhaps the most challenging among them.
Prediction, prevention and protection are essential in order to10.1016/j.sandf.2015.06.006
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der responsibility of The Japanese Geotechnical Society.control the settlement. Methods of prevention and controlling
settlement are fully dependent on prediction. Furthermore, one
of the most important factors in choosing the best type of
support system is the amount of settlement caused by tunnel
excavation.
As tunnel settlement prediction depends on several para-
meters and each parameter could affect the others, the
application of the empirical or analytical methods could
become impractical. In other words, despite the vast experi-
ence worldwide in tunnel design and construction, few
accurate experimental relationships are available for predicting
the amount of settlement in a tunnel. To overcome these
limitations, soft computing techniques can be used to develop
a more accurate and reliable predictive method. These methods
are powerful and versatile computational tools for organizing
and correlating information in ways that have proved useful forElsevier B.V. All rights reserved.
Table 1
Samples used for model training and testing.
No. Metro
name
C
(kPa)
Ø (1) E
(MPa)
Z (m) D
(m)
Smax FLAC
2D
(mm)
Model
pattern
1 Tehran 12 38.5 24.5 12 6.7 37 Train
2 Tehran 11 35 12.7486 8.6 6.55 36 Train
3 Tehran 30 35 20 12.5 6.05 32 Train
4 Tehran 27 25 27.7 16.8 6.7 27 Train
5 Tehran 25 42 14.71 15 8.3 33 Test
6 Tehran 14.3 28 17 13.7 6.7 31 Train
7 Tehran 8 33 9.7 15 6.7 37 Train
8 Tehran 15.69 40 8.82598 8.6 6.55 8.6 Train
9 Ahvaz 12.22 28.77 16.77 12 9 36 Train
10 Ahvaz 12.22 28.77 16.77 14 7 20 Test
11 Ahvaz 12.22 28.77 16.77 13 8 27 Train
12 Ahvaz 12.22 28.77 16.77 11 10 44 Test
13 Ahvaz 14 35.4 28 9 9 32 Train
14 Ahvaz 14 35.4 28 15 9 38 Test
15 Ahvaz 14 35.4 28 18 9 46 Train
16 Ahvaz 14 35.4 28 12 9 31 Train
17 Ahvaz 23 37 19.7 12 9 27 Train
18 Ahvaz 23 37 19.7 12 9 24 Train
19 Ahvaz 23 37 19.7 12 9 20 Train
20 Istanbul 80 25 58.83 19 6.5 80 Test
21 Istanbul 80 25 58.83 19.6 6.5 230 Train
22 Istanbul 80 25 58.83 42 6.5 40 Train
23 Istanbul 80 25 29.42 13.1 6.5 43 Train
24 Istanbul 80 25 29.42 11.2 6.5 90 Train
25 Istanbul 80 25 49.03 14.8 6.5 110 Test
26 Istanbul 80 25 49.03 22.5 6.5 80 Train
27 Istanbul 80 25 49.03 15.25 6.5 230 Test
28 Tabriz 12 32 24.5 20 6.7 30 Train
29 Tabriz 10 36.1 24.5 8.41 6.7 3 Train
30 Tabriz 5 37.1 24.5 9.04 6.7 15 Test
31 Tabriz 5 37.1 24.5 9.36 6.7 11 Train
32 Tabriz 5 37.1 24.5 9.68 6.7 14 Train
33 Tabriz 3 35 24.5 10 6.7 31 Train
34 Tabriz 2 38.5 24.5 10.32 6.7 45 Train
35 Tabriz 2 38.5 24.5 10.63 6.7 41 Train
36 Tabriz 2 38.5 24.5 10.95 6.7 40 Test
37 Tabriz 1.8 32.2 24.5 11.26 6.7 42 Train
38 Tabriz 3 35 24.5 11.55 6.7 31 Test
39 Tabriz 3 35 24.5 11.65 6.7 31 Train
40 Tabriz 10 36.1 24.5 11.76 6.7 12 Train
41 Tabriz 10 36.1 24.5 11.78 6.7 8 Test
42 Tabriz 3 35 24.5 12 6.7 35 Train
43 Tabriz 4.5 33 24.5 10.45 6.7 19 Train
44 Tabriz 2 38.5 24.5 10.45 6.7 41 Train
45 Tabriz 2 38.5 24.5 10.45 6.7 39 Train
46 Tabriz 1.4 38 24.5 11.68 6.7 41 Train
47 Tabriz 1.7 37 24.5 11.88 6.7 44 Train
48 Tabriz 5 37.1 24.5 12.16 6.7 15 Train
49 London 98 25 80 16.8 10 27 Test
50 Belfast 196 28 4 4.4 2.74 18.6 Test
51 Mexico 196 28 6 23 6.3 130 Train
52 Madrid 30 35 20 12.5 3.05 32 Train
53 London 5 22 205 187 9 8 Train
K. Ahangari et al. / Soils and Foundations 55 (2015) 737–748738solving certain types of problems that are difﬁcult to tackle
using traditional numerical and statistical methods (Tarawneh,
2013).
In this paper, two intelligent methods widely used in solving
complex engineering problems, adaptive neuro-fuzzy inference
system (ANFIS) and gene expression programming (GEP),
have been utilized to propose new models for prediction of
tunnelling-induced subway settlement. Methods derived from
experimental modeling are not only time-consuming, but also
do not provide reasonable estimates. In recent years, these
methods have been widely used in ﬁeld of tunnel engineering
(Shi et al., 1998; Suihui and Guorong, 2001; Neaupane and
Adhikari, 2006; Suwansawat, 2006; Suwansawat and Einstein,
2006; Santos and Tarci_sio, 2008; Teskouras et al., 2010).
Also Hou et al. (2009) used ANFIS method for prediction of
ground settlement in Shanghai No.2 Subway. While no
research has been reported in this ﬁeld using GEP methods,
in other areas of geotechnical science, numerous studies have
been reported on the use of GEP methods (Gandomi et al.,
2011, 2012; Gandomi and Alavi, 2013; Alkroosh and Nikraz,
2014). Kayadelen (2011) used both of GEP and AFNIS
methods for soil liquefaction modeling.
The results of these studies demonstrate that intelligent
methods represents high accuracy. As such, it can be con-
cluded that artiﬁcial intelligence methods are useful
approaches for the purpose of predicting settlement.
The data used for the settlement prediction by ANFIS (Grid
Partitioning (GP) and Fuzzy C-Means Clustering (FCM)
methods) and GEP (two equations with and without constant)
methods are obtained from the measured subway settlement in
53 subway tunnels constructed with NATM method during
recent years around the world. The database was created from
previous research (Selby, 1999; Chou and Bobet, 2002; De
Urries et al., 2002; Ocak, 2008; Darabi et al., 2012), from data
modeled by numerical methods (FLAC2D). Since Numerical
methods are time-consuming and modeling requires signiﬁ-
cantly more information, this study proposes a new intelligent
method to be used instead of numerical methods to be applied
for predicting settlement in a short period of time. For creating
both methods, the data were divided into two groups including
the training phase (40/53) and the test phase (13/53),
randomly.
This research employs a larger database than that used in
previous studies, and makes use of two intelligent methods
(ANFIS and GEP) as well as equations with higher accuracy.
2. Data sets and effective parameters
The data used for settlement prediction are collected from 53
subway tunnels around the world. These data are extracted
from Darabi et al. (2012) study. Adding ﬁve new sets of data
from four cities, Madrid, Belfast, London and Mexico-city,
increased the number of data banks to 53 sets (Selby, 1999;
Chou and Bobet, 2002; De Urries et al., 2002; Ocak, 2008). In
addition to the data, their range is also expanded. Therefore,
the developed intelligent models are applicable in the wider
range. These parameters are given in Table 1. Characteristicsand data range is rendered in Table 2. Darabi et al. have been
found that the ﬁve parameters (D, Z, E, C, Ø) are suitable for
prediction of settlement. Therefore, in this paper, novel
intelligent approach is used for prediction by using these
parameters. The distribution and correlation in the output
Table 2
Range of different used parameters.
Parameter name Parameter sign Unit Parameter type Maximum Minimum Mean Variance
Elasticity modulus E MPa Input (independent) 205 4 29.911 796.600
Cohesion C kPa Input (independent) 196 1.4 29.722 1891.750
Angle of internal friction Ø 1 Input (independent) 42 22 32.898 28.005
Tunnel diameter D m Input (independent) 2.74 10 7.076 1.850
Tunnel depth Z m Input (independent) 187 4.4 16.581 597.988
Settlement S mm Output (dependent) 230 3 43.268 1958.729
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ﬁgure, it is quite evident that the data are mostly very scattered.
Hence, the database is not appropriate and there is a consider-
able gap. For example, in Z parameter, 52 data are in 4.4 and
42 m range, while there is just one data in the range of 42 to
187 m (Z¼187 m) (Fig. 1). Thus, it could not be expected that
intelligent models cover the relationships between inputs and
outputs in all ranges.
Six statistical evaluation criteria were used to assess the
performances of the applied intelligent methods. These criteria
are mean absolute error (MAE), standard deviation (σ), root
mean square error (RMSE), relative RMSE (RRMSE), deter-
mination of the coefﬁcient (R2) and multi-objective error
(MOE), respectively, given by Eqs. (1)–(6) (Behnia et al.,
2013; Shahin, 2014; Garg et al., 2014). Since the values of R2
do not change by changing the model values equally and the
function, RRMSE (or RMSE, MAE, σ etc.) only shows the
error and no correlation. Therefore, the MOE error function
that is a combination of these metrics is most suitable criterion
for evaluation of the performance of the models (Garg et al.,
2014).
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MOE¼ RRMSE= 1þRð Þ ð6Þ
where r is the actual value and p is the predicted value, r and p
are the means of actual and predicted values, respectively, e is
the absolute error (ripi), e is the mean of absolute error
ð1=nÞPni ¼ 1ðripiÞ; n is the number of data sets and R is
correlation coefﬁcient.3. Intelligent methods
3.1. Adaptive neuro-fuzzy inference system (ANFIS)
ANFIS is the integration of fuzzy logic (FL) and artiﬁcial
neural network (ANN) introduced by Jang (1993). Both FL
and ANN have advantages and shortcomings. A fuzzy system
can model the qualitative aspects of human knowledge and
reasoning processes, whereas it does not feature any learning
capabilities. In other words, a fuzzy system cannot be trained.
Nevertheless, neural networks are able to do self-training using
data sets. Meanwhile, neural networks are implicit and they are
unable to use human language (Kartalopoulos, 1996). To
overcome these deﬁciencies, ANFIS has been proposed.
ANFIS has the advantages of both fuzzy and neural systems
(Srinivasan and Fisher, 1995; Jang and Sun, 1997). According
to Fig. 2, the ANFIS process has ﬁve steps: Layer1 is an input
layer, layer 2 is an input member functions layer (for
fuzziﬁcation of inputs), layer 3 is a rule layer, layer 4 is an
output member functions layer (for defuzziﬁcation of outputs)
and layer 5 is an output layer (Rajabi et al., 2010). In this
system, training means that with the use of training data, the
non-linear parameters related to the fuzzy membership func-
tions at the ﬁrst level and the linear parameters of the forth
layer are determined in a way that for each desired input, a
favorable output is obtained. During this fuzzy-neural process,
membership function parameters are regulated through the
back propagation (BP) algorithm or in combination with the
least squares (LS) method (Demuth and Beale, 2001).
Using various methods of identiﬁcation, different techniques
to construct ANFIS model are available such as grid partition-
ing (GP), subtractive clustering method (SCM), fuzzy c-means
clustering (FCM) (Jalalifar et al., 2011). In this study, to
identify premise membership functions, the two aforemen-
tioned methods (GP and FCM) were used.3.1.1. Grid partitioning (GP)
In the GP method, each part of premise variables is
recommended independently. In developing this expert model,
membership functions of all premise variables are deﬁned by
using previous experiences and knowledge. Membership
functions are designed to provide the concept of linguistic
terms in a speciﬁc content. In most systems, no speciﬁc
knowledge is available for these partitions. In these cases,
domains of premise variable can simply be partitioned into a
Fig. 1. Data distribution and correlation of each input parameters to the output parameter (settlement (S)). ((a) Distribution of settlement data (S)–(b) Correlation
between cohesion (C) and settlement (S) (c) Correlation between the angle of internal friction (Ø) and settlement (S)–(d) Modulus of elasticity (E) and settlement
(S)–(e) Correlation between depth (Z) and settlement (S)–(f) Correlation between diameter (D) and settlement (S)).
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Fig. 2. ANFIS architecture.
Fig. 3. An example of the tree obtained in the GEP and its relevant
mathematical equation.
Fig. 4. GEP algorithm (Kayadelen, 2011).
Fig. 5. Scheme of a chromosome with one gene.
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functions. Using available input–output data, parameter of
membership function can be optimized (Behnia et al., 2013).
3.1.2. Fuzzy c-means clustering (FCM)
The FCM is the most common method of fuzzy clustering.
This method will place the data in groups, based on their
degree of membership. This method was introduced by Bezdek
(1973) and, in fact, is an optimized method of clustering such
as the K-means method (Behnia et al., 2013).
3.2. GEP
3.2.1. Gene expression programming (GEP)
Ferreira (2001) proposed a new algorithm based on the
genetic algorithms (GAs) and genetic programming (GP) called
gene expression programming (GEP). The new evolutionary
algorithm was created to overcome many GA and GP limita-
tions (Teodorescu and Sherwood, 2008; Kayadelen, 2011). GA
is implemented by creating a population of individuals; each of
them is presented in the form of chromosome (Sivanandam and
Deepa, 2008). Then the individuals are entered the evolution
process to obtain the best responses. However, Koza (1992)
introduced the GP created for automating programming. In fact,
it can be stated that GP is a special kind of GA where the size of
the chromosomes is changed by genetic operators. GEP can be
considered as a new series of GP and the difference between
these two is in the way of presenting solutions. In this method, aﬁxed-length string character is created to present any solution.
The solutions have a tree-like structure called an expression tree
(ET) (Ferreira, 2001; Kayadelen, 2011). A sample is provided in
Fig. 3.
GEP has four main operators including selection, mutation,
transposition, and cross-over. The GEP algorithm shown in
Fig. 4 starts with a selection of 5 elements. This method
consists of two main sections called chromosomes and ET.
Table 3
Different parameter types and their used values for predicting of subway
settlement.
ANFIS parameter type Grid partitioning
(GP)
Fuzzy C-means
(FCM)
Number of MFs 3 10
MF type Gaussian Gaussian
Output MF Linear Linear
Optimize method Hybrid Hybrid
Epochs 4 50
Number of nodes 524 128
Number of linear parameters 1458 60
Number of nonlinear
parameters
30 100
Total Number of parameters 1488 160
Number of fuzzy rules 243 10
Number of training data pairs 40 40
Number of testing data pairs 13 13
RMSE 78.8301 51.64
K. Ahangari et al. / Soils and Foundations 55 (2015) 737–748742Fig. 5 shows a chromosome with one gene that is developed
by data. This algorithm generates some compound preliminary
genes made of some chromosomes randomly; each gene
indicates a mathematical function. Then each gene is converted
into an ET. Each tree expression is made of two parts called
function set and terminal set (It is shown by Fig. 3).
4. Settlement prediction using intelligent methods
4.1. Predicting the subway settlement using ANFIS method
MATLAB software (Version: MATLAB 7.14.0.739 |
R2012a) was used for ANFIS modeling in this study. Two
ANFIS methods (GP and FCM) were utilized to predict the
subway settlement. Applying these two methods was to
identify the best ANFIS model for prediction of the subway
settlement. Before modeling, all parameters were normalized
in [1, 1] interval to reduce the range of input and output
parameters’ variations. However, due to excessive scattering in
data, their normalization was not effective and the results of
ANFIS models were unfavorable.
In order to ﬁnd a better solution, data were represented in
logarithmic form (Log 10 (Data Set)). By executing the latter
method, distribution was reduced and the results were sig-
niﬁcantly improved. At ﬁrst, 40 datasets, which were separated
randomly for the training phase, were used to build the ANFIS
model (according to Table 1). Then, the performance of the
ANFIS model was evaluated using 13 sets of raw data (test
data). The best model was selected by trial-and-error method
and according to the RMSE value of predictions. In the process
of developing the ANFIS model, when the RMSE value of the
training phase reached its minimum value, the training process
was stopped to avoid over-ﬁtting. Table 3 illustrates the best
structure of two ANFIS models (GP and CFM) to predict
subway settlement. According to this table, Gaussian member-
ship function, hybrid algorithm and a linear output function
had the best results in both methods. Other characteristics of
the models are presented in this table. Figs. 6 and 7 show the
structure of these two models. There were signiﬁcantly more
rules in the GP method than in the FCM method.
In the next stage, R2 was calculated for prediction models.
According to Fig. 8a, the R2 value is 0.6982 for the ﬁrst model
constructed by the grid partitioning method. Due to the low
value of this coefﬁcient, clearly the results are not favorable.
On the other hand, comparing the calculated values of subway
settlement with the predicted ones obtained from ANFIS
model for the test data (Fig. 8b), it is revealed that except
for two predictions (Data sets 10 and 11, respectively, with the
amounts of 110 and 80 mm), this intelligent model performed
appropriately in other predictions. By removing these two data
sets, the prediction results changed signiﬁcantly. Respectively,
the values of RMSE and R2 were as high as 18.5191 and
0.9899 (Fig. 9a and b). It is quite evident that, with the
exception of these two data sets, the predictions performed by
the intelligent method were suitable.
The results gained from the second model of ANFIS based
on Fuzzy C-Mean clustering are slightly better than the GP.The value of R2 for 13 sets of data is 0.6639 (R¼0.8144)
(Fig. 10a). A comparison of the calculated values of subway
settlement with the predicted values obtained from the ANFIS
model (Fig. 10b) shows that, with the exception of two data
sets (data sets 10 and 11, respectively, with the amounts of 110
and 80 mm), the results are unfavorable. Respectively, the
values of RMSE and R2 were as high as 6.9719 and 0.9936
when these two sets of data (Figs. 11a and b or 10a and b)
were removed. The prediction made by the intelligent model is
accurate for these 11 data sets.
Clearly, both models of ANFIS (CFM and GP) are accurate
for 11 sets of data, but are inappropriate for the two other sets
(10 and 11). This can be attributed to the different nature of
these two data sets. That is, because some of the effective
parameters of these two datasets were not considered in the
ﬁve inputs, the models built with these ﬁve considered inputs
were not able to estimate the settlement. There could be
another possibility: because data are mostly concentrated in the
lower range and these two data are in the higher range, the lack
of data sets in the higher range results in an inappropriate
training phase. If this is the case, the intelligence of the ANFIS
model is weak for higher settlement value predictions. Since
the predictions of both ANFIS models in addition to the two
mentioned data (which were of high value) represent high error
in the highest range of settlement (230 mm, data number 12),
the ANFIS models are recommended only for the prediction of
low range settlement (between 8 and 44 mm). All results
obtained from the ANFIS method for settlement prediction are
given in Table 4.4.2. Settlement prediction using GEP method
GeneXProTools 4.0 software was applied in order to use the
GEP method for the purpose of this research. In order to
develop the prediction model of subway settlement and to
obtain the most appropriate model to solve the problem, a
modeling operation was designed by a series of conﬁgurations
Fig. 6. ANFIS structure built using GP method to predict the subway settlement based on ﬁve inputs parameters.
Fig. 7. ANFIS structure built using FCM method to predict the subway settlement based on ﬁve input parameters.
Fig. 8. Comparison of calculated subway settlement and predictions of ANFIS (GP) for 13 sets of test data. ((a) Coefﬁcient of determination between calculated and
predicted values. (b) Comparison between calculated and predicted values).
K. Ahangari et al. / Soils and Foundations 55 (2015) 737–748 743was made in the software (Table 5). The most important issue
in GEP modeling is the number of genes, which is selected
according to the accuracy and application of the model. The
most signiﬁcant effects of the high or low number of genes are
the accuracy reduction of the equation (the effect of decreasingthe number of genes) or its prolongation (the effect of
increasing the number of genes). In total, according to the
above conditions and with the purpose of establishing an
applicable equation with high precision (less RMSE), just three
genes were considered using a trial-and-error method in this
Fig. 9. Comparison of calculated subway settlement and predictions of ANFIS (GP) for 11 sets of test data (removing 10 and 11 data). ((a) Coefﬁcient of
determination between calculated and predicted values. (b) Comparison between calculated and predicted values).
Fig. 10. Comparison of calculated subway settlement and predictions of ANFIS (FCM) for 13 sets of test data. ((a) Coefﬁcient of determination between calculated
and predicted values. (b) Comparison between calculated and predicted values).
Fig. 11. Comparison of calculated subway settlement and predictions of ANFIS (FCM) for 11 sets of test data (removing 10 and 11 data). ((a) Coefﬁcient of
determination between calculated and predicted values. (b) Comparison between calculated and predicted values).
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order to maintain the relationship between the written map-
pings function of each tree diagram for models with more than
one gene. In addition, several equations were created by using
difference connection function such as “þ“, “ “ and the
combination of them, and ﬁnally the best equation was
selected.
Like the ANFIS model, the data was randomly divided into
two parts for training and testing. From 53 data sets, 40 were
used for training. Then, the remaining 13 data sets were
utilized to evaluate the two obtained equations. To avoid over-
ﬁtting in the process of developing the ANFIS method, the
GEP method was used to compare the results of the trainingTable 4
Results of ANFIS models to predict the subway settlement on 13 and 11 sets of
testing data.
Method Number of
data Set for
validation
R2 RRMSE MOE RMSE MAE σ
GP 13 0.6982 0.8880 0.4838 78.8301 39.6101 75.0240
11 0.9899 0.3815 0.1912 18.5191 11.3033 19.2843
FCM 13 0.6639 0.6215 0.3425 51.6439 24.9548 51.0244
11 0.9936 0.2502 0.1253 7.9471 5.9392 6.9719
Table 5
Conﬁgurations of GEP software.
Formula
number
Number of
chromosomes
Head
size
Number
of Genes
Connection
function
Mutation Constant
number
per gene
7 30 8 3 Addition
(þ )
0.01 –
8 30 8 3 Addition
(þ )
0.01 2
Fig. 12. Comparison of calculated subway settlement and prediction of the GEP
calculated and predicted values. (b) Comparison between calculated and predictedand testing phases. GEP equations were presented based on
ﬁve input parameters (Eq. (7) without a constant and Eq. (8)
with a constant).Considering better effect of input parameters
in settlement occur, GEP equations have been prepared in two
states. The equation without constant number will have less
ﬂexibility and accuracy, because in this condition all the inputs
are directly attended in formulization.
S¼ tan ∅2:
ﬃﬃﬃﬃ
C
p
þ
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C
p
þ∅þC=4
 	
þ
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D6
p
:ðCþ∅Þ=2Þ
 ih 	3
ð7Þ
S¼ tan Z7:696991þðð4C2DþEÞ=12Þ=3 
þ tan 4:672424ð Þþ4:672424
þ tan ∅5:76706þ
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p
þC5:76706Þ

þ tan D:∅þE0:014953þððEþ 0:964265 Zð Þð ÞþD4Þ=4Þ=3 
ð8Þ
The parameters used in the above equations are rendered in
Table 2. The comparison of predicted and calculated values of
settlement, as seen in Figs. 12 and 13, shows good agreement
between the values predicted by these equations in both cases
and the calculated values.
The results of settlement prediction are also given in
Table 6. According to Figs. 12 and 13, and Table 6, totally,
Eq. (8) (with constant) has better performance in settlement
prediction. In addition to the higher value of R2, the error value
(RRMSE, RMSE, MOE, MAE and σ) of this equation is lower.
Hence, Eq. (8) is suggested for future purposes.
5. Discussion and comparison
A comparison between the predictions of both methods
(ANFIS and GEP) for the test data are shown in Fig. 14.(Eq. (7))—for 13 sets of test data. ((a) Coefﬁcient of determination between
values).
Fig. 13. Comparison of calculated subway settlement and prediction of the GEP (Eq. (8))—for 13 sets of test data. ((a) Coefﬁcient of determination between
calculated and predicted values. (b) Comparison between calculated and predicted values).
Table 6
Results of GEP equations to predict the subway settlement on 13 and 11 sets of
testing data.
Equation
no.
Number of
data set for
validation
R2 RRMSE MOE RMSE MAE σ
7 13 0.9339 0.8378 0.4261 15.1241 11.7121 15.4955
11 0.9364 0.9091 0.4620 15.8430 12.3999 15.1597
8 13 0.9559 0.8033 0.4062 12.2072 8.8050 12.6291
11 0.9530 0.8728 0.4417 12.9822 9.3085 12.9296
K. Ahangari et al. / Soils and Foundations 55 (2015) 737–748746According to this ﬁgure, the values predicted by both of the
methods are close to the calculated values of the subway
settlement. The proximity or overlapping of the lines is
evidence that the predictions of intelligent methods are
consistent with the calculated values. It must be conceded,
however, that the error in the predictions for the number 10
and 11 data sets when using the ANFIS models was
substantial, as was discussed in previous sections. Interest-
ingly, though, both GEP Eqs. (7) and (8) produced highly
accurate predictions for these two sets of data. This is evidence
that the GEP equations were very robust for estimating higher
settlement values, whereas ANFIS models were not.
All of the statistical evaluation criteria of all intelligent
methods are shown in Fig. 15. The results are shown for both
ANFIS (GP, FCM) and GEP (with and without constant)
methods. According to the ﬁgure, the error value was more
acceptable, and the value of R2 was higher for GEP equations
in than for ANFIS. The main cause of this signiﬁcant
difference is the poor results achieved by the ANFIS model
for the two sets of data (10 and 11). The comparison of the two
GEP equations indicates that Eq. (8) is more appropriate
because of a lower MOE (Fig. 15). Of the two ANFIS models
(GP and FCM), FCM has the lower MOE value. Therefore, the
best prediction results are for GEP (Eq. (8)), GEP (Eq. (7)),
FCM and GP, respectively.If the number 10 and 11 data sets are removed, the results of
the comparisons for the 11 remaining data sets would be s
indicated in Fig. 16. In this case, the best prediction results
belong to the ANFIS (FCM) method, which has the lowest
MOE value and the highest value of R2. It is clear that ANFIS
performs better for the 11 remaining data sets. Therefore, the
great error value in these two data sets had a huge effect on the
ANFIS results. However, because the criterion of data division
was 13 sets of data, GEP equations are more appropriate. On
the other hand, the GEP method did create two equations for
future purposes. These equations are more appropriate than
ANFIS models, because, unlike GEP, the ANFIS does not
render a speciﬁc equation. Because the ANFIS model just
exists in MATLAB software, the created model can be used
only by its creator. Thus, the GEP method is more useful than
the other one. Thus, in this study the GEP out-performed
the ANFIS.
6. Conclusion
The capability of ANFIS and GEP methods to predict
subway settlement was studied. GP and FCM methods were
used for ANFIS. Furthermore, two equations (with and without
constant) were rendered by GEP. Parameters such as the
cohesion (C), internal friction angle (Ø), modulus of elasticity
(E), diameter (D) and depth (Z) of the tunnel were considered
as input parameters. 53 sets of data obtained from previous
studies were used for modeling. Respectively, 40 and 13 sets
of data were utilized for model construction (training) and
assessment (testing). Predictions of both intelligent methods
were favorable. The ANFIS results were very poor in two sets
of data, but they were more accurate than GEP in the rest of
predictions. In other words, the ANFIS models are appropriate
for low ranges of settlement (8 to 44 mm). However, GEP is a
better option than ANFIS due to its higher applicability and
higher accuracy in prediction. According to the results of this
study, intelligent methods are useful tools for solving problems
Fig. 14. Comparison of the calculated settlement of subway and prediction of the intelligent methods for 13 sets of test data for both ANFIS (GP, FCM) and both
GEP (Eq. (7) with constant, (8) without constant).
Fig. 15. Comparing the term of R2, RRMSE, MOE, RMSE, MAE and σ for predicting the subway settlement (13 sets of test data) using ANFIS (GP, FCM) and
GEP (Eq. (7) (with constant) and (8) (without constant)).
Fig. 16. Comparing the term of R2, RRMSE, MOE, RMSE, MAE and σ for predicting the subway settlement (11 sets of test data) using ANFIS (GP, FCM) and
GEP (Eq. (7) (with constant) and (8) (without constant)).
K. Ahangari et al. / Soils and Foundations 55 (2015) 737–748 747with complex mechanisms and multiple inﬂuencing factors
such as subway settlement prediction. These methods have no
limitations in the number of input parameters to predict
geotechnical parameters. This feature gave these methods a
marked advantage over other methods. Although the databasedistribution was not desirable, the intelligent models could
recognize the relationships between the input parameters and
their effects on output. In addition, intelligent models were
generalized to the new data. Existing models are suitable to use
as predictors for future predictions of subway settlement.
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