A partition u of k] = f1; 2; : : : ; kg is contained in another partition v of l] if l] has a k-subset on which v induces u. We are interested in counting partitions v not containing a given partition u or a given set of partitions R. This concept is related to that of forbidden permutations. A strengthening of Stanley{Wilf conjecture is proposed.
Introduction
An n-permutation b 1 b 2 : : : b n , a permutation of n] = f1; 2; : : :; ng, avoids an m-permutation p = a 1 a 2 : : : a m if it has no subsequence b i1 b i2 : : : b im such that b ir < b is i a r < a s . The number of n-permutations avoiding p is S n (p). Similarly, S n (R) counts n-permutations avoiding each p from a set of permutations R. For R xed and n = 1; 2; : : : ; determine S n (R). This is the problem of forbidden permutations that was introduced by Simion and Schmidt 22] and further investigated in, for example, 3, 4, 5, 25, 30] . (In the wqo theory, the avoidance of permutations was considered earlier in 15, 16] . ) We propose a new class of similar enumerative problems based on set partitions. A partition v = ( l]; v ) given by its equivalence relation does not contain u = ( k]; u ), in symbols v 6 u, if there is no increasing injection f : k] ! l] such that i u j i f(i) v f(j).
For u a partition, P(u; n; l) is the number of partitions of l] not containing u and having n parts. For R a set of partitions, P(R; n; l) is de ned in an obvious way. The problem of forbidden partitions is, for R xed and n; l = 1; 2; : : : ; to determine P(R; n; l). Both problems are closely related. We encode the m-permutation p = a 1 a 2 : : : a m by the partition u p of 2m] with parts fi; m + a i g. Then S n (p) is the number of the partitions u q such that q is an n-permutation and u q 6 u p . In particular, S n (p) P(u p ; ; 2n) where P(u; ; l) = P n 1 P(u; n; l). A conjecture due to R. Stanley and H. Wilf says that S n (p) = O(c n ) for each p. (Recently, B ona 5] con rmed it for many permutations.) We o er a stronger conjecture: P(u p ; ; l) = O(c l ) for each permutation p. If true, it also holds for each u obtained from u p by adding some singleton parts. Such a u will be called a su ciently restrictive partition or, shortly, srp. By Example 1, srps are the only partitions u for which P(u; ; l) may have an exponential upper bound.
Trivially, S n (12) = S n (21) = 1. By 13, 22] , S n (p) = 1 n+1 ? 2n n for each 3-permutation p. It is more complicated to determine S n (p) for a 4-permutation, see 3] . Perhaps the complexity of P(u; ; l) for srps with m doubletons is similar to that of S n (p) for (m + 1)-permutations. To support the intuition, in Section 4 we prove that for each srp u with one doubleton the GF (generating function) P l 1 P(u; ; l)y l is rational. Also, the GF for each of the two srps with two doubletons and no singletons satis es a quadratic equation, see Examples 2 and 3.
We discuss the following topics. Section 2 introduces sequential representation of partitions. In Section 3 we prove Theorem 3.1 saying that for each n and nite R the GF P l 1 P(R; n; l)y l is a rational function of a particular kind. The induction scheme used forces us to prove a more general Theorem 3.2. In the beginning of the proof its outline is given. Theorem 3.1 is used to prove Theorem 4.1 saying that each srp with one doubleton has a rational GF. It is not a surprising result but it may be of some interest as a rst step in measuring the complexity of P(u; ; l); the proofs in Section 4 are only sketched. In Section 5 we apply Theorem 3.2 to prove that the GF of partitions having a xed number of pairs of crossing parts belongs to Z(x; p 1 ? 4x) = Z( p 1 ? 4x); this complements 6]. In Section 6
we give additional comments and pose some problems. Forbidden partitions might shed a new light on forbidden permutations. For partitions there goes in paralell a strong branch of extremal results (see Example 5) . It might be of use to crossbreed the enumerative and extremal branches.
Notation and examples
A partition u = ( k]; u ) can be represented by a nite sequence a 1 a 2 : : : a k 2 S over an in nite alphabet S, where S contains N = f1; 2; : : :g and some letters a; b; c; : : : ; by choosing the sequence so that i u j i a i = a j . A mapping f : S ! S acts on S in a natural way, f(a 1 a 2 : : : a k ) = f(a 1 )f(a 2 ) : : : f(a k ). If u; v 2 S and u = f(v) for an injection f, we say that u and v are equivalent. Partitions correspond to blocks of equivalent sequences. In sequel, this representation of partitions will be used.
For u 2 S , juj is the length of u, S(u) S is the set of symbols used in u, and kuk is the cardinality of S(u) (i.e., the number of parts). Clearly, u v means that u is equivalent to a subsequence of v. Such a subsequence will be called a u-copy. Each block of equivalent sequences contains a unique canonical sequence, a sequence u such that (i) S(u) = n] and (ii) for each pair 1 i < j n the rst occurrence of i in u precedes that of j. To canonize v means to replace it by the equivalent canonical sequence.
We remind that P(R; n; l) counts canonical v such that jvj = l; kvk = n, and v 6 u for each u 2 R. The corresponding GF is denoted by G(R; x; y) = X n;l 1 P(R; n; l)x n y l :
For simplicity, when possible we let the parameter n unrestricted and consider only the quantities P(R; ; l) and G(R; 1; y). If u v then P(u; n; l) P(v; n; l). If u is the reversal of u then P(u; n; l) = P(u; n; l). The proofs of the formulas in the following example are easy and thus omitted. 3 Fixed number of parts Example 4. In our notation Stirling numbers of the second kind are P(;; n; l). Since the canonical v's with kvk = n arise from 12 : : : n by inserting a v 1 2 f1g between 1 and 2, a v 2 2 f1; 2g between 2 and 3, : : : ; and a v n 2 f1; 2; : : :; ng after n, we have X l 1 P(;; n; l)y l = y n (1 ? y)(1 ? 2y) (1 ? ny) :
The following theorem generalizes this classical result.
Theorem 3.1 For each n 2 N and nite R S , X l 1 P(R; n; l)y l = a(y)
(1 ? y) r1 (1 ? 2y) r2 (1 ? ty) rt ; where a(y) 2 Z y], r i 0, t = min(n; k), and k = min u2R kuk?1. For k = 0 the denominator is 1.
In particular, for k = 0 the GF is a polynomial from Z y]; this is obvious. For k = 1 the function P(R; n; l) is a polynomial from Q l]. We look at the cases R = fababg and R = fababag when k = 1. Outline of the proof of Theorem 3.1. Suppose rst R = fug. We want to use induction on juj. To count the v's such that kvk = n and v 6 u, we split v in v = v 1 v 2 : : : v r so that the v i 's are subject to simpler constraints and can be chosen independently. A u-copy appears then in v i u splits in u = u 1 u 2 : : : u r so that there is a u i -copy of certain type in v i . We are forced to consider a stronger induction statement involving any nite R and, for each u 2 R, prescribed types of the u-copies in v. This is formulated in Theorem 3.2 and the preceding de nitions. We work with a special R (ideal), because for induction it is better to have R closed to subsequences. Theorem 3.1 follows from Theorem 3.2 simply by summing all cases. The stronger restriction of the denominator is established in Lemmas 3.3 and 3.4. The inductive proof of Theorem 3.2 is started by Lemma 3.5, a variation on Example 4.
Then we describe how the u i -copies in v 1 v 2 : : : v r merge in a u-copy. Lemma Let, for n 2 N and R S , F(R; n) be the set of all mappings F such that F is de ned on R and F(u), u 2 R, is a set of injections from kuk] to n]. Theorem 3.2 Let n 2 N, I be an ideal, F 2 F(I; n), and P(I; F; n; l) count all canonical v satisfying kvk = n; jvj = l, and T(u; v) = F(u) for each u 2 I. Then Any nite R S is easily completed to an ideal I R. Then P(R; n; l) = P F P(I; F; n; l), summed over all F 2 F(I; n) such that F ; on R, and Theorem 3.1 follows, with the denominator (1 ? y) r1 (1 ? ny) rn . The same argument shows that Theorem 3.2 holds with R instead of I as well. The remaining part of Theorem 3.1, the restriction of the denominator, follows if we show that for every u 2 S and n 2 N we have P(u; n; l) = o(kuk l ). We prove it in the next two lemmas. The proof of Theorem 3.2 goes by induction on jIj and starts with the ideal I(r) = fa; aa; aaa; : : : ; aa : : : ag, the last sequence of a's having length r. Lemma Proof. We can suppose that u = a 1 a 2 : : : a t is canonical. If the assumption is ful lled then, by the de nition of (s; X)-splitting, inevitably j = r = s. But then, since X S(v i v i+1 ) for each i, we choose an occurrence of f(a 1 ) in v 1 v 2 , an occurrence of f(a 2 ) in v 3 v 4 etc. and obtain a u-copy of type f that is split into several v i 's. Now we perform the induction step. We are given an n 2 N, an ideal I that is di erent from I(r) (case I = I(r) was settled in Lemma 3.5), and a mapping F 2 F(I; n). There is a z 2 I that is maximal (to ) and satis es kzk 2. Hence, Infzg is an ideal for which Theorem 3.2 holds for any n 0 n and any F 0 2 F(Infzg; n 0 ). We set J = Infzg, m = kzk, s = jzj, and consider colors and sets S C corresponding to these J, n, m, and s. ( Proof. The claim follows at once from 2 of Lemma 3.6 if u 2 J. It remains to verify it for u = z. W.l.o.g., w 1 and w 2 are canonical. Consider any f 2 T(z; w 1 ). We claim that there is always a z-copy in w 1 of type f that is split into several intervals in the the superposed splitting; the pieces must be then equivalent to sequences in J. By Lemma 3.7, there is even such a copy that is split already in the (2s; X)-splitting of w 1 with X = Im(f). By the de nition of color and by 1 of Lemma 3.6, f 2 T(z; w 2 ). The converse is proved similarly, so T(z; w 1 ) = T(z; w 2 ). 2 Lemma 3.9 The canonical sequences v 2 S C , where C = ((n 1 ; : : : ; n r ); M; (F 1 ; : : : ; F r )), are in bijection with the r-tuples (w 1 ; : : : ; w r ) of canonical sequences satisfying kw i k = n i , T(u; w i ) = F i (u) for each u 2 J, and jvj = jw 1 j + + jw r j.
Proof. Each canonical v 2 S C is sent to (v c
(More precisely, we use that the remark before Lemma 3.7 applies also to the superposed splittings.) 2 Finally, let G be the set of all colors C for which the mapping sending u 2 I to T(u; v), where v 2 S C is arbitrary (by Lemma 3.8 this makes sense), equals the prescribed mapping F. Let G(n; I; F; y) be the GF introduced in Theorem 3.2. By Lemma 3.9, G(n; I; F; y) = X C2G G(n 1 ; J; F 1 ; y)G(n 2 ; J; F 2 ; y) G(n r ; J; F r ; y):
By the induction hypothesis on G(n i ; J; F i ; y), G(n; I; F; y) is as stated. This nishes the proof of Theorem 3.2.
One doubleton
In Sections 4 and 5 n is not restricted. By Examples 2 and 3, in general we cannot expect G(u; 1; y) be rational if the srp u has more than one doubleton. To complement this, we sketch the proof of the following result. If u has only singletons, the GF is rational by Example 4. Srp with one doubleton has the form u(r; s; t) = a 1 : : : a r ba r+1 : : : a r+s ba r+s+1 : : : a r+s+t , for some distinct a i ; b 2 S and 0 r; s; t. First we indicate the proof for the case r = t = 0. Then we describe how the full result can be proved using that case and a re nement of Theorem 3. Proof. Let a 1 = a 2 = a be the rst and last term of a u(s)-copy in v and X S(v); a 6 2 X; jXj = s be the set of some s symbols appearing between a 1 and a 2 . We can assume that both a i lie in E(v). Let Y X be the symbols that have neither the rst nor the last appearance between a 1 and a 2 . If Y = ; we easily form a u(s)-copy lying in E(v). Otherwise let b 2 Y have the earliest rst appearance of all x 2 Y . The rst and last appearance of b, the rst appearances of x 2 Y nfbg, a 1 , and rst or last appearance of each x 2 XnY (the one lying between a 1 and a 2 ) form a u(s)-copy in E(v). For the full Theorem 4.1 we need a variant of Theorem 3.1. Let n 2 N and z 2 S be such that z 6 aaa and kzk = n. Let P(R; z; n; l) count the canonical v such that kvk = n, jvj = l, v 6 u for each u 2 R, and E(v) is equivalent to z. Modifying the proof in Section 3, we can prove a re nement of Theorem 3.1 with P(R; n; l) replaced by P(R; z; n; l). . Given E(v 0 ), the extensions can be counted as in the r = t = 0 case and the corresponding GF is rational. The GF counting v 0 's with a xed E(v 0 ) is also rational, by the re nement of Theorem 3.1 used with R = fu(r; s; t)g. Summing the products over all possible E(v 0 )'s we infer that G(u(r; s; t); 1; y) 2 Z(y). We leave the veri cation of the formula to the interested reader as an exercise. In particular, the numbers of partitions in question form a P-recursive sequence; see 27] for more information on P-recursiveness.
The proof is based on two lemmas. The rst lemma is a part of folklore and its easy proof is omitted. Proof. The partitions involved have at most k + 1 parts. The proof follows from Theorem 3.2 by setting R = fababg and summing all cases. where we sum over all cases. By the above remarks, G r(i) (c; k 0 i ; y) 2 Z(y) and C 0 (y); C m (y) 2 Z( p 1 ? 4y). G(k j i ; y) 2 Z( p 1 ? 4y) by the induction hypothesis. Hence, the total GF
