We apply a flexible parametric model, a combination of generalized Plummer profiles, to infer the shapes of the stellar density profiles of the Milky Way's satellite dwarf spheroidal galaxies (dSphs). We apply this model to 38 dSphs using star counts from the Sloan Digital Sky Survey, PanStarrs-1 Survey, and Dark Energy Survey. Using mock data, we examine systematic errors associated with modelling assumptions and identify conditions under which our model can identify 'non-standard' stellar density profiles that have central cusps and/or steepened outer slopes. Applying our model to real dwarf spheroidals, we do not find evidence for centrally cusped density profiles among the ∼ 10 Milky Way satellites for which our tests with mock data indicate there would be sufficient detectability. We do detect steepened (with respect to a standard Plummer model) outer profiles in several dSphs-Fornax, Leo I, Leo II, Reticulum II-which may point to distinct evolutionary pathways for these objects. However, the outer slope of the stellar density profile does not yet obviously correlate with other observed galaxy properties.
INTRODUCTION
The advent of deep, wide-field sky surveys has quadrupled the number of known dwarf spheroidal galaxies (dSphs) surrounding the Milky Way (e.g. Belokurov et al. (2007) , Drlica-Wagner et al. (2015) , and Koposov et al. (2015a) ). These extremely faint systems contain old (>10 Gyr) stellar populations. They are dark matter dominated, with mass to light ratios reaching into the hundreds or even thousands (see Mateo (1998) , Mc-Connachie (2012) , and Simon (2019) ). Because of their diminutive masses, and subsequent sensitivity to dark matter distributions and baryonic processes, it is challenging for galaxy formation theories to generate both the currently observed number and internal structure of dSphs (Bullock & Boylan-Kolchin 2017) . They also provide excellent targets for indirect dark matter detection experiments in the Local Group, as their old, quiescent stellar populations and lack of gas minimize astrophysical backgrounds (Strigari 2018) . For these reasons, dSphs provide an important small-scale constraint to theories of dark matter and cosmology. In amoskowitz@cmu.edu order to test these theories, however, dSph dynamical masses must be accurately measured.
The mass profile of a dSph is usually inferred by measuring the line-of-sight velocity distribution of stars in the galaxy and comparing to a model via the spherical Jeans equation (e.g. Bonnivard et al. 2014; Geringer-Sameth et al. 2015; Strigari et al. 2008) , which relates the enclosed dynamical mass profile to the stellar velocity dispersion and stellar density profiles. While much effort has been devoted to measuring the magnitudes and shapes of stellar velocity dispersion profiles (Mateo et al. 1991; Kleyna et al. 2002; Battaglia et al. 2006; Walker et al. 2007) , relatively little attention has been paid to measuring the shapes of the stellar density profiles.
Most studies of dwarf spheroidal galaxies usually parameterize stellar density profiles, ν(r), using simple analytic models of fixed functional form, such as the exponential, King (1962) , or Plummer (1911) profiles (e.g. Irwin & Hatzidimitriou 1995; Munoz et al. 2018; Cicuéndez et al. 2018; Wang et al. 2018) . Such models characterize a dSph's size using only one or two parameters, and assume a fixed slope at r = 0, either a cusp ( dlog(ν(r)) dlog(r) | r=0 < 0) or a core ( dlog(ν(r)) dlog(r) | r=0 = 0). Therefore, adoption of such models does not provide actual measurements of the shapes of stellar density profiles. This is especially relevant given the diagnostic implications of stellar density profiles at both small and large radius. For example, as shown by Evans et al. (2009) , for dSph-like systems with flat velocity dispersion profiles, the central slope of the dark matter density profile relates directly to that of the stellar density profile. Moreover, since the result of Peñarrubia et al. (2009) indicate that tidal stripping can alter the shape of the stellar profile, the light profile is important clue to the dynamical history of a galaxy. Thus efforts to infer dark matter distributions and study the dynamical state of dwarf galaxies can benefit from careful measurements of the shapes of stellar density profiles.
Some well-known parametric models do provide sufficient flexibility to fit a broad range of stellar density profile shapes, such as the αβγ model that allows different power-law indices at both small and large radius (Zhao 1996) . However, the αβγ model lacks analytic integrals for the 2D projected stellar density. Performing the requisite numerical integrations then consumes significant computational resources during fits to starcount data and/or subsequent dynamical modeling.
Here we develop a model for fitting dSph stellar density profiles that is both flexible and economical, with analytic expressions for its 3D and projected versions, as well as the number of stars enclosed within a given radius. Following , we use a generalized version of the Plummer model as a basis function, expressing the overall stellar density as a sum of Plummer profiles (and/or Plummer-like profiles with steepened gradients at large radius). Using mock data, we demonstrate that our models have sufficient flexibility to distinguish among input models that follow cusped and cored central stellar density profiles, and/or have Plummer-like or steeper outer profiles. We apply this model to known dSphs within the footprints of major sky surveys, providing a uniform analysis that returns inferences about the stellar density profiles of these objects.
METHODOLOGY
We consider that the number of stars contained in a particular square bin of the sky follows a poission distribution. Following Richardson et al. (2011) , we adopt the following likehood function L:
where Σ( R i ) is the projected stellar density at the position of a particular star i specified by its coordinates R i relative to the center of the dSph 1 . N predicted = Σ( R)dA f ield is the number of stars in the entire field as predicted by the model stellar profile; N refers to the number of stars observed in the field. In modeling the projected stellar density Σ(R), we assume that the 3-dimensional stellar density of member stars (as opposed to foreground/background contamination) can be expressed as the weighted sum of individual components that each follow a simple analytic profile. We base our profile on the generalized version of a Plummer (1911) profile, for which the 3D stellar density of N tot member stars is
where b is the scale radius of the profile and k ν = Γ(n/2) Γ( n−3 2 )π 3/2 is a constant that normalizes the profile. Following , we use this function as a basis function, expressing the overall 3D density profile of stars in the galaxy as
where w i is the weight assigned to the i th component, b i is the scale radius of that component, and N tot is the total number of member stars, integrated over all components. The projected density of member stars on the sky is
with normalization constant k Σ = n−3 2π . The number of members enclosed within a circle of radius R on the sky is
In theory, n could have an arbitrary value, but the integral for N mem ( R) is not analytic for all values of n when an elliptical morphology is allowed within a circular field. Therefore, in this work, we consider two values of n: n = 5, the commonly used Plummer (1911) value, which retains analytic integrals for elliptical profiles; and n = 9, which allows for a steeper outer profile. As Section 3 demonstrates, these choices give sufficient flexibility to distinguish astrophysically interesting differences between centrally cored and cusped profiles, as well as Plummer-like outer profiles and steeper gradients.
In practice, the weights w i and scale radii b i are not the actual free parameters used in the fit. The sum of the weights is degenerate with the overall normalization of the fit, so only N components − 1 of the weights are free parameters. For our choice of N components = 3, we use two free parameters z 2 and z 3 defined as:
For the scale radii of each component, we enforce b 1 > b 2 > b 3 , to avoid multi-modalities that would arise due to swapping labels among the three components. Furthermore, supposing that the available data span a sufficiently large fraction of the galaxy's area, we enforce the condition that b 1 < R f ield . Therefore, the free parameters we use are m 1 , m 2 and m 3 , where m i is a number between 0 and 1:
In order to allow for flattened morphologies, we take the magnitude of the projected position vector R in Equation 1 to be an 'elliptical radius'
where ξ and η are the standard coordinates of a star's RA and DEC with the origin at the center of the galaxy in question (centers listed in Table 2 ). In Equation 10, θ = tan −1 ξ η is the angle of the star with respect to the ξ axis (which points toward East), θ 0 is the position angle of the ellipse (increasing East of North), and ≡ 1 − b/a is the ellipticity of the projected stellar density profile, where a and b are semi-major and semiminor axes, respectively. Even with elliptical symmetry and allowing for a circular field of finite radius, the integral for N predicted in Equation 1 remains analytic for the Plummer (n = 5) profiles that we consider.
Henceforth, we refer to our model based on the Plummer profile and N components =1 or 3 as "1-Plummer" and "3-Plummer" profiles, and to our model with steeper outer slope (n = 9) as "1-Steeper" and "3-Steeper" profiles. In total our models have nine free parameters. Table 1 lists these parameters along with the ranges over which their tophat priors are nonzero. We use MultiNest (Feroz et al. 2009 ), a nested sampling software package, to perform the fits. Unlike the maximum-likelihood methods used by Martin et al. (2008) and Munoz et al. (2018) , nested sampling via MultiNest calculates the Bayesian evidence, allowing for quantitative model comparison (discussed in section 3). MultiNest also returns a random sampling of the posterior probability distribution function.
VALIDATION WITH MOCK DATA
In order to gauge reliability of our methodology, we first test our fitting procedure against mock data sets drawn from known stellar density profiles. We generate mock data sets by randomly sampling the radial coordinate R from the projection of an αβγ (Zhao 1996) model, ν(r) ∝ (r/r s ) −γ (1 + (r/r s ) α ) (γ−β)/α , with the transition parameter held fixed at α=2. In order to test for recovery of a variety of central and outer slopes, we draw from input models having either central cores (γ = 0) or cusps (γ = 1), and outer profiles that follow either the standard Plummer (β = 5) or steeper (β = 9) forms. We assign θ coordinates according to an assumed ellipticity mock = 0.6. Parameter values for scale radii r s (1 − 8 ) and total number of member stars (10 − 10000) are chosen to be similar to the real dSph data sets we analyze. We also add a background of uniformly-distributed contaminant stars based on membership fractions ranging between 0.003 and 0.1. All mock data sets have a field of view of 1 • . We fit each of 2000 mock data sets four different ways, allowing N components = 1 or N components = 3 as well as Plummer and Steeper basis functions.
Systematic Errors
For all mock data sets, Figure 1 shows profiles of normalized residuals (Σ fit (R) − Σ true (R))/σ Σ fit (R) -i.e., as a function of elliptical radius, the difference between the First component scale radius factor −3 -0 9 log 10 (m2) Second component scale radius factor −3 -0 9 log 10 (m3) Third component scale radius factor −3 -0 9 Ellipticity 10 −4 -0.9 10 θ0
Fit position angle (East of North) 0 -π 10
Note-Free parameters used to fit our 3-Plummer model. median stellar density obtained from our posterior probability distribution function and the true stellar density, divided by the 68% credible interval of the posterior. Left-hand panels portray cases where the input mock profile has β = 5, while right-hand panels correspond to cases where the input has the steeper outer profile of β = 9. Top panels show results for fits that assume the 3-Plummer model, whereas bottom panels show results for fits that assume the 3-Steeper model. Blue/red curves represent fits to input models with central cores/cusps (γ = 0/γ = 1). First, we find that when the fitted model takes the same form as the input model used to generate the mock data, the residuals scatter as expected about the true profiles, with no discernible bias. This is the case for the 3-Plummer fits to models with Plummer inputs (α, β, γ) = (2, 5, 0) (blue curves in upper left of Figure 1) , and 3-Steeper fits to models with Steeper inputs (α, β, γ) = (2, 9, 0) (blue curves in lower-right panels). Residuals for these fits are generally confined to the region |(Σ fit − Σ true )|/σ Σ fit 2, indicating the scatter expected from statistical fluctuations.
More interesting are the systematic errors that we observe when the input model violates the assumptions of the model adopted in the fit. For example, fitting a 3-Plummer model to data generated from models with steeper β true = 9 gives large systematic errors that alternate between over-and under-estimation (upper-right panel of Figure 1 ). Conversely, fitting a 3-Steeper model to data generated with β true = 5 also gives systematic errors, albeit less dramatically so (lower-left panel). The reason for the difference in severity of systematic errors between these two cases of mismatch is that the Steeper model allows for the outer-Plummer slope of d log ν/d log r = −5 at finite radius, while there is no ra-dius in a Plummer profile that achieves a slope steeper than d log ν/d log r = −5.
All else being equal, the degree of systematic error is larger for cases where the input model has a central cusp as opposed to a core (red versus blue curves in Figure 1 ). This follows from the fact that each individual Plummer and Steeper component is cored (γ = 0), so no finite sum of such components can exactly reproduce a cusped central profile. Nevertheless, we shall find that our 3component models have sufficient flexibility to separate cored from cusped profiles in a meaningful way (Section 3.2).
Separation of cored and cusped stellar density profiles
Given the intrinsic 'coredness' of the Plummer and Steeper profiles, it is worth investigating how well the superposition of such profiles can distinguish cores from stellar cusps.
We use our mock data sets to identify the optimal radius for making this distinction. For a given fraction of the fitted projected half-light radius between 0.001R h and 10R h , we assign a core / cusp separation "score" in the following manner. For each mock data set, we record the logarithmic slope of the deprojected 3-Component Plummer profile 2 at that fraction of the halflight radius (taking the median from the posterior probability distribution). The core/cusp separation score is then the difference between the median logarithmic slope obtained from all cored input models and the median obtained from all cusped input models, divided by the quadra-2 We evaluate the logarithmic slope of the 3D stellar density profile obtained by deprojecting the 'circularized' version of the elliptical profile that results from replacing elliptical radius Re with 'circularized' radius R = Re Figure 1 . Performance of fits to mock data drawn from αβγ models (Zhao 1996) with α = 2, β = 5 (left panels) or β = 9 (right panels), and γ = 0 (blue lines) or γ = 1 (red lines), for fits of 3-Plummer (top panels) and 3-Steeper (bottom panels) profiles. As a function of projected radius (normalized by the true 2D elliptical halflight radius), panels show residuals (normalized by range of the 68% credible interval) between the median projected stellar density calculated from the posterior probability distribution function, and the true projected density of the input model. ture sum of standard deviations obtained for each of the two classes of model. We find that, for both the 3-Plummer and 3-Steeper models, this score is maximized at 3D radius r ∼ 0.5R h , where R h is the inferred projected halflight radius. For each mock data set and as a function of the number of mock members, Figure 2 shows the logarithmic slope that we measure at r = 0.5R h for our 3-Plummer and 3-Steeper fits.
For sufficient numbers of member stars (N mem 300), our fits to mock data generated from cusped models (red points) tend to separate from those to data generated from cored models (blue points). This distinction holds for the 3-component versions of both Plummer and Steeper models. Henceforth, we take γ(0.5R h ) as a useful indicator of the central slope of the stellar density profile.
Model Selection
In order to examine when and if models with more flexibility than the standard single-component Plummer profile are required, we now compare our 3-Plummer and 3-Steeper models to the standard 1-Plummer model and 1-Steeper model in terms of model selection. For this purpose we use the Bayesian 'evidence', or marginalized likelihood-i.e., the integral over the parameter space of the likelihood multiplied by the prior. Specifically we quantify the 'Bayes factor' B ≡ log 10 (E M 1 /E M 2 ), where E M 1 and E M 2 are the evidences (calculated by MultiNest) for fits to two models M 1 and M 2 , respectively. The Bayes factor naturally favors simpler models-owing to their smaller prior volumes-unless additional complexity provides a significantly better fit to the data. When comparing two models, a Bayes factor of 1/2 is regarded as "substantial" support for one model over the other (Held & Ott 2018) . Regardless of such a subjective criterion, our mock data let us examine what Bayes factors reliably identify data sets that require more modeling complexity than is afforded by the assumption of a standard 1-Plummer profile.
For each mock data set, Figure 3 plots the slope γ(0.5R h ) estimated from our 3-component fits versus the Bayes factor that compares 1-component and 3component fits. Not surprisingly, the Bayes factor indicates strong support for 3-component models over 1component models when the logarithmic slope is constrained to be cuspy (γ(0.5R h ) 0.5)-i.e. behavior that cannot be captured by our 1-component models. Exceptions can occur when the adopted model assumes the wrong outer slope (upper-right and lower-left panels of Figure 3 ); reassuringly, these misleading Bayes fac-tors disappear when we assume the correct outer slopes (upper-left and lower-right panels).
In order to gauge our ability to discern outer slopes, Figure 4 displays Bayes factors that compare evidences of 3-Steeper and 3-Plummer models. We find that, as expected, 3-Steeper profiles tend to have negative log 10 E Steeper E P lummer ratios when fitting mock data generated from models with β = 5 (left hand panel of Figure 4 ), and a positive value when fitting to mock data drawn from a model with β = 9 (right panel). This behavior holds for both cored and cusped input models (blue and red points). In general, we find that evidence ratios reliably indicate significant support for the correct outer slope when samples include 500 member stars.
Halflight radius
For many investigations of dwarf galaxy dynamics, the stellar density profile is summarized by the halflight radius-for example, crude dynamical mass estimators typically express the mass as function of the halflight radius and global velocity dispersion (e.g., Walker et al. 2009; Wolf et al. 2010) . Figure 5 compares our fitted estimates of halflight radii to true values. We find that when the fitted model assumes the correct outer slope, estimates of the halflight radius tend to be unbiased, regardless of whether the input model has a core or a cusp. The lack of bias when fitting to cusped inputs testifies to the ability of the 3-component models to fit such data sets. However, when the fitted model assumes a steeper (resp: shallower) slope than the model used to generate the data, the halflight radius tends to be under-(resp: over-) estimated.
APPLICATION TO KNOWN DSPHS
Informed by our tests with mock data, we now apply our methodology to known dSph satellites of the Milky Way. For each dSph we fit elliptical 1-Plummer, 3-Plummer, 1-Steeper, and 3-Steeper models to publicly available imaging survey data.
Data
We use wide-field survey data from the PanStarrs-1 (PS1) survey (Chambers et al. 2016) , the Sloan Digital Sky Survey (SDSS) (Albareti et al. 2017) , and the Dark Energy Survey (DES) (Abbott et al. 2018) . We also use some of the public catalogs of Muñoz et al. (2018, 'M18' hereafter) , who provide deeper g-and r-band followup imaging for many of the dSphs discovered in these surveys, albeit over more limited areas that often exclude regions containing member stars. We find that these restricted fields in the M18 catalogs can bias our measurements, and therefore we use the M18 data only for Figure 1 , panels correspond to fits of 3-Plummer (top panels) and 3-Steeper (bottom panels) profiles to mock data sets drawn from αβγ models with input parameters α = 2, β =5 (left panels) or β = 9 (right panels), and γ =0 (blue points) or γ = 1 (red points). Cyan/red lines represent the true logarithmic slope at R = 0.5R h for the input models with central cores/cusps (γ = 0/γ = 1). dwarfs for which the available data extend past the radius where background Milky Way stars dominate. The M18 fields which pass this criteria are those for Bootes II, Coma Berenices, Canes Venatici II, Hercules, Leo V, Pisces II, and Willman I. In total, the combination of adopted SDSS, PS1, DES and Muñoz et al. (2018) data cover 42 known dSph satellites of the Milky Way. We omit 4 of these galaxies from our sample. First, our fits for Pegasus III, Bootes III and Reticulum III did not yield significant detections using the PS1/SDSS/DES catalogs (and are not included in the M18 sample), as the numbers of member stars above our adopted magnitude limits were consistent with zero. 3 We further exclude Sculptor, for which the available DES Year-1 data provide non-uniform spatial coverage and the M18 data cover only the central regions. For similar reasons, we exclude the PS1 data for Ursa Major II, for which we use only the SDSS data. In SDSS, we discard Sextans I and Segue II, which are fully covered by PS1 but bisected by the edge of the SDSS footprint. We omit Leo II in SDSS because of crowding in its center. The 38 galaxies for which we present results are listed in Table 2 , along with previously-published central coordinates, distances, metallicities derived from isochrone fitting, and the maximum radius of the field centered on the dSph (see below). Table 2 continued (2009) After querying the survey databases, we applied the following cuts to separate stars from background galaxies. For PS1, we required that the difference between the aperature magnitude and the PSF magnitude be less than 0.2 magnitudes. For DES, we required that spread I < 0.003, which follows the method described by Koposov et al. (2015a) . For SDSS, we selected objects classified as stars from Data Release 9 (flags mode = 1 and type = 6). For the M18 data, following those authors, we retained only the sources having −0.4 < sharp < 0.4 and χ < 3. For all catalogs, we applied reddening corrections according to Schlafly & Finkbeiner (2011) , based on the dust maps of Schlegel et al. (1998) .
A few fields had small gaps in their coverage, typically due to bright Milky Way stars. To account for this, we estimated the number of missing stars and subtracted that from N stars,model in the likelihood function (Equation 1). The typical size of the gaps was about 1% of the field, with the largest hole, 2% of the total field area, in Segue I. In most cases, the gaps were far away (≈ 1 o ) from the galaxy in question, where the background contamination dominates, so we only applied a correction to the parameter describing the density of Milky Way contaminant stars. In cases where the gaps were closer to the galaxy, but not near the center (between 4 and 15 times the half light radius of the galaxy), we approximated the number of missing stars at that point as N missing = Σ( R) × Area missing , treating Σ( R) as constant over the entire gap and equal to the value at its center. Area missing was determined by manually drawing a polygon around the gap. The only galaxy with a hole less than 4 R h from its center was Leo I in SDSS, caused by the bright star Regulus. For Leo I, we numerically integrated the projected stellar density over the drawn polygon.
For each galaxy, we used the isochrones from the Dartmouth Stellar Evolution Database (Dotter et al. 2008 ) to generate isochrones with an age of 12.0 Gyr and metallicity corresponding to those listed in Table 2 . We eliminated all objects ≥ 0.2 magnitudes away from any point on the isochrone in either r-band magnitude or g − i color. The arbitrary width of this cut is not expected to significantly affect the fit results, as it primarily sets the level of background contamination. For Crater 2, we used the 10.0 Gyr age as reported in Torrealba et al. (2016) , as a 12.0 Gyr isochrone yielded a fit consistent with 0 member stars. We then used the surveys' published 95% completeness limits to discard stars with rband magnitudes fainter than than 23.5 in DES and 22.0 in SDSS and PS1. For the deeper M18 data, we used a limiting magnitude of r = 24.7.
After performing initial fits to the data using a wide field of view (typically 2 degrees, as high as 7.5 degrees for larger galaxies such as Sextans and Fornax) we re-ran the fits with smaller fields of view, with the field radius chosen to be 0.5 • past the point where the dSph's stellar density fell below the contaminant density in the initial fit. Given the more limited fields of view available in the M18 data, we simply chose the radius of the field of view to be the largest that provides spatially complete coverage. Table 2 reports the radius of the field used in the final fits for each galaxy. Table 3 lists the structural parameters obtained from our fits of the flattened 1-Plummer and 3-Plummer models. Columns 3 and 5 include the numbers of member stars brighter than the imposed magnitude limits, for the 3-Plummer and 1-Plummer models, respectively. Columns 6 and 8 list the inferred ellipticities, while columns 7 and 9 list the corresponding position angles. Columns 2 and 4 list 'circularized' projected halflight radii, obtained by calculating the semi-major axis of the ellipse that encloses half of the stars, and then multiplying by √ 1 − . Column 10 lists the Bayes factors that compare evidences calculated for the two models (larger values favor the 3-Plummer model). Column 11 lists the logarithmic slope parameter γ(0.5R h ). Table 4 lists the structural parameters obtained from our fits of the flattened 1-Steeper and 3-Steeper models.
Results
Columns 3 and 5 include the numbers of member stars brighter than the imposed magnitude limits. Columns 6 and 8 list the inferred ellipticities, while columns 7 and 9 list the corresponding position angles. Columns 2 and 4 list 'circularized' projected halflight radii. Column 10 lists the Bayes factors that compare evidences calculated for the 3-Steeper and 3-Plummer models (larger values favor the 3-Steeper model), and column 11 lists the Bayes factor comparing 1-Steeper and 1-Plummer models. Column 12 lists the Bayes factor comparing 3-Steeper models to 1-Steeper models. Column 12 lists the logarithmic slope parameter γ(0.5R h ). For all fits, random samples from the full posterior probability distributions are available online at the Zenodo database 4 . Table 3 continued Table 4 continued Figures 6-7 illustrates projected density profiles that we infer for each dSph. Data points indicate empirical profiles derived by counting stars in elliptical annular bins. Colored bands represent 68% credible intervals derived from posterior probability distributions for our 1-Plummer (green) and 3-Plummer (blue) fits. In cases where the evidence ratio indicates that the 3-Steeper model is preferable to the 3-Plummer model (B > 0.5), the 68% credible interval for the 3-Steeper model is shown in orange. We emphasize that our fits are to discrete data consisting of positions of individual stars, and not directly to the binned profiles. Nevertheless, the panels show that our inferences generally agree well with the binned profiles. For the most part, agreement is good to within statistical errors. However, we do notice that in some cases our 3-component fits yield systematically larger halflight radii (albeit within 1-2 statistical errorbars) than our 1component fits. For Cetus II, Ursa Minor and Tucana III, our fits yield halflight radii significantly larger than the previously-published values. For the case of Ursa Minor, the plotted previously-published value of 8.2±1.2 arcmin is the one listed by McConnachie (2012) , which originally comes from the exponential profile fit by Irwin & Hatzidimitriou (1995) . Our estimate derived from PS1 data is ∼ 50% larger than the Irwin & Hatzidimitriou (1995) value, but agrees well with M18's estimate of ∼ 12.3 arcmin for a 1-Plummer model.
The left-hand panel of Figure 9 plots estimates of the logarithmic slope parameter, γ(0.5R h ), for 3-component fits versus the inferred number of member stars. The plotted results are those obtained from fits that assume Plummer (resp: Steeper) profiles if the evidence ratio that compares Steeper to Plummer profiles is ≤ 10 1/2 ) (resp: > 10 1/2 ). Comparing to the corresponding results obtained for mock data sets (lower-right panels of Figures 2 and 3 , we find that the regions (γ(0.5R h ) 0.5, N mem 300, B 3c,1c 0.5) where we successfully detected cuspy stellar density profiles in mock systems are sparsely populated by the real dSphs. Perhaps the main reason is that there are relatively few real dSphs (Cra2, CVnI, Dra, Leo I, Leo II, Sex I, UMi, For, Ret II, Tuc III) for which we detect N mem 300 members brighter than the surveys' 95%-completeness magnitude limits. Thus it is only for these dSphs that our modeling is sensitive to the slope of the inner stellar density profile. Our estimates of γ(0.5R h ) and B 3c,1c remain compatible with cored profiles and provide no significant evidence in favor of steeper central cusps. We emphasize that, for the vast majority of systems, where we detect fewer Table 2 ). Blue/red/black/cyan markers represent measurements using data from the SDSS/PS1/DES/M18 surveys. In cases where the 3-Steeper model is favored with B ≥ 0.5 over the 3-Plummer model, the plotted halflight radii are those obtained from the 3-Steeper model. than ∼ 300 member stars, our fits do not rule out the presence of cusps; we simply need deeper data in order to detect any stellar cusps that may exist in these systems.
The right-hand panel of Figure 9 plots the evidence ratios, B 3c,1c = log 10 [E 3 /E 1 ], comparing 3-component and 1-component models (again, the plotted results are for Plummer models unless the 3-Steeper model is favored over the 3-Plummer model with an evidence ratio exceeding 10 1/2 ). For the most part, the additional flexibility of the 3-component models does not overcome the larger prior space compared to the 1-component models, resulting in negative Bayes factors. However, for the cases of the 3-component fits to Hercules in SDSS, Segue I in SDSS,and Willman I in M18, the evidence ratios favor 3-component models with Bayes factors B 3c,1c > 0.5. Figure 10 plots the Bayes factor comparing the evidence of 3-Steeper fits to that of 3-Plummer fits, as a function of the number of member stars detected in the galaxy. Similarly to Figure 4 , the corresponding plot for mock data, there is no strong model selection for galaxies with less than 500 member stars. For dSphs above this cut, there are seven data sets that favor the 3-Steeper model with B > 0.5, six of which are labelled in Figure 10 . Fornax, with such a large value (B ∼ 967) that it lies far outside the plotted range, is the most obvious case where the 3-Steeper profile provides a better fit. Visual inspection of Figure 7 demonstrates how the binned data dramatically undershoots the 3-Plummer profile, but matches the 3-Steeper (orange) profile. Although less dramatic, it is still clear from Figure 6 that the 3-Plummer profile exceeds the data in the cases of Leo I and Leo II. The difference between the 3-Plummer and 3-Steeper profile for Draco and Reticulum II is less pronounced, and they have accordingly lower Bayes factors. For Coma Berenices, the steeper profile is only favored in the M18 data; this may be due to the increased number of member stars detected in the M18 data, or to inhomogeneity across the M18 field for this galaxy.
Discussion
We now discuss some specific results of our fits to the real dSph data sets. We begin by considering a few anomalous and/or unexpected results, and then discuss detections of non-standard stellar density profiles.
First, the halflight radii that we estimate for two galaxies-Cetus II and Tucana III-differ significantly from those of previous studies. For Cetus II, the halflight radius of R h = 8.92 +1.68 −1.56 arcminutes that we measure (from the 3-Plummer model) is several times larger than the one originally reported by Drlica-Wagner et al. (2015) . Our measurement possibly sheds light on the recent result by Conn et al. (2018b) , who do not detect any overdensity around the location of Cetus II. This might be because they look for an overdensity within the original, smaller half light radius. Indeed, their entire field of view (5.5 across) is smaller than the size of the half-light radius we find for Cetus II. Conn et al. (2018b) also find that the stars in Cetus II appear to follow an isochrone of [F e/H] = −1.28. In order to make sure that this is not the cause of the discrepancy between their results and ours, we repeated the isochrone cut and 3-Plummer fit using an isochrone with [F e/H] = −1.28. We found that the half-light radius for this fit was nearly identical to the fit using the original isochrone. We tentatively conclude that despite the non-detection in Conn et al. (2018b) , Cetus II may still exist as a bound halo object with a larger size than reported by (Drlica-Wagner et al. 2015) ; deeper wide-field (or wider deep-field) photometry and/or follow-up spectroscopy is required in order to settle this issue regarding the nature of Cetus II.
We also find a much larger half-light radius for Tucana III than originally reported by Drlica-Wagner et al. (2015) . Unlike for the other dSphs, our estimate is far larger for the Plummer profiles (R h = 15.37 +1.43 −1.36 and 13.49 +1.16 −1.12 arcminutes for the 3-Plummer and 1-Plummer models, respectively) than for the Steeper models (R h = 7.98 +0.64 −0.92 arcminutes for the 3-Steeper model and 10.76 +0.58 −0.69 arcminutes for the 1-Steeper model). This larger, model-dependent half light radius that we obtain for Tuc III is almost certainly due to contamination by stars from the tidal streams emanating from Tucana III (Li et al. 2018) . We measure a high ellipticity (0.82 +.02 −.02 ) for the 3-Plummer model and our 3-Plummer position angle (83.79 +1.00 −1.05 degrees East of North) matches the orientation of the stream (Shipp et al. 2018) , further suggesting that our fit is contaminated by stream stars. Such contamination is further reflected in the stellar density profiles shown in Figure  7 , where the density around Tuc III rises again after falling to the fitted background level. As such, none of the models we have fitted here can be considered to provide an adequate description of Tuc III.
Beyond the Standard Plummer profile
The slope parameter γ(0.5R h ) and the Bayes factors comparing 1-component versus 3-component and Plummer vs Steeper models provide quantitative criteria with which to identify galaxies for which the standard 1-Plummer model is disfavored. Our mock data sets indicate that we can reliably identify centrally cusped and/or steepened outer profiles when the number of detected member stars exceeds a few hundred. There are ten galaxies for which the available survey data meet or exceed this requirement: Cra2, CVnI, Dra, Leo I, Leo II, Sex I, UMi, For, Ret II, Tuc III.
None of these galaxies present compelling evidence for cuspy central stellar density profiles. While Sextans has an elevated value of γ(0.5R h ) = 0.81 ± 0.05, the Bayes factor comparing 3-Plummer to 1-Plummer models is B = −0.08, giving slight preference to the cored 1-Plummer model.
Of the ten galaxies with more than 300 detected member stars, three clearly favor the Steeper model over the Plummer model. For each of Leo I, Leo II, and Fornax, the Bayes factor comparing Steeper to Plummer is B > 10 for both 1-component and 3-component models. For Fornax, the comparison is dramatic, favoring the Steeper model with B > 900. This result is compatible with the relatively poor fits of Plummer and exponential models to Fornax star-count data by Irwin & Hatzidimitriou (1995) , Wang et al. (2018) . Indeed, Wang et al. (2018) considered a variety of different analytic models-Plummer, exponential, Sersic and King-for Fornax and found that none could fit Fornax (DES) data with chi 2 < 1.4 per degree of freedom. Additionally, Reticulum II favors the steeper model with 2 only for the M18 data; for SDSS and PS1 data, the Steeper model is disfavored, with Bayes factor no higher than B ∼ 0.2.
The remaining galaxies-Crater 2, Hercules, Ursa Minor and Sextans I-all favor the Plummer model, for both 1-component and 3-component cases. With data from the references in Table 2 , we examined these galaxies' luminosities, metallicities, surface brightnesses, sizes, and mass-to-light ratios for correlations with the outer profile steepness that we infer. Since the results of Peñarrubia et al. (2009) indicate that tidal effects could alter the shape of a dSph's stellar profile, we also compared the previously mentioned properties to perihelion distance and current distance from the Milky Way center (Fritz et al. 2018) . We found no significant correlation of any of these properties with the outer stellar density profile. We also considered whether outer profile steepness might be related to membership within the "Vast Polar Structure" of dwarf galaxies surrounding the Milky Way (Metz et al. 2009; Pawlowski et al. 2012 Pawlowski et al. , 2015 . While the galaxies with B > 0.5 lie close to this structure (3,6,17,26 and 45 kpc away for Coma Berenices, Reticulum II, Fornax, Leo II, and Leo I, respectively), there is no difference in the distance for those galaxies with B < 0.5 (2, 33, and 71 kpc for Sextans, Ursa Minor, and Hercules). If the outer steepness is correlated with some property of dSphs, discerning this will require deeper imaging to bring more dSphs above the N mem > 500 minimum.
SUMMARY
In this paper, we have presented a flexible model consisting of a combination of 3 generalized Plummer profiles to the stellar distribution of dSphs. We demonstrate with mock data sets that our model is capable of fitting and also differentiating both cored and cusped profiles. We fit 1-Component and 3-Component Plummer and 'Steeper Plummer' profiles to 38 dSphs using catalogs from the DES, SDSS, PS1 and M18 surveys. Summary statistics are listed in Tables 3 and 4 . We also make available the maximum-likelihood posterior distributions themselves to allow other researchers to accurately quantify the profile uncertanties, rather than relying on summary statistics. This is critical, as complex models often have parameter degeneracies that cannot be expressed in simple uncertainty values. Given the importance of the cusp / core problem to the study of dSphs, we investigated whether any of the dSphs showed evidence for cusps in their stellar profiles. This is significant, as the stellar profile is an input into the kinematic equations which estimate mass density profiles. Using the value of the log-log slope at R = 0.5R h , we found that we our 3-Plummer model can discriminate cusps from cores in dSphs that have roughly 300 or more member stars. We find no definitive evidence for stellar cusps in any of the dSphs, although most of the ultrafaint galaxies in our sample fall below this threshold number of stars. We also apply a Bayes factor comparison between the 3-Steeper and 3-Plummer fits, and find that the 3-Steeper model is favored with B ≥ 0.5 for seven galaxies (Draco, Coma Berenices, Leo I, Leo II, Reticulum II, and Fornax).
