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ABSTRACT
Quantum chemistry based simulations allow us to explore the length and time scales
which are experimentally inaccessible. In particular, these simulations bring a unique per-
spective on processes governed at the nanoscale by electronic interactions such as charge
transfer. In this thesis, I present a framework for the multiscale simulation of hole transfer
between dye molecules tethered on (101) TiO2 surfaces as in Dye Sensitized Solar Cells
(DSSC). At the molecular level, I use methods derived from ground state density func-
tional theory to calculate the reorganization energy (λtot) including ionic solvent effects,
and electronic coupling (Ji j) distributions representing the conformational disorder of a dye
10
monolayer. At the nanoscale, I use the semi-classical non adiabatic Marcus’s equation to
calculate the rate of hole transfer in the high temperature limit from λtot and Ji j. At the
macroscopic scale, I calculate hole diffusion coefficients from kinetic Monte Carlo (KMC)
simulations and validate my results by comparing with experimental data, when available.
I find that the polar electrolytes used in DSSC contribute to 80% of the total reorganization
energy of hole exchange. By including the effect of structural rearrangement of the dyes
on various timescales, I show that large amplitude fluctuations of the tethered dyes at the
microsecond timescale may enable charges to escape configurational traps. However, the
analysis of Quasi Elastic Neutron Scattering (QENS) data on dye sensitised TiO2 nanoparti-
cles suggests that the dyes are immobile between tens of picoseconds and few nanoseconds.
This implies that the hypothesised dynamical rearrangement of the dye monolayer at the
microsecond timescale originates from the collective motion of the molecule and its neigh-
bours. These findings suggest that charge transport across disordered dye monolayers is
enabled by the structural rearrangement of the molecules while the low measured diffusion
coefficients ( 10−8cm2.s−1) arise from the high polarity of the medium.
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DYE MOLECULES NOMENCLATURE

CHAPTER 1
INTRODUCTION
When you reach for the stars you may not quite get
one, but you won’t come up with a handful of mud
either.
Leo Burnett
Charge transfer is the fundamental process by which energy is converted and transported
in most living organisms. Molecules are used as a means to store chemical energy within the
web of their interconnected atoms (Figure 1.1). This energy is released through changes in
molecular structure which are initiated by electron transfer. The structural rearrangement of
molecules in turn initiates chemical reactions whereby energy is transferred from one entity
(the reactant) to another (the product).
Fig. 1.1: Molecules are made of a network
of atoms whose specific arrangement is a
means to store energy. Picture from Jason
Kephas personal website, the "Vagabond
blues".
In nature energy is often conducted as
well as stored as chemical energy. One of the
most used examples of this concept is the se-
quence of electron transfer reactions leading
to the synthesis of glucose in plants.[1–3] The
glucose is a molecule (sugar) which consti-
tutes the main energy reserve of these organ-
isms. It is stored and ultimately distributed
according to the cells’ demand. This energy
is then released by electron transfer to power
the metabolic reactions necessary to the sur-
vival of the cells. However, the glucose is
not synthesised where the energy is initially
collected. Photoreceptors harvest the energy
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of sunlight and convert it into chemical energy by liberating electrons from their struc-
ture. These electrons (and the chemical energy associated with it) are then conducted from
molecule to molecule to the location where the glucose is made. The driving force of the
series of electron transfers is the unbalance between electrochemical potentials. The latter
is a measure of the cost of adding one electron to a specific location, say on a molecule,
depending on the density of preexisting electrons as well as electrostatic interactions. Con-
sequently, electrons will move from high electrochemical potential areas to low electro-
chemical potential areas until equilibrium is reached. Mediator of energy conversion, en-
ergy transfer and energy storage processes, charge transfer clearly plays a central role in
nature. It is with no surprise then that it became an ongoing topic for both fundamental
and applied research in biology, but also chemistry and physics.[4–7] Indeed, in the man-
made world, there are also many phenomena relying on charge transfer events. Electronic
devices for example, make a vast area of research which is based upon charge transfer reac-
tions. Transistors, batteries, photovoltaics, sensors, etc all rely on the good conductivity of
its components, phenomenological manifestation of charge transfer reactions occurring in
series at the nanoscale. In other words, the efficiency of these devices is directly related to
their ability to transfer charges repeatedly, from carrier to carrier, over microscopic length-
scale and above. Recently, interest has grown in developing cheap, molecular electronic
devices where molecules are used as conductive building blocks.[8–11] Natural phenomena
based on sequences of electron transfer reactions demonstrate that molecular materials can
indeed efficiently conduct charges. In this thesis, I will focus on a specific type of elec-
tronic device, Dye Sensitized Solar Cells (DSSC), for which optimizing the conductivity
of the molecular building block could lead to an increase in efficiency (see Section 1.2). I
will provide a means to understand better, hence control better, how charges are conducted
within the molecular layers of DSSC. Although the principles and methods that will be
developed herein are applicable to other molecular systems, my work will remain in the
context of these devices. Therefore, I describe below the architecture of DSSC as well as
other molecular electronic devices to place them in context.
1.1 Molecular wiring in electronic devices
Conductive molecular materials, proven efficient in the living world, are also used in elec-
tronic devices to electrically connect their parts. As such it is often referred to as molecular
wiring.[9, 12–14] Because the molecular material does not represent the sole conductor of
the device but only assists the work of other components, it sits at the interface between
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building blocks, sometimes of very different nature and composition. In molecular transis-
tors for example, a monolayer is adsorbed onto a flat semiconductor to bridge source and
drain,[15] as illustrated in Figure 1.2.
Fig. 1.2: Device architecture of a Self Assembled Molecular Field Effect Transistor (SAM-
FET) with emphasis on the molecular monolayer. Picture taken from Professor Alex Jen’s
research group homepage (University of Washington).
In batteries and in particular in lithium batteries, the molecular component, designed
to improve the electrochemical performance of the device, is confined at the surface of
insulating material.[12, 16] In electrochromic devices,[17, 18] Dye Sensitised Solar Cells
(DSSC)[19, 20] and water splitting devices based on dye sensitised electrodes,[21, 22] a dye
molecule monolayer is sandwiched between a metal oxide substrate and an ionic material. If
the dyes act primarily as photoreceptor, generating excitons, they also could funnel positive
charges away from electrons after exciton splitting. This would allow, for example, photon
absorption to be decoupled from catalytic activity in water-splitting devices. Designing
efficient conductive molecular wires is then of significant interest for various electronic
devices. It requires the identification of the key factors enhancing charge transport in these
materials which is the aim of this work.
In this thesis I will focus on DSSC where holes diffuse across the dye monolayer. The
reasons are twofold. (I) Despite its potential for device optimisation, the diffusion of charges
within dye monolayers has been little studied thus far. Puzzling in many ways, one would
benefit from a better understanding of this phenomenon. (II) DSSC architecture brings chal-
lenges transferable to other research fields. That includes the inorganic (semiconductor) /
organic (electrolyte) interface and the geometrical intricacy of the system due to the mono-
layer being adsorbed onto the surface of nanoparticles (a dye monolayer is neither a two nor
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three dimensional material).
1.2 Interfacial hole transfer in dye sensitised solar cells
Dye sensitised solar cells[19, 20] are made of a mesoporous metal oxide film at the surface
of which is adsorbed a monolayer of dye molecules, as shown in Figure 1.3.
Fig. 1.3: Schematic of the architecture of Dye Sensitised Solar Cells (DSSC). A close up
of the organic-inorganic interface is shown on the right hand side, where the dye monolayer
conducting the holes is located.
Under illumination, the dyes absorb the photons which results in the formation of exci-
tons. The latter split when electrons are injected into the subjacent metal oxide film (often
TiO2) while holes remain on the dye molecules. In the conventional model of DSSC opera-
tion, the dye is then directly reduced to its neutral state by the surrounding Hole Transporting
Medium (HTM). However, it has been observed in several instances that the hole can dif-
fuse laterally between dyes, across the surface of the metal oxide. [23–27] This alternative
charge pathway could serve as a transport mechanism for holes in the solid state DSSCs,
where poor physical contact between the dye monolayer and the HTM is hypothesised to be
a bottleneck for photocurrent generation.[28]
It is expected that the transfer occurs via a hopping mechanism from one dye to an-
other. The efficiency of such hole hopping will depend upon a number of factors, namely,
the chemical structure of the dye (see Figure 1.4),[29] the attachment to the surface,[8, 30]
the dye loading[9, 11, 23] and the dielectric environment.[31, 32] This is rationalised given
that the chemical structure of the dyes and their physical arrangement in a given system will
control their electronic interactions and hence the conductivity of the monolayer. Never-
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theless, a clear link between the variables governing charge transfer (at the nanoscale) and
the measured observables (diffusion coefficients at the microscale) is still missing.[33, 34]
One needs to understand the relationship between these scales to develop design rules for
developing conductive molecular monolayers. This is the issue I intend to address in this
thesis, through a multiscale modelling approach.
Fig. 1.4: Chemical structure of two ruthenium-based dye molecules commonly used in
DSSC. A monolayer of N3 (a) does not exhibit hole hopping while a monolayer of N820 (b)
does. This emphasises the importance of the dye chemical structure on the charge transfer
efficiency.
1.3 Need for simulation and challenges
To better understand the interfacial diffusion of holes in dye monolayers and to design ex-
perimental systems, it would be useful to have a quantitative model of the charge transfer
as a function of the dye chemical structure and relative orientation on the surface, the dye
loading, the dynamical rearrangement of the monolayer and the dielectric environment.
Deriving a complete theory for lateral charge transport is challenging for two reasons.
First, the sensitised nanoparticles are difficult to characterise at the nanoscale over the time
interval on which charge transfer occurs. This implies that the aforementioned variables are
difficult to quantify experimentally.[9, 35] Second, building the relationship between the
nanoscale and the scale of the device is not trivial.[36] A measure of the kinetics of charge
transfer is an average, for a macroscopic film where the effect of all governing parameters
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are coupled. Additional uncertainties come from the fact that diffusion occurs across a
molecular monolayer made of dyes that are nominally identical.[37]
As a result, atomistic simulations and in particular quantum chemical calculations seem
a promising route towards the elucidation of hole diffusion in dye monolayer. In this thesis I
will present a computational framework over a range of length and time scales enabling the
relationship between the nanoscale properties of the dye monolayer and the bulk hole diffu-
sion coefficient to be established. This multiscale approach aims to conciliate fundamental
understanding of charge transfer reactions with experimental results on the kinetics of hole
diffusion across a dye sensitised surface. Although offering an alternative to the experimen-
tal shortcomings, simulations at the atomistic level of a sensitised surface have challenges
of its own. In particular the computational treatment of inorganic materials differs from the
one of organic materials. This raises non trivial issues for the accurate simulation of this
inorganic/organic interface.
1.4 Studies of the modelling of lateral hole transport in dye
sensitised solar cells
Studies of charges percolating through a dye monolayer have been previously published to
rationalise lateral hole hopping in DSSC.[10, 23] In particular, Bonhôte et al. tried to ra-
tionalise variations of lateral hole diffusion coefficient measured as a function of various
parameters such as the molecular surface coverage, the polarity of the solvent and the con-
centration in ions.[23] They speculated that the motion of ions for charge compensation is
the limiting process of hole diffusion at the nanoscale. To conciliate this theory with the
rest of their data, and in particular the dependence on the surface coverage, they use a site
percolation model, simulating charge diffusion by hopping mechanism at the mesoscale.
They observe that the two dimensional percolation threshold is consistent with their data.
Nevertheless they do not provide a model unifying their observations and conclusions at
both scales. More recently, Ardo et al. used Monte Carlo simulations to fit the anisotropy
decay of photoinduced energy and charge transfer at the ruthenium polypyridyl dye- semi-
conductor interfaces.[10] While interpreting their measurements in terms of both charge
and energy transfers, their model is only based on a Dexter energy transfer rate equation.
Furthermore, they make use of a unique coupling parameter (derived elsewhere for metal
polypyridyl dyes on ZrO2) and the nearest neighbour hopping time is an adjustable param-
eter. This constitutes serious shortcomings which prevent the model to be extended to other
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situations. In conclusion, no study has yet attempted to combine a nanoscale interpretation
of the lateral hole hopping between surface anchored dye molecules with transport simu-
lations. More specifically no "ab initio" model of hole hopping has been presented where
the parameters entering the transport simulation are derived from the electronic properties
of the individual components of the system, namely the dyes, the solvent and the surface.
To develop such a model, one has to characterise the geometry of the dye monolayer to
adequately scale up the nanoscale properties of the system, including the kinetics of a sin-
gle hole hop. As detailed below, current models tend to focus on one aspect or the other
and/or are developed for organic solar cells or biological systems. Moreover, two points
tend to be overlooked: the effect of the polar environment on the rate of charge exchange
and the influence of fluctuations in molecular conformation on the same time scale as charge
transfer.
In the high temperature limit of Marcus’s non adiabatic electron transfer theory, the re-
action rate depends on the polarity of the solvent, mainly through the reorganisation energy
which is part of the activation energy of the process.[38–40] The influence of the solvent
on the rate of charge transfer in solution has been observed in several instances, including
for lateral hole hopping across dye monolayers.[23] Experimentally, temperature depen-
dent measurements of the rate of charge transfer can be performed to estimate the reaction
activation energy.[41–43] However, it is difficult to isolate the sole contribution of the re-
organisation energy from these data, especially for self exchange reactions.[37] Theoreti-
cally, several analytical expressions of the solvent contribution to the reorganisation energy
(hereafter named solvent reorganisation energy) have been derived since Marcus’s original
formula.[38, 44–46] The common ground to these derivations is to assume a linear response
of the excess charge on the molecule to the surrounding dielectric medium. Then, Poisson
Boltzmann equations can be solved within the continuum model, assuming that the charge
is enclosed within a cavity whose shape is easily descriptible. The solvent reorganisation
energy is then proportional to the Pekar factor (difference between the inverse static and
inverse optical dielectric constant of the solvent).[42, 47] However, to make this problem
tractable, one can only treat cases with highly simplified cavity geometry, which cannot al-
ways be justified. Note however, that in the case where the charge is localised on a fragment
situated at the core of the molecule (as in proteins for instance), these analytical formu-
las can be extended to two effective solvation shells.[46, 48] The first shell describes the
part of the molecule which encloses the fragment where the charge is localised while the
second shell describes the solvent. Nevertheless, given the complexity of the molecules
used in electronic devices and especially in biological systems, there is a high demand for
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more accurate predictions of the solvent reorganisation energy.[47] In the past decade, the
development of molecular dynamics and quantum mechanics-molecular mechanics simu-
lations brought molecular models of solvent. This allows a microscopic interpretation of
the reorganisation energy to be derived by overcoming the shortcomings of using a con-
tinuum model.[49–51] However, it has been shown that non polarisable solvent models
largely overestimate the solvent reorganisation energy.[47] Polarisable molecular models
are very challenging to derive and this is the current bottleneck in molecular simulations.
For example, tens of polarisable models for water have been suggested but their validity are
still to be proven, especially in the context of calculating electrostatic interactions with a
charged molecule as required for the solvent reorganisation energy.[47] Additionally, cal-
culating the reorganisation energy from molecular dynamics imply to run multiple simu-
lations to be sure to sample the solvent configurational space with enough accuracy. This
quickly becomes computationally overpriced. Since linear response theory has been veri-
fied to accurately capture electrostatics in the context of charge transfer in solution, cheaper
alternative methods can be found.[52] In particular, one can make use of the finite differ-
ence Poisson Boltzmann method to calculate the electrostatic interactions between charged
molecules and a dielectric medium (continuum model).[52] However, this approach does
not account for charge redistribution within the molecule which, upon re-equilibration with
the solvent, will affect the molecule-solvent interactions. This issue can be addressed with
Density Functional Theory (DFT) coupled with a Polarisable Continuum model which al-
lows Poisson Boltzmann equations to be solved self-consistently. Moreover, the boundary
surface between the molecule and surrounding medium can be easily defined to reproduce
the shape of any molecular complex. This technique has been widely used to calculate sol-
vation energies of molecules in their ground or first excited states.[53] However, the special
case where the molecule is in the ground state but carry an excess charge which is not in
equilibrium with the solvent (like after a charge transfer event) has received very little at-
tention to date. Although this non equilibrium state can be simulated using the ground state
DFT-PCM formalism, as demonstrated for small ions in methanol[54], this approach has not
been fully rationalised neither than extended to molecules of arbitrary shape and dimension
such as dye molecules. Furthermore, implicit solvent models which incorporate the effect
of ionic additives for DFT calculations have not been developed.
The influence of molecular fluctuations on the kinetics of charge transport has been
stated[55–59] but not often quantified. At the nanoscale, studies on biological systems,[58]
polymers[60] and organic crystalline materials[61] demonstrate that the electronic coupling
between charge donor and acceptor states is very sensitive to the relative orientation of the
1.4 Studies of the modelling of lateral hole transport in dye sensitised solar cells 35
neighbouring charge carrier subunits. Consequently, the electronic coupling is very sen-
sitive to small time dependent nuclear displacements.[56] The influence of the resulting
fluctuations in electronic coupling on the rates of charge transfer has been investigated for
a number of systems, including proteins[62–67] Both the magnitude and the frequency of
the fluctuations are highly system dependent and no general conclusions can be drawn.
Nevertheless, given that conformational disorder is an inherent characteristic of self assem-
bled molecular materials,[57] it is highly likely that the electronic coupling characterizing
lateral hole diffusion in DSSC will also be subject to time fluctuations due to the struc-
tural rearrangement of the monolayer. Although these studies bring valuable insight into
the intricacy of the electronic coupling, fundamental parameter characterising the rate of
charge transfer, they all focus on the nanoscale where only isolated transfer events can be
considered. No macroscopic quantities such as diffusion coefficients or charge mobilities
were derived from the variations in charge transfer rates. Consequently, it is not known
what impact molecular fluctuations would have on the overall kinetics of charge transport.
Few multiscale models attempted to address this issue for polymers and organic crystalline
semiconductors.[33, 56, 57, 59, 60, 68–70] Different levels of theory are used depending on
the relative time scale of the fluctuations in electronic coupling with respect to the timescale
of charge transfer.[55, 57] In the aforementionned multiscale studies, the derivation of diffu-
sion coefficients from realistic description of configurational disorder is considered for two
limiting scenarios. When charge transfer times are much shorter than the lattice dynamics,
transport simulations are performed on a disordered but static lattice. The probability of
changing site varies accross the lattice but is fixed during the simulation. In organic crys-
tals and polymer systems (with intra-chain transfer only), the diffusion coefficient decreases
with the amount of disorder incorporated due to localization effects.[57, 59, 69]. When
both inter- and intra-chain transfers are allowed in polymer systems, the diffusion coeffi-
cient is observed to be dictated by intra-chain transfer rates at short times and interchain
transfer rates at long times,[33, 68] in agreement with measured mobilities.[60]. In con-
trast, when charge transfer times are much longer than the lattice dynamics, two strategies
can be adopted. The first one is to assume that the fluctuations in electronic coupling are too
fast to modulate the rate constants,[58] and use an effective electronic coupling to calculate
the diffusion coefficient.[64] The second is to derive a time dependent hamiltonian directly
incorporating modulation in electronic couplings.[57, 70] However this approach is limited
to tens of picoseconds and diffusion coefficients relevant for comparison with experimental
data have to be extrapolated from those derived at these very short times. In conclusion,
a variety of models have been derived to account for very slow or very fast fluctuations in
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electronic couplings, mostly for polymers. A model covering the regime where the fluctua-
tions are on a similar time scale of the charge transfer has not yet been suggested. Leaving
aside the "ab initio" derivation of diffusion coefficient, the field also lack of studies investi-
gating the magnitude of the variation in electronic couplings for realistic conformations of
surface anchored dyes, as in DSSC.
1.5 Scope of this thesis
In this thesis I will introduce the milestones towards a quantitative multiscale model of the
hole diffusion kinetics within a dye monolayer. I will describe how one can use atomistic
simulation techniques to model an inorganic-organic interface by decoupling its main com-
ponents. I will consider that the transport of holes across a dye monolayer originates from
a succession of hops from one molecule to another. This will allow me to investigate the
changes in the rate of a single charge hopping event as a function of the chemical struc-
ture of the dye, the polarity of the solvent and the anchoring properties of the dyes to the
surface. I will propose a means to average these rates over the length scale of the device,
accounting for the dynamical rearrangement of the dye monolayer, to extract realistic dif-
fusion coefficients. Computational outputs will be compared with experimental data, when
available.
I will start, in Chapter 2, by explaining how a single charge transfer event may be un-
derstood in terms of a chemical reaction.
Fig. 1.5: Theoretical two dimensional Potential Energy
Surface (PES) exhibiting wells of minimal energy. Fig-
ure taken from [71].
In particular I will show that
the adiabatic separation of the
electronic and nuclear degrees of
freedom allows the description of
the system before and after the
transfer via potential energy sur-
faces (see Figure 1.5). I will then
move onto the theory behind the
Marcus’s expression for the rate of
non adiabatic charge transfer that I
used throughout this thesis. I will
emphasise how it can be inferred from the properties of the stationary points of the poten-
tial energy surfaces which are in turn accessible via quantum chemical calculations. I will
briefly introduce the effect of nuclear motion on the electronic states of the system and how
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this coupling can be simulated with "ab-initio" molecular dynamics. Finally I will present
Kinetic Monte Carlo (KMC) methods for averaging nanoscale properties of the system over
microscopic scale.
Chapter 3 will provide a detailed account of the methods used. That will include quan-
tum chemical simulation techniques in the broader context such as Density Functional The-
ory (DFT), DFT coupled with the Polarisable Continuum Model (PCM) and Car-Parrinello
Molecular Dynamics (CPMD). I will also describe how I used these techniques to calculate
the reorganisation energy of hole exchange and the electronic coupling between the charge
transfer reactants and products’ states, two key parameters to calculate Marcus’s rate. Fi-
nally I will present how Quasi Elastic Neutron Scattering (QENS) was used to resolve the
dynamics of the dye monolayer in the subnanosecond timescale.
In Chapter 4 I will present the results of DFT based calculations of reorganisation ener-
gies of hole exchange between dye molecules. Using the PCM, I developed a technique to
account for the influence of the solvent and of the ions in the solvent at low computational
cost. I will discuss these results in the context of the kinetics of charge transfer and suggest
that low diffusion coefficients observed experimentally may arise from the high polarity of
the medium rather than by the chemical structure of the dye.
In Chapter 5 I will present a multiscale model of hole transport which includes the
effect of dynamic rearrangement of the anchored monolayer of dyes. My results indicate
that both chemical structure and the availability of different packing configurations must
be considered when designing conductive molecular monolayers. This work has been done
partly in collaboration with Filippo de Angelis and his group from the University of Perugia.
Chapter 6 addresses the issue of resolving the dynamics of the dye monolayer in the
subnanosecond time range. I will show QENS data and their analysis and conclude that the
dyes appear static at these scales in contrast to the water derived impurities also adsorbed
on the nanoparticles’ surfaces.
Chapter 7 offers the conclusion of the work done and identifies the problems left to
solve.
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CHAPTER 2
BACKGROUND
It was Einstein who made the real trouble. He
announced in 1905 that there was no such thing as
absolute rest. After that there never was.
Stephen Leacock
Here, charge transfer is the transformation upon which a charge is spontaneously re-
distributed within a given molecular assembly. More specifically, the transformation is the
redistribution of exactly one electron which is effectively transferred from one molecule
to another. Then, the molecular assembly is made of the pair of molecules charge donor-
acceptor, in their environment. When the pair is made of identical molecules (cf. Figure
2.1), the charge transfer reaction is also termed self exchange.
Fig. 2.1: Hole self exchange reaction between dye molecules of same chemical structure.
The hole donor (acceptor) is depicted in black (blue) on the left hand side.
By convention, the reactant and product states designate the state of the pair of dyes, that
is the arrangement of their nuclei and surrounding electrons, before and after the transfer re-
spectively. Theoretically, the kinetics of charge transfer reactions, as any chemical reaction,
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can be inferred from the study of Potential Energy Surfaces (PES). [1] More specifically,
PES are a precious tool to understand charge transfer reactions at the molecular level. It
allows the identification of wells of minimum energy where reactants and products sit at
equilibrium as well as the most likely path from one state to another. It is the shape of this
path on the surface which defines the kinetics of charge transfer at the macroscopic scale.
PES are favoured by many for the study of chemical reactions due to the easy visualisation
of the reactant and product states. But the mapping of a molecular assembly electronic state
onto a two dimensional surface is naturally based on many approximations. A meaning-
ful understanding of how PES are built and drawn is required to be able to use them for a
detailed kinetic analysis.
2.1 What are Potential Energy Surfaces (PES)?
Charge transfer reactants and products are exactly characterised by the wave functionΨ that
is an eigenstate of the total molecular hamiltonian operator Htot . Leaving the spin aside, let
R⃗ and r⃗ be the coordinate vectors for the nuclei (n) and electrons (e) respectively. It follows
that
Htot(R⃗,⃗r)︸ ︷︷ ︸
Te(⃗r)+Tn(R⃗)+Vee(⃗r)+Vnn(R⃗)+Ven(R⃗,⃗r)
Ψ(R⃗,⃗r) = EtotΨ(R⃗,⃗r), (2.1)
where Etot is the total energy of the system. Te(⃗r) (Tn(R⃗)) is the kinetic energy operator
for the electrons (nuclei). Vee(⃗r), Vnn(R⃗) and Ven(R⃗,⃗r) are the operators describing the elec-
tronic, nuclear and electro-nuclear electrostatic interactions respectively.
Ψ(R⃗,⃗r) is an Hilbert space function and, as such, can be written as a linear combina-
tion of basis functions. Providing that the set of basis functions completely describes the
whole of Hilbert space, the expansion is an exact reformulation of Ψ(R⃗,⃗r). Taking the elec-
tronic wavefunctions of the pair of molecules between which the charge transfer occurs,
{Φi(⃗r; R⃗)}, as a (complete) basis set, one can write :
Ψ(R⃗,⃗r) =∑
i
χiν(R⃗)Φi(⃗r; R⃗) (2.2)
where the summation i is over the electronic states and the expansion coefficients, {χiν(R⃗)}
are the nuclear wavefunctions with quantum number ν . The existence of such functions
entails that nuclear and electronic degrees of freedom can be separated. This is justified
by the fact that nuclei and electrons move on different time scales due to their substantial
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mass difference. Equation 2.2 is then often called the Born-Oppenheimer (or adiabatic)
separation. [2] It has to be noted that the separation is not "total" in the sense that the
electronic wavefunction still depends parametrically upon the nuclear coordinates. Here
I make the difference between the Born-Oppenheimer separation (Equation 2.2) and the
Born-Oppenheimer approximation as will be defined later in this chapter (Equation 2.9).
Both originate from the observation that nuclei are effectively immobile compared with
electrons. However, it leads to different results and the two terms are not interchangeable.
Substituting Equation 2.2 into Equation 2.1 gives :
Htot∑
i
χiν(R⃗)Φi(⃗r; R⃗) = Etot∑
i
χiν(R⃗)Φi(⃗r; R⃗). (2.3)
To follow the separation of the variables of the wavefunction, the total molecular hamil-
tonian is split into an electronic, He(⃗r; R⃗), and nuclear, Vnn(R⃗)+Tn(R⃗), hamiltonians:
[He(R⃗,⃗r)+Vnn(R⃗)+Tn(R⃗)]∑
i
χiν(R⃗)Φi(⃗r; R⃗) = Etot∑
i
χiν(R⃗)Φi(⃗r; R⃗), (2.4)
where He = Te+Vee+Ven. Given that the hamiltonian operators are identical for any elec-
tronic state i, one can develop further:
∑
i
[χiν(R⃗)He(R⃗,⃗r)Φi(⃗r; R⃗)︸ ︷︷ ︸
EiΦi(⃗r;R⃗)
+
(
Vnn(R⃗)+Tn(R⃗)
)
χiν(R⃗)Φi(⃗r; R⃗)] =∑
i
Etotχiν(R⃗)Φi(⃗r; R⃗).
(2.5)
Since the electronic wavefunctions, Φi are eigenstates of the electronic hamiltonian, He,
with eigenvalue Ei (as explicitly specified in the under-bracket above), Equation 2.5 rear-
ranges into:
∑
i
[Φi(⃗r; R⃗)[Ei+Vnn(R⃗)]χiν(R⃗)+Tn(R⃗)χiν(R⃗)Φi(⃗r; R⃗)] =∑
i
Etotχiν(R⃗)Φi(⃗r; R⃗). (2.6)
The action of the kinetic operator for the nuclei (Tn(R⃗)), set of the second order derivative
operators in the nuclear configurational space, requires more attention because the electronic
wavefunctions depend parametrically on the nuclear coordinates. Applying the chain rule
for differentiating the product of the nuclear and electronic wavefunctions :
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Tn(R⃗)χiν(R⃗)Φi(⃗r; R⃗) ∝▽⃗2R⃗[χiν(R⃗)Φi(⃗r; R⃗)]
∝▽⃗R⃗
[
[▽⃗R⃗χiν(R⃗)]Φi(⃗r; R⃗)+χiν(R⃗)[▽⃗R⃗Φi(⃗r; R⃗)]
]
∝ [▽⃗2R⃗χiν(R⃗)]︸ ︷︷ ︸
Tn(R⃗)χiν (R⃗)
Φi(⃗r; R⃗)+2[▽⃗R⃗χiν(R⃗)][▽⃗R⃗Φi(⃗r; R⃗)]+χiν(R⃗)[▽⃗
2
R⃗Φi(⃗r; R⃗)]
(2.7)
Equation 2.7 shows that the nuclear and electronic degrees of freedom are not com-
pletely decoupled. Physically this means that the motion of the nuclei can cause a transition
between electronic states, which goes against the idea behind the adiabatic separation pre-
viously stated. Mathematically, one can describe the deviation to the adiabatic separation
by grouping all terms where nuclear and electronic degrees of freedom are not separable as
follows :
Tn(R⃗)χiν(R⃗)Φi(⃗r; R⃗) =Φi(⃗r; R⃗)Tn(R⃗)χiν(R⃗)+∑
k
Θikχkν(R⃗)Φi(⃗r; R⃗) (2.8)
where Θi j is consequently called the nonadiabaticity operator.[2] Two assumptions are now
to be made, which are commonly known as the Born-Oppenheimer approximation.[2] First,
one neglects all electronic excitations and the expansion in Equation 2.2 is truncated to the
ground state ({i} = 0). Henceforth the wavefunction considered (let it be named Ψ0(R⃗,⃗r))
is not the exact wavefunction. The second argument is again based upon the big mass dif-
ference between nuclei and electrons. The heavy nuclei are assumed to be more localised
in space and ▽⃗R⃗Φi(⃗r; R⃗) becomes negligible in front of ▽⃗
2
R⃗χiν(R⃗).[3] This effectively re-
moves the contribution from the nonadiabaticity operator and, upon the Born-Oppenheimer
approximation, Equation 2.8 becomes
Tn(R⃗)χ0ν(R⃗)Φ0(⃗r; R⃗)
BO
= Φ0(⃗r; R⃗)Tn(R⃗)χ0ν(R⃗). (2.9)
Equation 2.6 is rewritten accordingly:
Φ0(⃗r; R⃗)[E0+Vnn(R⃗)]χ0ν(R⃗)+Φ0(⃗r; R⃗)Tn(R⃗)χ0ν(R⃗) = Etotχ0ν(R⃗)Φ0(⃗r; R⃗). (2.10)
where E0 is the ground state energy of the system. Finally, factorizing out the electronic
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wavefunction, one ends with an expression which governs the motion of the nuclei :
[E0+Vnn(R⃗)︸ ︷︷ ︸
U0(R⃗)
+Tn(R⃗)]χ0ν(R⃗) = Etotχ0ν(R⃗), (2.11)
where U0(R⃗) is the ground state electronic potential energy to which the nuclei are subject.
Because the nuclear coordinate vector has as many dimensions as the triple of the number
of atoms in the system, U0(R⃗) is an hypersurface. Strictly speaking, it is a surface only for
molecular assemblies whose atomic positions can be described by exactly two variables.
Nevertheless one commonly refers to the electronic potential energy in the nuclear config-
uration space of polyatomic molecules, U0(R⃗), as Potential Energy Surfaces (PES). Within
this formalism, the electronic states are termed adiabatic states.
In a charge transfer event, the charge is not activated into a higher electronic state. This
implies that the the system does not transition into another state and the reaction can be
followed upon the motion of the atoms on the potential energy surface. However, the spatial
charge redistribution within the system will affect the equilibrium nuclear configurations
and one expects two distinct PESs for the reactants and products. Charge transfer reactions
can then be thought of in terms of the transition from one PES to another. As detailed
later in this chapter, I make use in this work of Density Functional Theory to compute the
adiabatic ground state of the charge donor-acceptor. However, since no transition is allowed
between adiabatic states, further approximations are required to characterize charge transfer
events. To this end, I introduce below diabatic states and show how these compare with the
adiabatic ones in terms of transition from one PES to another. Later, I will show how one
can use them with pertubation theory to approximate the true adiabatic states.
2.2 Transitions between potential energy surfaces
In the previous section I explained how Potential Energy Surfaces (PES) are the ground state
electronic potential energy, including the nuclear repulsion, of a given molecular assembly
in the nuclear configuration space. At fixed position of the nuclei, the PES provides infor-
mation about the ground state energy of the molecules involved in a chemical reaction. It is
the transition from the reactant PES to the product PES that allows to follow the dynamics
of a (charge transfer) reaction. In this section I will first qualitatively describe how two
PES intersect (or do not!). I will then focus on kinetics by introducing the rate of transfer
from one PES to another. More specifically I will present the main arguments leading to the
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derivation of the equation I will use throughout this thesis, Marcus’s rate formula for non
adiabatic charge transfer in the high temperature limit. This formalism makes use of dia-
batic states to approximate the true adiabatic states of the system which obeys the equations
derived above.
2.2.1 Crossing, avoided crossing and attempted crossing
Conceptually it is easier to start with the case where the PES reduces to a curve, that is
when a single nuclear coordinate is enough to describe the configurational space. A classic
example is the dissociation of the sodium chloride molecule, NaCl, where the position of
one of the atom, say Cl can be expressed with respect to the position of the other, say Na,
through the interatomic distance, dNaCl .
Fig. 2.2: Diabatic and adiabatic electronic po-
tential energy curves for the dissociation of
NaCl. Figure adapted from [4].
Here, the PES is a curve describing the
variation of the potential energy of the salt
dissociation reactants or products as a func-
tion of the unique variable dNaCl (see Figure
2.2). The dissociation reaction is the trans-
formation upon which the diatomic neutral
molecule NaCl splits into its constitutive
ions: NaCl↔ Na++Cl−.
As the reaction progresses dNaCl in-
creases from dNaCl = dcovalent to dNaCl =
dions. In such a simple case one considers
that the main contribution to the energy of the system comes from the energy stored in the
bond between the sodium and chlorine atoms. In the diabatic picture of the dissociation
reaction, the system moves from the PES giving the energy of the covalent bond onto the
PES giving the energy of the ion bond. At dNaCl = dcovalent the energy of the ionic bond is
lower than the energy of the covalent bond. The reverse applies at dNaCl = dions. Therefore
there is a specific value of dNaCl at which the energy of the covalent and ionic bonds are
the same. This is the point where the two diabatic PES cross, allowing the transition from
reactant to product states.
In the adiabatic picture of the reaction one considers the system as a mixed state, linear
combination of covalent and ionic states. Therefore, through the range of dNaCl the PES
gives neither the energy of the covalent nor ionic bond but the sum of the contribution of
each one to the state. The reactants (products) can be seen as the limiting scenario where
one has 100 % (0 %) of covalent state and 0 % (100 %) of ionic state. At these points the
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adiabatic meets the diabatic description of the reaction. In between however the adiabatic
PES never cross as opposed to the diabatic ones. This is because energy degeneracy is
forbidden between adiabatic states which will adapt upon a change in nuclear configuration
as to remain the eigenstates of the molecular hamiltonian. Because of its effect on PES
this concept is often referred to as the "non-crossing" or "avoided-crossing" rule. [5, 6]
This means that the adiabatic description of a chemical reaction cannot be strictly applied
to charge transfer reactions as it cannot account for the transition from one state to another.
Naturally these concepts extend to polyatomic molecular assembly where PES are hy-
persurfaces of the nuclear configuration space. Figure 2.3 provides an illustration of the
crossing (a) and avoided crossing (b) of two hypothetical two dimensional PES.
Fig. 2.3: Hypothetical electronic diabatic (left) and adiabatic (right) potential energy sur-
faces (Uk) as a function of two nuclear coordinates, R1 and R2, while the remaining coor-
dinates are kept fixed under the assumption that it does not affect the PES for the reaction
under study. Figure from [].
If the gap between two adiabatic PES is narrow enough, as in Figure 2.3b, there will
be a finite probability for a transition to happen. In other words, the system will attempt
to cross to the product PES and will eventually succeed. Two mechanisms can lead to
this "attempted crossing" scenario. First, the charge can directly tunnel through the energy
barrier from the reactant to the product equilibrium states. The second mechanism finds its
origin in the contribution of the coupling terms in the nonadiabaticity operator (see Equation
2.8) in the region of avoided crossing. Intuitively the size of the gap between two PES is
proportional to the strength of the coupling between the adiabatic states. A small gap is
then associated to a weak coupling. In such a case one can apply the Born-Oppenheimer
approximation (which ignores the effect of the nonadiabaticity operator) everywhere but
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near the avoided crossing. There, the coupling terms, which originate from the action of the
nuclear kinetic operator on the nuclear and electronic wavefunctions, cannot be neglected
anymore. It gives the fast moving nuclei the ability to ignore the gap and cross over to the
other adiabatic surface. Since it requires that the nuclei have sufficient kinetic energy, it
is a thermally activated transition. The crossing between two adiabatic PES in the weak
coupling regime is called nonadiabatic transition in reference to the diabatic nature of such
an eventuality.
The nonadiabatic description is well suited to charge transfer between dyes because
the weak coupling condition is verified.[7, 8] Indeed, in molecular systems, the transferred
charge is strongly localised on either the donor (reactant state) or acceptor (product state).
Therefore at first approximation the adiabatic states will mostly be one state or the other,
following the diabatic states, and the true mixed nature being only revealed for a narrow
range of nuclear configuration. As will be described in the next section, approximating a
charge transfer event as a nonadiabatic transition enables the rate at which the reaction oc-
curs to be calculated. The frequency at which an attempted crossing will be successful is the
microscopic phenomenon governing the kinetics of charge transfer reactions. Calculating
the rate of charge transfer is quantifying this frequency.
2.2.2 Expressing nonadiabatic transitions rate in the high temperature
limit from diabatic states with perturbation theory.
Quantifying the kinetics of charge transfer reactions is knowing the speed at which a charge
goes from one carrier to another. Here I focus on the nonadiabatic regime where the coupling
between states is weak enough to allow a transition that is effectively adiabatic, between
adiabatic states. We place ourselves in the high temperature limit where the driving force for
the transition is the kinetic energy of the nuclei rather than the tunnelling between states. The
number of transitions per unit time define a rate. I will expose the main arguments which
lead to the derivation of the formula for the rate of charge transfer I will use throughout this
thesis: Marcus’s formula.
Let Pi(t) be the initial population of molecules with excess charge at a time t. The decay
probability due to charge transfer events is such that:
dPi(t)
dt
=−ki jPi(t) (2.12)
where ki j is the rate of charge transfer between the system in state i (reactant state) to the
system in state j (product state).
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As explained above, in the weak coupling regime the adiabatic states’ PES follow the
diabatic states’ PES for most of the nuclear configurational space. The effect of the cou-
pling is only evident near the gap between PES and it is assumed small enough to allow
a crossing. Consequently perturbation theory seems a well suited approach to model this
non adiabatic behaviour; the diabatic states being the zeroth order terms to describe these
adiabatic states. The Golden rule is a formula based on perturbation theory which give the
change of probability per unit time (kα ) of some initial prepared quantum state (α) due to
transitions to a weakly coupled manifold of final (quantum) states (ζ ):
kα =
2π
h¯ ∑ζ
|Vtot,αζ |2ηζ , (2.13)
where h¯ is the reduced Planck’s constant, Vtot,αζ is the (weak) coupling between quantum
states, ηζ is the number of final states per unit energy and the summation is over the quantum
levels of the final state.
Here I am going to treat the nuclei as classical particles. This means that the nuclear
wavefunction does not depend on the quantum number ν anymore (χiν = χi). As a result
we are left with a two level system where the transition goes from an initial single levelled
system i to a final single levelled system j. However these energetic levels allow time
dependent modulation due to the classic vibrational motion. The combination of quantum
and classical mechanics is possible thanks to Wigner representation which provides the
mathematical framework to define probability densities using position and momentum as
continuum variables but obey the uncertainty principle for quantum particles.1 In practice
it means that the rate of transfer from state i to the manifold of states j is obtained by
integrating (instead of summing) over all nuclear coordinates (R⃗) and momenta (p⃗):
ki =
2π
h¯
∫
j
dR⃗
∫
j
d p⃗ |Vtot,i j|2η j, (2.14)
with η j the density of final states j. In the Golden rule formula the initial state is "prepared"
meaning that it falls onto a specific level with unit probability. Although such consideration
is not needed for a two level system, the rate is defined by the decay of the initial population
of the charge donor. This implies that, as for the final states, there is a collection of systems
in the initial state. However one assumes that this manifold of initial states is a canonical
(NVT) ensemble, that is that the initial population is in thermal equilibrium with a reservoir.
[9] Therefore the coupling, Vtot,i j, which depends on the population in state i, has to be
1∫ d p⃗d⃗xP(x, p) = Tr[ρ] - probability distribution which obeys to the uncertainty principle for quantum
particle
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weighted by the Boltzmann probability distribution:
ki =
2π
h¯
∫
j
dR⃗
∫
j
d p⃗ |Vtot,i j|2η j 1Ξexp[−βEi(R⃗, p⃗)], (2.15)
where β = (kBT )−1 with kB Boltzmann’s constant and T the temperature. Ξ is the canonical
ensemble partition function which normalises the probability density to unity:
Ξ=
∫
i
dR⃗
∫
i
d p⃗ exp[−βEi(R⃗, p⃗)]. (2.16)
As before the variations due to the classical motion of the nuclei are accounted for integrat-
ing over momenta and position, so that the rate in Equation 2.12 is defined as:
ki j =
∫
i
dR⃗
∫
i
d p⃗ ki. (2.17)
According to the Franck-Condon approximation [10, 11], the coupling between states can
be split into an electronic and nuclear contribution:
Vtot,i j =Vi j < χi(R⃗, p⃗)|χ j(R⃗, p⃗)> (2.18)
where < χi(R⃗, p⃗)|χ j(R⃗, p⃗) > is the nuclear term (also called Franck-Condon factor) which
takes position and momenta as variables according to the Wigner representation of classical
particles in quantum theory. The electronic component of the coupling, Vi j, is assumed to
be independent of the nuclear coordinates and momenta so that:
ki j =
2π
h¯
|Vi j|2
∫
i
dR⃗
∫
i
d p⃗
∫
j
dR⃗
∫
j
d p⃗ < χi(R⃗, p⃗)|χ j(R⃗, p⃗)>2 η j 1Ξexp[−βEi(R⃗, p⃗)] (2.19)
Because the Golden rule emanates from perturbation theory where the diabatic states
are the zeroth order terms to describe the adiabatic states, the transition from one state to
another is allowed only when the reactant and product state energies are the same. It results
that the probability density < χi(R⃗, p⃗)|χ j(R⃗, p⃗) >2 can be expressed as a delta function, δ ,
restricting the possible values of energy and:
ki j =
2π
h¯
|Vi j|2
∫
i
dR⃗
∫
i
d p⃗
∫
j
dR⃗
∫
j
d p⃗ δ [Ei(R⃗, p⃗)−E j(R⃗, p⃗)]η j 1Ξexp[−βEi(R⃗, p⃗)] (2.20)
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2.2.3 Harmonic approximation and Marcus’s rate for charge transfer
The condition of energy conservation appearing in Equation 2.20 holds on the total energy
of the system, sum of the kinetic (Tj(p⃗)) and potential (U j(R⃗)) energies:
E j(R⃗, p⃗) = Tj(p⃗)+U j(R⃗). (2.21)
Within Marcus’s formalism the reactant and product PES are assumed to be parabole
of same curvature.2 Therefore, for a given variation in nuclear coordinate, the difference
in potential energy with respect to the equilibrium configuration (bottom of the parabola)
will be the same for both reactant and product states. This means that the driving force
which brings a given system back to equilibrium, quantified by the difference in potential
energy relative to the equilibrium configuration, is of the same magnitude for both states.
Assuming no other sources of energy and no losses, the excess of potential energy for a
system out of equilibrium is entirely converted into kinetic energy (which drives the system
back to equilibrium). Here, this implies that the kinetic energy is the same for both states
and
δ [Ei(R⃗, p⃗)−E j(R⃗, p⃗)] = δ [Ui(R⃗)−U j(R⃗)], (2.22)
which allows Equation 2.20 to be rewritten as:
ki j =
2π
h¯
|Vi j|2
∫
i
dR⃗
∫
j
dR⃗ δ [Ui(R⃗)−U j(R⃗)]
∫
j
d p⃗ η j
1
Ξ
∫
i
d p⃗ exp[−βEi(R⃗, p⃗)]. (2.23)
Upon the same transformation (Equation 2.22), the last factor becomes :
1
Ξ
∫
i
d p⃗ exp[−βEi(R⃗, p⃗)] = exp[−βUi(R⃗)]
∫
i d p⃗ exp[−βTi(p⃗)]∫
i dR⃗ exp[−βUi(R⃗)]
∫
i d p⃗ exp[−βTi(p⃗)]
=
exp[−βUi(R⃗)]∫
i dR⃗ exp[−βUi(R⃗)]
. (2.24)
Only one nuclear coordinate, R˜, is assumed to oscillate harmonically (the rest of the
configurational space being unaffected upon the charge transfer). This makes the multidi-
mensional integration over {R⃗} an integration over the single variable R˜. The parabolic PES
2which is particularly justified for a self exchange reaction where reactants and products are the of the
same nature.
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can then be expressed as:
Uk(R˜) =Uk(R˜k,eq)+
w2n
2
(R˜− R˜k,eq)2 (2.25)
where wn is the angular frequency of the oscillations and R˜k,eq is the value of R˜ minimizing
Uk. The denominator in Equation 2.24 becomes 3
∫
i
dR˜ exp[−βUi(R˜)] =
∫
i
dR˜ exp[−βUi(R˜i,eq)]exp[−β w
2
n
2
(R˜− R˜i,eq)2]
= exp[−βUi(R˜i,eq)]
√
2π
βw2n
. (2.26)
Substituting Equations 2.24 and 2.26 into Equation 2.23,
ki j =
2π
h¯
|Vi j|2
∫
i
dR˜
∫
j
dR˜
∫
j
d p⃗ δ [Ui(R˜)−U j(R˜)]η j
exp[−βUi(R˜i,eq)]exp[−β w
2
n
2 (R˜− R˜i,eq)2]
exp[−βUi(R˜i,eq)]
√
2π
βw2n
.
(2.27)
Simplifying through by exp[−βUi(R˜i,eq)] and rearranging gives :
ki j =
2π
h¯
|Vi j|2
√
βw2n
2π
∫
i
dR˜
∫
j
dR˜
∫
j
d p⃗ δ [Ui(R˜)−U j(R˜)]η jexp[−β w
2
n
2
(R˜− R˜i,eq)2]. (2.28)
Within Marcus’s approximation the PES are parabola (see Equation 2.25). Conse-
quently, the condition that the potential energies must be conserved between reactant and
product states is verified at a unique point in the configurational space, the crossing point
between the two parabolas at R˜ = R˜cp (see Figure 2.4). In practice this makes all con-
figurational space integrands disappear but the one for R˜ = R˜cp. Therefore Equation 2.28
simplifies into:
ki j =
2π
h¯
|Vi j|2
√
βw2n
2π
∫
j
d p⃗ η jexp[−β w
2
n
2
(R˜cp− R˜i,eq)2]. (2.29)
Additionally, the energy conservation condition acts as a selection rule which fixes the
number of final states per unit energy, η j, as 1. In this case, the unit energy is calculated
3Using
∫
dx exp[−α(x− x0)2] =
√
π
α
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Fig. 2.4: Plot of the parabolic potential energy curves as assumed to derive nonadiabatic
transition rate from diabatic states through perturbation theory.
from the normalisation of the integration of the momenta over the manifold of final states
{ j}. If one takes the non normalised momenta, p⃗u, the integration gives rise to a kinetic
energy term: 4
∫
j
d p⃗u =−
∫ R˜ j,eq
R˜i,eq
dR˜w2n
= w2n(R˜i,eq− R˜ j,eq), (2.30)
and it follows that η j
∫
j d p⃗ = (w
2
n(R˜i,eq− R˜ j,eq))−1. Then, Equation 2.29 becomes:
ki j =
2π
h¯
|Vi j|2
√
βw2n
2π
w−2n (R˜i,eq− R˜ j,eq)−1exp[−β
w2n
2
(R˜cp− R˜i,eq)2], (2.31)
4∫
j d p⃗u =
∫
j vdv with the speed v defined as v = wn
√
A2− R˜2 where A is the amplitude of the oscillations.
It follows that dv =−wn 2dR˜
2
√
A2−R˜2
.
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or, rearranging:
ki j =
2π
h¯
|Vi j|2
√
β
2πw2n(R˜i,eq− R˜ j,eq)2
exp[−β w
2
n
2
(R˜cp− R˜i,eq)2]. (2.32)
As shown in Figure 2.4, the reorganisation energy, λtot , is defined as:
λtot =Ui(R˜ = R˜ j,eq)−Ui(R˜i,eq), (2.33)
or, upon substitution of Equation 2.25:
λtot =
1
2
w2n(R˜ j,eq− R˜i,eq)2. (2.34)
It follows that
ki j =
2π
h¯
|Vi j|2
√
β
4πλtot
exp[−β w
2
n
2
(R˜cp− R˜i,eq)2]. (2.35)
At the crossing point (see Figure 2.4):
Ui(R˜i,eq)+
1
2
w2n(R˜cp− R˜i,eq)2 =
U j(R˜ j,eq)+
1
2
w2n[(R˜cp− R˜i,eq)2+(R˜ j,eq− R˜i,eq)2−2(R˜cp− R˜i,eq)(R˜ j,eq− R˜i,eq)] (2.36)
Simplifying and substracting Ui(R˜i,eq) on both sides
0 =U j(R˜ j,eq)−Ui(R˜i,eq)︸ ︷︷ ︸
−∆Ui j
+
1
2
w2n[(R˜ j,eq− R˜i,eq)2−2(R˜cp− R˜i,eq)(R˜ j,eq− R˜i,eq)]. (2.37)
where ∆Ui j is the vertical shift between the reactant and product PES. Substituting Equation
2.34 into Equation 2.37 leads to:
∆Ui j = λtot −w2n(R˜cp− R˜i,eq)(R˜ j,eq− R˜i,eq), (2.38)
or again
(R˜cp− R˜i,eq) = λtot −∆Ui jw2n(R˜ j,eq− R˜i,eq)
. (2.39)
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The argument of the exponential factor in Equation 2.35 can then be written as a function
of the reorganisation energy and the potential energy difference ∆Ui j (see Figure 2.4):
w2n
2
(R˜cp− R˜i,eq)2 = (λtot −∆Ui j)
2
2w2n(R˜ j,eq− R˜i,eq)2
=
(λtot −∆Ui j)2
4λtot
. (2.40)
Finally this leads to what is known as the Marcus’s formula for the rate of charge trans-
fer:
ki j =
2π
h¯
|Vi j|2
√
β
4πλtot
exp
[
−β (λtot −∆Ui j)
2
4λtot
]
. (2.41)
It has to be noted that Marcus later extended the formula such that the difference in po-
tential energy can be replaced by the difference in Gibbs free energy between the initial
and final states.[12] However, given that this thesis revolves around computational quantum
chemistry where it is the potential energy which is calculated, I will leave the formula in its
original formulation.
2.2.4 Validity of Marcus’s equation for the rate of intermolecular charge
transfer in dye monolayers.
The derivation of Marcus’s formula (Equation 2.41) is based on the assumption that there is
a single nuclear coordinate which oscillates. The others are considered as fixed during the
transfer of the charge from one molecule to another. This allows the reactant and product
PES to be mapped onto the one dimensional nuclear configuration space spanned by the
oscillating nucleus. Then, the rate of charge transfer can be expressed as a function of
the energy differences between the PES, ∆Ui j and λtot . It is rather intuitive however that
more than one nuclei will change position during the charge transfer. The key is to use an
effective coordinate, called the reaction coordinate, to make use of Marcus’s formalism. The
reaction coordinate is the minimal energy path between reactant and product equilibrium
positions in the multidimensional nuclear configuration space. By definition, it is the path
the system would follow if it was moving infinitely slowly. At ambient temperature, the
nuclei have too big a kinetic energy for the system to stay on this minimum energy path. The
resulting fluctuations are assumed to be oscillations of the reaction coordinate. In short, the
harmonically oscillating reaction coordinate is a means to describe the route of the system
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from reactant to product equilibrium states using a single coordinate.
To test the validity of such an assumption, a comparison of Marcus’s equation with ex-
perimental data on C. vinosum cytochrome oxidation is given in Figure 2.5 (taken from
reference [13]). Cytochromes are heme proteins which act as electron relays in the photo-
synthesis. Their ability to host and donate an electron is attributed to the heme whose core
is made of an iron atom. The heme is similar, in size and structure, to a dye molecule which
makes this example particularly relevant to check the validity of Marcus’s equation for this
work. The data are also compared to two other theories, namely Marcus-Levich-Jortner’s
and Grigorov-Chernavskii’s. The former makes use of a full quantum description of the re-
actant and product states and results in the equation rate below (Equation 2.42). It allows us
to validate the semi-classical approximation in Marcus’s theory. The latter investigates the
consequences of not assuming perfect degeneracy of the reactant and product energies at the
moment of the transfer (using a lorentzian function instead of a delta function in Equation
2.20). In this case, the rate of charge transfer, ki j,GC, is found to be inversely proportional to
the width of the lorentzian, W (see Equation 2.43). A detailed derivation of both equations
is provided in Reference [13]. Here I only give the functional form which was used to make
the graph in Figure 2.5 for a comparison with Marcus’s theory. Marcus-Levich-Jortner’s
rate of charge transfer, ki j,MLJ, is defined as:
ki j,MLJ =
2π
h¯2ωMLJ
|Vi j|2exp(−S(2n¯+1))
(
n¯+1
n¯
)0.5p
Ip(2S
√
n¯+1), (2.42)
where n¯ is the average quantum number, S is the coupling factor between quantum mode and
electronic state, ωMLJ is the angular frequency describing the quantum vibrational modes.
Ip is the Bessel function of order p. The rate of charge transfer as derived by Grigorov and
Chernavskii is:
ki j,GC =
2π
h¯
|Vi j|2 1W [4SiS j + exp
(−β∆Ei j)]. (2.43)
where Si and S j are the coupling parameters of two oscillators assumed to change quantum
numbers simultaneously during the transition.[13] W is the width of the lorentzian used
instead of the delta function while applying the condition of energy conservation.
As can be seen, in the high temperature limit (above 170K), Marcus’s equation is a
perfectly suitable model for the rate of charge transfer. When compared with the Marcus-
Levich-Jortner equation, one can validate further the theory and conclude that the semi-
classical approximation is acceptable. Similarly there is no visible difference in the high
2.3 Calculation of potential energy surfaces 63
Fig. 2.5: Comparison of theories with experimental data on C. vinosum cytochrome ox-
idation, taken from [13]. The solid line is Marcus’s rate equation (Equation 2.41) with
∆Ui j = 0.45eV, |Vi j|= 1.6×10−3eV and λtot = 0.09eV. The long dotted line is the Marcus-
Levich-Jortner equation (Equation 2.42) which results from a full quantum description of
the system. The short dotted line is Equation 2.43 which results from the use of a lorentzian
function instead of a delta function when applying the condition on the energy conservation.
temperature regime with the Grigorov and Chernavskii equation meaning that the energy
conservation condition is adequately applied in Marcus’s formalism. Hereafter I will as-
sume that Marcus’s equation allows the rate of intermolecular charge transfer to be ad-
equately quantified. The ubiquity of Marcus’s formula in charge transfer kinetic studies
comes from the fact that it allows to calculate the transition rate given the characteristics
of the reactant and product PES at the equilibrium nuclear positions only. What follows
provide an overview of the means to access such information.
2.3 Calculation of potential energy surfaces
In the previous section I showed how the charge transfer rate can be calculated, providing the
reactant and product PES that is. Hence I will briefly review different methods commonly
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used to compute such PES.
2.3.1 Electronic structure methods
Rigorously speaking the many body Schrödinger equation needs to be solved over a range
of nuclear coordinates to calculate a potential energy (hyper)surface. Because it does not
require any specific knowledge about the system, this is termed the ab initio method, from
the latin of "from the beginning". Quite intuitively however, such a procedure is too de-
manding to be applicable and several approximations are to be made to make the problem
solvable. Amongst these approximations is the assumption (discussed in Section 2.1) that
the nuclei will move slowly compared to the electrons due to their difference in mass. Ad-
ditional approximations are to be made depending on the context. Here, for charge transfer
in the semiclassical weak coupling nonadiabatic regime at the high temperature limit, the
assumptions are the ones made while deriving Marcus’s formula (see sections 2.2.2 and
2.2.3). Moreover, Equation 2.41 gives a means to calculate the rate of charge transfer from
the characteristic of PES at stationary points only (the equilibrium nuclear configuration of
reactant and products). This implies that one does not need to accurately calculate the whole
PES but only the potential energy at few specific points, allowing a certain freedom in the
choice of the methods.
Quantum mechanical methods based on molecular orbital theory are, by far, the most
used technique to calculate PES. Molecular orbital theory relies on expressing the electron
density, ρ (⃗r), with the occupied electronic wavefunctions, φi:
ρ (⃗r) = ∑
i,occ
|φi(⃗r; R⃗)|2 (2.44)
where the summation is over the occupied electronic states, i. The energy of the system
is then expressed as a functional of the electron density. Molecular orbital methods are
originally based on a molecular model with non interacting electrons. In other words, the
electron density calculated would be correct if the electrostatic interaction between electrons
were neglected. The electronic properties of this non interacting system are governed by the
Kohn Sham equations [14] which makes the difference with the real interacting system
which satisfies Schrodinger equation. In Density Functional Theory (DFT) the Kohn Sham
equations artificially add a potential energy term describing the force that would act on the
interacting system as a means to account for the coulombic repulsion of (all) electrons. This
allows the behaviour of many body systems to be captured accurately enough to calculate
PES. DFT belongs to the group of Self Consistent Field (SCF) methods which refers to the
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iterative approach to solve the Kohn-Sham equations. An educated guess at the orbitals is
made, the electron density and resulting energy is then calculated which provides a better
guess for the next iteration. The procedure is iterated until energy convergence. A "better
guess" within DFT formalism refers to a guess which will lower the total energy.5 Therefore
it is an energy minimization procedure making DFT a good method to search for stationary
points on the PES.
Generally speaking, DFT reduces a diagonalisation procedure which scales with N3e
where Ne is the number of electrons in the system. Then, DFT calculations remain too
computationally expensive for big systems, that is several hundreds of atoms. Approximate
molecular orbital theory methods are then used. These methods only deal with the valence
electrons of the system, making them semi-empirical. Indeed they require the chemical
intuition that only the valence electrons are of importance to explain the behaviour/reactivity
of the system under study.6
Alternatively, Force Field (FF) methods can be used to calculate PES. This approach
calls on an empirical formula for the potential energy as a function of the nuclear position.
This empirical method ignores electron dynamics and it is therefore ill-suited to the calcula-
tion of any properties depending on the electronic distribution in a molecule, such as charge
transfer parameters.
All these computational stratagems provide approximate methods for the calculation of
electronic potential energy, given the nuclear coordinates. However this is a static picture of
the system and in reality these coordinates will change over time and so will the associated
PES. Then it is important to adequately incorporate time in the calculation of the electronic
structure of molecular charge carriers. Incorporating time is especially challenging because
the nuclei are treated classically while the electrons are treated at the quantum level. The
unification of these approaches is done by Molecular Dynamics (MD) methods (discussed
below).
2.3.2 Computing the trajectory of the nuclei with molecular dynamics
Including the time in the set of variables for the calculation of potential energy surfaces
technically means that the time dependent Schrodinger equation has to be solved in place of
5Using the variational principle.[15]
6These methods are not to be confused with valence bond theory which does not rely on the calculation of
the molecular orbitals from the wavefunction.
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the stationary Schrodinger equation:
ih¯
∂χk(R⃗, t)
∂ t
= [Tn(R⃗)+Uk(R⃗)]χk(R⃗, t), (2.45)
where χk(R⃗, t) is the time dependent nuclear wavefunction describing the system in elec-
tronic state k. However, within the semiclassical regime of charge transfer all nuclei are
considered as classical particles. Hence the much less demanding Newton’s equations of
motion can be used to solve the time evolution of the nuclei. As shown in Equation 2.45,
the force in Newton’s equation comes from the electronic potential energy which then needs
to be calculated at each time step. The exercise of solving simultaneously Newton’s and
Schrodinger’s equations is called Molecular Dynamics (MD). If the potential energy is cal-
culated from force field methods, it is a classical MD, which is the most commonly used
method. If it is calculated from DFT, the procedure is then termed DFT-MD. Furthermore
one can choose to keep either the total energy or the temperature constant during the time
of the simulation. It is commonly assumed that the time average over the duration of the
simulation is equivalent to an ensemble average. 7 This implies that a MD simulation where
the energy or the temperature has been kept constant will result in the simulation of a micro
canonical (NVE) or canonical (NVT) ensemble respectively.
Molecular dynamics gives a trajectory for all the nuclei in a given system, thus allowing
the PES to be calculated as a function of time. Each frame of the trajectory is related to
another by the time step upon solving Newton’s equations of nuclear motion. Force fields
for dye molecules anchored to a metal oxide surface are not readily available at this date.
One could optimize such a force field but the procedure is long and not trivial. Therefore,
one often turns to DFT-MD for simulation of dye sensitized systems. However this only
gives access to short trajectories, say tens of picoseconds for a couple of hundreds atoms
as detailed in Chapter 3. As a result these trajectories cannot be directly compared with
experimental data typically gathered on much longer timescales.
2.4 Bridging the scales and comparison with experiments
Previously I explained that the ubiquity of Marcus’s equation in charge transfer studies em-
anates from the fact that it only requires the calculation of the potential energy at few specific
points in the nuclear configurational space. However, while true, this is not the sole reason.
Marcus’s rate equation also allows us to link theory with measurements of charge transfer
7This assumption is called the ergodicity hypothesis.
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kinetics. As shown in Section 2.2.2, Marcus’s transition rate concerns a manifold of initial
states in thermal equilibrium with a thermostat (canonical, or NVT, ensemble) and a mani-
fold of final states. This is what makes the equation transferable to the fitting of experimental
data where one measures an averaged quantity. The specific example this thesis is focussed
on is the electrical properties of molecular materials. Experimentally one would measure
the current through a given device to assess its ability to conduct charges. The tempera-
ture dependence of these data can be related to the activation energy in Marcus’s formula
through an Arrhenius plot. This procedure allows the order of magnitude of the parameters
of the equation to be checked. However a straightforward comparison is not possible due to
the time dependence. A measurement is an average over both length and time scales as it re-
sults from an averaged time sequence of charge transfer events. Marcus’s formula tells how
many events are to be expected per unit time but does not provide any information on how
to relate this unit time with real time. On the other hand, ab initio simulations get the pa-
rameters for Marcus’s formula but neither time nor length average is performed. This has to
be done with an additional step, by using MD and Kinetic Monte Carlo (KMC) algorithms.
Providing a transition rate KMC makes use of stochasticity to simulate the realistic time
evolution of an event (charge transport here). The output of KMC can then be compared
with experimental data. The procedure can later be refined if necessary using the results
from the fit of experimental data as explained above. The stochastic equations governing
KMC simulations coupled to MD simulations depends on the type of ensemble initially sim-
ulated. Experimental systems are assumed to be NVT ensembles. Therefore distributions
of parameters calculated from a NVE MD have to be thermally sampled during the KMC to
bring the simulated system to thermodynamic equilibrium. On the other hand, parameters
calculated from NVT MD are uniformly sampled because the system is already assumed to
be at thermodynamic equilibrium.
2.5 Summary
Figure 2.6 acts as a summary of this chapter. It illustrates the relationship between Density
Functional Theory (DFT), Molecular Dynamics (MD), Kinetic Monte Carlo (KMC) and
experimental data. MD often comes first to compute the variations in geometry of the sys-
tem across a given time range. At regular intervals on this trajectory, DFT can be used to
calculate the relevant electronic properties of the system. Hence, distributions of these pa-
rameters are built which describe, at the nanoscale, a NVT or NVE ensemble depending on
the type of MD initially chosen. KMC simulations then allows us to scale up both in length
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and time. Indeed, by sampling the distributions of parameters calculated from the MD/DFT,
KMC algorithms compute the macroscopic properties of the system. For instance, in this
thesis, I use KMC to compute hole diffusion coefficients from rates of charge transfer. Then,
a comparison with experimental data becomes possible. Additionally, when specific trends
are expected for the measurements, a fitting procedure can help to refine the KMC algo-
rithm. In summary, all these methods call on various levels of theory and "bridges" need
to be carefully built between them to reach sensible conclusions. Because it covers mul-
tiple time and length scales, it is logically termed multiscale modelling. This procedure
assists the design of experimental systems by providing a valuable perspective on observed
phenomena; it generates "ab initio"8models.
8The term ab initio lost its legitimacy due to the multiple approximations made to make the problem of
solving the electronic structure of molecules tractable. Hence the common use of quotation marks when
referring to quantum chemical calculations as "ab initio" methods.
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CHAPTER 3
METHODS
I know you believe you understand what you think I
said but I am not sure you realize that what you
heard is not what I meant.
This chapter encompasses descriptions of the methods applied in this thesis. It includes,
but is not limited to, explanations on how to utilise electronic structure calculation packages
such as Gaussian 09 [1] and CP2K [2] to estimate the electronic properties of dye monolay-
ers. More specifically, I detail how I calculate the fundamental charge transfer parameters:
the reorganisation energy, λtot , and the electronic coupling, Ji j. I also present my methods
to easily compute realistic geometries of pair of dyes as anchored on the TiO2 surface. It is
followed by the specifications of the various Monte Carlo algorithms I implemented in C++,
which account for the relative timescale of hole hopping versus structural rearrangement of
the monolayer.
3.1 Calculation of the parameters in Marcus’s equation
for the rate of hole exchange
As discussed in Chapter 2, intermolecular charge transfer within a dye monolayer occurs
through a thermally activated hopping mechanism in the semi-classical nonadiabatic regime.
R. Marcus derived a formula for the rate of charge transfer within this limit (see Equation
2.41)[3] . In this thesis I will use it in the context of self exchange reactions where reactants
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and products are the same. In that case, Equation 2.41 simplifies to :
Γi j =
2π
h¯
|Vi j|2
√
β
4πλtot
exp
[
−β λtot
4
]
. (3.1)
where Γi j is the rate of charge transfer for self exchange reactions (i.e Γi j = ki j when
∆Ui j = 0). Γi j is controlled by two quantities: the total reorganisation energy, λtot , and
the intermolecular electronic coupling, Ji j. Below I describe how to calculate these two
parameters with standard procedures in quantum chemistry.1
3.1.1 Calculation of the reorganisation energy of hole self exchange
including solvent effect
Here, hole self exchange is the process by which the charge is redistributed within a pair of
dye molecules (one neutral, one cation). The total reorganisation energy, λtot , is defined as
the energy cost required to rearrange the molecules and the dielectric environment upon this
charge redistribution. As such it can be seen as the vertical energy difference between the
reactant and product potential energy surfaces at the initial nuclear configuration. This is
illustrated in Figure 3.1 which is adapted from Figure 2.4 for the case of hole self exchange
reactions (∆Ui j = 0).
Mathematically, when ∆Ui j = 0,
λtot = ∑
products
E f inal(Ginitial)− ∑
reactants
Einitial(Ginitial), (3.2)
where E j is the energy of one charge carrier in charge state j and is a function of Gk which
defines the geometry of the molecule in charge state k. [4] The summation is over the
number of molecules needed to describe the reactant and product states. Typically the sum-
mation includes only two terms: the charge donor and acceptor, as illustrated in Figure 3.1.
I will call the first summands the non-equilibrium terms as it describes the system immedi-
ately after the charge has been transferred. In contrast, I will name the second summands
the equilibrium terms. Note that in a real system, the charge carriers are surrounded by a
medium which may affect the kinetics of charge transfer. This means that, strictly speaking,
the reactant and product PES need to describe the charge donor and acceptor embedded in
their environment. To distinguish between the contribution of the charge donor and acceptor
1Vaissier et al. Phys. Chem. Chem. Phys. 15, 4804-4814 - Reproduced in parts by permission of the
PCCP Owner Societies.
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Fig. 3.1: Potential energy curves of the reactant and product states as a function of the
harmonically oscillating nuclear coordinate, R˜, as assumed in Marcus’s theory. The reor-
ganisation energy is the vertical energy difference between the charge carriers and their
environment before and immediately after the charge transfer (i.e at R˜ = R˜i,eq). Because the
curves are assumed to be parabolas of same curvature, and that the parabolae have same
minimum energy 2, it is identical to the energy difference at R˜ = R˜ j,eq as illustrated.
themselves and the surrounding medium, the total reorganisation energy is commonly split
into two components:
λtot = λi+λo, (3.3)
where λi and λo are the inner- and outer-sphere reorganisation energies respectively. Below
is an account on the method traditionally used to calculate the inner-sphere reorganisation
energy and the method I developed to calculate the total reorganisation energy (which in-
cludes both the inner and outer-sphere components). A direct comparison between the two
resulting quantities allows us to estimate how much the surrounding medium contributes to
the kinetics of charge transfer.
76 Methods
Calculation of the inner-sphere reorganisation energy
For the reaction of hole exchange between dye molecules, the inner-sphere contribution
alone is defined as:
λi =
[
E0(G+,mol)+E+(G0,mol)
]− [E+(G+,mol)+E0(G0,mol)] , (3.4)
where 0 and + correspond to the neutral and cationic charge state respectively and mol
refers to the molecule.
This is calculated as in previous work [5, 6] summing four energy calculations by al-
ternating the electronic states j and k of the fully optimised geometries (cf. Figure 3.2).
The procedure can be executed in vacuum or in solvent where it then gives the inner-sphere
reorganisation energy of the solvated molecules.
Fig. 3.2: Calculation scheme for the inner-sphere reorganisation energy (see Equation 3.4).
The calculations are executed within a dielectric medium of constant εst that can be unity,
as described in the text.
Two geometry optimizations are initially performed to describe the initial state where
both the donor and acceptor are in equilibrium with respect to the molecular electronic
polarization and the solvent reaction field (if the solvent is incorporated in the calculation).
Thereafter, since no structural rearrangement of the molecules is allowed at the instant of
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charge transfer, only single point energy calculations are conducted.
The geometry optimizations are achieved with Density Functional Theory (DFT) in the
Gaussian09 package. [1] The TiO2 surface is neglected because, as I will show in Chap-
ter 4, the Highest Occupied Molecular Orbital (HOMO) is mostly localised on a part of
the molecule far enough from the surface that any contributions from surface dipoles are
expected to be screened out by the polar medium. Also I apply no constraints on the posi-
tioning of the molecules as this is unnecessary when the calculations are performed on each
molecule independently. In all calculations, I use the hybrid functional B3LYP together with
the LANL2DZ, [7] or TZVP-6D [8] basis set for ruthenium-based and non ruthenium-based
molecules respectively.
When included, the surrounding medium is fully characterised by its dielectric con-
stant (continuum model). When the charge density on the donor and acceptor is in equilib-
rium with the solvent, like in the reactant state before charge transfer, the medium can be
parametrized by the static dielectric constant, εst . However, after a charge transfer event,
when the nuclei of the solvent molecules did not adapt to the new charge distribution, the
solvent is described by the optical dielectric constant, εop. This is a means to account for
the fact that, at that moment, only the electronic polarization can compensate the excess
charge. In the Onsager model of the Gaussian09 package, the cavities where the molecules
sit are spherical, of radius r0 which can be set freely. As illustrated in Figure 3.3, this differs
from the Polarisable Continuum Model (PCM) where the cavity is generated by a set of
interlocking spheres centred on each atoms whose radii are the Van Der Waals radii of each
element.
Except when otherwise mentioned, I used the PCM in my calculations. It has to be
noted that the solvation shell for a surface adsorbed dye may differ from that of a dye in
solution and may affect the results. However, from Figure 3.3 one can see that, if the TiO2
surface were to be incorporated, the shape of the Van der Waals cavities would need almost
no modifications. Furthermore, TiO2 is a very polar material, like acetonitrile and should
then have a similar effect on the charge distribution of the dye molecules. Consequently,
assuming that the dye’s HOMO is not localised directly near the surface so that any electric
fields emanating from it [9] would be screened out, this configuration is a reasonable model
for the calculation of intermolecular charge transfer at the surface of the TiO2 nanoparticles.
Calculation of the total reorganisation energy
The total reorganisation energy accounts for both the inner- and outer-sphere reorgani-
sation energy. Its calculation relies on the same principle as the inner-sphere reorganisation
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Fig. 3.3: Cavity shapes used in two Gaussian09 models, illustrated with Ru (NCS) bpy-
TPA (see Dye nomenclature) oriented with the COOH anchoring groups at the bottom, as if
standing up on the TiO2 surface. The titanium atoms labeled show the binding sites to the
surface but are not included in the calculations. (a) spherical cavities used in the Onsager
model. The radius, r0 has been set to included the HOMO extended on the ruthenium and
NCS ligands (as defined in the text). (b) Van der Waals cavity -PCM.
energy. Using the previous notations, it is defined as:
λtot =
[
E0(G+,mol,med)+E+(G0,mol,med)
]− [E+(G+,mol,med)+E0(G0,mol,med)] (3.5)
where mol,med now refers to both the molecule and its surrounding medium. The solvent
is described by the static dielectric constant, εst , in the initial equilibrium state but by the
optical dielectric constant, εop, at the instant of the charge transfer, in the non-equilibrium
state. The calculation procedure is illustrated in Figure 3.4.
Four energies are again needed, two from the final state from which are subtracted the
two from the initial state. The key difference I have introduced compared to the inner-
sphere energy calculation (Equation 3.4) is in the final state terms E0(G+,mol,med) and
E+(G0,mol,med) used in Equation 3.5 where εop replaces εst to describe the medium. This
accounts for the non-equilibrium state of the molecules with respect to the solvent reaction
field. This procedure makes the quantification of the outer-sphere reorganisation energy
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Fig. 3.4: Calculation scheme for the total reorganisation energy (see Equation 3.5).The
calculations are executed within a dielectric medium with constant ¯εst for the equilib-
rium conditions (E0(G0,mol,med) and E+(G+,mol,med)) but εop for the non-equilibrium states
(E+(G0,mol,med) and E0(G+,mol,med)).
possible (λo = λtot −λi).
In performing dielectric continuum calculations, the effect of ions in solvent can also be
included. Their influence is parametrised by replacing the static dielectric constant of the
solvent with an apparent dielectric constant:
ε¯st = εst
[
1+
a
LD
]
, (3.6)
with
LD =
√
ε0εstkBT
2q2n0
, (3.7)
where LD is the Debye length, a is the radius of the solvated molecule, q is the elementary
charge, n0 is the ionic concentration 3 and the rest have their usual meanings. The derivation
can be found in Appendix A.
3The electrolyte is assumed to be 1:1, each ion carrying one charge in absolute value
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3.1.2 Calculation of the electronic coupling with the projective method
The Franck-Condon approximation [10, 11] allows the coupling between the reactant and
product states to be separated into an electronic and nuclear component (see Equation 2.18).
The term appearing in Marcus’s formula for the rate of hole exchange (Equation 3.1) is the
electronic coupling, Vi j, more rigorously defined as:
Vi j =<Φi(⃗r; R⃗)|He(R⃗,⃗r)|Φ j (⃗r; R⃗)> (3.8)
where Φi(⃗r; R⃗) and Φ j (⃗r; R⃗) are the electronic wavefunctions of the reactants and prod-
ucts respectively, eigenstates of the electronic hamiltonian operator as defined in Chapter 2.
Density Functional Theory (DFT), used here, expresses the many electron wavefunction of
a given system as a Slater determinant of (non interacting) one electron wavefunctions such
that Equation 3.8 becomes
Vi j =< φi1(⃗r; R⃗)φi2(⃗r; R⃗)...φiN (⃗r; R⃗)︸ ︷︷ ︸
Φi(⃗r;R⃗)
|He(R⃗,⃗r)|φ j1(⃗r; R⃗)φ j2(⃗r; R⃗)...φ jN (⃗r; R⃗)︸ ︷︷ ︸
Φ j (⃗r;R⃗)
>, (3.9)
where φik(⃗r; R⃗) and φ jk(⃗r; R⃗) are the kth one electron wavefunctions constituting the Slater
determinant of the N electron reactants and products respectively. Making use of the frozen
core orbital approximation, one can assume that only the frontier orbitals involved in the
transfer changes upon the exchange of a charge between two molecules. This implies that
all but one wavefunctions cancel out in Equation 3.9:
Vi j =< φik(⃗r; R⃗)|He(R⃗,⃗r)|φ jl (⃗r; R⃗)>, (3.10)
φik(⃗r; R⃗) and φ jl (⃗r; R⃗) being the one electron wavefunctions involved in the charge transfer.
In the case of hole exchange k will refer to the HOMO of the donor while l will refer to
the HOMO of the acceptor. The electronic hamiltonian operator acting on one electron is
commonly called the Fock operator of which F(R⃗,⃗r) is the matrix representation. Therefore
the electronic coupling between reactants and products of a hole self exchange reaction as
computable by DFT is defined as:
Ji j =< φi,HOMO(⃗r; R⃗)|F(R⃗,⃗r)|φ j,HOMO(⃗r; R⃗)> . (3.11)
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This means that Vi j reduces to the HOMO overlap, Ji j, between the dye charge donor in reac-
tant system i and the dye charge acceptor in product system j. As described elsewhere,[12–
17] Ji j can be found by reading the appropriate off-diagonal element of the following matrix:
(GT B)T εpair(GT B), (3.12)
where εpair are the eigenvalues of the pair of molecules (i.e charge donor and acceptor); B
is the basis of the normalised eigenvectors of the pair and
G =
[
... φdk ... 0
0 ... φal ...
]
with φdk (φal) the kth (lth) molecular orbital of the molecule d (charge donor) and molecule
a (charge acceptor), expressed in the DFT one electron orbital basis set. From now on I will
call this technique the projective method as the electronic coupling is calculated by mapping
the orbitals of the pair donor-acceptor into the orbitals of the isolated molecules. εpair, B, φdk
and φal are taken from three DFT energy calculations in vacuum (B3LYP/ TZVP-6D with
Gaussian09 [1]) on the pair and each isolated molecules. I make one further approximation
by calculating the electronic coupling within the restricted DFT formalism which considers
that two electrons (one spin up and one spin down) can sit on the same spatial orbital. This
means that the HOMO of the cationic dye (charge donor) is the same as the HOMO of the
neutral dye (charge acceptor), for a given nuclear configuration. In practice this implies that
the DFT calculations on the pair donor-acceptor are done on two neutral molecules.
All DFT calculations to get the electronic coupling are performed on the dyes without
the TiO2 surface but with protonated anchoring group. The hydrogen on the anchoring
group aims to mimic the contribution from the surface to the HOMO of the dyes and allows
savings on computational time. This approximation needs validation and this is the purpose
of the next section.
Influence of an explicit TiO2 surface cluster on the electronic coupling, Ji j
Here I check the effect on Ji j of replacing the TiO2 surface by an hydrogen atom. The
electronic couplings between a pair of dyes anchored on a TiO2 cluster and a pair of proto-
nated dyes are compared (see Figure 3.5 for the complexes used).
The electronic coupling of the highly symmetric pair of protonated D102 dyes (cf. Fig-
ure 3.5a) is Ji j = 0.38 meV, calculated using the projective method described above. Be-
cause the dyes are perfect mirror image of one another the coupling can also be found by
looking at half the HOMO energy difference of the dimer (dimer energy splitting method
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Fig. 3.5: Symmetric complexes generated to test the validity of using protonated dye
molecules for the calculation of the electronic coupling. (a) Pair of protonated D102 mirror
image of one another. (b) Same pair of D102 as in (a) where the hydrogen of the anchoring
group is replaced by a TiO2 cluster. Color key of the atoms: red=oxygen, white=hydrogen,
blue=nitrogen, yellow=sulfur, dark gray=carbon, light gray=titanium.
as, for example, described in [12, 13]). Here I get JHOMO−splitting = 0.38meV. This certifies
that the implementation of the projective method is correct; hence that the values of Ji j can
be trusted.
The electronic coupling of the same pair of dyes but where a TiO2 slab is substituted
for the hydrogen of the anchoring group (see Figure 3.5b) is Ji j = 0.35meV. This is very
close to the value from the pair without the surface. This validates the approximation of
using protonated dyes for Ji j calculations in this study. Note that in this case the HOMO
splitting energy difference has no physical meaning. Indeed, the complex in Figure 3.5b is
purely hypothetical with a necessarily disconnected surface slab to ensure perfect symmetry
of the dyes. Additionally the lack of periodic boundary conditions in Gaussian 09 DFT
calculations with localised basis sets makes the energy levels of the pair unreliable.
The projective method allows the calculation of the electronic coupling, Ji j, between the
dye which donates and the dye which accepts the hole in the transfer reaction. This can
be seen as the DFT approximation of the total electronic coupling between the reactant and
product states, Vi j. The calculation of Ji j is then possible, given any geometrical configura-
tion of the pair. In the section below I describe how I computed such pairs of charge donor-
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acceptor.
3.2 Computing charge donor-acceptor pair geometries
The electronic coupling, Ji j, varies with the relative position and orientation of the donor and
acceptor. [5] In this thesis, I focus on the hole hopping between dye molecules adsorbed on
the surface of TiO2 nanoparticles as in Dye Sensitised Solar Cells. Such TiO2 nanoparticles
are assumed to predominantly expose the anatase (101) surface.[18] For this reason, I will be
only concerned by the packing of the dyes on this surface. Note, however, that the methods
below can be extended to any other surfaces. That being said, the anchored dye geometry on
the anatase (101) surface is not well established and I need to make assumptions to derive
reasonable pair configurations.
3.2.1 Arrangement of the ruthenium dyes in Chapter 4
For the calculations of the electronic coupling presented in Chapter 4, which is primarily
concerned with the calculation of reorganisation energy, the simplest possible set of dye pair
configurations were considered to avoid undue complication. I assume that the ruthenium
dyes (see Dye nomenclature) all anchor in a similar fashion, by two carboxylic acid (COOH)
groups, from the same bypiridine. Then, I can work out the spacing between two dyes by
matching the distance between the COOH binding groups with the distance between five
coordinated titanium on a (101) Anatase surface. The surface sites are used as a template
and are therefore only virtually represented in the calculations.
A ruthenium dye can adopt two positions depending on which COOH binding groups
are assumed to be bound with a given virtual surface site (a dye can flip around its COOH
groups). Also, it can rotate around the axis, parallel to the virtual surface plane, made by
the two anchoring groups. These three degrees of freedom (spacing, flip, rotation) leads to
an infinite number of possible configurations for a pair of molecules. In Chapter 4, I only
consider configurations which lead to abrupt changes in the electronic coupling, neglecting
the smaller variations. Ji j is determined by the spacing and relative orientation of the ligands
where the HOMO is extended, that is NCS or CN depending on the nature of the dye (more
details given in Chapter 4). Intuitively, I expect the flip to have a bigger impact on Ji j than
the rotation with respect to the virtual surface plane. Therefore, in Chapter 4, I fix the
rotation and take all dyes as if standing perpendicular to the surface.
Figure 3.6 shows the dependence of the electronic coupling upon the distance between
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dyes when in pair 4. I define the intermolecular distance as the distance between the ligands
where the HOMO is mostly localised. For the ruthenium dyes in Chapter 4, these are the
two NCS or CN ligands. I consider here the distance between the two closest NCS or CN
ligands.
Fig. 3.6: Intermolecular distance dependence of the electronic coupling. The intermolecular
distance is taken as the distance between the ligands where the HOMO is extended: between
NCS ligands for Ru (NCS) bpy-CH3 (a), between CN ligands for Ru (CN) bpy-CH3 (b).
The closest ruthenium dye anchoring sites (first neighbours) on a TiO2 surface are
spaced by around 10 Å (centre to centre) which represents around 4 and 6 Å in terms of
closest sulphur and nitrogen distance, respectively. The second neighbours pair arrange-
ment is characterised by a closest sulphur (nitrogen) distance of 13.5 (16) Å. As shown in
Figure 3.6, the electronic coupling in this case is small enough to be negligible (Ji j < 10−8
eV). Therefore I only consider the first neighbours pairs. The resulting configurations are
given in Figure 3.7
Assuming each configurations to be equally likely, I define the average square electronic
coupling as:
< J2i j >= 0.5J
2
a +0.25J
2
b +0.25J
2
c , (3.13)
where Jh is the value of Ji j for the configuration h (h =a,b or c, see Figure 3.7).
4with the dyes parallel to one another, standing straight on the surface
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Fig. 3.7: Configurations considered for a pair of ruthenium dyes with NCS ligands (yel-
low=S, red=O, gray=C, white=H, blue=N, green=Ru).Configuration 1(a): the dye on the
right is a translation of the dye on the left by a vector describing the spacing between two
possible sites on (101) Anatase surface. Configuration 2 (b): same as the first configuration
but the dye on the left is flipped over its two anchoring feet (COOH). Configuration 3(c):
same as the first configuration but the dye on the right is flipped over its two anchoring feet
(COOH).
3.2.2 Rigid Molecular Packing (RMP) for the two indolene dyes, D102
and D149, for Chapter 5
As a means to investigate a broader range of possible molecule - molecule relative configu-
rations I used PACKMOL.[19]5 This is a packing optimisation package where each atom or
group of atoms can be constrained within a sphere or a box of user defined radius, centre,
side length and angle. I chose to place specific atoms of the dyes’ anchoring group (see
details below) into spheres of very small radius to allow for minimal (with respect to the
interatomic distance) but isotropic changes around the set absolute position (as illustrated in
Figure 3.8).
The specific set of constraints used to generate pairs of dyes mimicking their dynamical
rearrangement on the surface were the following. The centre of each oxygen atom from the
carboxylic acid groups was constrained within a sphere of radius 0.01 Å which effectively
fixed the anchoring group in space while allowing the whole dye to adopt various inclination
angles.
There were then four spheres to define for a pair (two per dye). The centres of the
two spheres from the same dye were separated by the vector (2.2, 0.0, 0.0) in cartesian
coordinates, so the oxygens were aligned along the x-direction. [20] This displacement
(2.2 Å) was set to match the distance between the two oxygens in the optimised geometry
of the dye. All atoms were set to be above the (0.0, 0.0, 1.0, 0.0 ) cartesian plane. The
5This subsection was reproduced in part with permission from Vaissier et al. Chem. Mater. 26(16) 4731-
4740. Copyright 2014 American Chemical Society.
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Fig. 3.8: Superimposition of ten pair conformations of the indolence dye D149 as generated
with PACKMOL. The anchoring group of one of the dye is circled in white to illustrate how
the above defined constraints keep it at fixed position in all conformations, as if anchored
on the metal oxide surface.
virtual surface was then in the (x,y) plane and its normal was carried along the positive z-
direction. One carbon of the body of the dye was constrained within a box of size 20x20x8
Å. This was to make sure that the dyes do not fall absolutely flat on the surface. The second
dye of the pair was subject to the same constraints than the first dye but shifted by the
following displacement vectors: a⃗D102(7.58,0,0), b⃗D102(0,10.47,0), a⃗D149(11.37,0,0) and
b⃗D149(3.79,10.47,0). An illustration of a subset of the resulting conformations is given in
Figure 3.8. Additionally, a sketch summarizing the lattice of dye molecules built from the
displacement vectors is provided in Chapter 5. 450 pairs were created for each displacement
vectors : 150 when the feet of the second dye in the pair are translated from the feet of the
first dye; 150 when the feet of the second dye are translated and the first dye is then "flipped"
around its anchoring group; 150 when the feet of the second dye are translated and the dye
is then "flipped".
3.2.3 Car-Parrinello Molecular Dynamics from the group of Filippo de
Angelis
Molecular dynamic simulations were also used to determine a more physically justifiable
distribution of the dye pair configurations. I first attempted to use Classical MD (with Gro-
macs) to describe the intermolecular interactions between dyes anchored to a TiO2 surface
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slab. However, no force fields were readily available in the litterature and describing such a
system would require to combine the parameters from different force fields initially devel-
oped for polymers, proteins or isolated metal oxide surfaces. Given the variety of conditions
for which these force fields were optimized, this approach would have lacked consistency
and most likely result in erroneous simulations. Furthermore, the difficulty of optimizing
a force field from scratch to describe interactions between dye molecules at an organic-
inorganic interface would constitute a project on its own. Therefore, I turned to DFT-MD
which does not require force fields, also allowing me to benefit from a fruitful collabora-
tion with Filippo de Angelis’s group who had expertise in that field. However, the heavy
computational cost of DFT-MD meant that only a small sample of possible configurations
could be calculated within a practical time frame. This limitation, as will be described in
Chapter 5, necessitated the use of RPM described in Section 3.2.2 to sample a broader range
of configurations. Another limitation of DFT-MD is that dispersion interactions, may not
be perfectly described, meaning that the computed geometries of the pair of molecules may
differ from their real relative arrangement. Here, I provide the details of the Car-Parrinello
Molecular Dynamics simulations I used in this thesis (in Chapter 5). 6The text is italicised to
emphasised the fact that I did not perform these simulations myself but only used the result-
ing trajectories. These CPMD simulations were done by Edoardo Mosconi with the help
of Mariachiara Pastore from Filippo de Angelis’ group. Periodic DFT calculations were
carried out within the generalized gradient approximation (GGA) using the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional.[21] The Car-Parrinello (CP) model as
implemented in Quantum-Espresso package was used.[22] Electron-ion interactions were
described by ultrasoft pseudopotentials with electrons from S 3s, 3p; O, N and C 2s, 2p;
H 1s; Ti 3s, 3p, 3d, 4s shells explicitly included in the calculations. Plane-wave basis set
cutoffs for the smooth part of the wave functions and the augmented density were 25 and
200 Ry, respectively. The TiO2 anatase (101) surface was modeled as a periodic slab with
a thickness of ≈ 7 Å. As shown in Ref. 60, the computed binding energies are almost inde-
pendent of the number of layers in the anatase slabs.[23] The D102 and D149 pairs were
adsorbed on one side of the slab. A minimum separation between repeated images of ≈ 10
Å was ensured throughout the simulation. The A and B periodic dimension of the TiO2 slab
were chosen to reproduce the two preferred adsorption positions along the x and y direction.
Car-Parrinello molecular dynamics simulations were carried out with an integration time
step of 10 a.u.; the fictitious mass for the electronic degrees of freedom is 1000 a.u. and the
6Reproduced in part with permission from Vaissier et al. Chem. Mater. 26(16) 4731-4740. Copyright
2014 American Chemical Society.
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atomic masses to the value of 5 amu.
Cell Parameters
D102 for the pair separated by aD102: A = 7.57 Å and B = 20.48 Å.
D102 for the pair separated by bD102 : A = 15.14 Å and B = 10.24 Å.
D149 for the pair separated by aD149 : A = 11.35 Å and B = 20.48 Å
D149 for the pair separated by bD149 : A = 22.71 Å and B = 10.24 Å.
3.3 Monte Carlo algorithms
In this section7 I provide the specifications of both type of algorithms I implemented in
C++: Metropolis and Kinetic Monte Carlo. In either case the lattice reproduces the spacing
of the dye molecules when anchored on the (101) TiO2 surface. It is generated by sampling
the distributions of pairs created by one of the methods described above. The connection
between sites is parametrised by the electronic properties (such as the electronic coupling
for example) of the pair of dyes assigned to a given pair of sites.
3.3.1 Metropolis Monte Carlo
In this thesis, MMC is used as a substitute for a thermodynamic ensemble of dye confor-
mations that would be too costly to generate. In a MD simulation of an NVT ensemble, the
system is coupled to a reservoir and assumed to be in equilibrium with this thermostat at
every time step. This contrasts with the RMP procedure which only deals with steric hin-
drance. Therefore Monte Carlo lattices generated by the RMP do not satisfy thermodynamic
equilibrium. I use Metropolis Monte Carlo (MMC) to assess how far such a random lattice
is from thermal equilibrium, the results of which are discussed in Chapter 5. The workflow
of the algorithm is as follows.
The interaction energy of each pair of dyes is calculated with the Universal Force Field
(UFF) in Gaussian 09. [1] In this context I define the interaction energy as the sum of the
Coulomb and Van der Waals interactions. From the charge donor (d) - acceptor (a) pair
energy, υda, I can define the energy, ϒd , at a given site d as :
ϒd =
1
2
nn
∑
d=0
υda. (3.14)
7Reproduced in part with permission from Vaissier et al. Chem. Mater. 26(16) 4731-4740. Copyright
2014 American Chemical Society.
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where nn is the number of nearest neighbours (always 4 in this thesis). Then a lattice is built
for which one Ji j and its corresponding energy υda are randomly assigned to every bond.
A site is chosen at random and its energy, ϒd,old , calculated according to Equation 3.14. A
couple of the parameters (Ji j, υda) is reassigned to the four bonds of the chosen site and the
corresponding new site energy, ϒd,new, is calculated. If ∆ϒ= ϒd,new−ϒd,old is negative, the
changes are accepted, another site is selected at random and the procedure reiterated. Else
(if ∆ϒ is positive), the changes are only accepted if X , random number between 0 and 1, is
below the Boltzmann factor associated with the change: exp
(
− ∆ϒkBT
)
with T = 300K. Then,
another site is chosen at random and the procedure is reiterated.
3.3.2 Kinetic Monte Carlo
Here I perform Continuous Time Random Walk (CTRW) [24, 25] to simulate the transport
of holes within a dye monolayer. I assume that the charge moves through the lattice by
a succession of hops from one molecule (site) to one of its four nearest neighbours. As
explained in more detail below the time lapse between two hops depends on the rate of
charge transfer as calculated with Marcus’s formula (Equation 3.1). Therefore the time
elapsed depends on the square of the electronic coupling assigned to every bond of the
generated lattice. Three different scenarios are employed depending on the relative time
scale of the time elapsed between two hops and the structural rearrangement of the dye
monolayer (simulated by periodically reassigning new couplings to the bonds). The first
scenario (case 1) is the fast limit. It describes the case where the molecular rearrangement
is much faster than the hole hopping time. The second case (case 2) is the static limit where
the molecular rearrangement is much slower than the hole hopping time. The third scenario
(case 3) is the intermediate regime, where the molecular rearrangement happens on a similar
time scale as the hole hopping.
Workflow for case 1
In case 1 I sample the distributions from the CPMD generated pairs which obey ther-
modynamical equilibrium and do a random walk to extract diffusion coefficients. The elec-
tronic coupling distributions are uniformly sampled to assign one Ji j to every lattice bond. I
assume that the charge sees an effective average electronic coupling and define the adapta-
tive time step, twait,CPMD as:
twait,CPMD =− ntot lnR∑nn∑ntot Γi j
, (3.15)
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where R is a random number between 0 and 1, Γi j is the rate of intermolecular charge
transfer between reactant system i and product system j and the summation is performed
on all nearest neighbour (nn) pairs (here always four). ntot is the total number of Ji j values
I have in both directions and the summation of the rates is carried over the total distribution
for all the nearest neighbour pairs. The destination site a is chosen randomly according to
the probability distribution :
Pda,CPMD ∝
ntot∑nxory Γi j
nxory∑nn∑ntot Γi j
, (3.16)
where Pda,CPMD is the probability of going from the site where is anchored the dye charge
donor d in system i to the site where is anchored the dye charge acceptor a in system j, nxory
is the number of Ji j in the distribution describing the pair aligned along the x or y direction,
depending on the nearest neighbour pair considered.
I calculate the diffusion coefficient, Dcalc from the mean square displacement of the hole
on the lattice:
Dcalc =
1
4
< r2 >
∆t
(3.17)
where < r2 > is the mean square displacement of the charge in the (xy) plane of the surface
and ∆t is the time step. Each walk is binned into 2000 smaller walks to improve statistics.
Workflow for cases 2 and 3
In cases 2 and 3, I uniformly sample the distributions from the RMP generated pairs but
perform a biased random walk to incorporate thermal equilibration effects. In case 2 where
the molecular rearrangement is much slower than the hole hopping time, the electronic
coupling between each possible lattice site is randomly fixed with values uniformly sampled
from the distributions of possible Ji j. Then the adaptive time step, twait is defined as :
twait =− lnR∑nnΓi j
, (3.18)
where R is a random number between 0 and 1, Γi j is the rate of intermolecular charge
transfer between reactant system i and product system j and the summation is performed
on all nearest neighbour (nn) pairs. The destination is picked according to the Boltzmann
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weighted distribution :
Pda ∝
Γi j× exp
(
−∆ϒdakBT
)
∑nnΓi j× exp
(
−∆ϒdakBT
) , (3.19)
where Pda is the probability of going from the donor site d to the acceptor site a and ∆ϒda
is the energy difference between site d and site a when positive, it is set to 1 otherwise (as
defined in the previous Section 3.3.1).
In case 3 where the molecular rearrangement happens on a similar time scale as the
hole hopping; the Ji j values are refreshed every tren.[26] More specifically, after each hop
I calculate the waiting time according to Equation 3.18. Then I compare the waiting time
to the renewal time. If twait < tren, the time is incremented by twait , the renewal time is
decreased by twait and the charge changes site according to Equation 3.19. If twait > tren, the
time is incremented by tren, new Ji j are assigned to the lattice bonds, a new waiting time is
calculated accordingly and the procedure is reiterated. If twait > tren always, the condition
for the charge to change site is never reached. Consequently, for a given distribution of
electronic couplings, there is a minimum tren that one can simulate. Here, for D102 and
D149, the threshold was tren = 10−7s. Below this value, the charge is trapped on a site and
never escapes.
The diffusion coefficient is calculated as explained above for case 1.
3.4 Quasi Elastic Neutron Scattering with OSIRIS.
In this section I introduce the basic principles of Quasi Elastic Neutron Scattering (QENS)
used to resolve the dynamics of molecular adsorbates on TiO2 surfaces. The samples were
prepared by P. Barnes (see details below) while the spectra were recorded by P. Barnes
and Vicky Garcia Sakai at the ISIS neutron source facilities in Oxfordshire. As explained
in Chapter 6, I wrote a code in MATHEMATICA to analyse the series of data and extract
the relevant information for the dynamics of sensitised TiO2 surfaces. Here I provide an
overview of the quasi elastic regime of neutron scattering as well as a description of the
approximations on which my code relies.
QENS experiments were performed using OSIRIS at the ISIS pulsed neutron source fa-
cilities in the Rutherford Appleton Laboratory (Oxfordshire). OSIRIS is a high energy res-
olution spectrometer (full width half maximum of 25µeV) whose design is given in Figure
3.9. The sample, encapsulated into an annular cylindrical sample can made of aluminium is
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placed in the centre of a ring of detectors. Upon irradiation by the incident beam of thermal
neutrons, the sample scatters neutrons in all directions. OSIRIS is an inverted geometry
spectrometer meaning that the scattered neutron beams are reflected off the walls of the
tank before being detected near the sample.
Fig. 3.9: Schematic of the spectrometer OSIRIS (taken from ISIS official website). The
detectors are placed around the sample holder, facing outwards, and count the number of
scattered neutrons which have been reflected off the walls of the tank (inverted geometry).
The measured intensity (per unit time) of the scattered beam, Isc(Q⃗,E ′) is a function of
the momentum transfer Q⃗ and energy of the beam, E ′. The momentum transfer is defined as
Q⃗= k⃗′− k⃗0 where k⃗′ and k⃗0 are the wavevectors of the scattered and incident neutron beams
respectively. It has the unit of inverse length and quantifies the relative orientation of the
scattered beam with respect to the incident one, as shown in Figure 3.10. In OSIRIS, the
Q⃗ range goes from 0.38 Å−1 to 1.8 Å−1 which is ideal to resolve the hypothetically large
partial rotations of the dyes on the surface.
Given the intensity (per unit time per unit area) of the incident beam, I0(E0), with energy
E0, one can write:[27, 28]
Isc(Q⃗,E ′) = I0(E0)
∂ 2σ
∂Ω∂E ′
(Q⃗,E ′)dΩdE ′, (3.20)
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Fig. 3.10: Schematic showing how the detected neutron beam relates to the incident beam.
The solid angle around which is centred each detector is a function of the polar coordinates
Θ and φ in the cartesian reference frame. Sketch taken from [27]
where ∂
2σ
∂Ω∂E ′ is the scattering cross section, in unit of area per energy, with Ω the solid angle
around which the scattered beam is detected (see Figure 3.10). It has to be noted that in
the quasi elastic regime E ′ differs from E0 but the difference ∆E = E ′−E0 is small. ∆E is
the quantity of energy transferred between the nuclei of the sample and the neutrons being
scattered. It can be expressed as the product of the reduced Planck constant, h¯, and the
angular frequency, w, (∆E = h¯w), in which case the scattering cross section is:[28]
∂ 2σ
∂Ω∂E ′
(Q⃗,E ′) =
1
h¯
∂ 2σ
∂Ω∂w
(Q⃗,w), (3.21)
and Equation 3.20 becomes
Isc(Q⃗,E ′) = I0(E0)
∂ 2σ
∂Ω∂w
(Q⃗,w)dΩdw. (3.22)
The variable change from the absolute energy of the scattered beam E ′ to the energy transfer
∆E or h¯w is called data reduction. In this thesis, it is done using MANTID program package.
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[29]
A scattering event can either be coherent or incoherent. It results that the total scattering
cross section is expressed as the sum of these two contributions [27, 28]:
∂ 2σ
∂Ω∂w
(Q⃗,w) =
1
4π
|⃗k′|
|k⃗0|
[
σcohS(Q⃗,w)+σincSinc(Q⃗,w)
]
=
1
4π
|⃗k′|
|k⃗0|
[
4πb2cohS(Q⃗,w)+4πb
2
incSinc(Q⃗,w)
]
=
|⃗k′|
|k⃗0|
[
b¯2S(Q⃗,w)+(b− b¯)2Sinc(Q⃗,w)
]
(3.23)
where S(Q⃗,w) is the scattering function, or scattering law, space and time Fourier trans-
form of the pair correlation function of the nuclei in the sample.8 Similarly, Sinc(Q⃗,w) is
the incoherent scattering function, space and time Fourier transform of the self correlation
function of the nuclei in the sample. It characterises the motion of each individual atoms.
[27, 28] σcoh and σinc are the coherent and incoherent scattering cross sections respectively.
They are defined as the surface of a sphere of radi bcoh and binc, the coherent and incoher-
ent scattering lengths respectively. They originate from the mean and standard deviation
respectively of the scattering length b which describes the (isotropic) neutron-nucleus inter-
action9 In the calculation of the mean and standard deviation of the scattering length, the
average, b¯, is over the number of nucleus on which neutrons can scatter. To identify the
nature of the motion of the solvated dye monolayer, I am interested in the self correlation
function of the nuclei, hence in the incoherent part of the scattering function. Indeed, the
self correlation function is the probability for a given atom to be at a given point in space r,
at time t, knowing that it was at point r = r0 at t = t0. The speed of mobile atoms can then
be extracted. Because the scattering length depends on the nature of the atom as well as the
type of isotope,[28] a way to preferentially analyse the incoherent part of the neutron scat-
tering spectrum is to look at hydrogenous compounds. Hydrogen atoms exhibit the highest
incoherent scattering cross section of all atoms (σinc,H = 79.9 barns) which, combined with
8S(Q⃗,w) verifies the detailed balance condition: S(−Q⃗,−w) = exp(−β h¯w)S(Q⃗,w).
9Neglecting spin interactions, the neutrons are assumed to be either absorbed or isotropically scattered by
the nuclei. It results that b is a complex quantity whose real part characterise the scattering while the imaginary
part characterise the absorption.
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a low coherent cross section (σcoh,H = 1.8 barns), gives:
∂ 2σ
∂Ω∂w
(Q⃗,w)
∣∣∣∣hydrogenous
compounds
≃ ksc
k0
(b− b¯)2∣∣H Sinc(Q⃗,w)∣∣∣H , (3.24)
where (b− b¯)2∣∣H is the incoherent cross section of the hydrogen atoms and Sinc(Q⃗,w)∣∣∣H
the scattering function due to the motion of the hydrogens in the sample. From now on I
will assume that Equation 3.24 is true always and will stop using the notation |H. It will be
implicit that I only follow the dynamics of the hydrogens.
In this study, I characterize three types of samples: pure solvent (acetonitrile), TiO2
nanoparticles, dry or immersed in solvent and dye sensitised TiO2 nanoparticles, dry or
immersed in solvent. Acetonitrile (CH3CN) has three hydrogens per molecule, the TiO2
substrate none and we choose dye molecules so that the ratio of the number of hydrogens
to the total number of atoms is big enough (cf. Chapter 6). To decorrelate the motion of
the solvent and the dye molecules when both are present we make use of deuterated ace-
tonitrile (CD3CN). Including controls, measurements were performed on samples made of
pure acetonitrile, pure deuterated acetonitrile, TiO2 nanoparticles paste, TiO2 nanoparticles
paste in acetonitrile, TiO2 nanoparticles paste in deuterated acetonitrile, dye sensitised TiO2
nanoparticles and dye sensitised TiO2 nanoparticles in deuterated acetonitrile. The sample
container was a cylindric can made of aluminium where the sample was contained within an
annulus 0.5 - 1 mm thick with a circumference of around 70 mm and height 50 mm. Almost
all the aforementioned measurements were made at three temperatures 250, 270 and 290K
which are above the melting point of acetonitrile (228K).
Sample preparation.10 1.2 grams of 2,2’-Bipyridyl-4,4’-dicarboxylic acid (BINA) was
added to 400 mL of N,N-Dimethyl formamide (DMF) in a 500mL bottle. Alternatively,
1.2 grams of Pyridine-4-carboxylic acid (INA) was added to 400mL ethanol. The solution
was then heated to 70°C and stirred at 700-800 rpm until complete dissolution of the dye.
3 grams of Titanium (IV) oxide (TiO2) nanopowder (∼ 21nm particles size) was added
to the solution. The suspension was centrifuged at 4000 rpm for 5 minutes, followed by
three ethanol washes, each followed by further centrifugation at 4000 rpm for 5 minutes to
ensure that no residue of the high boiling point DMF remained in the sample. The samples
were stored in ethanol overnight. Just before the loading of the cans, the samples were
dried in two steps: hotplate at 80°C and vacuum oven at 80°C. Finally, about 1.5 grams of
dried powder was either transferred into solvent (hydrogenated or deuterated acetonitrile)
or directly into the sample sachet made of aluminium foil. For the samples with solvent,
10The samples were prepared by P. R. F. Barnes
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the resulting paste was spread onto the sachet. The sachets were rolled into the OSIRIS
cylindrical sample cans.
3.5 Summary
In this chapter I gave the details of the methods I used to calculate the fundamental param-
eters of charge transfer, simulate hole diffusion across a dye monolayer and characterize
the dynamics of sensitised TiO2 nanoparticles with neutron scattering. Solvent effects were
incorporated to the calculation of the reorganisation energy (λtot) using the polarizable con-
tinuum model (PCM) coupled to DFT in Gaussian 09.[1] Once geometries of pairs of dyes
were computed, the electronic coupling (Ji j) was calculated with the projective method.
Both of these parameters were used in the context of the semi-classical non adiabatic regime
of Marcus’s theory of charge transfer in the high temperature limit. This allows the rate of
hole transfer to be calculated "ab initio". Continuous time random walk was then used to
simulate diffusion incorporating the effect of dynamical configurational disorder. Finally,
details of the incoherent quasi elastic neutron scattering measurements made to assess the
dynamics of dye sensitised TiO2 nanoparticles were presented.
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CHAPTER 4
INFLUENCE OF POLAR MEDIUM ON THE REORGANISATION
ENERGY OF CHARGE TRANSFER.
If we knew what it was we were doing, it would not
be called research, would it?
Albert Einstein
The energy cost of transferring a charge from one dye molecule to another depends
on the surrounding medium as well as the chemical structure of the dyes. Using Marcus’s
formalism, this energy cost is termed the total reorganisation energy (λtot), sum of the inner-
(λi) and outer-sphere (λo) reorganisation energies (see Equation 3.3 in Chapter 3). λi is due
to the rearrangement of the nuclei of the dyes upon charge transfer while λo is due to the
surrounding dielectric medium. More specifically, λo depends on the solvent ability to
compensate for the excess charge in the reactant state. Indeed, it is rather intuitive that the
cost of transferring an excess positive charge will be higher if there is a negatively charged
background around it. Hence the outer-sphere reorganisation energy will depend on the
polarity of the solvent, the concentration of ions, etc. Since solvents effects are difficult to
account for in atomistic simulations of systems out of equilibrium (like dye molecules right
after the charge transfer), the outer-sphere contribution is not easily calculable [1–3] and
often ignored. [4, 5] However, in the context of DSSCs, because of the high polarity of the
solvents and the additional presence of ions used for the experimental determination of hole
hopping rates, λo cannot be neglected. [6, 7]
In this chapter1 I will consider the dynamics of hole exchange between two dyes in
a dielectric medium which could be either a solution or solid state charge conductor. In
particular I will look at the contribution of the medium surrounding the dye molecules on
1Vaissier et al. Phys. Chem. Chem. Phys. 15, 4804-4814 - Reproduced in parts by permission of the
PCCP Owner Societies.
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the reorganisation energy of hole exchange. I will then use these results to estimate the
rate of hole diffusion at the scale of a device, to be compared with experimental data. One
approach to approximating the outer-sphere contribution in such a case was provided by R.
Marcus [8] :
λo,marcus = (∆e)2(
1
2a1
+
1
2a2
− 1
R
)(
1
εop
− 1
εst
), (4.1)
where a1, and a2 are the radius of the solvated donor and acceptor molecules respectively,
εop and εst the optical and static dielectric constants of the solvent, R the intermolecular
distance and ∆e the amount of charge transferred.
This approach is of limited validity for the following reasons. First, the molecules are
assumed to sit in spherical cavities which is often not realistic. [2, 3, 9] Second, the in-
tegration of surrounding medium is only for the main solvent (described by its dielectric
constants εst and εop) and neglects the presence of other species in the electrolyte. In both
liquid electrolyte and solid state DSSCs, a salt is normally present to mediate redox agents
and reduce space charge effects. As a result, the medium surrounding the dyes is made of
a highly concentrated ionic solvent. Because ions have the capacity of rearranging around
charges and effectively shield electric fields, it is clear that, in the high concentration limit,
they increase the polarisability of a solvent. Therefore, it is believed that the kinetics of
charge transfer will be influenced by both the initial polarity of the solvent [10] and the
ions. [11]
Here I use the computational strategy extensively detailed in Chapter 3 to calculate the
reorganisation energy of hole exchange between dye molecules. This approach accounts
for the mobile ions in the surrounding medium and allows a more realistic solvent cavity
shape used in treating the solvent-molecule interaction. Poisson-Boltzmann equations have
been used in this context elsewhere [2, 3] but here I simply make use of the Integral Equa-
tion Formalism of the Polarisable Continuum Model (IEF-PCM). It is directly coupled to
Density Functional Theory (DFT) in Gaussian09, providing a method to calculate reorgan-
isation energy at low additional computational cost compared with standard ground state
DFT geometry optimizations. Characteristics of λo obtained by this method are compared
with those predicted from Marcus’s formula (Equation 4.1). The procedure is then applied
to predict the effective reorganisation energy for a number of dye molecules and compared
to experimental data for effective diffusion coefficients.
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4.1 Verifications of the method of calculating λtot with ground
state DFT
Before applying the method to calculate the total reorganisation energy of dye molecules, I
consider the validity of the model presented in Chapter 3 (Section 3.1.1).
4.1.1 On the shape of the cavities
To test only the influence of the shape of the cavities I calculate the solvent reorganisation
energy using two different solvation models (Onsager and Polarizable Continuum Model,
as described in Chapter 3). I define the solvent reorganisation energy as the difference
between the total and inner-sphere reorganisation energies. Here I apply the method to the
dye Ru (NCS) bpy-CH3 (see Dye nomenclature) in pure acetonitrile (no ions). I first test
the quantum chemical approach by comparing the result for the Onsager solution model
with Marcus’s expression (Equation 4.1). For the numerical calculation, the solvent is set to
acetonitrile and the cavity radius to r0 = 6.5 Å, which corresponds to the distance between
the ruthenium centre and the furthest extent of the surface that encloses the HOMO at an
isovalue of 0.02 electrons Å−3. It results in λtot = 0.67 eV and λi = 0.22 eV giving λo =
0.67−0.22= 0.45 eV. For Marcus’s formula, the radius of the solvated molecules is chosen
to be identical to the numerical calculations (a1 = a2 = 6.5 Å since the charge donor and
acceptor are identical dyes). The intermolecular distance is set to 10 Å. Given that one
charge is involved (∆e = 1 au) and εst = 35.67,εop = 1.81 for acetonitrile2[12], λo,marcus =
0.40 eV (using Equation 4.1). This is satisfyingly consistent with the numerically calculated
value.
Then, to illustrate the limitation resulting from the assumption of a spherical cavity, the
reorganisation energy is also numerically calculated using the more realistic cavities im-
plemented in PCM (see Chapter 3). This results in λtot = 0.95 eV so that the outer-sphere
reorganisation energy is estimated to be λo = 0.73 eV. As already observed by Kuciauskas et
al. [9], this implies that the simpler treatments of the Marcus’s formalism significantly un-
derestimate the part of the reorganisation energy due to the solvent. Intuitively, it is expected
to be the case since it is clear that spherical cavities (as opposed to Van der Waals cavities)
overestimate the volume occupied by the solvated molecule and the solvent reorganisation
energy is proportional to the inverse of the size of the solvated molecule. Furthermore,
as opposed to the spherical cavities, the relatively conformal Van der Waals cavities can
2I use the dielectric constant values as referenced in gaussian09 for consistency.
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reasonably be used in calculations where the dyes are anchored to the metal oxide surface.
4.1.2 On the presence of electrolyte
I now consider the consequences of adding ions to a given dielectric medium, as in an elec-
trolyte. reorganisation energies calculated using the cavities implemented in PCM for Ru
(NCS) bpy-CH3 and Ru (NCS) bpy-COOH are compared with Marcus’s analytical estimate
4.1 and the Debye length correction proposed in Chapter 3 (see Equation 3.6).
Figure 4.1 shows the calculated total reorganisation energy as a function of the ionic con-
centration in two different solvents: acetonitrile and heptane. Acetonitrile is a solvent with
a high static dielectric constant (εst = 37.5 cf. Section 4.1.1) widely used in experiments.
I use heptane as an hypothetical example of a low dielectric constant medium (εst = 1.91)
to more clearly separate the influence of solvent polarity from ionic concentration on the
reorganisation energy. In practice experimental studies using heptane would be difficult due
to the insolubility of ions, however the low dielectric constant hole transporting materials
used in solid state DSSCs generally contain high concentrations of ions,[13] analogous to
this example.
The functional form of the total reorganisation energy λtot is consistent with the depen-
dence upon the concentration predicted by the analytical expression based on the Debye
length in the electrolyte derived in Appendix A. The Debye length of 0.1M ions in acetoni-
trile is 6.5 Å.
As also shown in Figure 4.1, λtot in a non-polar solvent like heptane can change by 0.6
eV when the additional screening brought by the ions is accounted for. However, it does
not have a big effect in polar solvents such as acetonitrile. This can easily be explained by
the fact that the reorganisation energy depends on the difference of the inverse dielectric
constants. For acetonitrile, 1/εst = 1/35.67 ∼ 0.028 while with the addition of 0.1M ions
it is 1/ε¯st = 1/71.31 ∼ 0.014. Compared with 1/εop = 0.5, the difference between pure
acetonitrile and acetonitrile with 0.1M ions is negligible.
4.1.3 Comparison with experimental data
Here the calculated reorganisation energies are compared with experimental data. Facci
et al measured the reorganisation energy of N,N’-(3-hydroxyphenyl)-N,N’-diphenyl-4,4’-
diaminobiphenyl (m-(OH)2TPB, see Dye nomenclature) in acetonitrile with 0.1mol/L ions
to be λexp = 0.99 eV. [14] This value is extracted from the slope of an Arrhenius plot of the
temperature dependence of the hole diffusion coefficient acquired by cyclic voltametry.
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Fig. 4.1: Numerical calculations of the total reorganisation energy of hole exchange between
Ru(NCS) bpy-COOH and Ru(NCS) bpy-CH3 (see Dye nomenclature), shown as a function
of the ion concentration in acetonitrile and heptane. For comparison, the dependence of the
outer-sphere reorganization energy on the concentration of ions in solution is also shown for
two analytical estimates: Marcus (Equation 4.1) and a Debye length corrected prediction
(Equation A.13 in Appendix A). I used a1 = a2 = a = 6.5 Å, R = 10 Å for both analytical
expressions.
I calculate the total reorganisation energy of the same compound using an apparent di-
electric constant of ε¯st = 71.31 to account for the ions in acetonitrile. It yields λtot = 0.99
eV. The perfect agreement with the experimental value is a strong validation of the method.
I also calculate the inner-sphere reorganisation energy and the total reorganisation en-
ergy in pure acetonitrile, with no ions. This results in λi = 0.32 eV strikingly different from
λtot = 0.97 eV and λexp. This emphasizes the importance of incorporating the outer-sphere
reorganisation energy in such a polar solvent. The correction made by using ε¯st rather than
εst is likely to fall within the range of the experimental error. From that perspective the
benefit of accounting for these additional ions in a very polar medium is not ascertained.
Henceforth I assume that the method given in Chapter 3 can be applied to the calculation of
the reorganisation energy of hole exchange between dyes in polar media without accounting
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for the additional effect of added ions.
4.2 Reorganisation energies of hole exchange between dye
molecules
Now I will use the approach tested above to study hole transfer rates in different dyes and
so attempt to explain different diffusion coefficients observed experimentally. [15, 16] Fig-
ure 5.1 gives an overview of the model used in this chapter to bridge the nanoscale to the
macroscale (where the measurements are performed). Average electronic couplings are used
with the reorganisation energies to calculate rates of hole transfer. A simplified interpreta-
tion of charge transport allows the hole diffusion coefficient to be directly estimated from
Marcus’s rate of charge transfer.
Fig. 4.2: Diagram of the multiscale model used in this chapter. The milestones, i.e. calcu-
lating the reorganisation energy, Marcus’s rate of hole transfer, the diffusion coefficient, are
presented in sequence.
Since experimental dye sensitised systems usually involve highly polar solvents such
as acetonitrile, [9, 15, 17] I do not incorporate here the effects of additional ions on the
reorganisation energy, following the results of Section 4.1.
The inner-sphere and total reorganisation energies were calculated for a series of ruthenium-
based dye molecules (see Dye nomenclature). To illustrate the relationship between the cal-
culations and the nature of the molecule treated, calculations were also carried out on an
organic dye, D149, and on benzene. Table 4.1 gives the corresponding calculations, using
PCM (Van der Waals solvation cavities) for pure acetonitrile (no ions).
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Table 4.1: Inner-sphere and Total reorganisation Energy in pure acetonitrile (no electrolyte)
of dye molecules derived from the quantum chemical calculations described in Chapter 3.
See Dye nomenclature for the chemical structure of the dyes.
Molecule λi /eV λtot /eV λo /eV
Ru (NCS) bpy - COOH 0.22 0.95 0.73
Ru (NCS) bpy - CH3 0.22 0.95 0.73
Ru (NCS) bpy - C9H19 0.23 0.95 0.73
Ru (CN) bpy - COOH 0.094 0.85 0.76
Ru (CN) bpy - CH3 0.10 0.87 0.77
Ru (NCS) bpy - TPA 0.24 0.79 0.55
D149 0.28 0.90 0.62
m-(OH)2TPB 0.32 0.97 0.67
Benzene 0.27 1.50 1.23
4.2.1 Influence of the chemical structure of the molecule on the inner-
sphere reorganisation energy
Table 4.1 shows that the ruthenium dye molecules studied all exhibit small inner-sphere
reorganisation energy (λi ≤ 0.22 eV). Nevertheless, some distinctions can be made with the
nature of the ligands.
For the "NCS without TPA" dyes, the HOMO is mostly localised on the ruthenium and
NCS ligands [15, 18]. Figure 4.3 gives an illustration of the extent of the HOMO in two
ruthenium dyes studied here.
Fig. 4.3: HOMO localization on (a) Ru (CN) bpy-COOH and (b) Ru (NCS) bpy-COOH -
see Dye nomenclature-. Isovalues of 0.02 and -0.02 in both cases.
A population analysis was performed on various fragments of these dyes. The anchoring
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groups (COOH) in Ru (CN) bpy-COOH and Ru (NCS) bpy- COOH contain 4 and 8% of
the HOMO respectively. More importantly, the fragments made of the nitrogen atoms, the
ruthenium and the CN or NCS ligands contain respectively 60 and 65% of the HOMO. In
this case, this leads to a change in the metal-to-NCS bond length upon the electronic state
(the more positive the HOMO, the less repulsed from the ruthenium electron density and the
shorter the bond). Since the localisation of the HOMO on the CN ligands is weaker than on
the NCS ligand, there is a smaller bond length change due to the change of electronic state.
Therefore CN dyes exhibit smaller inner-sphere reorganisation energy.
It is different for Ru(NCS)-TPA because the HOMO extends on the NCS ligand in the
neutral state but on the TPA adjacent to the NCS in the cationic state.[16] However it has
been measured [16] that the inter- Ru (NCS) bpy-TPA hole hopping diffusion coefficient
was around one order of magnitude higher compare to Ru (NCS) bpy-CH3. [15] It is then
expected that the reorganisation energy should be lower potentially leading to higher hole
hopping rates. Further conclusions are difficult to draw as the electronic coupling, also
affecting the diffusion coefficient, is expected to differ too.
The effect of the polarity of the solvent specified in the calculations on the inner-sphere
reorganisation energy is shown in Figure 4.4.
Fig. 4.4: Inner-Sphere reorganisation Energy of Ruthenium dye molecules in various sol-
vents.
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The distinction between the inner-sphere reorganisation energy of the NCS and CN dyes
is only clear in polar solvents. All molecules exhibit a relatively similar λi when the calcula-
tions are performed with either no solvent or a low dielectric medium. This is because there
is no screening to affect the coordination geometry of the ligands around the ruthenium.
The CN dyes are more sensitive to the screening effect of the solvent where λi decreases
with a higher polarity medium. One possible interpretation is that, because the HOMO is
more delocalised on the molecule, any geometrical changes contribute to the reorganisation
energy. And, when the ligands are electronically isolated from one another (high screening),
there is less geometrical changes so lower reorganisation energy.
The same argument can be used to explain why the values of the reorganisation energy
are expected not to be strongly affected by the neglect of the TiO2 surface. For all dyes
studied here the HOMO is mainly localised on ligands quite significantly above the surface
plane and the high polarity of the solvent used would screen out any contribution from the
surface.
4.2.2 Contribution of the solvent reorganisation energy
Table 4.1 shows that the solvent reorganisation energy, in acetonitrile, constitutes at least 80
% of the total, for each ruthenium dye molecule. The magnitude of λo was calculated for
different solvents by subtracting λi from λtot . The results are illustrated in Figure 4.5.
These results demonstrate that the numerical calculations reproduce the behaviour pre-
dicted by Marcus, ie λo ∝
(
1
εop − 1εst
)
. Therefore, the solvent reorganisation energy is mini-
mal when the optical and static dielectric constants of the solvent are similar, as for heptane.
The slope of the linear relationship between solvent reorganisation energy and
(
1
εop − 1εst
)
is
only weakly dependent on the dye structure. Next is a study of the dependence on the cavity
size. For the simple case of spherical cavities, Marcus’s formula predicts that λo varies as
the inverse of each cavity radiuses. Although the cavities are not spherical in my calcula-
tions but made of interlocking spheres (Van der Waals cavities as explained in Chapter 3), I
present the variation of the solvent reorganisation energy with the cubic root of the inverse
volume in Figure 4.6.
The numerical calculations partially reproduced the expected trend: the bigger the molecule,
the lower the solvent reorganisation energy. However, unlike Marcus’s prediction (Equa-
tion 4.1), there is not direct proportionality between the size of the solvated molecule and
the solvent reorganisation energy. Nevertheless, this size effect could help to explain the
differences between dyes observed in Figure 4.5; in particular with Ru (NCS) bpy-TPA,
significantly bigger than the other dyes, which presents a lower solvent and therefore total
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Fig. 4.5: Outer-Sphere reorganisation Energy of Ruthenium dye molecules in various sol-
vents.
reorganisation energy.
Due to the exponential dependance of the intermolecular hole transfer rate upon the
reorganisation energy, the contribution of λo is significant. To quantify the effect on the rate
of hole exchange, I use Marcus’s formula (see Equation 3.1) with λi or λtot , as appropriate.
For this comparison I set 2πh¯ |Ji j|2 to A eVs−1. λi and λtot are around 0.15 and 0.9 eV
respectively (from Table 4.1). Together with kBT = 0.026 eV, this gives Γi j ∝ 1.06A s−1
and Γi j ∝ 3×10−4A s−1 respectively. In addition to confirming the necessity of adequately
accounting for the effect of solvent, the drop of four orders of magnitude suggests that the
low hole diffusion coefficients observed so far in ruthenium molecules on TiO2 surfaces[15]
are not specific to the molecule used but to the highly polar environment. For a better
estimation of the rate of hole exchange, the prefactor A, hence the electronic coupling Ji j,
needs to be quantified.
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Fig. 4.6: Effect of the volume of the cavity on the outer-sphere reorganisation energy. Vn
and Vc is the cavity volume of the neutral and the cationic dye, respectively.
4.2.3 Average electronic coupling between ruthenium dye molecules as
anchored on the TiO2 surface.
The electronic coupling is calculated for each of the configurations given in Figure 3.7.
As explained in Chapter 3, I consider the simplest possible set of dye pair configurations,
with fixed intermolecular distance and orientation with respect to the surface plane (all dyes
are assumed to be standing perpendicular to the surface). This results in three different
configurations for each dye, depending on the flip of each molecule in a given pair (see
Figure 3.7). The resulting electronic couplings are given in Table 4.2, as well as the average
square electronic couplings (defined by Equation 3.13 which assumes equal likelihood of
each configurations.)
Table 4.2: Electronic coupling values for the three configurations illustrated in Figure 3.7.
The calculations were performed as explained in Chapter 3 for three different dyes.
Molecule Ja /meV Jb /meV Jc /meV < J2i j > /meV
2
Ru (NCS) bpy - CH3 4.15 7.35 9.94 10
−2 22.1
Ru (NCS) bpy - C9H19 1.07 1.59 5.17 10
−1 1.27
Ru (CN) bpy - CH3 5.03 10
−2 3.60 1.99 10−1 3.25
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Note that these calculations of the electronic coupling assume the same arrangement
of the dyes on the surface. In reality they might exhibit different anchoring modes, hence
different pair geometries, leading to a possible variation of the electronic coupling. In the
present work, I omit this additional degree of freedom in order to better focus on the effect
of dye structure on reorganisation energy.
4.2.4 Rate of hole diffusion
From the reorganisation energy and the electronic coupling I can calculate the rate of charge
transfer Marcus’s equation (Equation 3.1). Then I can calculate an effective diffusion co-
efficient to be compared with experimental values of hole diffusion in dye sensitised films.
[15] The diffusion coefficient, D, of holes on a surface can be approximated by the charge
transfer rate, Γi j, and hopping distance, R, with the standard result:
D =
Γi jR2
4
(4.2)
A porous nanocrystalline film is composed of many interconnected randomly oriented TiO2
surfaces. Below I propose a derivation for the effective diffusion coefficient, Deff, across
these surfaces in a direction perpendicular to the film substrate3. For a charge transfer event
on a surface aligned with an angle θ relative to the substrate, the projection of the hop
length perpendicular to the substrate is given by sin(θ). To estimate the effective diffusion
coefficient across the differently oriented surfaces, the variance of the distances hopped in
a direction perpendicular to the substrate is to be found. This is given by integrating the
variance of the projected hop length, sin2 (θ), over all surface orientations in a spherically
symmetric distribution:
1
4π
∫ π
0
2π sin(θ) [sin(θ)]2 dθ =
2
3
. (4.3)
The effective diffusion coefficient is given by multiplying the surface diffusion coefficient
by this fraction:
Deff =
2
3
D =
Γi jR2
6
. (4.4)
Interestingly, this result is identical to the standard result for hopping within a three-
dimensional lattice. Note that this estimation of Deff neglects factors such as the tortuosity
of surfaces between junctions, the constrictivity of interparticle connections, and changes
3the direction in which experimental measurements are made
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Table 4.3: Comparison of calculated and experimental effective hole diffusion coefficients.
The experimental hole diffusion coefficients are taken from Wang et al.[15] The first ex-
perimental values for each lines are CV measurements in 0.1M EMITFSI/acetonitrile.
The second value for the second dye is chronocoulometric measurment in 0.1M
EMITFSI/acetonitrile. The second values for the first and last dyes are impedence mea-
surements in 0.1M TBAPF/acetonitrile.
Molecule Quantity From λi From λtot Experiments
Ru (NCS) bpy - CH3 Γ / s−1 9.07 1010 3.77 107 -
Deff / cm2.s−1 1.51 10−4 62.8 10−9 11.4 / 26 10−9
Ru (NCS) bpy - C9H19 Γ /s
−1 4.97 109 2.12 106 -
Deff / cm2.s−1 8.28 10−6 3.54 10−9 4.1 / 7.3 10−9
Ru (CN) bpy - CH3 Γ / s−1 6.35 1010 1.29 107 -
Deff / cm2.s−1 1.06 10−4 21.6 10−9 1.4 / 1.9 10−9
in the electronic coupling between molecules at the corners of crystal facets and between
neighbouring particles as well as incomplete dye loading. These factors are likely to reduce
the effective diffusivity. Thus these calculations represent an upper limit to Deff. However
it should be stressed that the surface morphology should not affect the temperature depen-
dence of charge diffusion. Therefore the method already presents a route to calculate the
temperature dependence of transport which could be compared with experimental data when
available.
The rate, Γi j, and consequently the effective diffusion coefficient (see Equation 4.4)
can be calculated with the values of λi and λtot to emphasize the importance of the solvent
reorganisation energy. R is set to 10 Å which is the round up of the inter-ruthenium distance
in the pairs used to calculate Ji j and is consistent with the intermolecular spacing in the
work of Li and al, [16] which implies close to a complete monolayer coverage on the TiO2
surfaces. The results are presented in Table 4.3.
The values using λtot agree within an order of magnitude with the experimental data. It
is clear that the total reorganisation energy offers a better estimation of the hole diffusion
coefficient than the inner-sphere reorganisation energy. Furthermore, Wang et al [15] pre-
sented a lower diffusion coefficient when the medium was pure ionic liquid as opposed to
0.1 mol/L ions in acetonitrile. This is also consistent with my result that predicts a higher
reorganisation energy (so lower diffusion coefficient) as the concentration in ions increase.
Although I believe that the presence of the TiO2 will not affect the reorganisation energy
due to its high dielectric constant, it is likely that it will have an impact on the diffusion
coefficients. Indeed, Equation 4.4 assumes that diffusion occurs through equally likely hops
between sites evenly spaced in both directions. However, a dye monolayer anchored to the
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surface of TiO2 nanoparticles is believed to be disordered. Therefore, one would expect
fluctuations in the transfer rates which cannot necessarily be approximated by an average
value. This implies that the calculations presented in this chapter are upper-limit of the
measured diffusion coefficients.
4.3 Summary
In conclusion I propose here a highly-simplified numerical method, based on quantum
chemical calculations, that accounts for both the inner- and outer-sphere reorganisation en-
ergies. The technique has been proven to follow the variations predicted by Marcus’s theory
in terms of the dependence on the medium dielectric constant and the size of the cavity.
The first comparisons with experimental data are encouraging. Indeed, the technique pre-
dicts previously measured reorganisation energies and gives adequate estimation of effective
hole diffusion coefficient. Any configurational and energetic disorders, not accounted for
here, which might reduce the value of Deff calculated, are unlikely to balance the three order
of magnitudes increase in Deff when λi rather than λtot is used in the formula. Therefore
I demonstrate that accounting for solvent effects to study intermolecular charge transfer in
polar medium is necessary.
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CHAPTER 5
THE EFFECT OF MOLECULAR FLUCTUATIONS ON HOLE DIF-
FUSION WITHIN DYE MONOLAYERS
Basic research is like shooting an arrow into the air
and, where it lands, painting a target.
Homer Burton Adkins
Non adiabatic Marcus’s theory allows the rate of hole exchange to be expressed as a
function of the reorganisation energy, λtot , and the electronic coupling, Ji j, in the high tem-
perature limit (see Equation 3.1). In Chapter 4, I gave a means to calculate the reorganisation
energy of hole transfer between dye molecules in polar media, as in DSSC. In this chapter,1
I will focus on the determination of the electronic coupling which strongly depends on the
relative geometry of the charge donor with respect to the charge acceptor. Dyes are ex-
pected to adopt various configurations while anchored to the surface of TiO2 nanoparticles.
This means that configurational disorder has to be accounted for to draw a realistic picture
of a dye monolayer. Figure 5.1 gives an overview of the method used here to incorporate
configurational disorder in the transport simulation and quantify its influence on the hole
diffusion coefficient. First, an atomistic model of the system is built from the expected
degrees of freedom of indolene dyes adsorbed on an anatase surface. This allows the elec-
tronic coupling to be calculated for sets of pair geometries spanning the range of expected
configurational and conformational arrangements. The resulting distributions of electronic
coupling are used as input to estimate the rate of charge transfer with Marcus’s formula.
Finally I make use of continuous-time random walk to do transport simulations and discuss
the influence of dynamic configurational disorder on the hole diffusion coefficient.
1Reproduced in part with permission from Vaissier et al. Chem. Mater. 26(16) 4731-4740. Copyright
2014 American Chemical Society.
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Fig. 5.1: Diagram of the multiscale model used in this chapter. The milestones, i.e. calcu-
lating the electronic coupling, Marcus’s rate of hole transfer, the diffusion coefficient, are
presented in sequence.
5.1 Arrangement of D102 and D149 on the (101) TiO2 sur-
face.
Indolene dye molecules bind to the five-coordinated titanium atoms of the TiO2 surface
by their carboxylate group (see Figure 5.2a and b), in a bidendate fashion (Figure 5.2
caption).[1, 2] The packing arrangement of D102 and D149 dyes on the anatase surface
is given in Figure 5.2c where (xy) is the plane of the (101) surface. The basis of vectors
{aD102, bD102} and {aD149, bD149} generate the lattice of attachment points for D102 and
D149 respectively. The norm and directions of these vectors were previously determined by
Pastore et al [3] by finding the dimers of lowest energy. I assume full coverage of the TiO2
surface, which is expected in experimental systems for sufficient dye exposure. [4–6] Fur-
thermore the molecular density of D102 and D149 resulting from the arrangement shown in
Figure 5.2c is consistent with the measured dye loading and coverage for the same system.
[3, 7, 8]
As previously explained in Chapter 3, there are two possibilities for one molecule to
sit on the surface (see Figure 5.3a) since the dyes adopt a bidendate anchoring mode. This
determines the relative orientation of two molecules in a pair. Because D102 and D149 are
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Fig. 5.2: Chemical structure of D102 (a) and D149 (b). The anchoring group to the TiO2
surface is circled in red in both cases. I assume that the dye molecules bind to the surface
in a bidendate mode where the two oxygens of the deprotonated acid carboxylic group are
attached to different five coordinated titanium atoms. (c) The most energetically favourable
intermolecular spacing for D102 (blue) and D149 (green).[3] The (xy) plane shows the (101)
TiO2 surface.
not symmetric about the anchoring group I expect these different configurations to have a
potentially important impact on the electronic coupling. I will refer to the combination of
binding modes as the configuration (see Figure 5.3b to 5.3d) and the shape of the molecule
for a given binding as its conformation.
Furthermore, as seen in Figure 5.2c, since two neighbouring dyes sit close to each other
on the anatase surface, intermolecular interactions will influence the set of possible confor-
mations adopted by a pair of dyes on the surface. I address the variety of conformations in
two ways. First, in order to sample the conformations explored on short times, less than the
time for a typical charge transfer event (∼1ns), I use Car-Parrinello Molecular Dynamics
(CPMD). As mentioned in Chapter 3, the CPMD simulations were performed by Filippo de
Angelis’ group and I only use the resulting trajectories. The space explored by the different
conformations from the CPMD trajectory is visualised in Figure 5.4 as a superposition of
the sampled geometries. Note that the volume of the space explored is limited by the short
time of the simulation.
To explore the conformations visited on time scales longer than charge hopping times I
must use a less expensive method since at present the cost of practical CPMD simulations
limit them to tens of picoseconds. Here I approximate the set of conformations by those
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Fig. 5.3: (a) Schematic of the two different orientations one dye molecule can take when
attached to the TiO2 surface. For clarity, only the atoms directly involved in the binding are
shown. The subscripts refers to the label of the atom. (b), (c) and (d) Top view of a pair
of D102 separated by bD102 as generated by PACKMOL. [9, 10] The two dyes can adopt
the same relative orientation (b) or one dye of the pair is flipped around its anchoring foot
(c and d). (e) Schematic of the rotational degree of freedom considered in this study. (f)
Space spanned by the different conformations of a D102 pair where the two molecules are
separated by bD102; due to the rotational degree of freedom.
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Fig. 5.4: Illustration of the space spanned by the different conformations of a D102 pair
where the two molecules are separated by bD102 (see Figure 5.2). The two figures are a
superimposition of 10 frames, taken at regular interval of a 9 picosecond CPMD trajectory.
The left hand side is a view along the x-axis while the right hand side is a view along the y
axis.
that are compatible with rotations of the dyes around their bidentate binding sites defined
by the two oxygens of the anchoring group (see Figure 5.3e and 5.3f). To generate sets of
pair geometries obeying the spatial constraints of the anchor points on the surface, I use a
packing optimisation package (PACKMOL, see Rigid Molecular Packing (RMP) in Chapter
3 for details). Whilst the CPMD generates a set of conformations obeying thermodynamic
equilibrium and allows for molecular fluctuations, the second (rigid rotation) generates a
much cruder approximation to the likely conformations which does not allow changes to
the molecular shape (see Figure 5.3f) nor does it generate a means of sampling the confor-
mations that represents thermodynamic equilibrium. Nevertheless this crude approximation
allows us to explore the effect of conformational variation on long time scale at relatively
low computational cost. A way to correct the set of conformations to reflect thermal equi-
librium is introduced later in Section 5.3.
Then, I calculate the electronic coupling between the Highest Occupied Molecular Or-
bitals (HOMO) for every molecule pair giving representative distributions of the orbital
overlap integral Ji j accounting for configurational and conformational disorder within the
dye monolayer.
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5.2 Influence of configurational disorder on electronic cou-
pling
I calculate the electronic coupling, Ji j with the projective method [11] (as detailed in Chapter
3) which gives the matrix coupling element between the molecular orbitals involved in the
charge transfer event (HOMO here). [12–14] In D102 and D149, the HOMO as calculated
using B3LYP/TZVP-6D is delocalised over the entire molecule as shown in Figure 5.5.
Fig. 5.5: HOMO localization on D102 (a) and D149 (b) from DFT calculations
(B3LYP/TZVP-6D, Gaussian09) (isovalues of 0.02 and -0.02).
I use the projective method because it is known to improve significantly on the more
traditional dimer energy splitting method for intermolecular charge transfer. [15, 16]
Sampled coordinates of molecular pairs from both Filippo de Angelis’ group CPMD
trajectory and the RMP were used as inputs into a molecular pair calculation in vacuum
(Gaussian 09 B3LYP/LANL2DZ) to calculate distributions of transfer integrals Ji j. Figure
5.6 shows the density plots of the square electronic coupling calculated for the conforma-
tions sampled by CPMD (green curve) in anticipation to its incorporation within Marcus’s
formula of the rate of charge transfer (cf. Equation 2.2.3). For completeness I also show the
fluctuations and averages of the original Ji j data in Figure 5.7 and Table 5.1.
For D102 separated by aD102 (4a), bD102 (4b) and D149 separated by bD149 (4d), narrow
distributions with a peak position around 10−6eV2 are observed (see the dotted green lines
in Figures 5.6a to 5.6d for guidance). This implies that the fluctuations in pair geometry
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Fig. 5.6: Probability density distributions of the logarithm of the square electronic coupling
(in eV2) for the different pair configurations. The insets illustrate the spacing of the dyes as
given in Figure 5.2c. (a) D102 aligned along the separated by aD102. (b) D102 separated by
bD102. (c) D149 separated by aD149 (d) D149 separated by bD149. (e) Schematic of the three
configurations considered in this work.
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Fig. 5.7: Evolution of the electronic coupling over the CPMD trajectories for D102 and
D149 in both directions. The x-axis is the CPMD simulation step number which can be
readily converted into time given the time step, ∆t = 0.048 ps.
Table 5.1: Average of the electronic coupling and average of the square electronic coupling
for D102 and D149 for the distributions illustrated in Figure 5.6.
Case < Ji j > / eV < J2i j >/ eV
2
Packmol total x D102 3.250×10−2 5.264×10−3
Packmol total y D102 2.650×10−3 2.590×10−4
Packmol total x D149 1.124×10−2 7.100×10−4
Packmol total y D149 4.792×10−3 2.633×10−4
CPMD x D102 5.193×10−3 7.213×10−5
CPMD y D102 2.356×10−3 1.419×10−5
sampled by the CPMD are rather small. In contrast, for D149 separated by aD149, the
distribution is much wider and slightly shifted towards weaker couplings which is assigned
to the effect of steric hindrance pushing the dyes apart.
However, the CPMD calculations do not sample the full set of possible conformations
because of limited simulated time (25 ps). To study the effect of a wider range of confor-
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mations on the electronic coupling I also show J2i j distributions from RMP where different
angles of rotation of the dye around its anchoring group are sampled uniformly. This is done
for the three different configurations, as explained previously and illustrated in Figure 5.3.
The CPMD has only been performed for pairs of dye having the same relative orienta-
tion. Therefore the range of electronic couplings sampled by CPMD can be compared with
the distribution due to PACKMOL for the same orientations only (black curve). The peak
position of the distributions for the two sampling methods are similar for D102 separated
by bD102 and D149 separated by bD149 (see Figures 5.6b and 5.6d). For D102 separated
by aD102 and D149 separated by aD149 (Figures 5.6a and 5.6c), it appears that the CPMD
generates distribution slightly shifted towards weaker couplings. This suggests that in this
direction RMP is underestimating the true extent of steric repulsion of the dye molecules,
compared to a more full treatment by CPMD.
Comparing Figure 5.6a (D102 separated by aD102) and Figure 5.6c (D149 separated by
aD149) I can see that the ordering of the distributions for particular types of configurations
is the same for D102 and D149 for separation by aD102 and aD149 respectively. This is con-
sistent with the fact that the pairs are aligned along the same direction on the anatase (101)
surface (see Figure 5.2). Furthermore, all but one distribution have a similar peak position.
One possible interpretation of these results is as follows. Even though the attachment points
of D149 on the anatase surface are further apart than the ones of D102, the molecule itself
is bigger and, overall, the magnitude of the HOMO overlap is similar in both cases. The
exception is for the configuration where the dye at the origin of the coordinate axis is flipped
with respect to the other one. In this case, the main part of the dyes are separated by the full
length of the lattice vector and this could explain why D149 shows a weaker coupling. In
the case where the dye at (aD102,0) or (aD149,0) is flipped, the main part of the dye is facing
outwards; allowing the molecules to overlap significantly compared to when they have the
same relative orientation.
In Figure 5.6d (D149 separated by bD149) all distributions have the same peak position
( ∼ 10−6 eV2) and somewhat similar shape. This implies that the configuration has little
influence on the molecular overlap in this configuration. Nevertheless, it appears that more
conformations are compatible with the spatial constraints of the neighbouring molecules
in two cases, generating tails in the distributions. In contrast, the configuration has strong
influence on the electronic coupling for D102 (in Figure 5.6b). The different configurations
for this last case are illustrated in Figure 5.3. For example Figure 5.3e corresponds to the red
curve in Figure 5.6b. Because the bigger lobes of the dye face each other, the two molecules
tend to lean in opposite directions due to steric hindrance. This relatively large separation
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between the molecules leads to a wide distribution of weak electronic couplings. When the
lobes both face away from the neighbouring dye (Figure 5.3 f) the molecules lean together
leading to a distribution with stronger electronic couplings.
Electronic coupling distributions allow to calculate the rate of charge transfer for each
pair conformation and configuration (see Chapter 3). To simulate hole diffusion at the scale
of the film, I incorporate this rate into a kinetic Monte Carlo simulation of hole diffusion.
5.3 Influence of the configurational disorder on the kinet-
ics of hole diffusion
In this section I incorporate the electronic coupling distributions in a Continuous Time Ran-
dom Walk algorithm (CTRW [17–19]) to simulate hole diffusion across the dye molecule
monolayer (see Chapter 3). The adaptive time step, twait after which a hole changes site
depends on the rate of charge transfer, hence on the square of the electronic coupling, J2i j,
between nearest neighbours. Therefore, I have to consider the relative time scales of the
various configurational changes with respect to the hole hopping to properly integrate the
Ji j distributions within the CTRW algorithm.
The electronic coupling is calculated from the projection of the HOMO of one dye on
to that of its neighbour using the method described in Chapter 3. [11, 15, 16] For each
configuration I estimate the average hopping rates by finding the average < J2i j > for all
dye conformations (cf. Table 5.1). The resulting average square electronic coupling ranges
from 1× 10−5 to 1× 10−3 eV2. Using non adiabatic Marcus’s theory for the transfer rate
(Equation 3.1) and a calculated reorganisation energy in solution of 0.96 and 0.90 eV for
D102 and D149 respectively, the resulting average hole hopping time varies from 6×10−10
to 6× 10−8 seconds. Regarding the dynamics of dye movements on the surface, I expect
fluctuations on a timescale ranging from femtosecond for fast vibrational motions to mi-
crosecond for rotations of the whole molecule around its binding sites. The dye hopping
times are intermediate between these time scales, therefore dye and charge dynamics are to
be integrated in the same model.
To treat the problem properly I would need a statistical ensemble of conformations that
spans the full range of dye dynamics. But since this is too computationally expensive I
use the cheaper RMP generated conformations to include the effect of changing conforma-
tions on hopping. In this approach, the fastest dynamics are neglected. To examine this
approximation I use the CPMD generated ensemble to estimate the effect of fast dynamics
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on hopping rates. Three algorithms are implemented as described below and in Chapter 3.
Case 1, the fast limit. The molecular rearrangement is much faster than the hole hop-
ping time. This applies to the distributions calculated from the CPMD as the geometrical
changes reported here cover up to 25 picoseconds. In this case, I make the approximation
that the effective electronic coupling experienced by the hole on a given site is the square
root of the average square electronic coupling (see below).
Case 2, the static limit. The molecular rearrangement is much slower than the hole
hopping time. This is the static limit, where the dye lattice is frozen for the entire duration
of the transport simulation. In practice this is equivalent to randomly assigning a value
of electronic coupling (sampling the distributions generated with RMP) to every bond of
the lattice at the beginning of the simulation and keeping it unchanged, providing a highly
disordered lattice. I then use Boltzmann weighted probabilities for a charge to change site
to simulate thermodynamic equilibrium (see below).
Case 3, the intermediate regime. The molecular rearrangement happens on a simi-
lar time scale as the hole hopping. I treat this case by introducing a new parameter, the
renewal time, tren, after which the electronic coupling of each bond of the lattice is ran-
domly reassigned. This follows the principles beyond Dynamic Bond Percolation (DBP)
theory.[20] Here I use the distributions of Ji j for the pairs of dye generated with RMP (also
using Boltzmann weighted CTRW).
Both cases 2 and 3 sample the RMP generated electronic coupling distributions. In
the case of the CPMD, the set of conformations conform to thermodynamic equilibrium
whilst in the case of the rigid rotation different angles are sampled with equal probability
since I have no means to define an equilibrium sample. Therefore I use Metropolis Monte
Carlo (MMC) algorithm to assess how far a RMP generated lattice is from equilibrium (see
Chapter 3). The energy variation during a MMC run of two 30 by 30 D102 and D149 lattices
is given in Figure 5.8.
The energy difference between the starting lattice and the lattice at convergence, nor-
malised by the number of sites, is about 3 and 10 kBT for D149 and D102 respectively.
This implies that a randomly generated lattice is too far from equilibrium to neglect thermal
relaxation effects. However these equilibrations are quite expensive. Figure 5.9 shows the
relationship between the lattice energy at convergence and the number of sites.
As can be observed my biggest lattice is 100*100 sites which I believe is too small to
perform a random walk on.2 To resolve this issue, instead of performing a random walk on
an equilibrated lattice, I do a biased random walk on the initial lattices. In other words, the
2Even with periodic boundary conditions.
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Fig. 5.8: Total energy variation of randomly generated D102 and D149 lattices (30*30 sites)
following thermal relaxation according to an Ising scheme. The total lattice energy is the
sum of all the sites energies, as defined in Chapter 3. The variation is with respect to the
lattice energy at the first step of the MMC simulation.
sampling of the molecular pairs will be weighted by a Boltzmann distributed sampling of
the pair-wise intermolecular potential energy (see Chapter 3.)
For each charge transport simulation I track the mean square displacement, drms of the
charge on the two dimensional lattice and calculate the diffusion coefficient, Dcalc, from the
variation of the average drms with respect to time. The results are shown in Table 5.2.
The fast limit (case 1), where I use the average of the square electronic coupling from the
CPMD distribution, shows the highest diffusion coefficients. Within this limit the confor-
mational disorder is limited to small fluctuations around an upright, reasonably well coupled
dye geometry; hence the hole moves faster across the lattice. The difference between the
two dyes is washed out in this limit which is consistent with the observation that the average
square electronic couplings are similar for both dyes, although the distributions of Ji j are
different.
To examine the effect of these fast fluctuations on Dcalc I also give the diffusion coef-
ficient calculated with representative single values of Ji j for both lattice vectors direction
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Fig. 5.9: Total lattice energy at convergence as a function of the number of sites for D102
and D149 RMP generated lattice.
Table 5.2: Diffusion coefficients calculated with the Continuous Time Random Walk al-
gorithm (see Chapter 3). For each dye I show the diffusion coefficient calculated with the
calculated reorganisation energy (Chapter 4). The three cases (fast limit, static limit and
intermediate regime) are separated by horizontal lines for clarity. The experimental data are
shown for comparison where the measured apparent diffusion coefficient is converted into a
two dimensional coefficient Dexp = 23D2D,exp, as extensively explained elsewhere[7] and in
Chapter 4.
Case Dcalc,D102 / cm2.s−1 DD149 / cm2.s−1
with λcalc = 0.961 eV with λcalc = 0.896 eV
Fast limit 4.5×10−7 6.1×10−7
Single value (reference) 1.5×10−7 1.6×10−8
Static limit 1.5×10−9 1.7×10−8
tren = 10−1s 3.5×10−10 3.5×10−8
tren = 10−3s 2.4×10−9 3.8×10−8
tren = 10−5s 1.7×10−9 4.5×10−8
tren = 10−6s 6.5×10−9 5.3×10−8
tren = 10−7s 3.3×10−8 9.2×10−8
D2D,exp 9.6(±2.0)×10−8 2.5(±0.8)×10−7
(second line in Table 5.2). I choose, as a reference, the values at the peak of the distribu-
tions generated with CPMD (dotted line in Figure 5.6a to 5.6d). I observe that for D102 the
difference between this Ji j and
√
< J2i j > is small (factor of 2) meaning that the fluctuations
in Ji j caused by molecular vibrations have little impact on the diffusion coefficient. In con-
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trast, for D149 the single value Ji j underestimates
√
< J2i j > by an order of magnitude. This
is because the CPMD explores a larger space for D149 than for D102 within the time of the
simulation as indicated by the broader distributions of J2i j. However I believe that in neither
case does the CPMD explore the space that would be spanned by the dyes at longer times
(microsecond). To study the effect of larger amplitude fluctuations I use the distributions
generated with RMP with a Boltzmann weighting, neglecting the fast fluctuations. Based
on the comparison of typical Ji j and
√
< J2i j > for the CPMD case described above and
previous studies [21] I infer that these simulations underestimate the diffusion coefficient
by up to an order of magnitude.
The static limit (case 2) is the case where the disorder is maximal because the lattice is
frozen and I logically obtain the lowest diffusion coefficients for both dyes in this limit. The
difference between Dcalc calculated for both dyes is the greatest.
The diffusion coefficient increases as the renewal time decreases (case 3). Indeed, after
each time interval tren, the bonds of the lattice are reassigned with a different Ji j, drawn
from the distribution. As a result, the charge is more likely to escape a weakly coupled
site and moves faster across the lattice. The difference between the static limit and the
longest renewal time (tren = 10−1 s) is not statistically meaningful. For D102 I see that
the diffusion coefficient with the smallest renewal time (10−7 s) is 95 times higher than the
diffusion coefficient within the static limit. For D149, it is only 2.6 times higher. This can
be rationalised looking at the Ji j distributions given in Figure 5.6 b and d. The distributions
are much wider for D102 than they are for D149 which implies higher disorder. Therefore,
the reassignment of the electronic coupling has more effect for D102 which explains the
bigger increase in diffusion coefficient.
These results are consistent with other theoretical work done on organic semiconduc-
tors. [22, 23] In particular, Geng et al. [22] noticed that the charge mobility was enhanced
at room temperature by a phonon-assisted mechanism in a three dimensional molecular
crystal. Although their study does not properly account for the relative timescale of charge
transfer versus lattice fluctuations (the electronic coupling is systematically reassigned after
each hop) their findings can be compared with my fast renewal time scenario. Then it seems
that dynamical disorder helps charge conduction for both three dimensional organic semi-
conductors and my two dimensional dye monolayer. A study similar to Geng et al.’s has
also been done for one and two dimensional TIPS pentacene crystals.[23] Those authors
observed that the effect of dynamical disorder on charge mobility depends on the dimen-
sionality of the system. In particular, they report no influence of dynamical disorder on the
charge mobility within the two dimensional crystals except in the case when the mean elec-
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Fig. 5.10: Mean square displacement of the charge on the RMP generated D102 and D149
lattices as simulated with the biased random walk in case 3. The runs from different renewal
time are superimposed in both cases. The colour code is as follows : green : tren = 10−1 s,
dark blue : tren = 10−3 s, red : tren = 10−5 s, cyan : tren = 10−6 s, magenta : tren = 10−7 s.
tronic coupling is less than its standard deviation. It would be interesting to see whether this
is specific to the well defined herringbone crystal structure they studied or to the chemical
structure of the molecule itself. In my case I have several distributions to account for the dif-
ferent configurations of the dyes in a disordered monolayer and, although not inconsistent,
the same conclusions cannot be reached in a straightforward manner.
Experimental data are given here as guidance but suffer from limitations on their own
due to the effect of series resistance which means that they also underestimate the diffusion
coefficient. Also, edges and grain boundaries of the TiO2 nanoparticles are likely to affect
the kinetics of charge transport. [24, 25] However I believe that these features will not
have a big effect here as each hole is likely to diffuse across only a fraction of a crystalline
face of a nanoparticle before it is regenerated by the hole transporting medium. This is
supported by the transport simulations where the maximal mean square displacement of
the charges on the simulated lattice can be compared with the surface area of a 10 nm
radius TiO2 nanoparticle. Figure 5.10 shows the walks for D102 and D149 in case 3. The
mean square displacement reaches 8× 10−14 and 1.5× 10−13 cm2 at the most for D102
and D149 respectively. The surface area of a TiO2 nanoparticle of radius 10 nm, (assumed
spherical) is about 1.26× 10−11 cm2. Hence a charge diffuses across 0.64 and 1.2 % of a
TiO2 nanoparticle for D102 (in 1µs) and D149 (in 0.5µs) respectively.
This implies that it is unlikely that one hole encounters a boundary or inter particle
necking. However, since a straightforward comparison will still not be rigorous, I focus on
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the relative kinetics of the two dyes. I observe that it is the intermediate regime at short
renewal time which reproduce the experimental trend best. The ratio of diffusion coefficient
between the two dyes is consistent between calculated (DD149,calc ≈ 2.7DD102,calc ) and
measured (DD149,exp ≈ 2.6DD102,exp) values. This implies that the hole diffusion kinetics
observed in real systems can be explained by a fast rearrangement of the molecules adsorbed
on the TiO2. This corroborates previous observations where the diffusion coefficient is seen
to decrease when the viscosity of the surrounding hole transporting medium increases. [5, 7,
26] Indeed I expect a slower rearrangement of the molecular lattice in viscous environment
and therefore, as demonstrated in this chapter, a lower diffusion coefficient.
Although I believe that the anatase (101) surface is fully sensitised I cannot exclude
the possibility of less than perfect coverage in the experimental systems. I also expect the
renewal time tren to be temperature dependent in real systems. This could contribute to the
measured activation energy of hole transport and might account for the larger experimental
values relative to the simulation. Future work is underway which aim to quantify tren both
theoretically and experimentally.
5.4 Summary
In this chapter I have studied the influence of the configurational disorder within a dye
molecule monolayer on the electronic coupling and the kinetics of hole transfer. I have con-
sidered the dynamic rearrangement of electronic couplings between dyes and their effect on
a coupled transport simulation. I use a computationally efficient method of packing rigid
dyes to represent different large amplitude fluctuations and evaluate the effect of fast dy-
namics by comparing dynamics of conformations for one configuration with those of a Car
Parrinello Molecular Dynamics (CPMD) generated ensemble.3 I have compared my calcu-
lated diffusion coefficients to values measured experimentally and report a good agreement
on the relative difference between the two indolene dyes considered. In particular I have ob-
served that a static model cannot give a diffusion coefficient high enough to explain the ex-
perimental trend, as opposed to a model with a rearranging lattice. I conclude that it is likely
to be the motion of the dyes on the surface that allows the fast conduction of holes through
the monolayer. As a result, a greater range of configurational disorder will result in a slower
hole transfer dynamics but can be balanced by a fast rearrangement of the molecules which
allows charges to escape structurally trapping configurations. Consequently the viscosity
of the medium surrounding the dyes is likely to play a role as it may slow the molecular
3The CPMD trajectories were provided by the group of Filippo de Angelis.
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dynamics. To design fast conducting molecular wires one needs to account for the freedom
of the molecules once attached on the substrate.
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CHAPTER 6
RESTRICTED GEOMETRY SOLVENT AND ADSORBATES DY-
NAMICS ON TIO2 NANOPARTICLES
My opinions may have changed, but not the fact
that I am right.
Ashleigh Brilliant
In this chapter I will give insight into the sub-nanosecond dynamics of acetonitrile and
model dye molecules within a paste of TiO2 nanoparticles which we use to approximate a
mesoporous TiO2 film. In Chapter 5, I demonstrated that the measured hole diffusion coef-
ficients could be explained by the tethered motion of the dyes anchored to the TiO2 surface.
Such motions were hypothesised to be partial rotations of the dyes around the axis made by
its two anchoring points to the surface. By simulating these constrained dynamics of the dye
monolayer I showed that it ought to fall within the microsecond time range to rationalise
the charge transport properties observed experimentally. However, these simulations rely
on several assumptions which need to be verified. This includes the nature and geometry of
the molecular motion itself. Car-Parrinello Molecular Dynamics (CPMD) trajectories, pro-
vided by Filippo De Angelis’ group, were also presented in Chapter 5 to complement my
simulations. They showed fast molecular fluctuations of dyes anchored to a TiO2 surface,
within few picoseconds. Leaving aside the approximations made while simulating a dye
sensitised TiO2 surface with CPMD in vacuum, this technique cannot resolve the dynamics
of the system at longer timescales nor does it incorporate the effects of the solvent. Indeed,
to address the possibility of large amplitude dye motion speculated on in Chapter 5, I am
interested in the nanosecond to microsecond timescale. To tackle this problem I turn here
to Quasi Elastic Neutron Scattering (QENS). This technique provides the means to explore
the dynamics of a solvated molecular monolayer whose architecture is as in Dye sensitised
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Solar Cells (DSSC). The time range probed is from tens of picoseconds to few nanoseconds
which is the lower range of my targeted times. The goal is to identify the type of motion,
if any, governing the dynamics of the model dyes attached to a TiO2 surface. Then, this in-
formation can be used to build efficient simulations to elucidate the higher time range limit.
Metadynamics, for example, is a well known method to reach few microseconds simulated
time with MD, providing a correct definition of the collective variables. Besides the time
range resolvable, QENS presents several advantages over other characterisation techniques
such as X rays, NMR, etc to study the dynamics of a molecular monolayer. Quasi elastic
refers to the scattering regime where the amount of energy exchanged between the nucleus
and the neutron is small, too small to induce any electronic excitations. Then the signal
is solely due to slow atomic motions such as diffusion in liquids or, in our case, the rear-
rangement of molecules on TiO2 surfaces. Furthermore, because they are neutral particles,
neutrons can penetrate deeply within the TiO2 paste and the real effect of constricted ge-
ometry dynamics can be quantified. Furthermore, the wavelength used in QENS is of the
same order of magnitude as the interatomic distances in molecules and in condensed phase
(λneutrons = 1.8Å[1]). This implies that both the molecules anchored to the TiO2 and the
liquid solvent can be seen.
Here, I present the analysis of the data from six days of experimental work at OSIRIS,
a high resolution (25 µeV) spectrometer within the ISIS pulsed neutron source facilities
in the Rutherford Appleton Laboratory (Oxfordshire). The chapter is organised as follows.
Since I introduced the basic principles of quasi elastic neutron scattering in Chapter 3, I
will start here directly by presenting the concepts and controls of my QENS data analysis
program, written with MATHEMATICA. Second, I will demonstrate that QENS is adapted
to the study of molecular dynamics within TiO2 nanoparticles as used in DSSC. I will do so
by quantifying the diffusion of liquid acetonitrile within a network of TiO2 nanoparticles.
This will be compared to the diffusion of acetonitrile in a free environment. Third, I will
identify the dynamics of a molecular monolayer with and without acetonitrile.
6.1 On the analysis of Quasi Elastic Neutron Scattering
(QENS) data
I used MANTID program package[2] to perform the data reduction, that is converting the
measured scattered neutron intensity into histograms in the form of a scattering law, Sinc(Q⃗,∆E),
which gives the probability density of an incoherent scattering event with momentum trans-
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fer Q⃗ (corresponding to the scattering angle) and energy transfer ∆E (see details in Chapter
3). The data from different ranges of detector angles were combined into ten groups to
improve the measurement statistics (at the expense of resolution in Q⃗). I will refer to the
data combined from each set of detectors of similar angles as Q⃗ groups. Figure 6.1 gives
an example of a set of reduced spectra (see Chapter 3), binned into ten Q⃗ groups. For each
Q⃗ group, the total (incoherent) scattering spectrum can be interpreted as the convolution of
the instrumental response and scattering laws characteristic of different motion type.[1, 3].
Fig. 6.1: Reduced QENS data on acetonitrile (250K) as given by MANTID. The scattering
spectrum is plotted as a function of the energy transfer for different Q⃗ groups (10 here).
This allows us to write:
Sinc(Q⃗,∆E) = Smotion1inc (Q⃗,∆E)⊗·· ·⊗Smotioniinc (Q⃗,∆E)⊗·· · , (6.1)
where Smotioniinc (Q⃗,∆E) is the scattering function characterising the motion of type i, which
can be a translation, rotation, etc. It should be noted that Equation 6.1 makes the assump-
tion that each motion type is independent from one another. The core idea behind QENS
data analysis is to hypothesise on a number of motion types likely to govern the sample
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dynamics and reconstruct the experimental spectra from the convolution of the scattering
laws describing each of these motions. This can be done, for example, using the program
package DAVE.[4] However, when the type of motion is not easily identifiable to start with,
like for the possible motion of molecules anchored on the surface of TiO2 nanoparticles, it
is more reliable to work in time space. Indeed, the convolution becomes a product upon
the Fourier transform and each motion type is more readily decorrelated. Let I(Q⃗, t) be the
inverse Fourier transform in time space of the scattering function such that:[5]
Iinc(Q⃗, t) =
∫ +∞
−∞
Sinc(Q⃗,w)eiwtdw
= FT−1[Sinc(Q⃗,w)] (6.2)
where Sinc(Q⃗,w) = Sinc(Q⃗,∆E/h¯), h¯ being the reduced Planck constant. Iinc(Q⃗, t) is called
the intermediate function in reference to its intermediate role in the conversion from the
scattering function to the self correlation function of the nuclei (which is the inverse Fourier
transform of the scattering law in both time and spatial space, as discussed in Chapter 3).
Upon the single energy to time Fourier transform, Equation 6.1 becomes:
Iinc(Q⃗, t) = Imotion1inc (Q⃗, t)×·· ·× Imotioniinc (Q⃗, t)×·· · . (6.3)
The calibration is done using the data from a vanadium sample, a purely incoherent scatterer.
It follows that the real dynamics of the sample are described by the response function,
R(Q⃗, t):[6]
R(Q⃗, t) =
I(Q⃗, t)
Icalib(Q⃗, t)
, (6.4)
where Icalib(Q⃗, t) is the intermediate function corresponding the the spectra measured for
pure vanadium. Then, identifying the geometry of the motion in the sample comes down to
resolving the time dependence of the response function which I will take as normalised:
Rn(Q⃗, t) =
R(Q⃗, t)
R(Q⃗, t = 0)
. (6.5)
My MATHEMATICA program reads in text files produced by DAVE from the experimental
spectra reduced by MANTID. It allows the normalised response function (Equation 6.5) to
be fitted with user defined functions and parameters. Finally it outputs the overlay of the data
points with the fitting function for visual check of the model. Details of the implementation
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of the program are given in Appendix B. Below, I present two tests to check its validity
before using it to analyse the real data.
6.1.1 Test of the correction for calibration
The first test concerns the calibration step (see Equation 6.4). Figure 6.2 shows the result
of the convolution, performed with DAVE, of a delta function in energy space, δQ⃗(∆E) with
the vanadium spectrum imported as a calibration file from MANTID. In other words, Figure
6.2 shows the vanadium spectrum itself, as recorded by OSIRIS.
Fig. 6.2: Vanadium spectrum convoluted
with a delta function with DAVE. The spec-
trum is converted into a readable tabulated
rich text format to be read by my program.
The inverse Fourier transform of a delta
function is a constant. Therefore, from Equa-
tions 6.3 to 6.5, I expect the normalised re-
sponse function to be:
R
δQ⃗(∆E)
n,theo (Q⃗, t) = 1, (6.6)
where R
δQ⃗(∆E)
n,theo is the theoretical normalised
response function of a hypothetical motion
whose scattering law would be a delta func-
tion. Figure 6.3 gives the normalised re-
sponse function calculated with my MATH-
EMATICA program. The data points are from
the transformation of the (discrete) spectrum
shown in Figure 6.2 and the line is the fit.
As can be observed, the transformed data do not form an horizontal line as predicted by
Equation 6.6. This is due to the instrument resolution function, inherent to all spectra. The
resolution function is assumed to be a gaussian in energy space, therefore a gaussian in time
space as well. Then, I use the following function to fit the data:
R
δQ⃗(∆E)
n,fit (Q⃗, t) = exp
(
− t
2
2σ2time
)
, (6.7)
where the standard deviation, σtime is a fitting parameter. In this case it results in σtime = 98.5
iterations2. The full width half maximum of the gaussian in energy space is the instrument
resolution. The instrument resolution for OSIRIS is specified to be rOsiris = 25 µeV. On
another hand, the relationship between the full width half maximum of the gaussian in
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Fig. 6.3: Fit of the normalised response function of the spectrum built from the convolution
of a delta function with the calibration file. The data points are the numerical solution of
the inverse Fourier transform of the spectrum in Figure 6.2, normalised after calibration as
described in the text. The line is the function used to fit the data points.
energy space, renergy, and the standard deviation of its Fourier transform is:
renergy = 4π h¯
√
2ln(2)
σtime(∆t)2
, (6.8)
where ∆t is the time step (∆t = 34.9 ps, see Appendix for details). Evaluating Equation
6.8 gives renergy = 28 µeV which agrees, within the error margin, with the resolution of the
spectrometer. This confirms that the calibration is adequately performed by my program.
6.1.2 Test of the conversion from energy to time scale
The second test focuses on the conversion from energy to time scale. Figure 6.4 shows the
result of the convolution, performed with DAVE, of a lorentzian in energy space,L (Γ,∆E),
of known half width half maximum, Γ = 3.77× 10−5 eV, with the vanadium spectrum
imported as a calibration file from MANTID.
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Fig. 6.4: Vanadium spectrum convoluted
with a lorentzian function with DAVE. The
spectrum is converted into a readable tabu-
lated rich text format to be read by my pro-
gram.
In this case, since the inverse Fourier
transform of a lorentzian is an exponential,
I expect the normalised response function to
be:
RL (Γ,∆E)n,theo (Q⃗, t) = exp(−a(Γ)t), (6.9)
where the time constant a(Γ) depends on the
half width half maximum of the lorentzian.
Figure 6.5 gives the normalised response
function, calculated with my MATHEMATICA
program. The data points are from the trans-
formation of the (discrete) spectrum shown in
Figure 6.4 and the line is the exponential fit
according to Equation 6.9.
Fig. 6.5: Fit of the normalised response function of the spectrum build from the convolution
of a lorentzian function with the calibration file. The data points are the numerical solution
of the inverse Fourier transform of the spectrum in Figure 6.4, normalised after calibration
as described in the text. The line is the function used to fit the data points.
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The fitting procedure gives a(Γ) = 0.32. The functional form of a being (details in
Appendix B):
a(Γ)
∆t
2π h¯ = Γ. (6.10)
It results that Γ f it = 3.79×10−5eV which agrees well with the initial half width half maxi-
mum (Γ= 3.77×10−5eV).
Consequently, Sections 6.1.1 and 6.1.2 demonstrate the validity of my QENS data anal-
ysis program. Next, I will make use of this program to resolve the dynamics of liquid
acetonitrile within a network of TiO2 nanoparticles.
6.2 Dynamics of acetonitrile
Dynamics of liquids, such as acetonitrile between 250 and 290K, can be described by a
combination of three types of motion: translation, rotation and vibration.[1, 3] Therefore,
the incoherent intermediate function is:
Iliquidsinc (Q⃗, t) ∝ I
translation
inc (Q⃗, t)× Irotationinc (Q⃗, t)× Ivibrationinc (Q⃗, t), (6.11)
where Itranslationinc (Q⃗, t), I
rotation
inc (Q⃗, t) and I
vibration
inc (Q⃗, t) are the intermediate functions describ-
ing the translational, rotational and vibrational degrees of freedom respectively. In the quasi
elastic regime, the vibrational component is assumed to be independent of time.[3] It is writ-
ten as a constant, the Debye Waller Factor (DWF),1 which will cancel out in the calculation
of the normalised response function Rn(Q⃗, t) (Equation 6.5). The intermediate function de-
scribing the translational degree of freedom is:[1]
Itransinc (Q⃗, t) ∝ exp(−Γtranst), (6.12)
where the time constant Γtrans enables the diffusion coefficient, Dtrans, to be calculated. In
particular:[1]
lim
|Q⃗|→0
Γtrans = Dtrans|Q⃗|2. (6.13)
In liquid acetonitrile (CH3CN) the rotational degree of freedom originates from the mo-
tion of the three hydrogens of the methyl group around the carbon atom. The intermediate
1Ivibrationinc (Q⃗, t) = DWF
6.2 Dynamics of acetonitrile 149
function describing this type of three fold rotational motion is:[1]
Irotinc(Q⃗, t) ∝ A0+(1−A0)exp(−Γrott), (6.14)
where the time constant Γrot can be written as a function of the rotational diffusion coeffi-
cient, Drot (in radians per unit time): Γrot = 2h¯Drot. Previous studies on liquid acetonitrile
have shown that these two types of motions are not always simultaneously observable with
QENS.[7, 8] Depending on the energy resolution of the spectrometer and the temperature,
the total scattering law can be reproduced using the translational only or the translational
and rotational scattering laws.
6.2.1 Free diffusion of acetonitrile at 250, 270 and 290 Kelvin
Figure 6.6 shows the normalised response function of pure acetonitrile calculated for the six
first Q⃗ groups (0.22 < |Q⃗| < 0.54 Å) at 290K. The decay rate is observed to vary with the
magnitude of the momentum transfer which is consistent with translational diffusion (see
Equation 6.12 and 6.13). To know if the signal is due to translational diffusion only, I esti-
mated the time constants I would expect with and without the rotation of the methyl groups.
I worked in energy space to be able to use previously published data.[8, 9] The details are
given in Appendix B. It seems that the rotational diffusion would generate a signal which
could not be resolved within OSIRIS energy window (< 400µ eV). Therefore I assume
that only translational diffusion contributes to the measured signal at all temperatures and
fit the data with RFree ACNn,model ,defined as:
RFree ACNn,model (Q⃗, t) = exp(−Γtranst). (6.15)
In this case there is only one fitting parameter, the time constant characterising the exponen-
tial decay, Γtrans.
Figure 6.7 gives the time constants obtained from the fit of the QENS data on free ace-
tonitrile according to Equation 6.15, as a function of the square of the magnitude of the
momentum transfer. A linear relationship is observed at all temperatures, which verifies
Equation 6.13. Translational diffusion coefficients are calculated from the slopes (details
in Appendix B) and I get Dtrans250K = 3.33± 0.02× 10−5cm2.s−1, Dtrans270K = 4.07± 0.05×
10−5cm2.s−1 and Dtrans290K = 4.88± 0.07× 10−5cm2.s−1 which agree well with values de-
rived from the literature:[8, 9] D250K = 1.66×10−5cm2.s−1, D270K = 2.54×10−5cm2.s−1
and D290K = 3.67×10−5cm2.s−1 (see details of the derivation in Appendix B).
150 Restricted geometry solvent and adsorbates dynamics on TiO2 nanoparticles
Fig. 6.6: Plot of the normalised response functions for acetonitrile at 290K for the first six
Q groups. All the functions exhibit an exponential dependence on time. The decay depends
on the magnitude of the momentum transfer, |Q⃗|, with a faster decay at higher |Q⃗| values.
Next, I look at the influence of the TiO2 nanoparticles on the diffusion of acetonitrile.
6.2.2 Influence of the TiO2 surface on the diffusion of acetonitrile
Here, I analyse the QENS data of a TiO2 nanoparticles paste immersed in acetonitrile.
Schiffman et al.[10] previously published the results of molecular dynamics simulation of
acetonitrile near a TiO2 surface slab. They show that, apart from a fixed first monolayer, the
solvent molecules diffuse as in pure liquid. Based on these results, I introduce in my model
a fraction, 1− x, of immobile acetonitrile molecules. The remaining fraction, x, is assumed
to diffuse with the same time constant as found in Section 6.2.1 above. Then, the function
used to fit the data of constricted geometry diffusion of acetonitrile, RConsACNn,model , is:
RConsACNn,model (Q⃗, t) = (1− x)+ xexp(−ΓtransFree ACNt), (6.16)
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Fig. 6.7: Time constants resulting from the fit of the QENS data on free acetonitrile at 250,
270 and 290K. It is plotted as a function of the square of the magnitude of the momentum
transfer to verify Equation 6.13.
where ΓtransFree ACN is the time constant obtained in Section 6.2.1 leaving the mobile fraction
of acetonitrile, x, single fitting parameter. As a first validity check of the model, Figure 6.8
gives the normalised response function, calculated for the six first Q⃗ groups at 290K which
can be directly compared with Figure 6.6. Table 6.1 gives the fraction of mobile acetonitrile
molecules, x, for each temperature.
The main conclusion is that the presence of the TiO2 nanoparticles do not interfere with
the dynamics of acetonitrile in a significant way. In all cases less than 5% of the molecules
become immobile. Given the inevitable uncertainties in the QENS data analysis, what fol-
lows is only of speculative nature. It can be read from Table 6.1 that x increases with the
magnitude of the momentum transfer, |Q⃗|. This can be rationalised by the fact that higher
|Q⃗| values implies that one explores a smaller space near each molecule. There is in this
case a higher probability to find that a given molecule has moved: the fraction of mobile
molecules goes up. Additionally, it seems that x increases with the temperature. This can
easily be explained by the higher kinetic energy at higher temperature which will agitate
more molecules. Note that, on average, 1 to 2% of the acetonitrile molecules are seen im-
mobile by QENS. Given that the TiO2 nanoparticles used in this study have a surface area
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Fig. 6.8: Plot of the normalised response functions for acetonitrile with a TiO2 nanoparticles
paste at 290K for the first six Q groups. The time decay is assumed to be the same as in
Figure 6.6 but the curves are shifted vertically by an amount which can be interpreted as the
immobile fraction of acetonitrile molecules due to the presence of the TiO2. The fraction
of immobile acetonitrile is expressed as 1− x where x is the fraction of mobile acetonitrile
in the sample. The fit results which gives x for each temperature and Q⃗ group are given in
Table 6.1.
of about 50 m2/g and that one acetonitrile molecule has a projected surface area of∼ 80 Å2,
the fraction of acetonitrile in contact with the TiO2 surface can be estimated from the quan-
tities used to make the samples (2.6 and 1.6 grams of TiO2 and acetonitrile respectively).
Assuming the coverage of the TiO2 nanoparticles by a complete monolayer, one can show
that ∼ 0.7%2 of the acetonitrile molecules is in contact with a metal oxide surface. This is
consistent with the fraction calculated from the fit of the QENS data which means that only
the first layer of acetonitrile in contact with the TiO2 surface is immobilised. This result is
also in agreement with the previous computational study of Schiffman et al.[10]
20.7 ∼ (50× 2.6× 1020 ×M)/(80× 1.6×NA) where M is the molecular weight of acetonitrile and NA
Avogadro’s constant.
6.3 Dynamics of molecular adsorbates on a TiO2 surface 153
Table 6.1: Fraction of mobile acetonitrile, x, in presence of TiO2 nanoparticles. The fraction
was calculated using Equation 6.16 to fit the QENS data at 250, 270 and 290K with the
exponential time constant, ΓtransFree ACN, taken from the fit of the data for pure acetonitrile (i.e.
with no TiO2). Each Q⃗ group was fitted independently.
Q / Å x±0.02 at 250K x±0.02at 270K x±0.02at 290K
0.216361 0.90 0.94 0.96
0.270748 0.92 0.95 0.98
0.324906 0.96 0.97 0.98
0.432354 0.98 0.98 0.99
0.485553 0.98 0.98 0.98
0.538342 0.98 0.99 0.99
0.642358 0.98 0.99 0.99
0.693653 0.99 0.99 0.99
0.744362 0.99 0.99 0.99
0.843852 0.99 0.99 0.99
6.3 Dynamics of molecular adsorbates on a TiO2 surface
In this section I present the QENS data of samples made from TiO2 nanoparticles covered
by a molecular monolayer, as in DSSC. The chemical structure of the molecules selected
for these experiments is given in Figure 6.9. They are model dyes which combine relevance
for dye sensitised solar cells with a high ratio of number of hydrogens to total number of
atoms, necessary to be seen by neutrons.
Fig. 6.9: Chemical structure of the molecules studied in this chapter. INA (left) is a model
for dyes with one anchoring group such as the indolene dyes in Chapter 5. BINA (right) is
a model for dyes with two anchoring groups such as the ruthenium dyes in Chapter 4.
Sections 6.3.1 and 6.3.2 focuses on the dynamics of the molecules anchored to TiO2
nanoparticles without and with the solvent (liquid acetonitrile) respectively. The presence
of INA and BINA in the samples was ascertained by UVvis measurements. The real uptake
of these molecules on the TiO2 surface was estimated to be about 0.048 and 0.053 grams of
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INA and BINA respectively per 3 grams of TiO2. Although these adsorbates were chosen
to be visible by QENS, all the signal cannot be attributed to their dynamics because other
neutron scatterers are present. The fraction of the QENS signal due to the response of INA
and BINA can be estimated from the relative masses of each component in each sample
(see the details of calculations in Appendix B). In Section 6.3.1, when there is no solvent,
24% and 22% of the QENS signal is expected to be due to INA and BINA respectively. In
Section 6.3.2 however, when deuterated acetonitrile is present, only 5% of the signal can be
assigned to the response of the adsorbate BINA.
6.3.1 Adsorbates on TiO2 without solvent
Figure 6.10 shows the normalised response functions, at 290K for the first six Q⃗ groups, of
TiO2 nanoparticles sensitised with the adsorbate INA with no solvent (see Figure 6.9). In
this system, above 95% of the scatterers are observed to be immobile. All response functions
drop sharply at the very beginning but as it represents only two time steps (about 60ps), no
further analysis can be provided. At any rate, it is clear that no trend can be detected and the
vast majority of the hydrogens in the sample does not move. This means that the adsorbates
themselves are immobile.
Fig. 6.10: Plot of the normalised response functions for TiO2 nanoparticles sensitised with
the adsorbate INA, at 290K for the first six Q groups. The functions do not exhibit any
particular dependence on the time nor the magnitude of the momentum transfer and have
consequently not been drawn with different colours.
Several scenarios can then be considered to account for the very small fraction of hydro-
gens moving. (1) It is possible that a few anchored molecules are subject to the speculated
6.3 Dynamics of molecular adsorbates on a TiO2 surface 155
tethered motion, allowing some hydrogens to move. (2) Another possible explanation is
that some adsorbates did not attach to the surface, or desorbed, and diffuse within the liquid
solvent. Given the strength of its binding to the titania surface, it seems reasonable that
very little molecules would be loose. (3) Another interpretation is that all hydrogens from
the adsorbates are immobile and the signal is due to hydrogenated impurities in the system.
To help distinguish between these three scenarios, I start by looking at the influence of the
temperature on the signal. The normalised response functions for INA on TiO2 at 250, 270
and 290K is shown in Figure 6.11.
Fig. 6.11: Plot of the normalised response functions for TiO2 nanoparticles sensitised with
the molecule INA, for the first four Q groups at 250 (blue), 270 (green) and 290K (red).
There is no difference observed between the functions. This means that the dynamics of the
system are temperature independent.
As can be seen in Figure 6.11 the signal is not temperature dependent. This would
suggest that the motion governing the dynamics in this system is not diffusion, eliminating
the second scenario proposed whereupon loose model dye would diffuse within the liquid
solvent. Next, I compare these signals with the ones resulting from QENS on TiO2 alone.
This allows me to track the provenance of the hydrogens at the origin of these data.3 Figure
6.12 shows the normalised response functions of TiO2 alone at 290K for the first six Q⃗
groups, as well as the normalised response functions for TiO2 at 250, 270 and 290K.
No significant difference can be observed between the normalised response function
calculated from the data of INA on TiO2 and the data of TiO2 alone. This implies that
3Note that this assumes that the impurities do not come from the model dye solution which would contam-
inate the system upon sensitization.
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Fig. 6.12: Plot of the normalised response functions for TiO2 nanoparticles at 290K for the
first six Q groups (left) and for the four first Q groups at 250 (blue), 270 (green) and 290K
(red) (right).
the dynamics probed in these experiments are the motion of hydrogenated impurities, most
likely water.
Fig. 6.13: Plot of the normalised response functions for TiO2 nanoparticles sensitised with
the molecule BINA at 290K for the first six Q groups (left) and for the first four Q groups
at 250 (blue), 270 (green) and 290K (red) (right).
Figure 6.13 shows the normalised response functions of the molecule BINA (model for
bidentate dye molecules) on TiO2 at 290K for the first six Q⃗ groups as well as the normalised
response functions for BINA on TiO2 at 250, 270 and 290K. The same trend as for INA on
TiO2 or TiO2 alone is observed which corroborates the fact that the small fraction of mobile
hydrogens comes from impurities.
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6.3.2 Adsorbates on TiO2 with solvent (acetonitrile)
In this section I look at the influence of the solvent on the dynamics of TiO2 nanoparticles
covered with a monolayer of BINA. I have shown previously that the model dyes do not
move when there is no acetonitrile. However, it is possible that the solvent molecules trans-
fer kinetic energy to the molecules adsorbed on the TiO2, which could start moving. In this
context, to keep track of the adsorbates dynamics only, deuterated acetonitrile (DACN) is
used as the solvent. Hydrogenated and deuterated acetonitrile are assumed to have the same
effect on the model dyes. As a control I present in Figure 6.14 the normalised response
functions of pure deuterated acetonitrile at 290K for the first six Q⃗ groups.
Fig. 6.14: Plot of the normalised response functions for deuterated acetonitrile at 290K for
the first six Q groups. The functions exhibit a biexponential dependence on time with a |Q⃗|
dependent decay. These are the signs of a diffusion process.
The normalised response function of DACN depends on the magnitude of the momen-
tum transfer, similar to the response function of hydrogenated acetonitrile (see Figure 6.6).
This would suggest that scatterers diffuse in the sample. Although the scattering cross
section of deuterium is much smaller than the one of hydrogen, deuterated acetonitrile
molecules can scatter neutrons. Therefore, it is possible that the signal shown in Figure
6.14 is due to the self diffusion of DACN. This is consistent with the fact that the amplitude
of the raw spectra is an order of magnitude smaller than the signal for pure acetonitrile.
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However, the functional form of the response function in Figure 6.14 differs from the one in
Figure 6.6, which casts doubt on the fact that it is deuterated acetonitrile diffusing. Another
possible interpretation of the signal in Figure 6.14 is that it originates from another type of
scatterers, most likely water molecules, present as impurities. To verify this assumption fur-
ther I fit the signals in Figure 6.14 with the function describing self diffusion of water:[11]
Rwatern,model(Q⃗, t) = (1− x)+ xexp(−Γtranswatert)[a+bexp(−Γrotwatert)], (6.17)
where a, b and x are fitting parameters. Γtranswater and Γrotwater are calculated from the translational
and rotational self diffusion coefficients of water, taken from the literature.[12, 13] This
implicitly assumes that the kinetics of water are similar in deuterated acetonitrile as in water,
which is reasonable for such polar solvents. Figure 6.15 shows the result of the fit. The
model is compatible with the data, confirming that the impurities in the sample are likely to
be water molecules.
Fig. 6.15: Fit of the normalised response function of the spectrum of deuterated acetonitrile
at 290K for the first Q⃗ group. Since the sample was made with deuterated acetonitrile,
the signal is assumed to be due to other hydrogenous compounds, like water impurities.
Therefore the data are fitted using Equation 6.17 which is the expected response for water
diffusion.
Next, I present in Figure 6.16a the normalised response functions of deuterated ace-
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tonitrile within TiO2 nanoparticles (at 290K for the first six Q⃗ groups). Up to 60% of the
hydrogens become immobile. I fit the data using the previous model for water diffusion
(Equation 6.17) but introducing a fraction, 1-x, of immobile molecules as in Section 6.2.2.
The values of a and b are taken from the results of the fit of the data from pure DACN,
leaving x the only fitting parameter. A visual check of the compatibility of this model with
the data is given in Figure 6.16 (same Q⃗ group as in Figure 6.15).
Fig. 6.16: Plot of the normalised response functions for TiO2 nanoparticles immersed in
deuterated acetonitrile at 290K for the first six Q groups (left). Fit of the normalised re-
sponse function of the spectrum of TiO2 nanoparticles immersed in deuterated acetonitrile
at 290K for the first Q⃗ group.
This implies that between 25 and 40 % of the water molecules become immobile upon
introduction of TiO2 in the sample. This is a much bigger effect than what was observed
for pure acetonitrile. A possible interpretation is that the water diffusing freely in pure
deuterated acetonitrile splits into HO– and H+ which then bind to the surface. Therefore the
hydrogens are physically bound to the surface unlike the acetonitrile molecules.
Finally, Figure 6.17 shows the overlay of the normalised response functions of deuter-
ated acetonitrile within TiO2 nanoparticles (in red) and of BINA on TiO2 in deuterated
acetonitrile (in dark green), at 290K for the first six Q⃗ groups.
It is clear that the presence of the adsorbates does not change the signal. This would sug-
gest that the BINA does not move because of the solvent nor does it displace the impurities
at the surface, at least within the time range resolvable by QENS. Two points can be made
to conciliate these findings with the results of Chapter 5 which speculate on a motion of the
molecular monolayer at the microsecond timescale. First, because only 5% of the signal
can be attributed to the response of the molecule BINA, there is a chance that the noise in
the signal makes their dynamics non resolvable. To address this issue it would be necessary
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Fig. 6.17: Surimposition of the normalised response functions for TiO2 nanoparticles im-
mersed in deuterated acetonitrile and TiO2 nanoparticles sensitised with the molecule BINA
and immersed in deuterated acetonitrile at 290K for the first six Q groups.
to either reduce the errors in the data analysis or find a molecular adsorbate with a higher
scattering cross section to get a stronger signal. Second, if we assume that it is true that
the BINA molecules do not move within the QENS time range but do at the microsecond
timescale, one needs to think of a motion mechanism which is activated only at slow time
scales. Then, it is not likely to come from fluctuations of individual molecules (otherwise
one would see a trace in the QENS signal) but potentially of a collective motion of a group
of adsorbates.
6.4 Summary
In conclusion the TiO2 nanoparticles have little influence on the dynamics of the solvent.
QENS data analysed here are consistent with previous work,[10] where a single monolayer
of acetonitrile is thought to be fixed near the surface while the rest of the molecules behave
as in pure liquid. In contrast, the TiO2 nanoparticles greatly affect the diffusion of water,
although only present in the samples as impurity. This would suggest that the aproticity of
the solvent will determine the magnitude of the constrictive effect of the TiO2 nanoparticles
on the diffusion of solvent in DSSC. Furthermore, I can say that the molecular monolayer
is immobile in the sub nanosecond timescale. Shorter times were previously explored with
ab initio Molecular Dynamics (see Chapter 5) revealing only small amplitude vibrations of
the atoms. Although the molecules studied here are model dyes, much smaller than real dye
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molecules with potentially different dynamics, these results seem to suggest that if the dyes
are affected by a large amplitude motion while attached on TiO2, it happens at times longer
than few nanoseconds. In this case it is likely to be a collective motion of the dye monolayer
as opposed to isolated libration of individual molecules.
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CHAPTER 7
CONCLUSIONS
Life is so uncertain - eat dessert first.
In this thesis, I provide a framework for the multiscale simulation of charge transport
within layers of molecular materials at interfaces. Although extendable to other charge
transfer phenomena, my model is developed through the study of the lateral hole diffusion
across dye monolayers as in Dye Sensitized Solar Cells (DSSC). In this context, the hole
diffusion occurs across a monolayer of dye molecules, anchored to the surface of 20 nm
diameter TiO2 nanoparticles. The dyes are assumed to be of one kind leaving the charge
transfer step to be a self exchange reaction. Furthermore, the medium surrounding the dye
monolayer is assumed to be very polar, which in reality can be either liquid acetonitrile
or solid but charged with a high concentration of ions. For each time and length scales I
give a means to compromise between accurate description of the system and computational
cost. In particular, I focus on the incorporation of solvent effects on the calculation of
the reorganization energy of charge transfer as well as on the influence of the dynamical
configurational disorder on hole diffusion coefficients.
7.1 Effect of polar solvents on the reorganization energy of
hole exchange
In DSSC the medium surrounding the dye molecules is highly polarisable, due to both the
polarity of the solvent and the high concentration of added ions. This constitutes an addi-
tional energy cost to the charge transfer process which cannot be neglected while estimating
the kinetics of hole hopping between dyes. Using Marcus’s formalism, I express this en-
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ergy cost through the total reorganization energy, sum of the inner-sphere (dye specific) and
outer-sphere (solvent specific) reorganization energies. I propose a simple method to calcu-
late both contributions from ground state DFT calculations combined with the Polarisable
Continuum Model (PCM). The method is an extension of the "four points energy calcula-
tion" commonly used to estimate the inner-sphere reorganization energy. The behaviour of
the model had been tested against experimental data as well as Marcus’s analytical descrip-
tion of the solvent reorganization energy. It is proven here to capture adequately the effect of
the solvent polarity on the reorganization energy of charge transfer. I show that the solvent
contribution is much bigger than the contribution of the molecule itself (around 0.2 and 0.7
eV for the inner and outer-sphere reorganization energy respectively). This 0.7 eV differ-
ence in the value of the reorganization energy when incorporating solvent effects results in
a three order of magnitude difference in terms of hole diffusion coefficient, offering a better
replication of experimental trends.
Future work
In the current model the reorganization energy is estimated from DFT calculations on
isolated dye molecules. However, I have also shown in this thesis that configurational dis-
order was to be accounted for to realistically simulate the dye monolayer. I suspect that this
configurational disorder may have an effect on the inner-sphere reorganization energy. More
specifically, I expect the Coulomb interaction between a neutral and cationic dye at short
intermolecular separation to compete with the nuclear repulsion. A quantitative assessment
of these energy terms would require calculations on the pair of molecules involved in the
charge transfer, i.e. one neutral and one cationic dye. As conventional DFT will fail to
adequately localised the excess charge, I will turn to more sophisticated methods such as
Charge Constrained DFT as implemented in NWChem. If the incorporation of electrostatics
and configurational disorder reveal important energy differences, another factor would also
need to be quantified more accurately: the site energy differences between neighbouring
dyes. In this thesis I assumed that it was equal to zero since the charge donor and acceptor
are molecules of the same chemical structure. However, this assumption may break down
when including the aforementioned effects and the comparison of the reorganisation energy
with the experimental activation energy would be affected.
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7.2 Effect of the molecular packing on the kinetics of lat-
eral hole diffusion
The dye monolayer anchored on TiO2 nanoparticles is expected to be disordered, i.e. the
dyes are not expected to form a molecular crystal. In this work I quantify the influence of
the configurational disorder on the electronic coupling and the kinetics of intermolecular
hole transfer. The system I aimed to simulate is composed of a monolayer of indolene dyes,
anchored on a nanocrystalline Anatase (101) TiO2 surface. I combined quantum chemical
calculations of electronic structure and coupling with rigid packing optimisation and kinetic
Monte Carlo to include conformational dynamic changes within the transport simulation. I
show that the tethered motion of dyes at the microsecond timescale could explain the ob-
served macroscopic transport properties by passing holes between neighbouring molecules
more efficiently.
Future work
At present the effect of molecular fluctuations on the kinetics of hole diffusion is es-
timated for two indolene dyes. It would be interesting to extend the study to other types
of dyes to see if the magnitude of the effect is case specific. To offer a complete model
of charge transport across disordered molecular monolayer, one would also need to look at
the effect of disorder in site energies, dye attachment and provide a proper thermodynamic
treatment of the dye conformations. In parallel, the work done in acquiring pair geometries
which simulate a disordered dye monolayer can be used straightforwardly to study other
properties of charge transport. The electronic coupling is a quantity very sensitive to the
relative orientation of the charge donor and acceptor. It is possible that the influence of the
configurational disorder scales differently for other parameters such as, for example, the
reorganization energy as discussed above.
7.3 Dynamics of the dye monolayer
To explain measured hole diffusion coefficients I hypothesised on the timescale of a simu-
lated rearrangement of the dye monolayer. More specifically, I showed that large amplitude
molecular fluctuations at the microsecond time scale can explain experimental trends. To
consolidate this theory, I analyse Quasi Elastic Neutron Scattering (QENS) data on dye sen-
sitized TiO2 nanoparticles. Inelastic neutron scattering allows to identify the geometry of
the slow motion of individual molecules in the sub nanosecond timescale. I show that the
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dyes are immobile within tens of picoseconds and few nanoseconds. It is unlikely that the
dyes would slowly librate at the microsecond timescale while being immobile at shorter
times. Consequently, I further speculate that the structural rearrangement of the dye mono-
layer originates from a collective motion of groups of molecules, not visible by QENS.
Additionally, I quantified the constricting effect of the TiO2 nanoparticles on the diffu-
sion of acetonitrile. It seems that less than 5% of acetonitrile molecules are immobilised by
the metal oxide, while the rest diffuses as in pure liquid. In contrast, water, although only
present in the system as an impurity, was strongly affected. Therefore, it seems that aprotic
solvents are more likely to diffuse freely within a network of TiO2 nanoparticles. This is
of interest for the design of experimental systems which rely on the good circulation of the
electrolyte to compensate the charges generated when the DSSC is in operation.
Future work
The collective motion of molecules cannot be studied with inelastic neutron scatter-
ing. Experimental characterisation of this phenomenon will require another procedure alto-
gether. As a starting point I would like to identify possible driving forces for this motion
using Molecular Dynamics. To do so I will need a simulation box with several molecules
anchored to a TiO2 slab and immersed in solvent. This is computationally expensive, es-
pecially because the organic-inorganic interface is not easily describable with force fields.
However recent work by Schiffman et al. on the simulation of the interaction between ace-
tonitrile and TiO2 may help to address some of these issues. I believe that, using the smaller
model dyes as for the QENS experiments, one may get insight into the speculated collective
rearrangement of a dye monolayer. It would also be interesting to try to find an experimen-
tal system where a higher fraction of the signal could be attributed to the adsorbates on the
TiO2 nanoparticles. This can be done either by reducing the noise (removing water) or find
adsorbates relevant for DSSC with an even higher number of hydrogens.
APPENDIX A
OUTER-SPHERE REORGANIZATION ENERGY IN THE PRESENCE
OF IONS IN THE SOLVENT
Here we derive the apparent dielectric constant, ε¯st , accounting for the presence of ions
in solvent. We assume that the charged molecule is localised in a sphere (region I) and
surrounded by a continuum (region II) where ions are present. We make use of the Poisson
equation to relate the electrostatic potential in each region to the charge density,
∇⃗2φ (⃗r) =−ρ (⃗r)
ε
. (A.1)
The charge density inside region I is expressed as a point source:
ρ I (⃗r) = qδ (⃗r), (A.2)
that is integrated according to Equation A.1 into:
φ¯ I(r¯) =
k¯
4π r¯
+A, (A.3)
where A is the integration constant and k¯ = q
2
kBTε0LD with LD the Debye length.
We use Boltzmann equation to express the charge density in region II due to the solvated
ions:
ρ II (⃗r) =∑
i
ziqn0i exp(−
ziqφ (⃗r)
kBT
), (A.4)
where zi is the charge on ion i and n0i is the solvent concentration of ion i.
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After linearisation we can easily find two particular solutions to the Poisson equation:
φ¯1(r¯) =
exp(r¯)
r¯
, φ¯2(r¯) =
exp(−r¯)
r¯
, (A.5)
which give the basis for the general solution:
φ¯ II(r¯) = Bφ¯1(r¯)+Cφ¯2(r¯), (A.6)
where B and C are two constants.
The three integration constants A, B and C are determined with the boundary conditions.
Boundary Conditions.
The total screening of charges at infinity gives the first condition :
lim
r→∞φ
II(r) = 0. (A.7)
The continuity of the potential at the interface between the two regions yields Equations
A.8 (condition on the potential) and A.9 (condition on its first derivative) :
φ I(a) = φ II(a) (A.8)
ε0
∂φ I(r)
∂ r
= ε0εs
∂φ II(r)
∂ r
(A.9)
Solution.
It results in:
φ I(r) =
q
4πε0r
− q
4πε0a
εs( aLD +1)−1
εs( aLD +1)
, (A.10)
(where LD is the Debye length, see expression below), and
φ II(r) =
qexp(a−rLD )
4πε0εsr( aLD +1)
. (A.11)
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At the boundary, (r = a),
φ II(a) =
q
4πε0εsa( aLD +1)
. (A.12)
The apparent dielectric constant can then be defined as ε¯st = εst
[
1+ aLD
]
such that the
outer-sphere reorganization energy can then be derived based on the model provided by
Marcus [1] when he derived Equation 4.1. It appears to also be consistent with the deriva-
tions given in [2]. We get:
λo =
1
εop
[
1
a
− 1
R
]
+
1
ε¯st
[
e
a−R
LD
R
− 1
a
]
, (A.13)
where
ε¯st = εst
[
1+
a
LD
]
with LD =
√
ε0εstkBT
2q2n0
. (A.14)
Kuznetsov also made use of the Debye-Huckel model to predict the "ionic atmosphere"
of the reorganization barrier for symmetrical electron transfer reactions. [2] While he di-
rectly gives an expression for the electrostatic potential of spherical reactants, we offer here
a rather detailed derivation. Furthermore, in his case, he discards the optical term of the
reorganization energy as to only count for the slow charging of species. It results in ex-
pressions for reorganization energy which, unlike ours in Equation A.13, are independent
of εop.
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APPENDIX B
QENS DATA FITTING PROCEDURE
B.1 Mathematica program for the fitting of QENS data
The input of the program are the sample and vanadium QENS spectra exported from DAVE.
All spectra are cropped around the energy range [-0.55 ; +0.55] meV to minimise round off
errors. All data are rebinned from a energy width of 1 to 3 µeV to improve statistics.
In MATHEMATICA, the inverse Fourier Transform is defined as:
ur =
1
n(1+a)/2
n
∑
s=1
vse−2πib(r−1)(s−1)/n. (B.1)
where vs is the list of data and (a,b) are user defined parameters. The value of a can be
chosen arbitrarily as it cancels while calculating the response function R(Q⃗, t). The value
of b is chosen according to Equation 6.2. Therefore I set (a,b) = (−1,−1). Special care is
required to convert from the QENS energy step to time step. This is because the variable
from the scattering data is energy (proportional to angular frequency) while the inverse
Fourier transform in Mathematica deals with ordinary frequency. In practice this means that
an additional factor of 2π is needed to map one space into another:
2π 2π f︸︷︷︸
ω
↔ 1
t
(B.2)
where t is the time, f the ordinary frequency, proportional to the angular frequency ω
related in turn to the energy (E = h¯ω). This implies that the time step in the MATHEMATICA
program is calculated from the energy step in DAVE according to:
∆t =
1
2π ∆Eh¯
. (B.3)
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With ∆E = 0.003 meV it gives ∆t = 34.9 ps.
B.2 Relationship between the diffusion coefficient and the
time constant of the intermediate function.
For translational diffusion, Iinc(Q⃗, t) is defined as:
Iinc(Q⃗, t) = e−D|Q⃗|
2|t|. (B.4)
Therefore, using the ordinary frequency, f , as in MATHEMATICA, the scattering law,
Sinc(Q⃗, f ), can be derived.
Sinc(Q⃗, f ) =
∫ +∞
−∞
I(Q⃗, t)e−i2π f tdt
=
∫ 0
−∞
eD|Q⃗|
2te−i2π f tdt+
∫ +∞
0
e−D|Q⃗|
2te−i2π f tdt
=
[
e(D|Q⃗|2−i2π f )t
D|Q⃗|2− i2π f
]0
−∞
+
[
−e
−(D|Q⃗|2+i2π f )t
D|Q⃗|2+ i2π f
]+∞
0
=
1
D|Q⃗|2− i2π f +
1
D|Q⃗|2+ i2π f
=
2D|Q⃗|2
(D|Q⃗|2)2− (i2π f )2
=
2D|Q⃗|2
(D|Q⃗|2)2+4π2 f 2
=
2
4π2
D|Q⃗|2
(D|Q⃗|2)2
4π2 + f
2
=
1
π
D|Q⃗|2
2π(
D|Q⃗|2
2π
)2
+ f 2
(B.5)
Sinc(Q⃗, f ) is a lorentzian function, centred on f = 0 with half-width half maximum :
Γ = D|Q⃗|
2
2π . Therefore, the intermediate function will be an exponential of time constant Γ.
From the fit one gets Γ in iterations−1 which ought to be converted into real time using ∆t.
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It is then expressed according to Equation B.5 as:
c
∆t
2π = D|Q⃗|2 (B.6)
B.3 Estimated width for translational and rotational dif-
fusion of acetonitrile
In previous work , Kunz et al [1] measured the translational and rotational diffusion coeffi-
cient of acetonitrile at T=298K by QENS. They used a model incorporating the contribution
of both translational and rotational degrees of freedom. More specifically, they express the
incoherent scattering function as :
Sinc(Q⃗,E)= e−
βE
2
A1(Q⃗)π [∆ET (Q⃗)][∆ET (Q⃗)]2+E2︸ ︷︷ ︸
Lorentzian1
+
A2(Q⃗)
π
[∆ET (Q⃗)+∆ER(Q⃗)]
[∆ET (Q⃗)+∆ER(Q⃗)]2+E2︸ ︷︷ ︸
Lorentzian2
+
Background︷ ︸︸ ︷
A3(Q⃗,E)

(B.7)
where the first lorentzian describes the translational diffusion and the second lorentzian the
translational and rotational diffusion. The Half Width Half Maximum of the two lorentzians,
∆ET and ∆ET +∆ER, that I will call Γ1 and Γ2 to simplify the notations, depend on the
diffusion coefficients Dtrans and Drot . I estimate the coefficients at 250, 270 and 290K from
the ones at 298K given in [1] using the activation energies measured in [2] (see Table B.1).
I then estimate the Half Width Half Maximum of the two lorentzians at 250, 270 and 290K
(see Table B.2) to see whether to include the rotation in the analysis of my data.
Table B.1: Estimation of the translational and rotational diffusion coefficients at T=250,
270 and 290K. We assume an Arrhenius type relationship from the coefficients at T=298K
measured in [1]. We use the activation energies given in [2]. NB: the error on the coefficients
at 298K is +/- 0.2 cm2.s−1 and +/- 0.2 rad.s−1 but no errors are given for the activation
energies.
T / K Dtrans / cm2.s−1 Drot / rad.ps−1
250 1.66 ×10−5 0.191
270 2.54 ×10−5 0.283
290 3.67 ×10−5 0.396
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Table B.2: Calculated half width half maximum for the two lorentzians of Equation B.7.
We assume a split of the data in 10 Q-groups for each temperature. The cells coloured in
light and dark grey highlight the cases where the lorentzian will be part of the elastic peak
(FWHM < 25µeV ) and background (HWHM > 400µeV ) respectively.
250 K 270 K 290 K
Q / Å Γ1 / µeV Γ2 / µeV Γ1 / µeV Γ2 / µeV Γ1 / µeV Γ2 / µeV
0.270748 7.99 259.43 12.26 384.81 17.73 539.03
0.485553 25.71 277.14 39.45 411.99 57.03 578.32
0.693653 52.48 303.91 80.50 453.04 116.38 637.68
0.892549 86.88 338.32 133.29 505.83 192.70 713.99
1.0794 127.07 378.50 194.94 567.48 281.82 803.12
1.25159 170.84 422.28 262.09 634.63 378.91 900.21
1.40696 215.89 467.33 331.20 703.75 478.83 1000.12
1.54338 259.79 511.22 398.55 771.09 576.18 1097.48
1.65892 300.14 551.58 460.45 832.99 665.68 1186.97
1.7521 334.81 586.24 513.63 886.17 742.56 1263.86
B.4 Estimation of the fraction of QENS signal due to the
dynamics of the adsorbates on the TiO2 surface
The intensity of the QENS signal (I) is proportional to the cross section (σtot) of the nuclei
in the system which scatter the neutrons. When several components are present like the
metal oxide and the solvent for example, one can estimate how much of the total signal
(Itot) is expected of the molecules INA or BINA (Idye). When there is no solvent, it is:
Idye
Itot
=
σdye
σdye+ yσTiO2
, (B.8)
where σi is the total scattering cross section (i.e. incoherent and coherent cross section) of
the component i. y is the quantity of TiO2 with respect to the quantity of dye in the system.
It can be defined with the masses, m(i), and the molecular weight, M(i) as:
y =
m(TiO2)
m(dye)
M(dye)
M(TiO2)
. (B.9)
When the solvent is also included in the sample, the part of the signal due to the dye is:
Idye
Itot
=
σdye
σdye+ yσTiO2 + zσdACN
, (B.10)
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with z the quantity of deuterated acetonitrile with respect to the quantity of the dye:
z =
m(dACN)
m(dye)
M(dye)
M(dACN)
. (B.11)
Given that the samples were made with 0.048g and 0.053g of INA and BINA for 3
g of TiO2 and 1.97g of dACN, one can use the cross sections given below to calculate:
IINA|no solvent ∼ 24%Itot , IBINA|no solvent ∼ 22%Itot and IBINA|solvent ∼ 5%Itot .
Scattering cross sections
The scattering cross section of each atomic type was taken from reference [3].
σINA deprotonated = 4σH +6σC +2σO+σN
= 4×81.66+6×5.55+2×4.23+11.50
= 379.9 (B.12)
σBINA deprotonated = 6σH +12σC +4σO+2σN
= 6×81.66+12×5.55+4×4.23+2×11.50
= 596.48 (B.13)
σhACN = 3σH +2σC +σN
= 3×81.66+2×5.55+11.50
= 267.58 (B.14)
σdACN = 3σD+2σC +σN
= 3×7.64+2×5.55+11.50
= 45.52 (B.15)
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σTiO2 = σTi+2σO
= 3×4.04+2×4.23
= 12.5 (B.16)
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