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Fakulteta za računalnǐstvo in informatiko
Lojze Žust
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Abstract
Title: A deep learning method for storm surge forecasting
Accurate short-term sea level forecasting is essential for early detection
of extreme sea level events such as storm surges in order to ensure public
safety and reduce the impact on coastal economies. Sea level is mainly influ-
enced by astronomic and atmospheric factors. We propose HIDRA, a novel
residual approach to sea level forecasting – by estimating and subtracting
the astronomic influence from the tidal signal using standard physics-based
approaches, we disentangle the two influences and build a network to fully
focus on the more complex atmospheric-based part of sea level fluctuations.
HIDRA introduces a trainable atmospheric spatial encoder and feature fusion
of atmospheric and tidal features into an end-to-end network, which enables
discriminative feature construction for the task of sea level prediction. Eval-
uation on two sea level forecasting tasks (Koper and Acqua Alta) demon-
strates a great generalization capability of HIDRA. In comparison with the
state-of-the-art numerical NEMO model, HIDRA achieves 38% lower RMSE
in general and 41% lower RMSE on storm surge events, while having vastly
lower computational complexity – HIDRA achieves more than half a million
times lower CPU times, producing predictions in a fraction of a second and
thus significantly reducing the energy footprint of sea level prediction.
Keywords
sea level, forecasting, tide, storm surges, deep learning

Povzetek
Naslov: Metoda globokega učenja za napovedovanje poplavljanja morja
Natančne kratkoročne napovedi vǐsine morske gladine so ključne za pravo-
časno detekcijo ekstremnih dogodkov, zagotavljanje varnosti prebivalstva in
omejitve povzročene ekonomske škode. Astronomski in vremenski vplivi
predstavljajo glavni del sprememb vǐsine morske gladine. V delu predla-
gamo metodo HIDRA, ki predstavlja nov, residualen pristop za napovedova-
nje vǐsine gladine – z ločenim modeliranjem in odstranitvijo astronomskega
vpliva iz plimnega signala, ločimo posamezna vpliva ter zgradimo mrežo v
celoti posvečeno modeliranju kompleksneǰsega vremenskega vpliva na spre-
membo vǐsine gladine. HIDRA uvaja učljiv prostorski vremenski kodirnik
ter fuzijo informacij vremenskega in plimnega vpliva v celovito mrežo, ki
omogoča pripravo diskriminativnih značilk za problem napovedovanja vǐsine
morske gladine. Analiza na dveh ločenih podatkovnih zbirkah za napovedo-
vanje vǐsine gladine (Koper in Acqua Alta) kaže visoko generalizacijsko spo-
sobnost predlagane metode. V primerjavi s trenutno najbolǰsim numeričnim
modelom NEMO, HIDRA doseže 38% manǰsi RMSE v splošnem in 41%
manǰsi RMSE na poplavnih dogodkih. Hkrati ima HIDRA mnogo manǰso
računsko kompleksnost ter skraǰsa procesorski čas izvajanja metode za fak-
tor več kot pol milijona, na manj kot sekundo in posledično bistveno zmanǰsa
energijski okoljski odtis napovedovanja vǐsine morske gladine.
Ključne besede
vǐsina gladine, napovedovanje, plima, poplavljanje, globoko učenje

Razširjeni povzetek
Ekstremna nihanja morske gladine predstavljajo veliko nevarnost za obalna
mesta, njihove prebivalce in ekonomijo. Severni Jadrán je zelo plitev in
posledično še posebej občutljiv na spremembe vǐsine gladine – nizko stanje
gladine preprečuje vstop tovornim ladjam, visoko stanje pa povzroča obsežne
obalne poplave (npr. Piran, Benetke) in erozijo. Natančne napovedi vǐsine
morske gladine so zato ključne, za pravočasno zasnovo protiukrepov, zaščito
prebivalstva in omejitev povzročene škode.
Na vǐsino morske gladine vplivata dva glavna faktorja – astronomski in
vremenski. Najnižja in najvǐsja stanja morske gladine so rezultat specifičnih
kombinacij vremenskega in astronomskega vpliva. Astronomski vpliv je po-
sledica gravitacijskih sil astronomskih teles na morsko maso in se odraža
v predvidljivih kvazi-periodičnih oscilacijah, ki jih posledično lahko precej
natančno modeliramo. Vremenski vpliv pa je v glavnem sestavljen iz krat-
koročnega vpliva vetra in zračnega tlaka na morsko gladino. Le-ta je zaradi
kaotične narave vremenskih sistemov precej bolj težaven za modeliranje.
Zaradi posebnih geografskih lastnosti Jadránskega morja (ozko in plitvo),
je vremenski vpliv na morsko gladino še posebej izrazit in nepredvidljiv. To
predstavlja precej težav za deterministične numerične oceanske modele. S
pojavom numeričnih vremenskih ansamblov se je pojavila tudi možnost an-
sambelskih napovedi vǐsine gladine. Taki pristopi običajno zahtevajo ogro-
mno računsko moč, kar se odraža v dolgih časih izvajanja metod, kar omejuje
njihovo praktično uporabo.
Metode globokega učenja ponujajo možno rešitev za naštete probleme. V
i
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zadnjih letih se je globoko učenje izkazalo za dragoceno orodje pri modelira-
nju številnih kompleksnih problemov in pogosto prekaša ročno pripravljene
metode. Čeprav učenje globokih modelov zahteva veliko količino podatkov
in računske moči, je kasneǰse napovedovanje numerično zelo preprosto in se
lahko izvaja na običajnem osebnem računalniku.
I Kratek pregled sorodnih del
V zadnjih letih se zanimanje za napovedovanje vǐsine morske gladine z meto-
dami strojnega učenja povečuje. V [1] avtorji predlagajo nov način za upo-
rabo harmonične analize pri ocenjevanju plime. Z uporabo nevronske mreže
izbolǰsajo natančnost napovedi – za vhod v mrežo uporabijo harmonične
komponente, na izhodu pa je vrednost vǐsine gladine. Avtorji pokažejo, da
je naučena metoda primerna tudi za dolgoročne napovedi.
Tudi nekaj drugih raziskovalnih del se ukvarja z dnevnimi ali urnimi na-
povedmi vǐsine gladine. Pri tem uporabijo metode strojnega učenja [2] ali
plitve polno-povezane nevronske mreže [3, 4]. Obseg teh pristopov je ome-
jen in ne upošteva podnebnih vplivov, vendar potrjujejo primernost metod
strojnega učenja za napovedovanje vǐsine gladine morja.
V delu [5] avtorji za napoved urne vǐsine morske gladine uporabijo model
LSTM (angl. long short-term memory) – uveljavljen pristop za modeliranje
zaporedij in časovnih vrst. Na vhodu vpeljejo nove zanimive spremenljivke,
ki vključujejo podnebne spremenljivke (hitrost in smer vetra, zračni pritisk
ob gladini, temperatura zraka), relativne pozicije Sonca in Lune ter pov-
prečne letne temperature. Pristop nakazuje, da lahko z uporabo vremenskih
spremenljivk izbolǰsamo kratkoročno napoved vǐsine gladine. Obseg vremen-
skih spremenljivk v delu je precej omejen – avtorji uporabijo zgolj točko na
napovedni mreži, ki je najbližje merilni postaji vǐsine gladine. Ena točka vse-
buje zelo omejeno količino informacij o stanju vremena in njegovem vplivu na
gladino. HIDRA poveča obseg podnebnih spremenljivk in izlušči informacijo
iz celotne napovedne mreže območja.
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Delo [6] kombinira pristope rekurenčnih nevronskih mrež (LSTM) in kon-
volucijskih nevronskih mrež za modeliranje časovne vrste mesečnih vǐsinskih
slik gladine morja. Cilj in obseg tega dela je precej drugačen od problema,
ki ga naslavlja naše delo, vendar je eno prvih del na področju modeliranja
gladine morja, ki upošteva tako časovno kot prostorsko komponento vhodnih
podatkov.
Problem naslovljen v delu [7] je zelo soroden našemu – napoved vǐsine
gladine z visoko časovno ločljivostjo. Avtorji uporabijo avtoregresivne ne-
vronske mreže za modeliranje vǐsine gladine na podlagi podnebnih in plimnih
vplivov. V delu zmanǰsajo dimenzije vhodnih podnebnih in plimnih podat-
kov z analizo glavnih komponent (angl. principle component analysis, PCA).
Razvit model dosega dobre rezultate in na določenih merilnih postajah celo
premaga numerični simulacijski model NEMO, kar kaže na ustreznost pri-
stopa. Namesto PCA projekcij, ki optimizirajo rekonstrukcijo, predlagamo
učljivo mrežo za ekstrakcijo prostorskih vremenskih podatkov, ki se lahko
prek celovitega učenja fokusira na iskanje najbolǰsih značilnic za problem
napovedovanja vǐsine gladine, kar poveča natančnost na redkeǰsih dogodkih
(npr. poplave). Dodatno, HIDRA uporablja residualni pristop za napove-
dovanje gladine – v nasprotju z [7] HIDRA ne napoveduje celotne gladine,
ampak le razliko med ocenjenim modelom plime in dejansko vǐsino gladine.
Tak pristop omogoča, da mreža celotno zmogljivost posveti težjemu delu na-
povedi gladine, ki je odvisen od lokalnih vremenskih vplivov in ga zato ni
mogoče napovedati z globalnim modelom.
II Prispevki
V tem delu predstavimo metodo HIDRA (angl. a high-performance deep
tidal residual estimation method using atmospheric data) – novo globoko ar-
hitekturo, ki združuje podatke vremenskih in plimnih vplivov v enotno mrežo
za natančne napovedi vǐsine gladine morja. Metoda uporablja nov, residualen
pristop – prispevek astronomske plime se odstrani iz signala vǐsine gladine,
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kar omogoča, da se mreža v celoti fokusira na modeliranje odstopanja od
astronomske plime, ki je v veliki meri odvisno od kratkoročnih vremenskih
in plimnih vplivov. Astronomsko plimo ocenimo ločeno s standardnimi pri-
stopi harmonične analize [8].
V nasprotju z obstoječimi metodami, HIDRA za ekstrakcijo prostorskih
vremenskih značilnic iz celotne vremenske napovedne mreže uporablja učljiv
konvolucijski prostorski kodirnik in tako omogoča tvorjenje značilnic prireje-
nih za nalogo modeliranja vǐsine morske gladine. Časovne vrste vremenskih
in plimnih značilnic so združene v enotni mreži, ki proizvede natančne napo-
vedi do 72-ur v prihodnost. Poleg tega je po naših informacijah HIDRA prva
metoda za modeliranje vǐsine gladine, ki uporablja probabilističen pristop
– vsaka napoved vsebuje tudi oceno intervala zaupanja. Postopek učenja
skupno optimizira kvaliteto napovedi in intervala zaupanja.
III HIDRA
Astronomsko plimo, ki je posledica gravitacijskega vpliva Sonca, Lune in
Zemlje, lahko natačno modeliramo s standardnimi pristopi harmonične ana-
lize [8]. Kratkoročni in nepredvidljivi vremenski vplivi na morsko površino pa
lahko povzročijo kompleksno dinamiko in odstopanja od astronomske plime.
Zato smo razvili mrežo, ki se v celoti fokusira na najkompleksneǰsi del signala
vǐsine morske gladine in napoveduje zgolj odstopanje od ocenjene astronom-
ske plime. Le-ta se ocenjuje z ločenim globalnim modelom na podlagi har-
monične analize. HIDRA je tako zgrajena iz dveh delov: (i) modeliranja
astronomske plime, ki odstrani komponento plime iz signala vǐsne gladine in
(ii) mreže za napovedovanje residualov, ki napove prihodnje residuale glede
na vhodne podatke plimnih in vremenskih vplivov.
S ht označujemo vǐsino morske gladine in s rt residual ob času t. Za na-
povedni čas t0 mreža napove residuale r̂t za interval t ∈ [t0+1, t0+Tmax], kjer
Tmax število prihodnjih ur, ki jih model napoveduje. Ocenjen signal astro-
nomske plime se doda napovedanim residualom, da dobimo končne napovedi
v
vǐsine morske gladine ĥt.
Prihodnje vrednosti vǐsine morske gladine so odvisne od preteklih (in
prihodnjih) vremenskih in plimnih vplivov, zato mreža izračuna napovedi
na podlagi vremenskih tenzorjev It na intervalu t ∈ [t0 − Tmin, t0 + Tmax] in
ocenjenih plim in residualov yt, rt na intervalu t ∈ [t0 − Tmin, t0], kjer Tmin
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Slika 1: Arhitektura predlagane mreže za napovedovanje residualov vǐsine
gladine na podlagi vremenskih in plimnih vplivov. Konvolucijski vremenski
prostorski kodirnik (ASE) izlušči prostorske značilnice vremenski podatkov
za posamezen časovni korak. Časovno zaporedje vektorjev značilnic obeh
podatkovnih virov obdelamo s časovnimi kodirniki. V končni mreži so vre-
menski podatki združeni s časovnim uteževanjem, medtem ko pri plimnih
podaktih ni dodatnega časovnega procesiranja. Združene značilnice obeh to-
kov nato sprocesira polno-povezana regresijska mreža, ki proizvede končne
napovedi.
Arhitektura predlagane mreže (glej Sliko 1) je sestavljena iz dveh podat-
kovnih tokov, ki ustrezata vremenskemu in plimnemu vplivu. Mrežo lahko
razdelimo na več računskih blokov. Vremenski prostorski kodirnik (glej Po-
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glavje III.I) najprej izlušči prostorske značilnice za vsak vremenski tenzor It.
Dva časovna kodirnika (glej Poglavje III.II) nato izluščita časovne značilnice
iz časovnih vrst vremenskih in plimnih značilnic – vremenske značilnice se
združijo z uporabo časovnih uteži, medtem ko plimne značilnice niso dodatno
sprocesirane. Vremenske in plimne značilnice se zložijo v en vektor značilnic,
na podlagi katerega polno-povezana regresijska mreža (glej Poglavje III.III)
proizvede končne napovedi.
III.I Vremenski prostorski kodirnik
Cilj vremenskega prostorskega kodirnika (angl. atmospheric spatial enco-
der, ASE) je ekstrakcija prostorskih značilnic specifičnih za predikcijo vǐsine
gladine. Ker so vremenski podatki prostorske narave, kodirnik temelji na ar-
hitekturi ResNet20 v2 [9], ki izkazuje izjemne rezultate na področju analize
slik. ASE vhodni vremenski tenzor It ∈ R29×37×4 za čas t procesira v vektor
značilnic ft ∈ R256×1.
Arhitektura ASE mreže je prikazana na Sliki 1. Arhitektura je identična
arhitekturi ResNet20 v2 z nekaj izjemami. Vhodnemu tenzorju dodamo pro-
storsko kodiranje sxy – dva kanala, ki vsebujeta relativne (med 0 in 1) x in
y koordinate prostorskih pozicij. ResNet pred odločitvenim nivojem upo-
rabi globalno prostorsko povprečenje. Namesto tega uporabimo dodatno
združevanje s povprečenjem in oknom 2 × 2, da razpolovimo prostorske di-
menzije in dobimo tenzor Ft velikosti 5×4×256. Nato prostorske informacije
združimo z uporabo utežene vsote prostorskih pozicij in učljivih prostorskih
uteži (5 × 4). Le-te so časovno odvisne (različne uteži za različne časovne
odmike od t0). To omogoča mreži, da se fokusira na različne prostorske dele
ob različnih časovnih korakih. Sledi še aktivacija ReLU.
III.II Časovni kodirniki
Po procesiranju vremenskih podatkov z ASE, sta vremenski in plimni vpliv
predstavljena s časovnim nizom vektorjev značilnic. Naloga časovnih kodir-
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nikov je ekstrakckja skupne informacije iz celotne časovne vrste. Dva ločena
časovna kodirnika sta uporabljena v ta namen. HIDRA uporablja nesime-
tričen pristop – utežena vsota po času in učljive časovne uteži so uporabljene
za kodiranje vremenskih podatkov, medtem ko se časovno procesiranje pri
plimnih podatkih ne izvaja. Rezultata obeh časovnih podatkov sta zložena
v enoten vektor značilnic in poslana v mrežo za regresijo residualov.
III.III Regresija residualov
Mreža za regresijo residualov proizvede končne predikcije residualov na pod-
lagi skupne informacije vremenskih in plimnih značilnic. Sestavljena je iz
treh skritih slojev, vsak s po 256 enotami. Napovedi so modelirane s proba-
bilističnim pristopom – namesto ene vrednosti, je napoved posamezne vre-
dnosti vǐsine gladine modelirana z normalno porazdelitvijo. Predikcija ob
času t0 z napovednim odmikom δ, je parametrizirana z dvema vrednostima,
ki predstavljata napovedano residualno vrednost r̂t0,δ in napovedano standar-
dno deviacijo σ̂t0,δ. Napovedni sloj tako vsebuje Tmax× 2 enot. Vrednosti, ki
se interpretirajo kot standardne deviacije transformiramo z uporabo funkcije
softplus, da zagotovimo pozitivne vrednosti. Pri učenju uporabimo cenilno
funkcijo, ki maksimizira verjetnost ciljnih vrednosti glede na napovedane di-
stribucije po enačbi

















V tem poglavju opǐsemo zasnovo in rezultate naših eksperimentov. V delu
izvedemo podrobno analizo prispevkov posameznih komponent HIDRA ar-
hitekture. Metodo HIDRA evalviramo na problemu napovedovanja vǐsine
morske gladine za dve merilni postaji: Koper in Acqua Alta (Benetke). Izve-
demo tudi primerjavo z numerično metodo NEMO, ki je trenutno v uporabi v
Agenciji RS za Okolje (ARSO) za napovedovanje poplav na slovenski obali. V
viii
tem povzetku smo pripravili kratek opis strukture podatkov (Poglavje IV.I),
eksperimentalne metodologije (Poglavje IV.II), rezultate na merilni postaji
Koper (Poglavje IV.IV). Podrobneǰsa analiza in dodatni eksperimenti so na
voljo v celotnem delu (Poglavje 4).
IV.I Podatkovna zbirka
Uporabljena podatkovna zbirka Koper vsebuje urne meritve vǐsine morske
gladine na merilni postaji v Kopru za obdobje 2006-2016. Za ujemajoče ob-
dobje smo pridobili napovedne podatke ansambelskega napovednega sistema
(angl. Ensemble Prediction System, EPS) iz arhiva Evropskega centra za sre-
dnjeročne vremenske napovedi (angl. European Centre for Medium-Range
Weather Forecasts, ECMWF). Vremenski napovedni modeli proizvedejo an-
sambelsko napoved s 50 člani. V učni in testni množici smo uporabili podatke
enega člana ansambla. Vremenske napovedi tvorijo mrežo – vremenski po-
datki zajemajo območje 39◦ - 46◦ geografske širine in 12◦ - 21◦ geografske
dolžine s prostorsko resolucijo 0.125◦. Napovedi imajo časovno resolucijo 3h,
zato uporabimo linearno interpolacijo, da resolucijo povečamo na 1h.
Točke na mreži vsebujejo naslednje vremenske spremenljivke: (i) horizon-
tanlna in vertikalna komponenta hitrosti vetra, (ii) povprečen zračni pritisk
ob morski gladini in (iii) temperatura zraka na 2m. Vpliv vetra na morsko
gladino se odraža z vetrno napetostjo (angl. wind stress), zato podatke o
hitrosti vetra nadomestimo s komponentama vetrne napetosti, ki ju lahko
izračunamo iz komponent hitrosti vetra.
IV.II Eksperimentalna metodologija
Vremenski in plimni podatki so v različnih enotah in skalah, zato izvedemo
standardizacijo podatkov – za vsako vremensko spremenljivko in vǐsino gla-
dine izračunamo globalno srednjo vrednost in standardno deviacijo na učni
množici. Ti podatki se shranijo in uporabijo za normalizacijo vseh vhodnih
in denormalizacijo vseh izhodnih podatkov modela HIDRA med učenjem in
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evalvacijo.
Velikosti časovnih oken vhodnih in izhodnih podatkov HIDRA modela so
določene s parametroma Tmin = 24 in Tmax = 72 (definirana v Poglavju III),
ki smo ju določili v preliminarni analizi. Podatkovno množico razdelimo v
učno, validacijsko in testno množico. Delitev je časovna – prvih 70% časov
sestavlja učno, drugih 10% validacijsko in zadnjih 20% testno množico. Za
posamezno množico izločimo ustrezna časovna okna podatkov za vse veljavne
referenčne čase t0. Čas t0 je veljaven, če so na voljo vsi vremenski in plimni
podatki v ustreznih oknih okoli t0.
Z uporabo zdručevanja s povprečenjem prostorski dimenziji vremenskih
podatkov zmanǰsamo za faktor 2, časovno pa za faktor 4 – vsak časovni korak
je povprečje podatkov štirih ur. Zaradi izredno majhnega števila poplavnih
dogodkov v množici, uporabimo metodo prevzorčenja (angl. oversampling) –
umetno povečamo pojavnost poplavnih dogodkov v učni množici. Poplavne
dogodke določimo s hevristiko, in sicer vsebovani so vsi dogodki, ki prese-
gajo določeno vrednost residuala. Kjer je residual velik, je odstopanje od
napovedane plime veliko, kar pomeni, da je vpliv vremena velik. Ločnico
med navadnimi in poplavnimi dogodki določimo tako, da je pogostost po-
plavnih dogodkov v učni množici približno 2%. HIDRA napoveduje vǐsine v
časovnem intervalu, zato v množico prevzorčenja vključimo vse primere, kjer
je v napovednem intervalu vsebovan vsaj en poplavni dogodek. Takih prime-
rov je v učni množici okrog 10%. Med učenjem učne pakete sestavljamo tako,
da z enako verjetnostjo (50:50) jemljemo primere iz navadne in prevzorčene
množice.
Metoda HIDRA je implementirana v knjižnjici TensorFlow [10]. Pri
učenju uporabimo optimizacijo z metodo ADAM s hitrostjo učenja 0.001
in parametroma β1 = 0.9 in β2 = 0.999. Velikost učnih paketov (angl. batch
size) je 64. Model učimo 30 epoh, vsaka je sestavljena iz 1000 učnih paketov.
Za učenje in evalvacijo uporabimo računalnik s procesorjem Intel R© Xeon R©
E5-1650 v3 s 6 jedri in frekvenco 3.50 GHz ter grafično kartico NVIDIA
GeForce GTX 980. Za napoved astronomske plime in računanje residualov
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uporabimo program TAPPY [11]. NEMO poženemo na računski gruči s pro-
cesorji Intel R© Xeon R© E5-2670 z 8 jedri in frekvenco 2.60GHz. Predikcije
NEMO se računajo vzporedno na 160 procesorskih jedrih.
Pri evalvaciji smo upoštevali naslednje metrike: (i) povprečna absolutna
napaka napovedi (MAE), (ii) koren povprečne kvadratne napake napovedi
(RMSE), (iii) pristranskost metode (angl. bias) – povprečna razlika od prave
vrednosti in (iv) povprečna verjetnost (angl. likelihood) ciljnih vrednosti
glede na napovedano distribucijo.
IV.III Evalvacija metode za Koper
Metodo HIDRA evalviramo na testnih podatkih za merilno postajo Koper.
Rezultati so podani v Tabeli 1. Primeri napovedi modela so prikazani na
Sliki 2. Izbolǰsave napovedi HIDRA v primerjavi z modelom plime so ogro-



















































































Slika 2: Primeri HIDRA napovedi vǐsine morske gladine za postajo v Kopru.
Vsak primer prikazuje predikcije enega zagona modela (prikazan je celoten
napovedni interval). Prikazana je tudi napovedana standardna deviacija na-
povedi in referenčna napoved modela plime, da je viden prispevek modela.
Izvedemo tudi ločeno evalvacijo za poplavne in normalne dogodke. Tudi
na poplavnih dogodkih se HIDRA obnese dobro. RMSE je v tem primeru
12,9 cm, kar je približno 2-krat več kot na normalnih dogodkih, še vedno pa
predstavlja 75% izbolǰsavo v primerjavi z modelom plime. Tudi bias je na
teh dogodkih pričakovano slabši (-9,3 cm), predstavlja pa 81% izbolǰsavo v
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Skupaj MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4,9 6,4 -0,4 0,047
Plima 12,1 15,7 -2,4 -
Normalni d. MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4,8 6,3 -0,2 0,0474
Plima 11,5 14,4 -1,6 -
Poplavni d. MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10,3 12,9 -9,3 0,0253
Plima 49,6 50,4 -49,6 -
Tabela 1: Rezultati metode HIDRA za testne podatke merilne postaje
Koper. Za kontekst so prikazani tudi rezultati modela plime. Poročamo
skupne rezultate in rezultate ločene po normalnih in poplavnih dogodkih.
HIDRA konsistentno izbolǰsa napovedi plime v vseh pogojih.




































Slika 3: Koren povprečne kvadratne napake (RMSE) in povprečna napove-
dana standardna deviacija za testne primere merilne postaje Koper glede na
napovedno delto (a) in velikost residualov (b). Za (b) predikcije razdelimo
v 20 enako širokih skupin glede na residualne vrednosti med 0,01 in 0,99
kvantiloma. Na (b) je prikazan tudi RMSE modela plime.
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primerjavi s plimo.
Na Sliki 3 sta prikazani povprečna RMSE napaka in povprečna napove-
dana standardna deviacija napovedi σ̂ glede na dve različni spremenljivki: (i)
delta napovedi, ki pove koliko v prihodnost so napovedane vrednosti in (ii)
vrednost residuala, ki združi predikcije glede na velikost residuala do plime.
Primeri z večjim residualom predstavljajo kompleksneǰse dogodke, ki jih mo-
del plime ne opǐse dobro.
Pričakovano napaka raste s povečevanjem delte napovedi. RMSE se
poveča od nekje 5,5 cm za kratkoročne napovedi do 7,5 cm za bolj dol-
goročne napovedi (36% povečanje v 72 urnem intervalu). Povečuje se tudi
napovedana standardna deviacija, vendar manj izrazito. Prav tako se napaka
povečuje z večanjem odstopanja od napovedi plime, vendar veliko počasneje
kot napaka modela plime – pri absolutni vrednosti residuala 10 cm je RMSE
HIDRA več kot 50% manǰsi od modela plime, pri vrednosti 30 cm pa že 70%
manǰsi. Tudi standardna deviacija se pravilno povečuje z odstopanjem od
plime.
IV.IV Primerjava HIDRA in NEMO
Metode HIDRA primerjamo z numeričnim modelom NEMO, ki je v uporabi
na ARSO za napovedovanje poplav na slovenski obali. Analizo izvedemo
na ločeni zbirki podatkov za leto 2019 za merilno postajo v Kopru. Po-
datkovna zbirka vsebuje visoko gostoto poplavnih dogodkov v primerjavi z
učno množico. Pri evalvaciji uskladimo urnika napovedi obeh modelov, da
omogočimo direktno primerjavo. Rezultati so prikazani v Tabli 2 in na Sli-
kah 4 in 5. HIDRA daje konsistentno bolǰse napovedi od modela NEMO. V
splošnem HIDRA doseže 38% manǰsi RMSE, na poplavnih dogodkih pa 41%
manǰsi. Razlika med modeloma je konstantna prek celotnega napovednega
intervala in prek različnih residualnih vrednosti.
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Skupaj MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 8,2 10,7 -0,1 0,0332
NEMO 13,2 17,2 -2,8 0,0251
Plima 16,0 21,0 -4,7 -
Normalni d. MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 7,9 10,0 0,6 0,0339
NEMO 12,5 15,9 -1,7 0,0259
Plima 14,0 17,3 -2,2 -
Poplavni d. MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 14,8 19,5 -13,8 0,0196
NEMO 27,0 32,9 -24,4 0,0097
Plima 54,9 56,7 -54,9 -
Tabela 2: Primerjava metode HIDRA in modela NEMO na testnih podatkih
2019 za merilno postajo v Kopru. Za kontekst so prikazani tudi rezultati
modela plime. Poročamo skupne rezultate in rezultate ločene po normalnih
































Slika 4: Primer napovedi metode HIDRA in NEMO modela za poplave
v novembru 2019. Za kontekst je prikazana tudi napovedana plima. Obe
metodi zgrešita prvi vrh, toda HIDRA potem natančno napove drugi vrh,
medtem ko ga NEMO zgreši.






















































Slika 5: Primerjava RMSE metode HIDRA in NEMO modela na testnih




Predlagamo novo, učjivo metodo HIDRA za natančne kratkoročne napovedi
vǐsine gladine morja na podlagi vremenskega vpliva. HIDRA predstavlja
nov, residualen pristop k modeliranju vǐsine morske gladine – plimo oce-
nimo s fizikalnim modelom harmonične analize in jo odstranimo iz signala
vǐsine gladine. Na ta način se HIDRA lahko v polni meri fokusira na najbolj
kompleksen del dinamike morske gladine in posledično občutno izbolǰsa na-
tančnost napovedi. HIDRA vsebuje učljiv prostorski kodirnik za ekstrakcijo
prostorskih informacij vremenskih podatkov. To v nasprotju s preǰsnjimi
rekonsrukcijskimi pristopi (npr. PCA), omogoča enovito učenje modela in
optimizacijo ekstrakcije diskriminativnih značilk za namen napovedi vǐsine
gladine.
Metodo HIDRA analiziramo na podatkovnih zbirkah vǐsine gladine za
merilni postaji Koper in Acqua Alta in jo primerjamo s trenutno najbolǰso
numerično metodo NEMO, ki je v uporabi za napovedovanje poplavljanja na
ARSO. Rezultati kažejo, da se metoda dobro generalizira na različne loka-
cije. V primerjavi z NEMO, HIDRA doseže 38% manǰso napako RMSE in
postavi nov najbolǰsi rezultat, pri tem pa zmanǰsa čas izvajanja metode za
faktor pol milijona. Posledično ima HIDRA mnogo manǰso energijsko porabo
kot NEMO in je bolj okoljsko prijazna, ter predstavlja ogromen preskok na
področju napovedovanja vǐsine morske gladine.
Napaka metode se povečuje z velikimi vrednostmi residuala. Ti redki pri-
meri so zaradi pomanjkanja podatkov še posebej problematični za učljive me-
tode kot je HIDRA. V prihodnosti želimo nasloviti ta problem in analizirati
prevzorčenje in druge metode za povečevanje pomembnosti redkih dogodkov.
Med drugim bi lahko pri učenju izkoristili podatke večih članov ansambla ali
pa uporabili ekspertno znanje NEMO modela za vodenje pri učenju. Drugo
področje možnih izbolǰsav je prilagoditev metode za nepopolne podatke. Tre-
nutno metode HIDRA namreč ni mogoče uporabiti v primeru manjkajočih
vhodnih meritev. V ta namen bi lahko razvili različico metode, ki bi delovala





Extreme sea level fluctuations pose a big threat to coastal towns, their pop-
ulation and economies. The Northern Adriatic is especially sensitive to sea
level changes due to its shallow profile – low sea levels prevent entry to
cargo ships and thus inhibit port activities and coastal economy, while high
sea levels cause substantial coastal flooding, inundation and erosion [12] and
presents a serious threat to Venice, Chioggia, Piran and other coastal towns
and businesses in the region. Due to climate change induced sea level rise,
these unpredictable events are increasing in frequency – in November of 2019
alone, the sea level exceeded 330 cm six times in Koper. For comparison,
this occurred only 10 times before that since the year 2000. Accurate sea
level forecasts are therefore crucial to anticipate such events and deploy ap-
propriate countermeasures, to ensure public safety and limit the resulting
damage.
Sea levels are influenced by two main factors – astronomic and atmo-
spheric. Astronomic influence (i.e. astronomical tide) is the result of grav-
itational forces of the Earth, the Moon and the Sun on the sea mass. It
results in predictable quasi-periodic fluctuations in sea level and can there-
fore be quite accurately modeled and forecasted. Atmospheric forcing, on the
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other hand, consists of wind and air pressure influence on the sea surface.
Sea level highs and lows occur under a specific combination of both influ-
ences. Low sea levels predominantly occur when periods of high atmospheric
pressure coincide with spring tide sea level minimums. High sea levels typ-
ically occur as storm surges during passages of atmospheric cyclones which
manifest themselves as substantial air pressure lows and related winds over
the basin. Due to the chaotic nature of atmospheric events the atmospheric
forcing is much more difficult to accurately model.
Adriatic Sea is an elongated basin with northwest-southeast orientation,
lying in the Northern Central Mediterranean, and it is connected to the east-
ern Mediterranean basin through the Otranto strait at its southern end (see
Figure 4.1). It is 800 km long and 200 km wide and surrounded from all sides
by mountain ridges - the Alps in the north, the Apennines in the west and Di-
naric Alps in the east. These ridges exhibit significant influence on the basin
circulation through topographic control of the air flow, most notably during
strong wind episodes of the northeasterly Bora and southeasterly Scirocco
wind. Scirocco, predominantly directed along the basin long axis, is among
the main drivers of Adriatic storm surges. Northern Adriatic shelf is closed
at its northern end and is the shallowest part of the Adriatic basin. Storm
surges in this part are consequently most pronounced, causing substantial
coastal flooding, inundation and erosion [12].
This high sensitivity to atmospheric influence makes Adriatic storm surges
quite difficult to predict with deterministic numerical ocean models. Even
modest modelling errors in the timing, intensity or trajectory of an atmo-
spheric cyclone often lead to substantial modelling errors in the predicted
sea level. With the onset of numerical ensembles of atmospheric forecasts
it has become feasible to set up operational ensemble sea level forecasts as
well. The results around the world are promising since numerical ensembles
yield probabilistic sea level forecasts along with the forecast error variance
(i.e. [12, 13, 14, 15]). These setups however most often involve a high com-
putational cost: usually tens of runs of basin scale numerical ocean models
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(each forced by a different member of an atmospheric ensemble) need to be
run each day (or even several times per day). Ensemble numerical modelling
may therefore turn out to be prohibitively demanding for those operational or
civil rescue services lacking access to dedicated high-performance computing
facilities.
Deep learning modelling offers a possible remedy to challenges described
above. In the recent years deep learning has proven to be a powerful tool
for solving a variety of complex modelling problems often outperforming
hand-crafted methods. Even though training a deep network may involve
substantial amount of training data and computational resources, the sub-
sequent forecasting itself - even ensemble forecasting - is numerically cheap
enough to be executed in near real time on an ordinary personal computer.
1.2 Related work
In recent years many researchers turned to machine learning as a feasible
option for sea level prediction. In [1] the author proposes an alternative ap-
proach to harmonic analysis for tidal estimation on an hourly scale. A neural
network is used to improve the estimated tide – harmonic constituents are
used as the input, and model predicts the actual sea level value. The author
shows that the trained model is also suitable for long-term tidal prediction.
A couple of other research works focus on daily or hourly sea level pre-
diction using machine learning [2] and shallow fully-connected neural net-
works [3, 4]. Although the scope of the approaches is limited and ignores
the effect of atmospheric forcing, these works show the potential of machine
learning for sea level prediction.
In [5] authors apply long short-term memory networks (LSTM), a well
established method for sequence modelling and time-series prediction, to the
task of sea level modelling at an hourly scale. Interesting additional variables
are introduced as the input of the network. These include atmospheric vari-
ables (wind speed and direction, sea level pressure, air temperature) as well
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as relative positions of the Sun and the Moon and annual global air temper-
atures. The approach shows that atmospheric data and neural networks can
be utilized to improve short-term sea level prediction - the method outputs
predictions for the next time-step (an hour into the future). Although auto-
regressive approach could be used to iteratively generate predictions farther
into the future, the accuracy of such predictions is not evaluated and would
lead to exponential error increase. In contrast, predictions of the proposed
HIDRA model are trained for prediction time intervals, which leads to a
reduced increase in error rates. The scope of the atmospheric data is also
limited in [5] – on that only a single grid point closest to the gauge station
is used, which contains limited information about the atmospheric forcing.
Our approach increases the scope of atmospheric data and extracts spatial
information from a wide area covered by the atmospheric model grid.
In [6] authors use a combination of recurrent neural networks (LSTMs)
and convolutional neural networks to model time-series of monthly spatial
maps describing sea level changes. Although the aim and scope of the work is
very different to the problem we address – authors focus on modelling long-
term temporal (monthly) and spatial sea level changes for a given geographic
area – it is one of the first sea modelling works that considers both spatial
and temporal aspects of the data.
[7] addresses a very similar problem to ours – prediction of sea level with
high temporal resolution. Autoregressive neural networks are used to model
the sea level time-series with addition of atmospheric forcing. The dimension-
ality of forcings is reduced using principle component analysis (PCA). The
models achieve impressive results and even outperform the NEMO-based
model in some tide gauge locations, which shows the suitability of neural
networks for this problem. Instead of using reconstructive dimensionality
reduction of atmospheric forcing, we propose an end-to-end atmospheric en-
coder network that learns to extract features specific for the task of sea level
prediction. This enables the network to learn discriminative features and in
turn improves the results for less frequent events like storm surges. In addi-
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tion the HIDRA method employs a residual approach to sea level modelling
– unlike [7], which models the entire sea level signal, HIDRA models only
the residual to an estimated model of the astronomical tide. This enables
the network to focus solely on the more complex weather-induced part of the
sea level signal, that cannot be estimated by a global model.
1.3 Contributions
We propose HIDRA – a high-performance deep tidal residual estimation
method using atmospheric data. HIDRA is a novel deep architecture that
combines tidal and atmospheric forcing influences for accurate sea level pre-
diction. The method works by disentangling the astronomical tide compo-
nent (which can be accurately estimated using harmonic analysis [8]) from
the sea level signal. This novel approach enables the network to focus solely
on modelling the the residual signal, caused by short-term atmospheric and
tidal forcing influences. We propose a convolutional spatial encoder for ex-
tracting the temporal atmospheric forcing features from a wide geographic
area. Temporal atmospheric and tidal features are combined in an end-to-
end network producing accurate sea level predictions for up to 72 hours into
the future. Key contributions of our work are:
• A novel, residual approach to sea level modelling, which enables the
network to focus on deviations from the astronomical tidal movement,
which are mainly caused by atmospheric influences. We find that mod-
elling residuals to an estimated tidal signal, significantly improves the
quality of predictions.
• CNN-based atmospheric encoder, that allows for end-to-end training
of discriminative feature extraction specific for the task of sea level
prediction. We show the benefits in comparison with the recent state-
of-the-art reconstructive EOF (PCA) approach [7].
• Sea level forecasts with confidence interval estimation. The method is
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trained using a probabilistic modelling approach and jointly optimizes
the quality of both sea level and confidence interval predictions.
HIDRA is thoroughly experimentally analyzed to reinforce our architec-
ture design choices. The proposed method outperforms the NEMO model, a
state-of-the-art physics-based numerical model used in professional sea level
forecasts by a wide margin – HIDRA sets a new state-of-the-art for sea level
prediction by reducing the root mean squared error (RMSE) of NEMO pre-
dictions by 38%, with only a fraction of the computational cost of NEMO
(HIDRA is approximately a million times faster).
1.4 Thesis structure
The remainder of the thesis is structured into four chapters. In Chapter 2
we introduce the deep learning theory and present the methods and the
building blocks used in the network design. The HIDRA model is presented
in Chapter 3. Analysis of the network and its design decisions as well as
comparison with a state-of-the-art numerical sea level forecasting method
NEMO is reported in Chapter 4. Finally, a short summary of the developed
method and evaluation results along with a discussion about the future of
HIDRA is presented in Chapter 5.
Chapter 2
Deep learning
2.1 Convolutional neural networks
In deep neural networks, convolutional neural networks (CNNs) [16, 17] are
often used for encoding information from spatial data. They are based on
the convolution operation and are very good at extracting local and global
spatial or temporal patterns. They are wildly used for feature extraction from
complex structured data (e.g. images [17, 18], sound [16, 19]) as they require
relatively little prepossessing in comparison with standard approaches. CNNs
are composed of multiple layers of different types. In this section we focus
on the layers specific to spatial processing. First we define the convolution
operation, then we describe the two most commonly used layers in CNNs –
convolutional and pooling layer.
2.1.1 Convolution
Convolution is an operation on two mathematical functions which produces
a new function. The new function, a changed version of the first function, is
defined as the integral
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where the function (f ∗ g)(t) is the result of the convolution between f(t)
and g(t). When dealing with discrete values the integral turns into the sum




where f [·] and g[·] are discrete functions. The convolution operation can be
generalized to multiple dimensions. The result of a two-dimensional discrete
convolution between two-dimensional functions f [·, ·] and g[·, ·] is defined as





f [k1, k2]g[n1 − k1, n2 − k2]. (2.3)
The two-dimensional discrete convolution can be better visualized on
a practical example. Let X be a matrix containing the pixel values of a
grayscale image. We will convolve X with a filter (kernel), which can be rep-
resented as a matrix W. The result of the convolution is a matrix Y = X∗W,
where elements of Y are computed by (2.3). Note that in practice the ma-
trices are finite. Given a matrix M, we denote the number of its columns
(width) as wM and the number of its rows (height) as hM. Elements of Y






X[k1, k2]W[n1 − k1, n2 − k2], (2.4)
where εx and εy define the horizontal and vertical size of the neighborhood
of an element, which is considered in the computation of the output element.










See Figure 2.1 for a schematic of a convolution operation. The convolution
kernel is transposed and placed so that its central element covers the input
element. Output element in Y for this input position is computed as the sum






















Figure 2.1: Example of a two-dimensional discrete convolution. Transposed
convolutional filter (1) is placed over a position of the input matrix (2). The
element of the output matrix (3) is computed as a pairwise sum of matching
elements of the kernel and the input matrix. Notice also that the size of the
output matrix is smaller as convolution is not defined for elements near the
edge.
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of pairwise multiplications of covered kernel and input elements. This process
is repeated for each input element in X. If the kernel is not transposed before
the operation, the output is a cross correlation between X and W instead.
The kernel size determines the size of the input element neighborhood that
affects the output – a 3× 3 kernel considers all direct neighbors of the input
element, a 5×5 kernel considers its neighbors as well and so on. We call this
the receptive field of the convolution.
Convolution is widely used in computer graphics and computer vision.
Useful image operations like blurring and sharpening can be implemented
using convolutions. In computer vision it is also used in edge detection and
key-point detection. As the name suggests, convolution is also a key part of
convolutional neural networks. Usually a cascade of multiple convolutional
layers is used to increase the size of the receptive field. During training the fil-
ters of the convolutional layers are optimized to extract relevant information,
so that the training loss is minimized. In the next section we will describe the
specifics of convolutional layers as used in CNNs, as well as other common
layers in CNNs and deep learning in general.
2.1.2 Convolutional layer
Convolutional layer is the basic building block of CNNs. It is defined by the
equation
Y = f(X ∗W + b), (2.6)
where X is the input tensor, Y is the output tensor, W is the weights (filters)
tensor, b is a bias vector and f(·) is an activation function. Let us inspect
the filters W first.
Filters
In Section 2.1.1 we defined the convolution for finite two-dimensional ma-
trices. Images in general contain a third dimension – channels. The images
might have a single channel (grayscale) or three channels (color images), but
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in general the image tensor might have an arbitrary number of channels. The
number of channels changes as the tensors pass through the network. The
convolutional filters therefore need to be three-dimensional – the number of
channels of the filter W must match the number of channels of the input
X. Multi-channel convolution works tha same as the base two-dimensional
convolution, except the convolution results for each channel are summed to-
gether. This can be written as







X[k1, k2, c]W [n1 − k1, n2 − k2, c], (2.7)
where we define cX to denote the number of channels of the tensor X. The
output of such an operation is a single-channel tensor. Convolutional layers
employ multiple filters – the results of each convolution are stacked along the
channel dimension into the output tensor. The number of channels of the
output tensor Y is therefore defined by the number of convolutional filters.
Padding
One might notice that the convolution is not defined near the edges of the
input tensor, as the elements needed to compute the output are missing (see
Figure 2.1). The output of the convolution is thus a bit smaller than the
input. Its size can be computed from the kernel size
wY = wX − 2εx,
hY = hX − 2εy.
(2.8)
This is often not desired when designing the network architecture – adding
or removing convolutional layers changes all the output sizes downstream,
which can break parts of the network and cause unintended side-effects.
To mitigate this issue the input tensor X can be artificially spatially
increased by padding it with zero values. We call this process zero-padding
(or padding for short). The input is padded by the exact amount so that
the outputs retain the same spatial dimension after the convolution. Such
padding is often referred to as same-padding (see Figure 2.2).
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Figure 2.2: Convolution with same-padding of the inputs. Padded elements
are shown as dotted fields. Notice how the size of the matrix is preserved
through the convolution operation.
Stride
The size of the output can also be controlled by the stride parameter. It
controls the density of the convolution. It’s value defines the step (stride) size
along each dimension when moving the convolution window (see Figure 2.3).
Usually the same value is used for both spatial dimension. Stride of 2 for
example means that only every second row and column is considered. This in
turn reduces the size of each spatial dimension in the output by a factor of 2.











where sx and sy denote the stride parameter for x and y axis respectively.
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(a) Convolution, stride = 1. (b) Convolution, stride = 2.
Figure 2.3: Strided convolution. Colored fields in the input matrix show
the central elements for which the convolution is computed. Note how the
number of considered fields change as the stride is increased.
Dilation
Convolution dilation is an alternative approach to increase the percep-
tive field of the convolution. In Section 2.1.1 we saw that the perceptive
field can be controlled by the filter size. But increasing the filter size also
increases the number of model parameters quadratically. Dilation artificially
increases the filter size without changing the number of parameters. This
is done by internal padding of zeros in between each element of the filter
(see Figure 2.4). Unlike spatial pooling we will describe later, this does not
change the resolution of the output feature maps. Dilated convolutions are
thus often used in scenarios where we want to keep the dimensionality of
the data and still increase the perceptive field (e.g. semantic segmentation,
sequence modelling).
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(a) Convolution, dilation = 1. (b) Convolution, dilation = 2.
Figure 2.4: Dilated convolution. Colored fields in the input matrix repre-
sents the trainable kernel elements of the convolution. Notice, how dilation
increases the perceptive field of the convolution.
Bias and activation function
Bias vector b is added to the output of the convolution. b contains cY values
– one value per output channel (or per convolution filter). All values in a
channel are shifted by the respective bias value, that is
Y[i, j, k] = Y[i, j, k] + b[k]. (2.10)
Bias can shift each of the channels independently and thus change the be-
haviour of the activation function for a given channel. This increases the
expressive power of the network.
Shifted outputs are then passed through an activation function, which
introduce non-linearities into the network. Without one, only linear rela-
tionships could be modeled by the network and all the layers of the network
could be simplified into a single linear transformation. In theory any non-
linear function can be an activation function, but in practice the most often
used activations are sigmoid and ReLU.
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Figure 2.5: Sigmoid and tanh activation functions. They are scaled versions
of each other.





which transforms the input values to a range between 0 and 1 (see Figure 2.5).
The transition between 0 and 1 is quite steep, which makes the function ideal
for binary classification (and logistic regression), where we want to predict
whether a sample belongs to a class (1) or not (0). At x = 0 the function is the
steepest and the gradient is the biggest, which results in big update steps. As
the values get closer to each end, the gradients and consequently the update
steps get smaller. As the number of layers increases this soon becomes a
problem. During back-propagation the gradients are propagated backwards
through the network. With each sigmoid the gradients get smaller and due
to the limited precision of float values they can completely disappear. This
is called the vanishing gradients problem. Because of this fact, the sigmoid
function is not well suited for deep networks.
The tanh activation function is also sometimes used. It is very similar to
the sigmoid function – in fact it can be written as a shifted sigmoid
tanh(x) = 2σ(2x)− 1, (2.12)
the main difference being that the domain of tanh is between -1 and 1.
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Figure 2.6: Rectified Linear Unit (ReLU) activation function and its vari-
ants (leaky ReLU and softplus).
ReLU The ReLU (rectified linear unit) activation function returns only
the positive part of its input (Figure 2.6) and can be written as
ReLU(x) = max(0, x). (2.13)
ReLU offers a number of advantages in comparison to sigmoid functions.
First, with random initialization around half of the activations will be inac-
tive (equal to zero), which leads to better performance as the multiplication
with nonactive neurons does not need to be computed. The function is also
computationally much simpler than a sigmoid. The vanishing or exploding
gradients problem is also fixed, as the derivative for x > 0 is constant.
However only the neurons that activate in each step are updated. In
specific conditions, the weights of a neuron can be pushed into a dead state.
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A neuron in such a state will be inactive for all input values and becomes
useless. This often occurs if the learning rate is too big. This problem can be
avoided by using the adapted leaky ReLU (Figure 2.6). Instead of completely
disabling neurons for negative inputs, a very gentle linear function is used
f(x) = max(αx, x);α << 1, (2.14)
where α is a very small value that controls the steepness of the function for
negative input values. Note that using this activation function also decreases
the performance, so it is rarely used in practice.
Softplus (Figure 2.6) is another, smooth approximation of ReLU, defined
by the equation
f(x) = ln(1 + ex). (2.15)
As x goes towards −∞, f(x) converges towards 0, and as x goes towards
∞, the value f(x) converges towards x. Similar to the sigmoid function it is
positive for all values x, but unlike the sigmoid, it is unbounded on the right
side. Due to these properties it is often used in probabilistic modelling for
outputs representing variance or standard deviation, which is strictly non-
negative.
2.1.3 Pooling layers
In Section 2.1.1 we saw that the filter size defines the perceptive field of the
convolution. The perceptive field can be increased by using bigger filters,
but this also lead to an exponential growth in the number of trainable net-
work parameters. Pooling layers are another way to increase the size of the
perceptive field without increasing the number of model parameters. Pooling
layers merge a number of input elements into a single element of the output
and consequently reduce the tensor’s spatial size. This reduces the size of
structures in the feature maps and allows consequent convolutional layers to
have a bigger perceptive field despite using small filters.
Pooling layers operate independently for each channel of the input. Sim-
ilar to convolutional layers, pooling layers operate in a given window size.
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Elements that fall into the window are combined using one of two measures.
Average pooling combines the elements by computing their mean value.
The operation is equivalent to a two-dimensional convolution, where





where N is the number of elements in the filter W . It is often used to
reduce the spatial dimension of CNN outputs before the classification
on regression layers.
Max pooling combines the elements by computing their max value. Strong
activations are propagated to the next layer and are not lost during
averaging. It is often used in between convolution layers to increase
the perceptive field.
In practice pooling layers most often use a window size of 2× 2 and a stride
of 2, effectively down-scaling the tensors by a factor of 2 on each spatial
axis. Global pooling is also used sometimes in practice – the pooling here
is computed on the entire spatial dimension, effectively removing the spatial
component. This is useful for networks with varying input sizes – global
pooling ensures fixed output sizes.
Pooling with convolutional layers
As mentioned in Section 2.1.2 the stride parameter of the convolutional layer
can be used to downsample the input tensor. In contrast to normal pooling
methods which are fixed, the convolutional pooling is able to adapt for the
given task. Note, however, that some operations cannot be reproduced us-
ing convolutions (e.g. max pooling). Experimental analysis [20] shows that
convolutional pooling can be used to replace traditional max-pooling layers
without changes in model performance.
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2.1.4 Dense layer
Dense layer or fully-connected layer connects every input element with every
output element by a trainable weight. The output element is computed as
a dot product of inputs and the respective weights. Bias is also added. The
layer is thus described by the equation
Y = f(XW + b), (2.17)
where X is the input matrix, W a weight matrix, b a bias vector and f(·) an
activation function. Dense layers introduce a large number of model param-
eters and are thus usually used near the very end of deep neural networks –
at the decision (or prediction) level, after the convolutions and pooling layers
extract the spatial features.
Dense layer at the level of channels can also be implemented using con-
volutional layers – if a kernel size of 1 × 1 is used, each filter will compute
a weighted linear combination of input channels. Input and output channels
are thus fully-connected.
2.1.5 Dropout layer
Deep neural networks (especially dense layers) contain a large number of pa-
rameters and tend to overfit on training examples. This can be addressed in
multiple ways. Ideally the dataset size should be increased, which prevents
the model from memorizing the inputs. However, this is often impossible
or very expensive in practice. Another way is to simplify the model. This
decreases the number of parameters and forces the model to generalize. How-
ever this also reduces the expressive power of the network and decreases a
its ability to model complex relationships.
Overfitting often happens in the lower dense layers which contain a large
amount of parameters. The model can quickly learn to rely on a few neuron
activations, rendering the rest of them redundant. The dropout layer tries
to mitigate this issues by randomly disabling a portion of neural activations
20 CHAPTER 2. DEEP LEARNING
each forward pass. This forces the network to spread the flow of information
through the neurons as wide as possible. During inference the dropout layer
is disabled and the network can use its full capacity. Models trained using
dropout tend to generalize better and are more robust to variation in data.
2.1.6 Batch normalization
In recent years layer normalization techniques have become a common part
of deep neural networks. Among them batch normalization is the most com-
monly used. It was introduced in [21] and works by standardizing the data
passed through it. During training the standardization parameters are com-
puted from the batch statistics. Batch normalization centers each input





where µi and σ
2
i are the batch mean and variance of parameter xi and ε is a
small value added for numerical stability. Authors show that the use of batch
normalization between layers increases the training speed and decreases the
correlation between layers (layers don’t depend on the output of previous
layers as much). The effectiveness of batch normalization depends on the
batch size – for small batches the computed mean and variance values are
less stable. Recent research shows that other normalization techniques might
be more suitable for small batch sizes [22].
During inference a common scenario is to predict a single example, thus
the batch normalization approach cannot be used to center the data. Most
implementations of batch normalization address this issue by estimating the
global mean and variance of each parameter xi during training and then using
the estimated values to center data during inference. The global mean and
variance are usually estimated by an exponential moving average of batch
means µi and variances σ
2
i .
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2.2 Sequence modelling
In this section we describe common approaches for sequence modelling tasks
and feature extraction from temporal data. We introduce the LSTM model
(Section 2.2.1) and the TCN model (Section 2.2.2).
2.2.1 Long Short-Term Memory
Figure 2.7: A cell of a recurrent neural network. Hidden state is passed
recurrently to the next time-step. Source: [23]
Long Short-Term Memory (LSTM) [24] models are a type of a recurrent
neural network (RNN), which are neural networks designed for sequence pro-
cessing and contain recurrent connections (loops) in the architeture. RNNs
cells have an internal state (memory) – the output of the cell (and the new
internal state) depends not only on the input (current element in the se-
quence), but also on the previous internal state of the cell. Figure 2.7 shows
the architecture of a basic RNN cell. The cell uses three dense layers to pro-
cess the previous internal state (i), to process the input (ii) and to compute
the output from the current internal state (iii). In theory the internal state
should be able to extract the important information about the already seen
elements of the sequence to help with current prediction. The last output
should be able to encode the information about the entire sequence. How-
ever, due to the vanishing and exploding gradients problem, the RNN cells
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become very unstable and impossible to train for anything but very short
input sequences.
Figure 2.8: A Long Short-Term Memory cell. The cell contains two re-
current lanes: the hidden state (bottom lane) and memory state (top lane).
Memory cell data is controlled with a forget gate (left), an input gate (mid-
dle) and an output gate (right). Source: [23]
The LSTM model addresses this issue by introducing a memory cell and
a series of gates that control the flow of information through the cell (see
Figure 2.8) – an input gate which controls which information is added to the
memory, a forget gate which controls which memory to erase and the output
gate, that controls how the memory effects the new hidden state. Instead of
multiplications that lead to the exploding/vanishing gradients problem, the
information is added to the memory cells via a controlled addition. All gates
are controlled by the current hidden state and the input. As a result, LSTM is
able to capture much longer dependencies and is still widely used for various
sequence processing tasks (time series forecasting, language models, etc.).
Although new approaches (Transformers, TCNs) were introduced in recent
years that improve the accuracy and the performance of the methods for
some domains (natural language processing), LSTMs remain a time-tested
robust baseline approach for many tasks.
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2.2.2 Temporal Convolutional Networks
Temporal Convolutional Networks (TCN for short) [25] is a variation of con-
volutional neural networks designed specifically for sequence modelling tasks.
Unlike RNNs, which process the input sequence sequentially, TCNs use con-
volutions over the entire sequence. This enables parallelism and greatly in-
creases the performance and training speed. TNCs were tested on a variety
of different tasks and exhibit comparable or better results than LSTM and
other RNNs.
Figure 2.9: A visualization of a stack of dilated causal convolutions with
filter size k = 2. Observe how the information only flows forward in time
and how each dilation increase affects the perceptive field. Source: [19]
The architecture of TCN networks consists of multiple TCN blocks, where
each block is composed of two convolutional layers. One-dimensional convo-
lutions over the temporal dimension are used to encode the temporal infor-
mation. Dilated convolutions (see Section 2.1.2) are introduced after the first
block to increase the receptive field of the network – the dilation increases
exponentially (with the power of 2) with each TCN block (see Figure 2.9).
Another characteristic of TCNs is the use of so called causal convolutions – by
asymmetrically (from the left) padding the input sequences, the information
can only flow in the direction of time. Similarly to a RNN the TCN model
generates an output for each element in the input sequence. For sequence
encoding only the last output is used, which contains the information about
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the entire sequence.
2.3 Model training
A deep neural network is trained by optimization of a loss function. The loss
function describes the error the model made with its predictions in relation
to the ground truth data. The goal of the optimization is to minimize the
loss function over the entire dataset. In practice this is done iteratively with
the stochastic gradient descent (SGD) [26] or a similar gradient approach
(RMSprop, AdaGrad, Adam) [27]. The loss is computed on the training data,
then model weights are updated by moving in the opposite direction of the
loss gradients. The loss function gradients with respect to the layer weights
are computed using the backpropagation algorithm [28] which enables efficient
gradient computation by applying chain rule to iteratively compute gradients
up the network. During training the model weights converge towards a local
optimum.
Ideally, the loss and weight updates would be computed for the entire
dataset at a time. In practice however, this would be too inefficient. Dataset
examples are thus divided into smaller batches and the loss and weight up-
dates are computed for a single batch. This is necessary to fit the model
tensors into GPU memory. However, the batch size should be as big as
possible – big batch sizes stabilize the training and batch normalization.
2.4 Probabilistic modelling
Machine learning models and the data are never perfect – models make
prediction errors and the data contains uncertainty. Moreover, the uncer-
tainty of the predictions often depends on the input – for example for out-
of-distribution input samples (sampled from a different distribution than the
training samples) the prediction is usually more uncertain in comparison to
well-represented regions. For critical applications like sea level modelling it
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is crucial to estimate the the confidence (i.e. probability) of the model’s
predictions for a given input. Probabilistic modelling is often used for this
purpose.
Probabilistic approaches model the output as a probability distribution
(random variable X). Given the model parameters (weights) θ and the
ground truth value x, the likelihood, L(θ | x), denotes the probability
Pθ(X = x) given the model parameters θ. Likelihood maximization is used
to optimize the model parameters θ to maximize the likelihood of output
distributions given the training data.
For classification, the output is usually modeled as a discrete probability
distribution over all possible classes – softmax transforms the logits into the
distribution, where each value represents the probability of the respective
class. The loss function (cross-entropy) is designed to maximize the likeli-
hood of the probability distribution given the training labels. Therefore it is
better for the model to spread the probabilities over multiple classes than to
confidently predict the wrong class.
In classic formulation of regression problems, however, the outputs are
usually not modeled as a distribution. A single value is predicted and a re-
gression loss (e.g. mean square error) is used to optimize the model. Using
this approach there is no distinction between confident and uncertain pre-
dictions (see Figure 2.10). The formulation of the regression problem can be
updated to include confidence estimation – following the probabilistic mod-
elling theory, the regression output is modeled as a distribution and the loss
is designed to maximize the likelihood of the predicted distribution given the
ground truth values. If the outputs are modeled as normal distributions two
values are predicted – prediction mean and standard deviation (confidence
interval, see Figure 2.10). The model is encouraged to increase the confidence
interval for uncertain predictions and decrease it for confident predictions.
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(b) Probabilistic regression
Figure 2.10: (a) Classic (non-probabilistic) and (b) probabilistic approach
to regression for the same problem. The uncertainty of the output y depends
on the input x. The classic approach (a) is unable to capture the uncertainty
of prediction, while (b) is able to correctly model the uncertainty of y with
respect to the input values x.
Chapter 3
HIDRA
In this section we describe the architecture of the HIDRA model – a high-
performance deep tidal residual estimation method using atmospheric data.
Astronomical tide and other quasi-periodic constituents of the tide can be ac-
curately modeled using traditional harmonic analysis. However, the rapidly
changing atmospheric influence on the sea surface introduces complex dy-
namics and deviations into the tidal signal. We therefore design the network
to fully focus on the most complex part of the sea surface dynamics and
predict only the residual between the true sea level and the estimated tidal
component. The tidal component is predicted with a separate global model
using harmonic analysis. HIDRA is thus composed of two parts – the tide
estimation model (Section 3.1), which removes the tidal component from the
sea level signal, and the residual estimation network (Sections 3.2, 3.3 and
3.4), which predicts future residual values based on tidal and atmospheric
forcing input tensors.
We denote ht as the sea level and rt as the tide residual value of the
sea level time-series at time t. For a given reference prediction time t0, the
residual network predicts residual values r̂t for the interval t ∈ [t0 + 1, t0 +
Tmax], where Tmax denotes the prediction horizon of the model – how far
into the future the predictions are made. In other words, the model predicts
residual values for every hour up to Tmax hours into the future. The tidal
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signal from the tide estimation model is added to the predicted residual values
to produce final sea level predictions ĥt.
Since the future sea level values are correlated to past atmospheric and
tidal forcing, the network makes predictions based on atmospheric tensors
It for the interval t ∈ [t0 − Tmin, t0 + Tmax] and tidal and residual values
yt, rt for the interval t ∈ [t0 − Tmin, t0], where Tmin denotes the number of
past hours considered in sea level prediction. Note that due to the nature of
atmospheric data the atmospheric tensor contains future forecasts, while the
sea level vectors contain only time-steps observable at t0.
The proposed network architecture (see Figure 3.1) uses two data streams,
corresponding to atmospheric and tidal forcing influences. The network is
composed of multiple computational blocks. Each atmospheric tensor It is
first encoded into a feature vector ft using the atmospheric spatial encoder
(ASE) network described in Section 3.2. Two temporal encoder blocks (Sec-
tion 3.3) are then used to process the temporal features in each of the streams.
A temporal attention approach is used to merge the temporal atmospheric
tensors, and concatenation of temporal features is done for the sea level data.
Finally, extracted features from both atmospheric and sea level streams are
concatenated and passed to the residual regression block (Section 3.4), a
fully-connected regression network, that outputs the final predictions.
3.1 Tide estimation model
Most of the sea level signal is composed of the astronomical tidal movement,
which results from gravitational effects of the Earth, the Moon and the Sun.
Astronomical tide can be accurately modeled using standard harmonic anal-
ysis approaches. During training and evaluation, the tide estimation model
is used to remove the tidal component from the sea level signal in the input
data. The model is also used to output the final sea level predictions, by
adding the tidal signal back to the predicted residual values.
By mostly eliminating the astronomical tide, the loss function of the















































29 × 37 × 4
29 × 37 × 4
    















































































































Figure 3.1: The two-stream architecture of the proposed sea level prediction
network. A convolutional atmospheric spatial encoder (ASE) is used to ex-
tract spatial atmospheric features for a single time-step. Temporal sequence
of feature vectors in both streams are then encoded using temporal encoders
– in the final network, the atmospheric temporal features are encoded us-
ing a temporal attention weight vector while temporal tidal features are not
temporally processed at all. The atmospheric and sea level features are then
concatenated and passed to a fully-connected regression network which pro-
duces final predictions. Architectural elements containing trainable weights
are colored red.
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residual network much better reflects the aim of the method – estimating
the contribution from atmospheric forcing (and other unaccounted sources).
Without this step, the loss function value would depend mostly on the ability
of the network to model the astronomical tide – the model would be judged
mainly for its prediction of tidal forcing, not atmospheric forcing. Never-
theless, the estimated tidal signal might provide additional context to the
network. For this reason, in addition to the residual signal, the astronomical
tide signal is also provided at the input.
3.2 Atmospheric spatial encoder
The aim of the atmospheric spatial encoder (ASE) is to extract the spatial
features from atmospheric data fine-tuned for the task of sea level prediction.
Since the atmospheric data is spatially encoded, we base the encoder on the
ResNet20 v2 [9] convolutional neural network, which has already demon-
strated remarkable performance in image processing tasks. The ASE takes
an atmospheric tensor It ∈ R29×37×4 for time-step t as the input and encodes
it into a feature vector ft ∈ R256×1.
The architecture of ASE is visualized in Figure 3.1 and is composed of
22 convolutional layers. To enforce spatial awareness of features (i.e. de-
pendence on the position), the spatial encodings sxy are first concatenated
to the input tensor It – two feature maps the same spatial size as It, con-
taining the relative x and y coordinates (0 to 1) of the spatial positions.
Then a 3 × 3 convolutional layer is used, followed by three ResNet stages,
an additional spatial pooling layer and a time-dependent spatial attention
layer (Figure 3.1). Each ResNet stage consists of two residual (bottleneck)
blocks – each block contains three convolutional layers (i.e., 1 × 1, 3 × 3
and 1× 1) and a residual connection (i.e., the input of the residual block is
summed with the output). To match the number of output features in the
residual connection, the first residual block in each stage uses an additional
1x1 convolutional projection of inputs. To spatially reduce the feature maps
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by half, and thus increase the receptive field of the subsequent convolutional
blocks, the first convolutional layer of the second and third stage apply a
stride of length 2. Each convolutional layer, except the first, is prepended
with a batch normalization and a ReLU activation.
The output of the last residual block is spatially reduced by half with
an average pooling layer, resulting in a feature tensor Ft of size 5 × 4 ×
256. Finally a time-dependent spatial attention layer reduces the spatial
dimension – a trainable time-dependent weight array of size 5 × 4 is used
to compute a spatial weighted sum of output features (see Figure 3.1). The











t is the feature vector for time t and spatial position i, and w
(i)
t is the
respective spatial weight. For each time-step the network assigns weights for
every spatial position, which allows it to focus on different parts of the feature
maps over time. A ReLU activation is applied to the resulting vector feature
vector ft. With the exception of this spatial attention layer, all weights of
the ASE network are shared between input atmospheric timestamps.
3.3 Temporal encoders
After the atmospheric tensors are encoded by ASE, both atmospheric and
tidal forcing are represented as a temporal sequence of feature vectors. Fur-
ther processing is done to reduce the temporal dimension of the vectors and
encode the temporal sequence into a single feature vector. Two separate
temporal encoders are used for this purpose (atmospheric and tidal tempo-
ral encoders in Figure 3.1). In the final network an asymmetric approach
is used – sea level vectors are not temporally processed at all (the features
are just concatenated), while the a fixed temporal attention is used for the
atmospheric data – feature vectors are multiplied with trainable temporal
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weights and summed
f = FwT , (3.2)
where F is a matrix of stacked vectors ft for all atmospheric times t and w is
the temporal weights vector. The final atmospheric and sea level vectors are
concatenated into a single vector and passed to the residual regression block.
3.4 Residual regression block
The role of the residual regression block is to combine the encoded atmo-
spheric and tidal features and output the final sea level residual predictions.
It is composed of three dense (fully-connected) hidden layers, each consisting
of 256 units. For generating predictions we employ a probabilistic regression
approach – the network models its sea level predictions as normal distribu-
tions. This way the network can model the values as well as the uncertainty
intervals of its predictions. The normal distribution of a prediction made at
reference time t0 with a prediction delta δ is parametrized by two values –
the predicted mean residual value r̂t0,δ and its predicted standard deviation
(confidence interval) σ̂t0,δ. The output layer thus contains Tmax × 2 units
– each pair corresponds to a single predicted time (t0 + δ). The outputs
corresponding to σ̂t0,δ values are transformed with a softplus function (see
Section 2.1.2), to ensure positive values. The loss function is designed to
minimize the negative log likelihood of training labels given the predicted
distributions


















In this section we describe the design and results of our experiments.
First we introduce the datasets (Section 4.1) used in the experiments, then
we describe the baseline method (Section 4.2), metrics and the evaluation
methodology (Sections 4.3) and finally we present and discuss the results of
our experiments. First the model components and architecture is analyzed
(Section 4.4) to inspect the design choices of HIDRA. The proposed method is
then evaluated on the test set and compared with a state-of-the-art numerical
baseline method NEMO (Section 4.5).
4.1 Datasets
The method was evaluated on the task of sea level prediction for two different
tide gauge stations in the Adriatic basin:
• Koper tide gauge station – hourly measurements of sea level in
Koper. The sea level in Koper is highly correlated to the sea level in
the entire Piran bay and is currently used by the Slovenian Enviromen-
tal Agency (ARSO) for storm surge prediction on the Slovenian coast
(Piran). The dataset contains the sea level data for the time period of
2006-2016.
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• Acqua Alta (Venice) tide gauge station – also produces hourly sea
level measurements. The station is located in the vicinity of Venice,
about 10 kilometers outside the Venetian Lagoon. Sea level at this
point reflects a rough approximation of the sea level inside the lagoon
and can be used to predict storm surges in the interior. The dataset
consists of data ranging from 2006-2016.
x wind stress y wind stress
T 2m air pressure
Koper tide gauge
location 
Figure 4.1: Left: NEMO ocean model domain (orange rectangle) and
ECMWF ensemble grid points (white dots). Every second ECMWF grid
point is displayed for clarity. Koper tide gauge location is marked with
red-white circle. Right: four ECMWF atmospheric fields are extracted over
the region at each time-step: zonal (x) and meridional (y) wind stress, air
temperature at 2 meters and surface air pressure.
The atmospheric data is obtained from the Ensemble Prediction Sys-
tem (EPS) of the European Centre for Medium-Range Weather Forecasts
(ECMWF). The data comes in a form of an ensemble of fifty integrations of
global atmospheric models [29] – multiple simulations with small perturba-
tions in the initial parameters are run. The predictions form a spatial grid –
the ensemble forecasts have 0.125◦ arc degree spatial (zonal and meridional)
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resolution. Forecasts also have a 3-hour temporal resolution. For the Adriatic
basin the following atmospheric forecast fields are available (see Figures 4.1
and 4.4):
• zonal and meridional wind speeds 10m above the surface in meters-
per-second.
• mean sea level pressure (MSLP) in Pascals.
• air temperature at 2 meters in degrees Kelvin.
The forecasts are linearly interpolated to hourly timesteps to match the
sea level temporal resolution. Direct wind influence on the ocean is exerted
through vertical momentum transfer or wind stress. It represents the parallel
component of the wind shear force on a surface of water and can be approx-




where ρair is the density of the air and CD is a wind drag coefficient. We
compute the wind stress at each time-step from the ECMWF predicted wind
velocity where the wind drag coefficient was computed using the Large and
Pond parametrization [30].
For every time-step t each point on the grid thus contains 4 atmospheric
values. The atmospheric data at t is represented by a tensor It ∈ RW×H×4,
where W and H are the sampled region’s width and height, respectively, and
the third dimension corresponds to the atmospheric variables, i.e., the two
components of the wind stress, mean sea level pressure and the air temper-
ature, respectively (see Figure 4.1 for examples). The geographic area spans
between 39◦ and 46◦ latitude and 12◦ and 21◦ longitude which results in a
73×57 spatial grid. For the training and test set a single ECMWF ensemble
member is used.























Figure 4.2: Part of the sea level time series data. The measured sea level
and estimated (top), as well as the residual (bottom) are shown. The residual
is computed by subtracting estimated tide from the sea level signal.
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Figure 4.3: Hisograms of the sea level measurements (left) and residual
values (right). Both plots use the same x and y scale for easier comparison.
Gaussian kernel density estimated distributions are also shown. The residual
values are centered around 0 and the distribution is much tighter (the spread
is smaller).
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4.2 NEMO prediction model
We compare the HIDRA model with NEMO, the state-of-the-art numerical
ocean model, currently in use by the Slovenian Environment Agency (ARSO)
for storm surge prediction. Specifications of the model and its results were
obtained from ARSO experts. The baseline model uses a high horizontal res-
olution (1◦/72) setup of NEMO v3.6 [31] numerical circulation model over the
Adriatic basin on a regular 648×504 longitude-latitude grid and 31 vertical
z∗-levels with partial step. The model domain spans 12◦−21◦ E and 39◦−46◦
N (see Figure 4.1). In all regions shallower than 2m, a 2m depth is enforced.
Baroclinic timestep was set to 120 s. Explicit time-splitting is enforced and
barotropic timestep is automatically adjusted to meet Courant-Friedrichs-
Lewy stability criterion. The model is running daily at Slovenian Environ-
ment Agency (ARSO) High Performance Computing Center and is initialized
from previous operational run. Hourly lateral boundary conditions in the Io-
nian Sea are taken from the hourly Copernicus CMEMS Mediterranean Sea
Analysis and Forecast product. Turbulent heat and momentum fluxes across
the ocean surface are computed with CORE bulk flux formulation [32] us-
ing ECMWF ensemble atmospheric fields (longwave and shortwave radiation
fluxes, 10-meter winds, mean sea level pressure, 2m temperature, relative
humidity and precipitation).
Rivers are implemented as freshwater release over the entire water column
at the discharge location, with runoff values as described in [33]. Tides are
included as lateral boundary conditions for open boundary elevations and
barotropic velocities for K1, P1, O1, Q1, M2, K2, N2 and S2 constituents.
Constituents at the open boundary are obtained using OTIS tidal inversion
code [34], based on TPXO8 atlas. A control run with tidal forcing, but
without any atmospheric forcing, is also performed. The model employs
Flather boundary condition for barotropic dynamics and Flow Relaxation
Scheme [35] for baroclinic dynamics and tracers at the open boundary. Lat-
eral momentum boundary condition at the coast is free-slip. Bottom friction
is nonlinear with a logarithmic boundary layer. Lateral diffusion operators
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for tracers and dynamics are both bilaplacian, acting along geopotential sur-
faces. Vertical diffusion is computed using Generic Length Scale k-ε turbu-
lence closure. Craig and Banner formulation [36] of surface mixing due to
wave breaking is applied as well.
The NEMO prediction model is used by ARSO in practice to predict
potential floodings in Slovenian coastal region. It is run once per day and
outputs 72-hour sea level forecasts. The model predictions require mean
correction – i.e., the mean value of the predicted signal has to be adjusted to
the measured reference surface height, which is estimated from the past 72-
hour measurements. For evaluation purposes we assume idealized conditions
only possible in theory – NEMO execution time is ignored. In practice NEMO
has an execution time of approximately 3 hours and prediction for the first
few hours is no longer relevant when the computation ends.
4.3 Evaluation methodology
This section describes the methodology used for evaluation. Data preprocess-
ing steps are described in Section 4.3.1. Section 4.3.2 introduces the method
used for oversampling storm surges. Further implementation details are pre-
sented in Section 4.3.3 and evaluation metrics are defined in Section 4.3.4.
4.3.1 Data preprocessing
The data is presented in different units and spans different ranges. We
therefore apply the common preprocessing step of standardizing the data.
For each of the variables (4 atmospheric variables and sea level) global mean
and standard deviation is computed. The statistics computation is performed
over all time steps and spatial positions. The computed global statistics are
stored to a file and are then used for preprocessing of all input data (on the
training and testing datasets, as well as new examples).
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The method operates on a time window of atmospheric data, a time win-
dow of sea level history and predicts a time window of future sea level values.
The sizes of the time windows are fixed and determined by the parameters
Tmin and Tmax defined in Chapter 3. We determine Tmin = 24 and Tmax = 72.
Tmax is the maximum prediction range of the atmospheric data model. Tmin
was determined in a preliminary study – supplying context farther into the
past had no positive effect on the performance. The atmospheric data con-
tains a 24-hour history as well as 72-hour forecast. Sea level data describes
a 24-hour history.
We split the dataset into training, validation and test sets. The splitting
is done by dividing the whole time range into three sequential parts: the first
part is used for the training set, the second for the validation and the last
for the test set. To ensure no overlap between sets, only the data that is
entirely inside the set’s time range can be used in time windowing described
above. Training set consists of the first 70% of the data, validation of the
next 10% and test set of the remaining 20% of the data. For each of the sets
the examples are prepared by for all valid reference times t0. The time is
considered invalid if there is missing data in any of the time windows of the
input or label data.
The spatial dimension of the atmospheric data grid is 73 × 57 and the
input tensor spans 96 hours. As a result the atmospheric tensors are very high
dimensional. To reduce the complexity of the problem the spatial dimensions
of the atmospheric data are reduced in half using spatial average pooling.
This results in a grid of size 37× 29. The temporal dimension is reduced as
well (see Figure 4.4), by a factor of 4 (each time-step becomes a temporal
average of 4 original time-steps). Dimensionality reduction is not applied to
sea level data as it is already low-dimensional – the input spans 24 hours and
only contains two variables.
4.3.2 Surge oversampling
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Figure 4.4: A short window (96 hours) of temporal development of atmo-
spheric variables for a single point in the ECMWF grid. Values before (left)
and after (right) the four fold temporal reduction (1D average pooling) are
shown.
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Storm surges occur only in case of very specific combinations of conditions
and are thus higly rare. During training, the contribution of surge events to
the total loss is very small and models tend to ignore them as outliers. In
order to prevent overfitting to the easy examples we apply oversampling to
extreme events. We use a heuristic to determine extreme events by observing
the residual values. Larger the residual is the bigger the difference to the esti-
mated astronomical tide. Large residual values therefore indicate significant
atmospheric forcing situations and often correlate to storm surges. We set a
residual threshold value such that 2% of the values are above the threshold,
thus isolating the rare events.
Because we predict values in a time range window, multiple training ex-
amples contain the same storm surge event in its prediction range (72 h).
All the training examples that contain at least one such event (value above
threshold) are marked as positive, the rest are marked as negative. The posi-
tive set build in this way contains approximately 10% of all training samples.
During training, samples are sampled from the positive and negative set with
the ratio of 50:50.
4.3.3 Implementation and hardware details
The network and experiments are implemented using Google’s machine
learning library TensorFlow [10]. We use the ADAM optimizer with learning
rate of 0.001, β1 = 0.9 and β2 = 0.999 to train the model. Batch size is 64.
We train the models for 30 epochs and in each epoch we train the model for
1000 training steps (batches). A computer with the Intel R© Xeon R© E5-
1650 v3 6-core CPU running at 3.50 GHz and the NVIDIA GeForce GTX
980 graphics card was used for model training and evaluation. Tidal analysis
program TAPPY [11] is used to estimate the tidal signal constituents and
compute the residuals.
NEMO is executed on a computational cluster with Intel R© Xeon R© E5-
2670 8-core CPUs running at 2.60GHz. In total 160 CPU cores are used for
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parallel computation of the sea level forecasts.
4.3.4 Metrics
In this section we describe the metrics that were used for the evaluation
and comparison of the methods. The model outputs predictions as normal
distributions N (ĥt0,δ,σ2t0,δ), where ĥt0,δ represents the predicted sea level
value and σ2t0,δ represents the predicted variance for prediction made at ref-
erence time t0 with prediction delta δ. Multiple predictions for the same
time with different prediction deltas exist due to the window nature of the
method. The following metrics are observed during evaluation.
Mean absolute error or MAE is computed by averaging absolute errors








|̂rt0,δ − rt0+δ| , (4.2)
where N is the total number of predictions and rt0+δ represents the
ground-truth sea level residual for time t0 + δ. MAE is good for in-
terpretation of the accuracy of the model as it represents the average
error of the predictions. MAE does not take the predicted confidence
interval into account.
Root mean squared error or RMSE is computed as the square root of











Mean square error (without the square root) is often used as a loss
function in regression problems. Using the square root turns it into a
quadratic mean of error values. Unlike MAE the errors are squared,
which means larger errors will impact the final score much more than
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MAE. For this reason it is commonly used for comparison of the per-
formance of different approaches. On the other hand, it is not as in-
terpretable as MAE. Like in MAE, the predicted confidence interval is
ignored.









(r̂t0,δ − rt0+δ). (4.4)
It describes the model’s bias toward underestimating or overestimating
predictions. If the bias is positive, the model is more likely to predict
sea level values above the actual sea level and vice-versa. The value
should be close to zero in a well balanced model.
Likelihood metric computes the likelihood of the predicted distribution
N (r̂t0,δ,σ2t0,δ) given the observed target value rt0+δ. Since the distribu-



















The likelihood should be as high as possible for target values. To get













Likelihood is closely related to the training loss function and is a good
metric for comparison of different probabilistic methods as it considers
both the predicted mean values and the confidence intervals.
4.4 Architecture analysis
In this section we analyze the architecture design choices of HIDRA and their
impact on prediction accuracy. All of the experiments are performed on the
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Koper test sea level dataset, which spans November 2014 to December 2016.
The influence of individual data sources (i.e. atmospheric data and sea level
history data) is analyzed in Section 4.4.1. The influence of the residual pre-
diction approach in comparison to predicting the entire signal is evaluated
in Section 4.4.2. The influence of the atmospheric data encoder in compar-
ison to a more simple reconstructive method is considered in Section 4.4.3.
The influence of selecting an appropriate temporal encoder is studied in Sec-
tion 4.4.4. Finally, the influence of the prediction interval (i.e. predicting
multiple versus a single time-step) is analyzed in Section 4.4.5.
4.4.1 Influence of individual data sources
In this experiment we study what happens with the model’s performance
when we remove one of the two input data sources (atmospheric data, sea
level history data). To remove a data source from the model we alter the
architecture of the network by removing the side of the model responsible
for processing the relevant data source – only features from the relevant data
source are used in the regression network (see Figure 3.1). The HIDRA model
using both input data sources is compared with models using individual data
sources. Results are presented in Table 4.1 and Figure 4.5.
We find that by removing either of the data sources, the performance
of the model drops significantly – 77% RMSE increase when using only the
atmospheric data and 83% RMSE increase when using only sea level data.
This confirms that both data sources are essential for the prediction. Observe
also that both data sources have a similar contribution to the accuracy of the
model. For very small prediction deltas sea level only model seems to even
outperform the combined model. The tidal forcing model still outperforms
the tidal model by 25% (RMSE) using the same data source. This shows that
local sea level patterns contain additional information that the tidal model
is unable to capture.
The atmospheric forcing model also outperforms the tidal model by 28%
(RMSE). The atmospheric forcing mdoel is also very consistent across the
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
Both forcings 4.9 6.4 -0.4 0.0470
Atmospheric forcing 8.8 11.3 -0.5 0.0315
Tidal forcing 8.6 11.7 3.3 0.0279
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
Both forcings 4.8 6.3 -0.2 0.0474
Atmospheric forcing 8.6 11.0 -0.2 0.0319
Tidal forcing 8.4 11.3 3.7 0.0281
Tide 11.5 14.4 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
Both forcings 10.3 12.9 -9.3 0.0253
Atmospheric forcing 20.1 22.5 -19.5 0.0093
Tidal forcing 21.1 25.5 -20.2 0.0134
Tide 49.6 50.4 -49.6 -
Table 4.1: Performance metrics for for individual data sources. The model
with both data sources is compared with models using only atmospheric or
tidal forcing as the input. Tidal model’s performance is shown as a baseline.
Overall performance is shown as well as separate for normal and surge events.
Both singular models perform considerably worse, which shows that both
data sources are essential for accurate prediction.
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(a) RMSE w.r.t prediction delta















(b) RMSE w.r.t. residual value
Figure 4.5: Comparison of model errors (RMSE) with respect to prediction
delta (a) and residual values (b) for different input sources. The proposed
two-stream model that uses both atmospheric and tidal forcing data is com-
pared with single input source models. Tidal model is shown for context.
The joint model outperforms both single models by a large margin. While
sea level data is more important for short-term predictions, the atmospheric
data model is a better predictor for further into the future.
prediction interval, with the error even decreasing slightly over time (8%
decrease in RMSE over the interval of 72h). In contrast, the tidal forcing
model is much less consistent – the RMSE is very small at the start (3.5
cm). In fact it the model produces smaller errors than the combined model
for the first prediction hour. But the performance drops rapidly and RMSE
increases by 400% over the interval of 72h.
4.4.2 Influence of residual prediction
In this experiment we inspect the contribution of the residual approach to
sea level estimation to the performance of the model. We compare three
different model setups:
• HIDRA – model as described in Chapter 3. The network predicts
residual values and both residual and sea level values are provided at
the input,
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• HIDRAres – residuals only model. The same as HIDRA, except only
residual values are provided at the input (i.e. no tidal signal for con-
text),
• HIDRAsl – sea level only model. No estimated tidal information is
used. The network predicts sea level values directly and only sea level
values are provided at the input.
The overall performance is show in Table 4.2. Sea level only model (HIDRAsl)
performs significantly worse than the HIDRA model and produces 35% larger
RMSE, which suggests that predicting residual values is a better approach.
This might be due to the fact that the tidal model works with a global
context of time (the model is a function of time), while HIDRA works only
within a local context without the information of global time and is thus
unable to capture global information required to estimate the astronomical
tide. The residuals only model HIDRAres also performs slightly worse than
the base model, achieving an 8% larger RMSE, which shows that providing
the tidal information at the input provides additional context and improves
the prediction accuracy.
Analyzing the models performance over different prediction deltas (Fig-
ure 4.6a) shows that the sea level only model makes much larger errors (41%
increase in comparison to HIDRA) when predicting far into the future (pre-
diction delta is high), which suggests that the network has trouble predicting
the tidal component that far into the future using only the data from the
last 24 hours.
Comparing predictions over different residual values (Figure 4.6b) shows
similar differences between the models. The sea level only model performs
substantially worse (40-50% larger RMSE than HIDRA) for small residual
values. This is where usually the tidal model is most accurate and thus pro-
vides sufficient information for accurate predictions, which further confirms
the hypothesis that the model has trouble predicting the tidal movement.
Note also that although the sea level only model HIDRAsl does not use tidal
information, its prediction errors still follows a similar pattern of increasing
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.9 6.4 -0.4 0.0470
HIDRAres 5.3 7.0 0.8 0.0443
HIDRAsl 6.6 8.7 0.2 0.0312
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.8 6.3 -0.2 0.0474
HIDRAres 5.2 6.8 1.0 0.0446
HIDRAsl 6.5 8.5 0.4 0.0314
Tide 11.5 14.4 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10.3 12.9 -9.3 0.0253
HIDRAres 11.9 14.4 -11.1 0.0221
HIDRAsl 11.7 14.4 -9.6 0.0216
Tide 49.6 50.4 -49.6 -
Table 4.2: Performance metrics for different sea level input configurations.
Residuals only model HIDRAres doesn’t provide the tidal context at the input
and sea level only model HIDRAsl doesn’t use tidal information at all. Tidal
model’s performance is also shown as the baseline. Overall performance is
shown as well as separate for normal and surge events. Both alternative
approaches perform noticeably worse than the HIDRA model.
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with growing residual values. This is an interesting results and shows that
the examples belonging to small residual values are inherently easier predict
regardless of using tidal estimation or not.



















(a) RMSE w.r.t prediction delta















(b) RMSE w.r.t. residual value
Figure 4.6: Comparison of model errors (RMSE) with respect to prediction
delta (a) and residual values (b) for different sea level input configurations.
HIDRA is compared with residuals only model HIDRAres, which does not use
the estimated tide signal at the input and the sea level only model HIDRAsl,
which does not use separate tidal estimation and predicts the entire sea level
signal. Tidal model is shown for context. HIDRA model outperforms both
alternative models, especially for predictions far in the future and for times
with high residual values (storm surges).
4.4.3 Influence of the atmospheric encoder
In this experiment we analyze the influence of the trainable atmospheric
encoder, by replacing it with PCA embeddings of the atmospheric data
(HIDRAPCA). The embedded values for all time-steps are concatenated into
an atmospheric feature vector used in the regression network. In Table 4.3
the explained variance ratios for each of the variables with respect to the
number of principle components is shown. Following the approach in [7], the
model uses top 3 PCs for each of the atmospheric variables at every time-
step. In this configuration point the PCs are able to explain approximately
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98% of all variance for temperature and air pressure and approximately 80%
of all variance for the wind stress. Results are presented in Table 4.4 and
Figure 4.7.
# PCs Wind [E] Wind [N] MSL T2m
1 48.2 59.8 91.2 93.2
2 68.1 75.2 96.4 96.0
3 75.4 80.4 98.8 97.1
4 79.2 83.1 99.1 97.9
5 82.3 85.5 99.4 98.2
6 84.6 87.4 99.5 98.5
7 86.7 88.9 99.7 98.6
8 88.2 90.0 99.7 98.7
9 89.3 91.1 99.8 98.9
10 90.4 91.9 99.8 99.0
11 91.2 92.5 99.8 99.0
12 92.0 93.1 99.8 99.1
13 92.6 93.6 99.9 99.2
14 93.1 94.0 99.9 99.2
15 93.6 94.4 99.9 99.3
Table 4.3: Explained variance ratio (in %) for each of the atmospheric
variables with respect to the number of PCs (first 15). Temperature (T2m)
and air pressure (MSL) can easily be explained with few PCs, while wind
stress information is more complex.
In normal conditions, the PCA-based version performs on par with HIDRA
using the proposed ASE – RMSE of HIDRAPCA is approximately 5% larger
than that of HIDRA. However, the ASE-based HIDRA significantly out-
performs the PCA-based version on the less frequent conditions with high
residuals (i.e. surges) – the PCA-based version results in 10% larger RMSE
error rate than ASE-based. The reconstructive nature of PCA is detrimental
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.8 6.3 -0.7 0.0467
HIDRAPCA 5.0 6.6 -0.1 0.0431
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.7 6.2 -0.6 0.0471
HIDRAPCA 4.9 6.4 0.1 0.0434
Tide 11.5 14.4 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10.0 12.4 -8.7 0.0261
HIDRAPCA 11.1 13.6 -10.1 0.0225
Tide 49.6 50.4 -49.6 -
Table 4.4: Comparison of HIDRA with HIDRAPCA using PCA reduction
of the atmospheric data. Tidal model’s performance is also shown as the
baseline. Overall performance is shown as well as separate for normal and
surge events. The models achieve comparable performance for normal events,
while HIDRA performs significantly better for on storm surge events.
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Figure 4.7: Root mean square error (RMSE) with respect to the resid-
ual value for HIDRA (end-to-end) and PCA-based atmospheric encoder. For
small residual values the models achieve comparable results. For larger resid-
ual values the end-to-end HIDRA model outperforms the PCA-based version.
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to its performance for less frequent conditions.
4.4.4 Influence of the temporal encoder
In this experiment we compare different temporal encoders, that define how
temporal features of atmospheric (after they are spatially encoded) and sea
level features are encoded (Section 3.3). We compare three different methods:
• HIDRA - Atmospheric temporal features are encoded using tempo-
ral attention weights. Weights are learned for individual times during
training. Sea levels, however, are not temporally processed, but merely
concatenated into a single feature vector. For additional details see
Section 3.3.
• HIDRATCN - a temporal convolutional network (TCN) [25] is used
for temporal processing (described in Section 2.2.2). TCN works by
performing 1D convolution over the temporal dimension. TCN was
used in both the atmospheric and the sea level branch of the network.
On the atmospheric side three TCN blocks with 128 units were used,
while on the sea level side three TCN blocks with 64 units were used.
• HIDRALSTM - a long short-term memory (LSTM) [24] network is used
as the temporal encoder (described in Section 2.2.1). It consists of
cells with internal memory states and gates that control the flow of
information. LSTM layers were used in both the atmospheric and the
sea level branch of the model. Three LSTM layers were used. Each
layer contains 128 units on the atmospheric side and 64 on the sea level
side.
Results are reported in Table 4.5 and Figure 4.8. In average conditions
the HIDRA method performs on par with the more complicated TCN-based
HIDRA (RMSE of HIDRATCN is 3% larger). LSTM-based HIDRA performs
slightly worse (RMSE is 14% larger than HIDRA). On storm surge events
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HIDRA outperforms both TCN and LSTM-based versions by a solid mar-
gin (31% and 32% increase in RMSE respectively). Furthermore, temporal
weights of HIDRA use very few parameters compared with other variants (see
Table 4.6). It adds only NT weights, where NT is the size of the temporal
dimension of atmospheric features. In comparison, TCN and LSTM-based
variations increase the model size by 50% and 150% respectively.



















(a) RMSE w.r.t prediction delta
















(b) RMSE w.r.t. residual value
Figure 4.8: Comparison of model errors (RMSE) with respect to prediction
delta (a) and residual values (b) for different temporal encoder approaches.
We compare the base temporal attention method with more complex tem-
poral processing using LSTMs or TCNs. The tide model used in the dataset
is also shown as a baseline. Performance with respect to the prediction delta
is shown. The models perform very similarly with LSTM-based HIDRA be-
ing slightly worse comparatively and HIDRA outperforming both variants
on large residuals.
4.4.5 Influence of the prediction interval
In this experiment we analyze the prediction accuracy of the HIDRA model,
which produces a sequence of future predictions in comparison with a model
fine-tuned for single prediction time: 24h. We compare two different models:
• HIDRA – model described in Chapter 3, trained for the task of sea
level prediction for the entire 72h prediction interval. The capacity of
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.9 6.4 -0.4 0.0470
HIDRATCN 4.9 6.6 -0.2 0.0431
HIDRALSTM 5.5 7.3 -0.8 0.0461
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.8 6.3 -0.2 0.0474
HIDRATCN 4.8 6.3 -0.0 0.0436
HIDRALSTM 5.4 7.1 -0.6 0.0466
Tide 11.5 14.4 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10.3 12.9 -9.3 0.0253
HIDRATCN 13.5 15.3 -13.2 0.0180
HIDRALSTM 13.6 16.2 -12.9 0.0188
Tide 49.6 50.4 -49.6 -
Table 4.5: Performance metrics of models using different temporal en-
coders. HIDRA model uses fixed temporal attention for the atmospheric
data. HIDRATCN uses TCNs and HIDRALSTM uses LSTMs to encode tem-
poral features of atmospheric and sea level data.




Table 4.6: Number of trainable parameters for models with different tem-
poral encoders.
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Figure 4.9: Root mean square error (RMSE) with respect to the residual
value for predictions for the target prediction delta of 24h. HIDRA is com-
pared with a specialized model for the target prediction delta (HIDRA24).
The specialized model employs oversampling for the specific target prediction
delta and is thus able to produce better predictions for large residual values.
the network is spread to forecast the entire prediction interval. Over-
sampling is done for all examples containing storm surge events any-
where in the prediction interval. In this study, during evaluation, only
predictions for the target prediction delta time of 24h are considered
and compared with a specialized model.
• HIDRA24 – model trained for a single prediction delta (24h). The
entire capacity of the network is thus dedicated to optimizing this single
sea level prediction. Oversampling is also more focused – only examples
where the target time is a storm surge events are oversampled.
The results are presented in Table 4.7 and Figure 4.9. The performance of
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.4 5.8 0.1 0.0509
HIDRA24 4.4 5.9 -0.1 0.0416
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.3 5.7 0.2 0.0513
HIDRA24 4.3 5.8 0.0 0.0413
Tide 11.4 14.3 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 8.7 10.9 -7.4 0.0283
HIDRA24 7.5 10.1 -4.3 0.0557
Tide 49.6 50.4 -49.6 -
Table 4.7: Performance metrics for target prediction delta of 24h. HIDRA
model (predicts whole 72h interval) is compared with a model specialized
for the target prediction delta (HIDRA24). The tidal model’s performance is
also shown as the baseline. Overall performance is shown as well as separate
for normal and surge events. The models achieve comparable performance
– in average conditions HIDRA generalizes a bit better, but the specialized
model achieves better results for storm surge events.
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both models is comparable – the specialized HIDRA24 model in fact performs
slightly worse in general case (RMSE increase of 2% and likelihood decrease
of 18%). This shows that training the entire prediction interval does not
reduce the single prediction delta prediction accuracy and in fact acts as
regularization and increases the generalization of the model.
However, the HIDRA24 model is able to reduce the error on large residual
values and storm surge events – RMSE decreases by 7% and the likelihood
increases by 42% in comparison to HIDRA. The specialized model can be
more easily trained for such events, as the oversampling can be done for a
single prediction delta and is not spread across the entire prediction interval.
This indicates that further improvements in rare-event prediction may be
possible by exploring other loss functions and oversampling strategies.
4.5 HIDRA evaluation
4.5.1 Koper analysis
In this section we study the performance of the proposed HIDRA model on
the Koper test dataset. The results are in Table 4.8. Sample predictions are
shown in Figure 4.10. In general the HIDRA model vastly improves the tidal
predictions – RMSE is reduced by 59%. The bias is also 85% smaller than
the tide model, which suggests that the predictions are well balanced.
To understand the behaviour of the model better, we also evaluated the
model separately for normal conditions and storm surge events from the
dataset. As expected the errors are higher on surge events than during
normal conditions. The RMSE in this case is 12.9 cm and the bias is -9.3 cm
which suggests, that on average the model underestimates the actual sea level
more than. Despite that, the improvements over the tide estimation model
are even more apparent in this case – the RMSE error is reduced almost by
75% and bias by 81%.
In Figure 4.11 we analyze the model performance with respect to two
variables (i) prediction delta, which specifies how far into the future the pre-
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.9 6.4 -0.4 0.047
Tide 12.1 15.7 -2.4 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.8 6.3 -0.2 0.0474
Tide 11.5 14.4 -1.6 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10.3 12.9 -9.3 0.0253
Tide 49.6 50.4 -49.6 -
Table 4.8: HIDRA performance metrics for the Koper tide gauge station.
Tidal model performance is shown for context. Overall performance is shown


















































































Figure 4.10: Examples of model predictions for Koper. Each image shows
all predictions for a single run of the model (whole prediction interval). The
confidence interval (standard deviation) of predictions is also shown. We also
plot the tide model values to show the contribution of the model. In general
the model vastly improves over tidal results.
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(a) w.r.t. prediction delta
















(b) w.r.t. residual value
Figure 4.11: Root mean square error (RMSE) and predicted standard de-
viation values for Koper with respect to prediction delta (a) and residual
values (b). For (b) predictions were binned into 20 equally sized bins based
on the residual values from 0.01 to 0.99 quantile. The error and standard
deviation increase with the increase in prediction delta and with the increase
of absolute value of the target residual.
diction is made, and (ii) residual value, which groups predictions by the
amount of deviation of the ground truth residual from the estimated tide
signal. Examples with large absolute residual values correspond to more
complex situations that are not captured well by the tide model (e.g. storm
surges).
Results show that the error of predictions further in the future is higher
than short-term predictions. The RMSE is approximately 5.5 cm for short-
term predictions and increases to approximately 7.5 cm for predictions on
the far end (a 36% error increase over 72 hours). Note that even for the
far-end predictions the error is still reduced by more than 50% in compari-
son to the tidal model. The errors also increase with absolute value of the
residual, which seems to align well with the distribution of the residuals (see
Figure 4.3). Best predictions are achieved when residuals are near 0. How-
ever, this is also where the tide is the most accurate. In the small region
around the residual value of 0 the tidal predictions are slightly better than
the HIDRA predictions. However, for residuals already larger than 4 cm, the
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RMSE error of HIDRA is substantially lower than the tidal prediction – for
residuals with absolute value of 10 cm the RMSE is less than 50% of that
and for residuals with absolute value of 30 cm, the RMSE is less than 30%
that of the tidal model.
We also analyzed the average predicted standard deviation. In theory
the standard deviation should give us an estimate of the expected error of
the prediction. We observe that the standard deviation does increase with
the prediction delta (Figure 4.11a) and with increase in residual values (Fig-
ure 4.11b). However, the estimated confidence interval is less accurate for
examples with large residual values.
4.5.2 Acqua Alta analysis
We evaluate HIDRA on the task of sea level forecasting for the Acqua Alta
tide gauge station in Venice. Results are presented in Table 4.9 and Fig-
ures 4.12 and 4.13. The performance and characteristics of the predictions
are comparable to results Koper gauge station (Section 4.5.1) – RMSE is
11% lower for Acqua Alta than Koper in the general case and 2% lower for
storm surge events. This shows that HIDRA is robust enough to generalize















































































Figure 4.12: Examples of model predictions for Acqua Alta. Each image
shows all predictions for a single run of the model (entire prediction interval).
The confidence interval (standard deviation) of predictions is also shown. We
also plot the tide model values to show the contribution of the model. In
general the model vastly improves over tidal results.
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.3 5.7 -1.3 0.0587
Tide 10.9 14.7 -4.6 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 4.1 5.5 -1.1 0.0593
Tide 10.2 13.1 -3.8 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 10.5 12.6 -10.1 0.0246
Tide 49.9 50.6 -49.9 -
Table 4.9: HIDRA performance metrics for the Acqua Alta tide gauge
station. Tidal model performance is shown for context. Overall performance
is shown as well as separate for normal and surge events.

















(a) w.r.t. prediction delta
















(b) w.r.t. residual value
Figure 4.13: Mean absolute error and predicted standard deviation val-
ues for Acqua Alta with respect to prediction delta (a) and residual values
(b). For (b) predictions were binned into 20 equally sized bins based on the
residual values from 0.01 to 0.99 quantile. The error and standard devia-
tion increase with the increase in prediction delta and with the increase of
absolute value of the target residual.
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Overall MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 8.2 10.7 -0.1 0.0332
NEMO 13.2 17.2 -2.8 0.0251
Tide 16.0 21.0 -4.7 -
Normal MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 7.9 10.0 0.6 0.0339
NEMO 12.5 15.9 -1.7 0.0259
Tide 14.0 17.3 -2.2 -
Surge MAE [cm] RMSE [cm] Bias [cm] Likelihood
HIDRA 14.8 19.5 -13.8 0.0196
NEMO 27.0 32.9 -24.4 0.0097
Tide 54.9 56.7 -54.9 -
Table 4.10: Performance comparison between HIDRA and the NEMO
model. Metrics for the tidal model are also shown for context. Overall per-
formance is shown as well as separate for normal and surge events. HIDRA
ouperforms NEMO both in general and on storm surge events.
4.5.3 Comparison with NEMO
In this experiment we evaluate the model on predictions for the Koper mea-
surment station and compare it with the state-of-the-art NEMO method.
The evaluation is done on a separate dataset which spans the year 2019,
consists of all 50 atmospheric ensemble members and contains a higher fre-
quency of storm surge events. Due to the limitations and the computational
cost, NEMO model is run once-per-day. HIDRA model can produce much
denser predictions and can be run for every hour, but we match the predic-
tion times with the NEMO schedule to ensure fair comparison. In this way
we can directly compare both methods in terms of prediction accuracy over
different prediction deltas.






























Figure 4.14: HIDRA and NEMO forecasts for November 2019 storm surges.
The estimated tide is shown for context. Both methods miss the first surge,
however HIDRA accurately captures the second one, while NEMO underes-
timates it.
Method CPU time Wall time
HIDRA 0.19 s 0.04 s
NEMO 1600 min 10 min
Table 4.11: Execution time comparison of HIDRA and NEMO. CPU time
(i.e. process time) and wall time (i.e. real time) to produce a single prediction
(single ensemble member). For easier comparison HIDRA was constrained
to only use the CPU for computation.
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(a) RMSE w.r.t prediction delta
























(b) Predicted σ w.r.t prediction delta

































(c) RMSE w.r.t. residual value
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(d) RMSE w.r.t. sea level value
Figure 4.15: Comparison of model errors (RMSE) and predicted standard
deviations with respect to prediction delta (a)(b) and errors w.r.t. residual
values (c) and sea level values (d) for HIDRA and NEMO models. For (c)
and (d) the distribution of observations is also shown.
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HIDRA also produces confidence intervals for predicted values for a sin-
gle ensemble member, while NEMO has no such feature. However, NEMO
is run on 17 members of the atmospheric ensemble and produces multiple
predictions. We can use them to estimate the uncertainty of the prediction.
For each of the predicted times we compute the mean and standard deviation
over all ensemble predictions. We use this as the confidence interval for the
NEMO method. HIDRA is run on all 50 atmospheric ensemble members and
the final prediction is a normal distribution estimated from the 50 predicted
normal distributions using moment matching.
Results (Table 4.10) show that HIDRA significantly outperforms the
NEMO model. The RMSE is 38% lower than that of the NEMO model.
Comparing the RMSE values over different prediction deltas (Figure 4.15a),
we can see that the reduction in errors is consistent across the entire predic-
tion range and across residual values. On storm surge events the RMSE of
HIDRA is 41% lower than NEMO. Comparing the confidence intervals, we
can see that the average confidence interval of HIDRA is close to the average
error, while the confidence interval of the NEMO method is approximately
3-4 cm, which is much lower than the average error (approximately 13 cm).
Execution time of both methods are presented in Table 4.11. CPU time
is measured as well as the wall time – the actual elapsed time when using
parallel computing on the setups described in Section 4.3.3. For compar-
ison purposes HIDRA was constrained to use CPU processing only. The
results show that HIDRA uses a just fraction of the computational cost of
the NEMO method – the CPU time is reduced from 1600 minutes (26.6
hours) to less than 0.2 seconds (half a million times faster). In the practical
use case of computing predictions for 17 ensemble members used by ARSO,
the real execution time of HIDRA is less than a second (in comparison to
3h runtime of NEMO) thus enabling more than real-time forecasting, while




We propose HIDRA, a new trainable method for accurate short-term
atmospheric-forcing-based sea level forecasting. HIDRA introduces a novel,
residual approach to sea level modelling – a physics-based harmonic analysis
model is used for tide estimation, which is then subtracted from the sea level
signal. This allows HIDRA to fully focus on the most complex part of the
sea level signal and significantly improves the final predictions.
Furthermore a trainable atmospheric spatial encoder is used to extract
the spatial information from the atmospheric data. The network can thus be
trained end-to-end, which enables the construction of discriminative atmo-
spheric features, not possible with previous reconstructive approaches such
as PCA. We also introduce probabilistic modelling to the problem of sea level
forecasting, to estimate the model’s confidence of prediction.
We train and evaluate the method on sea level data from the Koper and
Acqua Alta gauge station and perform a thorough architecture analysis, con-
firming our design choices. HIDRA generalizes well to different locations in
the Northern Adriatic and is compared with the state-of-the-art numerical
NEMO model used by the Slovenian Environmental Agency (ARSO) on the
Koper dataset – HIDRA outperforms NEMO and achieves a nearly 40% lower
RMSE and sets a new state-of-the-art with only a fraction of the computa-
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tional cost and a vastly lower energy footprint (HIDRA is more than half
a million times more efficient). This means that HIDRA is not only more
accurate than the physics-based NEMO model, but also much greener and
environmentally friendly, making a ground-breaking turn in sea level surge
prediction models research.
5.1 Future work
In general, HIDRA achieves remarkable results for sea level prediction. The
largest increase in prediction error is for events with large residual values
like storm surges. Such rare events are especially difficult for a learning-
based methods like HIDRA due to the small amount of available training
data. While HIDRA outperforms the state-of-the-art NEMO model in this
case, there is room for further improvements. The oversampling method
could be revised and other techniques for emphasizing rare events could be
explored. Our results indicate that a mixture of interval and fixed-time
predictions could lead to fruitful results. Atmospheric data from multiple
ensemble members could also be utilized to increase the number of training
examples. Finally, the physics-based knowledge of the NEMO model could
be utilized to aid in the training of HIDRA.
Another area of possible improvement is the adaptation to sparse data.
Although not frequent, there are missing values in the sea level data, due to
equipment failure or other unexpected events. The current setup of HIDRA
requires complete input data and is thus not applicable in these rare situa-
tions. To mitigate this issue, a sparse version of HIDRA could be developed,
that is able to produce predictions from sparse input sea level data.
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