It is known that time-weighted charts like EWMA or CUSUM are designed to be optimal to detect a specific shift. If they are designed to detect, for instance, a very small shift, they can be inefficient to detect moderate or large shifts. In the literature, several alternatives have been proposed to circumvent this limitation, like the use of control charts with variable parameters or adaptive control charts. This paper has as main goal to propose some adaptive EWMA control charts (AEWMA) based on the assessment of a potential misadjustment, which is translated into a time-varying smoothing parameter. The resulting control charts can be seen as a smooth combination between Shewhart and EWMA control charts that can be efficient for a wide range of shifts. Markov chain procedures are established to analyze and design the proposed charts. Comparisons with other adaptive and traditional control charts show the advantages of the proposals.
Introduction
The research published by Walter Shewhart (1931) about the fundamentals of SPC (Statistical Process Control) supposed a change of paradigm in the concept of quality control, because it changed the focus from a control based on the veri…cation of the …nal speci…cations to a control based on the monitoring of the intrinsic variability of a process. Shewhart proposed charts based on monitoring the value of a statistic on independent samples, usually denoted as rational subgroups. These charts are known as Shewhart Control Chart. Let X be a random variable representing a quality characteristic of a product obtained from the process we want to monitor. Let us denote the mean and variance of X when the process is in control as 0 and 2 ; respectively. Let x i1 ; x i2 ; ::::; x in be a set of realizations of X which conform the i-th rational subgroup of size n, being x i its sample mean. A Shewhart X control chart monitors the evolution of the sequence of the independent sampling means x i with the aim of controlling that the process mean has not changed. Under the assumption that X is normal, the control limits of the Shewhart X chart are
These limits represent a probability interval of X of coverage 1 = 0:9973: The chart triggers an alarm if a sample mean falls outside these limits. The probability of a false alarm is then = 0:0027.
Similarly, there are Shewhart control charts for some other statistics, like sampling variances, standard deviations, coe¢ cient of variations and so forth.
It is well known that X control charts and, in general, Shewhart charts, are not very sensitive to small shifts in the process mean. For example, it is easy to …nd out that if the shifted mean 1 is such that j 1 0 j < 2 , the probability of detecting such change with the chart (1) is very small for practical purposes. In order to detect small shifts we need a statistics with lower variance that, for a given false alarm rate, can provide narrower control limits. This could be attained with a larger subgroup size n: However, since Shewhart charts are based on independent samples, a larger rational subgroup size might lead to a larger average time to signal (ATS), or a larger average number of observations to signal (ANOS).
In order to increase the sensitivity of Shewhart control charts to smaller shifts, the literature have proposed some modi…cations, such as the use of supplementary run rules. The run rules are a set of rules that help to detect when a sequence of several points (run) in a Shewhart chart is very unlikely when the process is in control, showing evidence of misadjustment. An unlikely run will trigger an alarm even if the points are inside the control limits. Consequently, the shift does not need to surpass the control limits to be detected. Runs Rules for Shewhart charts have been proposed, 2 among others, by Page (1955a) , Western Electric (1956) , Reynolds (1971) , Nelson (1984) Another proposal to improve the sensitivity of Shewhart control charts to small shifts is by means of an adaptive design of its parameters; typically, variable sample sizes (VSS), variable sampling intervals (VSI) or some combination of both approaches. The main idea of this approach is to increase the sampling (size or frequency) only when data show some evidence of a shift. By doing so, we could take advantage of the larger information without incurring in a high cost. Basically, in a VSS chart, if the point falls in the warning region, i.e. a region inside the control limits but close to them, the next sample size should be large to increase the sensitivity of the chart. However, if the point falls in the central region, the next sample size can be small, since there is no evidence that the process had shifted (see Daudin, 1992; Prabhu et al., 1993 Prabhu et al., , 1994 Costa, 1994; Zimmer et al., 1998 ; and, more recently, Wu, 2011; Wang, 2012, and Castagliola et al., 2012) . Similarly, in a VSI chart, the time to take the next sample should be smaller if the point falls in the warning region because the process could need a quick adjustment. Conversely, the time to take the next sample can be large if the current point falls in the central region, since the risk of being out of control is very low (see Reynolds et al.,1988; Cui and Reynolds, 1988; Runger and Pignatiello, 1991; Costa, 1994 Costa, , 1999a Costa, , 1999b Tagaras, 1998; Mahadik, 2013 ).
An alternative procedure to reduce the variance of the monitoring statistics is to use a statistic with memory; that is, a statistics based on some average of current and past data, instead of a statistics based on independent samples. By doing so, we are increasing the e¤ective sample size, leading to a reduction in the sampling variability that would ease the detection. By using a chart with memory, we are not increasing the sampling costs. However, merging present and past observations in the same statistics can have a negative e¤ect. If the process mean shifts, a monitoring statistics with memory would merge data corresponding to the shifted process with previous data when the process was in control. This e¤ect would bias the value of the statistics, masking the shift. This can also provoke a delay in the detection. Therefore, if the shift is large, it might not be worthwhile to use a monitoring statistics with memory. Hence, this kind of charts, denoted as memory charts or time-weighted charts, are then useful only in the case of small shifts. The decision of whether to use a Shewhart control chart or a memory control chart can then be interpreted as a particular case of the traditional bias-variance trade-o¤. The most popular memory charts are the CUSUM and the EWMA charts. CUSUM control charts were introduced by Page (1954 Page ( , 1955b and then studied, among others, by Woodall and Adams
(1993).
Charts with memory can be applied to monitor the information of rational subgroups; however, they are frequently used for individual observations. Let x t ; t = 1; 2; :::; be a sequence of independent realizations of the random variable X that, when the process is in control, holds X N ( 0 ; 2 ): The CUSUM chart, which in fact is a two-side chart, uses two di¤erent statistics, C + t and C t ; that monitor the cumulative sum of positive and negative deviations from 0 ; respectively, as
with C + 0 = C 0 = 0. If the accumulated deviation is larger than K, (in absolute value) then the statistics C + t or C t will increase the memory of the chart, otherwise they are reset to 0. A small value of K will facilitate a larger memory, and, consequently a smaller variance of the statistics.
Consequently, smaller shifts can be detected. By means of K; the CUSUM chart can be designed to detect shifts of a speci…c size, usually expressed in terms of the standard deviation as 1 = 0 + . Then, K is de…ned as K = k , with k = j j=2. Then the parameter k rules the memory of this chart.
A low value of k would increase the memory, which is needed to detect small shifts. Conversely, a large value of k will only be surpassed by large deviations. When C + t or C t exceed a threshold value H, the process is considered out of control. The H parameter is also de…ned according to the standard deviation as H = h : The optimal value of h to attain a desired Average Run length (ARL) when the process is in control, denoted as ARL 0 ; depends on the sensitivity parameter k (Vance, 1986; Hawkins, 1992 Hawkins, , 1993 ).
The EWMA control chart proposes a di¤erent procedure to weight historical information. It was introduced by Roberts (1959) and subsequently studied by Robinson and Ho (1978) , Hunter (1986) , Waldmann (1986) , Montgomery, Gardiner and Pizzano (1987) , Crowder (1987a and 1989 ) and Lucas and Saccucci (1990), among others. Its statistic is de…ned as
where 2 (0; 1]. If < 1; the statistics (3) is a weighted average of current and past observations.
The smaller the the larger the weight to past data and, hence, the larger the e¤ective sample size.
Therefore, if we want to detect a small shift we would use a small value of : The variance of y t for a large values of t converges to Alternatively, adaptive CUSUM and EWMA charts can be proposed based on time-varying versions of the parameters that control the memory of the charts; that is k in CUSUM charts and in EWMA charts. By adapting the memory, we can make the charts sensitive both to small and large shifts.
The intuition behind these adaptive charts is to use a measure of the potential presence of a shift.
Accordingly, the value of their parameter is increased when it is suspected that the process could be out of control due to a large shift. Conversely, if the data show large evidence of being in control or with a small shift, the parameters tend to be smaller, easing the detection of potential small shifts.
This kind of adaptation scheme is the one we are interested in this article. recent observations using an appropriate function of the current error e t = x t y t 1 . The goal of this weighting scheme is to diminish the so-called inertia problem of the EWMA charts (Yashchin, 1987) , that reduces the e¢ ciency of the detection. The resulting AEWMA chart produces a time varying smoothing parameter according to the evolution of the process. In particular, if e t is small, the value of tends to be small, like in conventional EWMA chart, since the process seems to be in control.
However, if e t is large the value of tends to be large, since the risk of being out of control is higher.
Other research of interest to study adaptive EWMA charts can be found in Steiner (1999) 2 Adaptive EWMA control chart
The design of an EWMA chart consist of selecting the values of in (3) and L in (5). They can be chosen in such a way that the chart is optimal for detecting a prespeci…ed shift for a given ARL 0 . The in ‡uence of the design parameters in the performance of the EWMA has been studied by Crowder (1987a Crowder ( , 1989 ) and Lucas and Saccucci (1990) among others. They can be based on approximating the ARL with a discrete Markov chain. The resulting ARL is then a function of ; and L; that is, ARL ARL( ; ; L): For a prespeci…ed shift ; it can be written as ARL =ARL( ; Lj ): Then, the optimal values of and L that minimize ARL( ; Lj ) can be obtained using traditional nonlinear optimization procedures. This optimization problem can be written as min (ARL ( ; Lj )) ; subject to:
We have calculated the optimal design for each shift and ARL 0 = 100. The minimum ARL is denoted by ARL . Figure 1 -a shows the comparison between the optimal design for ARL and the range of designs with ARL ARL + 5%. That is, we …nd the optimal design for each shift as well as those designs that are nearly optimal in the sense that their ARL in each shift is not larger than a 5% of the minimum one. Table 1 shows that, for instance, if = 1 then it is possible to get an (6) could be rewritten as y t = w (e t ) x t + (1 w (e t )) y t 1 ;
i. e., it is an EWMA statistic with variable weights because w (e) = (e) =e. (e) should be monotonically increasing in e; (e) = ( e); (e) e, when jej is small, for a suitable ; 0 < 1; and …nally (e) =e 1, when the jej value is large. Capizzi and Masarotto (2003) proposes the following score function, based on the Huber function:
where, if k ! 1; then hu (e) = e and the AEWMA chart reduces to the traditional EWMA (3).
Moreover, when = 1 or k = 0, the AEWMA chart performs essentially like a Shewhart chart.
This AEWMA chart can be interpreted as a chart with a time varying smoothing parameter w (e t )
according to the process data. In particular, if the current observation is close to the previous value of the EWMA statistic, then the value of w (e t ) must be small (conventional EWMA chart), but if the current observation is not near the previous value of the EWMA statistic, then the value of w (e t )
should be large, in that case EWMA chart will be similar to Shewhart chart (see Shewhart, 1931) .
In this work we will analyze alternative strategies to get AEWMA charts with time-varying smoothing parameters, using the representation
and where the proposal of Capizzi and Masarotto (2003) is a particular case. The alarm is triggered as soon as jy t 0 j > h , where h is a threshold that determines the ARL 0 : In each case, a speci…c statistics that quantify the evidence of a shift from data is proposed. Then, a Markov chain representation is obtained to compute the ARL. This Markov chain representation is used to optimize the parameters such that minimum ATL is attained for a given ARL 0 .
AEWMA charts with t based on the last observation x t
In this section, we present some proposals for t as a function of the potential misadjustment based on the information provided by the last observation x t : The …rst proposal, denoted as AEWMA1, is based on the standardized distance from x t and the target 0 : The second proposal, denoted as AEWMA2, is based on the standardized distance form x t and the last value of the monitoring statistics y t 1 :
Alternative ways of translating each distance into a smoothing factor t are proposed. The AEWMA chart of Capizzi and Massaroto (2003) can be interpreted as a particular case of this second distance. 
The AEWMA1 chart
This adaptive control chart measures the potential missadjustment by standardizing the last observation x t . This is done by using the following statistics:
which is a measure of the actual distance of the process to the target. This distance will tend to be larger in presence of a shift, therefore it is an interesting measure of the potential misadjustment.
Given y t 1 ; the value of x t is a random variable. If the process is in control, and under the assumption of normality, it holds that S 1t 2 1 ; with a cumulative distribution function de…ned as
Note that F 1t 2 [0; 1] and, besides, it tends to approach unity as the process departures from the in-control state. Therefore, it could be used as t : However, the variability of F 1t can be very large, provoking a poor performance in the AEWMA chart. It should be noted that, according to (8) , a large value of t implies the lost of most of the memory accumulated in y t 1 ; and that can no longer be recovered even if t decreases in the following instants. This lost of memory would lead to a large variance of the monitoring statistics y t ; decreasing its sensitivity. We need, then, some e¢ cient transformation that helps to translate F 1t into a smoothing parameter t : Many transformations can be proposed. A simple transformation would be to limit the range of variation of F 1t ; doing a linear transformation between some lower value min and an upper value max as follows:
where min and max are values that are optimized to attain the lowest ARL for a given ARL 0 , and computed with a procedure described below. A second alternative that adds some ‡exibility to the transformation (11) is to also use a power transformation as
where a is can also optimized together with min and max . The third proposal to transform F 1t into t is to use some threshold value, p 0 ; such that if F 1t p 0 then t = min : Consequently, we will maintain a low smoothing factor unless the evidence of shift is large. If F 1t > p 0 ; we maintain a similar transformation as in (12) in such a way that the whole transformation is continuous. The resulting that similarly to the previous proposal, tends to increase in presence of a shift. This statistics holds that
where z t N (0; 1): Then, conditioning on y t 1 ; S 2t follows a non-central chi-square distribution of one degree of freedom, 2 1 ( t ); with noncentrality parameter t = ( 0 y t 1 ) = : The cumulative distribution function is then
as in the AEWMA1 chart, we could use F 2t to translate S 2t into a smoothing parameter, and the transformation (12) to obtain a time-varying smoothing parameter. It can be seen, however, that the noncentrality parameter t can be very small. For instance, if = 0:1; expression (4) shows that 2 yt 0:1 2 : Therefore, since E(y t ) = 0 ; the noncentrality parameter can be neglected for practical purposes. Therefore, for the sake of simplicity, the conversion of S 2t into a smoothing factor will be done as
where the parameters min ; max ; p 0 ; and a; are optimized to minimize the ARL when the process is out of control, for a given ARL 0 using the procedure shown below. Figure 3 illustrates how 2t varies as a function of x t ; with two particular combination of parameters. Since the statistics S 2t depends on y t 1 two curves with di¤erent values of y t 1 are displayed. When y t 1 = 0; the method is similar to the AEWMA1.
The AEWMA3 chart
This chart is a combination of the AEWMA1 and AEWMA2 charts. In order to speed up adaptation, this chart behaves like the AEWMA1 or the AEWMA2, depending on which statistics, S 1t or S 2t ; is more pessimistic with respect to the evidence of misadjustment. With this aim, the AEWMA3 chart uses the following time-varying smoothing factor:
1t ; 2t ) be used to assign an approximate value to t in each subinterval. If x t 2 i ; then
Therefore, if we express (24) as
where 
where f ( ) : R n ! R, can be
(ARL ( (i))), the norm kARL ( (i))k 2 , or some other convenient function. The ARL ( (i) ; ; h) is calculated using the Markov Chain procedure explained above using that x t N ( 0 + ; 2 ). For simplicity, in the AEWMA2 and AEWMA3, the noncentral chi-squared distribution is replaced by the central chi-squared distribution because it has shown that both provide similar results.
Therefore, in a process control in zero state and ARL 0 = 100 with (13) Table 2 shows the optimal values of the AEWMA control chart parameters. Similarly, Table 3 shows the optimal values of parameters, for ARL 0 = 500. In this paper, for simplicity, and without loss of generality, the ARL values are computed assuming that 0 = 0 and = 1. Tables 4 and 5 show the corresponding ARL pro…les. Applying (25) , the optimal values of the parameters can be obtained. Therefore, in a process control in zero state and ARL 0 = 100 and 500, with optimality criteria: minimize the ARL at interval shifts [0:5; 4] (AEWMA4-1) and at the interval shifts [1; 4] (AEWMA4-2), the optimal values of parameters are shown in Table 6 . The ARL pro…les are shown in the Table 7 .
Comparisons
In this section, the di¤erent AEWMA control charts and designs are compared. Also, they have been 
