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We compare the merits of two orthogonal series methods of estimating a density 
and its derivatives on a compact interval-those based on Legendre polynomials, 
and on trigonometric functions. By examining the rates of convergence of their 
mean square errors we show that the Legendre polynomial estimators are superior 
in many respects. However, Legendre polynomial series can be more difftcult to 
construct than trigonometric series, and to overcome this difficulty we show how to 
modify trigonometric series estimators to make them more competitive. 
1. INTRODUCTION AND SUMMARY 
In a comparison of density estimators the method of orthogonal series ‘is 
usually commended for its ease of computation, particularly when large 
sample sizes are involved. A kernel estimator is more tedious to calculate 
and needs lengthy recomputation when the sample is updated. Since a 
reasonable estimate of a density usually requires a large to very large sample 
size, there is much to recommend an orthogonal series estimator despite its 
sometimes slightly reduced efficiency. 
In this paper we compare the merits of two orthogonal series estimators of 
a density on a compact interval. Trigonometric series estimators, studied in 
detail by Kronmal and Tarter [ 121, are very easy to construct since the 
trigonometric functions are readily available from a computer’s library of 
functions. However, this advantage is partly offset by the existence of “edge 
effects,” related to the Gibbs phenomenon, on the bias of these estimators. 
Unless the density satisfies certain periodic continuity conditions at the 
endpoints of the interval of estimation, its bias can be unexpectedly large. 
This problem has been studied by Hall [9]. Note that problems with the bias 
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occur throughout the interval, and not just at its endpoints, even though the 
Gibbs phenomenon is caused by disparities at the endpoints. We shall show 
that an estimator based on Legendre polynomials does not suffer from this 
deficiency. Furthermore, estimates of a density’s derivatives may be obained 
by differentiating a Legendre polynomial estimate. A trigonometric series 
estimator does not usually possess this very desirable property. 
Graphs of the effect of Gibbs’ phenomenon may be found in several texts. 
For example, Fig. 31, p. 292 of Carslaw [4] illustrates the phenomenon in 
the bias of a Fourier series estimator of the density f(x) = (x + x)/2x*, 
--7~ < x < n. Further illustrations may be found in Bary [2, Fig. 6, p. 1201, 
Dym and McKean [ 7, Fig. 2, p. 441 and Gower and Baker [ 8, Fig. 2, p. 83 ]. 
The bias of an orthogonal series estimator is reduced by increasing the 
number of terms in the series, but this leads to an increase in the estimator’s 
variance. These two factors working against one another imply that the mean 
square error is minimised by selecting an optimal number of terms for the 
estimator (Crain [5]). The expense of constructing the estimator goes up as 
the number of terms increases since each term must be computed and 
retained. Therefore, it is desirable to choose a sequence of orthogonal 
functions which requires a small number of terms. We shall show that if the 
density is smooth inside the compact interval of estimation, then an 
estimator based on Legendre polynomials requires fewer terms than one 
based on trigonometric functions. 
While the Legendre polynomial method has much to recommend it, it has 
one significant drawback. Legendre polynomials of large order must be 
available from the computer’s library of functions and must be calculable to 
a good degree of accuracy if we are to avoid rounding errors. These 
requirements could preclude the use of a desk calculator to construct a 
Legendre series density estimator. From the point of view of simplicity the 
trigonometric series estimators have no peers, and we sought a method of 
modifying them which removed most of their deficiencies but retained their 
ease of calculation. We present our modified estimators in Section 3. They 
have excellent efficiency on most of the interval of estimation, provided the 
density is smooth, although this is achieved at the expense of poor accuracy 
at the very ends of the interval. For many purposes this loss of accuracy is 
unimportant. Often we wish to estimate a density over only a portion of its 
range, and by using an interval of estimation which overlaps this region we 
obtain an estimate which performs well everywhere in the region. 
We compare the performances on the basis of mean square error, mean 
integrated square error and partial mean integrated square error. A number 
of authors, in particular Crain [6], have studied the behaviour of estimators 
based on the Legendre series, but their work has not revealed the striking 
advantages of these estimators. Related investigations have been made by 
Schwartz [ 161, Bosq [3] and Walter [20]. See Viollaz [19] and Anderson 
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and de Figueiredo [ I] for recent work on orthogonal series estimators. We 
refer the reader to Sansone [ 151 and Szegii [ 181 for the theory of Legendre 
polynomials. 
Suppose the density f has its support confined to an interval (u, v), and let 
Mn~ m > 0} be a complete orthogonal system on (u, v) with respect to a 
weight w. Then an estimator of S(x) based on a sample Xi,..., X, with 
densityfis given byfa(x; m) = J’J: c?~#~(x), where (ii = n-’ JJ’= I tij(Xi) w(X,) 
is an unbiased estimator of the Fourier coefftcient 
The mean integrated square error (MISE) of the estimator is given by 
J{?,(x; m)} = j: E[fn(x; WZ) -f(x)]’ w(x) dx = 5 Var(c;i) + 5 u/‘; 
j=O j=m+ I 
see (8) and (13) of [ 121. One of our aims is to obtain asymptotic expressions 
for such quantities. For example, if u = --2, = 1 and I$,,,} is the Legendre 
series, it follows from Theorem 1 below that 
I ’ ~[~(x; m) -f(x)]’ dx -1 
= (m/m) j;, (1 - x’)“‘f(x) dx + O(m -2r-1) + o(m/n) 
whenever the rth derivative offexists and is of bounded variation on (-1, 1). 
In the case r = 2, this should be compared with the classic expansion for a 
kernel type estimator; for example, take b(n) = m-’ in Rosenblatt [ 14, 
p. 18191. 
2. ESTIMATION BY LEGENDRE POLYNOMIALS 
The functions 
p,(x) = [f (h + 1 )I “2 P,(x), m Z 0, 
where the P, are the Legendre polynomials, are orthonormal on (-1, 1). If 
the density f has its support confined to (-1, l), is continuous and of 
bounded variation on each interval (-1 + E, 1 - E), E > 0, and satisfies 
I I, (1 -x2)+!/-(x)dx < co, 
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then the Legendre polynomial expansion off, defined by 
f(x) - if %Pm(X)9 where a,,, = I ; ls(x)Pmw k 
converges uniformly to f on each interval (-1 + E, 1 - E), E > 0 (Sansone 
[15, p. 2361). If X1,X, ,..., X,, are independent random variables with 
common density f, then a^, = n -I Cy= I p&J is an unbiased estimate of a,,, , 
and 
.T”(,; m> = g&j Pj(x) 
0 
is an estimate off(x). By direct differentiation we obtain the estimate 
j‘Fl(X; m) = (&)‘f”(X; m) = $ (ii Pj”‘(X) 
offtS1(x). (We shall denote the rth derivative of a function g by gtrl rather 
than g , V) to avoid confusion with the usual notation for classes of orthogonal 
polynomials.) The polynomials PE1 are related to the ultraspherical 
polynomials C, V) by the formula 
and so are orthogonal with respect to the weight function (1 - x2)‘, Ix] < 1. 
THEOREM 1. Let r > s > 0 be integers. Suppose f has r derivatives on 
(-1, l), (1 - x’)‘/~~~‘~(x) is of bounded variation on (-1, l), and 
[’ (1 -x2)-3/4 ]f[“(X)] dx < co. 
‘-1 
Then 
I ’ E[fp(x; m) -f’“‘(x)]2( 1 - x2)s dx -1 
m2s+l 
’ 
= n(2s+ 1)~ I 
(1 -x2)-“‘f(x)& + O(m2’S-“-‘) + o(m2s+1/n) 
-, 
asmandndoo. 
This result is perhaps best discussed by comparing it with its analogues 
for the more commonly used kernel estimator. We shall consider only the 
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case s = 0, corresponding to estimation of the density itself. If f has r 
derivatives on (-1, I), then by choosing m - n1’2’r+1) we may obtain an 
estimator with MISE equal to 0(n-‘2r+‘)‘2(r+1)). The results of Singh [ 17 ] 
for the mean square error of a generalised kernel estimator may be extended 
to the case of MISE, yielding a rate of 0(n -r’(2rt I’) under very similar 
conditions. The asymptotic variance of the Legendre series estimator is 
unbounded towards the endpoints of (-1, 1); see Theorem 2 below. 
However, this latter defect can be unimportant in applications since 
orthogonal series estimators are often used to estimate a density over only a 
portion of its range. By estimating the density over an interval slightly larger 
than the interval of interest, the effect of this aberration can be greatly 
reduced. 
The closeness of the rates of convergence for the Legendre series and 
kernel estimators indicates that an orthogonal series estimator can compete 
with a kernel estimator from the point of view of efficiency as well as ease of 
computation. The Legendre series estimator has an advantage over the 
generalised kernel estimators in that its form remains unchanged if we alter 
our assumptions about the smoothness of the density. In practice one would 
be uncertain as to the value of r and would compare estimates for several 
different values. The Legendre series estimator would lead to shorter com- 
putations. 
If the density f is smooth on the interval of estimation (that is, if f has 
several bounded derivatives there), then the Legendre series estimator 
generally has smaller bias than an estimator based on trigonometric series. 
One reason for this behaviour is that the bias of a trigonometric series 
estimator tends to exhibit Gibb’s phenomenon near the endpoints of the 
interval. To reduce this excessive bias, a larger number of terms has to be 
used in the construction of a trigonometric series estimator. By comparison, 
the Legendre series estimator usually requires a smaller number of terms, 
and this can lead to computational savings. 
We close this section with a central limit theorem for the error from the 
mean, and a uniform estimate of the bias term. 
THEOREM 2. Assume the conditions of Theorem 1. If r > s > 0, then for 
any E > 0, 
sup 
IXl<l-E 
IEjv’(x; m) -f ‘s’(x)l = O(ms-‘). (2) 
If in addition mzs+ ‘/n + 0, then at each continuity point x off in (-1, 1) the 
random variable 
Z,(x) = (n/mZS+ ‘)I/* [ft;“(x; m) - EfI;“(x; m)] 
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asymptotically normal 
r;(x) =f(x),(2s + 1) ?r( 1 - 
with zero mean and variance 
x2 Sf ‘12. Furthermore, var [Z,(x)] + u:(x). ) 
One could also use a series of even Legendre polynomials, or an odd 
series, to estimate a density on (0, 1). However, elementary calculations 
show that these series exhibit a Legendre analogue of the Gibbs 
phenomenon, and they lead to estimators which are generally inferior to 
those based on the entire Legendre series. Results like those of Theorems 1 
and 2 may also be derived for estimators based on the Jacobi polynomials, 
of which the Legendre polynomials are a special case. However, the weight 
function associated with the Jacobi polynomials usually converges to zero at 
one or other of the endpoints (-1, 1 }, and this makes it difficult to compare 
Jacobi series estimators and trigonometric series estimators. 
Proof of Theorem 1. We begin with two lemmas. 
LEMMA 1. Let r > s > 0 be integers. Suppose the function g has r 
derivatives on (-1, l), (1 - x2)1’4 g”‘(x) is of bounded variation on (-1, l), 
and 
1’ (1 -x2)-3/4 1 g”‘(x)1 dx < 00. 
Then 
i 
1 
g’“‘(x) cz t 10) (x)( 1 - x2)’ dx = O(m2S-‘-3’2) 
-1 
asmda3. 
(In the case s = 0, Jackson [ 10, Corollary I, p. 741 obtained a precise 
upper bound, but under more stringent conditions on g.) 
Proof. It follows from (3) that gcrel) is of bounded variation on (-1, l), 
and in particular, each g”), 0 < i< r - 1, is bounded on (-1, 1). Using 
Rodrigues’ formula and integrating by parts we see that 
I 
1 
gcs) (x) (-2 + 10) (x)( 1 - x2)$ dx 
-1 
= (-1) m+s s!(m + 2s)! 
2*m!(2s)!(m + s)! 
J 
l 
- 1 
g(x) [ ($J+” (1 -x2y] dx 
2Ss!(m + 2s)! l 
= 
m!(2s)! 
~-lg(x)P,+,(x)d~=O(m2s)~~lgOP,t,(x)d~. 
Since P, = Cif2’ it suffices to consider the case s = 0. 
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Integrating by parts and using the formula 
and the fact that P,(l) = (-l)m P,(-1) = 1, we see that for r > 1, 
(’ g(x)P,(x)dx=-(h+ l)-‘If~g’(x)~P,+,(x)-~,-,(x)l~. 
-1 
It follows by induction that we need only prove 
b, = 1’ g”‘(x) P,(x) dx = O(m -3’2), 
-1 
and we may assume that r = 0. In this case 
b, = 
I 
n g(cos 19) P,(cos 8) sin 0 dB 
0 
=d, 
I 
~~g(cos8)cos [ (m+~)8-~](2sin0)-1/2sin8dt9+r,/, 
4 
dm= (2mt 1) 
[(z) 2-2”]1- 2(mn)-1/2 
and 
1 rm I< (2m t 3)-l Jf 1 g(cos e)l (2 sin e) -3/z sin 0 de 
I 
I 
<m-’ 1 g(x)1 (1 -x2)-3’4 dx= O(m-I). -, 
(Use Stieltjes’ expansion of P,(cos e); see for example Sansone [ 15, p. 2091.) 
The function g(cos @(sin 8)1/2 is of bounded variation on (0, n), and so by 
the Riemann-Lebesgue lemma (Whittaker and Watson [21, p. 172]), 
b, = O(m -3’2). 
LEMMA 2. If the measurable function g satisfies 
1 
’ (1 - x2)-1’2 ] g(x)] dx < co, 
-1 
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then 
J1 g(x)P:(x)dx=(mn)-‘J1 (1 -X’)-“2g(X)Cfx+o(m-‘) 
-1 -1 
as n-+co. 
ProojI We may write 
(I, g(x) P:(x) dx = jr g(cos 8) Pi(cos 0) sin 8 d8. 
Stieltjes’ formula implies that 
q&OS e) = +& (1 + 8,) 
cos’[(m + 4) 8 - n/4] 
sin e + r,(cos 81, 
where the constants 6, + 0 and 
I r&OS @)I< Cc/m2 
uniformly in 0 E (E, 7~ -E) for any E > 0. It follows from the 
Riemann-Lebesgue lemma that if 0 < E < fa, 
Jnprg(cOs e) P:(COS 8) sin 8 dB = (mn)-’ j*-cg(cOs e) de + o(m -I). 
6 E 
Since Pk(cos 0) < 2/mx sin 8 on (0, a) (Theorem 7.3.3, p. 160 of Szego 
[ 18]), then 
/ g(c0s e)l P~(COS e) sin e de 
and the result follows immediately. 
Returning to the proof of Theorem 1, we let 
cE+1/2yx) = [“!Qp; t,l”* g cg+ l,*yx>, 
m 2 0, 
denote the normalised ultraspherical polynomials. From the proof of 
Lemma 1 we see that 
cE+ l/yx) j; ,yyU) c;+ “*‘(u)( 1 - u2)’ du 
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= ts1 P m+s(x> jf~fwPn+rw~~. 
Writing a:’ = j’_ rf[“‘(u) c;+“‘)(u)(~ - u*)’ du we deduce that 
s 0 
The functions dE+ ‘l”(x) = (1 - x2)‘j2 c$+“~)(x), 1x1 < 1, are orthonormal 
on (- 1, 1 ), and since 
1 ’ [(l -x2)S’*ftSr(X)]2dX < al -1 
under the conditions of the theorem, it follows from Parseval’s equality that 
for m > s, 
1 A,,,= 
j [ 
(1 -xyj-yx) - m-s 
-1 
s py ,y+ l/2),,] 2 & 
0 
(1 -x2)“[f’“1(x)-E~~1(x;m)]2cix= c [ajs)]‘, 
m-s+ 1 
;;rr &!&-‘-,r)( I,ndxs’o)““f[S1(x) d$+ ‘12’(x) du. But in view of Lemma 1, 
m- , 
A, = O(m2(s-r)-‘). (4) 
Condition (1) implies that 
1 
1 
(1 -x2)-“‘f(x)dx < co -, 
-indeed, if r > 0, then f is necessarily bounded. Therefore, 
I 
’ n var[ftl(x; m)]( 1 - x2)’ dx 
-1 
= jylvar [$ P,(mP:s'(x) (1 - x21S dx ] 
1 m 
* = 
j [= 
E p,(X,)pjyx) (1 - x2y dw + O( 1) 
-1 0 1 
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It now follows from Lemma 2 that 
J .’ -1 n var [fF’(x; m)]( 1 - x2)’ du N (2r:+li)n j’, (1 - x2)- “‘f(x) dx, 
and from this and (4) we deduce Theorem 1. 
Proof of Theorem 2. From Lemma 1 it follows that a, = O(m-‘-‘), and 
since 
IPFl(cos 8)] < C min{m2k, mk-“20-k-“2} 
for 0 < 19 < 7r/2 (Szegti [ 18, p. 167]), then 
IEft’(x; m) -f’“‘(x)1 < j!J 1 a, #‘(x)1 = O(ms-‘) 
Ill+1 
(5) 
uniformly in Ix] < 1 -s, proving (2). 
As the first step in proving the Central Limit Theorem we verify the 
limiting formula for the variance. Let K,(x,y) = C,“p,(x)p,(v) and 
Kkl(x, v) = (a/ax)’ K,(x, v). Then&x; m) = n -’ 2: Ktsl(x, X,), and in view 
of the result (2) it suffices to prove that 
m-2”-1E[K1S1(x,X,)2] +f(X)/(2S + 1) x(1 -X2)s+1’2. (6) 
The Christoffel-Darboux formula asserts that 
K&-~Y) = (m + W,(x) P,+d~4 -P,(Y) pm, lWW - 4, (7) 
and so for each E > 0 there exists C, such that 
whenever (x], ] y ] < 1 and ]x - y ] > E. From (5) and Lemma 2 we deduce 
that 
I IK~1(x,y)J2f(u) du = O(m2s). 03) lYl<l.lX-Yl>S 
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Given 6 > 0, choose E > 0 so small that If(x) -f(y)1 < 6 whenever 
Ix--y]<&. Then 
Now, 
for 0 ( 9 ( rr (Magnus, Oberhettinger and Soni [9, p. 224]), and so 
@[C:.i”“(cos ep - mzs+‘/(2s t 1) 22”[1+ t f)]‘(sin 19)~‘+‘. 
We may obtain a lower bound in the same way that we obtained the upper 
bound (9), and combining these bounds and the estimates above we find that 
I I~!f?(x9Y12s(Y) dY lYl<l.lX-YI<E 
= [jyx) + 6,]](2~)+! 2V(s t fj]h22~+1/(2s t 1)(1 -~2)s+l/2 
+ O(m2s+1), 
where IS,,, ] < 6. Since T(s + 1) = (2s)! n”‘/s! 22s, then the result (6) follows 
from this estimate and (8). 
For s = 0, I or 2 the Central Limit Theorem can be proved fairly easily as 
a corollary of Lindeberg’s theorem. (Use the Christoffel-Darboux formula 
(7).) However, as the value of s increases the mathematics becomes 
increasingly complex, and for s > 3 it is simpler to procede via an embedding 
theorem. Note that 
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where F,, is the empiric distribution function. An application of Theorem 3 
of Komlos, Major and Tusnady [ 111 shows that this quantity may be written 
as 
,-l/2 
j1 wo,(FW (;) ~k%~) 4’ +R,, (10) 
-1 
where w”, is a Brownian bridge and 
The first term in (10) has a normal distribution, and it is a relatively simple 
matter to prove that its variance is asymptotically m2st’af(x)/n. Having 
done this it suffices to prove that 
(11) 
(we only consider s >, 3). 
From (5) we may deduce that for any E > 0, 
I I,,,(1 -x)~-‘IP~~(x)I~X=O(~~-“~) (12) 
as m + 00. Let L,(x,y) = 2(m + 1)-l 8K,(x,y)/@; then by (7), 
Lt(x,Y)= (Y-x)-21p,(x)[(Y-x)P:,t,(Y) --cn+I(Y)l 
-P,t,(x)[(Y--x)P~(Y)-P,(Y)l}, 
and from Taylor’s theorem we obtain 
where R,(x, y) = 1; (1 - t) Pz(tx + (1 - t)~) dt. Consequently, 
s 
= 
k )I 
fyk’(X) (1 -t) tkP~+2’(tX + (1 - f)Y) dt 
-pg;:yx> I 
l(l-t)tkPP~:l(tx+(l-t)y)dt . 
1 
(13) 
0 
683/12/3-9 
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After some manipulation we find that 
1 
I j 
dy l(l-t)tklP~+*l(f~+(l--)y)l~~ 
-1 0 
= (k + 1)-l 
[ 
(1 +,X)-k-l r, (1 + Z)k+r IP:+*‘(z)l dz 
+ (1 -x)-k--l jr (1 -Z)k+’ IP;+“(x)ldr]. 
x 
and from (5) we now deduce that 
dmk(x)=j;l / Pg-kl(X) I, ’ (1 -t) t9:+*1 (tx + (1 - t)y)dt dy 
< c.,,s-k-112 (1 -z)~+’ IP:+*‘(z)l dz, 
where E = min( 1 - X, 1 + x). The result (11) now follows from (12) and 
(13). 
3. IMPROVED TRIGONOMETRIC SERIES ESTIMATORS 
We shall confine our attention to improvements of the cosine series 
estimator. The sine and Fourier series estimators may be improved in a 
similar way. Unlike the Legendre series estimators proposed above, the form 
of the estimators considered here depends on the degree of differentiability 
assumed for the density. 
Suppose the density f has its support confined to (0, x) and has r > 0 
derivatives on (0, x). Let X,, X2 ,..., X, be independent variables with 
common density J: We propose the estimator 
Tn(x; r; m) = 7r-‘(sin x)-l 
[ 
S,, + 2 2 &, cosjx 
1 1 
where 6,, = n -’ C: cos(mX,)(sin XJ. The estimator behaves erratically at 
the endpoints 0 and K, but it performs better on any interval (s, 7c - E) than 
the traditional cosine series estimator&x; 0; m). This fact may be deduced 
by setting r = 0 in Theorem 3 below, for example in the result (15). The 
second term in (15) is produced by the bias of the estimator, and if r = 0 and 
f does not vanish at the endpoints 0 and n, this term does not converge to 
zero faster than m - 3. By taking r 2 2 the bias term can be made to converge 
more quickly. 
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The coefficient 6,, is an unbiased estimator of 
L = (” cos mx(sin x)‘f(x) dx, 
0 
which is of course proportional to a Fourier coefficient of the function 
g,(x) = (sin x)‘f(x). 
If we extend g, from (0, n] to (-a, rr] by defining g,(x) = g,(-x), and then 
extend it to (-co, 00) by periodicity, the resulting function has r derivatives 
on the whole real.line. Therefore, its Fourier series expansion (identical here 
to its cosine series expansion) converges rapidly. This property is the key to 
the performance of the new estimator. The behaviour of its mean integrated 
square error is described by 
THEOREM 3. Assume that f has its support confined to (0, n), and let [x] 
denote the integer part of x. If f has r derivatives on (0, n) and f (” is of 
bounded variation, then 
J,(m) = 11 (sin x)2r E{S,(x; r; m) -f(x)} * ak 
= (m/m) 1: (sin x)*‘f (x) dx + O(rr~-~‘-‘) + o(m/n) 
as m and n + UZL If f has 2[r/2] + 2 integrable derivatives, then 
J,(m) = (m/nlr) I,’ (sin x)2r f (x) a!x 
+ (2/w){(2[r/2] + 1)!}‘((4[r/2] + 3)m4[“21+3)-‘I, 
+ o(m/n + m-4[r’21-3), (15) 
where 
1, =f (W +f w, r odd 
= f ‘(o)2 +f’(7g2, r even 
and iff @(r/Z] +2) is of bounded variation, then for any 0 < E < n/2, 
r; m) -f(x)}’ ah = O(m/n + m -4[r’21-4) (16) 
asmandn-,co. 
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(BY f(O), f  ‘(% f(n) and f  ‘( 71 we meanf(O+),f’(O+),f(rr-) andf’(n-), 1 
respectively. The conditions of the theorem imply that these limits exist.) 
The quantity defined in (16) might be called the partial mean integrated 
square error (PMISE). If we set t = 2[r/2] + 2, then the best rate of 
convergence of the PMISE is obtained with m = O(n”‘*“‘)), giving a 
PMISE of O(n --21’(2f1 I’). 
The derivative f ‘, if it exists, may be estimated by l/(x; 0; m), but in 
general higher-order derivatives may not be estimated in this way. 
We close this section with an analogue of Theorem 2. 
THEOREM 4. Assume that f has its support confined to (0, x). If m/n -+ 0, 
then at each continuity point x off in (0, n) the random variable 
Z,(x) = (n/m)“‘[~(x; r; m) - @Xx; r; m)] 
is asymptotically normal with zero mean and variance o:(x) =f (x)/n. 
Furthermore, var[Z,(x)] + o;(x). Zf f has 2[r/2] + 2 derivatives on (0, n) 
and iff (*[r/*1+2) is of bounded variation, then for any E > 0, 
sup ]ES,(x; r; m) -f (x)1 = O(m-2”‘21-2). 
e<x<n-E 
Proof of Theorem 3. Let D denote the operator d/dx. The following 
result is easily proved. 
LEMMA 3. For positive integers r and k, 
Dk [ (sin x)r] ]x=O,n = 0, l<k<r or k=r+l 
= r!(cos x)r IxEOan, k = r. 
With D-‘h denoting the rth indefinite integral of the function h, we find 
on integrating by parts that if f (r) is of bounded variation, 
b,, = C-1)’ 1; [D’( sin x)‘f (x)][D-’ cos mx] dx = O(m-‘-I), (17) 
using the Riemann-Lebesgue lemma (Whittalcer and Watson [21, p. 1721). 
For an integer k we have 
D-2kcosmx=(-l)km-2kcosmx and 
D-2k-1 cos mx = (-l)k m-2k-1 sin mx. 
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Therefore, integrating by parts twice more in (17), and using Lemma 3, 
b 2k,m = -[DZk+‘(sin x)‘“f(x)](-l)k+l m-2(k+1) cos mx I;=0 
+ j; [D zk+z(sin x)‘kf(x)] [Dek-* cos mx] dx. 
From Lemma 3 again it follows that 
D’+ ‘(sin x)‘f(x) Ix=O,n = (r + l)! (cos x)7(x> Ix=O,n, 
and so if f has 2k + 2 integrable derivatives then by the Riemann-Lebesgue 
lemma, 
b 2k,m = (-l)k(2k + l)! m-2(kt1)[(-l)mf’(z) -f’(O)] + o(m-2(kt’)) (18) 
as m --P co. Similar calculations show that if f has 2k + 2 integrable 
derivatives, 
b 2k+,,,, = (-l)k(2k + I)! ??l -2(k+1)[(-l)m+1f(7r) -f(O)] + o(m-2’k+“). 
(19 
Combining (17) - (19) we deduce that 
M,, = 
i 
: (sin x)‘~ [f(x) - E&(x; r; m) ] 2 dx 
= (2/7r) z bFj = O(mp2’-‘) 
In+1 
(20) 
iff”’ is of bounded variation, and 
M,, = (2/~){(2[r/2] + 1)!}‘{(4[r/2] + 3) m41r’21t3}-1 I, 
+ o(m-4tr/21-3) 
(21) 
iffhas 2[r/2] + 2 integrable derivatives. Furthermore, if r = 2k andftri2’ is 
of bounded variation, the term o(m -2(k+ l)) in (18) may be replaced by 
O(m -- 2k-3), and we see from an application of Abel’s method of summation 
that 
(sin x)~[~(x) -E&(X; r; m)] = F brj COS~X 
mt1 
= (-l)k(2k + l)! 
I 
f’(z) 5 (-ly’j-‘-’ cosjx 
mt1 
683/12/3-IO 
-f’(O) f  jerp2 cosjx 
m+l 
+ O(m -r-y 
30 
= (-l)k(2k + l)! [f’(z) [ i (j-‘-’ - (j + 1)-‘-2) 
m+l 
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x C,(x t 7r) - (VI t l)-r-2 C,(x + 7r) 1 
-f’(O) [ .tl (jer-* - (j + 1)-‘-2) 
x Cj(X) - (m + 1)-r-2 C,(x) II t O(m-r-2) 
uniformly in 0 < x < rr, where C,(x) = Cr cos jx. Since C,(x) and 
C,(x t n) are 0( 1) uniformly in E < x < z - E, then 
,<fyp,-, If(x) -q&; r; m)]l= O(m-2”‘21-2) (22) 
as m + co. (A similar proof may be used for odd r.) 
Next we estimate 
12 1 (sin x) 
i 
2r var [.&(x; r; m)] dx 
n 
J [ 
m  
= n-2 var (sin XJ t 2(sin XJ C cos(jX,) cos jx dx 
0 1 1 
= (1/27r) 
[ 
11 (sin ~)~‘f(x) dx 
t 4 5 In (sin x)” cos2jxf(x)dx +0(l) 
1 0 I 
- (m/7r) 1: (sin x)*‘f(x) ffx. (23) 
Combining (20) and (23) we deduce (14), while (15) follows from (21) and 
(23), and (16) from (22) and (23). 
The last part of Theorem 4 is just (22). The first part is proved in the 
manner of Theorem 2. 
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Note added in proof: Subsequent to the acceptance of this paper, the author learnt that a 
portion of this work is contained in an unpublished Berkeley Ph.D. thesis by A. D. Viollaz. In 
particular, Viollaz considers the “improved trigonometric series estimators” discussed in 
Section 3. He calls them “pre-tapered estimators.” Viollaz also discusses Legendre series 
estimators. 
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