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Abstract
In [31] the notion of Double Convexity for a foliation of a Null Cone was introduced to
give a proof, if satisfied, of the Null Penrose Inequality. In this paper, for a class of strictly
stable, Weakly Isolated Horizons we show the existence of a unique foliation by Doubly Convex
Marginally Outer Trapped Surfaces (MOTS). Moreover, we show that any sufficiently small
metric perturbation continues to support the existence of a Doubly Convex MOTS. Using this,
and a lemma of S. Alexakis [1], we verify that the Null Penrose Inequality remains satisfied for a
class of physically reasonable metric perturbations off of the standard Schwarzschild Null Cone.
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1 Introduction
In [29, 30], the Penrose Conjecture for asymptotically flat spacetimes posits a geometric interpre-
tation of the assumption that the total mass of an isolated physical system, as measured by an
observer ‘at infinity’, should be no smaller than the mass of its black holes. Cases in which the Con-
jecture have been verified include spherical symmetry [18, 23] and time symmetric hypersurfaces
[19],[9, 10]. The setting of this paper involves a more recent approach utilizing null hypersurfaces.
From this perspective, a quasi-local black hole Σ0 is given by a spherical space-like surface with
vanishing future null expansion, called a Marginally Outer Trapped Surface (or MOTS), connected
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to past null infinity I− by a smooth null hypersurface Ω. From every asymptotically round folia-
tion of Ω there is associated an abstract observer at infinity that we may think of as having a fixed
velocity relative to our isolated system and measuring a total Trautman-Bondi energy ETB. The
infimum over all these energies giving the total Trautman-Bondi mass mTB of Ω. Since all cross
sections of Ω to the past of Σ0 have greater area we have no need to invoke any outermost minimal
area enclosure restrictions (as in the general case) and the Penrose Conjecture takes the form,√
|Σ0|
16π
≤ mTB.
This form of the conjecture is often referred to as the Null Penrose Inequality and has been verified
when Ω is shear-free and vacuum by J. Sauter [32]. For small vacuum perturbations of the metric
around the Schwarzschild Null Cone it was shown to hold for the weaker upper bound ETB by S.
Alexakis [1], also known as the Weak Null Penrose Inequality. Work by M.T. Wang [33] and M.
Mars-A. Soria [25] also study the problem for shells in Minkowski, related to the original formulation
of Penrose concerning null shells of dust propagating in Minkowski spacetime. An interesting related
conjecture in Schwarzschild spacetime has also been shown by S. Brendle-M.T. Wang [11].
A general proof of the Weak Null Penrose Inequality was claimed by M. Ludvigsen and J.A.G
Vickers [22] but G. Bergqvist [8] identified, amongst decay assumptions of the past null expansion,
that no guarantee of ‘asymptotic roundness’ for their given foliation had been justified in order to
form a comparison with total energy. In [27], M. Mars - A. Soria was able to show unique existence
of a foliation called ‘Geodesic Asymptotically Bondi’ exhibiting the decay in the Ludvigsen-Vickers-
Bergqvist approach. Along with the use of a new energy functional the authors were subsequently
able to bound the MOTS mass
√|Σ0|/16π by the asymptotic limit of the Hawking Energy:
Definition 1.1. Given a spacelike 2-sphere Σ with mean curvature ~H = trΣ II, the Hawking Energy
is given by
EH(Σ) :=
√
|Σ|
16π
(
1− 1
16π
∫
Σ
〈 ~H, ~H〉dA
)
.
Unfortunately, the GAB foliation does not necessarily become round at infinity, and therefore the
difficulty of relating the resulting limit to the Trautman-Bondi energy persists.
In [31], the author constructs a new mass functional m(Σ) for a 2-sphere Σ in spacetime that,
given certain convexity conditions (see (3) and (4) below), is non-decreasing along any past null flow,
or equivalently, along any foliation of Ω. Interestingly, a consequence of these convexity conditions
on a MOTS is that the mass satisfies m(Σ0) =
√|Σ0|/16π. Moreover, along all asymptotically
geodesic foliations {Σs} ⊂ Ω we find this mass approaches a unique limit independent of the choice
of foliation. From this it can be shown, provided one member amongst all asymptotically geodesic
foliations of Ω can be found satisfying the aforementioned convexity, that lims→∞m(Σs) ≤ mTB .
The study of this paper concerns these convexity conditions which, as our discussion identifies, is
our only obstruction to proving the Null Penrose Conjecture:√
|Σ0|
16π
= m(Σ0) ≤ lim
s→∞m(Σs) ≤ mTB .
1.1 Overview of Main Results
In Section 2 we show a class of Weakly Isolated Horizon admits a unique foliation by MOTS
satisfying our desired convexity:
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Theorem. 2.1 Let H be a strictly stable, and optically rigid Weakly Isolated Horizon with positive
surface gravity κl > 0. Then it admits a unique foliation of MOTS {Σs} along its associated null
generator l satisfying
Ks +∇ · τs = 4π|Σ|
where K is the Gauss curvature, and τ the connection 1-form (or torsion).
We also show the existence of such MOTS persists under small metric perturbations around
our Weakly Isolated Horizon:
Theorem. 2.4 Let the metric g0 admit a strictly stable MOTS, Σ, such that δL+〈 ~H, ~H〉 = 0 =
K+∇·τ− 4π|Σ| . Then, for any smooth variation of metrics gλ, there exists ǫ > 0 and a corresponding
family of smooth 2-spheres, Σλ, satisfying
Kλ +∇ · τλ = 4π|Σλ| , 〈
~H, ~H〉λ = 0
for 0 ≤ λ ≤ ǫ.
In section 3, after imposing ‘reasonable’ decay similar to that of S. Alexakis [1] modeling asymp-
totically flat metric perturbations of the black hole exterior in Schwarzschild spacetime:
Theorem. 3.5 Let gλ be a smooth family of metrics satisfying the Dominant Energy Condition
off of the Schwarzschild metric g0, then there exists ǫ > 0 and a corresponding family of smooth
Σλ as in Theorem 2.4. If the past null cones Ωλ ⊃ Σλ are smooth and gλ is close to Schwarzschild
according to the decay conditions (20)-(23), then we have the Null Penrose Inequality√
|Σλ|
16π
≤ mTB(λ).
1.2 Initial Constructions and Useful Results
A spacetime (M, g) is defined to be a four dimensional smooth manifold M equipped with a
Lorentzian metric g(·, ·) (or 〈·, ·〉). We assume that the spacetime is both orientable and time
orientable, i.e. admits a nowhere vanishing timelike vector field, defined to be future-pointing.
From this, for Σ a spacelike embedding of a sphere inM with induced metric γ, it follows that
Σ has trivial normal bundle T⊥Σ with induced Lorentzian metric. From any choice of null section
¯
L ∈ Γ(T⊥Σ), we have a unique null partner L ∈ Γ(T⊥Σ) according to 〈
¯
L,L〉 = 2. Our convention
for the second fundamental form II and mean curvature ~H of Σ are
II(V,W ) = D⊥VW, ~H = trΣ II
for V,W ∈ Γ(TΣ) and D the Levi-Civita connection of the spacetime.
Definition 1.2. For the null basis {
¯
L,L}, we define the associated symmetric 2-tensors
¯
χ, χ and
torsion (connection 1-form) ζ by
¯
χ(V,W ) := 〈DV
¯
L,W 〉 = −〈
¯
L, II(V,W )〉
χ(V,W ) := 〈DV L,W 〉 = −〈L, II(V,W )〉
ζ(V ) :=
1
2
〈DV
¯
L,L〉 = −1
2
〈DV L,
¯
L〉
where V,W ∈ Γ(TΣ).
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1.2.1 Null Inflation Basis, Flux, and Mass
Whenever
¯
L satisfies tr
¯
χ =: σ > 0 we define a gauge invariant, canonical null basis {L−, L+} called
the Null Inflation Basis by
L− := ¯
L
σ
, L+ := σL,
from this the corresponding data of Definition 1.2 satisfies trχ− = 1, trχ+ = 〈 ~H, ~H〉, τ(V ) :=
〈DV L−, L+〉 = ζ(V )− V log σ. We may now define
Definition 1.3. For Σ admitting a Null Inflation Basis, the geometric flux ρ and mass m(Σ) is
given by
ρ = K − 1
4
〈 ~H, ~H〉+∇ · τ (1)
m(Σ) =
1
2
( ∫
Σ
ρ
2
3
dA
4π
) 3
2
(2)
where K represents the Gauss Curvature of Σ, and ∇ the induced covariant derivative.
One of the fundamental results in [31], motivating our convexity assumption on Σ, was the
following monotonicity result for the mass functional m(Σ)
Theorem 1.1. ([31], Theorem 1.1) Let Ω be a null hypersurface foliated by spacelike spheres {Σs}
expanding along
¯
L = σL− such that |ρ(s)| > 0 for each s. Then the mass m(s) := m(Σs) has rate
of change
dm
ds
=
(2m)
1
3
8π
∫
Σs
σ
ρ
1
3
(
(|χˆ−|2 +G(L−, L−))(1
4
〈 ~H, ~H〉 − 1
3
∆ log |ρ|) + 1
2
|ν|2 +G(L−, N)
)
dA
where
• χˆ− = χ− − 12σγ
• G is the Einstein tensor for the ambient metric g
• ν := 23 χˆ− · d log |ρ| − τ
• N := 19 |∇ log |ρ||2L− + 13∇ log |ρ| − 14L+
Taking as our convention that the Riemann Curvature tensor is given by
RXY Z := D[X,Y ]Z − [DX,DY ]Z,
then a spacetime (M, g) is said to satisfy the Dominant Energy Condition (DEC) if, for any two
future pointing causal vectors V,W ∈ Γ(TM) the Einstein Curvature tensor satisfies G(V,W ) ≥ 0
(where we recall G := Ric − 12Rg, for Ric the Ricci tensor and R the Ricci scalar). The DEC
models the physical assumption (by way of the energy-momentum tensor in the Einstein Field
Equations) that spacetime exhibits non-negative energy density. It is here that we recognize that
when we couple the DEC with Theorem 1.1 a non-decreasing mass d
ds
m ≥ 0 is achieved irrespective
of the flow vector
¯
L = σL− whenever the convexity conditions
ρ > 0 (3)
1
4
〈 ~H, ~H〉 ≥ 1
3
∆ log ρ (4)
are satisfied on Σ. We say Σ is Doubly Convex if conditions (3) and (4) are satisfied.
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1.2.2 Null Geometry and the Structure Equations
Since we’ll be analyzing null hypersurfaces in M we wish to introduce a setup that will be appli-
cable to our various needs, the setup as in [26] which we now describe will suffice.
Suppose N is a smooth connected hypersurface embedded in (M, 〈·, ·〉). It follows that the
induced metric on N is degenerate if we’re able to find a smooth, non-vanishing, null vector field
¯
L ∈ Γ(TN ). It’s a well known fact (see, for example, [13]) that the integral curves of
¯
L are pre-
geodesic giving κ ∈ F(N ) such that D
¯
L
¯
L = κ
¯
L. We assume the existence of an embedded surface
Σ in N such that any integral curve of
¯
L intersects Σ precisely once. We will refer to such Σ as
cross-sections of N . This gives rise to a natural submersion π : N → Σ sending p ∈ N to the
intersection with Σ of the integral curve γ¯
L
p of
¯
L for which γ¯
L
p (0) = p. Given
¯
L and a constant s0
we construct a function s ∈ F(N ) from
¯
L(s) = 1 and s|Σ = s0. For q ∈ Σ, if (s−(q), s+(q)) repre-
sents the range of s along γ¯
L
q , letting S− = supΣ s− and S+ = infΣ s+ we notice that the interval
(S−, S+) is non-empty. Given that
¯
L(s) = 1 the Implicit Function Theorem gives for t ∈ (S−, S+)
that Σt := {p ∈ N|s(p) = t} is diffeomorphic to Σ. For s < S− or s > S+, in the case that Σs
is non-empty, although smooth it may no longer be connected. We have that the collection {Σs}
gives a foliation of N . An adapted null vector field L to {Σs} is constructed by assigning at every
p ∈ N the unique null vector satisfying 〈
¯
L,L〉 = 2 and 〈L, v〉 = 0 for any v ∈ TpΣs(p). As before
each Σs is endowed with an induced metric γs, two null second fundamental forms
¯
χ = −〈~II,
¯
L〉
and χ = −〈~II, L〉 as well as the connection 1-form (or torsion) ζ(V ) = 12〈DV ¯L,L〉.
Proposition 1.2 (Structure Equations). Along the foliation {Σs} ⊂ N the following holds:
¯
LK = − tr
¯
χK− 1
2
∆ tr
¯
χ+∇ · (∇ · ˆ
¯
χ) (5)
£
¯
Lγ = 2
¯
χ (6)
£
¯
L
¯
χ = −
¯
α+
1
2
|ˆ
¯
χ|2γ + tr
¯
χˆ
¯
χ+
1
4
(tr
¯
χ)2γ + κ
¯
χ (7)
¯
L tr
¯
χ = −1
2
(tr
¯
χ)2 − |ˆ
¯
χ|2 −G(
¯
L,
¯
L) + κ tr
¯
χ (8)
£
¯
Lχ =
(
K + ˆ
¯
χ · χˆ+ 1
2
G(
¯
L,L)
)
γ +
1
2
tr
¯
χχˆ+
1
2
trχˆ
¯
χ− Gˆ− 2S(∇ζ)− 2ζ ⊗ ζ − κχ (9)
¯
L trχ = G(
¯
L,L) + 2K − 2∇ · ζ − 2|ζ|2 − 〈 ~H, ~H〉 − κ trχ (10)
£
¯
Lζ = G
¯
L −∇ · ˆ
¯
χ− tr
¯
χζ +
1
2
d tr
¯
χ+ dκ (11)
where
¯
α is the symmetric 2-tensor given by
¯
α(V,W ) = 〈R
¯
LV
¯
L,W 〉, S(T ) represents the symmetric
part of a 2-tensor T , G
¯
L = G(
¯
L, ·)|Σs and Gˆ = G|Σs − 12(trγ G)γ.
Proof. See, for example [31, 15].
Given a cross section Σ ⊂ N and v ∈ Tq(Σ) we may extend v along the generator γ¯Lq according
to
V˙ (s) = DV (s)¯
L
V (0) = v.
Since x ∈ TpN ⇐⇒ 〈
¯
L|p, x〉 = 0 we see from the fact that ˙(〈V (s),
¯
L〉) = κ〈V (s),
¯
L〉, 〈V (0),
¯
L〉 =
0 that 〈V (s),
¯
L〉 = 0 for all s. As a result any section W ∈ Γ(TΣ) may be extended to N satisfying
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[
¯
L,W ] = 0. Along each generator 0 = [
¯
L,W ]s =
¯
L(Ws) = W˙ s, so that Ws|Σ = 0 gives Ws = 0
on N . We conclude that W |Σs ∈ Γ(TΣs) and denote by E(Σ) ⊂ Γ(TN ) the set of such extensions
off of Σ along
¯
L. We also note that linear independence is preserved along generators by standard
uniqueness theorems allowing us to extend basis fields {X1,X2} ⊂ Γ(TΣ) to N . Having established
a background foliation {Σs}, the fact that N is generated by null geodesics along
¯
L then uniquely
characterizes any spacelike cross-section S →֒ N as a graph over Σ := Σs0 with graph function
s◦(π|S)−1 = ω ∈ F(Σ) and image Σω ⊂ N . By Lie-dragging ω along
¯
L to all of N , we have for any
V ∈ E(Σ), that (V + V ω
¯
L)(s − ω) = 0 so that V˜ := V + V ω
¯
L restricts to an element of Γ(TΣω).
By also defining ∇ω ∈ Γ(TN ) according to 〈L,∇ω〉 = 0, 〈∇ω, V 〉 = V ω for any V ∈ Γ(TΣs) we
see that 〈L− |∇ω|2
¯
L− 2∇ω, V˜ 〉 = 0 so that {Lω := L− |∇ω|2
¯
L− 2∇ω,
¯
L} restricts to an adapted
null basis for Σω.
1.2.3 The Stability Operator
Next we will need to introduce the notion of a stable MOTS. To this end, assume we have a
2-sphere Σ ⊂ M satisfying trχ = 0 and a differentiable map Φ : Σ × (−ǫ, ǫ) → M such that
Φ(·, t) is an immersion and αp(t) := Φ(p, t), p ∈ Σ, is a curve satisfying αp(0) = p with initial
velocity α′(0) = ψ(p)(
¯
Lp − φ(p)Lp) for some ψ, φ ∈ F(Σ). It follows (see [2], Lemma 3.1) that the
linearization satisfies δψ(
¯
L−φL) trχ := ddt |t=0 trχ(Φ(p, t)) = 2L(ψ) where
Definition 1.4. Given a MOTS Σ in M,
L(ψ) = −∆ψ − 2∇ · (ψζ) +
(
K +∇ · ζ − |ζ|2 + 1
2
G(U,L) + φ|χˆ|2
)
ψ
is called the stability operator of Σ along U =
¯
L − 2φL. It’s adjoint with respect to the L2 inner
product on Σ is also given by
L⋆(ψ) = −∆ψ + 2ζ(∇ψ) +
(
K +∇ · ζ − |ζ|2 + 1
2
G(U,L) + φ|χˆ|2
)
ψ.
Like any second order elliptic PDE on a compact Riemannian manifold, the stability operator
L admits a principal real-valued eigenvalue µ with one-dimensional eigenspace of the form {cϕ}
where 0 < ϕ ∈ F(Σ) is smooth, c ∈ R. Moreover, both L, L⋆ share a common principal eigenvalue
(see [2], Lemma 4.1). We say Σ is stable (strictly stable) if µ ≥ (>)0 and unstable if µ < 0. We
leave it to the reader to verify that any scale change
¯
L → a
¯
L, L → 1
a
L for some smooth function
a > 0 results in the stability operator (along the same direction, i.e. φ→ a2φ) changing to
La(ψ) = 1
a
L(aψ).
From this we also conclude that stability is invariant under scale variations since the new principle
eigenfunction is given by ϕa =
1
a
ϕ > 0. For further discussion regarding the notion of stability we
refer the reader to [2]. Throughout this paper, Ck,α(Σ) refers to the space of k-times differentiable
functions on our 2-sphere Σ with kth partial derivatives being Ho¨lder continuous with exponent
0 < α ≤ 1. The (irrelevant for our purposes) Ho¨lder seminorm | · |α depending on some fixed
background metric (i.e. the standard round metric will do).
Lemma 1.2.1. ([2], Lemma 4.2) Let L be the stability operator of a MOTS Σ. Let µ and ϕ > 0
be the principal eigenvalue and eigenfunction of L, respectively, and let ψ ∈ C2,α(Σ) be a solution
of L(ψ) = f for some function 0 ≤ f ∈ C0,α(Σ). Then the following holds,
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1. If µ = 0, then f ≡ 0 and ψ = Cϕ for some constant C.
2. If µ > 0 and f 6≡ 0, then ψ > 0.
3. If µ > 0 and f ≡ 0, then ψ ≡ 0.
To conclude this section we observe that both the operators L,L⋆ : C2,α(Σ) → C0,α(Σ) have
smooth coefficients on a compact manifold and by standard results are therefore bounded. As a
consequence of the Fredholm Alternative and the Bounded Inverse Theorem, Lemma 1.2.1 therefore
ensures that whenever µ > 0 both operators have bounded linear inverses.
2 Existence and Stability of the Doubly Convex MOTS
In order for us to have any hope of propagating a non-decreasing mass from a MOTS Σ0 to null
infinity, conditions (3) and (4) must be satisfied on Σ0. From the fact that 〈 ~H, ~H〉|Σ0 = 0, the
Maximum Principle along with condition (4) dictates that ρ must be a constant function on Σ0. As
a result, the Gauss-Bonnet and Divergence Theorems coupled with (3) tell us to look for a MOTS
Σ0 satisfying
ρ =
4π
|Σ0|
which we’ll call a Doubly Convex MOTS.
2.1 Weakly Isolated Horizons
From (8) we notice that if tr
¯
χ ≡ 0 then the DEC coupled with the fact that all cross-sections
are Riemannian give
¯
χ = ˆ
¯
χ + 12 tr
¯
χγ = 0 = G(
¯
L,
¯
L). We conclude that 〈DXY,
¯
L〉 = 0 for any
X,Y ∈ Γ(TN ), equivalently DXY ∈ Γ(TN ), and the connection D restricts to a connection on
N . Whenever S− = −∞, S+ = ∞, this particular null hypersurface is called a Non Expanding
Horizon (NEH) which we denote by H with null generator l (in favor of
¯
L). Given a background
foliation {Σs} ⊂ H with an adapted null normal field k (such that 〈k, l〉 = 2), any cross-section
Σω ⊂ H therefore has vanishing null expansion θωl := tr
¯
χω = 0 and is a MOTS. We’re searching
for a Doubly Convex candidate Σω ⊂ H to propagate in the direction kω = k − |∇ω|2l − 2∇ω “off
of H”. We will denote the torsion 1-form of Σω by tω(V ) := 12 〈DV kω, l〉 = −ζω(V ).
NEHs have been extensively studied in the literature [3, 4, 5, 6, 15, 16, 20] as a model for
black hole horizons in Relativity theory with various refinements arising from specific contexts.
Arguably the most prolific example being the class of Killing Horizons whereby l = ξ|H is the
restriction of a Killing vector ξ inM. Notice, the Killing equation gives directly from the fact that
ξ|H ∈ Γ(TH)∩Γ(T⊥H) that
¯
χ = 0. Killing Horizons are more restrictive (see [24]) than we’ll need
so we generalize to the following subclass of NEHs:
Definition 2.1.
1. ([5]) We say H is a Weakly Isolated Horizon (WIH) if the tensor ([£l,D]l)(X) = 0
2. We say a WIH, H, is optically rigid if we can find a foliation {Σs} ⊂ H along the null
generator l such that the adapted null normal k ∈ Γ(T⊥Σs), whereby 〈k, l〉 = 2, satisfies
δlθk = 0.
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Remark 2.1. Regarding the first part of Definition 2.1, given a background foliation {Σs} ⊂ H
and the fact that G(l, l) = 0, we have for any ǫ > 0 according to the DEC that
G(l,
1
4
l − ǫ ~Gl − ǫ2| ~Gl|2k) = −ǫ| ~Gl|2(1 + ǫG(l, k)) ≥ 0.
This is impossible unless also Gl ≡ 0, equivalently G(l,X) = 0 for any X ∈ Γ(TH). If we extend
the definition of ζ to ζ˜(X) := 12 〈DX l, k〉 for any X ∈ Γ(TH), then from the definition of a WIH
we have
0 = ([£l,D]l)(X) = £l(DX l)−D[l,X]l −DX(£ll)
= £l(ζ˜(X)l)− 1
2
〈D[l,X]l, k〉l
= (lζ˜(X)− ζ˜([l,X]))l = (£lζ˜)(X)l
= Xκll
having used (11) and lζ˜(l) = lκl in the final line. We conclude therefore that the surface gravity
κl (according to Dll = κll) of H in a physical spacetime identifies a WIH by whether it remains
constant on all of H.
Remark 2.2. Regarding the second part of Definition 2.1,
Lemma 2.1.1. ([24], Lemma 3)
Given a cross-section Σω ⊂ H with null normal kω ∈ Γ(T⊥Σω) such that 〈kω, l〉 = 2. Then the
submersion πω : Σω → Σs0 is an isometry and:
tω = π⋆ω(t− κldω) (12)
θωk = [θk − 2∆ω − 2κl|∇ω|2 + 4t(∇ω)] ◦ πω (13)
We notice from Lemma 2.1.1 that optical rigidity implies θω+sk = θ
ω
k for any given constant s.
In turn, we conclude that the definition of optical rigidity is independent of the choice of foliation
along l (i.e. ω).
Notice, from (5), (6) and Lemma 2.1.1 the stability operator L is independent of the leaf Σs.
Infact, one can show that the stability operator on Σω satisfies Lω(ψ◦πω) = eκlωL(e−κlωψ)◦πω (see
[24], Proposition 3) and therefore all Σω share the same principle eigenvalue (see [24], Proposition
4). So for a WIH the stability of any cross-section dictates the stability on all of H.
We’re almost ready now to specify conditions on a WIH H in order to ensure the unique
existence of foliation by Doubly Convex MOTS, but first we’ll need two lemmas.
Lemma 2.1.2. For any cross-section Σω in a WIH H, and V,W ∈ E(Σ),
1. ∇ω
V˜
W˜ = (∇VW + (∇VWω)l)|Σω
2. (∇ω
V˜
tω)(W˜ ) = ((∇V t)(W )−Hκlω(V,W ))|Σω
where Hκlω is the background Hessian.
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Proof. For the first part of the proof it suffices to show that 〈∇ω
V˜
W˜, U〉 = 〈∇VW,U〉 for any
U ∈ E(Σ):
〈∇ω
V˜
W˜, U〉 = 〈DV˜ W˜ +
1
2
χω(V˜, W˜ )l, U〉 = 〈DV˜ W˜, U〉
= V˜ 〈W,U〉 − 〈W˜,DV˜ U〉
= V 〈W,U〉 − 〈W,∇V U〉+
(
V ωl〈W,U〉 −Wω〈l,DV˜ U〉 − V ω〈W,DlU〉
)
= V 〈W,U〉 − 〈W,DV U〉 = 〈∇VW,U〉
where the third and final terms of the penultimate line vanishes due to (6) and
¯
χ = 0, and the
forth vanishes since D restricts to H.
For the second part of the lemma, we have from Lemma 2.1.1 and the result above:
(∇ω
V˜
tω)(W˜ ) = V˜ tω(W˜ )− tω(∇ω
V˜
W˜ )
= (V + V ωl)(t(W )−W (κlω))− t(∇VW ) +∇VW (κlω)
= (∇V t)(W )−Hκlω(V,W )
Lemma 2.1.3. For any cross-section Σω of an optically rigid H, we have
κl
2
θωk = e
−κlωL⋆(eκlω)
where L is the background stability operator.
Proof. From Lemma 2.1.1, with slight abuse of notation, we have
κlθ
ω
k = κlθk − 2∆(κlω)− 2|∇(κlω)|2 + 4t(∇(κlω))
= (G(l, k) + 2K + 2∇ · t− 2|t|2) + 4t(∇(κlω))− 2(∆(κlω) + |d(κlω)|2)
= 2e−κlω
(
−∆eκlω + 2t(∇eκlω) +
(
K +∇ · t− |t|2 + 1
2
G(l, k)
)
eκlω
)
= 2e−κlωL⋆(eκlω).
having used the optical rigidity of H coupled with (10) to obtain the second line.
Theorem 2.1. If H is strictly stable, optically rigid, and κl > 0, then it admits a unique foliation
along l satisfying
ρ =
4π
|Σ| .
Proof. Existence:
From standard results for the Laplace-Beltrami operator on compact Riemannian manifolds, the
equation,
∆u = K +∇ · t− 4π|Σ|
is solvable since the Gauss-Bonnet and Divergence theorems ensure both sides integrate to zero.
From Elliptic Regularity and the Maximum Principle (see [12, 14]) we also know that the solution
u is smooth and unique up to an additive constant respectively. Next, from the stability hypothesis
on H, the operator L⋆ has bounded inverse so that we may solve for ψ in the equation
L⋆(ψ) = eu.
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Elliptic regularity once again ensures ψ is smooth, and from Lemma 1.2.1, ψ > 0. Defining
ω := 1
κl
logψ we’ve found a cross-section Σω →֒ H which by Lemma 2.1.3 satisfies 12κleκlωθωk = eu.
We conclude that θωk > 0 and therefore Lemma 2.1.2 coupled with optical rigidity gives:
ρω = K +∇ω · tω −∆ω log θωk
= K +∇ · (t− d(κlω))−∆ log θωk
=
4π
|Σ| −∆ log(e
−u+κlωθωk ) =
4π
|Σ| .
We also observe that ρω+s = ρω for any constant s by optical rigidity of H.
Uniqueness:
In order for Σω′ to satisfy ρω′ =
4π
|Σ| we must have that u + C = log(e
κlω
′
θω
′
k ) for some constant
C by the Maximum Principle. From Lemma 2.1.3 we therefore conclude that eu = L⋆( 1
κl
eκlω
′−C).
Since L⋆ has bounded inverse we have 1
κl
eκlω
′−C = ψ = eκlω and therefore
ω′ = ω +
C + log κl
κl
.
We see that Σω′ is simply a translate of Σω along l, moreover, as the constant C runs through all
values of R we recover the foliation of the existence argument.
2.2 Stability
In this section, we will assume our MOTS Σ0 satisfies the necessary conditions allowing the con-
struction of a Null Inflation Basis. Consequently, we will henceforth take L to be the stability
operator along L− relative to the Null Inflation basis:
L(ψ) = −∆ψ − 2∇ · (ψτ) +
(
ρ0 − |τ |2 + 1
2
G(L+, L−)
)
ψ
where ρ0 = K+∇ · τ .
Proposition 2.2. Given a surface Σ admitting a Null Inflation basis the following holds:
δψL−K = −ψK−
1
2
∆ψ +∇ · ∇ · (ψχˆ−) (14)
δψL+K = −ψ〈 ~H, ~H〉K −
1
2
∆(ψ〈 ~H, ~H〉) +∇ · ∇ · (ψχˆ+) (15)
δψL−〈 ~H, ~H〉 = 2L(ψ)− 〈 ~H, ~H〉
(3
2
+ |χ−|2 +G(L−, L−)
)
ψ (16)
δψL+〈 ~H, ~H〉 = 2〈 ~H, ~H〉L⋆(ψ)−
(3
2
〈 ~H, ~H〉2 + |χ+|2 +G(L+, L+)
)
ψ (17)
δψL−τ = −ψτ −∇ · (ψχˆ−) + ψGL− + d(ψ(|χ−|2 +G(L−, L−))) (18)
δψL+τ = −2dL⋆(ψ) − ψGL+ +∇ · (ψχˆ+)− ψ〈 ~H, ~H〉τ +
1
2
(
〈 ~H, ~H〉dψ − ψd〈 ~H, ~H〉
)
(19)
Proof. Firstly, we start by considering any neighborhood where ψ 6= 0 and sufficiently small to
proceed as if Σ is embedded inM. The result follows for (14) directly from the structure equations
by setting L = ψL+,
¯
L = 1
ψ
L−, similarly for (15) by setting L = 1
ψ
L−,
¯
L = ψL+. Toward showing
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(16) and (17) we calculate
¯
L〈 ~H, ~H〉 =
¯
L(tr
¯
χ trχ)
=
(
− 1
2
tr
¯
χ2 − |ˆ
¯
χ|2 −G(
¯
L,
¯
L) + κ tr
¯
χ
)
trχ
+ tr
¯
χ
(
G(L,
¯
L) + 2K − 2∇ · ζ − 2|ζ|2 − 〈 ~H, ~H〉 − κ trχ
)
= −3
2
tr
¯
χ〈 ~H, ~H〉 − trχ
(
|ˆ
¯
χ|2 +G(
¯
L,
¯
L)
)
+ 2 tr
¯
χ
(1
2
G(L−, L+) +K−∇ · ζ − |ζ|2
)
.
Setting
¯
L = ψL∓, L = 1
ψ
L±, whereby ζ = d log |ψ| ± τ , we see
ψ
(1
2
G(L−, L+) +K −∇ · ζ − |ζ|2
)
= ψ
(1
2
G(L−, L+) + ρ0 −∇ · τ −∆ log |ψ| ∓ ∇ · τ − |τ |2 ∓ 2τ(∇ log |ψ|) − |∇ log |ψ||2
)
= ψ
(1
2
G(L−, L+) + ρ0 − |τ |2
)
−∆ψ ∓ 2τ(∇ψ) + (∓1− 1)ψ∇ · τ
=
1
2
(1 ± 1)L(ψ) + 1
2
(1∓ 1)L⋆(ψ).
So we conclude with (16) by setting
¯
L = ψL−, where tr
¯
χ = ψ, and (17) by setting
¯
L = ψL+, where
tr
¯
χ = ψ〈 ~H, ~H〉. To show (18) we calculate
L
¯
Lτ = L
¯
Lζ − d 1
tr
¯
χ
(
− 1
2
tr
¯
χ2 − |ˆ
¯
χ|2 −G(
¯
L,
¯
L) + κ tr
¯
χ
)
= G
¯
L −∇ · ˆ
¯
χ− tr
¯
χτ + d
( 1
tr
¯
χ
(|ˆ
¯
χ|2 +G(
¯
L,
¯
L))
)
and the result follows for
¯
L = ψL−. For (19) we observe, by switching the roles of
¯
L and L in the
structure equations, that
LLζ = −GL +∇ · χˆ− trχζ − 1
2
d trχ− dκ
L log tr
¯
χ =
1
tr
¯
χ
(
G(L,
¯
L) + 2K + 2∇ · ζ − 2|ζ|2
)
− trχ− κ
LLτ = −GL +∇ · χˆ− trχζ + 1
2
d trχ− d 1
tr
¯
χ
(
G(L,
¯
L) + 2K + 2∇ · ζ − 2|ζ|2
)
.
The result follows by setting L = ψL+,
¯
L = 1
ψ
L− whereby ζ = τ − d log |ψ| and recalling our
calculations for (19).
In any neighborhood where ψ vanishes identically (14)-(19) holds, since by construction, the
geometry remains invariant. The remaining possibilities are settled by continuity of both the left
and right sides of the equality in (14)-(19).
Theorem 2.3. Given a MOTS, Σ, such that δL+〈 ~H, ~H〉 = ρ− 4π|Σ| = 0 the following linearization
holds:
δψL++φL−
(
ρ0 − 4π|Σ|
〈 ~H, ~H〉
)
=
(−2∆L⋆ G
0 2L
)(
ψ
φ
)
whereby G(φ) = 4π|Σ|(
∫
φ
|Σ| −φ)+∇ ·
(
φ(GL− − 2χ− ◦ τ)
)
+∆
(
φ(|χˆ−|2+G(L−, L−)− 12)
)
. Moreover,
if Σ is strictly stable then the linearization has bounded inverse on C˚k,α(Σ) × C l,β(Σ), where f ∈
C˚k,α(Σ) ⊂ Ck,α(Σ) indicates ∫ fdA = 0.
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Proof. From the hypotheses on Σ and (17), it follows that χ+ = 0 and G(L+, L+) = 0, and from the
Dominant Energy Condition that GL+ = 0. Therefore, the second row of the matrix representation
for the linearization follows from (16) and (17) of Proposition 2.2. By the first variation of area
formula, we have δψL+ |Σ| =
∫
Σ−〈 ~H,ψL+〉dA =
∫
Σ ψ〈 ~H, ~H〉dA = 0. Therefore, using (15) of
Proposition 2.2, the first entry of the first row satisfies δψL+ρ0 = δψL+(∇·τ). It’s a standard exercise
(see, for example, [31] Corollary 3.1.1) to verify that
¯
L∇ · τ = tr
¯
χ∇ · τ − 2∇ · (ˆ
¯
χ ◦ τ) +∇ · (L
¯
Lτ),
which, for
¯
L = ψL+, gives us δψL+ρ0 = ∇· (δψL+τ) = −2∆L(ψ) from (19) of Proposition 2.2. Once
again, by the first variation of area formula, we have δφL− |Σ| =
∫
Σ−〈 ~H, φL−〉dA =
∫
Σ φdA. The
formula for G(φ) therefore follows from the formula for
¯
L∇ · τ , (14), and (18).
For the second part of our Theorem, since all operators have smooth coefficients on a compact
manifold, it is a standard argument using a partition of unity to locally reduce to an operator on
R
2 (see, for example, [12, 7]) from which it follows that the linearization is a bounded operator.
It suffices therefore, by way of the Bounded Inverse Theorem, to show that the linearization is
a bijection. Since the linearization is upper diagonal, this in turn is equivalent to showing the
operators along the diagonal of the linearization are bijective in their respective Banach spaces.
By the hypothesis that Σ be strictly stable both L and L⋆ have bounded inverses so it remains to
show ∆L⋆ : C˚k,α(Σ)→ C˚k−4,α(Σ) is bijective.
Injectivity
Given ψ ∈ C˚k+4,α(Σ), ∆L⋆(ψ) = 0 necessitates that L⋆(ψ) = C for some constant C. Given the
case that C = 0, ψ = 0 follows by the existence of a bounded inverse for L⋆. On the other hand,
if it happens that C 6= 0, then L⋆(ψ
C
) > 0 implies that ψ
C
> 0 by Lemma 1.2.1 and therefore∫
Σ
ψ
C
dA > 0. This contradicts the fact that
∫
ψdA = 0, so ψ = 0 and we conclude that ∆L⋆ is
injective.
Surjectivity
It’s a well known fact that ∆ : Ck,α(Σ) → C˚k−2,α(Σ) is surjective so it suffices to show, for each
u ∈ Ck,α(Σ), the existence of a constant Cu and v ∈ C˚k+2,α(Σ) such that L⋆v = u+Cu. Once again
using Lemma 1.2.1 and the fact that L⋆ has bounded inverse, we find unique ψ1 > 0, ψu ∈ Ck+2,α(Σ)
such that L⋆(ψu) = u and L⋆(ψ1) = 1. The desired function is therefore given by v = ψu −
∫
ψu∫
ψ1
ψ1
whereby Cu = −
∫
ψu∫
ψ1
.
For the final result of this section we will need to construct a convenient coordinate system in a
neighborhood of a 2-sphere. The following result is an adaptation of the more general result found
in [2] (Lemma 6.1):
Lemma 2.2.1. Given an embedded 2-sphere Σ →֒ M, there exists a spacetime neighborhood V of
Σ, with local coordinates (t, r, xi) on V and functions Z, ϑ, ηi, hij such that the metric takes the
form
g = eZ(dt⊗ dr + dr ⊗ dt) + hij(dxi − ηidr)⊗ (dxj − ηjdr)
where Σ ∩ V = {t = 0, r = 0}, Z(t = 0, r = 0, xi) = log 2, ηi(t = 0, r = 0, xi) = 0, and hij is a
positive definite 2-matrix.
Proof. We start by choosing a null basis {L,
¯
L} ⊂ Γ(T⊥Σ). For sufficiently small |t| the map
(p, t) → exp(tL|p), p ∈ Σ, defines a smooth embedding of a null hypersurface N →֒ M with
corresponding foliation {Σt} ⊂ N whereby Σ0 = Σ and each Σt is a spacelike 2-sphere. If we
denote the null tangent along N also by L then each Σt admits an adapted null normal
¯
Lt such
that 〈L,
¯
Lt〉 = 2, moreover,
¯
L0 =
¯
L. By collecting null geodesics along
¯
Lt we fill-in a neighborhood
V of Σ foliated by smooth null hypersurfaces {St} wherebyN∩St = Σt. By shrinking V if necessary,
12
the parameter t extends to a smooth function whereby St0 = {t = t0}. Moreover, since each St
is null we have ∇t ∈ Γ(T⊥St) ⊂ Γ(TSt). From the identity D∇t∇t = 12∇|∇t|2 it follows that ∇t
generates null geodesics ruling the leaves of the foliation {St} and the vector field 2∇t extends
¯
Lt
off of N to all of V.
For sufficiently small |r| the map (p, r) → exp(2r∇t|p), p ∈ Σ, induces a foliation {Σr} ⊂ S0
with adapted null basis {Lr, 2∇t}. Repeating the process above we obtain another smooth foliation
of V by null hypersurfaces {Sr}, generated by the null geodesic vector field ∇r. We now simply
carry local co-ordinate functions (x1, x2) from Σ to St0 ∩ Sr0 by Lie-dragging xi along ∇t from Σ
to Σr0 , and then along ∇r to St0 ∩ Sr0 . This construction gives t-co-ordinate curves that are null
pre-geodesic, ∂t ∝ ∇r, so that
g = eZ(dt⊗ dr + dr ⊗ dt) + ϑdr ⊗ dr + hij(dxi − ηidr)⊗ (dxj − ηjdr)
with L = ∂t,
¯
L = ∂r on Σ, also Z ≡ log 2, η ≡ 0, and hij positive definite.
Since ∇t is null, we have ∇t = a∂r + αi∂i with a 6= 0 since ~α := αi∂i is spacelike. From this
we see that 0 = ∂i(t) = 〈∂i,∇t〉 = −aηi + αi whereby ηi = hijηj (similarly for αi). Moreover,
0 = ∂r(t) = 〈∂r,∇t〉 = aϑ+ a|~η|2 − ~η · ~α = aϑ where ~η := ηi∂i, giving ϑ = 0.
Theorem 2.4. Let the metric g admit a strictly stable MOTS, Σ, satisfying the conditions of
Theorem 2.3. Then, for any smooth variation of metrics gλ (g0 = g, 0 ≤ λ ≤ Λ), there exists ǫ > 0
and a corresponding family of smooth Doubly Convex MOTS Σλ for 0 ≤ λ ≤ ǫ.
Proof. We take ǫ > 0 sufficiently small to ensure the induced metric hλ = gλ|Σ remains positive
definite for 0 ≤ λ ≤ ǫ. We also choose a smoothly varying null normal
¯
Lλ ∈ Γ(T⊥Σ)λ and
shrink ǫ so that tr
¯
χλ =
¯
Lλ log
√
dethij(λ) > 0, giving a smoothly varying Null Inflation Basis
{L−λ , L+λ } ⊂ Γ(T⊥Σ)λ. Since our co-ordinates in Lemma 2.2.1 depend smoothly on the metric
and choice of normal null basis, we apply the construction using {L−λ , L+λ } and conclude that a
sufficiently small neighborhood V exists on which all metrics take the form
gλ = e
Z(dt⊗ dr + dr ⊗ dt) + hij(dxi − ηidr)⊗ (dxj − ηjdr)
g−1λ = e
−Z
(
∂t ⊗ (∂r + ηi∂i) + (∂r + ηi∂i)⊗ ∂t
)
+ hij∂i ⊗ ∂j
where Σ ∩ V = {t = r = 0}, Z(λ, t = 0, r = 0, xi) = log 2, ηi(λ, t = 0, r = 0, xi) = 0, and
hij(λ, t, r, x
i) is positive definite.
Now, for sufficiently small C such that f, g ∈ Ck+4,α(Σ) satisfying |f |k+4,α,Σ, |g|k+4,α,Σ ≤ C
ensures (t = f(xi), r = g(xi), xi) ∈ V, this defines an embedding Φ(f, g)(Σ) := Σf,g with induced
metric γf,g = (hij +Aij)dx
i ⊗ dxj whereby
Aij = e
Z(figj + fjgi) + |η|2gigj − (ηigj + ηjgi) ∈ Ck+3,α(Σ).
Defining trA := hijAij , Aˆ := A − 12(trA)h, we leave it to the reader to verify, by shrinking C to
ensure (1 + 12 trA) >
1√
2
|Aˆ| for all λ ≤ ǫ, we have:
γ−1f,g =
(1 + 12 trA)h
ij − Aˆij
(1 + 12 trA)
2 − 12 |Aˆ|2
∂i ⊗ ∂j .
It follows that gλ|T⊥Σf,g is non-degenerate and T⊥Σf,g is trivial with basis vectors
N1 := ∇(t− f) = −e−Z~η · ~∇f∂t + e−Z(∂r + ~η)− ~∇f
N2 := ∇(r − g) = e−Z(1− ~η · ~∇g)∂t − ~∇g
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when restricted to Σf,g. From the embedding we have (with a slight abuse of notation) dΦ(f, g)(∂i) =
∂i + fi∂t + gi∂r and we conclude that
DdΦ(∂i)dΦ(∂j) = fij∂t + gij∂r
+ fjD∂i∂t + gjD∂i∂r + fifjD∂t∂t + figjD∂t∂r + gifjD∂r∂t + gigjD∂r∂r
+D∂i∂j .
Since 〈∂t, N1〉 = ∂t(t − f) = 1, 〈∂t, N2〉 = ∂t(r − g) = 0, 〈∂r, N1〉 = ∂r(t − f) = 0, 〈∂r, N2〉 =
∂r(r − g) = 1 we have
〈 ~H,N1〉 = γij〈DΦ(∂i)Φ(∂j), N1〉 = γijfij + F1(∂f, ∂g, f, g) =: L1(f)
〈 ~H,N2〉 = γijgij + F2(∂f, ∂g, f, g) =: L2(g)
with Fi smooth functions. From the non-degeneracy of gλ|T⊥Σf,g we conclude D2 := 〈N1, N2〉2 −
〈N1, N1〉〈N2, N2〉 > 0 so that a, b ∈ Ck+3,α(Σ) given by
a :=
−〈N1, N1〉
D + 〈N1, N2〉 , b =
1
〈N1, N2〉+ a〈N2, N2〉
gives null vector fields
¯
Lf,g := 2N1 + 2aN2, Lf,g := bN2 − 12〈N2, N2〉b2¯Lf,g ∈ Γ(T
⊥Σf,g) satisfying
〈
¯
L,L〉 = 2 (since b〈
¯
Lf,g, N2〉 = 2). It’s easily verified for f = g = 0 that a = 0, b = 2 giving
¯
L0,0 = ∂r = L
−
λ , L0,0 = ∂t = L
+
λ on Σ. Moreover, we conclude that the expansions along ¯
Lf,g, Lf,g
are given by (
tr
¯
χ
trχ
)
= −
(
2 2a
−〈N2, N2〉b2 b(1− 〈N2, N2〉ab)
)(L1(f)
L2(g)
)
for each λ. Since tr
¯
χ(λ, t = 0, r = 0, xi) = 1, we shrink C > 0 so that tr
¯
χ(λ, f(xi), g(xi), xi) > 0.
Thus, for λ ≤ ǫ, the map C˚k+4,α(Σ)× Ck+4,α(Σ)→ C˚k,α(Σ)× Ck+2,α(Σ) given by
(
f
g
)
→
(
KΣf,g +∇ · ζ −∆ log tr
¯
χ− 4π|Σf,g|
tr
¯
χ trχ
)
(f, g)
is well defined. We recognize for λ = 0 that the linearization of this map at (f, g) ≡ 0 is given in
Theorem 2.3 having a bounded inverse, therefore satisfying the hypotheses of the Banach Space
Implicit Function Theorem. By shrinking ǫ > 0 if necessary, we therefore conclude with the unique
existence of some (fλ, gλ) ∈ C˚k+4,α(Σ) × Ck+4,α(Σ) for each λ ≤ ǫ as desired in the statement of
our Theorem. From the induced metric on Σf,g and the expressions of Ni we conclude that
−∆ log tr
¯
χ =
4π
|Σfλ,gλ|
− KΣfλ,gλ −∇ · ζfλ,gλ ∈ C
k+1,α(Σ).
From standard regularity results for second order elliptic PDE (see, for example [14]) we conclude
that tr
¯
χ ∈ Ck+3,α(Σ) and therefore
(L1(fλ)
L2(gλ)
)
=
(
1
2(〈N2, N2〉ab− 1) ab
−12〈N2, N2〉b −1b
)(
tr
¯
χ
0
)
∈ Ck+3,α(Σ)× Ck+3,α(Σ).
It follows that fλ, gλ ∈ Ck+5,α(Σ), bootstrapping from this we conclude that fλ, gλ ∈ C∞(Σ).
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3 Stability of the Schwarzschild Null Penrose Inequality
The vacuum spherically symmetric and static model for an isolated black hole is given by the
Schwarzschild spacetime P ×r S2. In ingoing Eddington-Finkelstein coordinates the Schwarzschild
spacetime is given by the metric
gS = −(1− 2M
r
)dv ⊗ dv + (dv ⊗ dr + dr ⊗ dv) + r2(dϑ ⊗ dϑ+ sin(ϑ)2dϕ⊗ dϕ).
From the independence of all coefficients in gS on the coordinate function v it follows that the vector
field ∂v is Killing and restricts to be the null tangent l of the Killing Horizon at H = {r = 2M}.
We also see
κl = 〈D∂v∂v, ∂r〉 = −
1
2
∂r〈∂v , ∂v〉 = 1
2
∂r(1− 2M
r
) =
1
4M
.
From the Warped Product structure (see, for example, [28] Chapter 7) and spherical symmetry we
have Σv0 := {v = v0, r = 2M} →֒ H satisfying τ = t ≡ 0 ≡ χˆ− =: χ− − 12γ, and K = 14M2 , giving
the stability operator1
L(ψ) = (−∆+ 1
4M2
)ψ.
So any positive constant function produces the principal eigenvalue 14M2 where M is the mass of
the black hole. We conclude H is strictly stable, moreover, ρv = 14M2 identifies {Σv} as our unique
foliation by Doubly Convex MOTS.
Using a lemma of S. Alexakis in [1], we will show that small metric perturbations of Schwarzschild
spacetime satisfies the Null Penrose Inequality.
The analysis of ODEs in this section hinges on the following result:
Lemma 3.0.1. ([17], Corollary 6.3)
Let w(t, u) be continuous on a ≤ t < b, u ≥ 0 with the initial value problem u˙ = w(t, u) having a
unique solution u(t) ≥ 0 for a ≤ t < b. If f : [a, b)× Rn → Rn is continuous and
|f(t, x)| ≤ w(t, |x|), a ≤ t < b, x ∈ Rn,
then the solutions of
x˙ = f(t, x), |x(a)| ≤ u(a)
exist on [a, b) and |x(t)| ≤ u(t).
3.1 Assumptions
Having applied Theorem 2.4 to a strictly stable, Doubly Convex MOTS, Σv, of Schwarzschild,
we assume the existence of some ǫ > 0, so that any λ ≤ ǫ ensures the existence of an infinite
null hypersurface off of Σλ along 2L
− ∈ Γ(T⊥Σλ) which we will denote by Ωλ. We denote by
¯
Lλ ∈ Γ(T⊥Ωλ) ⊂ Γ(TΩλ) the extension of
¯
Lλ|Σλ = 2L− by D
¯
Lλ¯
Lλ = 0. The following definition
follows in spirit from that of [26]:
Definition 3.1. Denoting a smooth k-tensor by T |p : TpΩλ ⊗1 ...⊗k−1 TpΩλ → R, then for a basis
extension {Xi} ⊂ Eλ:
1. We say T is transversal whenever T (
¯
L,Xi1 , ...,Xik−1) = ... = T (Xi1 , ...,Xik−1 , ¯
L) = 0
1for an in depth analysis of the stability operator for the larger class of Non-Evolving Horizons we refer the reader
to [24]
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2. We say T = On(s
−m) whenever
sm(LXi1 · · · LXijT (s))(Xl1 , · · · ,Xlk) = O(1), (0 ≤ j ≤ n)
3. Given |Xi(1)|2λ ≤ C for some fixed constant C and all λ ≤ ǫ, we say T (λ, s) = Oλn(s−m)
whenever T = On(s
−m) and
lim sup
λ→0
(
sup
Ωλ
|sm(LXi1 · · · LXijT (λ, s))(Xl1 , · · · ,Xlk)|
)
= 0, (0 ≤ j ≤ n).
With this definition in hand, and some 0 < δ < 1, we assume the following conditions:
¯
α(Xi,Xj) := 〈R
¯
LλXi¯
Lλ,Xj〉 = Oλ4 (s−1−δ) (20)
L
¯
Lλ¯
α = Oλ(s−2−δ) (21)
G
¯
Lλ(Xi) := G(¯
Lλ,Xi) = O
λ
3 (s
−2−δ) (22)
G(Lλ,
¯
Lλ) = O
λ
2 (s
−3−δ). (23)
3.2 Total Energy and Mass
From assumption (20) we will be able to make sense of the notion of total mass for Ωλ. In order
to do so we need the following known result which, to the author’s understanding, is due to S.
Alexakis [1]. We provide a proof for completeness and context regarding later results.
Proposition 3.1. ([1], Lemma 4.1) For sufficiently small ǫ we find a function θ = Oλ4 (1), and
transverse 2-tensors γ¯, ˆ
¯
χ = Oλ4 (1) on Ωλ such that
γ(λ, s) = s2γ(λ, 1) + s2γ¯, tr
¯
χ =
2
s
+
θ
s2
, £
¯
Lγ = ˆ
¯
χ+
1
2
tr
¯
χγ
Moreover, for T = θ, γ¯, ˆ
¯
χ, we have that lim
s→∞£Xi1 · · ·£XijT (λ, s) (0 ≤ j ≤ 4) is a continuous tensor
when viewed over the 2-sphere Σλ for each λ.
Proof. Taking a basis extension {Xi} ⊂ Eλ and defining γ˜ := 1s2γ, the structure equations give:
˙√
det γ˜−1 = −
˙√det γ˜
det γ˜
= − 1
det γ˜
(− 2
s3
√
det γ +
1
s2
tr
¯
χ
√
det γ)
= − θ
s2
√
det γ˜
−1
˙˜γij = − 2
s3
γij +
2
s2
ˆ
¯
χ
ij
+
1
s2
tr
¯
χγij
=
θ
s2
γ˜ij +
2
s2
ˆ
¯
χ
ij
θ˙ = 2s tr
¯
χ− 4 + s2( 2
s2
− 1
2
tr
¯
χ2 − |ˆ
¯
χ|2 −G(
¯
Lλ,
¯
Lλ))
= − 1
2s2
(s4 tr
¯
χ2 − 4s3 tr
¯
χ+ 4)− s2γijγkl ˆ
¯
χ
ik
ˆ
¯
χ
jl
− s2γij
¯
αij
= − 1
2s2
θ2 − 1
s2
γ˜ij γ˜kl ˆ
¯
χ
ik
ˆ
¯
χ
jl
− γ˜ij
¯
αij
˙ˆ
¯
χ
ij
= −ˆ
¯
αij + 2γ
kl ˆ
¯
χ
ik
ˆ
¯
χ
lj
= −ˆ
¯
αij +
2
s2
γ˜kl ˆ
¯
χ
ik
ˆ
¯
χ
lj
.
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By Lie-dragging γ(λ, 1) along
¯
Lλ to the rest of Ωλ, denoted by γ0, we may define γ¯ij := γ˜ij − γ0ij ,
D := √det γ˜−1 −√det γ0−1, and u2(λ, s) := D2 + θ2 +
∑
ij
(
(γ¯ij)
2 + ˆ
¯
χ2
ij
)
. We therefore have
|D˙| ≤ u
s2
(u+
√
det γ0
−1
)√∑
ij
˙¯γij
2
=
√∑
ij
˙˜γij
2 ≤ u
s2
(u+ |γ0|) + 2
s2
u
|θ˙| ≤ 1
2s2
u2 +
2
s2
|γ˜−1|2|ˆ
¯
χ|2 + |γ˜−1| c(λ)
s1+δ
=
1
2s2
u2 +
2
s2
det γ˜−2|γ˜|2|ˆ
¯
χ|2 + det γ˜−1|γ˜| c(λ)
s1+δ
≤ 1
2s2
u2 + (u+
√
det γ0
−1
)2(u+ |γ0|)
(2u2
s2
(u+
√
det γ0
−1
)2(u+ |γ0|) + c(λ)
s1+δ
)
√∑
ij
˙ˆ
¯
χ2
ij
≤ |
¯
α− 1
2
γ˜ij
¯
αij γ˜|+ 2
s2
det γ˜−1|γ˜||ˆ
¯
χ|2
≤ c(λ)
s1+δ
(1 + det γ˜−1|γ˜|2) + u
2
s2
(u+
√
det γ0
−1
)2(u+ |γ0|)
≤ c(λ)
s1+δ
+ (u+
√
det γ0
−1
)2(u+ |γ0|)
( c(λ)
s1+δ
(u+ |γ0|) + u
2
s2
)
for some continuous function c : [0, ǫ] → [0,∞) whereby c(0) = 0. After a simple modification of
c(λ) we may therefore conclude that√
D˙2 + θ˙2 +
∑
ij
( ˙¯γij
2
+ ˙ˆ
¯
χ2
ij
) ≤ uP (u) + c(λ)
s1+δ
for some seventh order polynomial P with positive coefficients.
We now spend some time analyzing the solutions to the ODE;
y˙ =
yP (y) + c(λ)
s1+δ
, y(λ, 1) = sup
Σλ
|ˆ
¯
χ|(1).
Immediately we note that y(λ, s) is monotone increasing in s. For any constant α > 0 we also find
an ǫ(α) > 0 such that y(λ,∞) ≤ α for all λ ≤ ǫ(α), otherwise there exists a sequence {λi} such
that lim
i→∞
λi = 0 and y(λi,∞) > α. The inequality
∫ α
y(λi,1)
du
uP (α) + c(λ)
≤
∫ y(λi,∞)
y(λi,1)
du
uP (u) + c(λ)
=
1
δ
,
provides a contradiction since lim
λ→0
sup
Σλ
|ˆ
¯
χ|(1) = 02 causes the lesser integral to blow up.
In-fact, for
F (x, λ) :=
∫ x
sup
Σλ
|ˆ
¯
χ|
du
uP (u) + c(λ)
,
we see Fx(x, λ) > 0 is continuous for all (x, λ) ∈ (0,∞)×(0, ǫ). Therefore, a standard generalization
of the Implicit Function Theorem (see, for example, [21] Theorem 9.3) ensures that y(λ,∞), given
2recall
¯
χ = 1
2
tr
¯
χγ on Σv in Schwarzschild
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implicitly via F (y(λ,∞), λ) = 1
δ
, is both unique and continuous in λ. With a similar blow-up
argument as above we also conclude that lim
λ→0+
y(λ,∞) = 0. From Lemma 3.0.1 it follows that,
√
D2 + θ2 +
∑
ij
(
γ¯ij2 + ˆ
¯
χ2
ij
)
= u(λ, s) ≤ y(λ, s) = Oλ(1).
Denoting ~T = (D, γ¯ij , θ, ˆ
¯
χ
ij
) an integration of the propagation equations using the bound on u(λ, s)
yields
sup
Σλ
|~T (sm)− ~T (sn)| ≤ c(λ)| 1
sδm
− 1
sδn
|.
We conclude, from uniform convergence, the existence of a continuous limit ~T∞ = lim
s→∞
~T (s). By
taking a derivative of the propagation equations we can write
LXi ~˙T = ALXi ~T + ~h
whereby Aij , hi =
1
s1+δ
Oλ(1). From this we have |LXi ~˙T | ≤ c(λ)s1+δ (|LXi ~T | + 1) and it follows by
Lemma 3.0.1 that
|LXi ~T (s)| ≤
(
1 +
√∑
jk
(LXi ˆ
¯
χ)jk(λ, 1)2
)
e
c(λ)(1− 1
sδ
) − 1 = Oλ(1).
From this we once again integrate the linear system of equations to conclude
sup
Σλ
|LXi ~T (sm)− LXi ~T (sn)| ≤ c(λ)|
1
sδm
− 1
sδn
|
and we have uniform convergence to a limit lim
s→∞LXi ~T = ~T
∞
i . Iterating this procedure up to three
additional times gives our result from the established decay on lower derivatives.
We are now in a position to define the total Trautman-Bondi energy and mass of the null cone
Ωλ. By temporarily denoting by E
s
λ the the set of vector field extensions off of Σλ and tangent
along the background {Σs}, and by Eφλ the set of extensions along {Σt} whereby s− 1 = φ(t− 1)
(0 < φ ∈ F(Σλ)), its an easy exercise to show that X ∈ Esλ =⇒ X + X(log φ)(s − 1)¯L ∈ E
φ
λ .
Therefore, for a basis extension {Xi} ⊂ Esλ we observe from Proposition 3.1 that the sphere ‘at
infinity’ inherits the metric γ∞ij := lim
s→∞
γij(λ, s)
s2
= lim
s→∞
1
s2
〈Xi,Xj〉 along {Σs}. Along {Σt}, the
sphere at infinity inherits the metric
lim
t→∞
1
t2
〈Xi +Xi(log φ)(s(t)− 1)
¯
L,Xj +Xj(log φ)(s(t) − 1)
¯
L〉 = lim
t→∞
γij(λ, s)
s2
s2
t2
= φ2γ∞ij .
By the Uniformization Theorem we may therefore choose φ˚ such that φ˚2γ∞ = γ˚ where γ˚ is a round
metric on S2. It also follows that ω2~v γ˚ is round, i.e. satisfies Kω2~v γ˚ = 1, if and only if
ω~v =
√
1− |~v|2
1− ~v · ~n(ϑ,ϕ)
for some ~v ∈ B3(1), ~n(ϑ,ϕ) ∈ ∂B3(1) where B3(1) is the open ball in R3 (see, [26]).
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Definition 3.2. 3 The total Trautman-Bondi Energy ETB(λ,~v) of Ωλ is given by
ETB(λ,~v) := lim
t→∞EH(Σt)
whereby s− 1 = (φ˚ω~v)(t− 1). The total Trautman-Bondi Mass mTB(λ) is given by
mTB(λ) = inf
~v
ETB(λ,~v).
3.3 Stability of the Null Penrose Inequality
For our next result we need the known fact:
Proposition 3.2. ([31], Theorem 3.2)
Assume {Σs} expands along the flow vector
¯
L = σL−, then
ρ˙+
3
2
σρ =
σ
2
(1
2
〈 ~H, ~H〉
(
|χˆ−|2 +G(L−, L−)
)
+ |τ |2 − 1
2
G(L−, L+)
)
+∆
(
σ(|χˆ−|2 +G(L−, L−)
)
− 2∇ · (σχˆ− ◦ τ) +∇ · (σGL−).
Including conditions (22)-(23) we have
Proposition 3.3. For sufficiently small ǫ we conclude τ = Oλ3 (s
−1), and
1
4
〈 ~H, ~H〉 − 1
3
∆ log ρ ≥ 0.
Moreover, we find functions ρ¯, H¯2 = Oλ2 (1) on Ωλ such that
ρ =
1
s3
( 4π
|Σλ| + ρ¯
)
, 〈 ~H, ~H〉 = 1
s2
( 16π
|Σλ|(1−
1
s
) + H¯2
)
,
and for T = ρ¯, H¯2, we also have that lim
s→∞LXi1 · · · LXijT (λ, s) (0 ≤ j ≤ 2) is continuous over the
2-sphere Σλ for each λ.
Proof. From the structure equations and Proposition 3.1 we see that
˙
(
√
det γτi) =
√
det γ
(
−∇ · ˆ
¯
χ
i
+G(
¯
Lλ,Xi) +Xi
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
)
= Oλ3 (1).
From which we conclude that τi =
√
det γ0√
det γ
τi(λ, 1) +
∫ s
1
Oλ3 (1)dt√
det γ
= Oλ3 (s
−1). As a result, we also have
3We direct the reader to [26] for further discussion and context
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from Proposition 3.2 for ρ˜ := s3ρ, and Proposition 2.2 for H˜2 := s2〈 ~H, ~H〉
˙˜ρ = − 3θ
2s2
ρ˜+
1
4
H˜2
s
tr
¯
χ
(
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
)
+
1
2
(s3 tr
¯
χ)|τ |2 − 1
4
(s3 tr
¯
χ)G(
¯
Lλ, Lλ)
+ s3∆
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
+ s3∇ ·G
¯
Lλ − 2s3∇ · (ˆ
¯
χ ◦ τ)
= − 3θ
2s2
ρ˜+
1
4
H˜2
s
tr
¯
χ
(
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
)
+Oλ2 (s
−1−δ)
˙˜H2 =
2
s
H˜2 − 3
2
tr
¯
χH˜2 − H˜2 |ˆ¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
+
1
2
tr
¯
χH˜2 +
2
s
tr
¯
χρ˜
− 2s2∆tr
¯
χ− 4s2∇ · (tr
¯
χτ)− 2s2 tr
¯
χ|τ |2 + (s2 tr
¯
χ)G(
¯
Lλ, Lλ)
=
2
s
tr
¯
χρ˜−
( θ
s2
+
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
)
H˜2 +Oλ2 (s
−2).
Defining ~T = (ρ˜, H˜2) we see from the propagation equations that
~˙T = A~T + ~h
where Aij , hi =
1
s1+δ
O(1). From this we conclude that | ~˙T | ≤ C
s1+δ
(|~T | + 1) and therefore Lemma
3.0.1 gives
|~T | ≤ (1 + 4π|Σλ|)e
C(1− 1
sδ
) − 1 = O(1).
With this bound, we return to the propagation equations to find
˙˜ρ = − 3θ
2s2
ρ˜+Oλ(s−1−δ)
from which we deduce, similarly as in Proposition 3.1, a continuous limit ρ∞ := lim
s→∞ ρ˜. Moreover,
defining ρ¯ := ρ˜− 4π|Σλ| , we have | ˙¯ρ| ≤
c(λ)
s1+δ
(|ρ¯|+1) ensuring that |ρ¯| ≤ ec(λ)(1− 1sδ )−1 = Oλ(1). We leave
it to the reader to similarly verify that this now allows us to conclude that H¯2 := H˜2− 16π|Σλ|(1−
1
s
) =
Oλ(1), with a continuous limit as s→∞. Consider now the propagation of (ρ¯, H¯2):(
˙¯ρ
˙¯H2
)
=
(
Oλ4 (s
−2) Oλ4 (s
−1−δ)
O4(s
−2) Oλ4 (s
−2)
)(
ρ¯
H¯2
)
+
(
Oλ2 (s
−1−δ)
Oλ2 (s
−2).
)
Taking a derivative results in a linear system of the form LXi ~T = ALXi ~T + ~h whereby Aij , hi =
1
s1+δ
O(1) from which we deduce boundedness of |LXi ~T |. From this we can bootstrap similarly as
before to deduce continuous limits and decay in λ for up to two derivatives.
Finally, returning to the ODE
˙˜ρ = − 3θ
2s2
ρ˜+Oλ2 (s
−1−δ)
we conclude that
ρ˜ =
4π
|Σλ|e
∫ s
1
θ
t2
dt +
∫ s
1
Oλ2 (t
−1−δ)dt
Xiρ˜ =
4π
|Σλ|
(∫ s
1
Xiθ
t2
dt
)
e
∫ s
1
θ
t2
dt +
∫ s
1
Oλ1 (t
−1−δ)dt
H ρ˜(Xi,Xj) =
4π
|Σλ|
(∫ s
1
Xiθ
t2
dt
∫ s
1
Xjθ
t2
dt+
∫ s
1
Hθ(Xi,Xj)
t2
dt
)
e
∫ s
1
θ
t2
dt +
∫ s
1
Oλ(t−1−δ)dt.
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From the first expression we can conclude that sufficiently small ǫ will ensure ρ˜ > 0, from the
second and third,
|∆ log ρ| ≤ |γijH
ρ˜
ij
ρ˜
|+ |γijXiρ˜Xj ρ˜
ρ˜2
| ≤ c(λ)
s2
(1− 1
sδ
)
for some continuous c(λ) such that c(0) = 0. We leave to the reader the simple exercise of verifying
〈 ~H, ~H〉 ≥ 16π
s2|Σλ|(1−
1
s
)− c1(λ)
s2
(1− 1
sδ
). As a result, for some modified c(λ),
1
4
〈 ~H, ~H〉 − 1
3
∆ log ρ ≥ 1
s2
( 4π
|Σλ|(1−
1
s
)− c(λ)(1 − 1
sδ
)
)
which remains non-negative for sufficiently small ǫ.
Finally, from condition (21) and the following Proposition we’re ready to prove stability of the
Penrose Inequality.
Proposition 3.4. ([31], Theorem 4.1) Given any cross-section Σ →֒ Ωλ, it follows that Σ = {s =
ω} for some ω ∈ F(Σλ). Defining /ρ := ρ(Σ) we have, with respect to the background data,
/ρ = ρ+
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
(
∆ω − 2ˆ
¯
χ(∇ω,∇ω)
)
+ 2∇ω |ˆ¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
+
1
2
(
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ) + 2
¯
Lλ
|ˆ
¯
χ|2 +G(
¯
Lλ,
¯
Lλ)
tr
¯
χ
)
|∇ω|2 +G(
¯
Lλ,∇ω)− 2ˆ
¯
χ(~τ,∇ω).
Theorem 3.5. For sufficiently small ǫ, our metric perturbation off of the Schwarzschild spacetime
gives rise to the Null Penrose Inequality√
|Σλ|
16π
≤ mTB(λ)
where mTB is the Trautman-Bondi Mass of Ωλ.
Proof. For any geodesic foliation {Σt} ⊂ Ωλ whereby ωt := s|Σt = φ(t− 1) + 1, combining Propo-
sition 3.1, Proposition 3.3, and (21) applied to Proposition 3.4, it follows
/ρ(t) =
ρ˜|Σt
ω3t
+Oλ(t−3−δ) =⇒ lim
t→∞ t
3
/ρ(t) =
ρ∞
φ3
≥ 0.
The Hawking Energy along {Σt} satisfies
lim
t→∞EH(Σt) = limt→∞
( 1
4π
√
|Σt|
16πt2
∫
Σt
t3/ρ(t)
ω2
t2
dA
ω2
)
=
1
4π
√∫
φ2dA∞
16π
∫
S2
ρ∞
φ
dA∞ =: E∞H (φ)
where, according to Proposition 3.1, γ∞ij = lim
s→∞
1
s2
γij is the metric on the 2-sphere ‘at infinity’.
From Theorem 1.1 we conclude√
|Σλ|
16π
≤ lim
s→∞
1
2
( 1
4π
∫
Σs
ρ
2
3 dA
) 3
2
=
1
2
( 1
4π
∫
S2
ρ
2
3∞dA∞
) 3
2
= inf
φ>0
E∞H (φ)
a simple application of the Ho¨lder inequality giving the final equality above ([31], Lemma 2.2.2).
The geodesic foliation {Σt} induces a conformal re-scaling of the metric at infinity according to
lim
t→∞
γij
t2
= φ2γ∞ij . From the Uniformization Theorem we know all metrics are conformally equiva-
lent, in particular, all round metrics are reached along corresponding geodesic foliations of Ωλ. As
a result we conclude that mTB(λ) ≥ inf
φ>0
E∞H (φ).
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