Duality in Bayesian prediction and its implication (Asymptotic Expansions for Various Models and Their Related Topics) by 大西, 俊郎 & 柳本, 武美
Title Duality in Bayesian prediction and its implication (AsymptoticExpansions for Various Models and Their Related Topics)
Author(s)大西, 俊郎; 柳本, 武美




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Duality in Bayesian prediction and its implication
Toshio Ohnishi and Takemi Yanagimotob)
a) Faculty of Economics, Kyushu University
b) Department of Industrial and Systems Engineering, Chuo University
\S 1.
Bayes
(1) Bayes $p(x;\theta)\pi(\theta;c, \delta)$ $\lambda(c, \delta)$ (2)




Bayesian model averaging (Hoeting et al., 1999). $\lambda(\xi)$
prior averaging density $\xi$
$\xi$ $m_{\xi}(x)=E[p_{\xi}(x;\theta)|\pi_{\xi}(\theta)]$
$m(x)=E[m_{\xi}(x)|\lambda(\xi)]$ $E[f(y)|p(y)]$ $p(y)$ $f(y)$









$D(q(y|x),$ $p(y;\theta))$ $D(p(y;\theta),$ $q(y|x))$ Bayes
$D(p(y),$ $q(y));=E$ $[$log{p(y)/q(y)} $|p(y)]$
Kullback-Leibler divergence









(Kullback, 1959). $p(x;\theta)$ (3









$\pi_{\xi}(\theta|x)$ $\xi$ $\lambda(\xi|x)$ (1.1)
posterior averaging density $p_{\xi}(x;\theta)\pi_{\xi}(\theta)\lambda(\xi)=\pi_{\xi}(\theta|x)\lambda(\xi|x)m(x)$
$\pi_{\xi}(\theta|x)\lambda(\xi|x)$ $x$ $(\theta, \xi)$










(2.4) Bayes (2.1) (2.3)
$\min_{q(y|x)}E[D(q(y|x), q_{\xi}^{e}(y|x))|\lambda(\xi|x)]$
posterior averaging density $\lambda(\xi|x)$ canonical
weight $h(\xi)$
Definition 2.1. (i) (2.2) $q_{\xi}^{e}(y|x)$
$f^{e}(y|x;h) :=\exp\{E[\log q_{\xi}^{e}(y|x)|h(\xi)]-\psi_{x}(h)\}$ (2.5)
$\exp\{\psi_{x}($ $)\}$ $f^{e}(y|x;h)$ canonical
weight $h$ $q_{\xi}^{e}(y|x)$ $e$-mixture
(ii) canonical weight $h$ mean weight
$t_{x}(\xi;h) :=E[\log q_{\xi}^{e}(y|x)|f^{e}(y|x;h)]$ . (2.6)
$f^{e}(y|x;h),$ $\psi_{x}(h)$ $t_{x}(\xi;h)$ $h$
$\log q(x|x)$ Bayesian $\log$-likelihood
Bayesian $\log$-likelihood ratio $e$-divergence
Theorem 2.1. (2.5) $f^{e}(y|x;h)$ Pythagras




(2.7) (2.4) $\psi$x $(h)$
Gateaux $F$ ( ) canonical weight $h$
$F$ ( ) $h_{1}$ $h_{2}-h_{1}$ Gateaux $\delta_{G}F(h_{1};h_{2}-$
$h_{1})$
$\delta_{G}F(h_{1};h_{2}-h_{1}) :=\lim_{\betaarrow 0}\frac{F(h_{1}+\beta(h_{2}-h_{1}))-F(h_{1})}{\beta}$
Canonical weight $h$ Gateaux






Theorem 2.2. $s(\xi)=t_{x}(\xi;h)$ Shannon entropy
$\max H[q(y|x)]$










$\min_{q(y1x)}\{\eta D(q(y), p_{1}(y))+(1-\eta)D(q(y), p_{2}(y))\}.$
Bayesian $\log$-likeliho$od$ ‘ ’
Theorem 2.3. Canonical weight $h_{x}^{\uparrow}(\xi)$
$\delta_{G}\log f^{e}(x|x;h_{x}^{1};h-h_{x}^{\dagger})=0$ for any $h$ . (2.8)
$f^{e}(y|x;h_{x}\dagger)$
$\log\frac{f^{\epsilon}(x|x;h_{x}\dagger)}{q_{\xi}^{e}(x|x)}=D(f^{e}(y|x;h_{x}^{\uparrow}), q_{\xi}^{e}(y|x))$ for any $\xi.$
$h_{x}^{*}(\xi)$ (1.1) posterior averaging density $h_{x}^{*}(\xi)$ $:=\lambda(\xi|x)$
Theorem 2. 1 $f^{e}(y|x;h_{x}^{*})$ Bayes (2. 1)
‘ ’ Theorem 2.3 ‘ ’
Theorem 2.4. $\mathcal{Q}^{e}$
$E[\log\frac{f^{e}(x|x;h)}{q_{\xi}^{e}(x|x)}-D(f^{e}(y|x;h), q_{\xi}^{e}(y|x)) \lambda(\xi|x)m(x)]=0$ . (2.9)





Yanagimoto & Ohnishi (2011) (2.9)
(2.4) $-\psi_{x}$ ( ) $h$ ‘ ’
Theorem 2.5. Canonical weight $h_{x}^{c}(\xi)$
$\delta_{G}\psi_{x}(h_{x}^{c};h-h_{x}^{c})=0$ for any $h.$
$f^{e}(y|x;h_{x}^{c})$
$D(f^{e}(y|x;h_{x}^{c}), q_{\xi}^{e}(y|x))=-\psi_{x}(h_{x}^{c})$ .






\S 2 Shannon entropy













Definition 3.1. (i) (3.2) $q_{\xi}^{m}(y|x)$
$f^{m}(y|x;h):=E[q_{\xi}^{m}(y|x)|h(\xi)]$ (3.5)
$f^{m}(y|x;h)$ canonical weight $h$ $q_{\xi}^{m}(y|x)$ $m$-mixture
(ii) canonical weight $h$ entropy weight
$t_{x}(\xi;h)=-\log f^{m}(x|x;h)-D(q_{\xi}^{m}(y|x), f^{m}(y|x;h))$ (3.6)
(3.4) Shannon entropy $m$-divergence
Theorem 3.1. (i) (3.5) $f^{m}(y|x;h)$ Pythagras
$E [PD(q_{\xi}^{m}(y|x), f^{m}(y|x;h), q(y|x))|h(\xi)]=0$ (3.7)
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(3.4) $f^{m}(y|x;h)$
$E[H[f^{m}(y|x;h)]-H[q_{\xi}^{m}(y|x)]-D(q_{\xi}^{m}(y|x), f^{m}(y|x;h))|h(\xi)]=0$ . (3.8)
$\psi_{x}$ ( )
$-\psi_{x}(h) :=H[f^{m}(y|x;h)]-E[H[q_{\xi}^{m}(x|x)]|h(\xi)]$
(3.8) - $\psi$x( ) (3.4)
$\psi$x( ) Gateaux entropy weight
$\delta_{G}\psi_{x}(h_{1};h_{2}-h_{1})=E[t_{x}(\xi;h_{1})|h_{2}(\xi)-h_{1}(\xi)].$
(3.4)
Theorem 3.2. $s(\xi)=t_{x}(\xi;h)$ Bayesian $\log$-likelihood
$\max\log q(x|x)$
$q(y|x)$
subject to $-\log q(x|x)-D(q_{\xi}^{m}(y|x), q(y|x))=s(\xi)$
(3.4) $f^{m}(y|x;h)$
Shannon entropy ‘ ’ (3.8)
Theorem 3.3. Canonical weight $h_{x}\dagger(\xi)$
$\delta_{G}H[f^{m}(y|x;h_{x}^{\dagger};h-h_{x}^{\uparrow})]=0$ for any $h$ . (3.9)
$f^{m}(y|x;h_{x}\dagger)$





(3.9) $h_{x}\dagger(\xi)$ Shannon entropy $H[f^{m}(y|x;h)]$
$\mathcal{Q}^{m}$ $f^{m}(y|x;h_{x}^{*})$ $f^{m}(y|x;h_{x}\dagger)$
(3.4) $-\psi_{x}$ ( ) $h$ ‘ ’
Theorem 3.5. Canonical weight $h_{x}^{c}(\xi)$
$\delta_{G}\psi_{x}(h_{x}^{c};h-h_{x}^{c})=0$ for any $h.$
$f^{m}(y|x;h_{x}^{c})$
$D(q_{\xi}^{m}(y|x), f^{m}(y|x;h_{x}^{c}))=-\psi_{x}(h_{x}^{c})$ for any $\xi.$
\S 4.
\S 4.1. Mean weight entropy weight




(2.8) $h_{x}^{\uparrow}$ mean weight
Theorem 2.3





$\log q_{\xi}^{e}(x|x)=\log p_{\xi}(x;\hat{\theta}_{M\xi})-D(p_{\xi}(y;\hat{\theta}_{M\xi}), q_{\xi}^{e}(y|x))$
$t_{x}(\xi;h_{x}^{\uparrow})=\log p_{\xi}(x;\hat{\theta}_{M\xi})-\{D(p_{\xi}(y;\hat{\theta}_{M\xi}), q_{\xi}^{e}(y|x))+A_{x}[f^{e}(y|x;h_{x}^{\uparrow})]\}$
AIC (Akaike, 1973) ( ) –( )
Definition 3.1 (ii) (3.6) entropy weight
Entropy weight (3.6) $\xi$
Theorem 3.3







( Shannon entropy) –( )
\S 4. 2. $\alpha-d$ ivergence
$\alpha$-divergence
$D_{\alpha}(p(y;\theta), q(y|x)):=E[u_{\alpha}(\frac{q(y|x)}{p(y;\theta)})|p(y;\theta)],$
$u_{\alpha}(r):= \frac{4}{1-\alpha^{2}}(1-r$ $)$ .
$-1<\alpha<1$ $\alpha$-divergence $e$-divergence $m$-divergence










(Corcuera&Giummole, 1999). (4.2) $h(\xi)$ canon-
ical weight
Definition 4.1. (i) canonical weight $h$ $q_{\xi}^{\alpha}(y|x)$ $\alpha$-mixture
$f^{\alpha}(y|x;h):= \frac{1}{c_{x}(h)}(E[\{q_{\xi}^{\alpha}(y|x)\}^{\frac{1-\alpha}{2}}|h(\xi)])^{\frac{2}{1-\alpha}}$ (4.3)
$c_{x}(h)$
(ii) canonical weight $h$ divergence weight
$t_{x}(\xi;h)=u_{\alpha}(f^{\alpha}(x|x;h))-D_{\alpha}(q_{\xi}^{\alpha}(y|x), f^{\alpha}(y|x;h))$ (4.4)
\S 2 \S 3
Theorem 4.1. (4.3) $f^{\alpha}(y|x;h)$ (4.2)
$E[u_{-\alpha}(\frac{q_{\xi}^{\alpha}(x|x)}{f^{\alpha}(x|x;h)})-D_{\alpha}(q_{\xi}^{\alpha}(y|x), f^{\alpha}(y|x;h))|h(\xi)]=0$ . (4.5)






subject to $-D_{\alpha}(q_{\xi}^{\alpha}(y|x),$ $q(y|x))+u_{\alpha}(q(x|x))=s(\xi)$
(4.2) $f^{\alpha}(y|x;h)$





canonical weight $h_{x}\dagger(\xi)$ $u_{-\alpha}(1/r)$ $r$
$\delta_{G}\log f^{\alpha}(x|x;h_{x}\dagger;h-h_{x}^{\dagger})=0$ for any $h$ . (4.7)
Theorem 4.2 $\alpha=+1$ $\alpha=-1$
Theorem 4.3. (4.7) $h_{x}^{\uparrow}$ $f^{\alpha}(y|x;h_{x}\dagger)$
$u_{-\alpha}( \frac{q_{\xi}^{\alpha}(x|x)}{f^{\alpha}(x|x;h_{x}^{\dagger})})=D_{\alpha}(q_{\xi}^{\alpha}(y|x),$ $f^{\alpha}(y|x;h_{x}^{\uparrow}))$ for any $\xi$ . (4.8)




(4.7) $h_{x}\dagger$ Bayesian $\log$-hkelihood $\log f^{\alpha}(x|x;h)$
$\mathcal{Q}^{\alpha}$ $f^{\alpha}(y|x;h_{x}^{*})$ $f^{\alpha}(y|x;h_{x}^{\uparrow})$
(4.6) $\psi_{x}(h)$ $h$ ‘ ’ prior
117
averaging density
Theorem 4.5. Canonical weight $h_{x}^{c}(\xi)$
$\delta_{G}\psi_{x}(h_{x}^{c};h-h_{x}^{c})=0$ for any $h.$
$f^{\alpha}(y|x;h_{x}^{c})$
$D(q_{\xi}^{\alpha}(y|x), f^{\alpha}(y|x;h_{x}^{c}))=-\psi_{x}(h_{x}^{c})$ for any $\xi.$
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