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 داﻧﺷﮔﺎه ﻋﻠوم ﭘزﺷﮐﯽ
 
 و ﺧدﻣﺎت ﺑﮫداﺷﺗﯽ درﻣﺎﻧﯽ ﮐرﻣﺎن
 
 داﻧﺷﮐده ﺑﮫداﺷت
  زﯾﺳﺗﯽ ﮐﺎرﺷﻧﺎﺳﯽ ارﺷد رﺷﺗﻪ آﻣﺎرﭘﺎﯾﺎن ﻧﺎﻣﻪ ﻣﻘطﻊ 
  ﻋﻧوان
ﺣداﻗل ھﺎی رﮔرﺳﯾون ﻻﺳو، رﮔرﺳﯾون رﯾﺞ و رﮔرﺳﯾون ﻣﻘﺎﯾﺳﻪ روش
ﺗرﯾن ﻋواﻣل ﻣرﺗﺑط ﺑر ﮔﺎم ﺑﻪ ﮔﺎم ﺑﻪ ﻣﻧظور ﺗﻌﯾﯾن ﻣﮫمﻣرﺑﻌﺎت ﺑﺎ روش 
 ۷۹۳۱ در اﺳﺗﺎن ﮐرﻣﺎن در ﺳﺎلﻗﻧدﺧون ﻧﺎﺷﺗﺎ 
 ﺗوﺳط
 آرش ﻓروھری
 اﺳﺗﺎد راھﻧﻣﺎ
  ﺧﺎﻧم دﮐﺗر ﺗﺎﻧﯾﺎ دھش
 ﻣﺷﺎور اﺳﺗﺎد
  آﻗﺎی دﮐﺗر ﻣﺣﻣد ﺣﺳﯾن ﮔذﺷﺗﯽ
 
            ﺷﻣﺎره ﭘﺎﯾﺎن ﻧﺎﻣﻪ:
  ۸۹۳۱-۹۹۳۱ﺳﺎل ﺗﺣﺻﯾﻠﯽ: 
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  ﭼﮐﯾده
ﻣﯾﻠﯾون ﻧﻔﺮ  ۰۲۵اﺳت ﮐﻪ ﺑﯾش از ﺟﮫﺎﻧﯽ دﯾﺎﺑت ﯾﮐﯽ از ﻣﺷﮐﻼت ﺑﮫداﺷت  ﻣﻘدﻣﻪ و اھداف:
ﺑﺮوز اﻣﺮوزه ﺑﺎ اﻓﺰاﯾش ﮐم ﺗﺣﺮﮐﯽ و رواج زﻧدﮔﯽ ﻣﺎﺷﯾﻧﯽ، در ﺳﺮاﺳﺮ ﺟﮫﺎن ﺑﻪ آن ﻣﺑﺗﻼ ھﺳﺗﻧد. 
ﺑﺮای ﺑﯾﻣﺎر دﯾﺎﺑت ﺑﻪ طور ﭼﺷﻣﮔﯾﺮی اﻓﺰاﯾش ﯾﺎﻓﺗﻪ اﺳت. ﺑﺎ ﺗوﺟﻪ ﺑﻪ ﻣﺎھﯾت ﻣﺰﻣن آن، ﺑﺎر ﻣﺎﻟﯽ دﯾﺎﺑت 
راﯾﺞ ﺗﺮﯾن ﻧوع دﯾﺎﺑت، دﯾﺎﺑت ھﺎ ﻧﺰدﯾک اﺳت. ﺳﺮطﺎن ﺑﺎر ﻣﺎﻟﯽ اﮐﺛﺮﺑﻪ و ﻣﺟﻣوﻋﻪ ﺑﮫداﺷت و درﻣﺎن 
در ( SBF)ﺎ ﮔﯾﺮی ﻗﻧدﺧون ﻧﺎﺷﺗﺑﻪ وﺳﯾﻠﻪ اﻧدازه ۲اﺳت. روش ﺗﺷﺧﯾص ﺑﯾﻣﺎری دﯾﺎﺑت ﻧوع  ۲ﻧوع 
ﺑﺎﻻﺗﺮ رود، اﯾن آزﻣﺎﯾش ﻣﺟدد ﺗﮐﺮار ﺧواھد ﺷد و اﮔﺮ در  ۶۲۱از  SBFاﮔﺮ ﻣﯾﺰان  اﻓﺮاد اﺳت.
ﺷود. اﻓﺮاد ﻣﺑﺗﻼ ﺑﻪ دﯾﺎﺑت ﺗﺷﺧﯾص داده ﻣﯽ ۲ﻼ ﺑﻪ دﯾﺎﺑت ﻧوع ﺑﺎﻻ ﺑﺎﺷد ﻓﺮد ﻣﺑﺗ SBFﻣﺮﺣﻠﻪ دوم ﻧﯾﺰ 
ھﺳﺗﻧد. ﺗﻌداد زﯾﺎدی از ﯾﺮات ﻗﻧدﺧون و ﺳﺎﯾﺮ ﻣﺗﻐﯾﺮھﺎی ﻣﺗﺎﺑوﻟﯾک ﯾﺑطور ﻣﮐﺮر ﻣﺟﺑور ﺑﻪ ﺑﺮرﺳﯽ ﺗﻐ
 ﺷود ﮐﻪ ﺑﺎ ﯾﮐدﯾﮔﺮ ھﻣﺑﺳﺗﮔﯽ ﺑﺎﻻﯾﯽ دارﻧد.ﻣﺗﻐﯾﺮھﺎی ﻣﺗﺎﺑوﻟﯾک در ھﺮ ﺑﺎر آزﻣﺎﯾش اﯾن اﻓﺮاد ﮔﺰارش ﻣﯽ
ﺮرﺳﯽ اﺛﺮ ﻟذا ﺑﺮای ﺑ ،زﯾﺎد و ھﻣﺑﺳﺗﮔﯽ ﺑﺎﻻﯾﯽ ﻧﯾﺰ ﺑﺎ ﯾﮐدﯾﮔﺮ دارﻧد از آﻧﺟﺎ ﮐﻪ ﺗﻌداد اﯾن ﻣﺗﻐﯾﺮھﺎ ﻧﺳﺑﺗﺎ ً
ھﺎی در ﺑﯾﻣﺎری دﯾﺎﺑت( از روشﺗﺷﺧﯾﺻﯽ ﺗﺮﯾن ﻣﺗﻐﯾﺮ ﻣﺗﺎﺑوﻟﯾک اﺻﻠﯽآﻧﮫﺎ ﺑﺮ ﻗﻧدﺧون ﻧﺎﺷﺗﺎ )
ﮐﻪ ﺗﻌداد ﻣﺗﻐﯾﺮھﺎی ھﻧﮔﺎﻣﯽﺳﺎزی آﻣﺎری، در ﻣدلاﯾم. رﮔﺮﺳﯾوﻧﯽ ﻣﺑﺗﻧﯽ ﺑﺮ ﺗﺎﺑﻊ ﺟﺮﯾﻣﻪ اﺳﺗﻔﺎده ﻧﻣوده
ای از ﻪﻣﺟﻣوﻋزﯾﺎد و ھﻣﻪ آﻧﮫﺎ از اوﻟوﯾت ﯾﮐﺳﺎﻧﯽ ﺑﺮای ﻣﺣﻘق ﺑﺮﺧوردار ﺑﺎﺷﻧد ﺑﻪ دﻧﺑﺎل ﻣﺳﺗﻘل 
در ھﻣﺰﻣﺎن و  داﺷﺗﻪ ﺑﺎﺷﻧدﯾﺎ ﭘﺎﺳﺦ ھﻣﺑﺳﺗﮔﯽ ﻗﺎﺑل ﺗوﺟﮫﯽ ﺑﺎ ﻣﺗﻐﯾﺮ واﺑﺳﺗﻪ  ﮐﻪھﺳﺗﯾم ﻣﺗﻐﯾﺮھﺎی ﻣﺳﺗﻘل 
ﺷود. اﻧﺗﺧﺎب ﻪ ﻣﯽﮔﻔﺗاﻧﺗﺧﺎب ﻣﺗﻐﯾﺮ  اﯾن روش،ﺑﻪ ﮐﻪ ﺑﯾن ﺧودﺷﺎن ﺣداﻗل ﺧودھﻣﺑﺳﺗﮔﯽ دﯾده ﺷود 
ھﺎی آﻣﺎری ای در ﺗﺣﻠﯾلﺳﺎزی آﻣﺎری اﺳت ﮐﻪ ﮐﺎرﺑﺮد ﮔﺳﺗﺮده ھﺎی ﻣدلﺗﺮﯾن ﺑﺧش ﺗﻐﯾﺮ ﯾﮐﯽ از ﻣﮫمﻣ
ﺣداﻗل  و رﮔﺮﺳﯾون رﯾﺞ ، رﮔﺮﺳﯾونﻻﺳو ھﺎی رﮔﺮﺳﯾوناﯾن ﻣطﺎﻟﻌﻪ ﻣﻘﺎﯾﺳﻪ روشھدف از  دارد.
  .ﺑﺎﺷدﭘﯾﺷﮔو ﻣﯽﻣﺳﺗﻘل ﯾﺎ ﻐﯾﺮھﺎی در اﻧﺗﺧﺎب ﻣﺗ ،ﮔﺎم ﺑﻪ ﮔﺎماﻧﺗﺧﺎب ﻣﺗﻐﯾﺮ  ﻣﺮﺑﻌﺎت ﺑﺎ روش
 ﻧﻔﺮ ۰۵۳اﺳت. اطﻼﻋﺎت ﺷﺎﻣل  ۸۱۰۲ ﯾک ﻣطﺎﻟﻌﻪ ﻣﻘطﻌﯽ در ﺳﺎل ﺣﺎﺿﺮ، ﻣطﺎﻟﻌﻪ :ھﺎروش
ھﺎ از طﺮﯾق اﻧد. ﺑﻌﺿﯽ از دادهﺑﻌﺛت ﮐﺮﻣﺎن ﻣﺮاﺟﻌﻪ ﮐﺮدهﮐﻠﯾﻧﯾک زﻣﺎﯾﺷﮔﺎه ﺑﻪ آﺑﺮای آزﻣﺎﯾش اﺳت ﮐﻪ 
از آزﻣﺎﯾﺷﮔﺎه ﮔﺮﻓﺗﻪ ﺷده اﺳت. در اﯾن اﻓﺮاد  ﻣﺗﺎﺑوﻟﯾکوری ﺷده و اطﻼﻋﺎت آ ﯾﺳت ﺟﻣﻊﭼک ﻟ
را ﺑﺮای  ﺎم ﺑﻪ ﮔﺎمﮔاﻧﺗﺧﺎب روش ﺣداﻗل ﻣﺮﺑﻌﺎت ﺑﺎ  و رﯾﺞ و،ﻻﺳ رﮔﺮﺳﯾوﻧﯽ روش، ﻣﺎ ﺳﻪ ﭘﮋوھش
ﺣﺟم ﻧﻣوﻧﻪ ﺑﺎ اﺳﺗﻔﺎده از ﻣﯾﺎﻧﮔﯾن ﻣﺮﺑﻌﺎت  ﭘﻧﺞرا در  روشو اﯾن ﺳﻪ ﮐﺮده اﻧﺗﺧﺎب ﻣﺗﻐﯾﺮھﺎ اﺳﺗﻔﺎده 
  اﯾم.( ﻣورد ﻣﻘﺎﯾﺳﻪ ﻗﺮار دادهESMﺧطﺎ )
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 ،ﺑﺎ وﺟود ھﻣﺑﺳﺗﮔﯽ ﺷدﯾد ﺑﯾن ﻣﺗﻐﯾﺮھﺎی ﻣﺗﺎﺑوﻟﯾک ھﺎی اﯾن ﻣطﺎﻟﻌﻪ ﻧﺷﺎن داد ﮐﻪﺎﻓﺗﻪﯾ ھﺎ:ﯾﺎﻓﺗﻪ
دارد. ﺗﺎﯾﯽ(  ۰۵۳و ﺣﺟم ﻧﻣوﻧﻪ ﮐل ) ﺗﺎﯾﯽ ۰۰۱، ۰۵ﺣﺟم ﻧﻣوﻧﻪ  دررا  ESMﮐﻣﺗﺮﯾن  ﻻﺳو رﮔﺮﺳﯾون
 .دارد ﺗﺎﯾﯽ ۵۷۱ و ۰۵۱ﻧﻣوﻧﻪ  ﺣﺟمرا در  ESMﮐﻣﺗﺮﯾن  رﯾﺞرﮔﺮﺳﯾون  ھﻣﭼﻧﯾن،
ﻟﯾﭘوﭘﺮوﺗﺋﯾن  ﮐﻠﺳﺗﺮول (، IMBﺷﺎﺧص ﺗوده ﺑدﻧﯽ )ﺟﻧس،  ،، ﺳن(PB) ﺧونﻓﺷﺎر ﮔﯾری:ﻧﺗﯾﺟﻪ
 SBFﯾﺮات آﻧﮫﺎ ﺑﻪ ﺷدت ﺑﺮ ﯾﺗﻐ ھﺳﺗﻧد. SBFﺗﺮﯾن ﻣﺗﻐﯾﺮھﺎی ﻣؤﺛﺮ ﺑﺮ ز ﻣﮫما (C-LDH) ﺑﺎ ﭼﮔﺎﻟﯽ ﺑﺎﻻ
ھﺎ ﺎب ﮔﺎم ﺑﻪ ﮔﺎم در ﺗﻣﺎم ﺣﺟم ﻧﻣوﻧﻪﻣدل رﮔﺮﺳﯾوﻧﯽ ﺣداﻗل ﻣﺮﺑﻌﺎت ﺑﺎ روش اﻧﺗﺧ .ﮔذاردﺗﺎﺛﯾﺮ ﻣﯽ
ﻣدل  ﮔﯾﺮﯾم ﮐﻪﻣﯽ ﻪﻧﺗﯾﺟ ،ﻧﮫﺎﯾتدر  داﺷﺗﻪ اﺳت.در اﻧﺗﺧﺎب ﻣﺗﻐﯾﺮھﺎی ﻣؤﺛﺮ ﺗﺮﯾن ﻋﻣﻠﮐﺮد را ﺿﻌﯾف
 ﻣﺗﻐﯾﺮھﺎی ﭘﯾﺷﮔوﻣؤﺛﺮﺗﺮﯾن ﻣﻧﺎﺳﺑﯽ ﺑﺮای اﻧﺗﺧﺎب  و روش ددارﺑﮫﺗﺮﯾن ﻋﻣﻠﮐﺮد را ﻻﺳو رﮔﺮﺳﯾوﻧﯽ 
   د.ﺑﺎﺷﻣﯽ
رﮔﺮﺳﯾون  ،رﯾﺞ، رﮔﺮﺳﯾون ﻻﺳورﮔﺮﺳﯾون اﻧﺗﺧﺎب ﻣﺗﻐﯾﺮ، ﺧون ﻧﺎﺷﺗﺎ، ﻗﻧددﯾﺎﺑت، ﻣﺎت ﮐﻠﯾدی: ﮐﻠ
  ﮔﺎم ﺑﻪ ﮔﺎم وشر ﺣداﻗل ﻣﺮﺑﻌﺎت،
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Abstract 
Background and Objectives: Diabetes is one of the global health 
problems that given over 520 million people worldwide. Nowadays with 
the increasing inactivity and prevalence of machine life, the incidence of 
diabetes has increased dramatically. Given its chronic nature, the financial 
burden of diabetes for the patient and the health complex is close to the 
financial burden of most cancers. The most common type of diabetes is 
type 2 diabetes. The way to diagnose type 2 diabetes disease is by 
measuring fasting blood sugar (FBS) in people. If the FBS level is going 
above 126, this test will be repeated, and if the FBS level is elevated in 
second stage, a person with type 2 diabetes will be diagnosed. People 
with diabetes have to look at changes in blood sugar and other 
metabolic variables, repeatedly. A large number of metabolic variables 
are reported with each test of this people that highly correlated together. 
Since the number of these variables are relatively large and highly 
correlated with each other,  so we used penalized-based regression 
methods to assess their effects on fasting blood suger (the most main 
diagnostic metabolic variable in diabetes). In statistical modeling, when 
the number of independent variables is large and all of them have the 
same priority for the researcher, we seek a set of independent variables 
that have a significant correlation with the dependent or response 
variables and at the same time, there is at least autocorrelation among 
them, which this method is called variable selection. Variable selection is 
one of the most important parts in statistical modeling, which has a wide 
application in statistical analyzes.  The aim of this study is to compare 
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Lasso, Ridge and least squares regression with stepwise variable selection 
method in selecting independent or predictor variables. 
 
Methods: This study is a cross-sectional study in 2018. The data consists 
of 350 people who referred to Besat Laboratory in Kerman. Some data 
was collected through a checklist and metabolic data of people was 
taken from laboratory. In this research, we used three Least Absolute 
Shrinkage and Selection Operator (Lasso), Ridge, and least squares 
regression with stepwise variable selection method for selecting variables 
and we compared this methods in four sample size by Mean Squared 
Error (MSE). 
Results: The results of this study showed that despite the strong 
correlation between metabolic variables Lasso regression has the lowest 
MSE in sample size 50, 100 and 350. Also, Ridge Regression has the 
lowest MSE in sample size of 150 and 175.  
Conclusion: Blood pressure (BP), Age, High-density Lipoprotein 
Cholesterol (HDL-C) and Low-density Lipoprotein Cholesterol (LDL-C) are 
the most important variables affecting on FBS. Their changes strongly 
affect FBS. The least squares regression model with stepwise selection 
method in all sample sizes had the weakest performance in selecting 
effective variables. Finally, we conclude that Lasso regression model 
perform best and is suitable method for selecting the most effective 
predictor variables. 
Keywords: Diabetes, Fasting blood sugar, Variable selection, Lasso regression, Ridge 
regression, Least squares regression, Stepwise method
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