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A small vector autoregression model is estimated to
assess how demand and supply shocks influenceAustral-
ian output and price behavior. The model is identifiedby
assuming that aggregate demand shocks have transitory
effects on output, while aggregate supply shocks have
permanent effects. The paper describes how Australian
macroeconomic variables respond to demand and supply
shocks in the short run and in the long run. It alsofinds
that demand shocks are dominant in determining fluc-
tuations in Australian output at a one-quarter horizon,
but supplyshocks assume the larger role at longer hori-
zons. Supply shocks also accountfor most ofthefluctua-
tions in theAustralianprice level.
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The recession. and sluggish growth that have charac-
terized the U.S. economy beginning in the late 1980s have
renewedinterestin the processesthat governbusiness cycle
behavior. Recent studies by Blanchard and Quah (1989),
Shapiro and Watson (1988), Judd and Trehan (1989,1990),
and Gali (1992) have used structural vector autoregression
models to provide useful insights on U.S. business cycle
behavior,'
This paper extends their analyses to examine how de-
mand and supply shocks affect business cycle behavior in
Australia. The application to Australia is of interest for at
least two reasons. First, previous studies give widely dif-
fering estimates on the importance of supply and demand
shocks in influencing cyclical behavior. A study of Aus-
tralia may provide further evidence to help clarify this
question. Second, a comparison of the evidence from
Australia with the results from previous research may
highlight similarities or contrasts in business cycle be-
havior in smallopeneconomies and large, relatively closed
economies, like the United States.
The paper focuses on three closely related questions:
(i) How do macroeconomic variables respond to demand
and supply shocks? (ii) How much of the variance in out-
put and inflation is explained by demand and supply
shocks? (iii) How do demand and supply shocks influence
cyclical behavior, particularly during recessions? These
three questions are addressed by estimating a small vector
autoregression model of the Australian economy. Unob-
servable demand and supply shocks are then identified
by assuming that aggregate demand shocks have transitory
IAs discussed below, these studies identify a structural model by using
long-run identifying restrictions. Long-run identifying restrictions are
also used by Gerlach and Klock (1990) to study Scandinavian business
cycles and Moreno (1992a) to study Japanese business cycles. Other
studies using such restrictions address somewhat different questions.
Hutchison and Walsh (1992) examine the Japanese evidence on the
insulation properties of exchange rate regimes, while Hutchison (1992)
investigates whether the vulnerability of the Japanese and U.S.econo-
mies to oil shocks declined between the 1970s and the 1980s. Another
strand oftheliteratureidentifies demand and supply shocks byimposing
restrictions on the contemporaneous impact of these shocks (Blanchard
1989, Blanchard and Watson 1986, andWalsh 1987).
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fects on output. One advantage of this approach is that
it does not assume that short-run fluctuations are entirely
due to temporary demand shocks (as in the traditional ap-
proach to macroeconomic modeling) or permanent supply
shocks (as in early real business cycle models). Instead,
the method estimates the relative importance of aggregate
demand and supply shocks at various forecast horizons. A
second advantage of this approach is that it avoids the
imposition of arbitrary identifying restrictions, thus ad-
dressing objections raised by Sims (1980). Finally, the
paper relies on economic theory to achieve identification,
addressing objections to atheoretical VAR methods cited
by Cooley and Leroy (1985) or Bernanke (1986).
The description of the dynamic responses of macroeco-
nomic variables to demand and supply shocks obtained by
addressing the first question may provide insights that are
relevant to policy analysis. At the same time, answers to
the second and third questions can shedlight ontherelative
importance of demand and supply shocks in influencing
business cycle activity,a question that has acquiredpromi-
nencein the 1980s with the growing popularity of real
business cycle theory. Thispaperfindsthat although supply
shockshaveastrong influenceon Australian business cycle
behavior, demand shocks a significant role.
The paper is organized as follows. Section I provides
some background on the Australian economy. Section II
describes the model estimated (which closely resembles
that used by Shapiro and Watson (1988» and the identify-
ing restrictions used. Section III discusses the univariate
properties of the data, and how these results are used in
VAR estimation. Section IV reports the results of VAR
estimation and applies them to answer the three questions
posed in this introduction. Section V summarizes the
findings of this paper and suggests possible extensions.
I. BACKGROUND
To provide a context for the analysis of Australian
business cycles that follows, Table 1 identifies peak-to-
trough dates, their duration, average output growth and
inflation rates and deviations of these rates from baseline
rates during recessionary periods. The baseline rates are
based on two subsamples, because statistical testsreported
Table 1
GDP Growth during Recession and Inflation Characteristics ofAustralia
Quarters of
Peak-'Irough Dates Downturn GDP Inflation
Compound Deviation from Compound Deviation
AnnualGrowth Baseline" Annual Rate from Baseline-
(%) (%)
Full-sample
1960.Q1-1989.Q4 5.2 3.9 -81.2 6.9 5.2
Sub-sample Ib 8 5.0 -60.7 3.8 -9.5
1960.Ql-1973.Q4
1960.Q3-1961.Q3 5 -2.7 -153.8 2.0 -47.3
1964.Q4-1966.Q2 7 2.9 -42.1 3.5 -9.8
1967.Ql-1967.Q4 4 2.9 -42.0 3.6 -7.0
1968.Q4-1972.Q3 16 4.7 -4.8 4.9 26.1
Sub-sample 2b 7 3.0 -101.7 9.6 19.9
1973.Q4-1989.Q4
1973.Q4-1975.Q4 9 1.1 -63.8 15.1 56.8
1976.Q4-1977.Q4 5 -0.4 -111.7 9.2 -4.7
1979.QI-1980.Q1 5 0.2 -93.3 10.6 9.8
198I.Q3-1983.Q2 . 9 -1.2 -138.1 11.3 17.6
-Compured as 100 x (cycle rate - subsample averagerate) I subsample averagerate.
bPeriodaverage.
Federal Reserve Bank of San Francisco 35laterindicatethattherewasabreakinthetrendofboththe
output and inflationseries.?
Table1indicates thatAustraliagrewatanannualrateof
about4 percentinthelastthreedecades. However, average
growthslowed sometime intheearly1970s from5percent
to around 3 percent. Over this period, Australiaexperi-
encedeightrecessions thaton average lasted7.5 quarters.
Outputgrowthfellanaverage of81 percentbelowbaseline
during recessions. By way of comparison, the U.S. has
experiencedfewerrecessions thanAustralia overa similar
period(five). U.S. recessions onaverage areshorter(under
fourquarters)and steeper(outputgrowthon average falls
170percent below baselineduringrecessions) than Aus-
tralia's. While these comparisons should be interpreted
with somecaution, because theypartlyreflectdifferences
in how recessions are defined in each economy, they
suggestcontrastsinthecyclicalbehaviorofAustralian and
u.s. output."
According to Table1Australia's inflation averaged 6.9
percentoverthesampleperiod.Inflation roseoverthetwo
subsamplesfrom 3.8 percentto 9.6 percentbeginning in
themid-1970s. Itisalsoapparentthatonaverage therewas
no decline in inflation (in relation to baseline) during
recessions in the secondperiod.
Three factors are likely to have influenced cyclical
output and inflationperformance in Australia:
First, Australia meets most of its fossil fuel require-
ments through domestic production. In 1989, Australia
produced 22.5 million metric tons of crude petroleum,
about 86 percent of its domestic consumption. In 1989,
fuels accountedfor 5 percent of total imports, which to
somedegree wereoffsetbyexports.
Second, wage-setting is highly centralized due to the
dominant influence of the Australian Council of Trade
Unions. Nominal wages historically appear to have been
2The sample is broken at the date closest to the break date reported in
Table3, subject to not splittingrecessionsacrosstwo samples. A similar
criterion determines the break dates inthe tables describing the cyclical
behavior of inflation.
3Peak-to-trough dates for the U.S. are reported by the NBER, which
currently tracks the behavior of four series to date recessions: real
income, real sales, nonagricultural employment and industrial produc-
tion. See Hall (1991). No comparable information is available for
Australia, so peak-to-trough dates are those reported in OECD (1987).
These peak-to-trough dates are based on the estimation of so-called
phase-average trend (using the peaks and troughs of sine wavesas the
turning points of the cycle). It closely approximates a linearly deter-
ministic trend if such atrend is unbroken, or a succession of segmented
linear trends. The recession dates selected include what the OECD calls
"minorcycles." In the absence of a more extensive dating procedure,
the cycles reported in Table 1 are necessarily imprecise and the VAR
analysis reported later provides additional information on whether they
are reasonable.
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relatively rigid. Australian unionswerehighlysuccessful
in putting upward pressure on wages until 1982. Some
researchers argue (Chapman 1990) that wage restraint
subsequently resultedfromthePricesandIncomes Accord
betweenthegovernment andtheunionssignedin1983,but
othersarguethattheeconometric evidence onthisis weak
(Blandy1990).
Third, monetarypolicy appears tohaveplayeda largely
passive role in curbing inflation and focused more on
correcting external imbalances. The fiscal policy stance
hasfluctuated sharply over the sample period, on several
occasions countercyclically. During the period of fixed
exchange rates in place until December 1983, money
growthand inflation are believed to have been influenced
by external factors (like oil price shocks), as the rise in
inflation in the1970s mirrorssimilarincreases ininflation
inOECDcountries.Incontrast,afterAustraliaswitched to
floating in December 1983, inflation on average has ex-
ceededtheOECDaverage. Thereisawidelyheldviewthat
thegovernment hassoughttocurbinflationlargely through
wage agreements under the Accord (Carmichael 1990,
Stevens 1991). Monetary policyplayed asecondary, oreven
passiverole in curbinginflation, but authorities appeared
to favor monetary stimulus and nominal exchange rate
depreciation to reduce current account deficits. Under
these circumstances, the relationship between monetary
policyandbusinesscyclefluctuations woulddependonthe
typesof shocks accounting forcurrentaccountdeficits. If
currentaccountdeficitsweredueto adverse movements in
thetermsoftradethat wouldalsotendto reducedomestic
economic activity, monetary policywouldoperatecounter-
cyclically-thatis, itwoulddampenbusiness cyclefluctu-
ations. However, if current account deficits were due to
strongdomestic demandstimulus,monetary policywould
operateprocyclically.
In contrastto the uncertainrole of monetary policyin
influencing business cyclebehavior, fiscal policyappears
to have operatedcountercyclically on a numberof occa-
sions. Forexample, the 1973.Q4-l975.Q4 recession was
associated with a sharpincreasein government consump-
tion spending and a related rise in public borrowing to
around5percentofGDPfrom1to 2 percentin the1960s.
Thehigherrateofborrowing waslargelymaintained until
the early 1980s, when public sector borrowing rose to a
peak of 7 percent of GDP at the time of the 1981-1983
recession. Largerevenue increases andexpenditure reduc-
tions subsequently reversed the upward trend in public
sectorborrowing, sothatby1988 thegovernment wasanet
lender.
In SectionIV, the precedingstylizedfacts are used to
suggestinterpretations ofestimatedresponses toshocks in
Australia.
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FollowingShapiro and Watson (1988), considera stan-
dard growthmodelwhereshockstodemandareallowed to
influencethe behaviorof outputin the shortrun. Insucha
model, theloglevels ofthelaborsupplynt andtechnology
TT are governedby:
(1)
The specification in equation (10)reflectsthe assumption
that the price level isintegrated (the first difference is
stationary)andall the shockshavea long-runeffectonthe
price level.





Itis assumed that labor supplyand output are nonstation-
ary. First-differencing to accountfor such nonstationarity,
and substituting (1), (2), and (5) into (6) and (7), yields
(8) Lint = 8n(L)E 2t + (l-L)Eh(L)[E2t E3t E4/]
where EZt' E3t are mutuallyuncorrelatedshocksthatinflu-
encelong-rungrowth(Elt isdefinedlater),and en(L), e€(L)
are lag polynomials."
The long-run log level of output is determined by a
Cobb-Douglasproductionfunction:
(3) yt = cxn/ + (l-cx)kt* + T:.
Impose the theoretical restriction that the steady-state
capital-output ratio is constant:
* * (4) k, = Yt + 'Y/,
where 7J is the constantlogcapital-outputratio.Substitut-
ing (4) into (3) yields
(5) Y/ = nt* + [~) Tr*'





and uncorrelated with growth shocks EZt' E3f' and that
allows the labor input and output to deviate temporarily
from their long-runlevels.Then wehave
To sum up,the model maybe described as follows
The shocks Elt to E4t respectivelycorrespondto shocksto




like Australia, other externaldisturbancesmaybe impor-
tant in influencing business cycle behavior. If external




firstestimatinga vectorautoregression (VAR) model, and
then exploiting the information from the samplevariance-
covariance matrix to achieve identification. As discussed
earlier, one of the key identifying assumptions is that
unobservable demandand supplyshocksare identifiedby
assuming that aggregate demand shocks have transitory
effects while aggregate supply shocks have permanent
effects onoutput. The estimation and identification pro-
cedures closelyresemblethose used byShapiroand Wat-









(9) LiYt = 8n(L )E 2t + cx-
18 s(L)E 3t + (1-L)EiL)[E2t E3tE4t] .
In thepresent case,the modelis completedbyincorporat-
ingthe processesgoverning the price level,Pt'
4Thesepolynomials are assumed to have a.bsolutelysummable coeffi-
cients and roots outside the unit circle (i.e., the dynamics described by
the polynomials are transitory, so the polynomials can be inverted).
5Although the model used in this paper is similar to Shapiro and
Watson's (1988) model, the application differs in two ways:(i) the labor
supply is represented by the labor force, rather than by the total hours
worked by all employed persons; (ii) one equation is used to represent
shocks to demand, ratherthantwo equations, as in Shapiro and Watson.
However,Shapiro and Watsondo notseparately identify the two demand
shocks, but instead use the combined effects of the two shocks in their
analysis.
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To estimate the system described by equation (12) I
collected quarterly data for the oil price (0), the Australian
labor force (n), Australian real GDP (y) and the Austral-
ian CPI (P). The data and sources are described in Appen-
dix B. Certain properties of the series included in the
model must be checked in order to determine the appropri-
ate specification for estimation purposes. First, it is neces-
sary to determine whether the series are difference- or
trend- stationary. This is doneby testing the null hypothesis
that each series included in the model contains a unit root.
Ifthe variables are difference-stationary, itis appropriateto
estimatetheVARmodel byusing the firstdifferences ofthe
series. Ifthe variables are trend stationary, the VARmodel
may be estimated by taking the residuals from a deter-
ministic trend. Second, it is desirable to account for the
possibility of breaks in the deterministictrend. The reason
is that standard (Dickey-Fuller) tests may fail to reject the
unit root null evenifthe time trend isdeterministic, ifthere
is a largeone-time shift in the interceptor in the trend. 6 To
account for this possibility, I test for breaks in the deter-
ministic trend in each series. If the hypothesis of a trend
breakcannot be rejected, Itest theunit root null againstthe
alternative of a broken deterministic trend. Third, if the
variables are difference stationary, it is necessary to estab-
lish whether the series in the model share common trends.




andPhillips-Perron tests forunit roots to the levelsand first
differences oftheseriesinthesystem(seeDickeyandFuller
1979, and Schwert1987). The results ofthe tests, reported
in Table 2, suggest that the labor force and output in
Australia, as well as the oil price, are all difference-
stationary. The results for the price level are ambiguous.
Both tests indicate that the price level is nonstationary.
However,wheninflation istested thePhillips testrejects the
unit root null, whereas the Augmented Dickey-Fuller test
cannotdoso.In what follows, Iassume thattheprice levelis
difference stationary. >
The unit root test results should be interpreted with
caution. Research has shown that tests for unit roots have
low power (that is, they have low ability to reject the unit
root null when it is false) against plausible local alterna-
tives. Also, the autoregressive models and unit root test
statistics computed for them have been found to be struc-




Variable Log Levels (with FirstDifferences
constantand trend) (withconstant)
Dickey- Phillips Dickey- Phillips
Fuller Fuller
Test Test
Labor Force -1.39 -1.75 -2.85* -10.32***
Price (CPI) -2.89 -2.36 -2.06 -7.83***
Real GDP -1.92 -1.26 -4.39*** -12.34***
Oil -1.54 -1.85 - 3.55** -6.65***
Note: * Reject null hypothesis (unit root) at 10% level.
** Reject null hypothesis at 5% level.
*** Reject null hypothesis at 1% level.
Seasonally adjusted data from1960.Ql to 1989.Q4, except forLabor
Force, which is 1966.Q3-1989.Q4.
turally unstable under small perturbations, so that small
perturbations in the model lead to large changes in the
distribution theory for the statistics (Cavanagh, undated).
Trend Breaks
Standard tests for trend breaks assume that the date at
which the break occurs is known without using the data
series being tested. In practice, the data are used to find the
break date, so standard critical values for testing the null
hypothesis of no break in the trend cannot be used. To
address this problem I follow a strategy similar to that
adopted by Christiano (1992) and use a bootstrap method-
ology to calculate the most likely date for a break. As
inspectionof the series suggests that trend breaks occurred
in the 1970s, I confine mysearch for breaksto that period.
The test results, reported in Table 3, indicate that the null
hypothesis of no trend break is rejected for GDP and CPI
(the null of no trend break is not rejected for the oil price
land the labor force, as these results are not reported here).
On this basis, I test the unit root null hypothesis againstthe
alternative of a deterministic trend with a break for GDP
and CPI, also relying on bootstrap simulations to find the
critical values. As also reported in Table 3, for these two
series, the unit root null cannot be rejected against the
alternative of a broken deterministic trend. 7
7Toconstruct Table 3, 1000 simulated series were generated using the
following bootstrap methodology. The equation lly = JL + {311y was
Economic Review / 1992, Number 3Table 3
Tests forBreak inTrend inthe
1970s and for Unit RootNull
against Alternative of Broken
Deterministic Trend
Variable Most Likely lestfor Break lestfor
Break Date Unit Root
(F Statistic) (t Statistic)
Real GDP 1974.Q2 332** -2.9
(.03, 64.4) (.76, -3.5)
Price (CPI) 1974.Q2 523** -2.0
(.03,96.6) (.92, -3.2)
Note: See Notes to Table 2. Numbers in parentheses are significance
levels and expected values.
Cointegration
While the preceding tests suggest that.the model vari-
ables are nonstationary when considered individually, it is
possible that these variables share acommon nonstationary
trend. In this case, a stationary linear combination of the
variables may be found, and the variables are said to be
cointegrated. When variables are cointegrated, estimating
a VAR model where the series are expressed in first dif-
ferences, as proposed above, would be inappropriate. One
reason is that first-differencing would remove important
estimated. Disturbances were randomly drawnfromthe residuals of this
equation with replacement and used to generate 1000 simulated series.
The first sample observation was used as the starting value. Totest for a
trend break, equationYt = ao + a1dr+ azt + a3sdumrwas then re-
estimated using each of the 1000 artificial series for b = bdat + 5 to b
= ldat, The maximum F statistic for b between 1970:Q1and 1979:Q4
foreach ofthe 1000 artificial series wasselected. These 1000maximum
F-statistics were then ranked in ascending order. The 1percent critical
value was thengiven bytheFstatistic with rank 990(1 percent of the set
ofmaximum F statisticsexceed thisF-value),the5percent critical value
bythe statistic with rank 950, and so on. The expected value isgiven by
the statistic with rank 500.
To test the unit root null against the alternative of a broken deter-
ministic trend, the equation dYt = 130 + f3Jdr+ f3zt + f33dr+f34Yt- J
+ f3sAYt-J + f36dYt-Z was reestimated using each of the 1000
artificial series used to generate Table 3. Foreach series, the date b was
set to correspond to the peak of theF statistic computedbytheequation
used to find the most likely trend break in Table 3. To find critical
values, the 1000 t-statistics testing the null were collected, and criti-
cal values were constructed in a manner analogous to Table 3.
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information about the behavior ofthe variables contained
in the common trend. 8
A numberof tests forcointegration havebeen developed
in the literature. I use the method proposed by Johansen
(1988) and applied by Johansen and Juselius (1990). Table
4 reports the results of the Johansen's trace and maximum
eigenvalue tests. Based on the critical values reported by
Johansen and Juselius (Table A.2) both tests fail to reject
the null hypothesis that there is no cointegration. In what
follows, I assume that the series in the model are not
cointegrated and that estimationofthe VARmodel in first
differences is appropriate.
To sum up, conventional tests suggest that all the series
included in the model are difference stationary. There is
evidence of a break in the deterministic trend in GDP and
in the CPI, but the unit root null still cannot be rejected for
these two series when this break is taken into account.
Furthermore, a statisticaltest cannotreject thenull hypoth-
esis that there is no stationary linear combination of the
variables in the model.
In viewof thepreceding results, thedata are transformed
as follows. The first differences of0, n, y andp were taken
to obtain stationary representations. The differenced se-
riesAo., dnt were demeaned by subtracting the respec-
tive sample means. Toaccount for breaks in the trend rates
Table 4
Johansen Test for Cointegration
Ho: r~ 0 1 2 3
Trace 44.5 22.1 9.8 2.2
95 % critical value 48.4 31.3 17.8 8.1
Ho:r= 0 1 2 3
Maximum eigenvalue 22.4 12.3 7.5 2.2
95% critical value 27.3 21.3 14.6 8.1
Note: Critical values are from Table A.2 of Johansen and Juselius
(1990) which assumes that the nonstationary processes contain lin-
ear trends.
8Engle and Granger (1987) show that the appropriate model if the
variables are cointegrated is an error correction model, rather than a
VAR in first differences. Another way of looking at this problem is to
note that a VAR made up of first-differenced variables that are cointe-
grated involves "overdifferencing." As in the univariate case of "over-
differencing," the vector ARMA system of variables expressed in first
differences will contain noninvertib1e MA terms that cannot be repre-
sented by a VAR.
39of growth and inflation, the differenced seriesAy, ~p
were demeaned by subtracting the appropriate subsample
means, where the subsamples were defined by the break
dates identified using the bootstrap simulation procedure
(1974.Q2in both cases). The demeanedseries were usedto
estimatea VARmodel. (A similarprocedureof subtracting
subsample means is used by Blanchard and Quah. How-
ever, they pick the break date without using a statistical
test.)
IV. MODEL ESTIMATION RESULTS
The VAR model was estimated over 1966.Q3-1989.Q4
(no earlierdata are available forthe Australianlabor force).
Using the identifying restrictions discussed in Appendix
A, a structural moving average representation (as in equa-
tion (12)) was obtained. This moving average represen-
tation allows us to address the three questions posed in the
introduction to this paper.
Impulse Responses
The first question posed in the introduction, concerning
the qualitativeresponses to supply and demandshocks, can
be addressedbyreferenceto ChartsC.lto C.4in Appendix
C, which illustrate the effects of one standard devia-
tion shocks to the levels of the variables. (By construction,
shocks to the domestic variables have no effect on the oil
price, so theresponseofthe oil price to Australianvariables
is not illustrated.)The impulseresponses are illustratedfor
horizons up to 12 quarters to focus on the short-run
dynamics. Ingeneral, the impulseresponsesare close tothe
long-run values at these horizons. Also, the one standard
error bands around the impulse responses in a number of
cases widen sharply at long forecast horizons, as might be
expected for nonstationary series." For these reasons, the
loss of information from truncating the impulse response'
horizons is not very great.
An important test of the plausibility of the model and
identifying procedure adopted in this paper is whether the
responses to supply and demandshocks conformto the pre-
dictions of theory. We would expect
9These standard error bands are obtained by using a Monte Carlo
simulation procedure with 300replications toconstructpseudo-impulse
responses and the first and second moments of these impulses. The
pseudo-impulse responses are generated by using draws from the .
Normal and Wishart distributions to modify the variance covariance
matrix and the moving average coefficients of the structural innova-
tions. SeeDoan(1990). Inthecharts, atwo-standard-errorband tendsto
disguise the short-run dynamics in the impulse responses, so a one-
standard-error band is shown instead.
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• positive shocks to the oil price to reduce output and
increase the price level in the long-run;
• positive shocks to labor supply and technology to in-
crease output and reduce the price level.in the long-run;
• positive shocks to demand to increase labor and output
temporarily (as a result of the identifying restrictions)
and the price level permanently;
The charts indicate that the responses to shocks in-the
modelbroadlyconformto these expectations, although the
standarderrorbands are in some cases quite wide, particu-
larly at horizons exceeding four quarters.
The charts also reveal some interesting dynamics: for
example, GOP rises sharply in response to technology
shock, overshoots its long-run level slightly at about 10
quarters before settling to close to its long-run level of
around % percent above the pre-shocklevel. This long-run
level is achieved at around 20 quarters and is not shown in
the chart. (The CPI declines with similar, but smoother,
dynamics.) In contrast, Blanchard and Quah (1989), Sha-
piro and Watson (1988) and Moreno (1992a) indicate a
more pronounced overshooting in the output response to
technology shocks in the U.S. and Japan respectively.
However, these comparisons should be interpreted with
caution because the standard errors in all these models
appear to be quite large.
In addition, some of the impulseresponse results appear
to be broadly consistent with the characteristics of the
Australian economy discussed in Section I:
Australia does not appear to be vulnerable to oil price
shocks in the very short run, which is consistent with its
status asoilproducerand exporter. The impulseresponses
indicate that Australian GOPrises temporarily in response
to oil price shocks, followed by a long-run decline. This
suggests that an oil price increase initially stimulates the
economy through Australia's oil sector, but the stimulus is
reversed as the effects of ahigheroil price spreadto the rest
of the economy.
The effects ofdemand shocks on output die out quickly,
which is consistent with an active countercyclical policy
The charts indicate that the effects of a positive shock
to GOPare fully reversed withinone year,whichappearsto
be relatively fast.In contrast, Blanchard and Quah (1989)
find that the effects of a demand shock on U.S. outputtake
about six years to be fully reversed. Moreno (1992a) esti-
matesthat in Japan, the effects of ademandshock on output
are fully reversed after two years. The rapid reversal of
demand shocks suggests that the countercyclical effects
of fiscal policy and (tothe extent applicable) of monetary
policy were quite important in Australia (recall discussion
in Section I). However, it is important to stress that the
Economic Review / 1992, Number 3rapid reversal in the effects of demand shocks on output is
only an indicator of the possible effects of countercyclical
policy, and that other explanations for this rapid reversal
may be offered. In the model estimated in this paper,
demand shocks reflect the combined effects of private and
public demand, and there is no wayof separating thesetwo
effects.
Australia appears to have a relatively flat short-run
Phillips curve, which is consistentwith apparent rigidities
in the labor market. To assess the Phillips curve tradeoff,
I computed the ratio of cumulative GDP growth per unit
of cumulative inflation in response to a one-standard-
deviation shock to demand.
A shock to demand yields its greatest output growth
stimulus per unit of inflation in the first quarter, about 208
percent. The cumulative output gain subsequently tapers
off smoothly to 147.50 percent in the second quarter, 100
percent in the third quarter, and to 48 percent in thefourth
quarter. The cumulative output gain is negative and small
at eight and twenty quarters, and is zero at forty quarters.
Toprovide a benchmark, these results maybe compared to
estimates obtainedfrom a similar model forJapan(Moreno
1992a)wherelabor markets appear tobemore flexiblethan
in Australia: In Japan, the corresponding cumulative in-
creases inoutput growth per unit ofinflation are 93percent
at one quarter, 43 percent at four quarters, 3 percent at
eight quarters, and close to zero at twenty quarters. Thus,
Australia appears to have a relatively favorable output-
inflation tradeoff in the very short run.
Variance Decompositions and the
Importance ofSupply Shocks
The impulse response functions illustrate the qualitative
responses of the variables in the system to shocksto supply
and demand. To indicate the relative importance of these
shocks requires a variance decomposition. In orderdothis,
consider the n-stepahead forecast of a variable based on
information at time t. The variance of the error associated
with such a forecast can be attributed to unforecastable
shocks (orinnovations) to each of the variables comprising
the system that occur between t+1to t+n.
Table 5 reports the variance decompositions of the
structural forecast errors of the variables in levels, at
horizons up to forty quarters (10 years).
By construction, the variance in the forecast error of the
oil price is attributable entirely to shocks to the oil price
and is not reported. It is also apparent that shocks to the
labor supply are the main determinants of the variance of
the forecast error of the labor force at all horizons. This
result would probably differ if a variable that is more
sensitive to changes in demand in the short-run wereused.
Federal Reserve Bank of San Francisco
We can use the variance decompositions for GDP to
assess the empirical importance of demand and supply
shocks, which isthe secondquestion posed in theintroduc-
tion. Demand shocks are most important in the very short
run, accounting for 64 percent of the forecast error one-
quarter ahead. However, supply shocks soon assume the
dominant role: They account for 74 percent of the forecast
error variance at eight quarters and 95 percent at forty
quarters. Supply shocks areintumdominated byshocksto
technology.
Three points are worth highlighting. First, the variance
decomposition estimates are relatively imprecise, so the
results of the point estimates should be viewed withsome
caution. For example, at the one-quarter horizon for de-
mand shocks, the 95 percent confidence band ranges from
a low of 27 percentto a high of 89 percent.!? However, the
estimates in Table 5 do not appear to be less precise than
estimates reported by Blanchard and Quah (1989) or
Shapiro and Watson (1988), or the estimates in Sims's
(1980) study (see Runkle (1987».
Second, in their study ofthe U.S. economy, Shapiro and
Watson(1988)foundthat shocksto labor supplywere large
at short horizons (in the neighborhood of 40 percent or
higher). This is surprising because theory and empirical
studies of the U.S. economy suggest an important role for
permanent shocks to labor supply at long forecast hori-
zons, but not at short ones. In the case of Australia, the
contribution of labor supply shocks to the variance of
theforecast error is small. Itranges from4.5 percent at one
quarter to 13percent at eight quarters and down to 5 per-
cent at forty quarters. One possible explanation for the rel-
atively small contribution of the labor supply is that the
lO'fheempirical 95 percent confidence band was constructed by using
a bootstrap simulation procedure with 300 replications to generate
pseudo-variance decompositions, as was done for the impulse re-
sponses. However, instead of constructing a symmetric one-standard-
error band based on the normal approximation, I define the 95 percent
band as follows. The lower bound is that value such that 2.5 percent of
the pseudo-variancedecomposition values are lower.The upper bound is
that value such that 2.5 percentof such values are higher. One advantage
of this approach is that it excludes values below 0 or above 100 and thus
reflects the constraintthat the variance decompositions must sum to 100.
The empirical distribution found in this manner is skewed, as the point
estimate of the variance decomposition in a number of cases is close to
the upperor lower boundary of the 95 percentband. A similar bootstrap
procedure is used by Blanchard and Quah (1989) to report asymmetric
empirical one-standard-error bands. Shapiro and Watson (1988) report
one-standard-errorbands that appear to be based on the normal approx-
imation. The normal approximation does not take into account the
constraints on the values of the variance decompositions, so the lower
boundof the standard error band may be negative, and the upperbound






Proportionof VarianceExplainedby Shock to:
AggregateSupply AggregateDemand
LaborSupply Technology Total
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LaborForce
1 0.7 87.2 11.7
(0.0,12.8) (48.0,96.3) (0.2,37.6)
4 1.8 83.4 13.7
(0.7,14.7) (47.9,87.3) (6.2,30.9)
8 1.2 88.8 7.2
(0.9,14.2) (58.9,90.4) (3.6,21.2)
12 0.8 92.7 4.7
(0.9,12.9) (58.2,92.9) (2.6,23.1)
20 0.6 95.4 2.9
(0.7,12.5) (44.8,95.7) (1.7,26.2)
40 0.4 97.5 1.5
(0.5,16.1) (6.1,97.7) (0.9,49.6)
GDP
1 2.2 4.5 29.6
(0.0,19.8) (0.1,16.1) (3.2,61.7)
4 1.9 10.0 39.6
(0.7,20.1) (1.3,29.7) (16.9,60.1)
8 2.2 12.9 58.4
(1.9,26.6) (2.6,37.9) (26.8,69.0)
12 3.7 9.7 69.7
(2.2,32.4) (2.1,36.0) (26.9,76.1)
20 5.7 6.8 77.1
(2.0,42.4) (1.6,32.0) (23.4,81.1)
40 6.6 5.0 83.0
(1.2,49.0) (0.7,33.0) (18.8,88.5)
CPI
1 0.6 11.6 62.5
(0.0,14.3) (1.0,26.8) (45.9,73.3)
4 1.5 15.2 61.4
(0.1,19.8) (1.2,36.7) (37.4,77.2)
8 5.7 6.3 60.4
(0.2,37.4) (1.0,29.1) (30.8,78.7)
12 9.2 3.3 58.0
(0.3,46.6) (0.6,23.9) (24.5,78.3)
20 12.2 1.8 55.4
(0.2,54.6) (0.4,27.5) (19.8,76.4)
40 13.6 0.8 54.4
(0.1,61.1) (0.2,28.1) (17.0,77.5)























































(4.5,60.2)proxy used for this variable, the labor force, varies rela-
tively little. Iftotal employment-which varies somewhat
more than the labor force-is used instead of the labor
force in the model, labor supply shocks are larger but still
small. They account for 2 percent of the variance of the
forecast error at one quarter, 28 percent at eight quarters
and 29 percent at forty quarters. 11
Third, oilprice shocksplayalimited role, accounting for
about 2 percent of the variance of the forecast error up to
eight quarters, rising to under 7 percent at forty quarters.
This is somewhat below the short-run results for the U.S.
obtainedbyShapiro and Watson (1988)but similar to their
long-run results.
Supply shocks are the most importantfactor influencing
the short-run behavior of the price level in Australia.
Supply shocks account for75 percentof the varianceof the
one-quarter-ahead forecast error of Australia's CPI, rising
to 78 percent at four quarters, and then falling gradually to
69 percent at forty quarters. Technology shocks are the
main source of supply shocks at all horizons. Shocks to
labor supply have a stronger influence at short horizons
(fewer than twenty quarters), accounting for up to 15per-
cent. Oil price shocks have a larger influence at longer
horizons (twenty to forty quarters), accounting forabout 12
to 14percent. The oil price has a stronger influence on the
price level than on GDP.
To sum up, both demand and supply shocks havean im-
portanteffect on output throughoutthe Australian business
cycle. Demand shocks are dominant in the very short-run,
but their importance tapers off quickly as the forecast hori-
zonis extended. Incontrast, supply shockshavea.dominant
influence on the price level at all forecasthorizons.
Evidencefrom Other Studies
The preceding results may be compared to Shapiro and
Watson's (1988) results for the U.S. using a similar model.
The contribution ofsupply shocks to output in the U.S. is
72 percent at a quarter's horizon and.80 percent at eight
quarters, which is larger than the 36percentand 74percent
found for Australia in Table 5. However, supply shocks
explain 12percent or less of the variance of the U.S. price
level at horizons up to eight quarters, much lowerthan the
78 percent found for Australia over similar horizons.P
llShapiro and Watson (1988) use total hours worked by all workers,
which varies even more at business cycle frequencies. Judd andTrehan
(1989) point outthat total hours appears to containa very strong demand
component, so using it as a proxy for labor supply can result in
implausible dynamic responses to shocks.
12Previous studies on the relative importance of supply shocks based on
U.S. data reveal that the estimates are very sensitive to assumptions
Federal Reserve Bank ofSan Francisco
Theresults ofa studyofScandinavianbusiness cycles by
Gerlach and Klock (1990), which covers Denmark, Nor-
wayand Sweden, are closer to those reportedhere. Gerlach
and Klock estimate a bivariate model of output and price
for each economy using annual data for the period 1950-
1988, and impose the identifying restrictions proposed by
Blanchard and Quah (1989). In general, they find that the
contribution of supply shocks to output for all three coun-
tries at a year's horizon is large, ranging from 50 to 75
percent. The contribution to inflation in two of the three
countries is also large, ranging from 66 percent to 83
percent. 13
Patterns.ofCyclical Behavior
Further insights on cyclical behavior canbe gained by
examining the pattern of shocks to output during cyclical
downturns, which is the third question posed in the intro-
duction. For this purpose, Chart 1 reports the eight-step
ahead forecast error in output growth and the cumulative
contributions of demand and supply shocks to this error in
Australia. Australia's VAR sample begins in 1966.Q3 (the
starting date for the labor force series) and data points are
used up in setting an eight-quarter forecast horizon. As a
result, Chart 1 begins in 1970 and only five of the eight
recessions reported in Table 1are included.
The description of recessions offered in Chart 1 differs
from that offered in Table 1. In Table 1, the severity of re-
cessions is measuredin terms ofdeviations from abaseline
rate of growth. In Chart 1, the severity of recessions is
assessed by examining how unforecastable innovations
make output growth deviate from what was anticipated
given the information available eight quarters before.
It is apparent that the first recession indicated in the
chart (which actually begins in 1968.Q4, according to
Table I) is not considered a recession by the VAR model:
about trend behavior, such as whether the series are trend or difference
stationary, or whetherthere are breaks inthe mean rate ofdrift of output.
For this reason, the present study has attempted to ensure that the
assumptions about trend behavior are reasonable, by testing for unit
roots, trend breaks and cointegration. Also, the comparison with the
U.S. is based on a study which makes very similar assumptions to those
adopted in this paper.
l3InDenmark at a year's horizon, supply shocks account for around 50
percentof the variance of outputand around two-thirds ofthe variance of
inflation. At a five-year horizon, the proportion rises to 75 percent for
output and to 35 percentfor inflation. In Norway supply shocks account
for around 98 percent of the variance of output at all horizons, but for
just over 10 percent of the variance of inflation. Finally,in Sweden at a
year's horizon, supply shocks account for 60 percent of the variance of
output and 83 percentof the variance of inflation. At a five-yearhorizon
the proportion rises to 95 percent for output and falls to 80 percent for
inflation.
43The forecast errors tend to be positive rather than nega-
tive.I" Fortheremaining fourrecessions, theforecast errors
are consistently negative, as expected. The discussion that
follows focuses on these last four recessions.
The following features of Australian recessions stand
out. First, negative supply and demand shocks havebeen a
feature of the four recessions discussed here. Second, the
recessions of 1973.Q4-1975.Q4and of 1981.Q3-1983.Q2
were more severe than the two intervening recessions
(l976.Q4-1977.Q4 and 1979.QI-1980.Ql). The two more
severe recessions were associated with larger adverse
supply shocks.
Chart 2 illustrates the eight-step ahead forecast error for
inflation in Australia as well as the cumulative contribu-
tions ofsupply and demand shocks to the forecast error. It
is apparent that recessionary episodes in Australia have
been associated with adverse supply shocks that have
contributed to temporary increases in inflation. With the
exception of the 1982 recession, these inflationary pres-
sures were reinforced by shocks to demand.
CHART 1
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This paper has estimated a small structural vector auto-
regression model to assess the determinants of business
cycle behavior in Australia. The model sheds light on the
dynamic responses of Australian macroeconomic variables
to demand and supply shocks. In the model, shocks to
technology raise output and lower the price level, while
shocks to demand temporarily raise output and perma-
nently raise the price level. These responses conform to
intuition and theoretical expectations.
The empirical results also shed light on the relative
importance of demand and supply shocks in influencing
output and inflation behavior in Australia. Demand shocks
are dominant in determining fluctuations in Australian
output at a one quarter horizon, but supply shocks assume
the larger role at longer horizons. Supply shocks also
account for most of the fluctuations in the Australian price
level. In contrast, research by Shapiro and Watson (1988),
using asimilarmodel, findsthat supply shocksplayalarger
short-run role in influencing U.S. output and a very small
role in influencing the U.S. price level. The empirical
results also indicate that supply shocks in Australia are
dominated by shocks to technology, with shocks to the
labor supply or to the oil price playing a smaller role.
l1. SUMMARY AND CONCLUSIONS
14For thisepisode,the VARresultsappearsto conformmorecloselyto
the viewsofinformedobserversthandoesTable1.Inprivatecorrespon-
dence, Glenn Stevensof the ReserveBank of Australiaindicates that
1968is generallynot regardedas a recessionyearin Australia.
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The present paper has used a model that has certain
appealing theoretical features and has the further advan-
tage of beingdirectly comparable to Shapiro and Watson's
(1988) model of the US. However, future research can
extend the model in several ways. First, demand shocks
identified in this paper reflect the combined impact of
private and government actions, and can therefore only
provide indirectinsights on thepossible roleofgovernment
policy in influencing business cycle fluctuations. A larger
model that explicitly identifies monetary and fiscal policy
shocks could be used to analyze the role of government
policy in Australia more directly. Second, other variables,
such as wages and hours worked,may be introduced to
capture the effects of labor markets more fully. Third, the
model could be extended to assess the impact of external
shocks in additionto theoilprice. Aside from clarifying the
relative importance of external and domestic shocks, such
anextension could potentially shed light on anumberof in-
teresting questions, such as the insulation properties of
alternative exchange rate regimes."




A number of approaches to identification of a VAR
system have been adopted in the literature. The earliest
approach, pioneered by Sims (1980), assumes that B(O)is
lower triangular. This imposes restrictions on the contem-
poraneous correlations of shocks to variables that are
equivalent to assuming that the economy described by the
vector Zt has a recursive structure. Under such a structure,
the first variable is unaffected by shocks to the remaining
variables, the second variable is affected by shocks to
the first two variables, but is unaffected by shocks to the
remaining variables, and so on. (The last variable is
affected by shocks to all variables.
The main disadvantage of Sims's approach is that it is
noteasily reconciled with economic theory. Twoalternative
approaches have been adopted to address this problem.
First, a number of authors (Bernanke 1986, Sims 1986,
Walsh 1987, Blanchard 1989) have imposed zero restric-
tions on B(O) to achieve identification. Such contempo-
raneous restrictions are explicitly motivated by theory and
do not necessarily assume a recursive structure.
Second, other researchers (Blanchard and Quah 1989,
Shapiro and Watson 1988, Judd and Trehan 1989, 1990,
Hutchison, Walsh 1992and Moreno 1992a) have achieved
identification byimposing zero restrictions on thelong-run
multipliers B(1), in a manner that permits the estimation of
Equation (A.6) indicates that anestimateofB(O)is needed
in order to recover the mutually orthogonal structural
disturbances € t from the estimated VAR residuals u..
Tomotivate theconditions such an estimate must fulfill,
note that (A.6) also implies that the diagonal covariance
matrix of structural disturbances IE is related to the
covariance matrix of the VARresiduals, I u' by
(A.7)
Equation (A.7) suggests that two conditions must be sat-
isfied in order to identify B(O). First, the number ofparam-
eters to be estimatedmust notexceed the number of unique
elements in the sample covariance matrix I u• Specifically,
there are k2 unknown elements in B(O),and the matrix I u
contains k(k + 1)/2 unique elements. A necessary condi-
tion for identification is that k2 - k(k + 1)/2 = k(k - 1)/2
-additional restrictions be imposed. Wecan think of this as
an order condition.
Second, the system of nonlinear equations resulting
from (A.7) must haveat least one solution. This mayfail if
identifying restrictions are imposed in a manner that
prevents equating elements on both sides of the equation.
Bernanke (1986) suggests that this can be thought of as a
rank condition.
D(L) = B(L)B(O)-l (A.5)
(A.6)
and
so we can write





H(O) = I (that is, no contemporaneous variables enter on
the right hand side of the VARequations)
u, ~ (0,I u)' where I u is not a diagonal matrix (that is, the
residuals are not mutually orthogonal)
Ifwe invert the VAR representation, we obtain,
(A.3) Zt = D(L)ut ; D(L) = H(L)-l.
By decomposing the elements of (A.3) using the matrix
B(O) (the matrix that defines the contemporaneous struc-
tural relations) between the variables, we can recover
(A.1):
(A.4) D(L)ut = D(L)B(O)B(O)<u, = B(L)Et
B(L) = Bo+ BIL -I:- B2U + ... is a k x k matrix of poly-
nomials in the lag operator L
Et is a k x 1vector of white noise disturbance terms
e, ~ (0,IE) and IE is diagonal (that is, the structural
shocks are mutually orthogonal)
In order to estimate the response of the elements of Zt to
innovations in the elements of the mutually orthogonal
structural disturbances contained in €t' a procedure is
needed to identify these structural disturbances. The con-
ventional approach is to estimate the VARrepresentation
of Zt:
Moving AverageRepresentation'
To motivate the general approach to setting up and
identifying VARmodels, consider ak x 1vectorofendog-
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B(O). Such restrictions are motivated by the idea that
certain disturbances have no long-run impact on certain
elements of z.
SettingL = 1, (A.4) implies that
whereD(I) is the matrix of long-run multipliers estimated
from the VAR and H(1) is the matrix of sums of coeffi-
cients obtained from the estimated VAR. Restrictions on
B(1), along with the restrictions impliedby (A.6), can be
usedto obtain an estimateofB(O).For higherorder VARs,
higher order polynomials are involved in finding a solu-
tion, so numerical techniques are needed to estimateB(O).
One such technique is applied by Hutchison and Walsh
(1992).
A simple method for recovering the structural disturb-
ances is applied by Shapiro and Watson (1988) in a recent
study of the U.S. economy. Shapiro and Watson estimate a
systemthat yields the structural disturbances directly from
the VAR representation, that is,
(A.8) CCL)zt = Et'
where CCL) = B(L)-I, and B(L) is found in (A.1)or (12)in
the text.
The structural disturbances are recovered directly from
(A.8) as follows. First, C(O)4=/so contemporaneous val-
ues of Zt arenow allowed to enter on the right hand side of
some of the equations. To obtain consistent estimates,
these equations are estimated using two-stage least
squares, with the exogenous and the predetermined
(lagged) variables as instruments.
Second, the dynamic restrictions on the long-run multi-
pliers (zeros on B(1» are reflected in restrictions on the
sums ofcoefficients of the appropriate variables (that is, as
zeros on the corresponding elements of C(1».
Third, Shapiro and Watson ensure that the estimated
residuals are mutuallyorthogonalbyestimatingeach equa-
tion in (A.8) sequentially and including the residuals from
previous equations in the estimate ofthe current equation.
Thus, the residualin the first equationis used in estimating
the secondequation, the residualsofthe first two equations
are used in estimating the third equation, and so on.
Another way to ensure thatthe appropriate residuals are
mutually orthogonal is to estimate each equation in (A.8)
without including residuals from the other equations and
then use the Choleski decomposition of the covariance
matrix to obtain the moving average representation. Al-
though the Choleski decomposition is used, the system is
not in this case recursive, because the contemporaneous
I
ao, =L tJ.hll,i0/-i + ult
i=1
b(l)1I 0 0 0
0 b(l)22 0 0
(A.9) E(l)
b(I)31 b(l)32 b(l)33 0
b(1)41 b(l)42 b(I)43 b(l)44
(A.10)
The zeros in the first and secondrows reflect the restric-
tion that oil prices and the labor supply are unaffected by
other variables in the long run. The zero in the third row
reflects the restriction that the demand shock, E4t in equa-
tion (12) ofthe text, has only temporary effects on output.
In a 4-equation system, the variance covariance matrix
contains 10 unique elements, but there are 16 unknown
parameters. Six additional restrictions are needed to iden-
tify the system. In equation (A.9), there are seven restric-
tions, implying that the system is overidentified.
To impose the identifying restrictions discussed pre-
viously, the following equations are estimated:
values of Zt have been included in estimation. (Thus, the
critique of atheoretical recursive methods ofVAR identi-
fication does not apply here.)
This paperuses Shapiro and Watson's (1988) estimation
technique to recover structural shocks from a VAR system
but relies on the Choleskidecompositionto recoverorthog-
onal shocks.
To achieve identification, I imposethe following restric-
tions: First, the oil price depends only on its own lagged
values and is completely unaffected by other variables in
the model. Second, the laborforce can be affected byother
variables in the short run; however, the long-run impact of
these other variables is zero (in particular, there are no
wealth effects on the laborsupply). Third, the levelofGDP
is permanently affected by shocks to the oil price, the labor
supply, and technology (supply shocks). Shocksto demand
have temporary effects on GDP. No restrictions (except the
lag length) are imposed on the effects ofthe variables of
the system onthe price level. Given such restrictions, the
long-run multipliers in equation (12) in the text satisfy>
2Fora matrix of polynomials in the lag operator B(L) = Bo + BjL +
B2U + ...,thematrix of long-runmultipliers is foundbysettingL = 1.
This yields B(l) = Bo + B, + B2 + ... or the sum of the moving
average coefficients.
B(O) = D(1)-IB(1) = H(1)B(1) (AA')
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(A.ll) an, = L li.2h
21, 10H + L h2 2, lli.nH
1=0 1=1
1-1 H
+ L h2 3, lli.2Y




(A.12) li.Yt = L h31, .so., L li.h3 2, InH
1=0 1=1
I I-I




(A.13) li.Pt = L h41, lli.°H + L li.h42, Int-I
1=0 1=1
I I
+ L h4 3, lli.Yt_1 + L h44, lli.PH + U 4t
1=1 1=1
where it is assumed that 0, n, Y and P are difference
stationary, and a lag length of fiveis used in all equations.
Using this lag length yields Qstatistics that do not reject
white noise at the 5 percent marginal significance level in
all equations.
Equations (A.lO) and (A.13) are estimated by OLS.
Equations (A.ll) and (A.12) are estimated by two-stage
least squares, with the contempor ineous value of the oil
price and the lagged values of all variables as instruments.
In equations (A.11) and (A.12),the restriction that certain
variables have zero effects in the long run is imposed by
expressing these variablesin seconddifferencesand setting
the maximum number of lags to four for these equations.
The system (A.lO) to (A.l3) incorporates several of the
restrictions implied by(A.9). However, thesystemdoesnot
exactly correspond to (A.8) because the variance covari-
ance matrix ofthesystem (A.10)to (A.l3) is not diagonal.
That is, the unadjusted residuals ult' UZt> u3f' u4f' are
correlated and are not (necess rily) the same as the uncor-
related structural disturbances in (A.8) or in the moving
average representation of (12) in the text. To identify the
three supply disturbances Elf' EZf' E3t, and the demand
disturbance E4t in equation (12)in the text, I select a lower-
triangular matrix G such that G-IIuG'-1 = I, where I u
is the variance-covariance matrix of the system (A.lO) to
(A.13). With such a matrix G, it is possible to define
Et = uG':! and EEtE; = I.
In typical applications, the use of a lower-triangular
matrix G, also known as the Choleski factorization, yields
a recursive system of mutually orthogonal disturbances of
the type proposed by Sims (1980). In the early VAR
literature, this was the sole basis for identification. Since
48
many theoretical models do not imply a recursive eco-
nomic structure, it is difficulttorely on this approach alone
to distinguish between demand and supply shocks.3
Inthepresent case,however,theCholeski decomposition
is only one element of the identification procedure, de-
signed to extract mutually orthogonal disturbances. Iden-
tification also depends on the specification of the VAR
equations, which incorporate the restrictions proposed by
Blanchardand Quah and satisfy(A.9) (theCholeski factor-
ization alone cannot guarantee thatequation (A.9) will be
satisfied). It mayalso be noted that sincecontemporaneous
values of the explanatory variables are included in the
VAR model, the resulting structure of the economy is not
recursive.
ApPENDIXB
DATA DESCRIPTION AND SOURCES
Australia, quarterly
Real Gross Domestic Product. Millions of 1984-85 Aus-
tralian dollars (A$), seasonally adjusted.
Source: OECD Main Economic Indicators.
ConsumerPrice Index. 1985 = 100.
Source: InternationalFinancial Statistics, International
Monetary Fund.
Labor Force. Total labor force, thousands of persons.
Source: Reserve Bank of Australia, Australia Reserve
Bulletin.
International
Oil. Crude petroleumcomponentofD.S. PPI, 1982 = 100,
quarterly average of monthly data.
Source: Citibase.
3However,a recursive structuremay suffice if detailedknowMdgeof the
economy is not required. For example, Moreno (1992b) uses a Choleski
factorization to identify mutually orthogonal domestic and external
shocks, and to measure the vulnerability of an economy to these exter-
nal shocks under alternative exchange rate regimes.
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IMPULSE RESPONSES
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