Very often the input variables for neural network predictions contain measurement errors. In particular, this may happen because the original input variables are often not available at the time of prediction and have to be replaced by predicted values themselves. This issue is usually ignored and results in non-optimal predictions. This paper shows that under some general conditions, the optimal prediction using noisy input variables can be represented by a neural network with the same structure and the same weights as the optimal prediction using exact input variables. Only the activation functions have to be adjusted. Therefore we can achieve optimal prediction without costly retraining of the neural network.
INTRODUCTION
Neural networks have been used as a prediction tool in many areas: stock price prediction, weather forecasting, utility load forecasting, etc. 1-13] Generally neural network prediction proceeds as following:
(i) Relate the response Y with some predictors X by a neural network g (X);
(ii) Using the training data (X 1 ; Y 1 ); :::; (X n ; Y n ) to train the neural network g^ (X) (i.e., to estimate the weights by^ );
(iii) Predict a future response Y n+1 by neural network response g^ (X n+1 ).
However, often X n+1 is not available at the time of forecasting and has to be replaced by surrogate predictors W n+1 . Therefore, in practice, we are actually using g^ (W n+1 ) to predict Y n+1 . This prediction is not optimal if we do not adjust for the replacement of X n+1 by W n+1 . This paper discusses how to adjust for this replacement.
To illustrate applications where this adjustment is needed, we consider the following examples.
Example 1. Short Term Load Forecasting (STLF).
It has been recognized that the electric power system load pattern depends heavily on weather variables 14, 15] . Neural network technology has 2 been proposed to relate the system load Y with current and past load variables and temperature variables X, and to predict a future system load Y n+1
for hours or days ahead [5] [6] [7] [8] [9] [10] [11] [12] [13] . However, the temperature variables X n+1 for hours or days ahead are not observable at the current time and are usually replaced by the weather reporter's forecast of temperature variables W n+1 .
Example 2. Stock Price prediction.
Neural networks can be used to model the relationship between the price of a company stock Y and predictors X such as its past price, earnings, cash ow and growth rate. However, to predict the price Y n+1 a year from now, we need to know its earnings, cash ow and growth rate X n+1 at that time.
Obviously, these variables have to be replaced by expert predictions of W n+1 themselves.
In this paper, we shall study this problem using the statistical measurement error model setup 16] . That is, we consider the surrogate predictors W as measurements of X with random errors. However, the goal here is in a sense the \reverse" of that of the usual statistical measurement error model. Usually, for a measurement error model, we estimate the parameters using training data on the surrogate predictors W and the response Y , and the object is to adjust the estimates so that we can understand the true relationship between the predictors X and the response Y . network on a training data set of much smaller size and to discard most data. Hence we need to study the problem using the \reverse" measurement error model setup here. This reversal in goal also leads to some interesting implications which will be stated in Proposition 3 later.
In Section 2, we show that the optimal neural network prediction for Y based on the noisy predictors W can be represented by a three-layer neural network with the same structure and weights as the optimal neural network prediction based on the original predictors X. The only di erence is in the activation functions for the hidden nodes. We also derive an explicit formula 4 for adjusting the activation functions of the logistic network assuming that the noise W ? X is normal. This provides a simple solution applicable when some original predictors are not available. We can still use the already trained neural network and only need to adjust the activation functions according to the provided formula.
A numerical simulation is carried out in Section 3.1 which shows that the proposed approach works well and is indeed optimal. As an illustration of the proposed methodology, in Section 3.2 we also apply our methods to an STLF example using a real data set from Puget Sound Power & Light
Company.
OPTIMAL NEURAL NETWORK PRE-DICTION USING SURROGATE PREDIC-TORS
We shall use a three-layer feedforward neural network whose structure is shown in Figure 1 . The neural network consists of three layers of neurons:
the input layer, the hidden layer and the output layer. Place of Figure 1 Since not all of the input variables x 1 ; :::; x d are observable at the time of forecast, some of them will need to be replaced by surrogate variables. 
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The most popular choice of activation function is the logistic function:
f(x) = 1 1 + e ?x :
We shall call a three-layer neural network a sigmoidal (or logistic or symmetric sigmoidal) network if the activation functions of all hidden nodes are sigmoidal (or logistic or symmetric sigmoidal) functions.
Now we are ready to state the main result of this paper.
Theorem 1 Suppose that the response variable Y , predictors X, Z and surrogate predictors W satisfy the model (2), (3) and (4).
(a) Under the square loss function, the best prediction for Y given observations W and Z is represented by a three-layer neural network g (W; Z) that has the same structure and weights (parameters) as g (X; Z), and only di ers in the activation functions. That is, a neural network
achieves the smallest mean squared error for predicting Y . Here
is also a (nondecreasing) sigmoidal network. The proof is included in the Appendix.
Because of Theorem 1, we can adjust our prediction for surrogate predictors W according to formulas (7) and (8) Typically we use back-propagation learning with a logistic network g (X; Z)
for forecasting. Also the measurement errors U can be assumed to be normally distributed (i.e., Gaussian noise). In this case, the formula for ad- 
Here (x) = exp(?x 2 =2)= p 2 denotes the density of the standard normal distribution.
Next, we shall describe the proposed neural network prediction procedure.
Generally, we have a sample of n observations (y i ; x i ; z i ) generated from the model (3), y i = g (x i ; z i ) + " i i = 1; 2; :::; n:
This data set is called the training set in neural network terminology. We should also have a validation data set containing observations (x j ; w j ), j = 1; 2; :::; m that comes from model (4). The objective is to produce a prediction for a future response y n+1 based on w n+1 and z n+1 . The procedure is:
Step 1. Use the training set to train a network g^ (x n+1 ; z n+1 ).
Step 2. Use the validation set to estimate the bias of W by
Replace w n+1 by the unbiased predictor w n+1 ? u.
Step 3. Use the validation set to judge whether the (w j ?x j )'s are normally distributed by statistical diagnostic methods such as a normal probabil-ity plot. If they can be reasonably assumed to be normally distributed and g is a logistic network then go to step 4. Otherwise, go to step 4 .
Step 4. From the validation set estimate covariance matrix B bŷ
Apply formulas (9) and (10) withB to obtain g^ (w n+1 ? u; z n+1 ).
Step 4 . From the validation set, the density d^ (U) is estimated by nonparametric methods. Apply formulas (7) and (8) to obtain g^ (w n+1 ?
involve the integration of d^ (U) over the tail region where no density estimation method can work well. Also, while
Step 4 needs only a one-dimensional integration, Step 4 requires high-dimensional numerical integration which is much more computationally demanding. Other methods should be explored in this case. One idea, to be presented in another paper in preparation, is to train the neural network with arti cially introduced noises similar to 21].
Remark 3: As pointed out in the proof of Proposition 2, the optimal prediction using noisy predictors is the conditional mean of the response variable given the surrogate predictors. It is a particular property of the sigmoidal network that this conditional mean remains a sigmoidal network with the same weights and structure. For networks using other activation functions, we can still get the optimal prediction by computing this conditional mean. However, the result is generally no longer a network of the same type and weights. In some special cases, the optimal prediction may still remain a network of the same type. The proof of this fact is just straightforward calculation of the conditional mean and details are omitted here.
Remark 4: As mentioned in the introduction, models (3) and (4) Proposition 3 Assume that models (2), (3) and (4) hold, and the measurement error U is distributed as N(0; B). Also assume that the activation functions are nondecreasing sigmoidal functions as usual. Then there exists no neural network g (X; Z) such that the resulting best prediction of Y given W is a logistic network g (W; Z).
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The proof of Proposition 3 can be found in the Appendix.
3 Numerical Studies 3.1 A simulation study
To check the performance of the proposed procedure, a simulation was conducted. Training data sets of size n = 500 are generated according to (3) y i = g (x i ; z i ) + " i i = 1; 2; :::; n:
Here a 3-node logistic net g is used with three input variables Next, a 3-node logistic net g^ was trained on the training data set and used to predict a future output y n+1 = g (x n+1 ; z n+1 ) + " n+1 generated from the same model as the training data. The prediction is based on the observation of some noisy predictors w n+1 = (w 1;n+1 ; w 2;n+1 ) and z n+1 . The noisy predictors w 1;n+1 and w 2;n+1 were generated using x 1;n+1 and x 2;n+1 respectively with measurement bias 0:1 and standard deviation 0:1. For the proposed procedure, we estimated the measurement bias and variance from a similarly generated validation set of size m = 30, w j = x j + u j ; j = 1; 2; :::; m:
And each element in u j was generated according to a normal distribution with mean 0:1 and standard deviation 0:1.
The predictionsŷ n+1 were then compared with the real output y n+1 and the prediction errors are recorded. This process was repeated 1000 times, and the average squared prediction errors are reported in Table 1 .
The simulation code was written in Splus language. The training of the neural network was done using the nnet function from Venables and Ripley (1998) with a weight decay rate of 0:005 and a maximum of 1000 iterations. Z) 0.0100
The rst line in Table 1 We can see from the rst row of Table 1 that the naive plug-in prediction does introduce much more error. On the other hand, with a validation data size of only m = 30, the proposed procedure seems to eliminate all errors not from these three sources.
An example of STLF application
In this section, we apply the proposed methods to an example of shortterm power system load forecasting (STLF). It has been long recognized that accurate short term (up to 7 days) load forecasting can be used for great A three-layer logistic network with ve hidden nodes based on these predictors is used for forecasting.
Clearly the variables t11(1) and tm (1) are not available at 8 a.m., and need to be replaced by the weather reporter's predictionst11 (1) Hourly weather reporter's forecasted temperatures from two winter periods, 10/1/90 to 4/1/91 and 10/1/91 to 3/31/92, were also recorded. We tested our procedure for the system load forecasting in the 91-92 winter period 10/1/91 to 3/31/92. To be realistic, the neural network was trained on the data available before 10/1/91, i.e., the weekdays data from 1/1/85 to 9/30/91.
To test the performance of the predictions, in Table 2 The usual measure of prediction error performance is the average over the testing set, MSE = (1=n) P n i=1 r 2 i . According to Theorem 1 and Proposition 2, our proposed method should minimize this measure. To discount the in uence of outliers, we can also use an alternative measure, the sample median of fr 2 The rst row of Table 2 Next, we applied the proposed procedure.
Step 1 was already completed with the estimation of^ . For Step 2 we estimated the bias of the weather reporter's forecasted temperatures. Since this estimation had to be done before 10/1/91, we used only the data prior to that time for this estimation.
From data for the winter period from 10/1/90 to 4/1/91, the biases of the forecasted temperaturest11 (1) andtm (1) Table 2 .
To serve as a benchmark, the prediction error levels for the winner QUERI model are reported in the fourth row of Table 2 .
From the rst row to the second row of Table 2 , we see that the replacement of X by its noisy estimators W increases the prediction error. However, not all the increases in the prediction error are intrinsically due to the usage of noisy predictors. Much of the increased prediction error can be recovered (as reported in the third row) by using the simple adjustment formulas provided in this paper.
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The neural network model here achieved prediction error levels close to the QUERI model. As mentioned earlier, the proposed procedure is only adjusting the prediction for the use of noisy surrogate predictors. Hence by itself it won't be able to improve the prediction beyond the neural network prediction obtainable knowing the true predictors as reported the rst row of 
Conclusions and Discussions
In this paper, we studied the prediction using neural networks when there is noise in the predictors. It is shown that for a sigmoidal network the optimal prediction using noisy surrogate predictors is a sigmoidal network with the same weights and structure. Based on this fact, we can adjust our prediction for the noise in predictors using the network previously trained on data without noise. A procedure for this adjustment is proposed that is easy to implement and involves little extra computational e ort when the noise is
Gaussian. Simulation studies show that the proposed procedure does work as intended.
The procedure is intended to correct only for the noise in the predictors,
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and should not be confused with an e ort to build a more accurate neural network prediction model. Rather, this procedure should be automatically applied after a neural network is built and trained traditionally, further improving the prediction with little extra computational e ort.
Further research is needed for the case of non-Gaussian noise. Although the proposed procedure also applies to the non-Gaussian noise, a better method is needed for practical implementation.
Appendix
Proof of Theorem 1. This last expression, however, implies thatf j (t) is unbounded as t ! 1.
This contradicts the fact thatf j (t) is a characteristic function (p15, Lukacs 
