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Abstract
We extend the theorem of Cowling and Haagerup on limits of K-invariant matrix
coefﬁcients at approach to the identity, to arbitrary matrix coefﬁcients.
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1. Introduction
The use of uniformly bounded representations in the study of semi-simple Lie
groups can be traced back to the papers [12–14] of Kunze and Stein for the groups
SLðn;RÞ; SLðn;CÞ; and for general rank one semi-simple groups. These ideas were
subsequently used by Knapp and Stein [11] in their study of intertwining operators.
The representations considered in these papers were not bounded beyond the edge of
the critical strip.
In the work of Mostow–Margulis, a group is said to be rigid if the identity
representation is an isolated point in the unitary dual. This property is equivalent to
Kazdahn’s property T. Amongst the rank one semi-simple groups, Spðn; 1Þ and the
exceptional group F4;20 have this property; for these groups, the identity lies outside
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the critical strip. It is therefore of interest to be able to determine whether the identity
may be approximated by uniformly bounded representation.
In [2,3], Cowling showed how to deﬁne a uniformly bounded structure outside the
critical strip, all the way to the identity, but it appears likely that the norms he used
blow up on approach to the identity.
Subsequently, Cowling and Haagerup [6] showed that it was possible to bound the
norms M0AðVÞ of the space of completely bounded multipliers of AðVÞ: They
showed that the limits of the norms gave interesting constants, which were used to
show that certain actions of Spðn; 1Þ are not isomorphic.
In this paper, we show how to deﬁne uniformly bounded norms which are
bounded on approach to the identity, and which indeed give the Cowling–Haagerup
limits.
Recently, Pierre Julg [10] has proposed an approach to the Baum–Connes
conjecture on Spðn; 1Þ using uniformly bounded representations. We believe that the
present paper can contribute to Julg’s program. See also recent work of Astengo et al.
[1].
2. Preliminaries
Let G be a connected rank one simple Lie group with ﬁnite centre. Write its
Iwasawa decomposition as G ¼ KAN where A is one dimensional. Let M be the
centralizer of A in K : As usual, the Lie algebras of these groups will be denoted by
g; k; a; n and m: Then k is the set of ﬁxed points of the Cartan involution y: Let w be
the Weyl element. It acts on a; by the reﬂection x- x:
We shall be considering the class one complementary series of G: These are the
representations induced, in a certain sense, from the nonunitary characters
man-ezðlog aÞ of the parabolic subgroup MAN; where zAðaCÞ: The class one
principal series corresponds to zAia: For the case where zeia; we look for an inner
product Bz on
CNz ¼ f fACNðGÞ : f ðman gÞ ¼ eðzrÞðlog aÞf ðgÞg
such that the representation pzðgÞf ðxÞ ¼ f ðxgÞ is unitary. (As usual, r is half the sum
of the positive roots.) The existence of a positive deﬁnite inner product is equivalent
to the existence of a nonzero intertwining operator between pz and pz: As realised
by Knapp and Stein [11], such operators necessarily have the form ðAðzÞf ÞðgÞ ¼R
N
f ðwngÞ dn:
Choose a positive root a for the pair ðg; aÞ: One has g ¼ m þ a þ n þ %n; where
n ¼ ga þ g2a and %n ¼ wnw ¼ ga þ g2a: Fix an element HAa by aðHÞ ¼ 1; and let
at ¼ exp tHAA: We shall identify ðaCÞ with the complex plane by letting
z-azAðaCÞ; where azðtHÞ ¼ zt2 : With this identiﬁcation, r is at the point r; where
r is the homogeneous dimension p þ 2q; where dim ga ¼ p and dim g2a ¼ q: Let us
denote by N the connected nilpotent subgroup corresponding to %n: Utilizing the
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Bruhat decomposition of G; one sees (cf. [2]) that the elements of CNz are in fact
determined by their values on N; and that the various elements of G act in CNc ðNÞ by
the following rules, where vAga þ g2a is written ðX ; YÞ; XAga; YAg2a
ðpzðatÞf ÞðX ; YÞ ¼ etðzþrÞ=2f ðetX ; e2tYÞ;
pzðmÞf ðX ; YÞ ¼ f ðmX ; mY Þ ðM acts as isometriesÞ;
pzðuÞf ðvÞ ¼ f ðvuÞ u; vAN;
and
pxðwÞf ðvÞ ¼ f ðvwÞ;
where
ðX ; YÞw ¼ ðX w; Y wÞ;
X w ¼ jX j
2
X þ JY X
NðX ; YÞ4 ; Y
w ¼ Y
NðX ; Y Þ4: ð2:1Þ
Here, NðX ; YÞ ¼ ðjX j4 þ jY j2Þ1=4 is the homogeneous norm on N; and JY X ¼
½yX ; Y :
The only possible candidate for the unitary inner product on CNðNÞ is then given
by
Bzð f ; gÞ ¼ ðNxr  f ; gÞ; where z ¼ xþ iZ:
Here, the convolution and the L2 inner product ( , ) are both with respect to the
nilpotent group N: Cowling [2] calculates the N-Fourier transform of Nxr; showing
that this operator is positive deﬁnitive when z lies in the strip S ¼ fz : jxjodim ga þ
2g and indeﬁnite otherwise. This provides an approach to Kostant’s Theorem [12]
that the representations pz are unitarizable only in S: For the groups SOðn; 1Þ and
SUðn; 1Þ; the identity representation is situated at the edge of this strip. However, for
Spðn; 1Þ and F4;20; for which dim g2a ¼ 3 and 7, respectively, the identity
representation lies outside the strip S and cannot be approached by unitary
representations. This is the representation-theoretic manifestation of the Kazdahn
‘‘property T’’ for these groups. (See [6] for an exposition of some consequences of
this fact.)
Cowling and Mantero (see [2]) proved that we can actually approach the identity
by uniformly bounded representations in Hilbert space. The Hilbert space structure
was given by convolution with a negative power of the Laplacian, and the associated
constants1 go to inﬁnity as one approaches the identity.
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In [6], Cowling and Haagerup calculated the norms of the K-invariant vector in
Hz with respect to the norm of completely bounded multipliers of AðGÞ; showing
that the limiting value of the associated constant is 1 in the cases of SOðn; 1Þ or
SUðn; 1Þ; 2n þ 1 for Spðn; 1Þ and 21 for F4;20: These calculations have had
important consequences for distinguishing between various actions of the associated
von-Neumann algebras (see also [3]).
It is interesting for us to see the precise form of the N-Fourier transform of Nxr;
as we shall be interested in suitably modifying this kernel outside S: In fact, writing
%n ¼ v þ z; where v ¼ ga and z ¼ g2a; the unitary irreducible representations sl of
N are indexed by points lAz and act in the generalized Fock spaceFl consisting of
all analytic functions F on v such that jjF jj2l ¼
R jFðXÞj2ejlj jX j2dXoN:
The action sl of v is by translation, and that of YAz is by multiplication by
ei/l;YS:
Inside Fl; we identify the subspace F
d
l consisting of all functions with degree of
homogeneity dAN (i.e. FðtX Þ ¼ tdFðXÞÞ: The Fourier transform of Nxr is diagonal
and acts in Fdl by
slðNxrÞ ¼ 21p=2pðpþqþ1Þ=2jljx=2 Gðx=2Þ
G rx
4
 
G pþ2x
4
  G d þ ðpþ2xÞ4
 
G d þ ðpþ2þxÞ
4
 : ð2:2Þ
The denominator of this expression changes sign when x passes p þ 2: For d ¼ 0; the
numerator also changes sign, but for dX1; it does not. Hence, we have a positive
deﬁnite form for jxjop þ 2 but an indeﬁnite form for p þ 2ojxjop þ 2q; in the case
q41:
The norm used by Cowling and Haagerup in the case of Spðn; 1Þ may be obtained
by changing the sign of the coefﬁcient for dX1: For F4;20; the changes of sign are
more complicated and must be made for dX3: We will show below (Proposition 3.1)
that this is the best choice of Hilbert space structure in the sense that its norm is least.
The major result of this paper is that the Cowling–Haagerup bounds hold for
arbitrarily matrix coefﬁcients—not just the K-invariant ones. Speciﬁcally, we show
Theorem 2.1. For each zAC with jReðzÞjop þ 2q ¼ r; we may give Hz the structure
of a Hilbert space such that
jjpzðgÞf jjHzpkzjjf jjHz for all fAHz; for all gAG: ð2:3Þ
Further,
lim
z-r
infkz ¼
1; G ¼ SUðn; 1Þ or SOðn; 1Þ;
2n  1; G ¼ Spðn; 1Þ;
21; G ¼ F4;20;
8><>:
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where the inf is taken over the set of all possible constants kz for which (2.3) holds, and
the limit exists in the region Argðr  zÞoy1op2 for any fixed y1:
The theorem will be proved in Section 5. Section 3 assembles the ingredients
from nilpotent harmonic analysis which will be used in the proof. In Section 4,
we use techniques from [4,5] to analyse the precise form of the intertwining
operator.
3. The function X
In this section, we set about suitably modifying the kernel Nxr to obtain a kernel
J which is positive deﬁnite for p þ 2ox ¼ ReðzÞor: Of course, by Kostant’s result,
such a kernel cannot give a unitary structure for the representation pz: However, we
will show that the associated representation is uniformly bounded. In fact, it is only
the action of the Weyl element that gives us trouble.
For each z with p þ 2oxor; we shall continue to use ð2:1Þ to deﬁne an action of
pz of G on CNc ðNÞ:
Deﬁnition 3.1. A convolution kernel J on N is called z-bounded if it has the following
properties:
(i) ð f ; gÞJ ¼ ðJ  f ; gÞL2ðNÞ is a positive deﬁnite inner product on CNc ðNÞ:
(ii) pz is a uniformly bounded representation on the completion of CNc ðNÞ with
respect to this inner product. That is, there exists a positive constant k such that
for all f ; gACNc ðNÞ
sup
xAG
ðpzðxÞf ; pzðxÞgÞJpkð f ; gÞJ :
Such a kernel is called M-invariant if for all mAM; JðmX ; mY Þ ¼ JðX ; YÞ: By
Kostant’s double transitivity theorem, this is equivalent to saying that JðX ; YÞ
depends only on jX j and jY j:
Lemma 3.1. (i) A z-bounded kernel exists with constant k if and only if an M-invariant
z-bounded kernel exists with the same constant k:
(ii) If J is an M-invariant z-bounded kernel, then there exists a function O on N
which is M-invariant and homogeneous of degree zero (in the sense that for all tARþ;
OðtX ; t2YÞ ¼ OðX ; YÞ), such that
JðX ; YÞ ¼ OðX ; Y ÞNxrðX ; YÞ: ð3:1Þ
Proof. (i) The ‘‘if’’ statement being obvious, we prove the converse. Let J be a z-
bounded kernel with constant k: Then for each mAM; for every fACNc ðNÞ; we have
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ðJ  fm; fmÞpkðJ  f ; f Þ; where fmðX ; Y Þ ¼ f ðmX ; mY Þ: Hence, by a change of
variables, for all mAM; jðJm1  f ; f ÞjpkðJ  f ; f Þ: Letting JðX ; Y Þ ¼R
M
JðmX ; mY Þdm; we see that ðJ  f ; f ÞpkðJ  f ; f Þ: Since convolution with J is
positive deﬁnite, we have ðJ  fm; fmÞ40 for all non-zero f and for all mAM: Thus
convolution with J is also a positive deﬁnite operator.
(ii) We have for all tARþ and for all f ; gACNc ðNÞ
jðJ  ðpzðatÞf Þ; pzðatÞgÞjpjðJ  f ; gÞj:
Now pzðatÞ acts by inhomogeneous dilations on the left-hand side, and the change of
variables ðX ; Y Þ- X
t
; Y
t2
 
gives
jtzrðJt  f ; gÞjpkðJ  f ; gÞ;
where JtðX ; Y Þ ¼ JðXt ; Yt2Þ:
From this it follows that jtxrJtj is bounded both for t-0 and for t-N: Hence,
it follows that JðX ; Y Þ ¼ OðX ; YÞNrx; where OðtX ; t2YÞ ¼ OðX ; Y Þ: Since J is
M-invariant, O must also be M-invariant. &
Notice that an M-invariant function O; which is also homogeneous of degree zero
must actually have the form
OðX ; YÞ ¼ P jY j
NðX ; YÞ2
 !
: ð3:2Þ
To see this, put t ¼ 1
NðX ;Y Þ in the equation above, and notice that
jX j
NðX ; YÞ
 4
þ jY j
NðX ; Y Þ2
 !2
¼ 1:
We now analyse the action of G on the inner product given by a kernel of the form
(3.1).
Proposition 3.1. Let J be an M-invariant z-bounded kernel which has the form (3.1),
and let ð f ; gÞJ be the associated inner product on L2ðNÞ: Then
(i) The group MAN acts unitarily on B
(ii)
ðpzðwÞf ; pzðwÞf ÞJ ¼
Z
N
Z
N
Yðu; vÞJðuv1Þf ðuÞf ðvÞ du dv;
where
Yðu; vÞ ¼ Oðu
wðvwÞ1Þ
Oðuv1Þ : ð3:3Þ
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Proof. Condition (i) is clear from Lemma 3.1.
(ii) By deﬁnition,
ðpzðwÞf ; pzðwÞf ÞJ ¼
Z
N
Z
N
Jðuv1ÞðpzðwÞ f ÞðvÞðpzðwÞf Þ ðuÞ du dv
¼
Z
N
Z
N
Jðuv1ÞNðvÞ
rþz
2
 
NðuÞ
rþz
2
 
f ðvwÞ f ðuwÞ du dv:
We make the change of variables u-uw and v-vw; one has dv
w
dv
¼ NðvwÞ2r: Thus, we
obtain Z
N
Z
N
JðuwðvwÞ1ÞðNðvwÞNðuwÞÞrz
Jðuv1Þ Jðuv
1Þf ðuÞf ðuÞ du dv:
Let
Yðu; vÞ ¼ Jðu
wðvwÞ1ÞðNðvwÞNðuwÞÞrz
Jðuv1Þ
¼Oðu
wðvwÞ1Þ
Oðuv1Þ
NðuwðvwÞ1Þ
Nðuv1ÞNðvwÞNðuwÞ
( )zr
:
Since N satisﬁes the ‘‘magic formula’’, the expression in curly brackets is
identically 1.2 &
Thus our search for the best constant k for the uniformly bounded representation
pz is reduced to the following process. We must choose a suitable CN function PðtÞ
on ½0; 1; set OðX ; Y Þ ¼ P jY j
NðX ;YÞ2
 
; and JðX ; Y Þ ¼ OðX ; YÞNxrðX ; Y Þ: We must
ensure that the kernel J so deﬁned is positive deﬁnite on CNc ðNÞ: (This will be done
presently using the Fourier transform on N:) We must then deﬁne Yðu; vÞ on N  N
by formula (2.3).
The required constant—for a given function P—is then given by
kP ¼ sup
fACNc ðNÞ
R
N
R
N
Yðu; vÞJðuv1Þf ðuÞf ðvÞ du dvR
N
R
N
Jðuv1Þf ðuÞf ðvÞ du dv :
In fact, it turns out that the expression for kP is somewhat insensitive to the choice
of P—the major reason why k turns out to be greater than 1 is the fact thatYðu; vÞ ¼
OðuwðvwÞ1Þ
Oðuv1Þ is not continuous on the diagonal, and hence it is only the behaviour of P
close to zero which affects k:
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Nevertheless, there is a natural choice of P; given by changing the sign of the
Fourier transform of Nxr on the subspace of functions in Fl which are
homogeneous of degree 0; in the case of Spðn; 1Þ; and the functions which are
homogeneous of degree less than or equal to 2 in the case of F4;20:
In fact, by formula (2.2), Nxr acts by scalar multiplication on the space Fdl of
functions homogeneous of degree d inFl: If all these scalars are positive—or all are
negative—then the inner product associated to Nxr is unitary. However, we are
interested in the case when their signs are not all the same. In this situation, an
obvious way to deﬁne a kernel J which will give a positive deﬁnite inner product for
which px is uniformly bounded, is to add to Nxr a kernel whose Fourier coefﬁcient
changes the sign in Fdl ; for those values of d for which it is negative.
In fact, we will see below that this method gives us the best possible constant for
any inner product.
However, ﬁrst let us be more precise about where and how the signs of the
constants change. To simplify notation, let
Cðx; dÞ ¼ 21p=2pðpþqþ1Þ=2 Gðx=2Þ
G rx
4
 
G pþ2x
4
 G d þ ðpþ2xÞ4
 
G d þ ðpþ2þxÞ
4
 :
Proposition 3.2. The Fourier transform of Nxr at the point sl acts on Fdl by
multiplication by the constant
slðNxrÞ ¼ jljx=2Cðx; dÞ:
The constant Cðx; dÞ is undefined when x ¼ p þ 2 or r; and vanishes when p þ 2
xA4N:
(i) For all rank one semi-simple Lie groups, the constant is positive for all d and for
all xop þ 2:
(ii) For Spðn; 1Þ; Cðx; dÞ is negative for all dX1 for all p þ 2oxop þ 6 ¼ r; and for
d ¼ 0 it is positive for p þ 2oxop þ 6:
(iii) For F4;20; Cðx; dÞ is: negative for dX3 for all 10oxo22 ¼ r; also for d ¼ 2 for
all 10oxo18; and for d ¼ 1 for all 10oxo14: It is positive if d ¼ 2 and
18oxo22; or if d ¼ 1 and 14oxo22; or if d ¼ 0 and 10oxo22:
Proof. This is a consequence of the fact that the G function changes sign at zero. &
For each d ¼ 0; 1; 2;y; let Pdl be the projection inFl ontoFdl : Deﬁne Idxr to be
the distribution on N so that for all lAz;
slðIdxrÞ ¼ slðNxrÞPdl ¼ jljx=2Cðx; dÞPdl :
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Let
Jþxr ¼
X
fd:Cðx;dÞ40g
Idxr
and
Jxr ¼
X
fd:Cðx;dÞo0g
Idxr:
Thus for G ¼ Spðn; 1Þ; and for p þ 2oxor; we have Jþxr ¼ I0xr and Jxr ¼P
dX1 I
d
xr; likewise, for G ¼ F4;20; and for 18oxo22; we have Jþxr ¼
P2
d¼0 I
d
xr
and Jxr ¼
P
dX3 I
d
xr:
Proposition 3.3. Let ð ; Þ be an inner product such that there exists kX1; with
ðpxðgÞf ; pxðgÞf Þpkð f ; f Þ 8fACNðNÞ;
8gAG: Then there is a kernel J in CNðN\f0gÞ such that
(i) ðpxðgÞf ; pxðgÞf ÞJpkð f ; f ÞJ 8gAG; 8fACNðNÞ:
(ii) J is homogeneous of degree x r on N
(iii) ðX ; YÞJ depends only on jX j and jY j:
(iv) J ¼ DJþxr  Jxr for some positive constant D ¼ Dðx rÞ:
Proof. By general harmonic analysis, we can ﬁnd a kernel J1 so that ð f ; hÞ ¼
ðJ1  f ; hÞL2ðNÞ: Averaging J1 by the action of the compact group M; we obtain a new
kernel J2; satisfying (iii) and for which the constant k2 is no worse than k:
Now since the group A acts by dilations, the inequality
ðJ2  pxðaÞf ; pxðaÞf Þpk2ðJ2  f ; f Þ
implies that for all tARþ; for all fACNðNÞ
trxðJt2  f ; f Þpk2ðJ2  f ; f Þ;
where Jt2ðX ; YÞ ¼ J2ðtX ; t2YÞ:
If J2 were not homogeneous of degree x r; we could expand it in functions of
other degrees of homogeneity and a suitable choice of f would disprove this
inequality.
This proves (ii).
Finally, for each x4p þ 2; let Iþl ¼
P
fd:Cðx;dÞ40g P
d
l and I

l ¼
P
fd:Cðx;dÞo0gP
d
l ; so
that Iþ þ I ¼ I :
Write f ¼ f þ þ f ; where f þ ¼ Iþf and f  ¼ If : By properties (ii) and (iii) of J2;
ð f ; f ÞJ2 ¼ ð f þ; f þÞJ2 þ ð f ; f ÞJ2 : Now since ðpxðgÞf þ; pxðgÞf þÞNxr ¼ ð f þ; f þÞNxr
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and Nxr is negative deﬁnite and norm preserving on the range of I; we obtain a
constant which is no worse than k2 by deﬁning J3 via the formula
slðJ3Þ ¼ D1slðNxrÞIþ  D2slðNxrÞI;
where the Di are positive constants. Since the constant k is independent of the
normalisation of the kernel, we may take D2 ¼ 1: This completes the proof. &
Given that Jþxr  Jxr ¼ Nxr; condition (iv) of Proposition 3.3 may be re-written
J ¼ ðDðx rÞ þ 1ÞJþxr  Nxr:
In this expression, Jþxr is a ﬁnite sum of kernels I
d
xr: We shall now compute an
expression for these kernels.
Lemma 3.2. Idxr is given by the formula
IdxrðX ; Y Þ ¼ ð2pÞq=2Cðx; dÞ
Z N
0
ðsjY jÞ
ðq2Þ
2 Jq2
2
ðsjY jÞesjX j2s
rx2d
2
ds
s
Then
(i) IdxrAC
NðN\f0gÞ for jxjor;
(ii)
IˆdxrðlÞ ¼
Cðx; dÞjljx=2 on Fdl ;
0 on Fkl ; kad;
(
(iii) Idxr
Nxr is homogeneous of degree 2d on N:
(Here, as usual, Jq2
2
denotes the Bessel function.)
Proof. Condition (i) is clear.
For (ii), notice that Idxr is deﬁned so that its Fourier transform is Cðx; dÞjljx=2Pdl :
In fact, for fAFl;
ðslðX ; YÞf ÞðWÞ ¼ ei/l;YSejljðjX j
2þ/X ;WSÞf ðW  XÞ
and hence, by the Plancherel formula for H-type groups ([15])
IdxrðX ; YÞ ¼Cðx; dÞ
Z
z 
TrðPdlplðX ; Y ÞÞjljx=2jljp=2 dl
¼Cðx; dÞ
Z
z 
eljX j
2þi/l;YSjlj
px2d
2 dl:
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Now we make a radial decomposition of the measure in z: Since dim z ¼ q; one
obtains
IdxrðX ; YÞ ¼ Cðx; dÞ
Z N
0
esjX j
2
s
px2d
2
Z
Sq1
eis/u;YS du sq1 ds:
By Erde´lyi et al. [7, p. 154],Z
Sq1
eis/u;YS du ¼ ð2pÞ
q=2
ðsjY jÞðq2Þ=2
Jq2
2
ðsjY jÞ:
Substituting this expression in, and using the fact that p þ 2q ¼ r; we obtain
IdxrðX ; YÞ ¼ Cðx; dÞð2pÞq=2
Z N
0
esjX j
2ðsjY jÞ
2q
2 Jq2
2
ðsjY jÞs
rx2d
2
ds
s
:
For (iii), one calculates that for t40;
IdxrðtX ; t2Y Þ ¼Cðx; dÞð2pÞq=2
Z N
0
est
2jX j2ðst2jY jÞ
2q
2 Jq2
2
ðst2jY jÞs
rx2d
2
ds
s
¼ txrþ2dIdxrðX ; YÞ:
Thus Idxr has the same degree of homogeneity as N
xrþ2d : &
The following lemma is now obvious
Lemma 3.3. Let Z41; and let
JðX ; YÞ ¼ ZJþxrðX ; YÞ  NðX ; Y Þxr:
Then J is a positive definite kernel on N satisfying the conditions of Proposition 3.3.
The associated O-function is
OZxrðX ; Y Þ ¼ ZOxrðX ; YÞ  1; ð3:4Þ
where
OxrðX ; Y Þ ¼
X
fd:Cðx;dÞ40g
IdxrðX ; Y Þ
NðX ; YÞxr
:
It turns out that we can do the integral in Lemma 3.2; it is essentially the Laplace
transform of a Bessel function. This leads to an expression for OxrðX ; Y Þ in terms of
the Legendre functions Pnm:
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Lemma 3.4. Let a ¼ aðX ; Y Þ ¼ jY j
NðX ;YÞ2 so that 0pap1; and let e ¼
rx
2
IdxrðX ; YÞ
NðX ; Y Þxrþ2d
¼ ð2pÞq=2Gðe dÞa1q=2P1q=2eq=2dðð1 a2Þ1=2Þ:
Proof. By Erde´lyi et al. [8, 8.6 (6), p. 29], for a40; Reðmþ nÞ40 and y40;Z N
0
xm3=2eaxJnðxyÞðxyÞ1=2 dx
¼ y
1=2
ða2 þ y2Þm=2
Gðmþ nÞPnm1
a
ða2 þ y2Þ1=2
 !
:
Cancelling a factor of y1=2; we getZ 1
0
xm1eaxJnðxyÞ dx ¼ Gðmþ nÞða2 þ y2Þm=2
Pnm1
a
ða2 þ y2Þ1=2
" #
: ð3:5Þ
We have
IdxrðX ; YÞ ¼ ð2pÞq=2jY j1q=2
Z N
0
esjX j
2
s
pxþq2d
2 Jq2
2
ðsjY jÞ ds
which is of the form (3.5), where
n ¼ q  2
2
; m ¼ p  xþ q  2d
2
þ 1; y ¼ jY j and a ¼ jX j2:
Notice that a2 þ y2 ¼ jX j4 þ jY j2 ¼ NðX ; Y Þ4 so that jX j2
NðX ;Y Þ2 ¼ ð1 a2Þ
1=2:
Hence
IdxrðX ; Y Þ ¼ ð2pÞq=2Cðx; dÞjY j1q=2
Gðpþ2qx2d
2
Þ
NðX ; Y Þðpxþq2dþ2Þ
P
1q=2
ðpxþq2dÞ=2
jX j2
NðX ; Y Þ2
 !
¼ð2pÞq=2 Gð
rx
2
 dÞ
NðX ; YÞrx2d
jY j
NðX ; YÞ2
 !1q=2
P
1q=2
ðpxþq2dÞ=2
jX j2
NðX ; YÞ2
 !
and so
IdxrðX ; Y Þ
Nxrþ2dðX ; YÞ ¼ ð2pÞ
q=2G
r  x
2
 d
 
Cðx; dÞaðX ; YÞð1q=2Þ
 P1q=2eq=2dðð1 aðX ; YÞ2Þ1=2Þ:
This completes the proof of the lemma. &
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As expected from Proposition 3.3, this expression for
IdxrðX ;YÞ
Nxrþ2d ðX ;YÞ depends only on
jX j and jY j; and is homogeneous of degree zero on N:
We may express the function in Lemma 3.4 in a slightly different way, using the
hypergeometric function. By formula 3.2 of [7, p. 127], we have
a1q=2P1q=2eq=2 ðð1 a2Þ1=2Þ ¼
21q=2
Gðq=2Þ ð1Þ
1q=2
2F1
 e d
2
;
d þ q  1 e
2
;
q
2
; a2
 
:
Thus we obtain
IdxrðX ; Y Þ
Nxrþ2dðX ; Y Þ
¼ ð2pÞq=2G r  x
2
 d
 
Cðx; dÞ 2
1q=2
Gðq=2Þð1Þ
1q=2
2F1
 e d
2
;
d þ q  1 e
2
;
q
2
; a2
 
:
Using the expression for Cðx; dÞ; the constants simplify a little and we get
IdxrðX ; Y Þ
Nxrþ2dðX ; Y Þ ¼ C0ðx; dÞ2F1
e d
2
;
d þ q  1 e
2
;
q
2
; a2
 
; ð3:6Þ
where
C0ðx; dÞ ¼ 22r=2p
pþ1
2 ð1Þ1q=2
 Gðx=2Þ
Gðq=2ÞGðe=2Þ
Gðpþ2x
2
þ dÞGðe dÞ
Gðpþ2x
2
ÞGðpþ2þx
4
þ dÞ: ð3:7Þ
In fact, we are interested in two cases only; for Spðn; 1Þ; q ¼ 3 and for F4;20; q ¼
7: We deal with these cases separately. It will simplify our expressions somewhat if
we set y ¼ sin1aðX ; YÞ ¼ sin1 jY j
NðX ;Y Þ2
 
:
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Proposition 3.4. For G ¼ Spðn; 1Þ; and for p þ 2oxor; we have
OxrðX ; Y Þ ¼
Jþxr
Nxr
¼ð2Þ1=2 p
2
 pþ1
2
 Gðx=2Þ
Gð3=2ÞG pþ2þx4
  GðeÞ
Gðe=2Þ
sinð1 eÞy
ð1 eÞsiny:
Proof. Put q ¼ 3 in (3.7). By 2.8 (12) [7, p. 101]
F
e
2
; 1 e
2
;
3
2
; sin2y
 
¼ sinð1 eÞyð1 eÞsiny:
The proposition now follows from (3.6). &
Proposition 3.5. For G ¼ F4;20; and for 18oxo22; we have
Oxr ¼ 29p9=2i Gðx=2ÞGð7=2ÞGðe=2ÞGð5 e=2Þ

X2
d¼0
Gðd þ 5 x=2ÞGðe dÞ
Gðd þ 5=2þ x=4Þ 2F1
e d
2
; 3þ d  e
2
;
7
2
; sin2y
 
NðX ; YÞd :
Proof. We have p ¼ 8; q ¼ 7; r ¼ 22: By Lemma 3.4, we have
Oxr ¼
X2
d¼0
Idxr
Nxr
:
Substitute in (3.6) to obtain
Oxr ¼
X2
d¼0
C0ðx; dÞ2F1 e d
2
; 3þ d  e
2
;
7
2
; sin2y
 
NðX ; YÞ2d :
From this, the result follows. &
It is possible to obtain an explicit formula for Oxr in this case as well, although
the expression is rather complicated, and we shall not write it down explicitly. The
process is as follows. Applying formula (25) of 2.8 [7, p. 102], we ﬁnd
2F1
e
2
; 2þ 1 e
2
 
; 2þ 3
2
; a2
 
¼ ð3=2Þ2
1 e
2
 
2
3
2
 e
2
 
2
ð1 a2Þe2 d
2
dz2

z¼a2
ð1 zÞ2e22F1 e
2
; 1 e
2
;
3
2
; z
 
:
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Differentiating the formula obtained in Proposition 3.4 twice, a slightly arduous
calculation gives an explicit form for Idxr=N
xrþ2d for each dAf0; 1; 2g: The sum of
these functions is then the expression for Oxr: It is not too hard to see that the
function which arises has nice limiting properties as x-r; as is manifestly the case for
Spðn; 1Þ: In fact, we have:
Proposition 3.6. For G ¼ Spðn; 1Þ or F4;20; we have
OxrðX ; YÞ ¼ C0ðeÞje
jY j
NðX ; YÞ2
 !
;
where je is a C
N-function such that je-1 (uniformly) as e-0; and C0ðeÞ-0 as e-0:
We now can give a precise form for the estimate for our constant k:
Let us write CNðNÞ ¼ CNðNÞþ"CNðNÞ where the direct sum is in the L2ðNÞ
sense, and where for fACNðNÞþ and for r  4oxor we have fˆðzÞAImðJþxrÞ (and
likewise for fACNðNÞ we have fˆðzÞAImðJxrÞ).
Theorem 3.1. We have
k ¼ lim
e-0
sup
fACNðNÞþ
R R
jeðuþðvþÞ1ÞNeðuv1Þ f ðuÞf ðvÞ du dvR R
jeðuv1ÞNeðuv1Þ f ðuÞf ðvÞ du dv

 ¼ limZ-1 limx-r kZrx:
Proof. We have seen in Lemma 3.3 that the optimal kernel is of the form
JðX ; YÞ ¼ ZJþxrðX ; Y Þ  NðX ; YÞxr ¼ ðZOxrðX ; YÞ  1ÞNðX ; YÞxr;
where Oxr is given an explicit form in Proposition 3.6.
According to Proposition 3.1, for such a choice of O; we have the associated
constant
kZrx ¼ sup
fACNðNÞ
BðpxðwÞf ; pxðwÞf Þ
Bð f ; f Þ
¼ sup
fACNðNÞ
R
N
R
N
ðOðuwðvwÞ1Þ  1ÞNðuv1Þxr f ðuÞf ðvÞ du dvR
N
R
N
ðOðuv1Þ  1ÞNðuv1Þxr f ðuÞf ðvÞ du dv
: ð3:8Þ
We can write f ¼ f0 þ f1 where for each l; fˆ0ðlÞAFþl ; and fˆ1ðlÞAFl : The right-
hand side of (3.8) then becomes
ZAð f Þ  Cð f Þ þ Dð f Þ
ZBð f Þ  Cð f Þ þ Dð f Þ;
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where
Að f Þ ¼
Z
N
Z
N
OxrðuwðvwÞ1ÞNðuv1Þxr f0ðuÞ f0ðvÞ du dv;
Bð f Þ ¼
Z
N
Z
N
Oxrðuv1ÞNðuv1Þxr f0ðuÞ f0ðvÞ du dv;
Cð f Þ ¼
Z
N
Z
N
Nðuv1Þxr f0ðuÞ f0ðvÞ du dv
and Dð f Þ ¼  R
N
R
N
Nðuv1Þxrf1ðuÞ f1ðvÞ du dv:
Note that ZAð f Þ  Cð f ÞX0 and ZBð f Þ  Cð f ÞX0 by the choice of O; and
Dð f ÞX0:
Since pz is not unitarizable, we must have
Að f Þ4Bð f Þ:
Thus, since aþd
bþdpab if ab41; the sup is achieved with f1 ¼ 0; i.e. Dð f Þ ¼ 0:
Thus, our constant k is
sup
fACNðNÞ
ZAð f Þ  Cð f Þ
ZBð f Þ  Cð f Þ:
Actually, since #Nxr acts on Hdz by multiplication by Cðx; dÞ; we ﬁnd
k ¼ sup
fACNðNÞþ
ZAð f Þ Pd Cðx; dÞjjfˆðzÞjjHx
d
ZBð f Þ Pd Cðx; dÞjjfˆðzÞjjHx
d
;
the sums being taken over the indices d for which Cðx; dÞ is positive.
Now, as x-r; Cðx; dÞ-0; so we ﬁnd that
lim
x-r
krx ¼ sup
f0ACNðNÞþ
Að f Þ
Bð f Þ: &
4. H-type groups
Glancing back at Proposition 3.1, we see that we need to analyse the function
Yðu; vÞ ¼ Oðu
wðvwÞ1Þ
Oðuv1Þ :
Although we now have an explicit form for O; the numerator of this expression is
difﬁcult because of the expression uwðvwÞ1: Hence, in this section, we use some ideas
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based on [4,5] to calculate uwðvwÞ1: It is easily seen that ðvwÞ1 ¼ ðv1Þw; but
unfortunately, w is not a homomorphism.
Notation. The group N is of H-type, which means that there is an inner product ( , )
on N such that its Lie algebra has the form v"z; where v is some vector space and z
is the centre and such that for ZAz the mapping JZ : v-v deﬁned by ðJZX ; Y Þ ¼
ðZ; ½X ; Y Þ; is an isometry for jZj ¼ 1:
In our case, z ¼ g2a; and v ¼ ga and the inner product is given by ðX ; Y Þ ¼
kðyX ; Y Þ where y is the Cartan involution and k is the Killing form. It follows easily
that JZX ¼ ½Z; yX :
For the groups we are interested in, %n is either Rn1"f0g; corresponding to
G ¼ SOðn; 1Þ; or Cn1"ImC (the Heisenberg group) corresponding to SUðn; 1Þ; or
Qn1"ImQ; corresponding to Spðn; 1Þ; or O"ImO; where O denotes the Cayley
octonions, corresponding to G ¼ F4;20: Let D denote any one of the R;C;Q or O:
The above inner product is the standard Euclidean inner product and makesD into a
composition algebra in the sense of [9, p. 419]. Choose the value of n corresponding
to our group; for the exceptional group, take n ¼ 2; so that in all cases, v ¼ Dn1:
(Recall that p ¼ dim v and q ¼ dim z:)
One calculates easily that for Y ¼ ðY1;y; Yn1ÞADn1 and for ZAImD; jY j2 ¼
ReYY ¼ ReYY and JZðY1; Y2;y; Yn1Þ ¼ ZY ¼ ðZY1; ZY2;y; ZYn1Þ: For
WAD; WW ¼ WW ¼ jW j21 so 1
W
¼ WjW j2:
We may realize the nilpotent group N as the boundary of the generalized Siegel
domain (cf. [5, Section 2])
D ¼ fðY ; WÞADn1 D : Re W4jY j2g
via the map f : N-@D given by f : ðY ; ZÞ/ðY ; jY j2 þ ZÞ:
We have
Lemma 4.1. The mapping w given by ðY ; WÞw ¼ ð 1
W
Y ; 1
W
Þ is an involution on D such
that for all uAN ðfuÞw ¼ fðuwÞ:
Proof. Let us ﬁrst show that w preserves D: If Re WXjY j2; we notice that
Re
1
W
¼ Re WjW j2 ¼
1
jW j2Re WX
jY j2
jW j2 ¼
Y
W
 2:
This proves that Dw ¼ D: To show that w is an involution, we remark that
ððY ; WÞwÞw ¼ 1
W
Y ;
1
W
 w
¼ W 1
W
Y
 
; W
 
¼ ðY ; WÞ:
This follows in O by the alternative rule, see [14, p. 422].
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Now let ZAIm D; YADn1: Then by formula (2.1)
Y w ¼ðjY j
2  JZÞY
NðX ; YÞ4 ¼
ðjY j2  ZÞY
jjY j2  Zj2
¼  WjW j2  Y ; where W ¼ jY j
2 þ Z
¼  W 1
W
1
W
 
Y ¼  1
W
Y
ðagain; in O; this follows by the alternative lawÞ:
Similarly Zw ¼  ZjW j2 ¼ Im
1
W
 
;
Thus; for u ¼ðX ; ZÞAN; uw ¼  1
W
Y ; Im
1
W
 
:
It follows that fðuwÞ ¼  1
W
Y ; Im
1
W
þ Y
W
 2
 ! !
¼ ðfuÞw: &
Our next task is to realize the multiplication on N in a convenient form on D:
Lemma 4.2. Let X ; YADn1; X ¼ ðX1;y; Xn1Þ; Y ¼ ðY1;y; Yn1Þ: Then
½X ; Y  ¼
Xn1
i¼1
Im YiX i:
Proof. Let ZAImD: Now ðJZX ; Y Þ ¼ ðZ; ½X ; Y Þ; and since JZX ¼ ZX this implies
that ðZX ; YÞ ¼ ðZ; ½X ; Y Þ:
Now Zð0; 0;y; Xi; 0;yÞ ¼ ð0; 0;y; ZXi; 0;yÞ is orthogonal to ð0; 0;y; Yj ;
0;yÞ; for iaj so ðZX ; Y Þ ¼Pn1i¼1 ðZXi; YiÞ:
Futhermore, ðZXi; YiÞ ¼ ReððZXiÞYiÞ ¼ ReððX iZÞYiÞ:
Now the quaternions, and the real and complex numbers are associative, and for
the octonions, one has Re ðxðyzÞÞ ¼ Re ððxyÞzÞ 8 x; y; zAD: Furthermore,
Re ðxyÞ ¼ Re ðyxÞ for all these algebras.
From this it follows that
ðZXi; YiÞ ¼ ReðZðYiX iÞÞ ¼ ðZ; YiX iÞ:
Since ZAIm D; this equals ðZ; Im YiX iÞ:
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Finally, we have
ðZ; ½X ; Y Þ ¼ Z; Im
Xn1
i¼1
YiX i
 !
:
It follows that ½X ; Y  ¼ ImPn1i¼1 YiX i: &
According to formula (3.3) of [5], the group N acts on D by afﬁne linear
transformations as
tðX ;ZÞ  ðY ; WÞ ¼ ðX þ Y ; Z þ W þ 2½X ; Y  þ jX j2 þ 2ðX ; Y ÞÞ:
(Note that our deﬁnitions and normalisations are slightly different from those of [5].)
Notice that we can re-write this equality as
tðX ;ZÞ  ðY ; WÞ ¼ ðX þ Y ; W þ U þ 2YX Þ; ð4:1Þ
where U ¼ Z þ jX j2 and YX ¼Pn1i¼1 YiX i: Here we have used the fact that by
Lemma 4.2,
YX ¼ Re YX þ Im YX ¼ ðX ; YÞ þ ½X ; Y :
In fact, we may deﬁne a multiplication on the whole of D by
ðX ; UÞðY ; WÞ ¼ ðX þ Y ; W þ U þ 2YX Þ:
Formula (4.1) then becomes
tðX ;ZÞ  ðY ; WÞ ¼ ðfðX ; ZÞÞðY ; WÞ:
We have
Lemma 4.3. For ðX ; ZÞ; ðY1; Z1ÞAN
fðX ; ZÞfðX1; Z1Þ ¼ fððX ; ZÞðX1; Z1ÞÞ:
Proof. The group law asserts that
ðX ; ZÞðX1; Z1Þ ¼ ðX þ X1; Z þ Z1 þ 2½X ; X1Þ:
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Thus
fððX ; ZÞðX1; Z1ÞÞ ¼ ðX þ X1; Z þ Z1 þ 2½X ; X1 þ jX þ X1j2Þ
¼ ðX þ X1; Z þ jX j2 þ Z1 þ jX1j2 þ 2ð½X ; X1 þ ðX ; X1ÞÞ
¼fðX ; ZÞfðX1; Z1Þ: &
Proposition 4.1. Let u ¼ ðX ; ZÞ; v ¼ ðX1; Z1ÞAN; and define W ; W1AD by W ¼
jX j2 þ Z and W1 ¼ jX1j2 þ Z1: Then
(i) fðuv1Þ ¼ ðX  X1; W þ W 1  2X1X Þ and
(ii) fðuwðvwÞ1Þ ¼  1
W
X þ 1
W1
X1;
1
W 1
ðW þ W1  2X1X Þ 1
W
 
:
Proof. Firstly, note that fðv1Þ ¼ fðX1;Z1Þ ¼ ðX1; W 1Þ: Thus
fðuv1Þ ¼ ðX ; WÞðX1; W 1Þ ¼ ðX  X1; W þ W 1  2X1X Þ:
Secondly, fðuwÞ ¼ fðuÞw ¼  1
W
X ; 1
W
 
; and fðvwÞ ¼  1
W1
X1;
1
W1
 
: It follows that
ðvwÞ1 ¼ 1
W 1
X1;Im 1W1
 
; and hence that fððvwÞ1Þ ¼ 1
W 1
X1;
1
W 1
 
:
Thus
fðuwðvwÞ1Þ ¼  1
W
X ;
1
W
 
1
W 1
X1;
1
W 1
 
¼  1
W
X þ 1
W1
X1;
1
W
þ 1
W 1
 2 1
W 1
X1
 
1
W
X
  !
:
The second component of this expression can be written as
1
W
þ 1
W 1
 2 1
W 1
X1
 
X
1
W
 
and since WðWX Þ ¼ jW j2X [14, p .422] this is equal to
1
W
þ 1
W 1
 2 1
W 1
ðX1; X Þ 1
W
¼ 1
W 1
ðW 1 þ W  2X1X Þ 1
W
:
Then
fðuv1Þ ¼ ðX  X1; W þ W 1  2X1XÞ
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and
fðuwðvwÞ1Þ ¼  1
W
X þ 1
W1
X1;
1
W
ðW þ W1  2XX1Þ 1
W1
 
: &
Remarks. The above lemma now gives a simple one-line proof of the ‘‘magic’’
formula:
NðuwðvwÞ1Þ ¼ 1
W 1
ðW 1 þ W  2X1XÞ 1
W
 
¼ jW 1 þ W  2X1X jjW1jjW j
¼ Nðuv
1Þ
NðuÞNðvÞ:
The function OðX ; YÞ found at the end of Section 3 is a function of jY j
NðX ;YÞ2: Thus,
in order to calculate OðuwðvwÞ1Þ; we need the following result:
Corollary 4.1. Let u; v; W ; W1 be as in Proposition 4.1, and let A ¼ W1 þ W  2X1X :
Then if uv1 ¼ ðX2; Y2Þ and uwðvwÞ1 ¼ ðX3; Y3Þ; we have
(i) jY2j
NðX2; Y2Þ2
¼ jImAjjAj and
(ii) jY3j
NðX3; Y3Þ2
¼ Im jW j
W
A
jAj
W1
jW1j
  :
Proof. The ﬁrst statement is clear, and the second is a direct consequence of
Proposition 4.1(ii). &
Remarks. For both the quaternions and the octonions, one has
jIm ðuðvwÞÞj ¼ jIm ððuvÞwÞj and jIm ðuvÞj ¼ jIm ðuvÞj:
Thus, we do not need to specify an order of bracketing in Corollary 4.1(ii) and
indeed, we may re-order the terms in the product.
Notice that jW j
W
is an element of D of length 1.
In the case of the complex numbers, this belongs to the circle. For the quaternions,
the elements of length 1 may be identiﬁed with Spð1Þ or SUð2Þ; and for the octonions
we ﬁnd the group G2 (cf. [16]). In all cases, the elements of length 1 form a group
which we denote by M:
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5. Proof of the main theorem
In order to calculate the integral in Theorem 3.1, we shall choose new coordinates
on N: Recall that N ¼ Dn"ImD where D ¼ R;C or Q and nX1; or D ¼ O and
n ¼ 1:
Let S denote the unit sphere of v ¼ Dn and consider the map
F : S Dþ/N defined by
ðu; qÞ/ððRe qÞ1=2u; Im qÞ:
Here Dþ ¼ fqAD : Re q40g:
This map is a bijection from the set S Dþ to fðX ; YÞAN : Xa0g and its inverse
is given by
F1ðX ; YÞ/ XjX j; jX j
2 þ Y
 
:
The Jacobian of the map F at the point ðu; qÞ is
JFðu; qÞ ¼ ðRe qÞðp2Þ=2 ¼ ðRe qÞ
ðn3Þ=2; Spðn; 1Þ;
ðRe qÞ3; F4;20:
(
It follows that integrals over N ¼ fðX ; Y Þ : Xa0g may be expressed as integrals
over S Dþ : speciﬁcally, for any integrable function c on NZ
N
cðX ; Y Þ dX dY ¼
Z
SDþ
cððRe qÞ1=2u; Im qÞðRe qÞ
p2
2 ds dq;
where ds denotes normalized surface measure on S and dq denotes a suitably
normalized Lebesgue measure on Dþ: We may now re-write our expression for the
Weyl element in terms of these coordinates. By Theorem 3.1, we have to calculate
lim
x-r
sup
f
R
N
R
N
jxrðuwðvwÞ1ÞNxrðuv1Þf ðuÞf ðvÞ du dvR
N
R
N
jxrðuv1ÞNxrðuv1Þf ðuÞf ðvÞ du dv
;
where the supremum is taken over fACðNÞþ:
Fix, for the moment, a function f of this form, and denote the numerator of this
expression by Iwð f Þ and the denominator by Ið f Þ:
Let uwðvwÞ1 ¼ ðX ; YÞ: By Proposition 3.6, OeðX ; YÞ ¼ C0ðeÞje jY jNðX ;Y Þ2
 
where
for Spðn; 1Þ;
jeðsinyÞ ¼
sinðð1 eÞyÞ
ð1 eÞsiny ;
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and in either case, je-1 uniformly as e-0: Now
jY j
NðX ; Y Þ2 ¼ Im
ðjX j2 þ iY Þ
ðjX j4 þ jY j2Þ1=2


¼ Im
eA
j eAj; where eA ¼ jX j2 þ iY
is the image of ðX ; Y Þ in Dþ:
By Proposition 4.1, we can calculate
eA
jeAj as follows:
Write u ¼ ðX1; Y1Þ; v ¼ ðX2; Y2Þ; Wi ¼ jXij2 þ YiADþ and A ¼ W1 þ W 2 
2X2X 1: (Then A is the ‘‘D
þ’’ part of uv1:)
Corollary 4.1 tells us that
eA
j eAj ¼ jW1jW1 AjAj W2jW2j
 
:
This expression is well-adapted for the coordinates introduced above and we may
re-write our expression for Iwð f Þ in these coordinates as follows:
Iwð f Þ ¼
Z
SDþ
Z
SDþ
ceðIm
jq1j
q1
A
jAj
q
jqj
 
jAj2e
 f u1; Im q1
Re q1
 
f u2;
Im q2
Re q2
 
ðRe q1Re q2Þ
p2
2 dq1 dq2 du1 du2;
where A ¼ Aðu1; q1; u2; q2Þ ¼ q1 þ q2  2Re q1Re q2u2u1: By the homogeneity of f ;
we see that
f u1; Im q
Re q
 
¼ f u1; Im q
Re q
 
:
Further, for i ¼ 1 or 2, the change of variables ðui; qiÞ-ðui;qiÞ leaves jAj
unchanged and maps je Im
jq1j
q1
A
jAj
q
jqj
  
to the same value.
It follows that
Iwð f Þ ¼ 1
4
Z
SD
Z
SD
je Im
jq1j
q1
A
jAj
q
jqj
  
jAj2ef u1; Im q1
Re q1
 
f u2;
Im q2
Re q2
 
 Re q1 Re q2j j
p2
2 dq1 dq2 du1 du2:
Further, let us coordinatise D by setting q ¼ rU ; where r40 denotes jqj and
U ¼ qjqj belongs to the unit ball of D; with positive real part. As above we may
identify the unit ball of D as a group M: The Jacobian for these ‘‘spherical’’
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coordinates in D is rq: Thus we get
Iwð f Þ ¼ 1
4
Z
S
Z
S
Z
Rþ
Z
Rþ
Z
M
Z
M
je ImðU1
A
jAjU2Þ
 
jAj2eðRe U1Re U2Þ
p2
2 ðr1r2Þ
pþq
2
 f u1; Im U1
Re U1
 
%f u2;
ImU2
Re U2
 
dU1 dU2 dr1 dr2 du1 du2:
It turns out that we can make a further interesting change of variables in the above
integral. Given that
A ¼ ðr1U1 þ r2U2  2r1r2Re U1Re U2u1 %u2Þ;
one sees that
%U1AU2 ¼ r1 %U2 þ r2U1  2r1r2Re U1Re U2ð %U1u1Þðð %U2u2Þ:
Notice also that the magic formula becomes in these coordinates the obvious
equality
j %U1AU2j ¼ jAj:
Making the change of variables ui/Uiui for i ¼ 1; 2 and ðr1; r2Þ/ðr2; r1Þ; we see
that %U1AU2 becomes exactly A; and hence
Iwð f Þ ¼
Z Z
jeðIm
A
jAj
 
jAj2ef U1; Im U1u1
Re U1
 
f U2u2;
Im U2
Re U2
 
dm dm;
where the integrals are taken over the product measure on ½S  Rþ  M2; each
factor being equipped with the measure
dm ¼ dmðu; r; UÞ ¼ ðRe UÞ
p2
2 r
pþq
2 du dr dU :
We have proved:
Proposition 5.1. ke ¼ supf I
wð f Þ
Ið f Þ where
Iwð f Þ ¼ 1
4
Z
je
jIm Aj
jAj
 
jAj2e f U1u1; Im U1
Re U1
 
f U2u2;
Im U2
Re U2
 
dðm mÞ
and
Ið f Þ ¼ 1
4
Z
je
jIm Aj
jAj
 
jAj2e f u1; Im U1
Re U1
 
f u2;
Im U2
Re U2
 
dðm mÞ:
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We now split the domain of integration into two parts. Let d40 and let
RðdÞ ¼ fðu; rUÞAS  Rþ  M : jAjodg:
Let kde be the supremum over f of the ratio of integrals in Proposition 5.1 where the
domain of integration is restricted to RðdÞ; in both numerator and denominator.
For ﬁxed e40; it is clear that kde ; as a function of d; is decreasing. Denote its limit
by k0e : By Proposition 3.6, A/je
jIm Aj
jAj
 
is continuous on the complement of RðdÞ
and further, as e-0;je-1 uniformly. These facts now combine to show that
lime-0 ke ¼ lime-0 k0e :
Now since jAj ¼ juv1j; jAjod means that each of jU1  U2j; ju1  u2j and jr1 
r2j is small. Thus by a standard cutoff function argument,
k0e ¼ sup
f
R
f ðUu; Im U
Re U
Þf ðUu; Im U
Re U
Þ dmR
f ðu; Im U
Re U
Þ f ðu; Im U
Re U
Þ dm
( )
:
Now let us consider the action of M on L2ðSÞ given by ðUf ÞðuÞ ¼ f ðU1uÞ: We may
decompose L2ðSÞ into its irreducible components, so that for gAL2ðSÞ;
gðU1uÞ ¼
X
sAMˆ1
Xds
i;j¼1
sijðUÞgðsÞji ðuÞ;
where Mˆ1 denotes the elements of Mˆ which have an M-ﬁxed vector, and the
functions sijðUÞ are the matrix coefﬁcients of s:
In particular, the expression in curly brackets can be written as
P
s;s0AMˆ1
Pds
i;j¼1
Pds0
i0;j0¼1
R
sijðUÞ si0j0 ðUÞ f ðsÞij u; Im URe U
 
f
ðs0Þ
i0j0 u;
Im U
Re U
 
dmP
sAMˆ1
Pds
i;j¼1
R jf ðsÞij u; Im URe U j2 dm :
The supremum may thus be readily seen to be
sup
sAMˆ1
½1 : s#s;
where the number in square brackets is the multiplicity of the identity in s#s: By
the Frobenius reciprocity theorem, this is the same as the number of times that the
identity occurs in Z#Z where Z is the action of M on Dn:
This is easily seen to be 2n  1 for SUð2Þ acting on Qn1 and 21 for the action of
G2 on O: This completes the proof of the theorem. &
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