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Abstract
In this paper we propose an explicit solution to the polynomial least squares approximation problem on
Chebyshev extrema nodes. We also show that the inverse of the normal matrix on this set of nodes can be
represented as the sum of two symmetric matrices: a full rank matrix which admits a Cholesky factorization
and a 2-rank matrix. Finally we discuss the numerical properties of the proposed formulas.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The polynomial least-squares problem (PLSP) has so many applications [1]. The problem is
formulated as follows: given a set of points
 = {(xi, fi), i = 1, 2, . . ., n},
find a polynomial p(x) of degree less than or equal to m − 1 with coefficients c1, c2, . . ., cm such
that the least squares criterion
(c1, c2, . . ., cm) =
n∑
i=1
(p(xi) − fi)2
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is minimized. In general, m is much smaller than n. The problem can be reformulated as follows:
min
c
‖V c − f ‖2, (1)
where V is a Vandermonde matrix of order n × m, depending on the observation points xi
V (i, j) = xj−1i , i = 1, 2, . . ., n, j = 1, 2, . . ., m, (2)
and f ∈ Rn and c ∈ Rm are vectors containing experimental data fi and coefficients ci , respec-
tively. Finding the solution of problem (1) is equivalent to compute the best approximate solution
[1] of the over-determined linear system V c = f . This is given by
c = (V TV )−1V Tf
= V †f,
whereV † is the Moore–Penrose pseudo-inverse of V, that is well-defined if xi /= xj . The numerical
solution of PLSP is usually ill-conditioned. The most reliable algorithms either use orthogonal
transformations, for example the well-known QR method, or compute the Cholesky factorization
of the normal matrix B = V TV . The choice between the two methods is still an open problem.
Golub and Van Loan [8] reported some guidelines for the above choice, based on the value of
the ratio n/m and on that of the residual ρ = minc ‖V c − f ‖2, but they recognized that both
methods can give inaccurate solutions when they are applied to problems with large value of
κ2(V ). Rectangular Vandermonde matrices on “not structured” nodes have been considered in
[4], where fast algorithms for the Cholesky factorization of the normal matrix B = V TV and for
the QR factorization of V have been given. Here we give explicit solution to the problem (1) for
Chebyshev extrema [2] (also called Gauss–Lobatto [7] or Clenshaw–Curtis) nodes
xk = − cos
(
k − 1
n − 1
)
, k = 1, 2, . . ., n. (3)
First we present some properties of the normal matrix defined on these nodes and show that it
can be represented as a sum of two symmetric matrix: the first admits a Cholesky factorization,
the second is a 2-rank matrix. Moreover we propose an explicit formula for the Moore–Penrose
pseudoinverse of V. This work generalizes some results given in [6] when n = m, that corresponds
to the polynomial interpolation problem. As in [6] we obtain the results using combinatorial
identities and other arguments from number theory. From the practical point of view the proposed
formulas give an algorithm that is fast and accurate. The effect of finite precision arithmetic is
investigated by performing several numerical experiments.
2. The structure of the normal matrix
In this section we present some properties of the normal matrix B = V TV . Such a matrix has
a very simple structure; in particular its entries exhibit a chessboard pattern, and they are rational
numbers.
Proposition 1{
B(2i, 2j) = 1 + B̂(2i, 2j), i, j = 1, 2, . . ., ⌊m2 ⌋ ,
B(2i − 1, 2j − 1) = 1 + B̂(2i − 1, 2j − 1), i, j = 1, 2, . . ., ⌈m2 ⌉ , (4)
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where⎧⎪⎪⎨⎪⎪⎩
B̂(2i, 2j) = n−122i+2j−2
(
2i + 2j − 2
i + j − 1
)
, i, j = 1, 2, . . ., ⌊m2 ⌋ ,
B̂(2i − 1, 2j − 1) = n−122i+2j−4
(
2i + 2j − 4
i + j − 2
)
, i, j = 1, 2, . . ., ⌈m2 ⌉ . (5)
Proof. It is easy to see [9] that B(i, j) = 0 when i + j is odd. If i + j is even, by Lemma 1 (see
Appendix), then Eq. (4) follows. 
Note that
B = B̂ + u1uT1 + u2uT2 , (6)
where
u1(i)=Mod[i, 2], i = 1, 2, . . ., m, (7)
u2(i)=Mod[i + 1, 2], i = 1, 2, . . ., m,
therefore matrix B is the sum of a full-rank matrix B̂ and a 2-rank matrix. The following proposition
gives the Cholesky factorization of the matrix B̂.
Proposition 2
B̂ = R̂TL̂R̂, (8)
where⎧⎪⎪⎨⎪⎪⎩
R̂(2i, 2j) = 22i−2j
(
2j − 1
j − i
)
, i = 1, 2, . . ., ⌊m2 ⌋ , j = i, i+1, . . ., ⌊m2 ⌋ ,
R̂(2i − 1, 2j − 1) = 22i−2j
(
2j − 2
j − i
)
, i = 1, 2, . . ., ⌈m2 ⌉ , j = i, i+1, . . ., ⌈m2 ⌉
(9)
and
L̂(i, i) = (n − 1)
{
1, i = 1,
1
22i−3 , i = 2, 3, . . ., m.
(10)
Proof. By (9) and (10), Eq. (8) can be rewritten as
B̂(2i, 2j) = 23−2i−2j (n − 1)
∑
k1
(
2i − 1
i − k
)(
2j − 1
j − k
)
, (11)
B̂(2i − 1, 2j − 1) = 24−2i−2j (n − 1)
(
2i − 2
i − 1
)(
2j − 2
j − 1
)
+ 25−2i−2j (n − 1)
∑
k2
(
2i − 2
i − k
)(
2j − 2
j − k
)
. (12)
By using Lemma 2 and standard arguments we can get (8). 
Further result is an explicit expression for the inverse of R̂.
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Proposition 3⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
R̂−1(1, 1) = 1,
R̂−1(1, 2j − 1) = (−1)j+1 122j−3 , j = 2, 3, . . .,
⌈
m
2
⌉
,
R̂−1(2i − 1, 2j − 1) = (−1)i+j 122j−2i j−1i−1
(
i + j − 3
2i − 3
)
,
i = 2, 3, . . ., ⌈m2 ⌉ , j = i, i + 1, . . ., ⌈m2 ⌉ ,
R̂−1(2i, 2j) = (−1)i+j 122j−2i 2j−12i−1
(
i + j − 2
2i − 2
)
,
i = 1, 2, . . ., ⌊m2 ⌋ , j = i, i + 1, . . ., ⌊m2 ⌋ .
(13)
Proof. It must be shown that
R̂−1R̂ = δi,j , i, j = 1, 2, . . ., m. (14)
For brevity, we consider only the even rows, then Eq. (14) becomes
(R̂−1R̂)2i,2j = (−1)
i
22j−2i (2i − 1)
j∑
k=i
(−1)k(2k − 1)
(
i + k − 2
2i − 2
)(
2j − 1
j − k
)
. (15)
By using formula (23) in [5] we have (R̂−1R̂)2i,2j = δi,j . Similarly we can obtain the case of
odd rows. 
Now the explicit expression of the inverse of the normal matrix is given.
Theorem 1
B−1 = M1 − M2, (16)
where
M1 = B̂−1 (17)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
M2(2i, 2j) = (−1)i+j 22i+2j−2(n−1)(n+m−1−Mod[m,2])
(
m+2i−2−Mod[m,2]
2
2i − 1
)
×
(
m+2j−2−Mod[m,2]
2
2j − 1
)
, i, j = 1, 2, . . ., ⌊m2 ⌋ ,
M2(2i − 1, 2j − 1) = (−1)i+j 22i+2j−4(n−1)(n+m−2+Mod[m,2])
(
m+2i−4+Mod[m,2]
2
2i − 2
)
×
(
m+2j−4+Mod[m,2]
2
2j − 2
)
, i, j = 1, 2, . . ., ⌈m2 ⌉ .
(18)
Proof. By Shermann–Morrison’s formula [8], we have
M1(u1u
T
1 + u2uT2 )[Im + M1(u1uT1 + u2uT2 )]−1M1 = M2, (19)
then
B̂M2B = u1uT1 + u2uT2 . (20)
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For brevity we consider the case m = 2q.
(B̂M2B)2i,2j = (−1)
q
n + m − 1
q∑
k=1
(−1)k22k−1
(
q + k − 1
2k − 1
)
+ (−1)
q
(n + m − 1)
n − 1
22j−1
q∑
k=1
(−1)k
(
q + k − 1
2k − 1
)(
2k + 2j − 2
k + j − 1
)
, (21)
and
(B̂M2B)2i−1,2j−1 = (−1)
q
n + m − 2
q∑
k=1
(−1)k22k−2
(
q + k − 2
2k − 2
)
+ (−1)
q
(n + m − 2)
n − 1
22j−2
q∑
k=1
(−1)k
(
q + k − 2
2k − 2
)(
2k + 2j − 4
k + j − 2
)
.
(22)
Since [10]
q∑
k=1
(−1)k22k−1
(
q + k − 1
2k − 1
)
= (−1)q2q, (23)
using Lemma 3, (16) follows. 
Proposition 4 [6]
V T = DUTH, (24)
where
D(i, i) =
{
1, i = 1,
1
2i−2 , i = 2, 3, . . ., m,
(25)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
U(1, 2j − 1) =
(
2j − 3
j − 1
)
, j = 1, 2, . . ., ⌈m2 ⌉ ,
U(2i − 1, 2j − 1) =
(
2j − 2
j − i
)
, i = 2, 3, . . ., ⌈m2 ⌉ , j = i, i + 1, . . ., ⌈m2 ⌉ ,
U(2i, 2j) =
(
2j − 1
j − i
)
, i = 1, 2, . . ., ⌊m2 ⌋ , j = i, i + 1, . . ., ⌊m2 ⌋
(26)
and
H(i, j) = (−1)i+1 cos
[
(i − 1)(j − 1)
n − 1 
]
, i = 1, 2, . . ., m, j = 1, 2, . . ., n. (27)
By multiplying Q1 = M1DUT and Q2 = M2DUT, we obtain the final result:
The Moore–Penrose matrix pseudo-inverse of V is
V † = (Q1 − Q2)H, (28)
558 A. Eisinberg, G. Fedele / Linear Algebra and its Applications 422 (2007) 553–562
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q1(i, i) = 2i−1n−1 , i = 1, 2, . . ., m,
Q1(2i, 2j) = (−1)i+j 22in−1 2j−12j−2i
(
i + j − 2
j − i − 1
)
,
i = 1, 2, . . ., ⌊m2 ⌋ , j = i + 1, i + 2, . . ., ⌊m2 ⌋ ,
Q1(2i − 1, 2j − 1) = (−1)i+j 22i−1n−1 2j−22j−2i
(
i + j − 3
j − i − 1
)
,
i = 1, 2, . . ., ⌈m2 ⌉ , j = i + 1, i + 2, . . ., ⌈m2 ⌉ ,
(29)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q2(2i, 2j) = (−1)
m+2i−Mod[m,2]
2
(n−1)(n+m−1−Mod[m,2])2
2i
(
m+2i−2−Mod[m,2]
2
2i − 1
)
,
i = 1, 2, . . ., ⌊m2 ⌋ , j = 1, 2, . . ., ⌊m2 ⌋ ,
Q2(2i − 1, 2j − 1) = (−1)
m+2i+Mod[m,2]
2
(n−1)(n+m−2+Mod[m,2])2
2i−1
(
m+2i−4+Mod[m,2]
2
2i − 2
)
,
i = 1, 2, . . ., ⌈m2 ⌉ , j = 2, 3, . . ., ⌈m2 ⌉ ,
Q2(2i − 1, 1) = (−1)
m+2i+Mod[m,2]
2
(n−1)(n+m−2+Mod[m,2])2
2i−2
(
m+2i−4+Mod[m,2]
2
2i − 2
)
,
i = 1, 2, . . ., ⌈m2 ⌉ .
(30)
3. Numerical properties and experiments
In this section we present some properties of the proposed formulas and the results of numerical
experiments carried out in order to demonstrate the performance of the new algorithm. First note
that the matrix V † can be rewritten as
V † = 1
n − 1S(Q̂1 − Q̂2)H, (31)
where{
S(2i, 2i) = 1
n+m−1−Mod[m,2] , i = 1, 2, . . .,
⌊
m
2
⌋
,
S(2i − 1, 2i − 1) = 1
n+m−2+Mod[m,2] , i = 1, 2, . . .,
⌈
m
2
⌉
,
(32)
Q̂1 = (n − 1)S−1Q1 (33)
and
Q̂2 = (n − 1)S−1Q2. (34)
Moreover the matrix Q1 = (n − 1)Q1 can be constructed using the following properties:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q1(1, 1) = 1,
Q1(i, i) = 2Q1(i − 1, i − 1), i = 2, 3, . . ., m,
Q1(1, 2j − 1) = (−1)j+12, j = 2, 3, . . .,
⌈
m
2
⌉
,
Q1(i, j) = 2Q1(i − 1, j − 1) − Q1(i, j − 2),
i = 2, 3, . . ., m, j = i + 2, i + 3, . . ., m, i + j even.
(35)
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It is important to underline that both the entries of Q̂1 and Q̂2 are integer numbers which can be
stored without rounding. To construct Q̂2, let c1 and c2 be defined as
c1 =(−1)mm − Mod[m + 1, 2],
c2 =(−1)mm + Mod[m, 2]
and consider the vector v defined as follows:⎧⎪⎪⎨⎪⎪⎩
v(1) = (−1)m2 +1+ Mod[m,2]2 2,
v(2i) =
(
1 + c12i−1
)
v(2i − 1), i = 1, 2, . . ., ⌊m2 ⌋ ,
v(2i + 1) = (1 − c22i ) v(2i), i = 1, 2, . . ., ⌊m2 ⌋ , 2i + 1  m,
then
Q̂2(i, j) = v(i), i = 1, 2, . . ., m, j = 2, 3, . . ., m, i + j even,
Q2(2i − 1, 1) = v(2i − 1)2 , i = 1, 2, . . .,
⌈m
2
⌉
.
Note that the product b = H · f can be constructed efficiently by considering the symmetric
properties of the matrix H. Define two vectors f1 and f2 as
f1 =
{
f (i), i = 1, 2, . . .,
⌊n
2
⌋}
,
f2 =
{
f (n + 1 − i), i = 1, 2, . . .,
⌊n
2
⌋}
,
then
b(i) =
 n2 ∑
j=1
H(i, j)(f1(j) + (−1)i+1f2(j)), i = 1, 2, . . ., m,
and if n is odd then
b(2i − 1) = b(2i − 1) + (−1)i+1f
(
n + 1
2
)
, i = 1, 2, . . .,
⌈m
2
⌉
.
Here we report some numerical experiments aimed at investigating the effectiveness of the
factorization (31). The proposed method costs 2mn + 2.5m2 + O(m) flops. We compare our
algorithm (EF) with the proposed one in [3] (CB) that costs 10mn flops. These algorithms have
been implemented in Mathematica [13], which allows arbitrary precision numbers. For some
values of m and n, we have generated one thousand vectors f, with entries uniformly distributed
in [−1, 1], and have computed the exact solution of the problem (1) using extended precision of
256 digits. For each algorithm we have computed the maximum component wise relative errors
EEF = max
1im
|cˆEFi − ci |
|ci | , (36)
ECB = max
1im
|cˆCBi − ci |
|ci | , (37)
where cˆEFi and cˆ
CB
i are the approximate solutions (computed in machine precision) of EF and CB
algorithm respectively. The mean and the maximum of EEF and ECB are reported in Tables 1 and
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Table 1
LMS, n = 100
m CB EF s.r.
Max Mean Max Mean EF vs CB
2 2.64–12 4.90–15 4.14–12 5.26–15 0.74
3 2.81–12 2.21–14 5.50–13 3.08–15 0.95
4 9.72–12 5.02–14 2.29–13 2.70–15 0.99
5 1.01–11 7.91–14 8.00–13 5.05–15 0.99
6 2.00–11 8.77–14 1.56–12 6.75–15 0.99
7 2.29–11 1.54–13 8.80–13 7.11–15 0.99
8 4.07–09 4.39–12 1.85–11 2.80–14 0.99
9 2.16–11 5.26–13 6.78–13 8.02–15 1.00
10 2.17–10 8.39–13 2.70–12 1.53–14 1.00
Maximum and mean value of ECB and EEF. Success rate of EF algorithm over 1000 runs.
Table 2
LMS, n = 1000
m CB EF s.r.
Max Mean Max Mean EF vs CB
2 3.32–13 4.98–15 1.21–12 3.60–15 0.85
3 1.10–10 2.93–13 8.43–13 3.78–15 0.99
4 3.71–10 1.14–12 1.96–12 6.70–15 1.00
5 3.01–10 1.06–12 1.01–12 6.67–15 1.00
6 1.13–10 1.00–12 1.36–12 1.07–14 1.00
7 9.32–10 2.50–12 4.97–12 7.71–14 1.00
8 3.16–09 4.18–12 1.58–11 3.36–14 1.00
9 1.21–10 1.68–12 9.88–13 1.57–14 1.00
10 1.31–10 1.68–12 3.12–12 1.59–14 1.00
Maximum and mean value of ECB and EEF. Success rate of EF algorithm over 1000 runs.
2. Tables 1 and 2 report also the fraction of trials in which the proposed algorithm gives equal or
more accurate result than the CB algorithm.
4. Conclusions
In this paper we have considered the problem of finding an explicit factorization of both the
normal matrix, defined on Chebyshev extrema nodes, and its inverse. Such a factorization allows us
to design an efficient algorithm to solve least-square problems on these nodes. From the practical
point of view the proposed formulas give an algorithm that is fast and accurate as it is confirmed
by several numerical experiments.
Appendix A
Lemma 1
γ =
n∑
k=1
[
cos
(
k − 1
n − 1
)]2q
= 1 + 1
22q
(
2q
q
)
(n − 1). (A.1)
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Proof. By using the identity [9]
(cos x)2q = 1
22q
(
2q
q
)
+ 1
22q
q−1∑
s=0
2
(
2q
s
)
cos[2(q − s)x], (A.2)
we get
γ = 1
22q
(
2q
q
)
n +
n∑
k=1
1
22q
q−1∑
s=0
2
(
2q
s
)
cos
[
2(q − s) k − 1
n − 1
]
(A.3)
Since
n∑
k=1
cos
[
2(q − s) k − 1
n − 1
]
= 1, (A.4)
and
1
22q
q−1∑
s=0
2
(
2q
s
)
= 1 − (q + 1/2)√
(q + 1) (A.5)
(A.1) follows. 
Lemma 2 [12]
min(i,j)∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
= 1
2
(
2i + 2j − 2
i + j − 1
)
. (A.6)
Proof. By the symmetric property of binomial coefficients we get
min(i,j)∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
=
min(i,j)∑
k=1
(
2i − 1
i − 1 + k
)(
2j − 1
j − 1 + k
)
.
Supposing i = min(i, j) and taking into account the identity [10]∑
k
(
r
m + k
)(
s
n + k
)
=
(
r + s
r − m + n
)
,
we have
0∑
k=1−i
(
2i − 1
i − k
)(
2j − 1
j − k
)
+
i∑
k=1
(
2i − 1
i − k
)(
2j − 1
j − k
)
=
(
2i + 2j − 2
i + j − 1
)
. 
Lemma 3
q∑
k=1
(−1)k
(
2i + 2k − 2
i + k − 1
)(
q + k − 1
2k − 1
)
= (−1)q22i−1. (A.7)
Proof. Let f (q, k, i) be the quantity defined as follows:
f (q, k, i) = (−1)k
(
2i + 2k − 2
i + k − 1
)(
q + k − 1
2k − 1
)
. (A.8)
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Such a quantity satisfies the recursive property
f (q, k, i + 1) =
(
4 − 2
i + k
)
f (q, k, i), i = 1, 2, . . ., q − 1. (A.9)
By summing each term in (A.9) for k from 1 to q, we get
S(q, i + 1) = 4S(q, i) − 2
q∑
k=1
(−1)k
i + k
(
2i + 2k − 2
i + k − 1
)(
q + k − 1
2k − 1
)
, (A.10)
where S(q, i) = ∑qk=1(−1)k (2i + 2k − 2i + k − 1
)(
q + k − 1
2k − 1
)
.
The summation in (A.10) can be written as
− q
(
2i
i
)
i + 1 3H2[{i + 1/2, 1 − q, 1 + q}, {i + 2, 3/2}] i = 1, 2, . . ., q. (A.11)
The hypergeometric function involved, satisfies Saalschüts’s conditions [11], then (A.11) has the
following closed-expression:⎧⎪⎨⎪⎩
0, i = 1, 2, . . ., q − 1,
(−1)q+1 1
q
q+1
(
2q
q
) , i = q. (A.12)
Since S(q, 1) = (−1)q2 then (A.7) follows. 
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