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Capítulo 1 
Introdução 
Esta dissertação trata de dois problemas relacionados ao operador p-Lapla-
ciano, o problema de Diricblet 
- div (I'Vul"-2\?u) = f 
u lan =O, 
1 < 11 < +oo, (1.1) 
que é estudado no Capítulo 2, c a equação de evolução com dado inicialt<o, 
~~- div (I 'Vu!P- 2\lu) =.f, (l.2) 
no Capítulo 3. Em cada um destes problemas estudamos existência e uni-
cidade da solução, assim como a. convergência da aproximaç.ã.o pelo método 
de elementos fulitos. 
Na análise <'lo problema de Dirichlet empregamos técnicas variacionais 
que se estendem de forma natural ao método de elementos finitos . Neste 
sentido o problema (1.1) é equivalente a minimizar o funcional 
.!(v) = ~ r f'Vv l"dx- (f, v) . pln (1.3) 
Usando esta característica, desenvolvemos um método de minimizaçã.o no 
Capítulo 4 baseado no Lagrangeano aumentado. 
No Capítulo 2 obtemos existência e unicidade do problema (1.1) com 
u E W~'"(r!) usando a caracterização da. solução como sendo o mínimo 
do funcional (1.3). Também, neste capítulo, propomos um método de e-
lementos finitos de ordem um para aproximar a solução de (1.1). Usando 
estimativas de cliticidade e continuidade do operador p-Laplaciano obecmos 
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estimativas de erro. Neste ponto vale notar que as estimativas de erro pio-
ram se p é grande ou é muito próximo de um. Para estes valores de p, por 
exemplo p < 1.2 ou p > 10, o problema (1.1) torna-se mal condicionado, 
difícil de ser resolvido numericamente. 
No Capítulo 3 construímos uma sequência de funções que aproximam a 
solução de (1.2) e provaremos que de fato a sequência converge para esta 
solução. Esta sequência de aproximações é construída usando o método de 
linhas da seguinte forma: discretizamos o tempo com intervalos !:::..t, obtemos 
a aproximação usando a equação de recorrência 
(1.4) 
e tomamos o limite quando !:::..t-+ O. Também estudamos o método de ele-
mentos finitos quando discretizamos (1.2) no tempo e no espaço (esquema 
totalmente discretizado). Vemos que resolver (1.4) é muito similar a resol-
ver numericamente o problema (1.1), isto é, aproximar a solução de (1.2) 
significa resolver uma equação elítica envolvendo o p-Laplaciano, a cada 
passo no tempo. 
Finalmente, no Capítulo 4 estudamos o algoritmo de Uzawa a partir 
do Lagrangeano aumentado. A idéia é decompor o operador p-Laplaciano 
introduzindo uma nova variável z = \lu e impor esta igualdade como uma 
restrição ao problema de minimização penalizado 
min ~ j lziP dx -(f, v)+ -
2
r li V v- zll~, 
v,z p 
s.a.Vv- z =O. 
O Lagrangeano deste problema é chamado de Lagrangeano aumentado, da-
do por 
Dado um valor aproximado Ài para o multiplicador de Lagrange, o algoritmo 
de Uzawa a cada passo resolve o problema irrestrito 
(1.5) 
e corrige o multiplicador Ài por >.i+l = >.i+p(Vv-z). O passo intermediário 
(1.5) pode ser convenientemente resolvido usando métodos de relaxação. 
3 
Os problemas (1.1), (1.2) e o algoritmo de Uzawa estão relacionados da 
seguinte forma: a solução da equação (1.1) pode ser obtida como solução 
estacionária para equação (1.2) quando t --+ +oo e o algoritmo de Uzawa é 
um método de marcha implícito no tempo similar à equação de recorrência 
(1.4). 
Os métodos de Lagrangeano aumentado também podem ser usados em 
problemas que envolvem desigualdades variacionais. Esta técnica tem sido 
muito utilizada em problemas de mecânica do meio contínuo, como elasti-
cidade e viscoplasticidade, desde que foi introduzida por R. Glowinski. De 
modo natural estes métodos podem ser aplicados a equações elíticas não 
lineares cuja solução esteja associada à minimização de um funcional. 
As referências básicas para os Capítulos 2 e 4 são os trabalhos de Glo-
winski [5], [4] e [6]; para a equação de evolução (1.2), Capítulo 3, a referência 
básica é o artigo de D. Wei [8]. 
1.1 Contexto Funcional 
Definiremos aqui a notação dos espaços que usaremos a partir de agora. 
Sejam p e q, 1 < p < +oo, 1fp+1/q = 1, e numa região aberta limitada 
de RN. Chamaremos de V o espaço de Sobolev W~·P(fl) com a norma 
llvll1 = (in IVviP dx) 1/p. 
V é um espaço de Banach reflexivo. Denotaremos o espaço dual de V 
com norma 11·11· por V' e por (·,·):V' x V--+ R o produto dual entre este 
dois espaços . 
Podemos então identificar 
(v, u) = k v · u dx v E V' eu E V 
como sendo o produto dual entre V' e V. O produto interno e a norma 
euclidiana em RN serão denotados por v· u e lvl. 
Quando nos referirmos a espaços de Hilbert escreveremos o produto 
interno como (·, ·). Quando necessário, denotaremos a norma L2 (!1) por 
11 . 112· 
Nota 1.1 A norma 11· 11 1 é apenas uma semi-norma para o espaço W1·P(fl). 
Mas no subespaço W~·P(fl) ela é equivalente à norma usual de W 1·P(fl) 
definida por 11 ·llwt,p = 11· IILP +11 · ll1· 
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1.2 Análise Convexa 
Colocaremos aqui alguns resultados que usaremos sobre funções convexas. 
A existência, a. unicidade e a caracterização do mínimo de funções convexas 
será demonstrada. Como um resultado prévio de análise funcional, usaremos 
o fato de que l;oda função convexa s.c.i. (semi-contínua inferiormente) nurn 
espaço de Bana.ch reflexivo é s.c.i. na topologia fraca. 
Seja V um espaço de Banach reflexivo com norma 11·11 e J : V -+ R uma 
função convexa, s.c.i . e própria. Queremos estudar as soluções do problema 
ini .!(v). 
vEV 
Teorema 1.1 Suponhamos que J(v) seja coercivo sob1·e V , isto é, 
lim J(v) = +oo. 
lfulf- oo 
(1.6) 
Então o problema (1.6) possui uma solução e, além disso, a solução é ttnica 
se J( v) jo1· estritamente convexo. 
PROVA. Tome u,. uma sequência. minimizante, isto é, u,. tal que 
lim J(un) = inf J(v) =a. 
n-oo vEV 
A princípio - oo ~ a < +oo. Sabemos que <.l" é finito porque .!(v) é próprio. 
De modo que v.n tem que ser limitado por causa da coercividade de .!(v). 
Então podemos extrair uma subsequênci<t u.,, que converge fracamente para 
um elemento 1t de V. Agora, .!(v) é s.c. i. na topologia fraca, portanto 
.l(u) ~ lim inf .l(ttn,) =a, 
rt~e-oo 
então 11 é uma. $Olução de (1.6). 
Suponhamos que exisLam duas soluções u1 e u2 . Se .!(v) for estritamente 
convexo temos 
uma contradição . o 
Vamos agora cracterizar a solução de (1.6) quando J(v) é Gâ.t,eaux dife· 
renciá.vel. 
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i 
:j 
Teorema 1.2 Suponhamos que J( v) seja Gâteaux diferenciável com deri-
vada contínua J'( v). Então u E V é uma solução de (1.6) se e somente se 
(J'(u),v) =O para todo v E V. 
PROVA. Seu é uma solução de (1.6), então para. todo v E V e O < À < 1, 
temos 
J(u) ~ J(u +-\(v- u)) 
ou ainda 
1 
I[J(u +À( v- u))- J(u)] 2:: O. 
tomando o limite quando À--+ O temos (J'(u), v- u) 2:: O para qualquer v. 
Fazendo v' = 2u- v obtemos a desigualdade oposta, portanto ( J' ( u), v) = O 
para todo v. 
Agora supomos que (J'(u),v) =O para todo v. Como J(v) é convexa 
segue que, para O ~ À ~ 1, 
,\J(v) + (1- -\)J(u) ~ J(-\v + (1- -\)u) 
ou 
1 
J(v)- J(u) 2:: I[J(Ãv + (1- -\)u)- J(u)], 
novamente tomando o limite quando À --+ O, temos J(v)- J(u) 2:: O para 
qualquer v E V, então ué solução de (1.6). D 
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Capítulo 2 
Problema de Dirichlet 
Neste Capítulo faremos a formulação do problema de Dirichlet para o o-
perador p-Laplaciano, provaremos que este é equivalente a um problema 
de minimização em espaço de Banach. A partir desta nova formulação, a 
existência e a unicidade são demonstradas usando os teoremas de análise 
convexa do Capítulo 1. Como consequência natural obteremos também 
existência e unicidade para a formulação variacional. Em seguida estudare-
mos o método de elementos finitos para aproximar a solução do problema 
de Dirichlet. 
2.1 Formulação 
Definimos agora o seguinte problema de Dirichlet, encontrar u E V tal que 
-\l· (i"VuiP-2\Ju) =f em n, 
u lan =O, 
(2.1) 
onde f E V' e pé um número fixo, 1 < p < +oo. Denotaremos o operador 
p-Laplaciano por A(u): V~ V', 
(A(u),v) =lo !Vu!P-2\?u · \?vdx. (2.2) 
Obviamente 
(A(u),v) =(-"V· (IY'u!P- 2\?u),v) 
para qualquer v E V, assim podemos escrever a equação (2.1) como 
A(u) =f u E V e f E V'. 
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É necessário verificar que A( u) é de fato um elemento de V', isto é, 
para qualquer u E V, (A( u), · ) : V -t R deve definir um funcional linear 
limitado. Temos o seguinte lema que nos permite saber também a norma 
de A(u) em V'. 
Lema 2.1 Se u E V, com A(u) definido em (2.2), então A(u) E V' e 
IIA(u)ll* = llulli-1 · 
PROVA. Para todo v E V temos que 
I(A(u),v)l = lin IVuiP-2 \lu · \lvdxl, 
que por sua vez, usando a desigualdade de Holder, é menor ou igual que 
in j\7uj~'- 1 l\7vl dx ::; (in (IVujP-1) q dx) 1 /g (in j\7vj~' dx) 1/P 
Como (p- 1)q = p e 1/q = (p- 1)/p temos finalmente 
I(A(u), v )I < (in !Vu!P dx yp-1 )/p (in l\7viP dx r/p 
< llulli-1 llvll1· 
Além disso, obtemos a igualdade se seguirmos os mesmos cálculos com 
v= u, isto é, I(A(u),u)i = llulli e portanto IIA(u)ll* = llulli-1· D 
2.2 Existência e unicidade 
Antes de enunciarmos o teorema desta seção vamos definir o funcional 
J:V-tR 
J(v) = ~ f !Vv!~'dx- (f, v), 
pln 
onde (·, ·) denota o produto dual entre V' e V; e definir o problema de 
minimização, achar u E V tal que 
J(u) ~ J(v) Vv E V. (2.3) 
Vamos usar a equivalência da solução da equação (2.1) e do problema 
de minimização (2.3) para concluir sobre a existência e a unicidade. A 
formulação (2.3) também é muito útil do ponto de vista numérico pois nos 
permitirá desenvolver os métodos de Lagrangeano aumentado. 
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Teorema 2.1 Existe e é única a solução do problema (2.3) e da equação 
(2.1), esta solução é caracterizada pela equação 
r j\7ujP-2\7u. \7v dx = (f, v) ln Vv E V eu E V, 
que é chamada de formulação variacional da equação (2.1). 
PROVA. Outra forma de escrever o funcional J(u) é 
1 
J(u) = -llulli- (f,u), 
p 
(2.4) 
como p > 1, llulli é estritamente convexo e Gâteaux diferenciável em todo 
ponto. Portanto J( u) é contínuo, estritamente convexo e Gateaux diferen-
ciável cuja derivada é 
(J'(u),v) = (A(u)- j,v). 
Além disto, J( u) é coercivo, isto é, 
pOIS 
e p > 1. 
lim J(u) = +oo, 
lluliJ-++oo 
J(u);::: ~llulli -11/IIJulll p 
Segue dos Teoremas 1.1 e 1.2 que a solução é única e pode ser caracte-
rizada pela igualdade variacional (2.4), ou seja, 
( J' ( u)' v) = o Vv E V eu E V. 
o 
2.3 Eliticidade e Continuidade 
Grande parte dos resultados que vamos obter podem ser aplicados também 
a outros operadores não lineares. Particularmente os resultados das seções 
seguintes sobre a convergência do método de elementos finitos. Basicamente 
precisamos de duas características do operador A : V -t V', que A seja 
monotônico e Lipschitz contínuo para argumentos limitados. 
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Dizemos que A é fortemente monotônico se existe uma função estrita-
mente crescente x : [0, oo] --+ R com x(O) = O e limt-.oo x(t) = +oo tal 
que 
(A(u.)- A(v),u.- v);::: x(Jju- vjj)Jju- vil Vu.,v E V. 
Se tomarmos v= O, obtemos estimativas de coercividade 
(A(u.),u.) ~ x(Jjujj)Jjujj. 
Dizemos que A é Lipschitz contínuo para argumentos limitados se existe 
r(r) tal que 
IIA(u)- A(v)li*::; r(r)Jiu- vil 
com llvll :=; r e Jjujj :=; r. 
2.3.1 Monotonicidade 
Vv,Vu 
Provaremos nesta seção que o operador A que define o p-Laplaciano é mo-
notônico. Faremos esta demonstração quando A é um pouco mais geral, o 
caso do p-Laplaciano vem como consequência. 
Suponhamos que A(u): V--+ V' seja um operador tal que 
(A(u.),v) =in F(x, \lu)· \lvdx, (2.5) 
onde F(x,ry) : (D x Rn) --+ Rn satisfaz as seguintes condições em cada 
componente F;(x, "') 
F;(x,ry) E C0(D X Rn) n C1(D X (Rn- {0})), (2.6) 
F;(x, O)= O, (2.7) 
e a seguinte condição de eliticidade, existem p > 1 e 1 > O tais que 
~ 8F;( ) I lp-21 12 .~ 01 . x, TJ Ç; Ç.i ;::: I TJ Ç . 
•,J=l lJ 
(2.8) 
Provaremos que os operadores desta forma são fortemente monotônicos e 
que o p-La.placiano é um caso particular. 
Lema 2.2 O p-Laplaciano satisfaz as condições (2.5)-(2.8). 
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PROVA. No caso do p-Laplaciano F(x, 1]) = I7JIP-2ry e 
Obviamente as condições (2.6) e (2. 7) são satisfeitas. Definimos agora a 
matriz simétrica M com M;j = 8Fd8TJj· A desigualdade (2.8) pode ser 
obtida calculando o menor autovalor >.( 17) de !vi, isto porque 
Podemos escrever M = (p- 2) I7JIP- 4 7]7]t + I7Jip-Z I. Temos dois autoespaços, 
um gerado por 1] e o espaço ortogonal a 1], pois 
e se v j_ ry, 
Mv = ITJip-2v. 
Então o menor autovalor é >.(ry) = min{l,p- l}ITJIP-2. Portanto 
o 
Lema 2.3 Para um operador A satisfazendo (2.5)-(2.8), temos a > O tal 
que para qualquer 1] e ry' 
(F(x, 17)- F(x, ry')) · (17- ry') ~ a 177- ry'IP 
se p ~ 2 e 
(F(x,ry)- F(x,ry')) · (TJ- ry') ~a ITJ- ry'I 2(I7JI + l77'l)p-Z 
se 1 < p ~ 2. 
PROVA. Temos a seguinte identidade 
(F(x,ry)- F(x,ry')) · (17 -ry') = 11 ~F(x,ry'- t(ry -ry')) · (17 -ry') dt, 
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efetuando a derivação, 
e da condição (2.8) vem 
(F(x, 77)- F(x, 77')) · (77 -77') ~ 1i1J- 77'1 211 j(1- t)17' + t17ip- 2 dt 
{1/4 
2: 1177- 17'l 2 lo 1(1- t)7J' + t77lp- 2 dt. (2.9) 
Usaremos a seguinte desigualdade, 
~177- 77'1 :::; 1(1- t)77' + t77l (2.10) 
para O:::; t:::; 1/4. Então, se p- 2 2: O, 
(F(x,17)- F(x,17')) · (77 -77') 2: a: 177 -77'IP, 
que vem de (2.9) e (2.10). No caso em que p-2 :::; O, usaremos a desigualdade 
1(1- t)77' + t77l :::; 1771 + 177'1 
para O :::; t :::; 1, logo 
(F(x, 77)- F(x, 77')) · (77- 77') ~a: 177- 77112 (1771 + I77'1)P- 2 • 
o 
Nota 2.1 A desigualdade (2.10) não é um resultado imediato. É possível 
demonstrá-la, sem perda de generalidade, supondo 177'1 2: 1771 e com 77 = (1, O) 
e 77' = p(cosO,sinO). Substituindo em (2.10), verificamos que de fato a 
desigualdade vale para 1 < p, o :::; t :::; 1/4 e qualquer e. 
Com a ajuda das desigualdades do Lema 2.3 podemos provar dois resul-
tados. 
Teorema 2.2 Para p 2: 2 
(A(u)- A( v), u- v) 2: a:llu- vllf· 
l2 
PROVA. Como consequência direta do Lema 2.3 
k (F(x, \lu) -F(x, \lv)) ·(\lu- \lv) dx ~a k JVu- VvJP dx = aJJu- vJii· 
o 
Portanto, para p ~ 2, o operador A é uniformemente monotônico. 
Teorema 2.3 Para 1 < p :S 2 
PROVA. Pela desigualdade do Lema 2.3 temos 
(JVvJ + JVuJ?-P(F(x, \lu)- F(x, \lv)) ·(\lu- \lv) ~ aJVv- Vuj 2 , 
elevando a p/2 e integrando 
in (IV vi+ JVuj)'2-p)p/2 x 
[(F(x, \lu)- F(x, \lv)) ·(\lu- \1v)]PI2 dx ~ aJJv- ulli, 
usando a desigualdade de Holder em L21P(D,) e L212-P(f2), obtemos 
( f ) (2-p)/2 Jn (IV vi+ JVuJ)P dx 
(fn(F(x, \lu)- F(x, \lv)) ·(\lu- \lv) dx )P/2 ~ aJJv- uJJi, 
IIIVvJ + JVuJJii(2-p)/2 (A(u)- A( v), u- v)PI 2 ~ aJJv- uJJi, 
Elevando a 2/p obtemos finalmente 
(11Vvll 1 + 11Vull 1 )(2-p) (A( u)- A( v), u- v) ~ ali v- ull~· 
o 
No caso em que p < 2 o operador A é monotônico porém não de maneira 
uniforme, e só é possível obter uniformidade local, isto é, supondo u e v 
limitados. 
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2.3.2 Continuidade 
O fato do operador A ser Lipschitz contínuo em domínios limitados depende 
das estimativas de continuidade sobre F(x, 1] ). No caso do p-Laplaciano, 
isto é, F( x, 1]) = 1"7 IP- 2 7], temos as seguintes desigualdades. Existe uma 
constante f3 tal que para todo 1] e 1]1 
IF(x,ry)- F(x,ry')l ~ /31"7 -ry'l (1"71 + 1"7'1)P-2 , (2.11) 
com p ~ 2 e 
I F( X' 1]) - F( X' 1]1) I :s; /31"7 - ry'IP-1' 
com 1 < p ~ 2. Seguem os resultados sobre continuidade. 
Teorema 2.4 Para p ~ 2, existe f3 tal que 
PROVA. Temos 
liA( ) -A( )li = I(A(u)-A(v),w)l u . v * sup 11 11 ' wE~w#O W 1 
agora da desigualdade (2.11) vem 
I(A( u)- A( v), w )I :s; f3 k I \lu- V vi (IVul + IVvi)P-2 1\?wl dx, 
usando a desigualdade de Holder com q = pj(p- 1) 
(2.12) 
I(A(u)- A(v), w)l :s; f311v- ull1 (in (IVul + IVvl)q(p-2)1\?wlq dx) 1 /q, 
novamente usando Holder em LPfq(D,) e LPf(p-q)(D,) temos 
I(A(u)- A(v),w)l ~ f311v- uii1111Vul + 1Vvlllf-2 llwll 1 , 
de onde vem o resultado final 
o 
Teorema 2.5 Para 1 < p :s; 2 
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PROVA. Usando a desigualdade (2.12) e a de Hõlder vem 
o 
No último caso em que p < 2 o expoente p- 1 < 1 portanto não temos 
continuidade Lipschitz. 
Nota 2.2 Para obter (2.11) procedemos de forma similar ao que fizemos 
para (2.10), veja Nota 2.1. Definimos 
sem perda de generalidade supomos 1J = (1, O) e 1] 1 = p( cosO, sin B) com 
p ~ 1. Analisamos então a limitação de ifJ(p, O) quando p ---+ +oo e quando 
p---+ 1. A prova de (2.12) segue o mesmo princípio. 
2.4 Problema Aproximado 
De modo a simplificar as hipóteses vamos supor daqui por diante que n é 
um polígono de R 2 • Seja ~ um conjunto de triângulos T que formam uma 
triangulação de n, onde h é um parâmetro que denota o maior lado dentre 
todos os T, T E ~. Esta triangulação deve ser de tal forma que 7' c D 
para todo TE~' UrerhT = n e de forma que se T, T' E ~t então um dos 
seguintes casos ocorre: T n T' = 0, T n T' é igual a um vértice ou T n T' é 
igual a uma aresta. 
Dada esta triangulação definimos o espaço Vh, formado por funções po-
linomiais por partes, com 
Claramente Vh é subespaço de dimensão finita de V e sobre h definimos o 
problema aproximado, achar Uh E vh tal que 
(2.13) 
De fato Vh é um subespaço fechado, e da mesma forma que provamos 
que o problema (2.4) possui uma única solução, podemos argumentar que 
(2.13) também possui uma única solução. 
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Nota 2.3 Aproximações por elementos finitos de ordem superior a um po-
dem não trazer vantagem do ponto de visra do erro numérico. Isto porque 
mesmo com f e an muito regulares a soluçã.o u(x) pode ser pouco regular, 
isto é, pode ser que u tf V n W 2·P(D,). 
2.4.1 Convergência da aproximação 
Vamos demonstrar a convergência da soluçã.o do problema aproximado para 
a solução do problema original quando h -t O. Primeiramente nã.o faremos 
hipóteses adicionais sobre a regularidade da soluçã.o u(x ). Posteriormente, 
supondo que u(x) E W 2·P(D,), provaremos que o erro da aproximaçã.o é da 
ordem de h elevado a uma potência que depende de p. 
Seja Vh como definido anteiormente. Definimos agora o operador de 
interpolçã.o rrh : v -t vh, 
m 
Ihu = Lli(u)1/Ji,h(x), 
i=l 
onde 1/Ji,h(x), i= 1 ... m, formam uma base global para o espaço vh. 
Sempre que nos referirmos a h ~ O estaremos supondo que h tende 
a zero e que, na triangulação ~' os ângulos internos dos triângulos sao 
limitados inferiormente por uma constante O independente de h. 
Lema 2.4 Seu eu, são soluções de (2.4) e (2.13) então llu,ll1 ~ llull1. 
PROVA. Substituindo v, =uh em (2.13) e (2.4) obtemos 
(A(uh),uh) =(!,uh)= (A(u),uh), 
ou melhor, 
lluhllf ~ IIA(u)ll*lluhll1· 
Provamos no Lema 2.1 que IIA(u)ll* = llulli-1 e portanto lluhll1 ~ llull1. O 
Teorema 2.6 Se u e uh são soluções de (2.4) c (2.13) respectivamente, 
então !lu- u,lj 1 -tO quando h~ O. 
PROVA. Durante a demonstraçã.o usaremos o fato de que se <P E C0 (D,) 
então II<P- Ilh</YII 1 -t O quando h~ O. Além disso, 
(A(u)- A( uh), II~t<P- uh)= O 
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se tomarmos v = Ih</>- Uh nas equação (2.4) e (2.13) pois v E vh c v. 
Portanto, para p :2': 2, usando a coercividade e a continuidade para o 
operador A( u), 
o:llu- uhlli :S (A(u)- A(uh),u- uh) 
= (A(u)- A(uh),u- IIh</>) + (A(u)- A(uh),IIh</>- uh) 
:S ,B(IIull1 + llu~tii1)P- 2 IIu- uhll1llu- II~t</>ll1· 
Como vimos no lema acima, llu~tll 1 :::; llull1. Temos então que 
llu- uhlli-1 :S C(u)(llu- </>ll1 + 11</>- II~t</>111), 
onde C(u) é uma constante que depende apenas deu e não depende de h. 
Do mesmo modo para 1 < p :::; 2, 
o:llu- uhll~ :S ,B(IIull1 + llu~tii1) 2 -PIIu- uhll~-pllu- II~t</>llll 
e 
llu- uhlli :S C(u)(llu- </>ll1 + 114>- II~t</>111). 
Em ambos os casos, tomando h~ O e usando o fato de que C0 (f!) é den-
so em V, podemos fazer 11</>- II~t</>IJ 1 e iiu- </>JI 1 arbitrariamente pequenos, 
e isto demonstra que 
o 
lim llu- uhll 1 =O. h~O 
2.4.2 Estimativa de erro 
Para obter estimativas de erro sempre é necessário usar resultados de inter-
polação de funções em espaços de Sobolev. 
Se n é um aberto de R 2 e com fronteira Lipchitziana temos W 2·P(f!) C 
C 0 (f!), qualquer p > 1. Se os ângulos internos dos triângulos de ~ forem 
limitados inferiormente por O então temos a seguinte estimativa 
llu- II1tull1 :S "filullw2,ph, 
onde 1 independe de h e deu (mas não de 0). 
(2.14) 
Teorema 2. 7 Dada uma triangulação 'TJ" se u E V n W 2·P(f!) c se of! é 
uma fronteira Lipschitziana, então temos as seguintes estimativas de erro 
llu- uhl11 
llu- uhll1 
_1 E::3. 1 
< CIJull~;},p lluJIC 1 hp-l 
_1 ~I 
< CJiuii:VJ.p llullrp hJ-p 
onde C independente de h e deu. 
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para p :2': 2 
para 1 < p:::; 2. 
PROVA. Esta demonstraçã.o segue de forma. análoga à do Teorema. 2.6. 
Das equações (2.13) e (2.4) tiramos que 
e que 
(A(u)- A( uh), u- IIhu) 
+ (A(u)- A( uh), IIhu- uh) 
(A(u)- A( uh), u- IIhu). 
Para p;::: 2, usando que lluhll 1 ::; llull 1 e (2.14) 
allu- uhlli ::; 
::; ,B(IIulll + lluhii1)P- 2 IIu- uhll1llu- IIhull1 
::; 2P-2 ,B!IIulli- 2 llullw~."llu- uhiiJ~. 
de onde segue o resultado acima com C = (2P- 2 ~~ ) 1/(r-l). 
Para 1 < p ::; 2 
allu- uhll~ ::; 
::; ,B(IIulll + lluhlll?-PIIu- uhlli-1 llu- IIhull 1 
::; 22-p ,81liull~-plluiiw2,p llu- uhlli- 1 h. 
e encontramos a estimativa de erro do teorema com C= (22-r~/) 1 1(3 -rl. D 
Nota 2.4 É possível obter estimativas de erro ótimas supondo mais regu-
laridade sobre a solução u( x). Entendemos por estimativas de erro ótimas 
aquelas que sã.o da. ordem de h, já que estamos usando interpolaçã.o de 
ordem um. Resultado neste sentido pode ser encontrado em [1], onde se 
demonstram estimativas de erro ótimas com u E W 3 •1(D) n C 2•(2-r)/P(D), 
para p::; 2, eu E W 1·=(n) n W 2•2(D), para p;::: 2. 
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Capítulo 3 
Equação de Evolução 
Neste capítulo estudaremos existência, unicidade e solução numérica de uma 
equação de evolução envolvendo o operador p-Laplaciano com p ~ 2. Prova-
remos que esta solução é contínua no tempo se o termo forçante é Lipschit2 
no tempo. Obteremos também estimativas de erro para o problema discre-
tizado no tempo e no espaço . 
3.1 Formulação do Problema 
Seja A : V ~ V' o operador p-Laplaciano e V = W~·P(f2) definidos ante-
rior·mente onde n é um aberto convexo de R2 • Durante todo este capítulo 
estaremos supondo que p ~ 2. 
Consideremos o seguinte problema de evolução 
~~ +A( u) = f(x, t) u E L00 [(0, T), V], 
u(x, t) lan =O t E (0, T], 
u(x, O) = uo(x) uo E V, 
onde u0 E V e f : [0, T] ~ L 2 (!1) é Lipschitz, isto é, existe L constante tal 
que lif(t)- f(t')li 2 ~ Lit- t'i qualquer t, t' E [0, T]. 
Diremos que du(x, t)j dt é a derivada de u(x, t) com respeito ao tempo 
se du/ dt satisfaz 
lim 11 u(t + .6.)- u(t) - du(t) 11 =O 
.l-+0 .6. dt 2 
com t E (0, T). 
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A função u(x, t) E V é uma solução do problema acima se para todo 
t E (0, T] 
(~~,v)+ (A(u), v)= (f, v), em L=[o, T], Vv E L2 (n) (3.1) 
u(x, t) lan =O t E (0, T], (3.2) 
(u(O), v) = (u0 , v) Vv E L2 (n). (3.3) 
Isto é, entendemos a derivada com respeito a variável t no sentido pontual, 
e dizemos que u é uma solução se a equação (3.1) é satisfeita como uma 
igualdade em L=[o, T]. 
Provaremos que o problema (3.1)-(3.3) tem solução única se u0 E V e 
\7 · (l\7u0 IP-2 \7u0 ) E L 2 (n). Além disso temos que a solução u E C[O, T, V] 
e dujdt E L 2 [0, T, V]. 
Construiremos primeiramente uma sequência u; da seguinte forma. Seja 
t; = itlt, i= O ... n, Llt = T/n, formando uma partição uniforme de [0, T]. 
Para i = 1 ... n, dado u;_1 , definimos u; E V tal que 
(u; ~~i-1 ,v)+ (A(u;),v) =(f;, v) Vv E V (3.4) 
onde f; = f(x, i;) e uo é a condição inicial do problema (3.1)-(3.3). 
A idéia é construir uma função a partir de uma interpolação linear desta 
sequência na variável t de modo a obter a solução do problema original 
quando Llt --+ O. 
3.2 Resultados Preliminares 
Nesta seção provaremos uma série de lemas que usaremos no teorema de 
existência. Observemos primeiramente que V Ç L2 Ç V' pois p 2:: 2. 
Este fato será de grande importância, por isso é essencial que p 2:: 2. Outra 
hipótese que usaremos frequentemente é sobre a regularidade do dado inicial, 
A( u 0 ) E L 2 • Embora não esteja explícito, esta hipótese é importante para 
demonstrar o Lema 3.2 que será usado para obter quase todos os outros 
resultados. 
Lema 3.1 Para cada partição t;} z 
única sequência u; em V. 
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O ... n} a equaçao (3.4) gera uma 
PROVA. A equação (3.4) pode ser reescrita como 
(u;, v) - (ui-b v)+ .6-t(A( ui), v)- .6-t(fi, v) =O Vv E V. 
Definimos o funcionai G : V ~ V' 
1 1 
G(u) = -llull~- (ui-1,u) + .6-t(-llulli- (f,u)). 
2 p 
Da mesma forma que no capítulo anterior, temos que Ui é solução da equação 
(3.4) se e somente seu; é mínimo do funcional G(u). Agora, o mínimo de 
G( u) existe e é único pois G( u) é estritamente convexo, contínuo e coercivo. 
Portanto a sequência ui está bem definida em V. O 
Nas demonstrações a seguir C representa uma constante genérica que 
depende apenas de f e u0 . 
Provaremos que u; é uma sequência limitada em L2 (D). 
Lema 3.2 Se A(u0 ) E L2 (D) e f(x, t) E C[O, T, L2(D)] é Lipschitz na va-
riável t então existe uma constante C, que depende apenas de f e u0 , tal 
que 
11 U; ~~i-1 t ~ C, 
e além disso, ll·u;ll 2 ::; TC + lluoll 2 , i= 1 ... n. 
PROVA. Na equação (3.4) podemos substituir v= Ui- u;_1 , 
fui- Ui-1 ) 
\ .6-t ,ui- Ui-1 + (A(ui),ui- Ui-1) (fi, Ui- Ui-1), 
I Ui-1 - Ui-2 ) ( ( ) ) \ .6-t 'Ui - Ui-1 + A Ui-1 '1lj - Ui-1 
Subtraindo estas duas equações temos 
I Uj- Ui-1 ) \ .6-t ,ui- Ui-1 + (A(ui)- A(ui-1),u;- Ui-t) = 
I Ui-1 - Ui-2 ) (f f ) \ .6-t 'Ui - Ui-1 + i - i-1, Uj - Ui-1 · 
Como A(u) é um operador monótono, (A(ui)- A(ui-t),ui- Ui-d >O, 
temos 
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e f é Lipschitz, portanto, 
onde L é a constante de Lipschitz. 
Da mesma forma, podemos usar sucessivamente esta desigualdade para 
obter 
Resta provar que de fato llu1 - uoll 2 / l:l.t é limitado. Contudo, usando nova-
mente (3.4) com v = u1 - uo temos 
Jlu1 - uoil; l:l.t + (A(ul)- A(uo),ul- uo) = (f11u1- uo)- (A(uo),ul- uo), 
e como (A(u1)- A(uo), u1 - uo) 2:: O temos 
Jlu1 ~tuoll; s; llf11i 2 llu1 - uoJI 2 +I lo \7 · (j\7uolp-2\7uo)( u1 - uo)d:z:l' 
portanto 
''
u
1
;;: uo'' s; max Jlf(t)ll 2 + IIA(uo)il 2, i 2 tE[O,T) 
e concluímos que 
11 Ui ~~i-1 11 s; C 
onde C = TL + maxtE[O,TJiif(t)11 2 + JIA(uo)JI 2 • Agora, para provar que a 
sequência Ui é limitada basta notar que para i =O ... n 
o 
lluill2 < llui- u;-1JI2 + · · · + llu1 - uoi12 + lluoi12 
s; nl:l.tC + JluoJI 2 = TC + JluoJI 2. 
Faremos agora uma observação que nos permitirá simplificar as demons-
trações a seguir. Observamos que pela equação (3.4) temos (A( ui), v) 
(li, v) para todo v E V, se fizermos 
f. _ Ui-1 - Ui !· 
' - l:l.t + '. 
De modo que podemos definir uma extensão de A( ui) sobre L 2(D.) definindo 
(A( ui), v) = (l;, v), Vv E L2 (D.). Além disso, 
111;112 s; 11 Ui-~~ Ui 112 + IIJ;II2· 
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,· -· " ,: ·- ''") 
I 
l 
Agora. f é Lipschitz em [0, T], porta.nto limi tada, e pelo Lema 3.2 podemos 
concluir que 111, 112 $C. Isto nos dá o scgui 11 te lema. 
Lema 3.3 E:ristc I, E L2(n) wm IIA(u,)ll2 = 111,117 $ C tal que, para 
qualquer v E L~(n), {A(u;), u) = (/., u). 
Vamos obter agora. a. limitação da sequéncia. u; na norma.ll·ll 1 • 
Lema 3.4 Exi.stc ttma constante C, deJ>Cndcndo apenas de f e ·ua, la/ qtte 
llu.dl 1 S C, i= O .. . n. 
PROVA. Usando o resultado do Capítulo 2 sobt·e a coercivida.de de A(u), 
tem-se, para. i = 1 ... n, 
allu; - Uoll~ $ (A(u;) - A(Uo),u,- uo) = (1, - i(,, u,- Uo} 
$ (11/;lb + ll1oll2)llu;- uoll2 $ C. 
Portanto llu;- uoll 1 $C. Agora 
llu; llt $ llu; - uall, + lltloll1 $ C, 
o que conclui a demonslração. O 
Definiremos agora funções u.(t) e y,(l) como interpolações da sequência 
u, na. variável t da. seguinte -forma. 
Seja t;, i = O .•. n, a partição de [0, Tj que usamos anteriormente, com 
espaçamento regular ó,.t. Definimos uma. interpolação linear por partes 
u,.(t) e uma intc~polação constante por partes u.(t), 
Ut+l - Uj 
un(l) = !!. . (t - l;) + u;, 
,.f. 
y,(t) = u,+., 
para. t, < t $ t,+•• i =O . .. n- l, onde !!,(0) = uo. 
Pelo Lema 3.2 sabemos que as funções u,.(t), .!!.,(t) e du~(t)/dt são todas 
limitadas no intervalo [0, T] em L1(fl), isto é, todas pertencem ao espaço 
L00[0, T, L2(fl)]. 
Provaremos agora que as funções u,.(t) e y,,(t) se aproximam à medida 
q ue refinamos a pa.rtição, isto é quando n --+ oo. 
Lema 3.5 Sejam «n(l) e !!,(t) definido.s acima, então 
C1' llu.(t) - !!,.(t)ll, $ -. 
n 
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PROVA. Para i tal que t; < t :::; ti+l temos 
observando que J(t - ti) - ~ntl :::; T /n e usando o Lema 3.2 obtemos o 
resultado final. O 
O seguinte resultado é de grande importância. 
Lema 3.6 A sequência formada po1· Un quando n ---+ oo converge para u E 
C[O, T, L2 (n)] n VX>[O, T, L2(n)]. 
PROVA. Provaremos que un é uma sequência de Cauchy em C[O, T, L2(fl)]n 
L00 [0, T, L2 (n)]. 
Tomamos duas funções desta sequência Un e Um que foram definidas a 
partir de duas partições de [0, T], respectivamente, t;, com i = O ... n, e tk, 
com k =O ... m. Se tomarmos tE [0, T], com t; < t:::; ti+l e tk < t :::; tk+l, 
temos 
( d;tn ,v)+ (A(ui+l),v) = (Ji+llv), 
( d~; ,v)+ (A(uk+l),v) = (Jk+1,v) 
fazendo v= un(t)- um(t) e subtraindo, obtemos 
1 d 2 2 dt (JJun(t)- Um(t)JJ 2)+ 
Vv E V. 
(A('ui+l)- A( Uk+l), Un- Um) = (J;+l - fk+1 1 Un- Um)· 
1 d 2 2 dt (llun(t)- Um(t)JJ 2)+ 
(A(ui+l)- A(uk+l),un -.Y.n) + (A(ui+l)- A(uk+l),ui+l- Uk+l)-
(A(u;+l)- A(uk+l), Um -.Y.m) = (Ji+l- fk+l 1 Un- Um), 
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onde sabemos que (A(u;+1)- A(uk+l), u.;+1 - uk+l) 2: O, então 
1 d 2 2 dt (\\un(t)- Um(t)\1 2) ~ 
\(A( Ui+l) -A( Uk+l), Un- Y.n)\ + \(A( Ui+l)- A( Uk+l), Um- lfm)\ + 
\(fi+l- fk+l' Un- Um)\. (3.5) 
Vamos agora achar limitantes para os termos do lado direito desta ex-
pressão . Usando os Lemas 3.3 e 3.5 temos 
Da mesma forma 
Para o último termo em (3.5) usamos o fato de f(t) ser Lipschitz em t e 
que Un e Um estão em L=[o, T, L 2(!1)]. Temos então 
\ (fi+l - fk+l' Un - Um)\ 
~ L\ti+l- tk+l\\\un(t)- Um(t)\\ 2 
:::; Lmax{6..nt,6..mt}\lun(t)- um(t)\\ 2 ~ LTC (~ + ~). 
Agora usamos estas desigualdades na. equação (3.5) obtemos 
1d 2 1 (1 1) 
--d (\\un(t)- Um(t)\\ 2 ) ~ TC(L + 1) - +- , 2 t n m 
e como un(O) = uo e Um(O) = Uo, \lun(O)- um(0)\1 2 = O. Integrando a. 
expressão acima. no intervalo [0, t] achamos 
\lun(t)- Um(t)\\ 2 ~ 2T2C(L + 1) (~ + ~). (3.6) 
A sequência un(t) está em C[O, T, L2(!1)] n L00 [0, T, L2 (!1)], e pelo resultado 
acima un(t) é Cauchy em L=[o, T, L2 (!1)]. Como esta sequência converge 
uniformemente na variável t o seu limite u(x, t) está em C[O, T, L2 (!1)]n 
L=[o, T, L 2 (!1)]. o 
Até este ponto não sabemos realmente se u é a solução de (3.1 )--(3.3). 
Vamos enunciar agora. o último resultado antes de demonstrar o teorema 
principal. 
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Lema 3. 7 A sequência lln converge para u em U"'[O, T, V], e 
lim A(un(t)) = A(u(t)) 
n-+oo 
em L=[o,T, V']. 
PROVA. Pela própria definição de lln e Y:.m temos, para t; < t ::; ti+l e 
tk < t::; tk+l, 
aiiY:.n ( t) - Y:.m ( t) I li < ( A(Y:.n) - A(Y:.m), Y:.n - 11m) 
< (jjli+1ll2 + jjlk+III2)II11n(t)- llm(t)jj2 
< C(lllin- Unll2 + iiun- Umll2 + llum- Y:.mll2). 
Portanto vemos que l!cn é uma sequência de Cauchy em L00 [0, T, V] e con-
verge para um elemento 11 neste espaço. Mas este limite tem que ser igual 
a u, isto porque pelos Lemas 3.5 e 3.6 as sequências un(t) e l!cn(t) tem o 
mesmo limite em L2 (D), isto é u(t) = y(t). Deste modo sabemos agora que 
u(t) E L=[o, 1', V]. Além disto temos 
IIA(yn)- A(u)ii* 
::; ,B(IIYn(t)lll + liu(t)lll)P-2IIJJ.n(t)- u(t)lll 
::; CIIJJ.n(t)- u(t)jjl' 
o que completa a prova pois a sequência Yn converge para u em L=[o, T, V]. 
o 
Como uma observação do lema acima, sabemos que para v E V fixo 
temos que limn-+oo(A(un(t)),v) = (A(u(t)),v) uniformemente em [O,T]. 
3.3 Existência e Unicidade 
Usando os resultados da seção anterior temos o seguinte teorema. 
Teorema 3.1 O problema (3.1)-(3.3) possui uma única solução u(t,x) se 
f(x, t) E L2(D) é Lipschitz, u0 E V e V· (IVu0 jP-2\Ju0 ) E L2(D). Além 
disso, com estas hipóteses, u E C[O, T, V]. 
PROVA. Pela definição de Un e Yn podemos reescrever a equação (3.4) 
como 
\ d~n, v)+ (A(11,.), v)= (Ji+l, v), VvE V, 
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onde ti < t ~ ti+l· 
Tomando o limite quando n --t oo, 
lim ( ddun, v)+ (A(u), v)= (f, v), 
n-+oo t Vv E V, (3.7) 
uniformemente no intervalo [O,T], pois A(~11.) --t A(u) em L 00 [0,T, ~/']e f 
é Lipschitz, para qualquer t E [0, T], ti < t ~ ti+l, 
lim llfi+l - f(t)11 2 < lim Ljti- tj n-+oo n--+oo 
< lim LT =O. 
n-+oo n 
Pelo Lema 3.2, dun/ dt é uma sequência limitada em L=[o, T, L2 (D)]. 
Para cada t E [0, T] existe uma subsequência de dun(t)j dt E L2 (D) que 
converge fraco para um w(t) E L2 (D). Então temos 
(w(t),v) + (A(u),v) =(f, v) Vv E V. (3.8) 
Contudo, w( t) é independente da subsequência tomada, isto porque, dados 
u(t) e f(t) fixos, existe um único w(t) que satisfaz a equação acima., pois 
trata-se de uma. igualdade entre elementos de V', então toda a. sequôncia 
dun(t)jdt converge fraco para w(t). Como o limite fraco de uma sequência 
de funções uniformemente limitada também é uma função uniformemente 
limitada então w(t) E L=[o, T, L2 (D)]. 
Agora podemos ver que A( u) E L 2 ( D) pois para. todo v 
(A(u),v) =(!,v)- (w(t),v) Vv E L2 (D). 
Usando a equação (3.8) em t, t' E [0, T] temos 
(w(t)- w(t'), v)+ (A(u(t))- A(u(t')), v)= (f(t)- f(t'), v) Vv E V. 
Em particular para v = u(t)- u(t') e usando a coercividade, 
allu(t)- u(t')lli ~ (A(u(t))- A(u(t')),u(t)- u(t')) 
= ( -w(t) + w(t') + f(t)- f(t'), u(t)- u(t')) 
~ (llw(t)- w(t')ll2 + llf(t)- f(t')ll2)11u(t)- u(t')ll2 
~ Cllu(t)- u(t')ll 2. 
Então, pelo Lema 3.6, 
lim llu(t)- u(t')ll 1 =O, t-+t 1 
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logo u E C[O, T, V]. 
Para sabermos se u(x, t) é de fato a solução do problema (3.1) resta 
mostrar que du(t)jdt = w(t) em L00 [0, T, L2 (!1)]. Defina 
u*(t) = lat w(s) ds + u0 , 
então 
(un(t)- u*(t), v) =in fot ( d:tn - w) v ds dx. 
Sabemos que dunfdt e w E L00 [0, T, L2 (!1)] de modo que invertendo a ordem 
de integração 
(un(t)- u*(t), v) = fot ( d~n - w, v) ds. 
Das equações (3.7) e (3.8) sabemos que (dunfdt, v)--+ (w, v) uniformemente 
em [0, T], assim 
lim (un(t)- u*(t), v) =O. 
n-+oo 
Finalmente, isto nos dá que 
u(t) = lat w(s) ds + u0 
e portanto du(t)jdt = w(t) em L=[o, T, L2(!1)], o que completa a prova da 
existência. 
Para provar a unicidade vamos supor que existam duas soluções u e u. 
Então temos 
f du du ) • \dt- dt'v +(A(u)-A(u),v)=O Vv E V, 
fazendo v= u- u e usando a monotonicidade de A(u), 
~ (llu- ull;) $ o. 
Portanto, llu- ull~ é uma função decrescente e positiva, 
o$ llu(t)- u(t)ll~ $ llu(O)- u(O)II~ =o, 
então u(t) = u(t), o que completa a prova. o 
28 
i 
,, 
3.4 Aproximação por elementos finitos 
Vamos obter aqui a convergência e o erro da aproximação do método de 
elementos finitos aplicado ao problema de evolução totalmente discretizado. 
Sejam agora o espaço Vh e o operador de interpolação Ih : V -t Vh como 
definidos no Capítulo 2. Novamente, tomamos Ui como a sequência gerada 
pela equação (3.4) com ó.t = T fn. 
A aproximação do problema de evolução será construída da seguinte 
forma. Consideremos a sequência ui (X) E vh dada por 
(3.9) 
para i 2: 1, e 
(3.10) 
para i = O. Escrevemos a solução aproximada do problema (3.1) como a 
interpolação linear desta sequência na variável t. Então , dados Th e n 
definimos a solução aproximada Un,h(x, t) como 
Un,h(x, t) = Ui+t(x~~ Ui(x)t + Ui(x), ió.t ~ t ~(i+ 1)ó.t (3.11) 
para i = O ... n - 1. 
Com o propósito de demonstrar a convergência da solução aproximada 
definiremos também uma sequência wi da seguinte forma 
(3.12) 
A sequência wi é uma aproximação, no espaço vh' da sequência Uj gerada 
por (3.4). 
Lema 3.8 A sequência Wi(x) é limitada em V, isto é, 11Wdl 1 ~ C para 
i= 0 .. . n. 
PROVA. Pela definição de Wi em (3.12), (A(Wi), vh) = (A( ui), vh) para 
todo Vh E vh. Agora 
(A(ui),vh) = (fi,vh)- (ui ~~i-l ,vh), 
substituindo Vh = Wi temos 
j(A(Wi), Wi)l 
IIWilli 
29 
e, como IIWill2 :::; C'IIW;II 11 temos 
IIW;IIi-1 :::; C' (11 Uj ~~i- 1 112 + llhll2) ' 
e pelo Lema 3.3 o lado direito é limitado, portanto !IW;II1 :::; C. O 
Lema 3.9 llui- W;!l 1 :::; Cllu;- Ihudli/(p-l). 
PROVA. Por (3.12), temos (A(Wi)- A( ui), Ihui- W;) = O para vh = 
Ihu;- W;, então 
Usando as propriedades do operador A( u), 
allv·i- W;!li :::; (A(W;)- A( u;), u;- W;) 
:S ,B(IIudl1 + 11Wdlt?-2llui- Will2llu;- IIhuill1· 
Pelo Lema 3.8 IJW;IJ1 :::; C, concluímos finalmente que 
o 
PROVA. Esta demonstração é muito similar à prova do Lema 3.2. Podemos 
segui-la, substituindo u; por U; até concluirmos que 
Resta provar que de fato IIU1- U0 / ~t11 2 é limitado. Da mesma forma que 
fizemos anteriormente, usando (3.9) com VJt = U1 - U0 , temos 
IIU1- Uoll~ ~t + (A(Ut)- A(Uo), U1- Uo) = (!1, U1- Uo)- (A(Uo), U1- Uo). 
Sabemos pela equação (3.10) que (A(Uo), U1 - U0 ) = (A( uo), U1 - U0 ) e 
como (A(Ut) - A(U0 ), U1 - U0 ) 2: O, temos 
IIU1- Uoll~ ~t :S llflii2IIU1- Uoll 2 + IIA(uo)II2IIU1- Uoll2, 
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pois estamos supondo que A( u0 ) E L2 (D). Assim 
11 
U1- Uo 11 !::,. S max llf(t)112 + IIA(uo)ll2, t 2 tE[O,T) 
que é a mesma limitação que obtivemos no Lema 3.2. D 
Provados estes lemas vamos demonstrar a convergência de U n,h ( x, t) para 
a solução u(x, t) quando h~ O e n -4 oo. 
Da equação (3.4) e da definição de W; em (3.12) temos que 
\ u; ~~i-l, vh) + (A(W;), vh) = (!;,v h) 
subtraindo a equação (3.9) da expressão anterior e tomando VJt = W; - U;, 
ju;- u;-1 U;- Ui-l ) \ t::.t - t::.t , W;- U; + (A(W;) - A(U;), T1';- U;) =O, 
como o último termo é positivo temos 
I u;- Ui-l - U;- Ui-l TV:·- u-) <o. 
\ t::.t t::.t ' t t - (3.13) 
Observamos novamente que, para t; < t S t;+1 , 
dun(t) Ui+l - u; 
dt t::.t 
e 
dUn,h(t) ui+l- U; 
dt I.:::,. i 
O que queremos primeiro é uma estimativa para llun- Un,hll 2 ; com este 
propósito vem 
(3.14) 
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onde na última passagem usamos (3.13). 
Pelos Lemas 3.2 e 3.10 temos 
11 
dun _ dUn,h 11 < C 
dt dt - ) 
2 
então 
1
/ dun _ dUn,h u _ W:·)l < Cjju _ W:jj \ dt dt ' n t - n t 2 
e 
1
/ dun dUnh )I j \ dt- ---Jj-' U;- Un,h ~ CjjUi- Un,h j2 . 
Agora podemos fazer novas estimativas sobre Jlun(t)- W;jj 2 , 
e de modo similar 
JIUn(t)- U;jj 2 11 U;+~~ Ui (t- t;) + U;- U;t 
< LltiiU;+~~ U;ll2 ~ Cllt. 
Voltando à. equação (3.14), para t E [0, T], 
d 2 
dt (llun(t)- Un,h(t)ll2) ~ C(Llt + O~i~~ JJu;- vV;JJ2), 
integrando no intervalo de O a. t, 
Lembrando que Un,h(O) = Wo c que un(O) = u0 temos finalmente 
Com este resultado e com a equação (3.6) do Lema. 3.6, podemos provar 
o seguinte teorema, onde h ~ O denota. o refinamento da. triangulação T,. 
que definimos no Capítulo 2. 
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Teorema 3.2 Se u(x, t) é a solução de (3.1)-(3.2) e Un,h é a aproximação 
numérica definida em (3.11), então o erro na norma L=[o, T, L2(!1)] pode 
ser estimado por 
Além disto, temos convergência quando h~ O e n -t oo. 
PROVA. A partir de (3.6), se tomarmos m -t oo, obtemos 
JJu(t)- Un(t)JJ~ :S C'~t. 
Usando a desigualdade 2ab:::; a2 + b2 , temos 
JJu(t)- Un,h(t)JJ~ :S 2(JJu(t)- Un(t)JJ~ + JJun(t)- Un,h(t)JJ~) 
:S C'~t + C(~t + 0~;'~~ JJu;- W;JJ 2 ) + 2JJuo- WoJJ~, 
de onde segue o primeiro resultado do teorema. 
Como vimos no Capitulo 2, 
lim JJu;- W;JJ 2 =O, h~O 
pois u; E V, fica claro então que 
lim (lim JJu(t)- Un,h(t)Jl 2 ) =O b.t--+0 h~O 
uniformemente em [0, T]. O 
Para obter estimativas de erro como função do parâmetro h devemos 
supor mais regularidade sobre u;. Caso u; E {!l/2•P(f'2), podemos usar o 
Lema 3.9 e (2.14) de modo a obter 
ll u·- W:·Jl < C'Jiu·- W:·Jl < C'JJu·- rr, u·JI 1/(p- 1) < CJJu·JI h1/(p- 1) a a 2 - ' ' 1 - ' l ' 1 - ' W2,p ' 
que substituído na estimativa de erro nos dá 
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onde À é o multiplicador de Lagrange. 
Escrevendo o problema penalizado e mantendo a restrição Dv - z = O 
temos 
min {F(z) + G(v) + ~IIDv- zll~}, (v,z)EW 2 
que é obviamente equivalente ao problema original. Chamaremos o Lagran-
geano do problema penalizado de Lagrangeano aumentado, dado por 
r 2 Cr(v,z,À) = F(z) + G(v) + (À,Dv- z) + 2IIDv- zjj 2 • 
O problema original é portanto equivalente a 
max{ min L:r( v, z, À)}, 
>.EH' vEV,zEH 
e este resultado é conhecido da teoria de dualidade para programação con-
vexa. 
Chamemos </J(À) = minveV,zEf!{Cr(v, z, À)}, então procuramos maximi-
zar </J(À). O fato importante que nos permite criar um algoritmo é que 
onde (v>.,z.x) é o mínimo de Cr(v,z,À). 
Inspirado no método do gradiente, propomos a seguinte idéia para resol-
ver o problema original. Dado um Ài calculamos (Vi, Zi) tal que minimizem 
Cr( v, z, À), e então atualizamos o multiplicador de Lagrange Ài por 
onde p é o passo. Este algoritmo é comumente chamado de algoritmo de 
Uzawa. 
Existem várias formas do problema ( 4.1), com diferentes hipóteses sobre 
os funcionais F e G. Na seção seguinte aplicaremos estas idéias para o 
problema de Dirichlet do Capítulo 2. 
4.2 Aplicação ao p-Laplaciano 
Inicialmente tínhamos o problema de Dirichlet (2.4) e o problema aproxi-
mado (2.13), que é equivalente ao problema de minimização 
(4.2) 
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onde 
J( VJt) = ~ r j\7vhJPdx- (f, VJt). 
p ln 
Os Vh E vh são funções lineares por partes. Desse modo \7vh E Lh é uma 
função vetorial constante por partes, onde definimos Lh da. seguinte forma 
Estaremos trabalhando sempre com funções nos espaços V,, e Lh; de 
modo a simplificar a notação, omitiremos o subíndice h destas funções. 
Agora, escreveremos um problema equivalente a ( 4.2) substituindo \7v 
por z E Lh e impondo que \7v - z = O como uma restrição ao problema. 
Definimos o seguinte funcional 
j(v,z) = ~ r lzJPdx- (!,v) 
p ln 
e o problema de minimização 
min j(v,z), 
(v,z)EW 
( 4.3) 
onde W = {(v, z) tal que \7v- z = 0}. Obviamente este problema é equi-
valente ao problema original, pois j(v, \7v) = J(v). 
Escrevemos então o Lagrangeano desta nova formulação como 
L( v, z, fl) = j(v, z) +lo fl· (\7v- z)dx, 
onde fl E Lh, e definimos também o Lagrangeano aumentado 
Com base na discussão da seção anterior, propomos o seguinte algoritmo 
para resolver ( 4 .2). 
Algoritmo 4.1 (Uzawa) Seja Ào E Lh dado inicialmente, conhecido Àn 
calculamos Un c Yn de forma que 
( 4.4) 
e em seguida atualizamos Àn por 
(4.5) 
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Este algoritmo procura (u, y, À) tal que resolva o problema irrestrito 
max{min.Cr(v, z, JL)}, 
J.L (v,z) 
usando o método do gradiente. 
Nota 4.1 O passo (4.4) possui uma única solução ( Un, Yn) para qualquer 
Àn fixo. Além disso a derivada com respeito a (v, z) no ponto ( u, y) é 
.C'r(u, y, À)· (v, z) = (JyJP-2y, z) + r(\i'u- y, \?v- z) -(!,v)+ (À, \?v- z). 
Notamos que .Cr( v, z, p) é estritamente convexo em (v, z) enquanto .C( v, z, JL) 
é linear na variável v. 
Provaremos agora que de fato o algoritmo ( 4.1) converge para a solução 
de(4.3). 
Teorema 4.1 Se O < r1 ::; Pn ::; r2 < 2r para todo n 2: O, então para 
qualquer Ào E Lh, o algoritmo ( 4.4)-( 4.5) converge para a solução de ( 4.3), 
isto é, Un ~ u. Além disso, Yn ~ \lu e Àn ~ JVuJP-2\?u. 
PROVA. Seja B(z) = lzlP- 2 z. Notamos que a solução (u,y) de (4.3) pode 
ser caracterizada pela equação 
(B(y), z) + r(\i'u- y, \?v- z) =(!,v)- (À, \?v- z), 
V( v, z) E vh X L,t) (4.6) 
onde \lu- y = O, para algum À E Lh. Da mesma forma podemos caracte-
rizar a solução de ( 4.4) por 
(B(yn), z) + r(\i'un- Yn, \?v- z) = (f, V)- (Àn, \i'vn- z), 
V(v,z)EVhxLh,· (4.7) 
Subtraindo ( 4.6) de ( 4. 7) e denotando fln = Yn- y, Un = Un- u, Xn = Àn- À, 
temos 
onde substituimos z = fln e v = Un. Por outro lado, como \lu - y = O, 
podemos escrever 
À= À+ Pn(\i'u- y), 
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subtraindo de ( 4.5) temos 
e tomando a norma em ambos os lados, 
Usando agora esta equação e (4.8) temos 
como (B(yn)- B(y), fln) ~ O, se O < r1 ::; Pn e Pn ::; r2 < 2r, temos que 
- 2 - 2 - 2 li>•nll 2 2:: 11Àn+tll2 • Portanto 11Ànll 2 é uma sequência que converge para. um 
valor positivo, deste modo 
Da forma como limitamos Pn podemos concluir agora que 
lim 
n--+oo 
lim 
n--+oo 
(B(yn)- B(y), Yn) =O, 
I!Vun- Ynll2 =O, 
(4.9) 
( 4.10) 
onde, no segundo limite, usamos novamente que \lu- y =O. Observamos 
que (B(yn) - B(y ), Yn) = IIYn- vil~ e portanto ( 4.9) implica que Yn ~ y. 
Então ( 4.10) implica que 
lim 11Vunll 2 =O, n--+oo 
e como Un E Ví1 , isto nos dá que de fato Un ~ u como queríamos. 
Resta demonstrar que Àn ~ jVuiP-2 '\lu. Tomando o limite quando 
n ~ oo na equação ( 4. 7) com v = O temos 
lim (B(yn)- Àn, z) = O 
n--+oo 
então de fato Àn ~ B('Vu). O 
Como uma propriedade interessante do algoritmo ( 4.1) temos o seguinte 
resultado. 
Teorema 4.2 Para o caso em que p = 2 e Pn =r o algoritmo (4.4)--(4.5) 
converge em duas iterações . 
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PROVA. Neste caso B(z) = z. Como no teorema anterior podemos subtrair 
equação (4.6) de (4.7), 
(y.,, z) + r('\7un- y.,, '\7v- z) = -(X.,, '\7v- z), V( v, z) E Vh x L h, ( 4.11) 
para n ~ O, de modo que tomando z = O e depois v = O temos 
r('\7un- fln, '\7v) = -(Xn, '\7v), Vv E Vh, 
(fln, z) - r('\7un- fln, z) = ("Xn, z), Vz E Vh, 
e como anteriormente 
( 4.12) 
(4.13) 
(4.14) 
De ( 4.12) e ( 4.14) temos que ("Xn+ll '\7v) =O, Vv e n ~ O. Deste resultado 
temos de (4.12) 
('\7un - fj.,, '\7v) = O 
então fazendo z = '\7v em (4.13), 
(ffn, '\7v) =O 
juntando estes dois resultados temos finalmente ('\7un, '\7v) =O, Vv, portan-
to u., = O para n ~ 1. D 
Nota 4.2 Suponhamos que a(x) seja tal que 
[u, v]= lo a(x)u · vdx 
defina um produto interno. É possível manter esta propriedade de convergir 
em duas iterações para o problema 
min lo a(x)j'\7vj 2dx- (f, v), 
basta definir o Lagrangeano aumentado como 
r 
.C r (V, Z, {l) = [ Z, Z] - (f, V) + [ll, '\7 V - Z] + 2 ['\7 V - Z, '\7 V - Z ]. 
Isto nos faz pensar que podemos acelerar o covergência do algoritmo se 
considerarmos a cada passo um produto interno que dependa do valor de 
(v, z). 
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4.3 Relaxação 
Nesta seção discutiremos maneiras de resolver o passo (4.4) do algoritmo de 
Uzawa. Usaremos o caso de p-Laplaciano para exemplificar as vantagens de 
associar relaxação à formulação do Lagrangeano aumentado. 
Originalmente tínhamos o problema de minimização convexo ( 4.2), então 
modificamos sua formulação para ( 4.3) e aplicamos o Algoritmo 4.1. Ba-
sicamente o passo (4.4) do algoritmo é um problema convexo, tendo que 
ser resolvido repetidas vezes para diferentes valores de Ài. A vantagem é 
que sua estrutura é simples e mais fácil de resolver que o problema original 
(4.2). 
Discutiremos agora as idéias de como resolver o passo ( 4.4) usando re-
laxação. Primeiramente escreveremos a solução do passo (4.4) como um 
sistema de equações variacionais não linear. Achar ( u, y) E vh X L h tal que 
(4.15) 
é equivalente a achar ( u, y) E vh X L h tal que 
r fo(\lu- y) · \lvdx =(f, v)- lo À· \lvdx Vv E Vh, (4.16) 
lo IYIP-2y · zdx- r lo Cvu- y) · zdx =lo À· zdx Vz E Lh.(4.17) 
Nota 4.3 De modo informal podemos reescrever o sistema acima na forma 
de equações parciais, 
r~u =f- div À+ rdivy 
1Yiv-2y +r y = r'Vu +À. 
Notamos que os termos multiplicados por r vieram do Lagrangeano aumen-
tado, eles são os termos "regularizantes" na primeira e segunda equações, 
.ó.u e y. Se fizermos r =O e \lu- y =O caímos imediatamente na equação 
original do p-Laplaciano. 
Vamos fazer considerações gerais sobre estas duas formulações e como 
o valor de r influi nelas. Se imaginarmos por um momento que y e À são 
conhecidos, então a equação (4.16) é um problema de Dirchlet linear para 
u, mais precisamente é a equação variacional discretizada do Laplaciano. 
Da mesma forma, se u e À são conhecidos então ( 4.17) é uma equação 
algébrica não linear para y. Esta é uma das importantes vantagens deste 
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método, a de separar a não linearidade que ocorre nas derivadas. Seria 
bom se de fato pudéssemos resolver ( 4.16) e ( 4.17) separadamente. Desse 
modo, dados y e>., poderíamos resolver equação (4.16) achando u, substituir 
na equação ( 4.1 7) para obter um novo valor de y e assim sucessivamente 
até obter uma resposta aproximada do sistema ( 4.16)-( 4.17). De fato este 
método funciona para programação convexa, e é conhecido como método de 
relaxação. Comentaremos mais adiante sobre a convergência dos métodos 
de relaxação. 
A dificuldade de resolver ( 4.16) na variável ué equivalente a de um sis-
tema linear. Agora veremos que, na formulação de elementos finitos que 
estamos utilizando, a resolução de ( 4.17) é particularmente fácil. Para re-
solver a equação ( 4.17) na variável y E L h, com z também em L h, vamos 
substituir em z funções que formem uma base para Lh. Denotando por 
YT = (YTl, YT2) o valor de y restrito ao elemento T E 7,., e substituindo 
ZT = (1,0), ZT = (0,1) em (4.17) temos 
sobre cada elemento T E 7,.. Obviamente YT tem que ser um vetor na 
mesma direção \luT + r>.T, resta calcular IYTI dado por 
rJyTJp-l + IYTI- J'VuT + r>.TJ =O. 
O problema se reduz a resolver equações desacopladas, uma equação para 
cada T E 7,., o que pode ser feito usando o método de Newton para uma 
variável. Em resumo, o passo (4.4) do algoritmo (4.1) pode ser resolvido 
iterativamente, alternando a solução de um sistema linear e um não linear. 
Nota 4.4 De modo a aumentar significativamente a velocidade de con-
vergência podemos usar um método de sobre-relaxação. Por exemplo, o 
método SOR para sistemas lineares é uma sobre-relaxação do método de 
Gauss-Seidel. Em nosso caso, suponhamos que temos uma aproximação 
Un para a solução de ( 4.16)-( 4.17), então resolvemos ( 4.16) na variável u 
e obtemos uma nova aproximação Un+l/2 . No método de sobre-relaxação 
tomamos 
onde 2 > w > 1. Obviamente quando w = 1 voltamos ao método original. 
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Enunciaremos agora um teorema de convergência para o método de re-
laxação. 
Teorema 4.3 Se J(u) : Rm x R8 ~ R é um funcional estritamente con-
vexo, J E C1(Rm+s) e limllulb-+oo J(u) = +oo; então o seguinte algorit-
mo converge para o mínimo J( u*) para qualquer valor inicial u0 • Sen-
do un = (ui, u2) conhecido, calculamos un+l por blocos de componentes 
(un+t un+t) un+1 E Rm un+1 E Rs 1,211 12 ' 
J(u~+t,u~) < J(vt,u~) 
J( u~+l, u~+l) < J( u~+1 , v2 ) 
( 4.18) 
(4.19) 
PROVA. Observemos primeiramente que os passos (4.18) e (4.19) implicam 
que 
f)J (un+1 un) _O f)J (un+1 un+1) _O f) 1 ,2-'f) 1 l2 -. Ut u2 (4.20) 
Provaremos que J(un) é decrescente. Temos 
J ( u n) - J ( u n+l) = J ( u~, u~) - J ( u~+l, u~) + J ( u~+l, u~) - J ( u~+l, u~+l), 
pela forma como construimos o algoritmo, J( un) ~ J( un+t ). Juntamente 
com a hipótese limllulb-+oo J(u) = +oo, temos llunll ~ M. Usaremos agora 
o fato que, se J(u) é estritamente convexo, o gradiente é uniformemente 
monótono em domínios limitados, isto é, existe c5M(t) ~ O estritamente 
crescente com c5(0) = O tal que 
J(v)- J(u) ~ J'(u) ·(v- u) + c5M(llu- v!!), 
para todo u e v com norma menor que M. Temos então que 
J(un)- J(un+l) = 
J( u~, u~) - J( u~+l, u~) + J( u~+l, u~) - J( u~+l, u~+1 ) 
~ J'(u~+l, u~) · (u~- u~+1 , O)+ c5M(!iu~+l- u~il) 
+ J'(u~+1 , u;+l) · (0, u;- u~+1 ) + c5M(!Iu;+l- u~!l), 
e por ( 4.20) temos 
J(un)- J(un+l) 2: c5M(!Ju~+l- u~ll) + c5M(IIu~+l- u~jl). (4.21) 
A sequência J( un) é decrescente e limitada inferiormente por J( u*) por-
tanto 
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e por ( 4.21) também limn-.oo un - un+l = O. 
Por outro lado temos (J'(un+l)- J'(u*), un+l- u*) ~ 8M(IIun+l- u*ll), 
onde sabemos que J'(u*) =O. Assim, 
e por (4.20) 
(%~ (u~+l,u~+l)- :~ (u~+l,u~))·(u~+1-u1) ~ 8M(IIun+l_u*ll). (4.22) 
Como ll(ui+l,u~+l)- (ui+\u2)11 ::; llun+l- unll, ao tomar o limite vem 
limn-.oo ll(ui+l,u~+l)- (ui+l,u2)11 =o. Agora, como J' é C0 (Rm X R 8 ) e 
uniformemente contínua em um domínio limitado, temos 
hm -(un+l un+l)- -(un+l un) =O. 
. 11 aJ aJ 11 
n->oo aul 1 ' 2 8ul 1 ' 2 
A sequência un é limitada, então tomando o limite em ( 4.22) temos final-
mente 
lim llun- u*ll =O. 
n->oo 
o 
Esta demonstração é similar em muitos aspectos à prova de convergência 
do Algoritmo (4.1). 
4.4 Generalizações 
Métodos usando o Lagrangeano aumentado podem ser usados em problemas 
mais gerais como desigualdades variacionais. Voltando ao problema modelo 
(4.1), podemos generalizá-lo supondo que os espaços envolvidos são Hilbert 
e onde os funcionais F e G são convexos semi-contínuo inferiormente. Um 
exemplo em que caímos neste caso é o problema de torsão elasto-plástica de 
uma barra cilíndrica, formulado da seguinte forma 
min -
2
1 r 1Vvl2dx- r fvdx, 
vEK lo lo 
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onde I< = {v E HJ(fl) tal que IV' vi :::; 1 q.t.p. }. Então , temos o problema 
(4.1) com V= HJ(rt), H= L2 x L\ D =V' e com 
G(v) - -lo fvdx 
F(z) ~lo lzl 2dx + IK'(z) 
onde IK'(z) = O se z E I<', h<'(z) = +oo se z f/:. !(' com !(' = {z E H 
tal que lzl :::; 1 q.t.p.}. Da mesma forma podemos escrever o Lagrangeano 
aumentado e aplicar o algoritmo de Uzawa, desde que tomemos o devido 
cuidado com o termo JK,(z) no passo (4.4), agora envolvendo desigualdades 
. . . 
vanac10na1s. 
Existem outros algoritmos que incorporam as idéias do método de rela-
xação ao Algoritmo 4.1 da seguinte forma. 
Algoritmo 4.2 Dado y0 E Lh e >.1 E Lh iniciais, conhecidos Yn-1 e >.,. 
calculamos u,. de modo que 
.Cr( u,., Yn-1, >.,.) :::; .Cr( V, Yn-I, Àn) 
Yn de modo que 
.Cr(u,., y,., >.,.) :::; .Cr(u,., z, >.,.) 
e atulizamos >. .. por 
>.,.+1 = >.,. + p,.('\lu,.- y,.). 
Este algoritmo faz uma iteração do método de relaxação e em seguida 
atualiza o multiplicador de Lagrange ao invés de tentar resolver comple-
tamente o passo (4.4) do algoritmo de Uzawa. Podemos demonstrar sua 
convergência com uma restrição maior sobre Pn do que no caso do algorit-
mo (4.1), aqui é necessário que Pn < r(l + v'5)/2. 
De forma semelhante podemos atualizar o multiplicador de Lagrange 
entre um passo e outro da relaxação da seguinte forma. 
Algoritmo 4.3 Conhecidos Yn-1 e >. .. , calculamos u,. e Àn+l/2 por 
.Cr(Un 1 Yn-I,Àn):::; .Cr(V,Yn-t 1 Àn) 'fv E Vh; 
Àn+l/2 = Àn + Pn(Y'un- Yn-1); 
calculamos Yn e >.,.+1 por 
.Cr( Un, Yn 1 Àn) :::; .Cr( Un 1 z, Àn+l/2) 
Àn+t = Àn + Pn('\lun - Yn)· 
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Os Algoritmos 4.2 e 4.3 são em geral mais rápidos que o algoritmo (4.1) 
embora não sejam tão robustos. 
Estes métodos são largamente aplicados a problemas de mecânica no 
livro de Glowinski eLe Tallec [6], também encontramos interessantes analo-
gias com os métodos de direções alternadas para equações parabólicas. Os 
três algoritmos acima são análogos a métodos implícitos de integração no 
tempo usando direções alternadas. 
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