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a b s t r a c t
Following Kloeden and Platen [P.E. Kloeden and E. Platen, Numerical Solution of Stochastic
Differential Equations, Springer-Verlag, Berlin, 1992] Taylor schemes are considered here
as the starting point to obtain simplified Taylor schemes replacing the multiple integrals
by simpler variables. The conditions that a group of variables has to fulfill so that the new
scheme reachesweak-order 4.0 in the additive noise case are given explicitly, as well as the
way to find such groups. For a particular selection, a pair of stochastic schemes with order
4.0 in theweak sense, correcting the one proposed in [P.E. Kloeden and E. Platen, Numerical
Solution of Stochastic Differential Equations, Springer-Verlag, Berlin, 1992], is obtained.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Interest in numerical methods for stochastic differential equations (sdes) is still increasing due to their practical
application to systems that appear in many scientific areas. This growing importance involves the theoretical development
of higher-order schemes. The starting-point for the construction of most of numerical stochastic methods is the stochastic
Taylor expansion, due to Platen and Wagner, see [1]. Selecting in the expansion the terms with multiple Itô integrals of
multiplicity up to a natural β , the so-called weak order β Taylor scheme is obtained. Weak Taylor schemes of any order
were constructed by Platen, see Kloeden and Platen [2] for details. Replacing in a weak Taylor scheme the multiple integrals
by appropriate simpler variables, simplified weak Taylor schemes are obtained. A simplified weak-order 2.0 Taylor scheme
was first proposed by Milstein, see [3]. Milstein [4] also proposed a simplified third-order Taylor scheme for systems with
additive noise and Platen for the general case, see [2]. More efficient simplified weak order 2.0 and 3.0 schemes have been
constructed using multi-point distributed random variables in [5,6]. General higher-order schemes have mainly theoretical
interest because they involve a large number of derivatives and their implementation is questionable. However, they can be
useful in particular cases, for example for scalar sdeswith additive noise. For this special case a pair of simplifiedweak-order
4.0 Taylor schemes is derived in this work. Section 2 includes the definitions and some basic results. The conditions that a
group of variables has to fulfill to obtain a weak-order 4.0 scheme for sdes with additive noise, shown in the Appendix, are
used in Section 3 to obtain the simplifiedweak-order 4.0 Taylor schemes. In Section 3 it is alsowarned that Platen’s simplified
4.0 weak-order Taylor scheme presented in Kloeden–Platen [2], pp. 470–471 does not fulfill the required conditions.
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2. Simplified Taylor schemes
Although the results presented in this section can be extended to the multi-dimensional case, for simplicity we consider
a scalar Itô stochastic differential equation (sde)
dXt = a(t, Xt) dt + b(t, Xt) dWt , t0 ≤ t ≤ T , (1)
where {Wt}t≥0 is a one-dimensional Wiener process and the coefficients a = a(t, x) and b = b(t, x) are assumed to satisfy
regular conditions that ensure the existence and uniqueness of solution. Next to the sde (1) we consider the operators
L(0) = ∂
∂t
+ a ∂
∂x
+ 1
2
b2
∂2
∂x2
; L(1) = b ∂
∂x
. (2)
Given β ∈ N, we denote by Γβ the set of all multi-indices α = (j1, . . . , jl), jk ∈ {0, 1}, of length l ∈ {1, . . . , β}. As explained
in Kloeden & Platen [2], taking f (t, x) = x and based on the Itô–Taylor expansion of the process Xt = f (t, Xt) one can
construct the weak-order β Taylor scheme
Yn+1 = Yn +
∑
α∈Γβ
(Lα f )(tn, Yn) Iα,n (3)
where for α = (j1, . . . , jl)we have denoted Lα = L(j1) ◦ · · · ◦ L(jl) and
Iα, n =
∫ t+∆
t
∫ sl
t
· · ·
∫ s2
t
dW j1s1 · · · dW jlsl
with dW 0 = dt . The mean-square order of the random variable Iα, n will be denoted by ‖α‖. Recall that to compute ‖α‖
each zero of α counts as one and each non null component as 1/2. Then ‖α‖ = (l(α)+ n(α))/2.
Once obtained the Taylor approximation (3),which has local orderβ+1, simplified schemes of orderβ can be constructed
by changing the variables Iα, n by appropriate simpler variables Iˆα, n: A simplified order β weak Taylor scheme is given, see
Kloeden and Platen [2], by
Yn+1 = Yn +
∑
α∈Γβ
(Lα f )(tn, Yn) Iˆα,n, (4)
where the variables Iˆα,n, are such that∣∣∣∣∣E
[
l∏
k=1
Iαk,n −
l∏
k=1
Iˆαk,n
]∣∣∣∣∣ ≤ K∆β+1 (5)
for a constant K > 0 and for all choices of multi-indices αk ∈ Γβ with k = 1, . . . , l and l = 1, . . . , 2β + 1. In the sequel, for
simplicity of notation we shall abbreviate Iα, n, Iˆα, n and similar integrals to Iα , Iˆα , etc. respectively.
3. 4.0 order schemes for additive noise
Stochastic differential equations with additive noise, i.e. with b(t, x) = b(t) for all (t, x) are common in the applications
and in this section we shall restrict to this special case. For f (t, x) = x we have L(1,1)f = L(1)b = 0; then the integrals
with multi-indices ended by (1, 1) do not appear in (3); in a similar way the integrals with indices ended by (1, 0, 1) and
(1, 0, 0, 1) do not appear either. Then the 4.0-order weak Taylor scheme is
Yn+1 = Yn + a∆+ b I(1) + L(0)a ∆
2
2
+ L(1)a I(1,0) + L(0)b I(0,1) + L(0,0)a ∆
3
6
+ L(1,0)a I(1,0,0) + L(0,1)a I(0,1,0) + L(0,0)b I(0,0,1) + L(1,1)a I(1,1,0) + L(0,0,0)a ∆
4
24
+ L(1,0,0)a I(1,0,0,0) + L(0,1,0)a I(0,1,0,0) + L(0,0,1)a I(0,0,1,0) + L(0,0,0)b I(0,0,0,1)
+ L(1,1,0)a I(1,1,0,0) + L(1,0,1)a I(1,0,1,0) + L(0,1,1)a I(0,1,1,0) + L(1,1,1)a I(1,1,1,0). (6)
Simplified 4.0-order weak Taylor schemes are obtained replacing the fifteen Iα ’s that appear in the above scheme by new
variables Iˆα ’s satisfying for some constant K > 0∣∣∣∣∣E
[
l∏
k=1
Iαk −
l∏
k=1
Iˆαk
]∣∣∣∣∣ ≤ K∆5, l = 1, . . . , 9. (7)
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These conditions mean that the Iˆα ’s must be chosen so that every product Iˆα1 · · · Iˆαl with mean-square order up to 4.5
(i.e. ‖α1‖ + · · · + ‖αl‖ ≤ 4.5) had the same expectation that the corresponding product Iα1 · · · Iαl . These later expectations
have been calculated using a Mathematica code, see [7]; then (7) becomes conditions (11)–(58) of Appendix together with
E[Iˆα1 · · · Iˆαl ] = 0 for every product of mean-square orders 0.5, 1.5, 2.5, 3.5 and 4.5.
Our selection is given by Iˆ(1) = ∆Wˆ , Iˆ(1,0) = ∆Zˆ where ∆Wˆ ∼ N(0,∆) and ∆Zˆ ∼ N(0,∆3/3) are correlated Gaussian
random variables with E[∆Wˆ ∆Zˆ] = ∆2/2,
Iˆ(0,1) = ∆Wˆ ∆−∆Zˆ; Iˆ(1,1,1,0) = 124
(
∆Wˆ 2 − 3∆
)
∆Wˆ ∆
Iˆ(0,1,0) = 16 ∆Wˆ ∆
2; Iˆ(1,1,0,0) = Iˆ(0,1,1,0) = Iˆ(1,0,1,0) = 124
(
∆Wˆ 2 −∆
)
∆2;
Iˆ(1,0,0,0) = Iˆ(0,1,0,0) = Iˆ(0,0,1,0) = Iˆ(0,0,0,1) = 124 ∆Wˆ ∆
3 (8)
and
Iˆ(1,1,0) = 1−
√
2
2
∆Wˆ ∆Zˆ + 3
√
2− 2
24
∆Wˆ 2∆− 4+
√
2
24
∆2 +
√
2
2
∆Zˆ2/∆; (9)
Iˆ(1,0,0) = 12 ∆Zˆ ∆−
1
12
∆Wˆ ∆2; Iˆ(0,0,1) = −12 ∆Zˆ ∆+
5
12
∆Wˆ ∆2. (10)
Notice that this selection differs in (9) and (10) from [2], pp. 470–471. Platen’ variables (denoted here by I˜α) I˜(1,1,0), I˜(1,0,0)
and I˜(0,0,1) do not fulfill conditions (48)–(53) and (58). For example
E[I˜(1,1,0) I˜(1,0) I˜(1)] = E
[(
2∆Wˆ ∆Zˆ − 5
6
∆Wˆ 2∆− 1
6
∆2
)
∆Wˆ ∆Zˆ
]
= 1
3
∆4,
which disagrees with (48), or
E[I˜(1,0,0) I˜(1,0)] = E
[
1
6
∆Wˆ ∆Zˆ ∆2
]
= 1
12
∆4,
which disagrees with (50).
Once selected the variables in (8), to obtain (9) a random variable of mean-square order 2.0 that fulfills conditions (15),
(23), (47)–(49) and (58) has to be found. The variables of the form ∆Wˆ i∆Zˆ j∆k with i, j, k = 0, 1, . . . having order 2.0,
i.e. such that 12 i + 32 j + k = 2, are ∆Wˆ ∆Zˆ , ∆Wˆ 4, ∆Wˆ 2∆ and ∆2. Taking a linear combination of these variables, the
required conditions lead to a system with four variables and six equations that has no solutions. Then new mean-square
order 2.0 variables are needed. If they are of the form∆Wˆ i∆Zˆ j∆k with i, j = 0, 1, . . . then kmust be negative, for example
∆Zˆ2/∆,∆Wˆ 3∆Zˆ/∆, etc. We have chosen
Iˆ(1,1,0) = λ∆Wˆ ∆Zˆ + µ∆Wˆ 2∆+ γ ∆2 + η∆Wˆ 4 + δ∆Zˆ2/∆.
Conditions (15), (23), (47)–(49) and (58) lead to the system
0 = 1
2
λ+ µ+ γ + 3 η + 1
3
δ
1
3
= 3
2
λ+ 3µ+ γ + 15 η + 5
6
δ
2 = 15
2
λ+ 15µ+ 3 γ + 105 η + 4 δ
5
24
= 5
6
λ+ 3
2
µ+ 1
2
γ + 15
2
η + 1
2
δ
1
8
= 2
3
λ+ 3
2
µ+ 1
2
γ + 15
2
η + 1
3
δ
1
12
= γ 2 + 2
3
γ δ + 1
3
δ2 + 6 γ η + 8 δ η + 105 η2 + γ λ+ δ λ+ 15 η λ+ 5
6
λ2
+ 2 γ µ+ 5
3
δ µ+ 30 η µ+ 3λµ+ 3µ2
which has exactly two solutions:
λ = 1−
√
2
2
; µ = 3
√
2− 2
24
; γ = −4+
√
2
24
; η = 0; δ =
√
2
2
λ = 1+
√
2
2
; µ = −3
√
2− 2
24
; γ = −4+
√
2
24
; η = 0; δ = −
√
2
2
.
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On the other hand, notice that any product with order 2.5, 3.5 or 4.5 containing the proposed linear combination has null
expectation. The first solution gives (9). With a similar procedure the integrals in (10) were obtained. Then the proposed
simplified 4.0-order weak Taylor schemes are
Yn+1 = Yn + a∆+ b∆Wˆ + L(0)a ∆
2
2
+ L(1)a∆Zˆ + L(0)b
(
∆Wˆ ∆−∆Zˆ
)
+ L(0,0)a ∆
3
6
+ 1
2
L(1,0)a
(
∆Zˆ ∆− 1
6
∆Wˆ ∆2
)
+ 1
6
L(0,1)a∆Wˆ ∆2 + 1
2
L(0,0)b
(
5
6
∆Wˆ ∆2 −∆Zˆ ∆
)
+ L(1,1)a
(
1∓√2
2
∆Wˆ ∆Zˆ − 2∓ 3
√
2
24
∆Wˆ 2∆− 4±
√
2
24
∆2 ±
√
2
2
∆Zˆ2/∆
)
+ L(0,0,0)a ∆
4
24
+ 1
24
(
L(1,1,0)a+ L(1,0,1)a+ L(0,1,1)a) (∆Wˆ 2 −∆)∆2
+ 1
24
(
L(1,0,0)a+ L(0,1,0)a+ L(0,0,1)a+ L(0,0,0)b)∆Wˆ ∆3 + 1
24
L(1,1,1)a∆Wˆ
(
∆Wˆ 2 − 3∆
)
∆.
where ∆Wˆ ∼ N(0,∆) and ∆Zˆ ∼ N(0,∆3/3) are correlated Gaussian random variables with E[∆Wˆ ∆Zˆ] = ∆2/2. In
addition, it is clear how, including new variables in the linear combinations, different schemes could be obtained.
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Appendix
Order 1.0
E[Iˆ2(1)] = ∆ (11)
Order 2.0
E[Iˆ4(1)] = 3∆2; (12)
E[Iˆ(1) Iˆ(1,0)] = 12 ∆
2; (13)
E[Iˆ(1) Iˆ(0,1)] = 12 ∆
2; (14)
E[Iˆ(1,1,0)] = 0. (15)
Order 3.0
E[Iˆ(1,1,0,0)] = 0; (16)
E[Iˆ(0,1,1,0)] = 0; (17)
E[Iˆ(1,0,1,0)] = 0; (18)
E[Iˆ(1,1,1,0) Iˆ(1)] = 0; (19)
E[Iˆ(1,0,0) Iˆ(1)] = 16 ∆
3; (20)
E[Iˆ(0,1,0) Iˆ(1)] = 16 ∆
3; (21)
E[Iˆ(0,0,1) Iˆ(1)] = 16 ∆
3; (22)
E[Iˆ(1,1,0) Iˆ2(1)] =
1
3
∆3; (23)
E[Iˆ(1,0) Iˆ(0,1)] = 16 ∆
3; (24)
E[Iˆ6(1)] = 15∆3; (25)
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E[Iˆ2(1,0)] =
1
3
∆3; (26)
E[Iˆ2(0,1)] =
1
3
∆3; (27)
E[Iˆ(1,0) Iˆ3(1)] =
3
2
∆3; (28)
E[Iˆ(0,1) Iˆ3(1)] =
3
2
∆3. (29)
Order 4.0
E[Iˆ(1,0,0,0) Iˆ(1)] = 124 ∆
4; (30)
E[Iˆ(0,1,0,0) Iˆ(1)] = 124 ∆
4; (31)
E[Iˆ(0,0,1,0) Iˆ(1)] = 124 ∆
4; (32)
E[Iˆ(0,0,0,1) Iˆ(1)] = 124 ∆
4; (33)
E[Iˆ(1,1,0,0) Iˆ2(1)] =
1
12
∆4; (34)
E[Iˆ(0,1,1,0) Iˆ2(1)] =
1
12
∆4; (35)
E[Iˆ(1,0,1,0) Iˆ2(1)] =
1
12
∆4; (36)
E[Iˆ(1,1,1,0) Iˆ3(1)] =
1
4
∆4; (37)
E[Iˆ(1,0,0) Iˆ3(1)] =
1
2
∆4; (38)
E[Iˆ(0,1,0) Iˆ3(1)] =
1
2
∆4; (39)
E[Iˆ(0,0,1) Iˆ3(1)] =
1
2
∆4; (40)
E[Iˆ2(1,0) Iˆ2(1)] =
5
6
∆4; (41)
E[Iˆ2(0,1) Iˆ2(1)] =
5
6
∆4; (42)
E[Iˆ(1,0) Iˆ(0,1) Iˆ2(1)] =
2
3
∆4; (43)
E[Iˆ(1,0) Iˆ5(1)] =
15
2
∆4; (44)
E[Iˆ(0,1) Iˆ5(1)] =
15
2
∆4; (45)
E[Iˆ8(1)] = 105∆4; (46)
E[Iˆ(1,1,0) Iˆ4(1)] = 2∆4; (47)
E[Iˆ(1,1,0) Iˆ(1,0) Iˆ(1)] = 524 ∆
4; (48)
E[Iˆ(1,1,0) Iˆ(0,1) Iˆ(1)] = 18 ∆
4; (49)
E[Iˆ(1,0,0) Iˆ(1,0)] = 18 ∆
4; (50)
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E[Iˆ(1,0,0) Iˆ(0,1)] = 124 ∆
4; (51)
E[Iˆ(0,0,1) Iˆ(1,0)] = 124 ∆
4; (52)
E[Iˆ(0,0,1) Iˆ(0,1)] = 18 ∆
4; (53)
E[Iˆ(0,1,0) Iˆ(1,0)] = 112 ∆
4; (54)
E[Iˆ(0,1,0) Iˆ(0,1)] = 112 ∆
4; (55)
E[Iˆ(1,1,1,0) Iˆ(1,0)] = 0; (56)
E[Iˆ(1,1,1,0) Iˆ(0,1)] = 0; (57)
E[Iˆ2(1,1,0)] =
1
12
∆4. (58)
References
[1] E. Platen, W. Wagner, On a Taylor formula for a class of It processes, Probab. Math. Statist. 3 (1982) (1) (1983) 37–51.
[2] P.E. Kloeden, E. Platen, Numerical Solution of Stochastic Differential Equations, Springer-Verlag, Berlin, 1992.
[3] G.N. Milstein, Numerical Integration of Stochastic Differential Equations, Kluwer, Dordrech, 1995 (translated version of 1988 Russian work).
[4] G.N. Milstein, Weak approximation of solutions of systems of stochastic differential equations, Theory Probab. Appl. 30 (1985) 750–766.
[5] N. Bruti-Liberati, E. Platen, On the efficiency of simplified weak Taylor schemes for Monte Carlo simulation in finance, Research paper 114, Quantitative
Finance Research Centre, University of Technology Sidney, 2004.
[6] N. Bruti-Liberati, F. Martini, M. Piccardi, E. Platen, A hardware generator of multi-point distributed random numbers for Monte Carlo simulation, Math.
Comput. Simul. 77 (1) (2008) 45–56.
[7] A. Tocino, Multiple stochastic integrals with Mathematica, Math. Comput. Simul. 79 (5) (2009) 1658–1667.
