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1 IntroductionFinite element discretizations of boundary value problems (BVP) lead, in general, to largescale systems of algebraic nite element equations. Usually, these systems are solved bymeans of the preconditioned conjugate gradient (PCG) method. In recent years, veryecient preconditioners were developed such that the resulting PCG algorithms have aconvergence rate which is independent of the discretization parameter, and the cost ofarithmetical work per iteration step is proportional to the number of unknowns (see, e.g.,[5, 6, 10, 14, 18, 22, 31, 32, 35]). All these preconditioners make use of a sequence ofdiscretizations of the BVP or at least of a sequence of triangulations of the domain inwhich the BVP is considered. For some practical problems, as e.g. BVP's in domains witha complicated geometry, it is impossible to construct such a sequence of triangulationswith a suciently coarse grid. Then, the known preconditioners lose their eciency. Toovercome this problem, in [28, 29] preconditioners based on ctitious space and multileveldecomposition methods were proposed. There, the original domain is embedded into arectangular domain for which a sequence of nested triangulations can be constructed easily.These preconditioners require some mappings between the triangulation of the originaldomain and the auxiliary meshes, as well as the application of BPX-like preconditioners onthe auxiliary meshes. Other techniques for constructing preconditioners on unstructuredmeshes were proposed in [7, 11, 24, 26, 27, 33]. The construction of preconditioningoperators on non-hierarchical grids was considered in [21].In this paper, we apply the technique described in [28, 29] to the construction ofpreconditioners for the BVP  div(p gradu) + qu = f in 
 ; u = 0 on @
 : (1)The BPX-like preconditioners can be written in the additive formC 1 = 1C1 + : : :+ lCl ; (2)where l denotes the number of triangulations (auxiliary meshes) used. For the Poissonequation  u = f the parameters k, k = 1; 2; : : : ; l, are well-known [10, 14, 31]. In thepresent paper, we dene these parameters for problem (1) analytically. For more generalelliptic problems it would be helpful if one had a possibility to compute the parameters knumerically. To do this, we propose four CG-like procedures with preconditioners of thetype (2), where the parameters k are variable, i.e. they are computed within each iterationstep automatically. Therefore, in each iteration step the preconditioner is changed. Weshow that these CG-like methods have a convergence rate which is independent of thediscretization parameter h as well as of the parameters p and q.Within each iteration step of the presented methods a set of search directions is com-puted. This is similar as in the parallel conjugate gradient method analysed in [17].The dierence to our algorithms is that in [17] a xed preconditioner is applied, and thatstarting with a set of initial guesses in each iteration step a set of new iterates is computed.In [4] also algorithms with variable preconditioners were considered. There, the pre-conditioner is changed when one encounters a stagnation of the convergence rate in gener-alized conjugate gradient minimum residual methods. However, the technique used thereis dierent from our approach and thus, we will not discuss it further.The paper is organized as follows: In Section 2, we describe the construction of theadditive preconditioner (2) with xed parameters by means of the ctitious space lemmaand multilevel techniques, and we show the optimality of this preconditioner. Section 31
is devoted to the description and analysis of dierent iterative processes with variablepreconditioners. In Section 4, implementation aspects of the proposed algorithms arediscussed, and the convergence properties of these algorithms are demonstrated by nu-merical examples. Here, we apply the new algorithms to the systems of algebraic niteelement equations which result from the discretization of problem (1). Furthermore, weuse the idea of variable preconditioners in connection with two-level p-hierarchical precon-ditioners and preconditioners based on domain decomposition techniques. Finally, someconclusions are given.2 Multilevel preconditioning operators for ellipticproblems with parametersLet 
  R2 be a bounded domain with a piecewise smooth boundary   which satisesthe Lipschitz condition [34]. In the domain 
 we consider the boundary value problem: div(p gradu) + qu = f(x) ; x 2 
 ;u(x) = 0 ; x 2   ; (3)where p = const  0 ; q = const  0 ; p+ q > 0 :We introduce a bilinear form a(u; v) and a linear functional l(v) as follows:a(u; v) = Z
(p (ru;rv) + quv) d
 ; 8u; v 2 aH1 (
)l(v) = Z
 fv d
 ; 8v 2 aH1 (
) :Here, f 2 H 1(
) is assumed.The generalized solution u 2 aH1 (
) of the problem (3) is, by denition, a solution tothe projection problemu 2 aH1 (
) : a(u; v) = l(v) ; 8v 2 aH1 (
) : (4)Let a positive parameter h be xed (we always suppose that h is suciently small). Let
h = m[i=1 ibe a triangulation of the domain 
. We suppose that 
h is a quasi-uniform triangulation[12], i.e. there exist positive constants c; c, and  which are independent of h and satisfythe conditions c h  ri  c h ; ri%i   ; i = 1; 2; : : : ;m ;where ri and %i are radii of the circumscribed and the inscribed circles for the triangle i,respectively. We also assume that the triangulation boundary  h approximates   withan error O(h2) and    R2 n 
h. For the triangulation 
h we dene the space Hh(
h) ofreal continuous functions which are linear on each triangle of 
h and vanish at  h. Weextend these functions on 
 n 
h by zero. 2
The solution of the projection problemuh 2 Hh(
h) : a(uh; vh) = l(vh) ; 8vh 2 Hh(
h) (5)will be called an approximate solution of problem (4). Each function uh 2 Hh(
h) isput in standard correspondence with a real column vector u 2 RN whose componentsare values of the function uh at the corresponding nodes of the triangulation 
h. Then,problem (5) is equivalent to the system of linear algebraic equationsAu = f(Au; v) = a(uh; vh) ; 8uh; vh 2 Hh(
h) ; (f; v) = l(vh) ; 8vh 2 Hh(
h) ; (6)where uh and vh are the respective prolongations of the vectors u and v; (f; v) is theEuclidean scalar product in RN .The main goal of this section is to construct a symmetric positive denite precondi-tioning operator B for problem (6) such that the inequalitiesc1(Bu; u)  (Au; u)  c2(Bu; u) ; 8u 2 RN ; (7)are fullled with positive constants c1 and c2 which are independent of the parameters h,p, and q. The multiplication of a vector by B 1 should be easy to implement. To do it,we completely follow [28]. The preconditioning operator B in (7) is constructed on thebasis of the ctitious space lemma [27]. We introduce a ctitious (auxiliary) space andthe corresponding operators. To end this, we embed the domain 
 in a square .Let Ki denote the union of triangles in the triangulation 
h which have a commonvertex zi and let di be the maximal radius of the circle inscribed in Ki. In the square we introduce an auxiliary grid h with a step size h such thath < 1p2 mini di : (8)Let us assume that h = 2 ls holds, where s is the length of the sides of  and l is apositive integer. We denote the nodes of the grid h by Zi;jZi;j = (xi; yj) ; i; j = 0; 1; : : : ; l ;and the cells of h by DijDij = f(x; y) j xi  x < xi+1 ; yj  y < yj+1g ; h = l 1[i;j=0Dij :Let Qh denote the minimal gure that consists of cells Dij and contains 
h : 
h  Qh,Dij \ 
h 6= ;; let Sh be the set of boundary nodes of Qh. Using cell diagonals, wetriangulate Qh and h; hereafter, the designations Qh and h refer to triangulations too.Let Hh(Qh) be the space of real continuous functions which are linear on the triangles ofQh and vanish at the nodes of Sh. The space Hh(Qh) will be used as the ctitious space[28]. Furthermore, we introduceaQ(U; V ) = ZQh(p (rU;rV ) + qUV ) dQh ; 8U; V 2 aH1 (Qh) : (9)We dene now the restriction operator RR : Hh(Qh)! Hh(
h) ;3
the extension operator T T : Hh(
h)! Hh(Qh) ;and an easily invertible operator in the space Hh(Qh). Let us begin with the operator R.For a given mesh function Uh(Zi;j) 2 Hh(Qh)we dene a function uh 2 Hh(
h) as follows. Let zl be a vertex in the triangulation 
h;assume that zl 2 Dij . We putuh(zl) = (RUh)(zl) = Uh(Zi;j) :The function uh is equal to zero at nodes zl 2  h.Then, let us dene the operator T . For a given function uh 2 Hh(
h) we dene afunction Uh 2 Hh(Qh). The function Uh is equal to zero at nodes Zi;j 2 Sh. At the othernodes Uh is dened as follows: If a cell Dij contains a vertex zl (according to (8) it canbe only one vertex of the triangulation 
h) we putUh(Zi;j) = (Tuh)(Zi;j) = uh(zl) :For each of the remaining nodes Zi;j 2 Qh we nd the closest vertex zl of the triangulation
h (if there are several closest vertices, we can choose any of them) and putUh(Zi;j) = (Tuh)(Zi;j) = uh(zl) :To dene an easily invertible operator in the space Hh(Qh) which generates an equivalentnorm to aQ(Uh; Uh) we consider in h the sequence of gridsh1; h2 ; : : : ; hl  hwith the step sizes h1 = 2 1s; h2 = 2 2s; : : : ; hl = 2 ls  h :We triangulate these grids and consider the corresponding nite element spacesW h1  W h2     W hl  Hh(h) :Using the nodal basis f(k)i gNki=1 of the spaces W hk , k = 1; 2; : : : ; l, we dene operatorsCkUh = Xsupp(k)i Qh(Uh;(k)i )L2(Qh)(k)i ; Bk = RCkRT ; k = 1; 2; : : : ; l ;C 1 = 1C1 + : : :+ lCl ; B 1 = RC 1RT = 1B1 + : : :+ lBl (10)with k = p+ q22k  1 ;and RT is the transposed matrix of R.Here and in the following we use the same notation for the operators (Ck, Bk, R) andtheir matrix representation.Theorem 2.1 There exist positive constants c1 and c2 independent of h, p, and q, suchthat c1(A 1u; u)  (B 1u; u)  c2(A 1u; u) ; 8u 2 RN :4
Proof: It is obvious that RTuh = uh ; 8uh 2 Hh(
h) :Using the well-known equivalence of norms and seminorms in the spaces Hh(
h) andHh(Qh) [30], as well as the dierence counterparts of these we getc3kuhk2L2(
h)  Xi2
h h2((uh(zi1))2 + (uh(zi2))2 + (uh(zi3))2) c4kuhk2L2(
h) ; 8uh 2 Hh(
h) ;c3kUhk2L2(Qh)  XDij2Qh h2((Uh(Zi;j))2 + (Uh(Zi+1;j))2 + (Uh(Zi;j+1))2 + (Uh(Zi+1;j+1))2) c4kUhk2L2(Qh) ; 8Uh 2 Hh(Qh) ;c3kruhk2L2(
h)  Xi2
h ((uh(zi1)  uh(zi2))2 + (uh(zi2)  uh(zi3))2+(uh(zi3)  uh(zi1))2) c4kruhk2L2(
h) ; 8uh 2 Hh(
h) ;c3krUhk2L2(Qh)  XDij2Qh ((Uh(Zi+1;j)  Uh(Zi;j))2 + (Uh(Zi;j+1)  Uh(Zi;j))2+(Uh(Zi+1;j+1)  Uh(Zi+1;j))2 + (Uh(Zi+1;j+1)  Uh(Zi;j+1))2) c4krUhk2L2(Qh) ; 8Uh 2 Hh(Qh) ;where zi1, zi2, zi3 are the vertices of the triangle i 2 
h. Furthermore, we have thefollowing estimatesa(RUh; RUh)  cR aQ(Uh; Uh) ; 8Uh 2 Hh(Qh) ;cT aQ(Tuh; Tuh)  a(uh; uh) ; 8uh 2 Hh(
h) :Here c3, c4, cR, and cT are independent of h, p, and q; aQ(:; :) is dened in (9). Using thectitious space lemma, multilevel techniques [8, 28, 31, 32], and the obvious estimateaQ(Uh; Uh)  p kUhk2H1(Qh) + qkUhk2L2(Qh)  c5 aQ(Uh; Uh) 8Uh 2 Hh(Qh) ;then we get the assertion of Theorem 2.1. 2Remark 2.1 The cost of arithmetical work for the action of R or RT on a vector isproportional to the number of nodes Nl in the mesh domain. The arithmetical cost forthe action C 1 on a vector depends on the kind of implementation: If we apply eachoperator Ck, k = 1; 2; : : : ; l, to a vector r individually, the arithmetical cost is of theorder O(Nl logNl). If we need only the vector w = C 1r and not the vectors wk = Ckr,k = 1; 2; : : : ; l, we can implement the action C 1 on a vector in such a way that thearithmetical cost is of the order O(Nl). 5
Remark 2.2 In the case of Neumann boundary conditions in (3) and positive q, we candene corresponding preconditioning operators C 1N and B 1N as follows:C 1N = 0C0 + C 1 ; B 1N = RC 1N RT ; 0 = q 1 ;C0Uh = (Uh;(0))L2(Qh)((0);(0))L2(Qh) (0) ; (0)(x)  1 ; x 2 Qh ;where C 1 is dened in (10). Then, Theorem 2.1 holds for this case too.Remark 2.3 Optimal preconditioning operators can also be constructed using the tech-nique from [29] for locally rened grids.3 Iterative processes with variable preconditionersIn the previous section, the additive preconditioning operator B for iterative solvers wasconstructed. For example, we can use the following preconditioned gradient method [23]for solving the system of equations (6):u(k+1) = u(k)    (k+1)(1B1 + : : :+ lBl)(Au(k)   f) ; k = 0; 1; : : : ; u(0) 2 RN ; (11)where  (k+1) is dened from the minimization problem: (k+1) = arg min (k+1)2R kx(k+1)k2with x(k) = A1=2z(k) ; z(k) = u(k)   u ; kx(k)k2 = kz(k)kA:Then, we get with D = A1=2B 1A1=2 (k+1) = (Dx(k); x(k))(Dx(k);Dx(k)) = (B 1Az(k); Az(k))(AB 1Az(k); B 1Az(k)) :It follows from Theorem 2.1 that the convergence rate of the iterative process (11) isindependent of the parameters h, p, and q. To get this optimal convergence rate we usedthe explicit form of the elliptic problem (3), and we dened the factors k, k = 1; 2; : : : ; l,analytically. For more general elliptic problems the optimal choice of the factors k inpreconditioners of additive form is not obvious. In this situation, it is quite natural toconsider, instead of (11), the following gradient-like iterative procedure with a variablepreconditioner.Algorithm 3.1 Dene a sequence fu(k+1)g as follows:u(k+1) = u(k)  ( (k+1)1 B1 + : : :+  (k+1)l Bl)(Au(k)  f) ; k = 0; 1; : : : ; u(0) 2 RN ; (12)where  (k+1)1 , : : :,  (k+1)l are dened from the minimization problemf (k+1)1 ; : : : ;  (k+1)l g = arg min (k+1)i 2R; i=1;:::;l kx(k+1)k2 :6
Then,  (k+1)1 , : : :,  (k+1)l satisfy the following system of equationsQ0BBBBBBB@  (k+1)1 (k+1)2 ... (k+1)l 1CCCCCCCA = 0BBBBBB@ (D1x(k); x(k))(D2x(k); x(k))...(Dlx(k); x(k)) 1CCCCCCA ; (13)where the matrix Q is the Gram-Schmidt matrix0BBBBBB@ (D1x(k);D1x(k)) (D2x(k);D1x(k))    (Dlx(k);D1x(k))(D1x(k);D2x(k)) (D2x(k);D2x(k))    (Dlx(k);D2x(k))... ... . . . ...(D1x(k);Dlx(k)) (D2x(k);Dlx(k))    (Dlx(k);Dlx(k)) 1CCCCCCA ; Di = A1=2BiA1=2 ;i = 1; 2; : : : ; l:Remark 3.1 In general, the matrix Q can be singular, but the system (13) is consistentand any solution of (13) gives a solution of the minimization problem.Using the well-known motivation [23], we have the following Theorem.Theorem 3.1 Let A, Bi,  (k+1)i , i = 1; 2; : : : ; l, be from (6), (10), (12), and (13), respec-tively. Then, there exists a constant  < 1 independent of h, p, and q such thatku(k)   ukA  kku(0)   ukA ; k = 0; 1; 2; : : : :Here, u(k) is the k-th iterate in the iterative process (12).Proof: Let u(k) be the k-th iterate from (12). If we put in (11) =  (k+1)  2c1 + c2 ;where c1, c2 are from Theorem 2.1, and dene~u(k+1) = u(k)   B 1(Au(k)   f) ;then we get from the minimization property and from the convergence estimate for thegradient method (11) the following inequalitiesku(k+1)   ukA  k~u(k+1)   ukA  c2   c1c2 + c1ku(k)   ukAwhich give the assertion of Theorem 3.1. 2Now we consider generalizations of a conjugate gradient method with variable precon-ditioners. For the sequence fx(k)g,x(k+1) = x(k)   ( (k+1)1 D1 + : : :+  (k+1)l Dl)x(k) ;we have the representationx(n) = (I   ( (n)1 D1 + : : :+  (n)l Dl))    (I   ( (1)1 D1 + : : :+  (1)l Dl))x(0) : (14)7
By analogy to the classical conjugate gradient method with a xed preconditioner we candene nl parameters  (k)i , i = 1; 2; : : : ; l, k = 1; 2; : : : ; n, from the global minimizationproblem through n iterations:f (k)i gi=1;2;:::;l; k=1;2;:::;n = arg min (k)i 2R;1kn; 1il kx(n)k2 ; (15)where x(n) is dened in (14).Problem (15) is strongly nonlinear. To simplify it, we dene the following formalism.Let  be a multi-index  = (12 : : : j) ; i 2 f1; 2; : : : ; lg :We denote the length of the multi-index  by jj:jj = jand dene D = D1D2   Dj :Obviously, we haveDD = D ;  = (12 : : : j12 : : : m) ; jj = j ; jj = m;DT = D ;  = (jj 1 : : : 1) :Instead of (14), let us consider the relationx(n) = I + nXj=1 Xjj=j a(n) Dx(0) (16)with arbitrary numbers a(n) 2 R. We dene the (ln+1   1)=(l   1)   1 parameters a(n)from the following minimization problemfa(n) gjj=1;2;:::;n = arg mina(n) 2R;1jjn kx(n)k2 ; (17)where x(n) is given by the relation (16). It is obvious that we have in (17) an extended set ofparameters compared to problem (15). Consequently, the parameters determined by (15)give a kx(n)k2 which is not smaller than in the minimization problem (17). Problem (17)is equivalent to the system of equations@kx(n)k22@a(n) = 2  nXi=1 Xjj=i a(n) (Dx(0);Dx(0)) + (x(0);Dx(0)) = 0 8 : (18)Lemma 3.1 Let x(n) be dened by relation (16). Then, the numbers a(n) , 1  jj  n,give a solution of problem (17) if and only if(Dx(n); x(k)) = 0 ; 1  jj  n  k ; k = 0; 1; : : : ; n  1 : (19)Proof: From (18) it is easy to see that condition (17) is equivalent to(x(n);Dx(0)) = 0 ; 1  jj  n : (20)8
Obviously, relations (20) follow from (19). Since(Dx(n); x(k)) = x(n);Dx(0) + kXj=1 Xjj=j a(k) Dx(0)= x(n);Dx(0) + kXj=1 Xjj=j a(k) DDx(0)= (x(n);Dx(0)) + kXj=1 Xjj=j a(k) (x(n);Dx(0))and jj = jj+ jj we get from (20) the relations (19). 2To perform the iterative scheme (16), we can solve system (18) and compute x(n) orthe iterate u(n) byu(n) = u(0) + nXj=1 Xjj=j a(n) B(Au(0)   f) ; B = B1AB2A   ABj : (21)Some numerical results for the application of (21) are presented in Subsection 4.3. Butin practice the solution of system (18) and the computation of u(n) by the formula (21)is very expensive. We do not know a low cost implementation of (21) which solves theoptimization problem (17). This is an open question for us. Below we give CG-likeiterative procedures with variable additive preconditioners. These procedures do notsatisfy all conditions (19) and, consequently, do not solve the minimization problem (17),but these procedures can be useful in practice.Algorithm 3.2 We dene sequences fx(k)g, fp(k)1 g, : : : ,fp(k)l g as follows:x(0) 2 RN ; p(1)i = Dix(0) ; i = 1; 2; : : : l ;x(1) = x(0)   ( (1)1 p(1)1 + : : :+  (1)l p(1)l ) ;f (1)i gi=1;2;:::;l = arg min (1)i 2R;1il kx(1)k2 ; (22)p(k+1)i = Dix(k) + (k+1)i p(k)i ; i = 1; 2; : : : ; l ;x(k+1) = x(k)   ( (k+1)1 p(k+1)1 + : : :+  (k+1)l p(k+1)l ) ; k = 1; 2; : : :f (k+1)i ; (k+1)i gi=1;2;:::;l = arg min (k+1)i 2R; (k+1)i 2R;1il kx(k+1)k2 : (23)The minimization problem (23) is equivalent to the system of linear equations0@ Qx QxpQpx Qp 1A0@ axap 1A = 0@ bxbp 1A (24)of the order 2l, whereQx = [(Dix(k);Djx(k))]li;j=1 ; Qp = [(p(k)i ; p(k)j )]li;j=1 ; Qxp = [(p(k)i ;Djx(k))]li;j=1 ; Qpx = QTxpax = [ (k+1)i ]li=1 ; ap = [ (k+1)i (k+1)i ]li=1 ;9
bx = [(x(k);Dix(k))]li=1 ; bp = [(x(k); p(k)i )]li=1 :Using the same idea as in the proof of Theorem 3.1, i.e. considering (k+1)i = 2=(c1 + c2) i ; (k+1)i = 0 ; i = 1; 2; : : : ; l; k = 0; 1; : : :Theorem 3.2 can be proven.Theorem 3.2 Let A, Bi,  (k+1)i , (k+1)i , i = 1; 2; : : : ; l, be from (6), (10), (22), and (23),respectively. Then, there exists a constant  < 1 independent of h, p, and q such thatkx(k)k2  k kx(0)k2 ; k = 0; 1; : : : :Here x(k) is dened by Algorithm 3.2.Next, we modify Algorithm 3.2 slightly, i.e. we use fewer parameters, and obtain Algo-rithm 3.3.Algorithm 3.3 We dene sequences fx(k)g and fp(k)g as follows:x(0) 2 RN ; p(1) =  (1)1 D1x(0) + : : :+  (1)l Dlx(0) ;x(1) = x(0)   p(1) ;f (1)i gi=1;2;:::;l = arg min (1)i 2R;1il kx(1)k2 ; (25)p(k+1) = ( (k+1)1 D1x(k) + : : :+  (k+1)l Dlx(k)) + (k+1)p(k) ; i = 1; 2; : : : ; l ;x(k+1) = x(k)   p(k+1) ; k = 1; 2; : : : ;f (k+1)i ; (k+1)gi=1;2;:::;l = arg min (k+1)i 2R; (k+1)2R;1il kx(k+1)k2 : (26)This minimization problem is equivalent to the system of linear equations0@ Qx QxpQpx Qp 1A0@ axap 1A = 0@ bxbp 1Aof the order l + 1, whereQx = [(Dix(k);Djx(k))]li;j=1 ; Qp = (p(k); p(k)) ; Qxp = [(p(k);Dix(k))]li=1 ; Qpx = QTxpax = [ (k+1)i ]li=1 ; ap = (k+1) ;bx = [(x(k);Dix(k))]li=1 ; bp = (x(k); p(k)) :Using the same ideas as in the proof of Theorem 3.1 we get the following Theorem.Theorem 3.3 Let A, Bi,  (k+1)i , (k+1), i = 1; 2; : : : ; l, be from (6), (10), (25), and (26),respectively. Then, there exists a constant  < 1 independent of h, p, and q such thatkx(k)k2  k kx(0)k2 ; k = 0; 1; : : :with x(k) from Algorithm 3.3.By introducing additionally some orthogonality conditions we obtain Algorithm 3.4.10
Algorithm 3.4 We dene sequences fx(k)g and fp(k)1 g, : : : , fp(k)l g as follows:x(0) 2 RN ; ~p(1)i = Dix(0) ; i = 1; 2; : : : ; l :Then, we orthogonalize the vectors ~p(1)i :p(1)1 = ~p(1)1p(1)i = i 1Xj=1(i)j p(1)j + ~p(1)i ; (i)j =  (~p(1)i ; p(1)j )(p(1)j ; p(1)j ) ; i = 1; 2; : : : ; l ;and we put x(1) = x(0)   ( (1)1 p(1)1 + : : :+  (1)l p(1)l ) ;  (1)i = (x(0); p(1)i )(p(1)i ; p(1)i ) : (27)For k = 1; 2; : : : we dene~p(k+1)i = Dix(k) + (k+ kk )i1 p(k)1 + : : :+ (k+ kk )il p(k)l + (k+ k 1k )i1 p(k 1)1 + : : :+ (k+ k 1k )il p(k 1)l + : : : + (k+ 1k )i1 p(1)1 + : : :+ (k+ 1k )il p(1)l  ;with (k+ sk )ij =  (Dix(k); p(s)j )(p(s)j ; p(s)j ) ; s = k; k   1; : : : ; 1 ; i; j = 1; 2; : : : ; l : (28)Then, using the Gram-Schmidt procedure we denep(k+1)1 = ~p(k+1)1p(k+1)i = i 1Xj=1(i)j p(k+1)j + ~p(k+1)i ; (i)j =  (~p(k+1)i ; p(k+1)j )(p(k+1)j ; p(k+1)j ) ; i = 1; 2; : : : ; l :We putx(k+1) = x(k)  ( (k+1)1 p(k+1)1 + : : :+  (k+1)l p(k+1)l ) ;  (k+1)i = (x(k); p(k+1)i )(p(k+1)i ; p(k+1)i ) ; i = 1; 2; : : : ; l :(29)Within the Algorithm 3.4 we have the following orthogonalities(x(k+1); p(s)i ) = 0 ; i = 1; 2; : : : ; l ; s = 1; 2; : : : ; k + 1(p(s)i ; p(t)j ) = 0 ; js  tj+ ji  jj 6= 0 ; s; t = 1; 2; : : : ; k + 1 ; i; j = 1; 2; : : : ; l : (30)These orthogonalities are of the same type as in the usual conjugate gradient methodwith a xed preconditioner. 11
Theorem 3.4 Let A, Bi, (k+1)i ,  (k+1)i , i = 1; 2; : : : ; l, be from (6), (10), (28), (27) and(29), respectively. Then, there exists a constant  < 1 independent of h, p, and q suchthat kx(k)k2  kkx(0)k2 ; k = 0; 1; 2; : : : :Here, x(k) is the k-th iterate in Algorithm 3.4.Proof: The orthogonality conditions (30) lead to the following minimization propertykx(k+1)k22 = x(k)   lXi=1  (k+1)i p(k+1)i 22 = min(k+1)i ;1il x(k) + lXi=1 (k+1)i p(k+1)i 22= min(s)i ; 1il; 1sk+1x(k) + lXi=1 (k+1)i p(k+1)i 22 + kXs=1 lXi=1((s)i p(s)i ; (s)i p(s)i )= min(s)i ; 1il; 1sk+1 x(k) + k+1Xs=1 lXi=1 (s)i p(s)i 22 : (31)Let (k+1)i 2 R, i = 1; 2; : : : ; l, be arbitrary parameters. Using the representationp(k+1)i = Dix(k) + i 1Xj=1 (i)j Djx(k) + kXs=1 lXi=1 (s)i p(s)ifor p(k+1)i , we can dene numbers ~(s)i such thatk+1Xs=1 lXi=1 ~(s)i p(s)i = lXi=1 (k+1)i Dix(k) :Therefore, the relationskx(k+1)k22 = min(k+1)i ; 1il; 1sk+1 x(k) + k+1Xs=1 lXi=1 (s)i p(s)i 22 x(k) + k+1Xs=1 lXi=1 ~(s)i p(s)i 22 = min(k+1)i ; 1il x(k) + lXi=1 (k+1)i Dix(k)22 (32)hold. Then, using the proof of Theorem 3.1, we get the assertion of this theorem. 2Simplifying Algorithm 3.4, i.e. using fewer parameters, we get the next iterativescheme.Algorithm 3.5 We dene sequences fx(k)g and fp(k)1 g, : : :, fp(k)l g as follows:x(0) 2 RN ; ~p(1)i = Dix(0) ; i = 1; 2; : : : ; l :Then, using the Gram-Schmidt orthogonalization procedure, we denep(1)1 = ~p(1)1p(1)i = i 1Xj=1(i)j p(1)j + ~p(1)i ; (i)j =  (~p(1)i ; p(1)j )(p(1)j ; p(1)j ) ; i = 1; 2; : : : ; l ;12
and we put x(1) = x(0)   ( (1)1 p(1)1 + : : :+  (1)l p(1)l ) ;  (1)i = (x(0); p(1)i )(p(1)i ; p(1)i ) : (33)For k = 1; 2; : : : we dene~p(k+1)i = Dix(k) + (k+1)i1 p(k)1 + : : :+ (k+1)il p(k)l ; (k+1)ij =  (Dix(k); p(k)j )(p(k)j ; p(k)j ) ; (34)j = 1; 2; : : : ; l ; i = 1; 2; : : : ; l :Using again the Gram-Schmidt procedure we denep(k+1)1 = ~p(k+1)1p(k+1)i = i 1Xj=1(i)j p(k+1)j + ~p(k+1)i ; (i)j =  (~p(k+1)i ; p(k+1)j )(p(k+1)j ; p(k+1)j ) ; i = 1; 2; : : : ; l ;and we putx(k+1) = x(k)   ( (k+1)1 p(k+1)1 + : : :+  (k+1)l p(k+1)l ) ;  (k+1)i = (x(k); p(k+1)i )(p(k+1)i ; p(k+1)i ) : (35)A simple calculation shows that the following orthogonality conditions(x(k+1); p(k+1)i ) = 0 ; (p(k+1)i ; p(k)j ) = 0 ; i; j = 1; 2; : : : ; l ; (36)and the relations (p(k+1)i ; p(k+1)j ) = ij(p(k+1)i ; p(k+1)i ) ; i; j = 1; 2; : : : ; l (37)hold.Theorem 3.5 Let A, Bi, (k+1)i ,  (k+1)i , i = 1; 2; : : : ; l, be from (6), (10), (34), (33), and(35), respectively. Then, there exists a constant  < 1 independent of h, p, and q suchthat kx(k)k2  kkx(0)k2 ; k = 0; 1; 2; : : :holds, where x(k) is the k-th iterate of Algorithm 3.5.Proof: From the orthogonality conditions (36) and the relations (37) we have the follow-ing minimization propertykx(k+1)k22 = x(k)   lXi=1  (k+1)i p(k+1)i 22 = min(k+1)i ;1il x(k) + lXi=1 (k+1)i p(k+1)i 22= min(s)i ; 1il; ksk+1 x(k) + lXi=1 (k+1)i p(k+1)i 22 + lXi=1((k)i p(k)i ; (k)i p(k)i )= min(s)i ; 1il; ksk+1 x(k) + k+1Xs=k lXi=1 (s)i p(s)i 22 : (38)13
Let (k+1)i 2 R, i = 1; 2; : : : ; l, be arbitrary parameters. Using the following representationfor p(k+1)i : p(k+1)i = Dix(k) + i 1Xj=1 (i)j Djx(k) + lXi=1 (k)i p(k)i ;we can dene numbers ~(s)i such thatk+1Xs=k lXi=1 ~(s)i p(s)i = lXi=1 (k+1)i Dix(k) :The rest of the proof is analogous to the proof of Theorem 3.4. 2Remark 3.2 The suggested methods can be used for an arbitrary symmetric positive de-nite matrix A when B 1 has an additive form. In the next section we examine numericallysome two-level preconditioners for elliptic problems and domain decomposition methods.4 Numerical experimentsIn this section, we demonstrate the convergence properties of the iterative methods pro-posed in the previous section on numerical examples. We concentrate our experiments onthe Algorithms 3.1 { 3.5. We assume that the triangulations 
h and the auxiliary gridsh coincide. In this case the operator R in (10) is the identity operator.We present numerical results for the iterative schemes applied to problem (3). Fur-thermore, we use our schemes for additive preconditioners which arise from domain de-composition methods and nite element discretizations with two-level p-hierarchical basisfunctions.Let us rst discuss some implementation details of the new methods with variablepreconditioners.4.1 Some implementation aspectsIn Section 3, the Algorithms 3.2 { 3.5 are formulated in terms of sequences fx(k)g andfp(k)1 g, : : : ,fp(k)l g. This formulation is convenient for the theoretical investigations butnot for an implementation. For that reason, we write down these algorithms in terms ofsequences fu(k)g, fr(k)g, and fs(k)1 g, : : : ,fs(k)l g. Then, Algorithm 3.2 can be implementedin the following way:We dene sequences fu(k)g, fr(k)g, and fs(k)1 g, : : : ,fs(k)l g as follows:u(0) 2 RN ; r(0) = Au(0)  f ; s(1)i = Bir(0) ; i = 1; 2; : : : l ;u(1) = u(0)   ( (1)1 s(1)1 + : : :+  (1)l s(1)l ) ;r(1) = r(0)   ( (1)1 As(1)1 + : : :+  (1)l As(1)l ) ;f (1)i gi=1;2;:::;l = arg min (1)i 2R;1il kz(1)kA ;14
s(k+1)i = Bir(k) + (k+1)i s(k)i ; i = 1; 2; : : : ; l ;u(k+1) = u(k)   ( (k+1)1 s(k+1)1 + : : :+  (k+1)l s(k+1)l ) ;r(k+1) = r(k)   ( (k+1)1 As(k+1)1 + : : :+  (k+1)l As(k+1)l ) ; k = 1; 2; : : :f (k+1)i ; (k+1)i gi=1;2;:::;l = arg min (k+1)i 2R; (k+1)i 2R;1il kz(k+1)kA :From Section 3 it is known that the last minimization problem is equivalent to the systemof linear equations (24). In terms of r(k) and s(k) the entries of the submatrices Qx, Qp,and Qxp have the form:Qx = [(ABir(k); Bjr(k))]li;j=1 ; Qp = [(As(k)i ; s(k)j )]li;j=1 ;Qxp = [(As(k)i ; Bjr(k))]li;j=1 ; Qpx = QTxp ;and for the right-hand side (bx bp)T we getbx = [(r(k); Bir(k))]li=1 ; bp = [(r(k); s(k)i )]li=1 :It is obvious that the other algorithms can be written in an analogous manner.In Section 3, convergence estimates for the CG-like Algorithms 3.2 { 3.5 were given.These estimates are not the typical estimates for CG methods, they are more similar to theestimates which we get for the usual gradient method with a xed preconditioner. How-ever, our numerical experiments will show that in many cases the new CG-like algorithmshave better convergence properties than the CG method with a xed preconditioner.Taking into consideration the dierent cost of arithmetical work per iteration step of themethods presented and of the usual CG method, it arises the question whether the newmethods or the usual CG method give the best algorithm with respect to the CPU-timeneeded. The answer depends on the problem (see the presented numerical results). If weuse a xed preconditioner with the right scaling of the summands in the additive form,the usual CG method will be in general faster than the new methods, since one iterationstep of the new methods is more expensive than in the usual CG method.Let us analyse the arithmetical cost for each iteration step more precisely. Withineach step we have to compute scalar products, matrix by vector multiplications, vectoroperations of the type y := x + y (called DAXPY operations), and the application ofthe preconditioner B. In Table 1 we summarize the amount of these operations. Notethat in Algorithm 3.4 the amount of arithmetical operations per iteration step is growingwith the number k of the iteration step. This is caused by the increasing cost of theorthogonalization process for the vectors p(k)i or s(k)i , respectively.Additionally, within Algorithm 3.2 and within Algorithm 3.3, the computation of theiteration parameters in each iteration step requires to solve a system of linear equationsof the order 2l and of the order l + 1, respectively.Table 1 shows that for large l the cost of arithmetical work of the new methods is muchmore higher than that of the usual CG method with xed preconditioners. But we can alsosee that we have to perform in all algorithms the application of the preconditioner B onlyonce. In some cases, as for example preconditioners on the basis of domain decompositionideas (see Subsection 4.4), the application of the preconditioning operator B is relativelyexpensive. In such cases, the better convergence properties of the proposed methods incomparison to the usual CG method implies fewer applications of the operator B. Thiscan lead to faster algorithms. 15
number ofmethod scalar products matrix by vector DAXPY actions of Busual CG method 2 1 3 1Algorithm 3.2 l(2l+ 3) l l2 + 3l 1Algorithm 3.3 (l + 1)(l+ 4)=2 l l+ 3 1Algorithm 3.4 l((2k+ 1)l  3)=2 l kl2 + 3l + l(l  1)=2 1Algorithm 3.5 3l(l+ 1)=2 l l2 + 3l+ l(l  1)=2 1Table 1: Arithmetical cost per iteration step4.2 BPX preconditioner with variable parametersAs the rst example we consider problem (3) with p = 1 and q = s2, s being an arbitraryreal number. We compare the algorithms with variable preconditioners and the CGmethod with the xed preconditioner (10). Problem (3) is solved in the unit square (0; 1)(0; 1). Starting from a coarse mesh with 32 congruent right isosceles triangles, a sequenceof nested nite element triangulations is generated. Corresponding to each triangulationwe dene the nite element subspaces spanned by the usual piecewise linear functions.Using this discretization we get the systems of algebraic nite element equations (6).Since we want to measure the norm kz(k)kA in each iteration step we need the exactsolution u of the system of algebraic equations (6). We choose in the BVP (3) the right-hand side f  0, and therefore, the exact solution of the system (6) is the zero-vector.The initial guess for the iterative processes is the vector whose components correspondto the values of the function x3(1 x)y(1  y)5 in the nodes of the nite element meshes.The iterative methods are terminated when the relative error kz(k)kA=kz(0)kA  10 4 isachieved. In Table 2 the number of iterations for the CG method preconditioned by theBPX method with the xed factors k = (p + 2 2kq) 1, k = 1; 2; : : : ; l, (see Section 2) ispresented. In all tables, N denotes the number of unknowns.s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 11 6 6 8 9 10 11 12 13 13 143 289 13 9 7 7 8 9 10 11 11 12 124 1089 14 12 8 7 6 7 7 8 8 9 105 4225 15 15 11 9 8 7 7 6 6 6 76 16641 16 16 13 11 10 9 8 8 7 7 7Table 2: CG (preconditioned by BPX with xed factors)In the Tables 3 { 7 we give the number of iterations for Algorithm 3.1, i.e. the gradientmethod with the variable preconditioner, and the Algorithms 3.2 { 3.5.Tables 4 { 7 show that the CG-like algorithms with variable preconditioners have betterconvergence properties than the CG method with the xed preconditioner. However, inall these experiments the CPU time needed for the new methods was higher than that forthe old one. 16
s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 32 9 5 5 6 8 9 11 12 13 143 289 37 13 8 5 4 4 5 5 6 6 64 1089 40 18 12 9 7 5 3 3 3 4 45 4225 43 22 16 12 10 8 7 6 5 4 36 16641 44 25 19 15 13 11 10 8 7 7 6Table 3: Gradient method with l parameters (Algorithm 3.1)s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 12 6 4 5 5 6 7 7 8 8 93 289 13 8 6 4 4 4 4 4 4 5 54 1089 14 10 7 6 5 4 3 3 3 3 35 4225 14 11 9 7 6 6 5 4 4 4 36 16641 15 12 10 8 7 6 6 6 5 5 4Table 4: Application of Algorithm 3.2s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 12 6 4 5 5 6 7 7 8 8 93 289 14 8 6 4 4 4 4 4 5 5 54 1089 16 10 8 6 5 4 3 3 3 3 35 4225 16 11 9 7 6 6 5 5 4 4 36 16641 16 12 10 8 8 7 6 6 5 5 4Table 5: Application of Algorithm 3.3s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 10 6 4 5 5 6 7 7 8 8 93 289 11 8 6 4 4 4 4 4 4 5 54 1089 12 9 7 6 5 4 3 3 3 3 35 4225 13 10 8 7 6 5 5 4 4 3 36 16641 13 11 9 8 7 6 6 5 5 5 4Table 6: Application of Algorithm 3.417
s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 11 6 4 5 5 6 7 7 8 8 93 289 13 8 6 4 4 4 4 4 4 5 54 1089 14 10 8 6 5 4 3 3 3 3 35 4225 15 11 9 7 6 6 5 4 4 3 36 16641 16 12 10 8 7 7 6 6 5 5 4Table 7: Application of Algorithm 3.5Finally, in Table 8, we present the number of iterations if we use the preconditioner Bin (10) with the factors k = 1, k = 1; 2; : : : ; l. The bad convergence properties in this caseshow that it is important to know some a-priori information of the corresponding boundaryvalue problem or to compute suitable factors within the iterative process automaticallyas it is made in the Algorithms 3.1 { 3.5.s 0 10 20 30 40 50 60 70 80 90 100l N number of iterations2 81 11 9 8 11 13 14 15 16 16 17 173 289 13 12 13 14 15 17 18 19 20 20 214 1089 14 13 15 17 19 20 20 21 22 24 245 4225 15 13 15 18 20 22 24 25 26 28 296 16641 16 14 16 19 20 22 25 27 28 30 32Table 8: Application of the BPX preconditioner with factors equal to 14.3 Two-level p-hierarchical preconditionersIn this section, we apply the presented algorithms to systems of nite element equationsarising from the discretization with two-level p-hierarchical ansatz functions.We consider two problems, namely problem (3) (with p = 1, q = 0, and f = 0) in thedomain 
 = (0; 1) (0; 1), and a plane linear elasticity problem (state of the plane stress)in the same domain but with the boundary conditionsu = (u1; u2)T = 0 on  1 = f(x; y) : 0  x  1 ; y = 0g ;ijnj = 0 on @
 n  1 (i; j = 1; 2);where u = (u1; u2)T denotes the displacement vector, ij are the components of thestress tensor, and n = (n1; n2)T is the vector of the outer normal on the boundary @
.Furthermore, we use a Poisson's ratio  = 0:3 in the elasticity problem.As in Subsection 4.2, the discretization process is started with a coarse triangulationof the domain 
 which consists of 32 congruent right isosceles triangles. The ner tri-angulations are generated by a successive renement process where we generate in eachtriangle four congruent subtriangles by connecting the midpoints of the edges. In thenest triangulation we dene on each edge of the triangles the midpoint such that we gettriangles with 6 nodes. The nite element subspaces on the coarse meshes are spanned18
by the usual piecewise linear nite element functions, and on the nest mesh the niteelement subspace is spanned by so-called two-level p-hierarchical functions. These func-tions are the usual piecewise linear functions and piecewise quadratic functions which areequal to one in exactly one midpoint and are equal to zero in all other nodes. Numberingrst the vertex nodes and then the midpoint nodes in the nest triangulation, the systemof nite element equations has the following block structure Avv AvmAmv Amm ! uvum ! =  fvfm ! ; (39)where "v" and "m" correspond to the vertex nodes and the midpoint nodes, respectively.It is well-known [2, 3, 20] that the matrix~B =  Avv 00 Amm !is spectrally equivalent to the stiness matrix in (39). From the matrix ~B we derive thepreconditioner B =  Bvv 00 Bmm ! ;where Bvv stands for the usual BPX preconditioner [10, 31], and for Bmm we choosethe diagonal part of the matrix Amm, i.e. Bmm = diag(Amm). In this way we get apreconditioner B which is spectrally equivalent to the stiness matrix in (39) (see, e.g.,[2, 3, 10, 19, 31]). It is obvious that the preconditionerB is of additive form, and therefore,we can apply the algorithms described in Section 3.In Table 9 we present the number of iterations of the Algorithms 3.1 { 3.5 and of theusual CG method.Furthermore, we made some experiments with a preconditioner Bmm =  diag(Amm)with dierent values of  (The corresponding algorithms are denoted by CG-.). Theresults show that a wrong scaling factor  inuences the convergence rate of the usual CG-method essentially, but the convergence behaviour of the new algorithms is not disturbedby such a wrong factor. Using Algorithm 3.1, i.e. the gradient method with variablepreconditioner, we can compute the optimal scaling factor . This optimal parameteropt is also applied in the usual CG method.In the case of problem (3), the initial guess for the iterative processes is the vectorwhose components correspond to the values of the function x3(1 x)y(1 y)5 in the nodesof the nite element meshes. For the elasticity problem we use that vector whose compo-nents correspond to the values of the function x3(1  x)y(1  y)5 for the u1 displacementand to the values of the function x(1 x)5y3(1 y) for the u2 displacement. The iterativemethods are terminated when the relative error kz(k)kA=kz(0)kA  10 4 is achieved.From Table 9 we can see that the scaling factors 1:0, which are used in the usual CGmethod, are not so far from the right scaling. Consequently, the algorithms presented inSection 3 can not lead to an essential reduction of the number of iterations.In this section, we also show an experiment with the iterative process (21). As men-tioned in Section 3, this iterative process is very expensive. For that reason we solved onlya very small problem, i.e. a problem with 81 and 162 unknowns in the cases of the Pois-son's equation and the elasticity problem, respectively. In Table 10 we present for eachiteration step k the relative error kz(k)kA=jz(0)kA. As preconditioner we use the matrix Avv 00 diag(Amm) ! :19
Poisson's equation elasticity problemN 289 1089 4225 16641 578 2178 8450solver number of iterations number of iterationsusual CG 15 15 15 14 25 25 24Algorithm 3.1 34 34 32 29 83 85 81Algorithm 3.2 14 14 13 12 25 24 21Algorithm 3.3 15 15 14 14 24 25 23Algorithm 3.4 13 13 12 11 21 20 19Algorithm 3.5 14 14 13 12 23 22 20CG{opt 14 14 13 12 23 23 23opt 0.65 0.55 0.47 0.39 0.72 0.62 0.69CG{10 26 25 23 20 43 40 36CG{100 48 53 51 47 100 103 98Table 9: Number of iterations of the dierent methodsTable 10 shows that the iterative process (21) has better convergence properties thanthe other methods. But in the case of the elasticity problem we can see that this iterativeprocess can be unstable or even not converge.Poisson's problem elasticity problemiteration step relative error kz(k)kA=jz(0)kA relative error kz(k)kA=jz(0)kA1 0.4903 0.45712 0.1134 0.32883 0.4674e-01 0.18864 0.1848e-01 0.8071e-015 0.3446e-02 0.2762e-016 0.6385e-03 0.1089e-017 0.1345e-04 0.5054e-028 0.9596e-039 0.3404e-0310 0.3404e-03Table 10: Application of the iterative process (21)4.4 Preconditioners in domain decomposition methodsIn this section, we apply our algorithms to the Poisson's equation, i.e. to problem (3) withp = 1 and q = 0. Here, we want to study the convergence behaviour of the algorithmspresented in Section 3, when we use a preconditioner based on a non-overlapping domaindecomposition (DD) strategy. 20
The starting point for the DD method is a decomposition of the domain 
 into non-overlapping subdomains 
i, i = 1; 2; : : : ; p. A well-known way for dening DD precondi-tioners is the following: First, we consider the system of algebraic nite element equationsin the exact discrete harmonical basis [15, 16]. In this basis, the stiness matrix has, bya suitable numbering of the nodes, a block structure, where one block is the Schur com-plement matrix and the other blocks are that parts of the stiness matrix in the nodalbasis which correspond to the inner nodes of each subdomain. Then, the preconditioningmatrix B =  CBC 00 IBI ! ; BI = blockdiagfBI;igi=1;2;:::;p ; (40)is spectrally equivalent to the stiness matrix in the exact discrete harmonical basisif BC and BI are spectrally equivalent to the Schur complement and to the stinessmatrix corresponding to the problems in the subdomains, respectively. Examples for suchpreconditioners are given in [15].In general, transformations into the exact discrete harmonical basis are too expensive.Therefore, one utilizes an approximate discrete harmonical basis. In [15, 16] it is shownthat also in this case the matrix (40) is a spectrally equivalent preconditioner supposedthat the matrices BC and BI are chosen in an appropriate way. Because of the additiveform of the preconditioning matrix (40) we can use this preconditioner within our iterativesolvers.Usually, one does not perform the iterative methods for the system of nite elementequations in the approximate discrete harmonical basis. One applies the algorithms tothe systems of nite element equations in the nodal basis and utilizes the transformationto the approximate discrete harmonical basis within the preconditioner. This results inthe DD-preconditioner V TBV with a matrix V which describes the change from the nodalbasis to the approximate discrete harmonical basis.In the following, we consider problem (3) (p = 1, q = 0, f = 0) in the square (0; 4) (0; 4). The domain 
 is decomposed into 16 subdomains. We generate in each subdomaina sequence of nested triangulations such that we get an admissible triangulation for thewhole domain 
. Corresponding to this sequence of triangulations, a sequence of systemsof nite element equations is dened by using the usual piecewise linear functions.As initial guess for the iterative solvers, a vector is used whose components correspondto the values of the function x3(4 x)y(4  y)5 in the nodes of the nite element meshes.The iterative methods are terminated when the relative error kz(k)kA=kz(0)kA  10 4 isachieved.As matrixBC we apply a BPS-preconditioner [9] using ideas from [1, 13, 25] on the cou-pling boundary, i.e. on the boundary of the subdomains, and a global cross-point system.The preconditioner BI is dened implicitly, i.e. for solving the problems correspondingto the subdomains a multigrid V-cycle with one pre- and one post-smoothing step ofGauss-Seidel type is employed. The basis transformation V makes use of a hierarchicalextension technique described in [16].The numerical experiments presented in Table 11 are performed on 16 processors of amultiprocessor system GC/PP-128.Table 11 shows that in the most cases the Algorithms 3.2 { 3.5 are faster than the usualPCG method with the preconditioner (40) and C = I = 1. Within each iteration step ofthe algorithms implemented on a parallel computer we have to perform communicationbetween the processors. On the multiprocessor system GC/PP-128 the communicationpower is relatively slow in comparison to the processing power. Therefore, the higher21
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