Abstract. Two different approaches are employed to investigate the global attractivity of delayed Hopfield neural network models. Without assuming the monotonicity and differentiability of the activation functions, Liapunov functionals and functions (combined with the Razumikhin technique) are constructed and employed to establish sufficient conditions for global asymptotic stability independent of the delays. In the case of monotone and smooth activation functions, the theory of monotone dynamical systems is applied to obtain criteria for global attractivity of the delayed model. Such criteria depend on the magnitude of delays and show that self-inhibitory connections can contribute to the global convergence.
1.
Introduction. There has recently been increasing interest in the potential applications of the dynamics of artificial neural networks in signal and image processing. Among the most popular models in the literature of artificial neural networks is the following continuous time model described by a system of ordinary differential equations for u i (t), the voltage on the input of neuron i at time t:
T ij g j (u j (t)) + I i , i = 1, 2, . . . , n. Here n ≥ 2 is the number of neurons in the network. For neuron i, C i > 0 and R i > 0 are the neuron amplifier input capacitance and resistance, respectively, and I i is the constant input from outside the system. The n × n matrix T = (T ij ) represents the connection strengths between neurons, and if the output from neuron j excites (resp., inhibits) neuron i, then T ij > 0 (resp., < 0). The matrix T is assumed to be irreducible, i.e., the network is strongly connected. The functions g j are neuron activation functions. This model for n neurons was proposed by Hopfield [13] with an electrical circuit implementation and is thereafter referred to in the literature as a Hopfield-type neural network. In Hopfield's analysis [13] , T is assumed symmetric, and functions g j are assumed to be C ∞ sigmoid functions. Hopfield [13] realized that in hardware implementation, time delays occur due to finite switching speeds of the amplifiers. A single time delay τ > 0 was first introduced into (1.1) by Marcus and Westervelt [19] . They considered the following system of differential equations with delay:
T ij g j (u j (t − τ )) + I i , i = 1, 2, . . . , n. (1.2) System (1.2) has much more complicated dynamics than (1.1) due to the incorporation of delay. For results on this system, see, for example, Bélair, Campbell, and van den Driessche [3] , Marcus and Westervelt [19] , Wu [26] , and Wu and Zou [27] .
Systems (1.1) and (1.2) can be rewritten for u = (u 1 , u 2 , . . . , u n ) T as du(t) dt = −Bu(t) + A g(u(t)) + J (1.3) and du(t) dt = −Bu(t) + A g(u(t − τ )) + J, (1.4) respectively, where B = diag(b 1 , b 2 , . . . , b n ) with b i = 1/(R i C i ), the n × n irreducible connection matrix A = (a ij ) with a ij = T ij /C i , g(u) = (g 1 (u 1 ), g 2 (u 2 ), . . . , g n (u n )) T and J = (J 1 , J 2 , . . . , J n )
T with J i = I i /C i for i, j = 1, 2, . . . , n. Gopalsamy and He [10] recently considered a modification of (1.4) by incorporating different delays τ ij ≥ 0 in different communication channels (from neuron j to neuron i), namely,
Clearly (1.3) and (1.4) are special cases of (1.5). The initial conditions associated with (1.5) are of the form
where it is usually assumed that φ i ∈ C([−τ, 0], R), i = 1, 2, . . . , n.
Hopfield-type neural networks (1.3) and (1.4) and their various generalizations have attracted the attention of the scientific community (e.g., mathematicians, physicists, and computer scientists), due to their promising potential for the tasks of classification, associative memory, and parallel computation and their ability to solve difficult optimization problems. When a neural circuit is employed as an associative memory, the existence of many equilibrium points is a necessary feature. However, in applications to parallel computation and signal processing involving the solution of optimization problems, it is required that there be a well-defined computable solution for all possible initial states. From a mathematical viewpoint, this means that the network should have a unique equilibrium point that is globally attractive. Indeed, earlier applications to optimization problems have suffered from the existence of a complicated set of equilibria (see Tank and Hopfield [25] ). Thus, the global attractivity of systems is of great importance for both practical and theoretical purposes and has been the major concern of most authors dealing with (1.3) and (1.4) and their generalizations (e.g., (1.5)). See, for example, Bélair [2] , Cao and Wu [5] , Cohen and Grossberg [6] , Forti [8] , Forti, Manetti, and Marini [9] , Gopalsamy and He [10] , Hirsch [12] , Kelly [15] , Li, Michel, and Porod [17] , Michel, Farrell, and Porod [18] , and Matsuoka [20] .
To the best of the authors' knowledge, existing results on (1.3) and (1.4) and their generalizations have been obtained under the assumption that the nonlinear neuron activation functions are sigmoid, that is,
(H 2 ) For each j ∈ {1, 2, . . . , n}, g j (0) = 0 and g j (x) saturates at ± 1, i.e., lim x→±∞ g j (x) = ±1. Hence g j 's have always been assumed to be continuously differentiable and monotonically increasing with |g j (x)| ≤ 1.
Recently, Morita [21] , and Yoshizawa, Morita, and Amari [28] have shown that the absolute capacity of an associative memory model can be remarkably improved by replacing the usual sigmoid activation functions with nonmonotonic activation functions. Therefore, it seems that for some purposes, nonmonotonic (and not necessarily smooth) functions might be better candidates for neuron activation in designing and implementing an artificial neural network. In many electronic circuits, amplifiers that have neither monotonically increasing nor continuously differentiable input-output functions are frequently adopted. For example, in designing an optimization network for matrix inversion, Jang, Lee, and Shin [14] used cubic-like input-output functions (nonmonotone) in implementation, while Tank and Hopfield [25] designed a linear programming network that is also of the form (1.1) with all g j equal and piecewise linear (nonsmooth). This is practical motivation for relaxing conditions (
In their proofs of the global stability results, previous authors almost all made use of the monotonicity and/or smoothness of the activation functions to construct Liapunov functions or functionals and to estimate their derivatives along the solutions. Therefore, some of their arguments may not be valid without the monotonicity and/or smoothness condition(s). As an example of this aspect, let us consider (1.3) with B equal to the identity matrix and A skew symmetric (i.e., A T = −A). With these assumptions, it has been shown (see Forti [8, Corollary 3] , or Matsuoka [20, p. 497] ) that if g j , j = 1, 2, . . . , n, are continuously differentiable, bounded, and strictly increasing, then for every J ∈ R n , system (1.3) has a unique equilibrium that is globally asymptotically stable. However, consider the following specific system
where k > 0. It is easily verified that all the assumptions as stated above are satisfied except for the monotonicity condition on the activation functions g j (u j ) = sin u j , j = 1, 2. When k > 0 is sufficiently large (e.g., k > 3π 2 ), system (1.6) has a nonzero equilibrium in addition to the zero equilibrium, and hence the above result about the global convergence fails to be valid for system (1.6) for such k.
The purpose of this paper is to establish some criteria for the global attractivity of (1.4) and (1.5). In section 2, such global conditions are obtained by constructing Liapunov functions and functionals without assuming monotonicity or smoothness of the activation functions g j , j = 1, . . . , n. Instead of (H 1 ) and (H 2 ), we assume the following:
Assumptions (A 1 ) and (A 2 ) are clearly weaker than (H 1 ) and (H 2 ), and the criteria found are independent of the magnitude of the delay(s). In section 3, we employ the theory of monotone dynamical systems to derive sufficient conditions under the hypotheses of monotonicity and differentiability of the activation functions. We prove that for excitatory connections (a ij ≥ 0, for j = i), if system (1.3) is globally attractive, then system (1.5) is also globally attractive provided that the diagonal delays τ ii corresponding to negative a ii are sufficiently small. This conclusion is also true for some networks with inhibitory connections.
2. Criteria independent of the magnitude of delays. Gopalsamy and He [10] also assumed (H 1 ) and (H 2 ) in the proof of their principal result, but a slight modification shows that their stability criterion remains valid for (1.5) with only assumptions (A 1 ) and (A 2 ).
Theorem 2.1. Suppose (A 1 ) and (A 2 ) hold and
then, for every input J, system (1.5) has a unique equilibrium u * that is globally asymptotically stable, independent of the delays.
The proof follows by using a fixed point argument and the same Liapunov functional as used by Gopalsamy and He [10] , but with the neuron gains replaced by the Lipschitz constants L j , namely,
By constructing a different Liapunov functional, we can obtain a new criterion that is, in general, independent of Theorem 2.1. Recall that the spectral norm of matrix Z is defined as
Theorem 2.2. Suppose (A 1 ) and (A 2 ) hold and τ ij ≥ 0, i, j = 1, 2, . . . , n. If
then, for every input J, system (1.5) has a unique equilibrium that is globally asymptotically stable, independent of the delays.
Proof. For every fixed input J, let Ψ : R n → R n be defined by
Then u * is an equilibrium of (1.5) if and only if u * is a fixed point of Ψ. From (A 1 ) and (A 2 ), we know that Ψ is continuous and
Thus, Ψ maps the closed ball
into itself. By Brouwer's fixed point theorem, Ψ has a fixed point u * in Ω that is an equilibrium of (1.5).
We next prove the global asymptotic stability of u
Clearly, u * is globally asymptotically stable for (1.5) if and only if the trivial solution of (2.3) is globally asymptotically stable. Let
We calculate and estimate the derivative of V (x)(t) along (2.3) as follows:
Now, by a standard Liapunov-type theorem in functional differential equations (see, e.g., Kuang [16, Chapter 2, Corollary 5.2]), for β < 2 the trivial solution of (2.3) is globally asymptotically stable, and therefore, u * is global asymptotically stable for (1.5).
Conditions (2.1) and (2.2) are explicit from (1.5) and hence are convenient to verify in practice. But both of them have the disadvantage of neglecting the signs of entries in the connection matrix A, and thus, differences between excitatory and inhibitory effects might be ignored. In general, this is overly restrictive. In the case of no delay (i.e., τ ij = 0, i, j = 1, 2, . . . , n) and b i = 1, i = 1, 2, . . . , n, Atiya [1] and Hirsch [12] obtained conditions with this same disadvantage. Forti [8] and Matsuoka [20] recently attempted to overcome this disadvantage for networks without delay. The Liapunov functions in Forti [8] and Matsuoka [20] depend strongly on the monotonicity of the activation functions and the hypothesis τ ij = 0, i, j = 1, 2, . . . , n, and hence fail to work for (1.5) assuming only (A 1 ) and (A 2 ).
When
Consider the functional differential equation
, and x t ∈ C is defined by x t (s) = x(t +s) for s ∈ [−τ, 0]. Let V : R n → R be a Liapunov function, which we define as a C 1 function. The (upper right-hand) derivative of V along a solution x(t, φ) of (2.6) is defined byV
where f i denotes the ith component of f . . Suppose that f is continuous and maps bounded sets in C into bounded sets in R n , and f (0) = 0. Assume that there exists a Liapunov function V (x) and a constant N such that
Then, the solution x = 0 of (2.5) is asymptotically stable. In addition, for each solution x(φ)(·) such that x t (φ) < N for all t ≥ 0, x t (φ) → 0 in C as t → ∞. Now we use the above to establish the following result in terms of the spectral norm.
Theorem 2.4. Suppose (A 1 ) and (A 2 ) hold and τ ≥ 0. If
where L = max 1≤i≤n L i and b = min 1≤i≤n b i , then, for any input J, system (1.4) has a unique equilibrium that is globally asymptotically stable, independent of the delay.
Proof. For every input J, the same argument as in the proof of Theorem 2.2 shows that (1.4) has an equilibrium u * . Set x(t) = u(t) − u * . Then, u(t) is a solution of (1.4) if and only if x(t) solves
T is defined by
As in the proof of Theorem 2.2, we only need to prove that the trivial solution of (2.10) is globally asymptotically stable. Now, consider the Liapunov function V (x) = 
From (2.11) and (A 1 ), we obtain x(t + s) 2 = x(t) 2 , we have
By Theorem 3.1, it follows that the trivial solution of (2.10) is globally asymptotically stable, and therefore, u * is globally asymptotically stable for (1.4). Remark 2.1. When A is normal (i.e., AA T = A T A), then 
If we assume that for j = 1, 2, . . . , n, b j = 1 and g j (u) = g(u) is increasingly sigmoid with neuron gain g ′ (0) = sup x∈R g ′ (x) > 0, then, (2.15) further reduces to
It has been proved by Wu [26] that (2.16) is a sufficient and necessary condition for such a network (1.4) to have a unique equilibrium that is a global attractor. Note that in this case, (2.2) and (2.9) also reduces to (2.16) as pointed out in Remark 2.2.
We next give examples to show that (2.1), (2.2), and (2.9) are independent, in the sense that for each of them there exists a system (1.4) for which one of Theorems 2.1, 2.2, or 2.3 applies but the other two fail. , and let L 1 = 1, L 2 = 2 and
2) is satisfied but (2.1) and (2.9) fail. Example 2.4. Consider an example of network (1.4) with τ ≥ 0 described by
, and thus (2.9) gives γ = 2 3 < 1. Therefore, by Theorem 2.4, system (2.17) has a globally asymptotically stable equilibrium.
3. Criteria depending on delays. The conditions obtained in the previous section are all independent of delay. In this section, we establish some criteria for the global attractivity that depend on the magnitude of the delay(s).
As mentioned previously, there has been a lot of work on the global convergence of Hopfield-type models without delay (see, for example, Atiya [1] , Forti [8] , Hirsch [12] , Kelly [15] , Michel, Farrell, and Porod [18] , and Matsuoka [20] ). Since global attractivity implies the existence of a unique equilibrium, and the incorporation of the delay into the model does not change the structure of equilibria, sufficient conditions for the global attractivity of (1.3) established in the above-mentioned works guarantee the existence of a unique equilibrium for the delayed model (1.4) as well as (1.5). In the remainder of this section, we will employ the theory of monotone dynamical systems to prove that under some additional conditions, all solutions of (1.5) converge to this equilibrium provided that some delays are sufficiently small.
Since the above mentioned work on the model without delay have all assumed differentiability and monotonicity of the activation functions, the discussion of this section will be under (A 2 ) and the following hypothesis (H * 1 ) For each j ∈ {1, 2, . . . , n}, g j ∈ C 1 (R) and 0 < g
Note that (H * 1 ) and (A 2 ) are similar to (H 1 ) and (H 2 ), respectively, but (H * 1 ) does not require g ′ j (x) to attain its supremum at 0, and (A 2 ) means that g j (x) saturates, but not necessarily at ±1.
For convenience of statement, we let β j = sup x∈R g ′ j (x), W = (w ij ), and Q = (q ij ), where
for i, j = 1, 2, . . . , n. Then, we have the following results (see Matsuoka [20, (17) , (20), (8)]), in terms of matrix measures (see, e.g., Coppel [7, p. 41] ). Theorem 3.1. Assume (H * 1 ) and (A 2 ) hold. If one of the following conditions is satisfied, then for every J, system (1.3) has a unique equilibrium that is globally asymptotically stable:
The outline of the proof of the above theorem is as follows. First, by the same argument as in the proof of Theorem 2.2, we know that for every input J, (1.3) has an equilibrium u * . Then, by using a Liapunov function similar to that used in Matsuoka [20, (16) ], namely,
where x = (x 1 , x 2 , . . . , x n )
T and x = u − u * , we can arrive at the conclusion of Theorem 3.1 (i). Theorem 3.1 (ii) is just a corollary of Theorem 3.1 (i) because every eigenvalue of a symmetric matrix is not greater than any measure of the matrix. Theorem 3.1 (iii) can be proved by employing another Liapunov function, namely,
where x is as above. The above conditions in Theorem 3.1 (ii) and (iii) are easily computable, and they have the merit that negative diagonal entries of the connection matrix A contribute to the global convergence of the system (1.3) through the w ii and q ii terms.
From now on, we will consider (1.5) with τ = max 1≤i,j≤n τ ij . In order to apply the theory of monotone dynamical systems, we need some definitions. Let the partial order ≤ on R n be the usual componentwise ordering. The partial order ≤ on C = C([−τ, 0], R n ) will mean that φ(θ) ≤ ψ(θ) for θ ∈ [−τ, 0]. The inequality x < y (x ≪ y) between two vectors in R n will mean that x ≤ y and x i < y i for some (all) i. The inequality φ < ψ for functions in C will mean that φ ≤ ψ and φ = ψ while φ ≪ ψ will mean that φ(θ) ≪ ψ(θ) for all θ ∈ [−τ, 0]. The ordering assigned to C as above is called the standard ordering for C. Now, when we come to the delayed system (1.5), the negativity of diagonal entries and τ ii > 0 would make (1.5) fail to be monotone in the sense of Smith [23] under the standard ordering in C. Motivated by Smith and Thieme [24] , we equip C with another nonstandard ordering in C and find conditions under which the semiflows generated by the solutions of (1.5) are strongly order preserving in terms of this nonstandard ordering in C.
Let D be an n × n essentially nonnegative matrix, that is, D + λI is entrywise nonnegative for all sufficiently large λ. Define
It is easy to see that K D is a cone in the space C, that is, K D is closed in C, closed under addition and under scalar multiplication by nonnegative scalars and Theorem 3.2. Consider the functional differential equation
where f ∈ C 1 (C, R n ). Assume that the following conditions hold:
such that ψ p ≫ 0 for p ∈ P and ψ j (0) = 0 for j ∈ P , then for some
Then, the semiflow Φ generated by the solutions of (3.1) is strongly order preserving on C in terms of the ordering ≤ D . Now, we take D = diag(d 1 , . . . , d n ) with
where r i > 0, i = 1, 2, . . . , n are constants to be determined later. Then, D is essentially nonnegative. Recall that for (1.5), we have
, and hence
Therefore, for φ ∈ C and ψ ∈ K D we have
Since A is irreducible, it follows that (SM Now, if we take r i = e|a ii |β i , then (3.4) becomes
Hence, (SM ′ D ) holds provided a ij ≥ 0 for i = j, and those τ ii corresponding to negative a ii are sufficiently small (e.g., as estimated by (3.5)).
We next verify that (I ′ D ) also holds for f given by (3.2). To this end, let φ ∈ C, ψ ∈ K D , and P be a proper subset of {1, 2, . . . , n} such that ψ p ≫ 0 for p ∈ P and ψ i (0) = 0 for i ∈ P . Then, for each i ∈ P , ψ i (−τ ii ) = 0, since
Combining the above arguments with 3.2 gives the following. Proposition 3.3. Assume that a ij ≥ 0 for i = j and that (3.5) is satisfied. Then, the semiflow Φ generated by the solutions of (1.5) is strongly order preserving on C in terms of the ordering ≤ D .
Now we are in the position to state and prove our theorem for the global convergence of model (1.5) with A irreducible.
Theorem 3.4. Assume that a ij ≥ 0 for i = j, and the diagonal delays τ ii corresponding to negative a ii are sufficiently small (say, satisfy (3.5)). Then, under the conditions of Theorem 3.1, system (1.5) has a unique, globally attractive equilibrium for every J.
Proof. As mentioned at the beginning of this section, under the conditions of Theorem 3.1, system (1.5) has a unique equilibrium u * . It is easy to see that solutions of (1.5) are bounded due to (A 2 ). Combining the above facts with Proposition 3.3 and the global convergence theorem in Smith [23, p. 18, Theorem 3.1], we know that u * is globally attractive. The above result shows that the off-diagonal delays τ ij have no effect on the order preserving property of the semiflow generated by the solutions of (1.5), provided that the off-diagonal connection weights are positive. Furthermore, from the argument before (3.3), we can see that if a ii is nonnegative, then the corresponding delay τ ii of any magnitude is also "harmless" for this purpose. For negative a ii , (3.5) gives an estimate for the "smallness" of the corresponding τ ii .
Remark 3.1. If every cycle of length ≥ 2 in the digraph corresponding to matrix A is positive, then there exists a signature matrix S so that SAS has all off-diagonal entries ≥ 0 (see, e.g., Bélair, Campbell, and van den Driessche [3] ), and thus Theorem 3.4 is applicable by the transformation u −→ Su to (1.5).
The following example illustrates Theorem 3.3. . Linear stability analysis (see, e.g., Bélair, Campbell, and van den Driessche [3, Section 2]) shows that u * = 0 is locally stable for this range of τ . Thus, u * = 0 is in fact globally asymptotically stable for 0 ≤ τ < 1 1+e .
In conclusion, we note that the theory of monotone dynamical systems was also used by Olien and Bélair [22, section 4] in a two-neuron Hopfield network with specific activation functions that satisfy hypotheses (H 1 ) and (H 2 ). For this two-neuron model with a ii ≥ 0, assuming that a 12 a 21 > 0, the system is cooperative and irreducible; thus there is generic convergence to a stable equilibrium (Olien and Bélair [22, Theorem 1 and Corollary 4]). Our Theorem 3.4 is for global convergence and gives additional conditions on the matrix A for the unique equilibrium to be globally attractive (for all delays if a ii ≥ 0, and for small τ ii if a ii < 0).
