A general price process represented by a two-component Markov process is considered. Its first component is interpreted as a price process and the second one as an index process controlling the price component. American type options with pay-off functions, which admit power type upper bounds, are studied. Both the transition characteristics of the price processes and the pay-off functions are assumed to depend on a perturbation parameter δ ≥ 0 and to converge to the corresponding limit characteristics as δ → 0. Results about the convergence of reward functionals for American type options for perturbed processes are presented for models with continuous and discrete time as well as asymptotically uniform skeleton approximations connecting reward functionals for continuous and discrete time models.
Introduction
This paper is devoted to studies of conditions for convergence of reward functionals for American type options for Markov type price processes controlled by stochastic indices.
Markov type price processes controlled by stochastic indices and option pricing for such processes were studied by many authors. The corresponding references can be found in the report by Silvestrov, Jönsson and Stenberg (2006) . We also would like to refer to the recent book by Peskir and Shiryaev (2006) for an account of various models of stochastic price processes and optimal stopping problems for options.
We consider a variant of Markov type price process controlled by stochastic index as it was introduced in Kukush and Silvestrov (2000 , 2001 . We are interested in a two-component process Z (δ) (t) = (Y (δ) (t), X (δ) (t)),
where the first component Y (δ) (t) is a real-valued càdlàg process and the second component X (δ) (t) is a measurable process with a general measurable phase space. The first component is interpreted as a log-price process while the second component is interpreted as a stochastic index controlling the log-price process.
The process X (δ) (t) can be a global price index "controlling" market prices, or a jump process representing some market regime index (indicating, for example, growing, declining, or stable market situation, or high, moderate, or low level of volatility) modulating the log-price process Y (δ) (t). The log-price process Y (δ) (t) as well as the corresponding price process S (δ) (t) = e Y (δ) (t) themselves are not assumed to be Markov processes but the two-component process Z (δ) (t) is assumed to be a continuous time two-component Markov process. Thus, the component X (δ) (t) represents information which addition to information represented by the log-price process Y (δ) (t) makes the two-component process (Y (δ) (t), X (δ) (t)) a Markov process.
In the literature, the values of options in discrete time markets has been used to approximate the value of the corresponding option in continuous time. The paper by Cox Stenberg (2007) . In particular, Amin and Khanna (1994) gave conditions for convergence of the values for American options in a discrete-time model to the value of the option in a continuous-time model, under the assumption that the sequence of processes describing the value of the underlying asset converge weakly to a diffusion. Martingale based methods were used by Prigent (2003) in the book covering the recent results on weak convergence in financial markets, both for European and American type options. We would also like to mention the papers by Mackjavičjus (1973 Mackjavičjus ( , 1975 , Fährmann (1978 Fährmann ( , 1979 Fährmann ( , 1982 , Dochviri and Shashiashvili (1992) , and Dochviri (1988 Dochviri ( , 1993 , where convergence in optimal stopping problems are studied for general Markov processes.
Our results differ from the results obtained in the papers mentioned above by several features; by generality of models for price processes and non-standard pay-off functions and by conditions of convergence.
We consider so called triangular array model in which the processes under consideration depend on a small perturbation parameter δ ≥ 0. It is assumed that transition probabilities of the perturbed processes Z (δ) (t) converge in some sense to the corresponding transition probabilities of the limiting process Z (0) (t) as δ → 0. This let one consider the processes Z (δ) (t) to be a perturbed modification of the corresponding limit process Z (0) (t). We also consider American type options with non-standard payoff functions g (δ) (t, s), which are also assumed to be non-negative functions with not more than polynomial growth. The pay-off functions also are assumed to converge to the corresponding limit pay-off functions g (0) (t, s) as δ → 0. As well known, the optimal stopping moment for the exercise of American option has the form of the first hitting time into the optimal price-time stoping domain. It is worth to note that, under the general assumptions on the payoff functions listed above, the structure of the reward functions and the corresponding optimal stopping domain can be rather complicated. For example, as shown in Kukush and Silvestrov (2000) , Jönsson (2001) , and Jönsson, Kukush, and Silvestrov ( , 2005 ) the optimal stopping domains can possess a multi-threshold structure.
Despite of this complexity, we can prove convergence of the reward functionals which represent the optimal expected rewards in the class of all Markov stopping moments.
We do not involve directly the condition of finite-dimensional weak convergence for the corresponding processes, which is characteristic for general limit theorems for Markov type processes. Our conditions also do not use any assumptions about convergence of auxiliary processes in probability which are characteristic for martingale based methods. The latter type of conditions usually do involve some special imbedding constructions replacing perturbed and limiting processes on one probability space that may be difficult to realise for complex models of price processes. Instead of the conditions mentioned above, we introduce general conditions of local uniform convergence for the corresponding transition probabilities. These conditions do imply finite-dimensional weak convergence for the price processes and can be effectively used in applications.
We also use conditions of exponential moment compactness for the increments of the log-price processes which are natural for applications to Markov type processes.
Our approach is based on the use of skeleton approximations for price processes given in Kukush and Silvestrov (2001) , where continuous time reward functionals have been approximated by their analogues for imbedded skeleton type discrete time models. In this paper, skeleton approximations were given in the form suitable for applications to continuous price processes. We improve these approximations to the form that let us apply them to càdlàg price processes and, moreover, give them in the form asymptotically uniform as the perturbation parameter δ → 0. Another important element of our approach is a recursive method for asymptotic analysis of reward functionals for discrete time models developed in Jönsson (2005) . Key examples of price processes controlled by semi-Markov indices and corresponding convergence results are also given in Silvestrov and Stenberg (2004) and Stenberg (2007).
Price processes controlled by stochastic indices
, t ≥ 0 be, for every δ ≥ 0, a Markov process with the phase space space Z = R 1 × X, where R 1 is the real line and (X, B ) is a measurable space, transition probabilities P (δ) (t, z, t+u, A) and an initial distribution P (δ) (A). We assume that the process Z (δ) (t), t ≥ 0 is defined on a probability space (
). Note that these spaces can be different for different δ, i.e., we consider a triangular array model.
It is useful to note that Z is also a measurable space with the σ-field of measurable sets B = σ(B 1 × B ), where B 1 is the Borel σ-field in R 1 and the transition probabilities and the initial distribution are probability measures on B .
We assume that the process Z (δ) (t), t ≥ 0 is a measurable process, i.e.,
. Also, we assume that the first component Y (δ) (t), t ≥ 0 is a càdlàg process, i.e., a process that is almost surely continuous from the right and has limits from the left at all points t ≥ 0.
We interpret the component Y (δ) (t) as a log-price process and the component X (δ) (t) as a stochastic index controlling the log-price process Y (δ) (t). Let also define a price process S (δ) (t) = exp{Y (δ) (t)}, t ≥ 0. We also consider the two-component process V (δ) (t) = (S (δ) (t), X (δ) (t)), t ≥ 0. Due to one-to-one mapping and continuity properties of exponential function, V (δ) (t) is also a measurable Markov process, with the phase space V = (0, ∞) × X and its first component S (δ) (t), t ≥ 0 is a càdlàg process. The process V (δ) (t) has the transition probabilities
, where ln A = {y ∈ R 1 : y = ln s, s ∈ A}, A ∈ B + , and B + is the Borel σ-algebra of subsets of (0, ∞).
Main results

Let g
t , t ≥ 0 be a natural filtration of σ-fields, associated with process Z (δ) (t), t ≥ 0. We shall consider Markov moments τ (δ) with respect to the filtration F 
It is useful to note that F 
max,T . The goal functional that is a subject of our studies is a reward functional that is the maximal expected pay-off over the class of Markov moments M
Note that we do not impose on the pay-off functions g (δ) (t, s) any monotonicity conditions. However, it is worth noting that the cases where the pay-off function g (δ) (t, s) is non-decreasing or non-increasing in argument s correspond to call and put American type options, respectively.
The functional Φ(M (δ)
T ) can take the value +∞. However, we shall impose below conditions C 1 and C 2 on price processes and pay-off functions which will guarantee that, for all δ small enough, Φ(M
We are interested in conditions, which would also imply the following convergence relation, Φ(M
The first condition assumes the absolute continuity of pay-off functions and imposes power type upper bounds on their partial derivatives: 
Note that condition A 1 (a) admits the case where the corresponding partial derivatives exist in points from [0, T ] or (0, ∞), respectively, except some subsets with zero Lebesgue measures, while conditions A 1 (b) and (c) admit the case where the corresponding upper bounds hold in points from the sets where the corresponding derivatives exist except some subsets (of these sets) with zero Lebesgue measures.
It is useful to note that condition
The second condition is the standard condition of pointwise convergence for pay-off functions:
Let us now formulate conditions assumed for the transition probabilities and the initial distributions of process Z (δ) (t). Symbol ⇒ is used below to denote weak convergence of probability measures, i.e. convergence of their values for sets of continuity for the corresponding limit measure.
The first condition assumes weak convergence of the transition probabilities that should be locally uniform with respect to initial states from some sets, and also that the corresponding limit measures are concentrated on these sets:
The typical example is where the setsZ t = ∅. In this case, condition B 1 (b) automatically holds. Another typical example is where Z t = Y t × X, where the setsȲ t are at most finite or countable sets. In this case, the assumption that the measures P (0) (t, z, t + u, A × X), A ∈ B 1 have no atoms implies that conditions B 1 (b) holds.
The second condition assumes weak convergence of the initial distributions to some distribution that is assumed to be concentrated on the sets of convergence for the corresponding transition probabilities:
The typical example is again when the setZ 0 is empty. In this case condition B 2 (b) holds automatically. Also in the case, where Z 0 = Y 0 × X andȲ 0 is at most finite or countable sets, the assumption that the measures P (0) (A × X), A ∈ B 1 has no atoms implies that conditions B 2 (b) holds. Condition B 2 holds, for example, if the initial distributions P (δ) (A) = χ A (z 0 ) are concentrated in a point z 0 ∈ Z 0 , for all δ ≥ 0. This condition also holds, if the initial distributions P (δ) (A) = χ A (z δ ) for δ ≥ 0, where z δ → z 0 as δ → 0 and z 0 ∈ Z 0 .
As usual we use notations E z,t and P z,t for expectations and probabilities calculated under condition that Z (δ) (t) = z. Let us define, for β, c, T > 0, an exponential moment modulus of compactness for the càdlàg process
We need also the following conditions of exponential moment compactness for log-price processes: Let conditions A 1 , A 2 , B 1 , B 2 , C 1 , and C 2 hold. Then,
max,T , which only take the values t 0 , t 1 , . . . t N and such that event {ω :
max,T and, therefore, Φ(M
It is also readily seen in which way the reward functional Φ(M 
It is useful to note that the explicit expressions for the constants L , L and δ 1 is given in the proof of Theorem 2.
Let us now formulate conditions of convergence for discrete time reward functionals Φ(M (δ) Π,T ). We first give conditions, which provide convergence of reward functionals
In this case, it is natural to use conditions based on the transition probabilities between the sequential moments at this partition and values of the pay-off functions at the moments of this partition.
We replace conditions A 1 and A 2 by a simpler condition, which is implied by conditions A 1 and A 2 :
. . , N and s ∈ (0, ∞) for some γ ≥ 1 and constants K 6 , K 7 < ∞.
Note that, in the continuous time case, the derivatives of the pay-off functions were involved in condition A 1 . The corresponding assumptions implied continuity of the pay-off functions. These assumptions play an essential role in the proof of Theorem 2.
In discrete time case, the derivatives of the pay-off functions are not involved. In this case, the pay-off functions can be discontinuous. This is compensated by a stronger assumption concerned the convergence of the pay-off functions.
This assumption does require locally uniform convergence for pay-off functions on some sets, which later will be assumed to have the value 1 for the corresponding limit transition probabilities and the limit initial distribution:
Obviously, condition A 4 can be re-written in terms of function g (δ) (t, e y ), (t, y) ∈ [0, ∞) × R 1 : The typical examples are where the setsȲ tn = ∅ or whereȲ tn are finite or countable sets. For example, if pay-off functions g (δ) (t, e y ) are monotonic functions in y, the point-wise convergence g (δ) (t, e y ) → g (0) (t, e y ) as δ → 0, y ∈ Y * tn , for every n = 0, . . . , N, where Y * tn are some countable dense in R 1 sets, implies the locally uniform convergence required in condition A 4 for sets Y tn , which are the sets of continuity points for the limit functions g (0) (t n , e y ), as functions in y, for every n = 0, . . . , N. Due to monotonicity of these functions,Ȳ tn are at most countable sets.
We replace convergence condition B 1 by a simpler condition, which is implied by condition B 1 : As far as condition B 2 is concerned, this condition can be replaced by the condition of weak convergence for the initial distributions to some distribution that is assumed to be concentrated on the intersections of the sets of convergence for the corresponding transition probabilities and pay-off functions: We also weaken condition C 1 by replacing it by a simpler condition, which is implied by condition C 1 : C 3 : lim δ→0 sup z∈ E z,tn (e β|Y (δ) (t n+1 )−Y (δ) (tn)| − 1) < ∞, n = 0, . . . , N − 1, for some β > γ, where γ is the parameter introduced in condition A 3 .
Condition C 2 does not change and takes the following form: C 4 : lim δ→0 Ee β|Y (δ) (t 0 )| < ∞, where β is the parameter introduced in condition C 3 .
The following theorem presents the third main result of the present paper. 
The following theorem and its proof are based on the fact that conditions of Theorem 1 imply conditions of Theorem 3 to hold for any partition Π of interval [0, T ]. A 1 , A 2 , B 1 , B 2 , C 1 , and C 2 
Theorem 4. Let conditions
