Introduction
Let M ⊂ C N be a smooth (C ∞ ) real submanifold of codimension d with 0 ∈ M . We choose smooth real-valued functions r = (r 1 , . . . , r d ), with differentials dr 1 , . . . , dr d linearly independent at 0, so that M is defined by r = 0 near the origin. If the complex differentials ∂r 1 , . . . , ∂r d are also linearly independent at 0, then M is called generic (near the origin). If M is a real-analytic, generic submanifold, there is a family of complex submanifolds of C N , called the Segre varieties associated to M , which carry a great deal of information about the local geometry of M . The Segre varieties have been used by many mathematicians to study mappings between generic submanifolds. (See the end of this introduction for some specific references.) In this paper, we shall consider an algebraic substitute for these varieties for the case of smooth manifolds by introducing a formal mapping which, in the realanalytic case, parametrizes the Segre varieties. Our main objective is to study iterations of this mapping and relate these iterations to the local CR geometry of the manifold.
If r is a local defining function of a smooth generic submanifold M as above, then we denote by ρ j (Z,Z) the Taylor series of r j at 0. We write ρ = (ρ 1 , . . . , ρ d ). We consider ρ j (Z, ζ) as a formal power series in the 2N indeterminates (Z, ζ). We shall denote the ring of such power series with complex coefficients by C[[Z, ζ]]. By a formal mapping F : (C k , 0) → (C p , 0), we shall mean a p-tuple F (x) = (F 1 (x), . . . , F p (x)), where x = (x 1 , . . . , x k ), of formal power series F j ∈ C[[x]] without constant terms. The rank of F , Rk F , is defined as the rank of the Jacobian matrix ∂F/∂x regarded as a K x -linear mapping K k x → K p x , where K x denotes the field of fractions of C [[x] ]. Hence Rk F is the largest integer s such that there is an s × s minor of the matrix ∂F/∂x which is not 0 as a formal power series in x.
Let γ(ζ, t), where ζ = (ζ 1 , . . . ζ N ), t = (t 1 , . . . , t n ), and n = N − d, be a formal mapping (C N × C n , 0) → (C N , 0) such that (1) ρ(γ(ζ, t), ζ) = 0, rk ∂γ ∂t (0, 0) = n.
The existence of such γ(ζ, t) is a consequence of the formal implicit function theorem and the fact that ∂ Z ρ 1 , . . . ∂ Z ρ d are linearly independent at 0. We shall call a formal mapping γ(ζ, t) satisfying (1) a Segre variety mapping for the germ of M at 0. Recall that if M is real-analytic, in which case we may assume that the formal series ρ j (Z, ζ) are convergent, then the Segre variety of M at p, for p near 0, is the complex n-dimensional submanifold defined by the equation ρ(Z,p) = 0. Hence, in this case, γ(ζ, t) satisfying (1) can be chosen to be convergent, and the mapping t → γ(ζ, t), for t near 0 ∈ C n , parametrizes the Segre variety of M atζ. We define a sequence of formal mappings v j : (C nj , 0) → (C N , 0), called the iterated Segre mappings of M at 0 (relative to γ), inductively as follows:
(2) v 1 (t 1 ) := γ(0, t 1 ), v j+1 (t 1 , . . . , t j+1 ) := γ(v j (t 1 , . . . , t j ), t j+1 ).
Recall that M is said to be of finite type at 0 (in the sense of Kohn [K72] and Bloom-Graham [BG77] ) if the Lie algebra g M generated by the (1, 0) and the (0, 1) vector fields tangent to M span CT 0 M , the complexified tangent space of M at 0 (see e.g. [BER99a] , Chapter I). The following is one of the main results of this paper.
Theorem 1.1. Let M ⊂ C N be a smooth generic submanifold of codimension d with 0 ∈ M , and let γ(ζ, t) be a Segre variety mapping of M at 0. Let v j , j ≥ 1, be the iterated Segre mappings of M at 0 relative to γ. Then the rank Rk v j is an increasing function of j and is independent of the choice of the holomorphic coordinates Z, the defining function r, and the Segre variety mapping γ. In addition, there exists an integer k 0 , 1 ≤ k 0 ≤ d + 1, such that Rk v j = Rk v j+1 for j ≥ k 0 , and if k 0 > 1, then Rk v j < Rk v j+1 for 1 ≤ j ≤ k 0 − 1. Moreover, the following are equivalent:
(i) M is of finite type at 0. (ii) Rk v k 0 = N .
For p ∈ M , we denote by g M (p) the subspace of CT p M obtained by evaluating the vector fields in g M at p. We shall prove the following result, which is more general than the equivalence of (i) and (ii) in Theorem 1.1.
Theorem 1.2. Let M ⊂ C N be a smooth generic submanifold of codimension d through the origin, with γ, v j , and k 0 as in Theorem 1.
Rk v k 0 = N − e.
We also have the following result.
Theorem 1.3. Let M ⊂ C N be a smooth generic submanifold of codimension d through the origin, with γ, v j , and k 0 as in Theorem 1.1, and e as in Theorem 1.2. Then there exist formal power series f 1 , . . . , f e ∈ C[[Z]] such that (i) df 1 (0), . . . , df e (0), dr 1 (0), . . . , dr d (0) are linearly independent, where r 1 , . . . , r d are defining functions for M near 0. (ii) f k • v j = 0, for k = 1, . . . , e and j = 1, 2, . . ..
We would like to point out that if M is a real-analytic generic submanifold, then one can choose the Segre variety mapping γ to be holomorphic in a neighborhood of 0. Hence, the iterated Segre mappings v j are holomorphic. Also, in this case, the power series f 1 , . . . , f e in Theorem 1.3 may be chosen to be convergent near 0. The real submanifold in M defined by f 1 = · · · = f e = r 1 = · · · = r d = 0 is the local CR orbit of 0 in M , and the complex submanifold in C N defined by f 1 = · · · = f e = 0 is its intrinsic complexification. (The reader is referred e.g. to [BER99a] , Chapter I, for the definition of the intrinsic complexification of a realanalytic CR submanifold, and to [BER99a] , Chapter IV, for the definition of the local CR orbit.)
A smooth real submanifold M ⊂ C N , defined locally near p 0 ∈ M by r 1 = · · · = r d = 0, is said to be CR (near p 0 ) if the rank of the complex differentials ∂r 1 , . . . , ∂r d is constant on M (near p 0 ). A real-analytic CR submanifold is generic as a real submanifold of its intrinsic complexification (see [BER99a] , Corollary 1.8.10), and hence Theorems 1.1-1.3 also imply directly results for real-analytic CR submanifolds. A merely smooth CR submanifold need not be contained in any proper complex submanifold, however, a formal version of such an inclusion may be given in this case. (See §2 and Remark 5.4.) Analogs of Theorems 1.1-1.3 can be formulated in this context, but we shall not do so here.
As mentioned above, in the real-analytic case, the use of Segre varieties for the study of mappings of hypersurfaces and generic submanifolds has a long history. In particular we cite here the work of Webster [ [H94] .
The iterated Segre mappings v j in the real-analytic case were introduced, with a special choice of coordinates (so-called canonical coordinates) and a special choice of Segre variety mapping in [BER96] . In that paper, the image of the mapping v j was called the jth Segre set, and the existence of an integer k 0 such that (3) holds was established. Also, for M merely smooth, the existence of the integer k 0 such that (i) implies (ii) in Theorem 1.1 can be deduced from [BER96] by again using the special canonical coordinates mentioned above (see [BER99b] and [BER99c] ). However, the results in Theorem 1.1, even in the case where M is real-analytic, are sharper than those mentioned above. We should emphasize here that the proofs in this paper are new, even in the real-analytic case, and the approach here is more elementary than that in [BER96] ; in particular, the proofs in this paper do not assume the existence of canonical coordinates. The results in Theorems 1.1-1.3 above follow from a more general statement, Theorem 2.3 below, concerning formal manifolds. All the results are thus reduced to questions about ideals and their derivations in the ring of formal power series.
The iterated Segre mappings, in the real-analytic and algebraic cases, have played a crucial role in recent work on mappings between generic submanifolds. We mention here work of Zaitsev [Z97]- [Z99] , joint work of the first and third authors with Zaitsev [BRZ00], Mir [Mi00a] - [Mi00b] , as well as work of the authors [BER96] , [BER98] , [BER99b] , [BER99c] . We should also mention the work of Christ-Nagel-Stein-Wainger [CNSW99] in which the ranks of iterated real mappings are related to curvature and finite type conditions in a very different context. Finally, we note that in the real-analytic case another approach to the construction of a sequence of mappings v j for which the identity (3) holds for some k 0 was given by Merker [Me99] .
The authors are grateful to Dmitri Zaitsev for showing us a simple proof of Nagano's theorem, which was adapted to the formal case in the proof of Proposition 5.1.
Preliminaries and reformulation of the main results for formal manifolds
In this section, we shall give some preliminary material on formal manifolds and their mappings. As in the introduction, we let C[[x]] denote the ring of formal power series in x = (x 1 , . . . , x k ), and K x the field of fractions of
is called a manifold ideal if, for some choice of generators f 1 , . . . , f d of I, the vectors ∂f 1 /∂x(0), . . . , ∂f d /∂x(0) are linearly independent in C k . (Observe that any other minimal set of generators of I must have d elements whose differentials at the origin are linearly independent.) If this condition is satisfied we say that the manifold ideal I has codimension d and dimension k − d. (This terminology agrees with that of Krull dimension for manifold ideals.) We shall say that the manifold ideal I defines a formal manifold Σ ⊂ C k of dimension k − d and codimension d and write I = I(Σ). To motivate this terminology, we observe that if the generators f 1 , . . . , f d of I can be taken to be convergent, then the equations f 1 (x) = . . . = f d (x) = 0 define a complex submanifold Σ through the origin in C k (of codimension d) such that the ideal of germs at 0 of holomorphic functions vanishing on Σ is generated by f 1 , . . . , f d . If Σ 1 , Σ 2 ⊂ C k are formal manifolds and I(Σ 2 ) ⊂ I(Σ 1 ), then we shall say that Σ 1 is contained in Σ 2 and write Σ 1 ⊂ Σ 2 .
Recall that a formal mapping F : to φ H being a C-linear ring isomorphism.) We note that if Σ ⊂ C k is a formal manifold of codimension d, then there exists a formal change of coordinates x = H(x) so that I(Σ) is generated by x 1 , . . . , x d .
Let Λ ⊂ C k , Σ ⊂ C p be formal manifolds, and F : (C k , 0) → (C p , 0) a formal mapping. We shall say that F maps Λ into Σ, and write F (Λ) ⊂ Σ, if φ F (I(Σ)) ⊂ I(Λ). In particular, if Λ = C k (so that I(Λ) = (0)), then
Recall that Rk F denotes the rank of the K x -linear mapping K k x → K p x defined by the p × k matrix ∂F/∂x. If F (C k ) ⊂ Σ ⊂ C p and Rk F = dim Σ (where dim Σ denotes the dimension of the ideal I(Σ)), then we shall say that F is a formal subparametrization of Σ. If, in addition, dim Σ = k and rk ∂F/∂x(0) = k, then we shall say that F is a formal parametrization of Σ. The proof of the following proposition is elementary (using e.g. [BER99a] , Proposition 5.3.5) and is left to the reader.
The following is a direct consequence of the formal implicit function theorem. A formal vector field X in C k is a C-linear derivation of the ring C[[x]], x = (x 1 , . . . , x k ). Any formal vector field X has a unique representation in the form
We shall write Der (C[[x]]) for the C[[x]]-module of all formal vector fields in C k . If Σ ⊂ C k is a formal manifold, we say that a formal vector field X is tangent to Σ if Xf ∈ I(Σ) for all f ∈ I(Σ).
For the results described in the introduction, we shall need to focus on the situation where x = (Z, ζ), Z = (Z 1 , . . . , Z N ) and ζ = (ζ 1 , . . . , ζ N ), and consider those formal changes of coordinates in C N × C N which are of the form
by σ(f (Z, ζ)) =f (ζ, Z). Observe that σ 2 := σ • σ equals the identity and that all formal changes of variables of the form (4) commute with σ,
(Indeed, the formal changes of variables H in C N × C N of the form (4) are precisely those for which φ H commute with σ and preserve the subring
(Equivalently, we say that a formal manifold M ⊂ C N × C N is real if its ideal I(M) is real.) One can easily check that I is real if and only if there are real generators for I. The motivation for this terminology is that if ρ 1 , . . . , ρ d are real generators for a real manifold ideal I which are also convergent, then the equations ρ 1 (Z,Z) = . . . ρ d (Z,Z) = 0 define a real-analytic submanifold of codimension d near 0 in C N .
Let M ⊂ C N × C N be a formal real manifold of codimension d and ρ = (ρ 1 , . . . , ρ d ) a vector of generators of I(M ). We say that M is CR if
Here ∂ρ/∂Z is considered as a d × N matrix with coefficients in C[[Z, ζ]] and K Z,ζ is the field of fractions of that ring. We say that the formal real submanifold M ⊂ C N is generic if rk ∂ρ/∂Z(0) = d. Observe that the definitions above are independent of the choice of generators ρ j , and that any formal generic manifold is necessarily CR.
A formal (1, 0)-vector field is a formal vector field in C N × C N of the form
Similarly, a formal (0, 1)-vector field is one of the form
If M ⊂ C N × C N is a formal CR manifold, then a formal (0, 1)-vector field tangent to M is called a CR vector field on M. We denote by g M the Lie algebra of formal vector fields generated by all the formal (0, 1) and (1, 0)-vector fields tangent to M. One can easily check that g M is also a C[[Z, ζ]]-module. If dim g M (0) = dim M, then we say that M is of finite type. (Here g M (0) is the complex vector space spanned by the vector fields in g M evaluated at 0.)
We extend the domain of definition of the involution σ to include formal vector fields as follows
It is easy to check
In particular, if X is a formal (0, 1)-vector field, then σ(X) is a formal (1, 0)-vector field (and conversely). Moreover, if M ⊂ C N × C N is a formal real manifold and X is a formal vector field tangent to M, then σ(X) is tangent to M. Hence, if M is a formal CR manifold, and O ⊂ M is a formal real manifold to which all the formal CR vector fields on M are tangent, then all vector fields in g M are also tangent to O. If M ⊂ C N × C N is a formal generic manifold, then we define the Segre variety mapping γ and the iterated Segre mappings v j exactly as given by (1) and (2) in the introduction. If M ⊂ C N is a smooth generic submanifold through the origin, then we associate to it a formal generic manifold M ⊂ C N × C N as follows. Let r 1 , . . . , r d be smooth defining functions for M near 0 and ρ 1 (Z,Z), . . . , ρ d (Z,Z) their Taylor series at 0. The formal generic manifold M ⊂ C N × C N is defined to be that associated to the ideal I(M) ⊂ C[[Z, ζ]] generated by the formal power series ρ 1 (Z, ζ), . . . , ρ d (Z, ζ). Observe that g M consists of the formal vector fields obtained taking the Taylor expansions of the coefficients of the smooth vector fields in g M . In particular, dim g M (0) = dim g M (0). Hence, Theorems 1.1, 1.2, and 1.3 are consequences of the following more general result.
Theorem 2.3. Let M ⊂ C N × C N be a formal generic manifold of codimension d, and let γ(ζ, t) be a Segre variety mapping of M. Let v j , j ≥ 1, be the iterated Segre mappings of M relative to γ. Then, the rank Rk v j is an increasing function of j and is independent of the choice of the formal holomorphic coordinates Z, the formal power series ρ j , and the Segre variety mapping γ. In addition, there exists an integer k 0 , 1
Moreover, the following holds.
We should point out that, in general, the rank of the N × jn matrix
is strictly less than Rk v k 0 for all j. However, we have the following.
Theorem 2.4. Let M ⊂ C N × C N be a formal generic manifold of codimension d, and let γ, v j , and k 0 be as in Theorem 2.3. Then there exists a formal manifold
and for any formal parametrization F :
In the case where M ⊂ C N is a real-analytic submanifold, say of finite type at 0, Theorem 2.3 asserts that the image of v k 0 contains an open subset of C N , but not necessarily an open neighborhood of 0. However, Theorem 2.4 asserts that the image of v 2k 0 contains an open neighborhood of 0 in C N .
The proof of Theorem 2.3 will be given in § §3-8. The proof of Theorem 2.4 is given in §8.
Increase of the rank of the iterated Segre mappings
In this section we begin the proof of Theorem 2.3. We start by showing that Rk v j is an increasing function of j, i.e. Rk v j+1 ≥ Rk v j . We shall restrict ourselves to the case where j is odd; the even case is similar and left to the reader. By iterating the definition (2) of v j , we obtain
Hence, setting t 1 = 0 and using the fact that γ(0, 0) = 0, we have
The conclusion Rk v j+1 ≥ Rk v j follows immediately from (6).
We shall now prove that if, for some integer k 0 ,
In view of (2) and (6), this statement is a consequence of the following proposition.
Here, z = (z 1 , . . . , z n ) and y = (y 1 , . . . , y s ).
Proof. Let B j (x, y 1 , . . . , y j ) = A(x, y 1 , . . . , y j , 0, . . . , 0), for j = 1, . . . , s−1. Clearly, if Rk A(x, y) = Rk B(x), then Rk A(x, y) = Rk B j (x, y 1 , . . . , y j ) for each j = 1, . . . , s − 1. A simple induction argument shows that it suffices to prove the proposition when s = 1, which we shall assume for the remainder of the proof of Proposition 3.1. The Proposition will be a consequence of the following lemma.
We now show that Proposition 3.1 follows from Lemma 3.2, whose proof will be given below. Set H(z, x, y) = F (z, A(x, y)) and G(z, u, t) = F (z, A(φ(u, t))).
Observe that the formal mapping ψ :   with a ∈ K p x,y , a ∈ K r−p x,y , and b ∈ K x,y . We take a (x, y) = 0, b(x, y) = 1 and solve (8) for a , which is possible since the rank of ∂A/∂x is p. Moreover, if we denote by k j , j = 1, . . . , p, indices such that ∆ := det(∂A k j /∂x i ) 1≤i,j≤p with ∆(x, 0) = 0, then the solution a is of the form
where c = (c 1 , . . . , c p ) is given by (9). Observe that the coefficients of X are in C[[x, y]], X A(x, y) = 0, and ∆(x, 0) = 0. We define φ(u, t), u = (u 1 , . . . , u r ), to be the formal flow of X , i.e. the solution of the initial value problem ∂φ ∂t (u, t) = X(φ(u, t)), φ(u, 0) = (u, 0), where X(x, y) denotes the vector of coefficients of X . The fact that ∆(x, 0) = 0 implies that Rk φ(u, t) = r + 1. Since X A = 0, it is easy to verify that the identity (7) holds. This completes the proof of Lemma 3.2 and hence that of Proposition 3.1.
In summary, we have shown in this section that
Moreover, there exists an integer k 0 , 1 ≤ k 0 ≤ d + 1, such that
Independence of rank on choice of Segre variety mapping
In view of (11) and (12), to complete the proof of the first part of Theorem 2.3, it suffices to show that Rk v j is independent of the choice of the Segre variety mapping γ. For this, we introduce, for each positive even integer 2m, the formal manifold
where ρ = (ρ 1 , . . . , ρ d ) are formal defining functions of M. Similarly, for positive odd integers 2m + 1, we define S 2m+1 ⊂ C (2m+1)N to be the formal manifold whose ideal in C[[Z, ζ 1 , Z 1 , . . . , Z m−1 , ζ m , Z m ]] is generated by
The formal manifold S k ⊂ C kN has dimension kn. It is called the kth Segre manifold of M. Also, denote by π k 1 : (C kN , 0) → (C N , 0) the projection on the first factor, e.g. π 2m+1 1 (Z, ζ 1 , Z 1 , . . . , ζ m , Z m ) = Z. Fix a choice of Segre variety mapping γ. Define, for positive even integers 2m, the formal mapping T 2m :
and t j = (t j 1 , . . . , t j n ). Similarly, for positive odd integers 2m + 1, define the formal mapping T 2m+1 : (C (2m+1)n , 0) → (C (2m+1)N , 0) by
Observe, by (2) and the definition (1) of the Segre variety mapping, that each T k in fact maps C kn into S k , i.e. f • T k = 0 for each f in the ideal of S k . Moreover, as is easy to verify from the fact that the rank of ∂γ/∂t(0) is n, the rank of ∂T k /∂(t 1 , . . . , t k )(0) equals kn which is also the dimension of S k . Hence, T k is a parametrization of the formal manifold S k . In addition, we have v k = π k 1 • T k . Now, denote byγ another choice of Segre variety mapping, and byṽ k ,T k the corresponding mappings defined as above usingγ instead of γ. For the same reasons as above, the mappingT k : (C kn , 0) → (C kN , 0) is a parametrization of the formal manifold S k , andṽ k = π k 1 •T k . Since both T k : (C kn , 0) → (C kN , 0) and T k : (C kn , 0) → (C kN , 0) are parametrizations of S k , there exists a formal invertible mapping F k : (C kn , 0) → (C kn , 0) such thatT k = T k • F k . Thus,ṽ k = v k • F k and the fact that Rkṽ k = Rk v k is a consequence of the chain rule. This completes the proof of the statement in Theorem 2.3 that Rk v k is independent of the choice of γ.
Construction and properties of the formal CR manifold O
To construct the formal CR manifold O ⊂ M in Theorem 2.3 (i), we shall need the following, which may be regarded as a formal version of Nagano's theorem (see e.g. [BER99a] , Theorem 3.1.4) for real analytic vector fields. As mentioned in the introduction, the inductive proof given here is based on a suggestion by D. Zaitsev.
Proposition 5.1. Let g be a Lie algebra of formal vector fields in k indeterminates x = (x 1 , . . . , x k ) and assume that g is also a C[[x]] module. Then there exists a unique formal manifold Σ ⊂ C k with dim C Σ = dim C g(0) such that any X ∈ g is tangent to Σ. Moreover, if Λ ⊂ C k is any other formal manifold such that all formal vector fields in g are tangent to Λ, then Σ ⊂ Λ.
Proof. We shall prove the proposition by induction on k. If k = 1, then the proposition holds with either Σ = {0} or Σ = C, depending on whether or not all vector fields in g vanish at 0. Now assume that the proposition holds for k; we shall prove it for k + 1. If all the X ∈ g vanish at 0, then again Σ = {0} is the only formal manifold satisfying the conclusion of the proposition. If not, without loss of generality, and after making a formal change of coordinates, we may assume that the vector field X 1 = ∂ ∂x 1 is in g. Consider the Lie subalgebra g ⊂ g of all formal vector fields in g of the form k+1 j=2 a j (x) ∂ ∂x j . It is easy to see that any X ∈ g may be written uniquely in the form X = a(x)X 1 + X with a(x) ∈ C[[x]] and X ∈ g . We write x = (x 2 , . . . , x k+1 ) and consider the Lie algebra g of formal vector fields in the indeterminates x obtained from g by replacing x 1 by 0. By the inductive hypothesis, there is a formal manifold Σ ⊂ C k to which all the vector fields in g are tangent and such that dim Σ = dim C g (0). Let w i (x ) ∈ C[[x ]], i = 1, . . . , r, be generators of the manifold ideal I(Σ ).
Lemma 5.2. Let Σ ⊂ C k+1 be the formal manifold whose manifold ideal is generated by the w i (x ), i = 1, . . . , r, regarded as elements of C[[x]] (independent of x 1 ). Then all the vector fields in g are tangent to Σ and r = k + 1 − dim g(0).
Proof of Lemma 5.2. We shall first show that any X ∈ g is tangent to Σ. For X ∈ g and X 1 = ∂ ∂x 1 as before, we shall use the notation (ad X 1 )X = [X 1 , X]. Since any X ∈ g can be written in the form X = a(x)X 1 + X with X ∈ g , and since the w j are independent of x 1 , it suffices to show that any vector field in g is tangent to Σ. For this we expand (X w j )(x 1 , x ) as a power series in x 1 and obtain
where Y p is the vector field in g given by
Since Y p ∈ g it is tangent to Σ and, hence, we have
Hence, X is tangent to Σ by (17). It remains to show that r = k + 1 − dim C g(0). Since all the vector fields in g are tangent to Σ, we have r ≤ k + 1 − dim C g(0). The opposite inequality follows from the assumption that r = k − dim C g (0) and the fact that dim C g (0) ≤ dim C g(0) − 1.
To finish the proof of Proposition 5.1, we must show that the formal manifold Σ provided by Lemma 5.2 is unique, and if Λ ⊂ C k is as in the statement of Proposition 5.1 then Σ ⊂ Λ. Let f 1 , . . . , f m ∈ C[[x 1 , x ]] be generators of the manifold ideal I(Λ). Since X 1 is tangent to Λ, it follows that X j 1 f l ∈ I(Λ) for l = 1, . . . , m and j = 1, 2, . . .. Let I be the ideal in C[[x ]] generated by f 1 (0, x ), . . . f m (0, x ). Note that X 1 f l (0, 0) = ∂f l /∂x 1 (0, 0) = 0, l = 1, . . . , m, and hence I is a manifold ideal of the same codimension as I(Λ). Since g ⊂ g is tangent to I(Λ), g is tangent to I . By the induction hypothesis, the manifold ideal I(Σ ) is unique and We shall continue the proof of Theorem 2.3. Since ∂ Z ρ 1 (0, 0), . . . ∂ Z ρ d (0, 0) are linearly independent, we may assume after renumbering the coordinates, that Z = (z, w), with z = (z 1 , . . . , z n ), w = (w 1 , . . . , w d ), and the d × d matrix ∂ρ/∂w(0, 0) is invertible. Hence, by the formal implicit function theorem, the ideal of M is generated by w j − Q j (z, ζ), j = 1, . . . , d, where the Q j (z, ζ) are formal power series in n + N indeterminates without constant terms. If we write ζ = (χ, τ ) with χ = (χ 1 , . . . , χ n ), τ = (τ 1 , . . . , τ d ), then the reality of M implies that we may also take τ j −Q j (χ, z, w), j = 1, . . . , d, as generators of the ideal I(M). Consequently we also have the identity
As a basis for the (0, 1) and (1, 0) vector fields tangent to M, we choose (21)
Q l,z j (z, χ, τ ) ∂ ∂w l , j = 1, . . . , n. is generated by ρ 1 , . . . , ρ d , g 1 , . . . , g e . By using the special form of the ρ j (i.e. sub-stitutingQ j (χ, z, w) for τ j ), we may assume that g j is independent of τ , that is, g j = g j (z, w, χ), j = 1, . . . , e. Since the L j are tangent to O and L j g l = ∂g l /∂χ j , 1 ≤ l ≤ e and 1 ≤ j ≤ n, we obtain . . , f e also generate I(M). Moreover, the rank of ∂ρ/∂Z(0) equals the rank of ∂ρ/∂Z(0) and, hence, the rank of ∂f /∂Z(0) is e. The formal manifold C ⊂ C N whose ideal is generated by f 1 , . . . , f e is the intrinsic complexification of M defined in §2.
We have now proved the properties of O announced in Theorem 2.3 (i) with the exception of the claim that O is CR. This will be done in §8.
Rank of mappings
To prove statement (iii) of Theorem 2.3, we shall construct special mappings Θ j , Φ j into O and use these mappings to compute the rank of v j . We shall proceed using a special choice of Segre variety mapping γ. We use the formal coordinates Z = (z, w) and ζ = (χ, τ ) introduced in §5. Given any Segre variety mapping γ(ζ, t), we may decompose it as γ(ζ, t) = (µ(ζ, t), ν(ζ, t)), with µ = (µ 1 , . . . , µ n ) and ν = (ν 1 , . . . , ν d ). It follows that ν(ζ, t) = Q(µ(ζ, t), ζ), and hence necessarily rk (∂µ/∂t(0, 0)) = n. We now make the choice of γ(ζ, t) corresponding to µ(ζ, t) = t, i.e.
(23) γ(ζ, t) = (t, Q(t, ζ)) = (t, Q(t, χ, τ )).
We need the following lemma.
Lemma 6.1. Let γ be given by (23). Then for any integer j ≥ 2, the following holds:
(24) v j+1 (t 1 , . . . , t j−1 , t j , t j+1 ) t j+1 =t j−1 = v j−1 (t 1 , . . . , t j−1 ).
Proof. By (2) and (23), it follows that the iterated Segre mapping v j is of the form (25) v j (t 1 , . . . , t j ) = (t j , ν j (t 1 , . . . , t j )), where (26) ν j (t 1 , . . . , t j ) = Q(t j ,v j−1 (t 1 , . . . , t j−1 )).
In particular, we obtain . . . , t j−1 )))).
The identity (24)) is an immediate consequence of (20). This completes the proof of Lemma 6.1.
We set, for j ≥ 1,
and, for j ≥ 2,
Also, we define
Observe, by using (2), that, for each j ≥ 1, rk ∂v j+1 /∂t j+1 (0) = n. Hence, it follows from the definition (28) of Θ j , that (31) Rk Θ j = Rk v j + n, j ≥ 1, and similarly, (32) Rk Φ j = Rk v j−1 + n, j ≥ 1.
It follows from §2 that Θ j (C (j+1)n ) ⊂ M, for j ≥ 1, and Φ j (C jn ) ⊂ M, for j ≥ 2. By Lemma 6.1, we have, for j ≥ 2, (33) Θ j (t 1 , . . . , t j , 0) = Φ j (t 1 , . . . , t j ).
Also, by observing that Rk Θ j = RkΘ j , where
it is not difficult to see that Rk Θ j = Rk Φ j+1 , for any j ≥ 0. A straightforward calculation shows that, for any f ∈ C[[Z, ζ]], any integer j ≥ 0, and for l = 1, . . . , n,
where the L j andL j are the formal vector fields given by (21). Proposition 6.2. Let O denotes the formal CR orbit of M (as defined in §5). The following hold.
Proof. By iterating (35), we obtain, for any multi-index α ∈ Z n + ,
In particular, applying (37) with j = 0, we conclude that, for each multi-index α,
Since L l ,L l are tangent to O, we deduce that
for all f ∈ I(O) and all multi-indices α. Hence, f • Θ 0 = f • Φ 1 = 0, which proves that Θ 0 (C n ) ⊂ O and Φ 1 (C n ) ⊂ O.
Assume that Θ j (C (j+1)n ) ⊂ O and Φ j+1 (C (j+1)n ) ⊂ O, for all j = 0, 1, . . . , j 0 − 1. We shall prove it for j = j 0 . By applying (37) with j = j 0 , we conclude, using also (33) , that for f ∈ I(O),
where the last equality follows from the inductive hypothesis and the fact that thẽ L j are tangent to I (O) .
which is 0 by the inductive hypothesis. A similar argument, using instead the identity
which follows from (24), shows that f • Φ j 0 +1 = 0 for f ∈ I(O). This completes the proof of (i) of Proposition 6.2. To prove (ii) let k 0 be defined as in 12). By using (11), (12), (31), and (32) we first observe that
In light of part (i), (33), and (35), the conclusion (36) of (ii) is an immediate consequence of Proposition 6.3 below with Φ := Φ k 0 +1 and Θ := Θ k 0 +1 . Proposition 6.3. Let Σ ⊂ C m be a formal manifold and Φ : (C p , 0) → (C m , 0), Θ : (C p × C q , 0) → (C m , 0) formal mappings such that the following hold.
(iv) There are formal vector fields X 1 , . . . , X k , Y 1 , . . . , Y k on C m tangent to Σ, formal vector fieldsX 1 , . . . ,X k on C p , andŶ 1 , . . . ,Ŷ k on C p × C q such that for every f ∈ C[[y]], y = (y 1 , . . . , y m ),
and the vector space obtained by evaluating at 0 the elements of the Lie algebra generated by X 1 , . . . , X k , Y 1 , . . . , Y k has dimension dim Σ. Then necessarily Rk Φ = Rk Θ = dim Σ. 7. Proof of Proposition 6.3
For the proof of Proposition 6.3, we first make some preliminary reductions. Since Σ is a formal manifold through the origin, we may choose the variables y 1 , . . . , y m in C m so that the ideal I(Σ) is generated by y s+1 , . . . , y m , where s = dim Σ. Let us write y = (y , y ), where y = (y 1 , . . . , y s ) and y = (y s+1 , . . . , y m ). Similarly, we decompose the mappings Θ = (Θ , Θ ) and Φ = (Φ , Φ ), where e.g. Θ = (Θ 1 , . . . , Θ s ) and Θ j = y j • Θ. It is easy to see that condition (ii) of the proposition is equivalent to Θ (x, t) = 0, Φ (x) = 0, x = (x 1 , . . . , x p ), t = (t 1 , . . . , t q ). Also, for f ∈ C[[y , y ]], we writef (y ) := f (y , 0). Then we have for X as above tangent to Σ,
Hence, if there exists a formal vector fieldX on C p such thatX(f
Similarly, if there exists a formal vector fieldŶ on
Thus, by identifying Σ with C s , it suffices to prove Proposition 6.3 in the special case Σ = C m . For the proof of Proposition 6.3 in the case Σ = C m , we shall need some notation and preliminary results. As before, we let K x denote the field of fractions of the ring C[[x]] of formal power series in the variables x = (x 1 , . . . , x n ) and consider C[[x]] as a subring of K x . Recall that if F : (C p , 0) → (C m , 0) is a formal mapping, then Rk F denotes the rank of its Jacobian, i.e. the rank of the linear mapping J F : K p x → K m y , where x = (x 1 , . . . , x p ) and y = (y 1 , . . . , y m ), defined by the m × p-matrix
Recall that we denote by 
The proof of Proposition 6.3 in the case Σ = C m rests on the following four lemmas. We shall use the notation and conventions previously introduced. Recall in particular that Der (C[[x]]) denotes the set of all formal vector fields in x. 
and c ∈ C[[x]], c = 0. Then the following are equivalent.
Moreover, any of the equivalent conditions (i), (ii), (iii) implies that the formal vector field Y is tangent to the ideal ker ϕ F .
Proof. The implication (i) =⇒ (ii) is clear. The opposite implication follows by an inductive argument based on the facts that ϕ F is a homomorphism, and X and Y are derivations. For instance, we have, for f, g ∈ C[[y]],
A similar identity holds for ϕ F (Y (f g) ). The details are left to the reader. The equivalence (ii) ⇐⇒ (iii) follows by simply writing (ii) in terms of the components F j = ϕ F (y j ) of F . The last statement of Lemma 7.1 is a direct consequence of (i).
where [ , ] denotes the usual commutator of vector fields.
Proof. A simple computation (which is left to the reader) shows that (45) holds with c = (c 1 c 2 ) 2 and (46)
The main idea in the proof of Proposition 6.3 is to reduce it to the following. 
Let us write
By assumption the vectors
evaluated at 0 span C m . It is not difficult to see that this fact implies that
x are linearly independent over K x (and hence span K m x ) since they are linearly independent over C when evaluated at 0. On the other hand, by Lemma 7.1 and (48), these vectors are all in the image of the Jacobian J F , considered as a linear map from K p x to K m x . Hence Rk F = m and the lemma is proved.
The last lemma needed for the proof of Proposition 6.3 in the case Σ = C m is the following.
Lemma 7.4. Let F : (C p , 0) → (C m , 0) be a formal mapping. Then the vector subspace
x be such that J F a 1 , . . . , J F a r ∈ K m x form a basis for J F (K p x ). By multiplying the a j by suitable power series (clearing the denominators), we obtainã 1 , . . . ,ã r ∈ C[[x]] p and J Fã 1 , . . . , J Fã r ∈ K m x still form a basis for J F (K p x ) since J F is linear over K x .
Proof of Proposition 6.3 with Σ = C m . The main step in the proof is to show that there are formal vector fieldsŶ 1 , . . . ,Ŷ k on C p and c 1 , . . . , c k ∈ C[[x]], c j = 0 for all j, such that
To prove this, we write t = (t 1 , . . . , t q ) and denote by η : The statements concerning the properties of the iterated Segre mappings v j preceeding (i), (ii) , and (iii) of Theorem 2.3 have been proved in §3 and §4. Property (i) has been proved in §5, except for the fact that O is CR, which will be proved below. We shall now prove statement (ii) of Theorem 2.3. Let W be as in (ii) and g ∈ I(W) ⊂ C[[Z]]. We must show that g • v j = 0 for each j ≥ 1. This follows immediately from Proposition 6.2 (i) since g, considered as a power series in (Z, ζ) which is independent of ζ, is also in I(O) and hence g • v j = g • Θ j−1 = 0.
To prove (iii), we use (32) and (36) to obtain (59)
Rk v k 0 = Rk Φ k 0 +1 − n = dim O − n.
Recall from (i) and (ii) that dim O = dim g M (0) and dim W = N −e = dim g M (0)+ d − N . Hence (iii) follows from (59).
To complete the proof of Theorem 2.3, it remains only to show that the formal manifold O ⊂ C N × C N is a CR submanifold of C N , i.e. that the ideal I(O) is real and rk ∂R/∂Z(0) equals the rank of ∂R/∂Z over the field of fractions K Z,ζ . Here, R(Z, ζ) = (ρ 1 (Z, ζ), . . . , ρ d (Z, ζ), f 1 (Z), . . . , f e (Z)) is a set of generators for the ideal I(O). To show reality, we let g ∈ I(O). Recall that σ(g)(Z, ζ) :=ḡ(ζ, Z).
We must show that σ(g) ∈ I(O). Observe that, for each j ≥ 0, σ(g)(Φ j+1 (t 1 , . . . , t j+1 )) = g(Θ j (t 1 , . . . ,t j+1 )).
In view of Proposition 6.2 (i), we have g(Θ j (t 1 , . . . , t j+1 )) = 0 and, hence, σ(g)(Φ j+1 (t 1 , . . . , t j+1 )) = 0. Since Rk Φ k 0 +1 = dim O by (36), the conclusion σ(g) ∈ I(O) follows from Proposition 2.1. The fact that the formal real submanifold O is CR is now a direct consequence of the fact that M is generic (and hence CR) and the fact that the remaining generators f i , i = 1, . . . , e, are independent of ζ. This completes the proof of Theorem 2.3.
Proof of Theorem 2.4. We first note that the conclusion of the theorem is independent of the choice of the Segre variety mapping γ. This can be seen by using the notation of §4 and observing that v 2k 0 = π 2k 0 1 • T 2k 0 , where T 2k 0 is a parametrization of the formal manifold S 2k 0 . Hence it suffices to prove Theorem 2.4 using the special choice of Segre variety mapping γ introduced in (23) in §6. Let Σ ⊂ C 2nk 0 be the formal manifold whose ideal is generated by t 1 and t 2k 0 −j − t 2+j , for j = 0, . . . , k 0 − 2. The conclusion in Theorem 2.4 is now a consequence of the definition of k 0 in Theorem 2.3 and of Lemma 4.1.3 in [BER99b] .
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