We give the formulation of a Riemannian Newton algorithm for solving a class of nonlinear eigenvalue problems by minimizing a total energy function subject to the orthogonality constraint. Under some mild assumptions, we establish the global and quadratic convergence of the proposed method. Moreover, the positive definiteness condition of the Riemannian Hessian of the total energy function at a solution is derived. Some numerical tests are reported to illustrate the efficiency of the proposed method for solving large-scale problems.
1. Introduction. We consider the following total energy minimization problem:
where X T denotes the transpose of X, L is a discrete Laplacian operator, α > 0 is a given constant, ρ(X) := diag(XX T ), "s.t." means "subject to", and I k is the identity matrix of order k. We point out that the matrix L may be singular with different boundary conditions (see [45] ). In this case, we may replace L −1 by the Moore-Penrose generalized inverse L † . The symbol diag(M ) := (m 11 , m 22 , . . . , m nn ) T denotes a vector containing the diagonal elements of an n × n matrix M = [m ij ]. Obviously, the first order necessary conditions for the total energy minimization problem (1.1) are given by [33] H(X)X = X Λ k ,
where the k-by-k real symmetric matrix Λ k is a Lagrange multiplier. We note that the global minimizer of the constrained minimization problem (1.1) is not unique. If X is a solution, then XQ is also a solution for any k × k real orthogonal matrix Q. Thus a necessary condition for the global minimum of problem (1.1) takes the form of a nonlinear eigenvalue problem (NEP) [46] :
where the diagonal matrix Λ k ∈ R k×k contains the k smallest eigenvalues of the symmetric matrix H(X) = L + αDiag(L −1 ρ(X)) ∈ R n×n . The symbol Diag(x) is a diagonal matrix with a vector x on its diagonal. Note that the meaning of the notation diag(·) is different from that of the notation Diag(·).
The total energy minimization problem (1.1) is a simplified version of the Hartree-Fock (HF) total energy minimization problem and the Kohn-Sham (KS) total energy minimization problem in electronic structure calculations (see for instance [30, 38, 44, 45] ). Moreover, the NEP (1.2) is a simplified version of the associated HF and KS equations. The self-consistent field (SCF) iteration is widely used for solving the HF and KS equations, which calculates the k smallest eigenvalues and associated eigenvectors of the NEP (1.2) iteratively: Given the current iterate X j , compute X j+1 such that
where Λ j+1 k contains the k smallest eigenvalues of H(X j ). However, the original version of the SCF iteration often fails to converge [11] . In past decades, different heuristics have been developed to accelerate and stabilize the SCF iteration [24, 25] . On the convergence of the SCF iteration, one may refer to [13, 27, 46] . In [45] , the SCF iteration is used as an indirect way to solve problem (1.1) by minimizing a sequence of quadratic surrogate functions.
Recently, there are several optimization methods for solving the minimization problem (1.1) directly [5, 7, 25, 26, 32, 34, 35, 40, 41] . Because of the orthogonality constraint X T X = I k , those methods only use the gradient of the total energy and often converge slowly. In [44] , a constrained optimization algorithm is proposed for minimizing the total energy by projecting the total energy into a sequence of subspaces and seeking the minimum point of the total energy over each subspace. In [42] , a projected gradient-type method is given for minimizing a general function with the orthogonality constraint. In [16] , Newton's method and the conjugate gradient (CG) method are developed on the Grassmann and Stiefel manifolds. In [28] , modified steepest descent-type method with Armijo's line search and modified Newton method are presented on the Grassmann and Stiefel manifolds. Also, in [31] , Linesearch, trust-region, and Newton algorithms are well-studied on matrix manifolds. The SCF iteration with various trust-region techniques is employed to minimize the total energy [17, 18, 39, 45] . In [19] , a Newton method is presented for solving a class of nonlinear eigenvalue problems arising from electronic structure calculation, which is only efficient for small-scale problems.
In this paper, we propose a Riemannian Newton algorithm for solving the total energy minimization problem (1.1) over the Grassmann manifold related to the Stiefel manifold St(k, n) := {X ∈ R n×k | X T X = I k }. This is sparked by two recent papers [27] and [19] . In [27] , the convergence condition of the SCF iteration is related to the Hessian of the total energy. In [19] , the NEP is viewed as a system of nonlinear equations, and then a Newton method is used for solving it. Therefore, in this paper, we first construct the Grassmann manifold from the Stiefel manifold St(k, n) based on an orthogonal equivalence relation and a Riemannian metric. Then we propose a Riemannian Newton algorithm for solving problem (1.1) over the Grassmann manifold. In particular, we combine the Riemannian Newton algorithm with the Riemannian linear search technique. Sparked by [2, 16, 28] , we use the CG method [20, Algorithm 10.2.1] to solving each Newton equation inexactly, where we do not need the inversion of the Riemannian Hessian of the total energy function and thus the computational complexity is reduced. Also, the Riemannian linear search guarantees that the proposed method will converge to a local minimum [28] . Under some mild conditions, we show that the proposed Riemannian Newton algorithm converges globally and quadratically. Moreover, we give the positive definiteness condition of the Riemannian Hessian of the total energy function at a solution. Some numerical experiments are reported to demonstrate the efficiency of our method for solving large-scale problems.
The rest of this paper is organized as follows. In section 2 we review some preliminary results on Riemannian manifolds. In section 3 we present a Riemannian Newton algorithm for solving the minimization problem (1.1) over the Grassmann manifold related to the Stiefel manifold St(k, n). In section 4 we give a convergence analysis. In section 5 we investigate the positive definiteness condition of the Riemannian Hessian of the total energy function in problem (1.1) over the Grassmann manifold. In section 6 we report some numerical results and finally give some concluding remarks in section 7.
Preliminaries.
In this section, we recall some basic concepts and results on Riemannian manifolds [1, 2] . Let M be a d-dimensional manifold. Let R x (M) be the set of all smooth real-valued functions defined on a neighborhood of a point x ∈ M. A tangent vector ξ x to M at x is defined as a mapping from R x (M) to R such that
for some smooth curve γ on M with γ(0) = x. The tangent space T x M to M at x is consisted of all tangent vectors to M at x. Denote by T M the tangent bundle of M:
for all x ∈ M. A Riemannian metric g on M is a family of inner products
where the inner product g x (·, ·) varies smoothly and induces a norm ξ x = g x (ξ x , ξ x ) on T x M. Thus, (M, g) is a Riemannian manifold [2, p.45] . Let M and L be two manifolds. Let G : M → L be a smooth mapping. Then the differential DG(x) of G at x ∈ M is a mapping from T x M to T G(x) L such that
Given a Riemannian manifold (M, g) with a Riemannian connection ∇ (see for instance [2, 10] ), let f : M → R be a smooth function. Then the Riemannian gradient grad f (x) of f at x ∈ M is defined as the unique element in T x M such that
The Riemannian Hessian of f at x ∈ M is defined as the linear mapping from T x M to T x M such that [2, Definition 5.5.1],
The concept of retraction originally appears in the field of algebraic topology [21] . Here, we adopt the following definition of retraction [2, 4, 37] .
For a real-valued function f on the manifold M and a retraction R on M, we define the pullback f of f as the mapping from T M to R such that
and let f x mean the restriction of f to T x M, which is defined by
On the Riemannian distance to a nondegenerate local minimizer x of a smooth real-valued function f on (M, g), we have the following lemma [2, Lemma 7.4.8] .
Lemma 2.2. Let x * ∈ M and let f : M → R be a C 2 function (its first and second derivatives are continuous) such that grad f (x * ) = 0 and Hessf (x * ) is positive-definite with maximal and minimal eigenvalues λ max and λ min . Then given two positive scalars τ 0 , τ 1 with τ 0 < λ min and τ 1 > λ max , there exists a neighborhood N (x * ) of x * such that
where dist(·, ·) means the Riemannian distance on (M, g) [2, p. 46] .
On a relation between the Riemannian gradient of a smooth function f on M at R x (ξ) and the gradient of f x at ξ ∈ T x M with ξ ≤ δ for some δ > 0, we have the following special result [2, Lemma 7.4.9]. Lemma 2.3. Let R be a retraction on M and let f be a continuously differentiable cost function on M. Then for any given x * ∈ M and a scalar τ 2 > 1, there exist a neighborhood N (x * ) of x * and δ > 0 such that
3. Riemannian Newton Algorithm. In this section, we propose a Riemannian Newton algorithm for solving the total energy minimization problem (1.1). We first construct a Grassmann manifold from the Stiefel manifold St(k, n). Then, based on the induced Grassmann manifold, we give a matrix-form Riemannian Newton algorithm for solving problem (1.1).
3.1. The Grassmann manifold. We observe the fact that the function E : St(k, n) → R defined in problem (1.1) is such that for any given X ∈ St(k, n), E(X) = E(XQ) for all Q ∈ O k , where O k is the set of all k × k orthogonal matrices. Thus, the global minimizer of problem (1.1) is not unique and is not isolated. The Riemannian Hessian of E must be singular, which causes a trouble for applying a Riemannian Newton algorithm to problem (1.1). To overcome this difficulty, we construct a Grassmann manifold Q from the Stiefel manifold St(k, n) under the operation of orthogonal group O k . We define a quotient manifold by
based on the following equivalence relation on St(k, n):
Then we have Q := [X] : X ∈ St(k, n) , where
is the equivalent class containing X. The natural projection is defined as the mapping from St(k, n) to Q such that
Moreover, we have [X] = π −1 (π(X)) and dim π −1 (π(X)) = dim
) and E(X) = E π(X) .
Hence, problem (1.1) can be written as the following minimization problem:
For any X ∈ Q, let ξ X be an element of T X Q, and let X be an element in the equivalent class π −1 (X), which is an embedded submanifold of St(k, n). Any element ξ X ∈ T X St(k, n) that satisfies Dπ(X)[ξ X ] = ξ X can be considered a representation of ξ X . For any smooth function f :
Since there are infinitely many valid representations ξ X of ξ X at X, we need to define the vertical space and horizontal space at the point X [2, p.48]. Note that the tangent space to St(k, n) at X ∈ St(k, n) is given by [2, p.42] ,
where X ⊥ ∈ R n×(n−k) such that span(X ⊥ ) is the orthogonal complement of span(X). Also, a Riemannian metric g on St(k, n) is defined by
and its induced Frobenius norm · X . Thus, the vertical space at X is defined as
We can set the horizontal space H X at X to be
Then for any ξ X ∈ T X Q, there exists a unique element ξ X ∈ H X such that Dπ(X)[ξ X ] = ξ X , and ξ X is called the horizontal lift of ξ X at X. Moreover, the orthogonal projection of any element η X ∈ T X St(k, n) onto H X at X is given by
Now, we define a Riemannian metric g on the quotient manifold Q by
where ξ X , ζ X ∈ H X are the unique horizontal lifts of ξ X , ζ X at X respectively. Since
To verify (3.4), we first establish the following result. The proof is similar to that of Proposition 3.6.1 in [1] , and we therefore omit it.
Proposition 3.1. Let X ∈ St(k, n), X = π(X), and ξ X ∈ T X Q. Then it holds
where the center dot denotes matrix multiplication, and
Thus the quotient manifold Q endowed with the Riemannian metric g defined in (3.3) is a Grassmann manifold. Next, we define a second-order retraction R on (Q, g) as follows:
where X = π(X) ∈ Q, ξ X ∈ H X is the horizontal lift of a ξ X ∈ T X Q at X, and R is a second-order retraction on St(k, n), which is defined by [1, 3] :
are the left and right singular vectors corresponding to the largest k singular values of X + Z, which admits the singular value decomposition [20] :
Here,σ 1 (X + Z) ≥σ 2 (X + Z) ≥ · · · ≥σ k (X + Z) > 0 and U = [ū 1 , . . . ,ū n ] ∈ R n×n and V = [v 1 , . . . ,v k ] ∈ R k×k are orthogonal matrices. The retraction R on St(k, n) may reduce the computational complexity and accelerate convergence [28, 29] . In our numerical experiments, we use the retraction R. Obviously, for the retractions
. By the smoothness of E on St(k, n), we know that E is smooth on Q.
Riemannian gradient and Riemannian
Hessian of E. We give explicit formulas of Riemannian gradient and Riemannian Hessian of the cost function E defined in problem (3.2). To do so, we define the extended function E : R n×k → R by
Then E is the restriction of E onto St(k, n), i.e., E = E| St(k,n) . By simple calculation, the gradient of E at X ∈ R n×k is given by [2, p.48] grad E(X) = H(X)X.
where P X means the orthogonal projection onto T X M, which is given by
Here, skew(A) := (A − A T )/2 and sym(A) := (A + A T )/2. Therefore, for any X ∈ Q and X ∈ π −1 (X), the unique horizontal lift of the Riemannian gradient grad E(X) of E at X ∈ St(k, n) is given by
Let ∇ and ∇ be the Riemannian connections on Q and St(k, n). The Riemannian Hessian of E at X ∈ Q is given by 
where D grad f (x)[ξ x ] means the classical directional derivative. We get by (3.7),
Thus
where the fact of P h X X = 0 is used. We remark that the Newton equation on the Grassmann manifold Q at the point X ∈ Q is given by [2, p.113] ,
Taking the horizontal lift yields
3.3. Riemannian Newton algorithm. Without causing any confusion, we use ·, · and · to denote the Riemannian metrics and their induced norms on St(k, n) and Q respectively. Based on the discussion in section 3.2, we describe a matrix-form Riemannian Newton algorithm for solving the minimization problem (3.2).
Algorithm 3.
(A matrix-form Riemannian Newton algorithm)
Step 0. Given X 0 ∈ St(k, n), β, η ∈ (0, 1), σ ∈ (0, 1/2], and j := 0.
Step 1. Apply the CG method [20, Algorithm 10.2.1] to solving
and
where η j := min{η, grad E(X j ) }. If (3.10) and (3.11) are not attainable, then let
Step 2. Let l j be the smallest nonnegative integer l such that
Step 3. Replace j by j + 1 and go to Step 1. We remark that Algorithm 3.2 is a numerically realizable Riemannian Newton algorithm for solving the minimization problem (3.2 
where X 0 ∈ St(k, n). We also point out that our method has some advantages over classical equality-constrained optimization methods: (1) A nice feature is that the generated iterates are all feasible.
(2) As shown in section 4, our method converges globally and quadratically as an unconstrained optimization on a constrained set.
(3) No additional Lagrange multipliers or penalty functions are required. Finally, numerical tests in section 6 show the efficiency of our method over the classical interiorpoint method [12] .
4. Convergence Analysis. In this section, we establish the global and quadratic convergence of Algorithm 3.2. As in (2.1), we have the following equality on the Riemannian gradient of E and its pullback function E through the retraction R defined in (3.5) [2, p.56]:
For the second-order retraction R on Q defined in (3.5), we have [2, Proposition 5.5.5]:
On the global convergence of Algorithm 3.2, we have the following result. The proof follows that of Theorem 11(a) in [15] . quence {∆X j } J such that ∆X j = − grad E(X j ) for all k ∈ J , then X * is a stationary point of E. We note that Dπ(X * )[grad E(X * )] = grad E(X * ). Hence, [X * ] is a stationary point of E. Therefore, without loss of generality, to prove the theorem we only need to consider the case in which the direction is always given by (3.9). To verify that grad E(X * ) = 0, we only need to show that grad E(X * ) = 0. By contradiction, we assume that grad E(X * ) = 0. Let X j := [X j ] for all j. By (3.3) and (3.10), we
where 0 < η j ≤ η < 1, and Hess E(X j ) denotes the operator norm defined by Hess E(X j ) := sup Hess E(X j )[∆X j ] : ∆X j ∈ T X j St(k, n), ∆X j = 1 .
It follows from (4.3) that
Hess E(X j ) , 9 where Hess E(X j ) > 0 for all j. Otherwise, if Hess E(X j ) = 0 for some j, then by (4.3), we have grad E(X j ) = 0. Thus X j is a stationary point of E and the algorithm stops. Now, we note that there exist two constants c 1 , c 2 > 0 such that
for all j. In fact, if there exists some subsequence { ∆X j } K → 0, then we have by We observe from (3.12) that the sequence {E(X j ) ≥ 0} is monotonically nonincreasing, and thus is convergent. Hence,
By (3.11), (3.12), and (4.4), we have
Hess E(X j ) 2 ≥ 0, which, together with (4.5), implies lim j→∞ β lj η j grad E(X j ) 2 = 0.
This implies that lim inf β lj = 0. Otherwise, if lim inf β lj > 0, then, by the definition of η j , we have grad E(X * ) = 0, a contradiction. Therefore, we may assume that lim β lj = 0, taking a subsequence if necessary. Then we get by (3.12) ,
where E = E • R means the pullback of E through the retraction R on St(k, n). Since ∆X j / ∆X j has unit norm, we may assume that {∆X j / ∆X j } converges to ξ * with ξ * = 1, taking a subsequence if necessary. By continuity of the Riemannian metric ·, · and (4.6), we obtain grad E(X * ), ξ * ≥ σ grad E(X * ), ξ * , and then (4.7) grad E(X * ), ξ * ≥ 0, since 0 < σ < 1. By (3.11) and (4.4), we have
Note that the sequence { ∆X j } is bounded below and grad E(X * ) = 0 by assumption. Hence, we may assume that { ∆X j } → ∆X * , taking a subsequence if necessary. Then, in (4.8) as j → ∞, we get grad E(X * ), ξ * ≤ − min{η, grad E(X * ) } ∆X * < 0, which contradicts (4.7). Therefore, grad E(X * ) = 0. The proof is complete.
Quadratic convergence.
We establish the quadratic convergence of Algorithm 3.2. To do so, we need the following positive definiteness assumption on the Riemannian Hessian of E. To establish the quadratic convergence of Algorithm 3.2, we need the following result.
Lemma 4.3. Let X * be an accumulation point of the sequence {X j } generated by Algorithm 3.2, i.e., X * is a limit point of a subsequence {X j } K . Suppose that Assumption 4.2 is satisfied. Then there exist two constants d 1 , d 2 > 0 such that for all j ∈ K sufficiently large, it holds
Proof. Let X * := [X * ] and X j := [X j ] for all j. As {X j } K → X * , we get {X j } K → X * . By Assumption 4.2, there exist two scalars κ 0 , κ 1 > 0 such that for all j ∈ K sufficiently large, Hess E(X j ) is nonsingular, and (4.9) Hess E(X j ) ≤ κ 0 , [Hess E(X j )] −1 ≤ κ 1 .
By (4.9), we have for all j ∈ K sufficiently large,
Thus for all j ∈ K sufficiently large,
The proof is complete.
On the local convergence of Algorithm 3.2 related to the nondegenerate local minima, we have the following result. The proof follows that of Theorem 11(b) in [15] . on Q defined by (3.1).
Proof. By Theorem 4.1, we have grad E([X * ]) = 0. Also, the Riemannian Hessian operator Hess E([X * ]) is positive definite by assumption. Then X * := [X * ] is an isolated local minimum point of E. Let S be the set of limit points of the sequence {X j := [X j ]}, which is nonempty since X * ∈ S. Suppose that X * is not the only limit points of the sequence {X j }. Then
Since X * is an isolated local minimizer of E, it follows that ς > 0. Define
where dist(Y |S) := inf X∈S dist(Y, X). Then for all j sufficiently large, X j belongs to at least one of the sets S 1 and S 2 . Next, let {X j } K be a subsequence of {X j } such that dist(X j , X * ) ≤ ς/4 for all j ∈ K sufficiently large. Thus, every limit point of {X j } j∈K lies in the compact set B ς 4 (X * ), which is also an accumulation point of the sequence {X j }. Hence, {X j } j∈K converges to X * , which is the unique accumulation point of {X j } in B ς 4 (X * ). By Theorem 4.1 again, { grad E(X j ) } K → 0. This, together with Lemma 4.3, yields that { ∆X j } K → 0. Since Q is a compact manifold, for the retraction R on Q, there exist two scalars > 0 and δ > 0 such that [2, p.149], (4.10) ∆X ≥ dist(X, R X ∆X), for all X ∈ Q, for all ∆X ∈ T X Q, ∆X ≤ δ .
Notice that ∆X j ≤ min{ς/4, δ , ( ς)/4} for all j ∈ K sufficiently large. Letĵ ∈ K be sufficiently large. Then, by using Xĵ +1 :
R Xĵ (β lĵ ∆Xĵ) and (4.10), we obtain
which shows Xĵ +1 ∈ S 1 \B ς 4 (X * ).
By using ∆Xĵ ≤ min{ς/4, δ , ( ς)/4}, Xĵ +1 := R Xĵ (β lĵ ∆Xĵ), and (4.10) again, we get
which implies Xĵ +1 ∈ S 2 . Hence, Xĵ +1 ∈ B ς 4 (X * ). By definition, we derive that j + 1 ∈ K. Therefore, by induction, we conclude that j ∈ K for all j sufficiently large and then the whole sequence {X j } converges to X * .
On the stepsize β lj in (3.12), we have the following result similar to Proposition 5 in [36] . Proof. Let X * := [X * ] and X j := [X j ] for all j. Let ∆X j N be the exact solution of the Newton equation (3.9). Then we have
and thus
According to (4.1) and (4.2), we have (4.12) grad E X j (0 X j ) + Hess E X j (0 X j )[∆X j N ] = grad E(X j ) + Hess E(X j )[∆X j N ] = 0 X j .
By Lemma 4.4, we have X j → X * . Thus, by Lemma 4.3, (3.10), (4.9), and (4.11), we have for all j sufficiently large,
In addition, Hess E X is Lipschitz-continuous at 0 X uniformly in a neighborhood of X * , i.e., there exist scalars κ 2 > 0, δ 1 > 0, and δ 2 > 0, such that for all X ∈ B δ1 (X * ) and all ξ ∈ B δ2 (0 X ), it holds (4.14) Hess E X (ξ) − Hess E X (0 X ) ≤ κ 2 ξ .
By Taylor's theorem, there exists some constant θ ∈ [0, 1] such that
Hess E X j (θ∆X j )[∆X j ], ∆X j . 13 By using (3.10), (4.9), (4.11), (4.12), (4.13), and (4.14), for all j sufficiently large,
where c is a constant. This shows that (3.12) holds with l j = 0 for all j sufficiently large. The proof is complete.
We now establish the quadratic convergence of Algorithm 3.2. 
We get by Taylor's formula for all j sufficiently large, 
where c 0 is a constant. This completes the proof. As a direct consequence of (4.15) and (4.17), we can derive the following result. 
Positive Definiteness Condition.
In this section, we give the positive definiteness condition of Hess E([X * ]) defined in Assumption 4.2, where X * is an accumulation point of the sequence {X j } generated by Algorithm 3.2. By using the Riemannian gradient and Riemannian Hessian of E given in (3.7) and (3.8), we can establish the following result on the positive definiteness of Hess E([X * ]).
Theorem 5.1. Let X * be an accumulation point of the sequence {X j } generated by Algorithm 3.2, and X * is a global minimizer of problem (1.1). Letλ 1 ≤λ 2 ≤ · · · ≤ λ n be eigenvalues of H(X * ). Ifλ k+1 >λ k and α ≥ 0, then Hess E([X * ]) is positive definite, i.e.,
Proof. Let X * := [X * ]. Since
Hess E(X * )[Z X * ], Z X * = Hess E(X * )[Z X * ] X * , Z X * , ∀Z X * ∈ T X * Q 0 X * , Hess E(X * ) is positive definite if and only if (5.1) Hess E(X * )[Z X * ] X * , Z X * > 0, ∀Z X * ∈ H X * 0 X * .
By (3.8), we have
Hess E(X * )[Z X * ] X * = T 1 (Z X * ) + T 2 (Z X * ) + T 3 (Z X * ), ∀Z X * ∈ H X * , where for each Z X * ∈ H X * ,
To verify (5.1), we only need to show that
for all Z X * ∈ H X * \{0 X * }. Since X * is a global minimizer of problem (1.1), X * is the matrix consisting of the k eigenvectors corresponding to the k smallest eigenvalues of H(X * ). Let
It follows that
where X * ⊥ denotes the orthogonal complement matrix of X * with X * T ⊥ X * ⊥ = I n−k . In addition, for any Z X * ∈ T X * Q, we have Z X * ∈ H X * , i.e., (5.4) Z X * = X * ⊥ K, K ∈ R (n−k)×k .
Thus T i are the functions of the variable K ∈ R (n−k)×k for i = 1, 2, 3, and Z X * = 0 if and only if 0 = K ∈ R (n−k)×k , where 0 is a zero matrix. It follows from (5.3) and (5.4) that for each K ∈ R (n−k)×k ,
Then we get by (5.10),
This, together with (5.2), (5.5), and (5.9), yields (5.1). The proof is complete. We point out that in our numerical tests, the positive definiteness condition in Theorem 5.1 holds for most numerical examples and the quadratic convergence is observed, where the starting points are chosen appropriately.
6. Numerical Experiments. In this section, we present numerical performance of Algorithm 3.2 for solving the nonlinear eigenvalue problem (1.2) by the solution of the total energy minimization problem (1.1). To illustrate the efficiency of our method, we compare the proposed algorithm with the trust region SCF (TRSCF) iteration [45] , where the trust region parameter is chosen as suggested in [45] , which should be based on the gap between the kth and (k + 1)th eigenvalues of H(X j ) at the current iterate X j . For Algorithm 3.2 and the TRSCF iteration, we randomly generate the starting points by the built-in functions randn, svd and eigs:
The stopping criterion is set to be grad E(X j ) < 10 −6 .
In our numerical tests, we set η = 0.1, σ = 10 −4 , β = 1/2, Q j = I k for all j, and L is an n-by-n real symmetric tridiagonal matrix with 2 on its diagonal and −1 on its sub-and super-diagonals. In addition, the largest number of outer iterations in Algorithm 3.2 and the TRSCF iteration is set to be 3000, and the largest number of iterations in the CG method is set to be nk. For Examples 6.1-6.6 below, we repeat our experiments over 10 different starting points. All the numerical tests are carried out by using MATLAB 7.1 on a Dell computer Intel(R) Core(TM)i7-2600 Duo of 3.40 GHz CPU and 16GB RAM. In what follows, 'cputime', 'IT.', 'NF.', 'NCG.', and 'Res.' mean the averaged total CPU time in seconds, the averaged number of outer iterations, the averaged number of function evaluations, the averaged number of inner iterations of the CG method, and the averaged residual grad E(X j ) at the final iterate of the algorithms, respectively.
It was shown in [46] that the SCF iteration converged for Example 6.1 and failed to converge for Example 6.2. To show the effectiveness of our method over the TRSCF algorithm, we report the numerical results for Examples 6.1-6.3 with different choices of n, k, and α.
Example 6.1. [46] We consider the nonlinear eigenvalue problem for different choices of n, k, α: (a) n = 2, k = 1, α = 3; (b) n = 10, k = 2, α = 0.6; (c) n = 100, k = 10, α = 0.005; (d) n = 100, k = 4, α = 0.001. Example 6.2. [46] We consider the nonlinear eigenvalue problem for different choices of n, k, α: (a) n = 2, k = 1, α = 9; (b) n = 10, k = 2, α = 3; (c) n = 100, k = 10, α = 1; (d) n = 100, k = 4, α = 2.
Tables 1-2 include numerical results for Examples 6.1-6.2. We observe from Tables 1-2 that both methods converge while our method performs much better than the TRSCF iteration in terms of the CPU time. Example 6.3. We consider the nonlinear eigenvalue problem for k = 10, α = 1, and varying n = 200, 400, 800, 1000. Table 3 gives numerical results for Example 6.3. We see from Table 3 that our method is more efficient than the TRSCF iteration in terms of CPU time. In Figure 6 .1, we give the convergence history of Algorithms 3.2 for two tests with (n, k, α) = (100, 10, 0.005) and (n, k, α) = (1000, 10, 1). This figure depicts the logarithm of the residual versus the number of iterations for solving the nonlinear eigenvalue problem. We can see from Figure 6 .1 that the TRSCF iteration converges slow while our method converges quadratically. This confirms our theoretical results. Example 6.4. We consider the nonlinear eigenvalue problem for n = 100 and k = 20 and varying α. Table 4 lists numerical results for Example 6.4. We observe from Table 4 and other tests that when n and k are fixed, the smaller the parameter α, the smaller the averaged number of outer iterations. This shows that the magnitude of α, which measures the amount of non-linearity, has some effect on the convergence of the proposed method (perhaps in terms of Lipschitz bound constant). On the other hand, the larger the parameter α is, the more nonlinear the problem becomes but there is no obvious increase in the averaged numbers of inner and outer iterations for most numerical tests.
To further illustrate the efficiency of our method, we compare our method with [12] . For simplicity, as in [19] , we call the MATLAB-provided function fmincon by In our numerical tests, the stopping criterion for Algorithm 3.2 is the same as the IPM. The starting points for Algorithm 3.2 and the interior point method are set as above and the other parameters in Algorithm 3.2 are set as above. For Example 6.5 below, we repeat our experiments over 10 different starting points. Example 6.5. We consider the nonlinear eigenvalue problem for varying n and k. We report numerical results for (a) k = 10, α = 1, and n = 200, 400, 800, 1000; and (b) n = 1000, α = 1, and k = 10, 20, 30, 40. Table 5 lists numerical results for Example 6.5. We see from Table 5 that our method is much more effective than the interior point method.
Finally, we consider the following large-scale nonlinear eigenvalue problem. Example 6.6. We consider the nonlinear eigenvalue problem for varying n and k. We report numerical results for (a) k = 20, α = 1, and n = 20000, 40000, 80000, 100000, 200000, 300000; and (b) n = 10000, α = 1, and k = 20, 40, 60, 80, 100, 120. Table 6 lists numerical results for Example 6.6. Table 6 shows that the proposed algorithm is very efficient for solving large-scale nonlinear eigenvalue problems (the largest numerical examples that we have tested are: (1) k = 20 and n = 300, 000 and (2) n = 10, 000 and k = 120. For case (1) , there are k(n − k) = 5999, 600 unknowns in problem (3.2) while for case (2) , the number of unknowns is k(n − k) = 1185, 600). 7. Conclusions. This paper is concerned with the solution of nonlinear eigenvalue problems. We propose a Riemannian Newton algorithm for solving the corresponding total energy minimization problem subject to the orthogonality constraint. The Riemannian gradient and Riemannian Hessian of the total energy function are derived, and a matrix-form Riemannian Newton algorithm is presented. Under some mild conditions, we establish the global and quadratic convergence of the proposed method. Numerical results demonstrate our method is very efficient for large-scale problems. Our numerical experiments show that the linear equation (3.9) may be illconditioned when the parameter k is large. In this case, the prconditioned CG method with a good preconditioner may reduce much computing time and thus improve the efficiency [14, 23] . This needs further study. Another interesting topic is to apply our method to the total energy minimization in electronic structure [32, 34, 40, 41] .
