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A general theorem which obtains pathwise uniqueness for so:; Sioils of systems of It0 stockstic 
differential equations is given. It is shown that this theorem contains ,as special cases basic criteria 
which generalize Jto’s result in which the coegkients satisfy Lipschitz conditions in the set;ond 
variable. ,4lso some new results which assume t-dependent mtidulus of continuity conditions on 
the coefficients are given as corollaries. The main result is established by means of Lycrpmov type 
functions and comparison principle techniques, 
r 
I pat hwise uniqueness stochastic differential comparison principle equations I 
1. Introductim 
The main result of this paper is an attempt to unif:r what is known about and 
facilirate extending the theory of pathwise uniqueness for the vector Its equation 
x == xo+ 
i 
’ f (s, xs )ds + 
0 I ’ G(s, X, )d& (1) 0 
Here f (f, x) and G(o, X) are n-vector and n X m-matrix valued Bwel measurable 
functions respectively, on [0, T] X R”, and & is an m-vector Brownian Motion 
process. This work is an extension of [2], in which the l-dimensional case was 
treated. 
Watanabe and Yamada 191 have shown that yathwise uniqueness implies both 
that solution!; are unique in the law sense (solutions have the same distributions) 
and that solutions are measurable functions of the initial condition and the 
Brownian Motion process. It is this fact that motivates the study of pathwise 
uniqueness. An example, attributed to Tanaka, is given in [9] to show that pa&wise 
uniqueness and law uniqueness are not equivalent. Ito’s result [7] shows that (I) has 
the pathwise uniqueness property if f and G satisfy two-sided Lipschitz ~o~di~i~~s 
in the secondi variable. However, Skorohod [S] has demonstrated the existen 
solution of (1) given that f and G are continuous. Thus it is appropriate to c 
the question of uniqueness apart from that of existence. 
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The theorem given here contains as special cases slightly more general versions 
of results of Conway [l] and Watanabe and Yamada [9] both of which generalize, in 
turn, Ito’s criterion [7], Conway assumes f and G satisfy one-sided and two-sided 
Lipschit conditions in the second variable, respectively. Watanabe and Yamada 
assume f and G satisfy two-sided rro4ulus of continuity conditions in the second 
variable weaker than thle Lipschitz cond,,;on; however, one such set of conditions is 
given on)5’ iol the scalar equation. It has not been shown ;hat the theorem contains 
as special cases all known pathwise uniqueness results for (1). Fmr example, the 
criterion established by Skorohod [8] for scalar eqluations, which removes modulus 
of continuity conditions on f at the expense of requiring positivity of G, has eluded 
inclusion thus far. However an important special case of Skorohod’s result cau be 
derived from the result of Watanabe and Yamada, and thus from the theorem given 
here (see the remark following Corollary 2). In addition, some new results assuming 
f-dependent modulus o f continuity conditions are given as corollaries of the 
theorem. 
2. Prelliminaries 
Let (a, 3, P j be a probability space and {i& : t E [O, Tl} a nondecreasing 
collection of sub Ip-algebras of y. Assume pr = (pi) is a normalized m-vector 
Brownian Motion process adapted to 3, i.e. the /3( are St-measurable independent 
scalar Brownian Motions with unit variance parameters. By a solution of Ito 
stochastic equation (1) is meant any a.s. sample continuous process 2, 
satisfying a.s. 
adapted to yt 
Z,=&+ u- f(s,Zjds+/ G(s,Z,)d& OsttT, 
I 0 
or in system form 
Z:=ZI,+~‘f.(Z,Z~)ds+~ \‘~ij(s,Z~)d~:, OSCST, 
j=l 0 
where the integrals against the Brownian Motion are understood as 
integrals. 
Ito stochastic 
IEquation (1) has the yc;&wise uniqueness property if any pair of solutions X, and 
Y, agreeing initially have a.s. identical sample paths. i.e. if 
x0 = Y,, a.s. =+a P{Xt = Y,, 0 G t S T} = 1. 
The principal tool used in the proof of the main theorem is the following special 
case of a result due to Ito [6, p. 1,871 which allows integration of smooth functions of 
solution processes. 
First, some notation: denote by B, the closed ball in R” of radius A4 centered at 
the origin; if F(f, x, y) is a real-valued function on [Q, T] x BM x &,, and f(t, x) = 
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cfi (E, x)) and lG(t, X) = (gij (15 x)) are n-vector and n X YPT -matrix functions, respec- 
tively, on [0, T] x BM, denote by Df.o F(s, U, v) the expression 
aF/L’t (ST U, V) + 2 [fi (S, U )aF/axi (S, U, V) + fi (S, v)aF/dyi (S, U, V)] 
i-i 
+i 2 [ 2 gik (S, U)gjk (S, u)a2Flaxjaxi (S, U, V) 
&j-l k=l 
+ gik (S, u )gjk (ST V)d2F/ayja& (S, U, V) 
+ gik I(& V)gik (S, U)a2F/axjQi (4 U, V) 
+ gik (S, v)gjk (S, v)d2Flayiayi (S- U, 2-J) l 1 
If F LS a function of x - y, we can write 
D~,GJF’(s, Z-4, 0) = 8Ffat + 2 [fi (S, U) - f( (5’7 v)]aF/axi 
i=l 
+ i ,$ [ ,z (gij (~3 u) - gij (~7 0))’ ] a 2Ff ax f
Ito’s Lemma. If F is a real-valued function on [0, T] x BM x BM, which is C2 in x 
and y, and C’ in t, and X, and YI are solutions of (1) which remain in &, for 
0 s t G T, a.s. then 
r 
F(t, .x,, Y, ) = F(O, Xo, Yo) + J Df,G F(s, X,, Ys )ds 
0 
+z f I j=l 0 g$ gij (S, X )aFlaxi (S X, K ) 
+ gij (S, Y,)aFlayi (S, X, Yv )I d@: 
3. A general uniqueness theorem 
The following lemmas are not 
J 
for 0 s t ~2 T, as. 
rlifficult to obtain, the first by c.ifIerential 
inequality techniques as in Hartman [4], the second by a consequence of the 
Bounded Convergence Theorem. Lemma 1 generalizes Hill& Theorem 1.5.3 [5). 
Lemma 1. Suppose F(t) is a continuous nonnegative function on [O, T] with 
F(0) = 0. Assume there exists a scalar function w (t, u) = b(t)+(u) satisfying 
0 i 4 is continuous and nonnegative on (0, T], 
( ) ii $ is culntinuous ,qntl nondecreasing on [0, m] and Jr(O) = 0, 
. . . 
( 1 w (s, Ff(s))+ O‘, QS s --) O’, 
. 
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uf”: w(t9 u) 
interval such that u (t)lt -+O as t-+0” is u(t)=O. 
w (s, F( s))ds, 0 G t s T, 
ther: F(t) = 0 on [0, T]. 
Lemma & Let X, and Y, be a.s. sample continuous processes which remain in BM, 
0 =S t G T as., for some oositive constant M. Then, if Vr(t, x, y ) is a real-valued 
continuous function on [0, 3 ] x B,, x &,, E (V(t, X,, Y, )} is a continuous function 
on [O, T]. 
Definition. A scalar function w(t, u) = #(t)+( u is admissible if w satisfies (i), (ii), ) 
and (iv) 0: ‘Lemma 1, and II, is concave. 
Theorem. Suppose there: exist scalar functions V(t, x, y ), w (t, u ), and a sequence of 
scalar fi rnctions ( Vk (t, x, y )) such that 
(i) J is continuous ana nonnegative on [0, T] x R’“, 
(ii) V(t? x, y ) = 0 if and only if x = y, 
(iii) w(t, u) is admissible, and satisfies condition (iii) of Lemma 1 with F(t) = 
E{ V(t, Xl, Yl )I f or any pair of soktions of (‘A) with X0 = Y0 a.s., and X, and Y, 
remaining in BM, 0 =G t s T a. s., for M some positive constant. 
(iv) For each x, Vk is nonnegative, C2 in x and y, aed C’ in t on [O, T] x R’“, and 
Vk (t, x, y ) = L’ if x = y. 
(v) For each t E [0, T], Vk (t, x,. y)+ V(t, x, y) in R2”. 
If there is a sequence {fk } of functions such that fk --, 0 in L’ [0, T], and for 
sufficiently large k, 
av, lat (t, x, y) =s w(t, V(1, x, y)) + fk (t), 
D~,dG(t,x,y)~: w(t, V(t,x, y))+fk(t) jbr (t~,y)~(& T]xRZ”, 
then (1) has the pathLvis e uniqueness property. 
Pro&. Let X, and Y, be solutions of (1) with X,, = Y,, as. Fix M ~0, and let 
7 = rx A 7,. the minimum of the first exit stopping times 7X aqd ry of the processes Xt 
and Y,, respectively, from B,. The corresponding stopped processes X, = X, hl and 
Yl = Y, nr satisfy the Ito equation 
2% = 2% +- /,’ p(s, ZIs )ds + I’ 6 (s, $2, )dpS 
where f(k 2, ) = J[rCrI f(t, 25 ) alqd &t, Zt ) = I++ G(u, ZI j. 
Now Lto’s Lemtxa can be ap@ied to Vk (t, X,, p[) to obtain (noting that X0 = Y0 
T.CI Gard I Path wise uniqueness for solutions of stochastic differential equations 257 
say. 
Observing that E{Ij ) = 0, 1 S i s m, we now obtain an estimate for E(&J 
involving the function w. Fix o E:’ 0. 
For s C r(trl) 
Df,e; Kc (s, %, ‘ii, )= Df.0 Vk (s, k, t ) 
s w (s, V(s, 2s. Ps )) + fk (s). (3) h 
On the other hand, if s 2 r(o), p and fi vanish as., so 
Df.6 K (s, %, ?s ) = aVJdt(s, % i? ) 
?= HT(S, V(s, X, PS )) + fk (s). (41 
(The inequalities follow by assumption on Vk, V, WV, and fk.) From (2), (3), and (4) it 
follows that 
’ E{V&,& w(s, V(s, J&, t ))ds 
_Recall that w(t, U) = +(t)+(u), with 9 concave. Using this definition of w, Fubini”s 
Theorem, an:1 Jensen’s Inequality, 
11 
” I 
E w (s, V(s, Jts, it V(s, As, it ))ds 
0 
’ s I 9(s)#(E{V(s, Jts, t )j)ds 0 
Thus, from (5) 
E{ Vuc (t, J&, t )} s j-’ w(s, E’(V(s, As, ?s )})ds + lu’ fii (s)ds (6) 
0 
Taking limk -+01 in (6) and applying Fatou’s Lemma, 
E{ V(t, Jt,7 % )} =z I’ w(s, E( V(s, 2s. t )})ds. 
0 
Lemma 1 can now be applied,, with F(t) = E{ Lf(t, ?&, i$ ))* yicl 
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E{ Vjt, g,, ?# )} = 0 on [0, T]. By nonnegativity of V, hypothesis (ii), and the a.s. . 
sample path continuity of X, and ?,, it can be concluded that 
P{w:g,(~)= ilr(w>, Ost s T}= 1. 
Finally, since M was arbitrary, and X, and Y; are as. sample continuous 
P{w:XJo)= YJo), 0s t s T}= 1 
completing the proof. 
Corollary 1 (Conway [I]). Assume there are pmitive constam K and L such that 
(9 W9e-f(f)YW(~ - Y)~Kllx -Y II2 
(ii) IIG(t,x)-G(t,r)llsLlIx-yll forallx,yER”. 
Then (1) has the pathwise uniqueness property. 
Proof. The theorem is applied with 
V(t9x,y)=$IIx -y1(2exp[-2K - nmL’]t, 
Vk It9 x9 y ) = V(t, x9 y ), all k 
w(t,u)=O and jk (t)=O, all k. 
Corollary 2 (Watanabe and Yamada [9]). Suppose there exist positive and non- 
decreasing functions k’ arid p defined on (0, 30) s&z that either (a) K(U) is concave, 
and 
p-2(u)du = CQ = K-‘(u)du, 
or (b) K(U) + II- *p”(u) is concave, ahtd 
I 0’ [K(U)+ u-‘p’(u)]-‘du =: 00, 
If 
(0 llf(t9x:)-f(t9Y~ll~ 4x -Y II)9 
00 ilw9 x)- G(ty~Nb(lb -Y il) 
for all x, y E R’“, then (1) ha? the pathwise uniqueness property. 
Proof. From Watanabe and Yamada% [9] demonstration of such a sequence on R, 
it is easy to see that there is a sequence (hk ) of nonnegative C2 functions on R” 
satisfying 
hk (0) = ah, /8xi (0) = a”hk /ax f(O) == 0, 1 s i s n, m 
hk w--+4 II9 (8) 
/G’hk/c;7Xi (u)/ S 1, 1 S i G YJ, (9) 
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given p satisfying (a). In general, since In+ u-‘du = x, there e.rists a sequence (IL ) 
of n&negative C* functions for which (7), (8), and (9) hold dnd 
1 a*h;,/axf(u)l s 2/u I/-‘, u#O, 16iGn. 
Now if k and p satisfy (a), the theorem is applied with V(t, x, y) = IIx - y 11, 
Vk(w,y)=h&--y), 
I OK, w(N)= 0 if u#O, 9 if u = 0, 
fk (t) = nm /k. 
If, on the other hand, K and p satisfy (b), the theorem is alpplied with 
W&y)= Ilx - YII, 
V&x,y)=h;,(x-y), 
I W+(U)+ U-'p*(u)), w(w)= () if uZ 0, 9 if u - 0, 
fk (t) = 0, all k. 
In both cases, admissibility of the corresponding w function follows by cowwit) 
and by the fact that the appropriate improper integral is infinite. 
Remark. introduced 
essentially in order to limit the analysis to bounded solutions. The differential 
inequalities assumed were needed only on compact sets containing the ranges of 
these solutions. It suffices, therefore. for conditions (i) and (ii) in Corollary 1 and 
Corollary 2, which imply the validity of the differential inequality conditions of the . 
theorem to hold locally. 
In view of this, it can be shown that Skorohod’s criterion for the l-dimensional 
equation (f is continuous and bounded; g is bounded. satisfies a local HNdcr 
condition of order > 4, and is botinded away from zero) follows from Corollary 2, in 
the homoge.nous case (f(t, x) = f(x), and g(t, x) = g(x)). The idea here is to 
introduce a ;ransformation of the type given in Gihman and Skorohod [3, p. 341 to 
obtain from (1) a new equation with zero drift, while preserving the 68der 
continuity of the diffusion coefficient. 
Corollary 3. 
A (t), continuous and square integrable otz (0, T], and a functim p (u ) m in ?~~l~~~~ 
260 T.C. Gard 1 Pathwise uniqueness for solutions of stzxhastic differential equations 
2 such that 
(9 Ilf(t,x)-f(by)ll~~llx -Y II7 
00 
for all x, y E R”, t E (8, T]. 
If f and G arv continuous in both vaniables, thren (1) has the pathwise uniqueness 
property. 
ProoIL The tht$orem is applied taking 
wJ9Y)= lb -y IL 
vk (my)= h& --y), 
w(t, u) = GA.4 ft” ant fk (t) = W(t). 
coronhry 4. Assume there are positive constants A and B with A + nmB*/2 s $ 
such that 
(0 wJ)--f(t9Y))+ -y)~Ntllx -y II29 
(ii) IlG(t,x)-- G(t,y)llsD/t!(Jx -y II 
for all x, y E R”, t E (0, T]. 
If f and G are continuous in both variables, then (1) has the pathwise uniqueness 
propetrty . 
Proolf. Take V(t, x, y ) = ! 11 x - y 112, 
VR 0, x7 y ) = W, x, y ), all k 
w(t, u) = u/t and fk (t) =O, all k, 
and apply the theorem. 
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