VAR credited to Sims (1980) The technique is considered one of the most flexible and easy to use models for the analysis of multivariate time series Determines how each endogenous variable responds over time to a shock in its own value and in every other variable Allows the data to guide the researcher
Vector Autoregression

VAR(p) Equation
Assumes all current innovations are unanticipated but become part of the information set in the next period
is SUR with lagged and deterministic variables as common regressors Since these variables are the same across all equations, the system can be estimated with OLS without loss of efficiency Requirements: stationary series (in levels or differences) and free of cointegration
Selecting the lag length
The optimal lag length (p) is usually determined using one of the following popular
Bayesian VAR
A common critique of VAR is that parameter estimates are not very precise so forecasts appear more precise than they really are Incorporates a prior belief of the parameter distributioncoefficients on long lags are more likely to be close to h ffi i h l zero than coefficients on shorter lags The Litterman Prior (1986) suggest the prior mean of the first lagged value of the dependent variable should be set to one while all other coefficients should be set close to zero with varying degrees of uncertainty
Critiques
There is little structural interpretation of parameter estimates -except for Structural VARs The estimates are of little value for hypothesis testing "It's just statistics" Many economists believe we can not acquire enough data y q g to properly describe the behavior of a lot of economic data
Critiques Structural Analysis Structural Analysis
Interpreting VAR Results
Structural Analysis
VAR coefficients capture the anticipated impact of a variable. However, there are often a lot of coefficients to interpret It is more common to examine the model's residuals which represent unforeseen contemporaneous events Common techniques:
Granger Causality Impulse Response Functions Forecast Error Variance Decomposition
If y 1 is a helpful predictor of y 2 then y 1 is said to Granger cause y 2 . Granger causality can be tested with a Wald or F test on all of the coefficients for lagged values of y 1 in the y 2 equation
Impulse response functions
Any VAR can be modeled as a triangular moving average process From this equation we can observe changes in Y t given a change in the residual Plotting these values maps out the change in the residual. Plotting these values maps out the "cycle" created in all variables given a "shock" in one variable
It is common to draw bootstrapped confidence intervals around IRF
Tippecanoe County housing price cycle given a one standard deviation (positive) shock in the effective mortgage rate (Kuethe, 2007) .
Variance decomposition
The forecast error variance decomposition shows the portion of variance in the prediction for each variable in the system -its own shocks and shocks to all other variables 
