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SUPERPOTENTIALS AND HIGHER ORDER DERIVATIONS
RAF BOCKLANDT, TRAVIS SCHEDLER, AND MICHAEL WEMYSS
ABSTRACT. We consider algebras defined from quivers with relations that are k-th order derivations of a superpotential,
generalizing results of Dubois-Violette to the quiver case. We give a construction compatible with Morita equivalence, and
show that many important algebras arise in this way, including McKay correspondence algebras for GLn for all n, and
four-dimensional Sklyanin algebras. More generally, we show that any N -Koszul, (twisted) Calabi-Yau algebra must have
a (twisted) superpotential, and construct its minimal resolution in terms of derivations of the (twisted) superpotential. This
yields an equivalence between N -Koszul twisted Calabi-Yau algebras A and algebras defined by a superpotential ω such that
an associated complex is a bimodule resolution of A. Finally, we apply these results to give a description of the moduli space
of four-dimensional Sklyanin algebras using the Weil representation of SL2(Z/4).
1. INTRODUCTION
Let Q be a quiver (with set of edges also denoted by Q), and CQ its path algebra. This means that Q is an
oriented graph, and CQ is the algebra with C-linear basis given by paths in the graph, with multiplication given by
concatenation of paths (setting p · q = 0 if p and q cannot be concatenated).
If p and q are paths we define the partial derivative of q with respect to p as
∂pq :=
{
r if q = pr,
0 otherwise.
We can extend this operation linearly to get a map ∂p : CQ → CQ. Note that if p = e is a trivial path (i.e. a vertex)
then taking the derivative is the same as multiplication on the left: ∂eq = eq.
Similarly to [14, 15], we define the derivation-quotient algebra of ω ∈ CQ of order k as the path algebra modulo
the derivatives of ω by paths with length k:
(1.1) D(ω, k) := CQ/〈∂pω; |p| = k〉.
We are particularly interested in ω which are super-cyclically symmetric, i.e., are a sum of elements of the form
(1.2)
n∑
i=1
(−1)(i−1)(n+1)aiai+1 · · · ana1a2 · · · ai−1, ai ∈ Q.
Such ω will be called superpotentials. We will also consider twisted superpotentials. These are elements in (CQ)n
that are invariant under the C-linear map
(1.3) a1 · · · an 7→ (−1)n−1σ(an)a1 · · · an−1.
where σ is a C-algebra automorphism ofCQ which fixes the trace functionCQ
ε
։C
I Tr→C. (If σ is trivial one recovers
the notion of a superpotential. We need twisted superpotentials to address the McKay correspondence for GLn, as
opposed to SLn.)
For the case k = 1 in (1.1), algebras defined by superpotentials have been greatly studied. Examples include
3-dimensional Sklyanin algebras [2], algebras coming from the 3-dimensional McKay correspondence [17, 11], and
algebras derived from exceptional collections on Calabi-Yau varieties [3]. The fact that all these algebras have a
superpotential can be traced back to a common homological property: the Calabi-Yau property. In one of its forms,
this property states that an algebra is CY-n if it has a resolution P• as bimodule over itself that is self-dual:
(1.4) HomA−A(P•, A⊗C A) ∼= Pn−•.
The first author is a Postdoctoral Fellow of the Fund for Scientific Research - Flanders (Belgium).
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Similarly, one has the twisted Calabi-Yau property, where the resolution is self-dual to a twist of itself by an automor-
phism σ of A:
HomA−A(P•, A⊗C A) ∼= Pn−• ⊗A Aσ,
where Aσ is the bimodule obtained from A by twisting the right multiplication by σ (a · x · b = axσ(b), for x ∈ Aσ ,
a, b ∈ A).
It is known that graded 3-dimensional Calabi-Yau algebras always derive from a superpotential [8], i.e., are of the
form (1.1) with k = 1. Also, in [17, Theorem 3.6.4], a wide class of Calabi-Yau algebras of any dimension are shown
to arise from a much more general type of superpotential.
In [14, 15], in the one-vertex case (working over a field), these results were generalized to higher-order derivations.
In particular, [15, Theorem 11] implies that any AS-Gorenstein algebra over a field which is also Koszul is equal to
D(ω, k) for some ω, k (more generally, this is shown replacing Koszul with N -Koszul, a generalization to the case of
algebras is presented by homogeneous relations of degree N rather than two [4]). We recall that a graded algebra over
a field k is AS-Gorenstein if
ExtiA(k, k)
∼=
{
0 i 6= n
k i = n
It is clear by extending the proof of proposition 4.3 in [7] that graded twisted Calabi-Yau algebras over a field are
AS-Gorenstein. In the other direction, the result of Dubois-Violette implies that, in the Koszul case, AS-Gorenstein
algebras are twisted Calabi-Yau. If we work over a general semisimple algebra S instead of k, then the same relation
holds between twisted Calabi-Yau and the AS-Gorenstein property with k replaced by S. In this paper, we will
therefore use the twisted Calabi-Yau condition.
One of the main goals of this paper is to generalize [15] to the several-vertex case. Precisely, we give a Morita-
invariant construction of algebras D(ω, k) over any semisimple C-algebra (§2). Using this, we show that algebras
which occur in the higher-dimensional McKay correspondence also derive from a superpotential (§3). We give a
method to compute the superpotential for the path algebra with relations which is Morita equivalent to C[V ]#G and
illustrate this with some examples. These results generalize those of Crawley-Boevey and Holland [13] [12] and
Ginzburg [17] in the cases G = GL2, GL3. We then prove (§6) that any N -Koszul, (twisted) Calabi-Yau algebra over
a semisimple algebra is of the form D(ω, k), where ω is a (twisted) superpotential. This last theorem generalizes [15,
Theorem 11] to the quiver case, and gives another proof of the fact that McKay correspondence algebras are given
by a (twisted) superpotential. More generally, we show that N -Koszul twisted Calabi-Yau algebras are equivalent to
algebras A = D(ω, k) such that an associated complex (6.1) yields a bimodule resolution of A.
We end by illustrating this theorem in the case of Sklyanin algebras of dimension 4 (§7), which was the main
motivating example behind Section 6. We give a formula for the superpotential (which was done in [15, §6.4], see also
[14], in different language and over R). In §7.0.1, we describe the twisted superpotentials associated to the algebras
from [25] related to the Sklyanin algebras. We explain that the Sklyanin McKay-correspondence algebras involve
subgroups of the Heisenberg group over Z/4.
As an application of our results, we give a simple representation-theoretic computation of the moduli space of
Sklyanin algebras of dimension 4 (Theorem 7.9). This description involves considering the projective space of super-
potentials. Since the automorphism group of a generic Sklyanin is a form of the Heisenberg group over Z/4 equipped
with the Heisenberg representation (which is uniquely determined by the action of its center), we are able to find a
version of the Weil representation acting on superpotentials. Pulling this back, we obtain a description of the moduli
space in terms of the original parameters for the Sklyanin algebras.
We remark that, while it is probably possible to obtain this result using the geometry associated to Sklyanin algebras
(an elliptic curve and a point of that curve), and our result can also be deduced from, e.g., [10, Proposition 3.1, §9], it is
interesting that the theorem follows purely from representation-theoretic consequences of the action of the Heisenberg
group by automorphisms on the Sklyanin algebra.
1.1. Acknowledgements. We thank M. Dubois-Violette for kindly pointing out to us his paper [15] and other refer-
ences, for suggesting to consider N -Koszulity, and answering many questions. We also thank R. Hadani for useful
discussions about the Weil representation. The second and third authors would like to thank the University of Antwerp
for hospitality while part of this work was done.
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2. COORDINATE-FREE POTENTIALS
In this section we formulate potentials, derivations, and D(ω, k) in a categorical way for a tensor algebra over a
semisimple algebra.
2.1. Duals, Duals, Duals... Let S be a finite-dimensional semisimple algebra over C and let V be an S-bimodule.
There are at least 4 distinct way to construct a dual bimodule to V :
• The space of linear morphisms to C: V ∗ := HomC(V,C) with bimodule action is (s1ψs2)(w) = ψ(s2ws1).
• The space of right-module morphisms to S: V ∗R := HomModS(V, S) with bimodule action is (s1ψs2)(w) =
s1ψ(s2w).
• The space of left-module morphisms to S: V ∗L := HomS−Mod(V, S) with bimodule action is (s1ψs2)(w) =
ψ(ws1)s2.
• The space of bimodule morphisms to S ⊗C S: V ∗B := HomBimodS(V, S ⊗C S). Using Sweedler notation,
we write ψ ∈ V ∗B as ψ1 ⊗ ψ2, with bimodule action (s1ψs2)1(w) ⊗ (s1ψs2)2(w) = ψ1(w)s2 ⊗ s1ψ2(w).
These duals extend all to 4 contravariant functors ∗, ∗R, ∗L, ∗B : BimodS → BimodS. All these different construc-
tions are not canonically isomorphic in the category of S-bimodules, so in order to identify them we need an extra
datum. This extra datum is a nondegenerate trace function on S. This function Tr : S → C allows us define natural
isomorphisms L,R,B from the complex dual to the the 3 other duals by demanding that for ψ ∈ V ∗
∀w ∈ V : ψ(w) = TrRψ(w) = TrLψ(w) = Tr((Bψ)1(w))Tr((Bψ)2(w)).
Moreover, these identifications are compatible with Morita equivalence: if e ∈ S is an idempotent such that SeS = S,
then the trace on S restricts to a nondegenerate trace on eSe. The images of the identification maps under the Morita
equivalenceM : BimodS → Bimod eSe are precisely the identification maps of the restricted trace.
From now on we will fix a trace on S and omit the functors. For ψ ∈ V ∗ and w ∈ V , we will denote the canonical
pairing by
[ψw] = [wψ] = ψ(w).
This yields S-bimodule morphisms [] : V ∗ ⊗S V → S and [] : V ⊗S V ∗ → S called the evaluation maps. The
duals of these maps are called the coevaluation maps:
coevR : S → V ⊗S V ∗ and coevL : S → V ∗ ⊗S V
Ve will write the image of 1 under the coevaluation as formally as
coevR(1) =
∑
Rx
x⊗S x∗ and coevL(1) =
∑
Lx
x∗ ⊗S x
These elements satisfy the following standard evaluation-coevaluation identities:
∀ζ ∈ V ∗ : ζ =
∑
Rx
[ζx]x∗ =
∑
Lx
x∗[xζ]
∀u ∈ V : u =
∑
Rx
x[x∗u] =
∑
Lx
[ux∗]x.
The bracket notation can be extended to tensor products of V and V ∗ to obtain maps [] : V ∗⊗k × V ⊗l → V ⊗l−k
(for l ≥ k) such that
[φ1 ⊗ · · · ⊗ φk w1 ⊗ · · · ⊗ wl] = [φ1[φ2 . . . [φkw1] . . . wk−1]wk] · wk+1 ⊗ · · · ⊗ wl,
and similarly [] : V ⊗l × V ∗⊗k → V ⊗l−k. If k = l we end up with an element in S and we can take the trace to
obtain a pairing 〈, 〉 between V ∗⊗k and V ⊗k. For k > l, we may replace the image V ⊗l−k by V ∗⊗k−l. These satisfy
associativity identities, e.g., [(φ⊗ ψ)x] = [φ[ψx]] and [[φx]ψ] = [φ[xψ]] if ψ ∈ V ∗⊗k, φ ∈ V ∗⊗l and x ∈ V ⊗n with
n ≥ k + l.
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2.2. Potentials. A weak potential of degree n is an element of degree n in the tensor algebra TSV that commutes
with the S-action:
ω ∈ V ⊗n such that ∀s ∈ S : sω = ωs.
A weak potential is called a superpotential if
∀ψ ∈ V ∗ : [ψω] = (−1)n−1[ωψ].
Let τ be a graded C-algebra automorphism of TSV that keeps the trace invariant. This gives us an automorphism
of S as a C-algebra, and we can define for any bimodule M the left twist τM to be the vector space M equipped
with the bimodule action s1 · x · s2 := sτ1xs2. The right twist Mτ is defined analogously. We obtain isomorphisms
τ−1S ∼= Sτ , τ−1V ∼= Vτ using τ , and τ−1V ∗ ∼= (V ∗)τ using τ∗.
We then define a twisted weak potential of degree n to be an element
ω ∈ V ⊗n such that ∀s ∈ S : sτω = ωs.
A twisted superpotential is an element ω satisfying
∀ψ ∈ V ∗ : [ψτ∗ω] = (−1)n−1[ωψ].
For every (twisted) weak potential ω and every k, we can define a bimodule morphism
∆ωk : (V
⊗k)∗ ⊗ Sτ → V ⊗n−k : ψ ⊗ x→ [ψωx].
We will denote the image of ∆ωk by Wn−k ⊂ V ⊗n−k.
Definition 2.1. We define the derivation-quotient algebra of ω of order k to be the path algebra modulo the ideal
generated by the S-bimodule Wn−k:
D(ω, k) := CQ/〈Im∆ωk 〉 = CQ/〈Wn−k〉.
Here, 〈M〉 stands for the smallest two-sided ideal containing M .
2.3. Path Algebras and Quivers. Let us look at all these concepts in case of a path algebra of a quiver. A quiver Q
consists of a set of vertices Q0 a set of arrows Q1 and two maps h, t : Q1 → Q0 assigning to every arrow its head
and tail. We define S = CQ0 where the vertices form a basis of idempotents, we equip it with a trace Tr such that
all vertices have trace 1. We construct the S-bimodule V = CQ1 such that for every arrow a we have the identity
a = h(a)at(a). The path algebra can now be seen as CQ := TSV . Note that with this notation, the composition of
the arrows is given by
ab =
a← b← .
The basis {a} gives us a dual basis {a∗} for V ∗, and these bases can be tensored to get dual basis for the space of
(co)paths of length k: CQk = V ⊗k and V ∗⊗k. The brackets have the following form:
〈a∗, b〉 = δab, [a∗b] = δabt(b), and [ba∗] = δabh(b).
More generally, if p, q are paths, then we obtain that bracketing corresponds to taking partial derivatives:
∂pq = [p
∗q].
A weak potential is an element in CQk that consists only of closed paths (i.e. h(p) = t(p)) and ∆ωk corresponds to the
map (CQk)∗ → CQd−k : p∗ → ∂pω. It is a superpotential if [a∗ω] = (−1)n−1[ωa∗] which is the same as saying that
~ω = (−1)n−1ω, where ~ω denotes the cyclic shift: ~a1 . . . an = ana1 . . . an−1.
If τ is an automorphism of CQ then a twisted weak potential consist of a linear combination of paths p that
satisfy h(p) = τ(t(p)). It is a twisted superpotential if [aτ∗ω] = (−1)n−1[ωa∗] which is the same as saying that
~ωτ = (−1)n−1ω, where ~ωτ is the twisted cyclic shift: ~a1 . . . anτ = aτna1 . . . an−1.
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2.4. Morita Equivalence. The new formulation has the advantage that it is compatible with standard Morita equiva-
lence:
Lemma 2.2. Let e ∈ S be an idempotent such that SeS = S. If M ⊂ TSV is an S-bimodule then there is a Morita
equivalence between A = TSV/〈M〉 and
TeSeeV e/〈eMe〉
and if ω is a (twisted) weak potential and eτ = e then we have that
eD(ω, k)e = D(eωe, k)
Proof. By standard Morita equivalence between S and eSe, we have a functor
F : BimodS → Bimod eSe
which maps M to eMe. This functor commutes with tensor products F(M ⊗S N) ∼= F(M) ⊗eSe F(N) where
e(m⊗S n)e 7→ eme⊗eSe ene is the natural isomorphism. The same holds for duals and direct sums. This implies that
F(TSV ) = eTSV e ∼= TeSeeV e and if we have an S-sub-bimodule M ⊂ TSV we also have that F(M) ⊂ F(TSV )
and F(〈M〉) = 〈F(M)〉. This gives us an isomorphism between TeSeeV e/〈eMe〉 and eTSV/〈M〉e which is Morita
equivalent to TSV/〈M〉.
Note that if we have a left S-module morphism between two bimodules f : V1 → V2 we can consider this as an
element in the bimodule V ∗1 ⊗S V2. The map F(f) can be identified with efe ∈ F(V ∗1 ⊗S V2) = F(V1)∗ ⊗ F(V2).
In the case of superpotentials we get M = Im∆ωk and F(M) = F(Im∆ωk ) = Ime∆ωk e but
∆ωk : φ⊗ x 7→ [φωx] so e∆ωk e : eφe⊗ exe 7→ [eφeωexe]
and hence e∆ωk e = ∆eωek . 
3. MCKAY CORRESPONDENCE AND POTENTIALS
Let G be any finite group, and let V be an arbitrary finite dimensional representation. We can look at the tensor
algebra TCV ∗ and the ring of polynomial functions on V : C[V ]. This last ring can be seen as the n − 2nd-derived
algebra coming from the superpotential:
ω =
∑
σ∈Sn
(−1)σxσ(1) ⊗ · · · ⊗ xσ(n) ∈ TCV ∗.
where x1 . . . xn form a basis for V ∗. Indeed for every path p = xi1 . . . xin−2 we get that ∂pω is zero if some of the
xi··· are identical and otherwise it is equal to the commutator between the two basis elements that do not occur in p.
We conclude
C[V ] ∼= D(ω, n− 2).
If R is a ring with G acting as automorphisms we can construct the smash product R#G. As a vector space this
ring is isomorphic to R⊗C CG and the product is given by
(r1 ⊗ g1) · (r2 ⊗ g2) = r1(g1 · r2)⊗ g1g2.
For the tensor algebra TV ∗ we can rewrite the smash product as a tensor algebra over the group algebra CG. Let
us define U = V ∗ ⊗C CG. The CG-bimodule action on it is given by
g(v ⊗ x)h := gv ⊗ gxh.
It is easy to see that for every k we have
(TCV
∗#G)k ∼= V ∗ ⊗C · · · ⊗C V ∗ ⊗C CG
∼= (V ∗ ⊗C CG)⊗CG · · · ⊗CG (V ∗ ⊗C CG) = (TCGU)k.
The special bimodule action on U makes the identifications also compatible with the product, so that TCV ∗#G ∼=
TCGU . So the smash of the tensor algebra is again a tensor algebra but now over the semisimple algebra CG. This
algebra is isomorphic to ⊕
Si
MatdimSi×dimSi(C),
where we sum over all simple representations of G. The standard traces of this matrix algebras provide us a trace on
CG.
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Lemma 3.1. If R ∼= TCV ∗/〈M〉 where M is a vector space of relations which is invariant under the G-action on
TCV
∗ then
R#G ∼= TCGU/〈M ⊗C CG〉.
Proof. If M is a G-invariant vector space in TCV ∗ then M ⊗C CG can be considered as a CG-subbimodule of
TCV
∗#G. This means that if i ⊳ TCV ∗ is a G-invariant ideal then i ⊗C CG is an ideal of TCV ∗#G. Moreover if
i = 〈M〉 with M a G-invariant subspace of TCV ∗ then i⊗ CG = 〈M ⊗C CG〉. So
TCG(V
∗ ⊗C CG)
〈M ⊗C CG〉 =
(TCV
∗)⊗C CG
〈M〉 ⊗C CG =
TCV
∗
〈M〉 ⊗C CG = R#G. 
Suppose R = C[V ] with its action of G. Now Cω ∼= ∧nV ∗ is a one-dimensional G-representation. This means
that ∧nV ∗ ⊗C CG is a bimodule of the form CGτ where τ(g) = (det g)g and hence the element ω ⊗C 1 is a twisted
weak potential. It is easy to check that
(Im∆ωk )⊗ CG = Im((∆ωk )⊗ idCG) = Im(∆(ω⊗1)k ).
Furthermore we see that the τ changes the blocks in CG coming from simple representations Si and ∧nV ∗ ⊗ Si,
therefore it is easy to find an e =
∑
ei such that eτ = τ . Also Tr(ei) = 1 just as we want it to be for a path algebra.
Finally the twisted weak potential is a superpotential because the original ω is, and the property of being a super-
potential is preserved by taking ω to ω ⊗C 1.
We deduce the following main result:
Theorem 3.2. The algebra C[V ]#G is a derivation-quotient algebra of order n − 2 with a (twisted if G 6⊂ SLn)
superpotential of degree n. The same is true for the corresponding Morita equivalent path algebra with relations.
How do we work out the potential in terms of paths in the path algebra? If G is a finite group acting on V then
the quiver underlying e(C[V ]#G)e is called the McKay quiver. Its vertices ei are in one to one correspondence to the
simple representations Si of G. We can consider the ei as minimal idempotents sitting in CG such that e =
∑
ei and
Si ∼= CGei. The trace function on CG then allows us to identify CG∗ with CG as CG-bimodules: CG → CG∗ :
g 7→ Tr(g · −). Therefore S∗i is isomorphic to eiCG as a right module.
The number of arrows from ei to ej is equal to the dimension of
ejV
∗ ⊗ CGei = HomCG(CGej , (V ∗ ⊗ CG)ei) = HomCG(Sj , (V ∗ ⊗ Si)).
This means that we can (and do) identify each arrow a : ei → ej with a certain intertwiner morphism ψa : Sh(a) →
V ∗ ⊗ St(a).
The set of arrows gives a basis of these intertwiner maps and we have a dual basis a∗, which can be interpreted as
a collection of maps
ψa∗ : St(a) → V ⊗ Sh(a),
using the natural pairing between HomCG(Sj , (V ∗ ⊗ Si)) and HomCG(Si, (V ⊗ Sj)).
If we have a nontrivial twist, τ , we make sure that the basis we choose for the arrows is closed under the twist. We
can do this by tensoring the ψ-maps with the representation ∧nV (∗):
ψaτ = 1∧nV ⊗C ψaτ : 1∧nV ⊗C Sh(a) → V ∗ ⊗C 1∧nV ⊗ St(a).
The composition of two arrows ab gives rise to a composition
Sh(ab)
ψb V ∗ ⊗ St(b)=h(a) idV ∗ ⊗ψa V ∗ ⊗ V ∗ ⊗ St(ab)
and
St(ab)
ψa∗ V ⊗ Sh(a)=t(b) idV ⊗ψb∗ V ⊗ V ⊗ Sh(ab) .
In this way we can assign to every path p of length k a map ψp : Sh(p) → V ∗⊗k ⊗ St(p) and a map ψp∗ : St(p) →
V ⊗k ⊗ Sh(p).
For every k ≤ n we have an antisymmetrizer: αk := V ⊗k → ∧kV : v1 ⊗ · · · ⊗ vk 7→ v1 ∧ · · · ∧ vk. If p is a path
of length n consider the map
St(p)
ψp∗
V ⊗k ⊗ Sh(p)
αn⊗idSh(p) ∧nV ⊗ Sh(p) .
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The first factor in the image is a one-dimensional G-representation which we can denote by detV . Taking the tensor
product with detV induces a permutation on the simple representations and hence on the vertices of the McKay quiver:
ei = τ(ej) ⇐⇒ Sei ∼= Sej ⊗ detV .
By Schur’s lemma (αn ⊗ idSh(p))ψp∗ is zero if τ(h(p)) 6= t(p) and else it is a scalar; in both cases we denote it by
cp ∈ C.
These scalars allow us to write down an explicit form of the superpotential. The weak potential ω⊗1 in TCG(V ∗⊗
CG) acts as a linear function on (CG∗ ⊗ V )⊗CGn = V ⊗n ⊗ CG: (ω ⊗ 1)(v ⊗ x) = Tr(ω(v)x). But, because
ω ∈ ∧nV ∗, we see that ω(v) = αn(v). Hence, if we apply ψp∗ , we get (ω ⊗ 1)(ψp∗) = cp dim h(p). Because the
Morita equivalence between CG and eCGe is compatible with taking the dual, we see that
e(ω ⊗ 1)e =
∑
|p|=n
e(ω ⊗ 1)e(ψp∗)p =
∑
|p|=n
(cp dim h(p))p := Φ
and so C[V ]#G is Morita equivalent to
TeSeeUe
〈Im(∆n−2e(ω ⊗ 1)e)〉
∼= CQ〈∂qΦ : q is path of length n− 2〉 .
4. COROLLARIES AND REMARKS
In this section we show how the main result of the last section recovers several known results in the literature. In
particular we show that for a finite subgroup of SL(2,C), we recover the preprojective algebra; for a finite small sub-
group of GL(2,C) we recover the mesh relations; and for a finite subgroup of SL(3,C) we recover the superpotential
in Ginzburg [17]. Furthermore if the group is abelian in GL(n,C) we can also recover the toric result.
Recall our convention that when referring to quivers, xy means y followed by x.
We start with the toric case: suppose G is a finite abelian subgroup of GL(n,C). Being abelian we may choose
a basis e1, . . . , en of V that diagonalizes the action of G and thus we get n characters ρ1, . . . , ρn defined by setting
ρi(g) to be the ith diagonal element of g. It is clear that ei is a basis for the representation ρi.
In what follows it is convenient to suppress tensor product signs as much as possible, so we write ρi,jρ for ρi⊗ρj⊗ρ.
In this notation detV = ρ1,...,n. Denote the set of irreducible representations by Irr(G).
Corollary 4.1 ([1]). Let G be a finite abelian subgroup of GL(n,C). Then the McKay quiver is the directed graph
with a vertex for each irreducible representation ρ and an arrow
ρiρ
x
ρ
i ρ
for all 1 ≤ i ≤ n and ρ ∈ Irr(G). Furthermore, the path algebra of the McKay quiver modulo the relations
{xρjxρjρi = xρi xρiρj : ρ ∈ Irr(G), 1 ≤ i, j ≤ n}
is isomorphic to the skew group ring C[V ]#G.
Proof. The first statement regarding the McKay quiver is trivial since V = ρ1 ⊕ . . . ⊕ ρn. Furthermore since G is
abelian the idempotent e in §3 is the identity and so we really are describing the skew group ring up to isomorphism,
not just Morita equivalence.
For the relations, we build a potential as follows: first recall we have a basis e1, . . . , en of V (from which ei is a
basis for each ρi). Since the ρi generate the group of characters this gives a basis for every representation. Now if we
view the map xρi as an intertwiner ρi ⊗ ρ → V ⊗ ρ it is clear that it can be represented as simply ei ⊗ vρ 7→ ei ⊗ vρ
where vρ is the basis element of ρ.
This means that if a path p : detV ⊗ ρ → ρ of length n contains two x’s with the same subscript then cp = 0.
Consequently, for any given ρ ∈ Irr(G), the only non-zero contributions to the potential from paths detV ⊗ ρ→ ρ of
length n come from
detV ⊗ ρ
x
ρσ(2),...,σ(n)ρ
σ(1) ρσ(2),...,σ(n)ρ
x
ρσ(3),...,σ(n)ρ
σ(2) ρσ(3),...,σ(n)ρ . . . ρσ(n)ρ
x
ρ
σ(n)
ρ
where σ ∈ Sn. Thus for each ρ ∈ Irr(G) we obtain a contribution to the potential
Φρ :=
∑
σ∈Sn
αn(eσ(1) ⊗ . . .⊗ eσ(n))xρσ(n)x
ρσ(n)ρ
σ(n−1) . . . x
ρσ(3),...,σ(n)ρ
σ(2) x
ρσ(2),...,σ(n)ρ
σ(1) .
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Adding these contributions one obtains the potential Φ =
∑
ρ∈Irr(G) Φρ. It is easy to see that differentiating Φ with
respect to paths of length n− 2 give the required relations. 
As another corollary to Theorem 3.2 we have
Corollary 4.2 (Reiten-Van den Bergh [19]). Suppose G is a finite subgroup of GL(2,C) without pseudoreflections.
Then the relations on the McKay quiver which give a Morita equivalence with C[x, y]#G are precisely the mesh
relations from AR theory on C[[x, y]]G and the superpotential is exactly the sum of all mesh relations.
In particular for a finite subgroup of SL(2,C), the preprojective algebra of the corresponding extended Dynkin
diagram is Morita equivalent to C[x, y]#G.
Proof. We will work out the proof in the completed case and then go back by taking the associated graded ring. Denote
by R = C[[x, y]] the ring of formal power series in two variables and consider the Koszul complex over R
0 R⊗ detV R ⊗ V R C 0 .
We know this comes from a superpotential. We proved that the algebra obtained by smashing with a group G also
comes from a (possibly twisted) superpotential, so
0 R⊗ detV ⊗ CG R⊗ V ⊗ CG R⊗ CG CG 0
(which is the minimal projective resolution of the R#G moduleCG) arises from a superpotential, i.e. the relations on
R#G can be read off from the fact that the composition of the first two maps is zero.
For convenience label the members of Irr(G) by σ0, σ1, . . . , σn where σ0 corresponds to the trivial representation.
Since CG = ⊕ni=0σ⊕dim(σi)i the above exact sequence decomposes into
⊕ni=0( 0 R⊗ detV ⊗ σi R⊗ V ⊗ σi R⊗ σi σi 0 )⊕dim(σi)
so really the relations onR#G can be read off from the fact that the composition of the first two maps in each summand
is zero. But now [26][10.9]
projR#G ≈ CMRG
M 7→ MG
is an equivalence of categories, where projR#G is the category of finitely generated projective R#G modules, and
CMRG is the category of maximal Cohen-Macaulay modules for RG. Thus taking G-invariants of the above exact
sequence, the relations on R#G can be read off from the fact that the composition of the first two maps in each
summand of
⊕ni=0( 0 (R ⊗ detV ⊗ σi)G (R⊗ V ⊗ σi)G (R⊗ σi)G σGi 0 )⊕dim(σi)
is zero. It is clear that σGi = 0 for i 6= 0 whilst σG0 = C. But now by [26][10.13] for i 6= 0 the summands above
are precisely the AR short exact sequences, and for i = 0 the sequence has the appropriate AR property. Thus the
relations on eR#Ge are precisely the mesh relations.
Because the mesh relations are graded and taking the associated graded is compatible with the Morita equivalence
we can conclude that the relations of eC[x, y]#Ge are also given by the mesh relations and the superpotential will be
the sum of all mesh relations. 
Because we work with superpotentials there is a redundancy in the coefficients of the potential:
Lemma 4.3. Chose a basis for the arrows in CQ = e(TCV#G)e that is closed under the application of the twist τ .
Then the coefficients of e(ω ⊗ 1)e = ∑|p|=n cpp have the following property: if p = p1 . . . pn is a path of length n
then
cp1...pn = (−1)n−1cpτnp1p2...pn−1
Proof. This follows immediately from Theorem 3.2 and the discussion in subsection 2.3. 
Note that if G ≤ SL(n,C), the twist is trivial so we can work with any basis for the arrows. In this case, not only
does the above lemma simplify the calculation of the cp, but it also tells us that we can write our superpotential up to
cyclic permutation. This generalizes a result of Ginzburg [17] for SL(3,C).
Note that care has to be taken when translating between our fully written superpotentials and the more compact
versions in terms of cyclic notation. For example if u is a non-trivial path of length 1 which forms a cycle at some
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vertex, then if in our potential we have cu...uu . . . u (where there are n ∈ 2N+1 u’s) then in cyclic notation this should
be written as cu...u
n
(u . . . u) since the cycle counts the element n times.
The superpotential highly depends on the representatives we chose for the arrows in Q. From the point of view of
the quiver we have an action of
AutCQ0CQ =
∏
i,j∈Q0
GL(i(CQ)1j).
on the space (CQ)n and all potentials that give an isomorphic derivation-quotient algebra are in the same orbit. An
interesting open question is whether there one can always find a nice representative for the superpotential.
5. EXAMPLES OF MCKAY CORRESPONDENCE SUPERPOTENTIALS
In this section we illustrate Theorem 3.2 by computing examples. We first illustrate that our theorem does not
depend on whether or not G has pseudoreflections by computing an example of a non-abelian group G ≤ GL(2,C)
where C2/G is smooth:
Example 5.1. Consider the dihedral group D8 = 〈g, h : g4 = h2 = 1, h−1gh = g−1〉 viewed inside GL(2,C) as
g =
(
ε4 0
0 ε−14
)
, h =
(
0 1
1 0
)
It is clear that the invariant ring is C[xy, x4 + y4] and so is smooth. Denoting the natural representation by V , the
character table for this group is
1 g2 g h gh
V0 1 1 1 1 1
V1 1 1 1 −1 −1
V2 1 1 −1 1 −1
V3 1 1 −1 −1 1
V 2 −2 0 0 0
and so the McKay quiver has the shape
V3
V2 V V1
V0
We shall show that the algebra Morita equivalent to the skew group ring is:
•
c
• b •
A
C
B
D •
d
•
a
Da = 0 Cb = 0
Ad = 0 Bc = 0
aA+ dD = bB + cC
Note that τ(a) = d, τ(d) = a, τ(A) = D, τ(D) = A and likewise with the c’s and D’s. Notice also that there are 5
relations, which coincides with the number of paths of length 0 (i.e. the number of vertices). We now check that the
relations guessed above are correct:
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Take the following G-equivariant basis:
V0 ⊗ V = C(v0 ⊗ e1) + C(v0 ⊗ e2) (V ∼ A)
V1 ⊗ V = C(v1 ⊗−e1) + C(v1 ⊗ e2) (V ∼ D)
V2 ⊗ V = C(v2 ⊗ e2) + C(v2 ⊗ e1) (V ∼ B)
V3 ⊗ V = C(v3 ⊗−e2) + C(v3 ⊗ e1) (V ∼ C)
V ⊗ V = C (e1 ⊗ e2 + e2 ⊗ e1) (V0 ∼ a)
+ C (−e1 ⊗ e2 + e2 ⊗ e1) (V1 ∼ d)
+ C (e1 ⊗ e1 + e2 ⊗ e2) (V2 ∼ b)
+ C (−e1 ⊗ e1 + e2 ⊗ e2) (V3 ∼ c)
Since the determinant representation is V1, if we consider paths of length 2 ending at a given vertex ρ, the only possible
ones with non-zero cp must start at ρ⊗ V1. Consequently our search for non-zero cp restricts to the following cases:
start vertex isomorphism end vertex
V1 ∼= V0 ⊗ V1 v1 7→ v0 ⊗ v1 V0
V0 ∼= V1 ⊗ V1 v0 7→ v1 ⊗ v1 V1
V3 ∼= V2 ⊗ V1 v3 7→ v2 ⊗ v1 V2
V2 ∼= V3 ⊗ V1 v2 7→ v3 ⊗ v1 V3
V ∼= V ⊗ V1 e1 7→ e1 ⊗−v1e2 7→ e2 ⊗ v1 V
With this information the intertwiners are easy to compute: for example
V1
d
V ⊗ V A⊗1 V0 ⊗ V ⊗ V 1⊗α
2
V0 ⊗ V1
∼=
V1
takes
v1 7→ −e1 ⊗ e2 + e2 ⊗ e1 7→ −v0 ⊗ e1 ⊗ e2 + v0 ⊗ e2 ⊗ e1 7→ −2v0 ⊗ v1 7→ −2v1
and so cAd = −2. Continuing in this fashion our potential (after dividing through by 2) is
−Da+ aA−Ad+ dD + Cb− bB +Bc− cC
which in compact form may be written as −(Da)τ + (Cb)τ . Since n− 2 = 0 we don’t differentiate and so these are
precisely the relations, thus we obtain the relations guessed above.
Remark 5.2. Taking a different G-equivariant basis may lead to a potential which is not invariant under twisted cyclic
permutation.
Remark 5.3. In the above example if we change h slightly and so our group is now the binary dihedral group D3,2
generated by
a =
(
ε4 0
0 ε−14
)
, b =
(
0 1
−1 0
)
inside SL(2,C), then although the character table and so shape of the McKay quiver is the same, the relations differ.
Indeed, by Lemma 4.2 the relations are now the preprojective relations. This can also be verified directly by choosing
an appropriate G-equivariant basis.
We now illustrate Lemma 4.2 with an example of a finite small subgroup of GL(2,C):
Example 5.4. Take G = D5,2, i.e. the group inside GL(2,C) generated by
G = 〈
(
ε4 0
0 ε−14
)
,
(
0 ε4
ε4 0
)
,
(
ε6 0
0 ε6
)
〉
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The McKay quiver is
ρ0
a0
•
b0
detV
c0
ρ0
• a1 • b1 • c1 •
•
x0
x1
x2
x3
•
y0
y1
y2
y3
V
z0
z1
z2
z3
•
a2
•
b2
•
c2
•
•
a3
•
b3
•
c3
•
where the trivial, determinant and natural representations are illustrated, and the ends of the two sides are identified.
Note that the permutation τ induced by tensoring with the determinant representation rotates this picture to the left,
and so the fact that the permutation coincides with the AR translate is implicit. The mesh relations are
x0a0 = 0 y0b0 = 0 z0c0 = 0
x1a1 = 0 y1b1 = 0 z1c1 = 0
x2a2 = 0 y2b2 = 0 z2c2 = 0
x3a3 = 0 y3b3 = 0 z3c3 = 0
b0x0 + b1x1 + b2x2 + b3x3 = 0
c0y0 + c1y1 + c2y2 + c3y3 = 0
a0z0 + a1z1 + a2z2 + a3z3 = 0
and so we have 15 relations, matching the number of paths of length 0 (i.e. the number of vertices).
Example 5.5. Take G = 17 (1, 2, 4)⋉ 〈τ〉, i.e. the group inside SL(3,C) generated by
G = 〈
ε 0 00 ε2 0
0 0 ε4
 ,
0 1 00 0 1
1 0 0
〉
where ε7 = 1. The McKay quiver is
L1
B
V3v
xy
V
z
b
ca
u
L0
A
L1
C
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Denote the basis of Li by li for 1 ≤ i ≤ 3, the basis V by e1, e2, e3 and the basis of V3 by j1, j2, j3. Taking the
following G-equivariant basis:
L0 ⊗ V = C(l0 ⊗ e1) + C(l0 ⊗ e2) + C(l0 ⊗ e3) (V ∼ a)
L1 ⊗ V = C(l1 ⊗ ρe1) + C(l1 ⊗ ρ2e2) + C(l1 ⊗ e3) (V ∼ b)
L2 ⊗ V = C(l2 ⊗ ρ2e1) + C(l2 ⊗ ρe2) + C(l2 ⊗ e3) (V ∼ c)
V ⊗ V = C(e3 ⊗ e3) + C(e1 ⊗ e1) + C(e2 ⊗ e2) (V ∼ u)
+ C(e1 ⊗ e2) + C(e2 ⊗ e3) + C(e3 ⊗ e1) (V3 ∼ x)
+ C(e2 ⊗ e1) + C(e3 ⊗ e2) + C(e1 ⊗ e3) (V3 ∼ y)
V3 ⊗ V = C (j1 ⊗ e3 + j2 ⊗ e1 + j3 ⊗ e2) (L0 ∼ A)
+ C
(
j1 ⊗ ρ2e3 + j2 ⊗ ρe1 + j3 ⊗ e2
)
(L1 ∼ B)
+ C
(
j1 ⊗ ρe3 + j2 ⊗ ρ2e1 + j3 ⊗ e2
)
(L2 ∼ C)
+ C(j2 ⊗ e2) + C(j3 ⊗ e3) + C(j1 ⊗ e1) (V ∼ z)
+ C(j2 ⊗ e3) + C(j3 ⊗ e1) + C(j1 ⊗ e2) (V3 ∼ v)
a calculation shows that the superpotential can be written as
 a(x− y)A+ b(x− ρy)B + c(x− ρ2y)C − zux+ vzy + 1
3
uuu− 1
3
vvv
where ρ is a cube root of unity. Differentiating with respect to the paths of length 3− 2 = 1 gives the relations
∂A ax = ay
∂B bx = ρby
∂C cx = ρ
2cy
∂a xA = yA
∂b xB = ρyB
∂c xC = ρ
2yC
∂x Aa+Bb+ Cc = zu
∂y Aa+ ρBb+ ρ
2Cb = vz
∂u xz = u
2
∂v zy = v
2
Example 5.6. As in Example 5.1 consider the group D8, but now acting on the representation V ⊕ V . Since D8 is
generated inside V by pseudoreflections it follows that inside V ⊕ V it is generated by symplectic reflections, thus in
this case C[V ⊕ V ]#G is the undeformed symplectic reflection algebra. The McKay quiver is now
•
cc
• b
b
•
AA
CC
B
B
D
D
•
d
d
•
aa
The superpotential is given in compact form by
(AaAa) −(AaAa) −2(AdDa) (AdDa) (AdDa) (AbBa) −(AbBa) −(AcCa)
(AcCa) (AaAa) (AdDa) (AdDa) −2(AdDa) −(AbBa) (AbBa) (AcCa)
−(AcCa) (DdDd) −(DdDd) −(DbBd) (DbBd) (DcCd) −(DcCd) (DdDd)
(DbBd) −(DbBd) −(DcCd) (DcCd) (BbBb) −(BbBb) −2(BcCb) (BcCb)
(BcCb) (BbBb) (BcCb) (BcCb) −2(BcCb) CcCc) −(CcCc) (CcCc)
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where recall since we are inside SL(4,C) a negative sign is introduced with cyclic permutation. Differentiating appro-
priately gives the relations
Da = 0
Da = 0
Da = −Da
Db = Db
Dc = Dc
Dd = Dd
Ad = 0
Ad = 0
Aa = Aa
Ab = Ab
Ac = Ac
Ad = −Ad
Cb = 0
Cb = 0
Ca = Ca
Cb = −Cb
Cc = Cc
Cd = Cd
Bc = 0
Bc = 0
Ba = Ba
Bb = Bb
Bc = −Bc
Bd = Bd
aA + bB = cC + dD
aA + bB = cC + dD
aA + bB = aA+ bB = cC + dD = cC+ dD = Σ
where Σ = 1
2
(aA+ bB + cC+ dD) = 1
2
(aA + bB + cC + dD)
The calculations involving this example were done using a computer program written in GAP [16]. The source code
of this program can be downloaded at
http://www.algebra.ua.ac.be/research/mckay.gap.
6. KOSZUL ALGEBRAS
Thus far, we have explained that, for G < GL(V ), C[V ]#G, and hence the quiver algebras Morita equivalent to it,
are twisted Calabi-Yau and derived from a twisted superpotential (in the case G < SL(V ), we may remove the word
“twisted”). Here we explain that this is part of a more general phenomenon: any Koszul, (twisted) Calabi-Yau algebra
is of the form D(ω, k). This was proved in [15] for algebras over a field, so our result generalizes this to the quiver
case. We also prove a converse: any algebra of the form A = D(ω, k) is Koszul and (twisted) Calabi-Yau iff a natural
complex attached to ω is a bimodule resolution of A.
Recall that a graded algebra is Koszul if all the maps in its bimodule resolution have degree 1. This is clearly
invariant under a Morita equivalenceA ∼ eAe, using the functor described in Section 2. Then, McKay correspondence
algebras are Koszul, by the following well-known lemma:
Lemma 6.1. If G ⊂ SL(V ) ∼= SLn then C[V ]#G is n-CY and Koszul.
Proof. The standard Koszul bimodule resolution for C[V ] gives a self-dual resolution of C[V ], so C[V ] is n-CY. The
kth term of this resolution K• is C[V ]⊗C ∧kV ∗ ⊗C C[V ] and it is isomorphic to the (n− k)th dual term because of
the pairing
∧kV ∗ × ∧n−kV ∗ → C : (v1, v2)→ a ⇐⇒ φ1 ∧ φ2 = ax1 ∧ · · · ∧ xn.
Because G ⊂ SL(V ) this pairing is a pairing of left CG-modules.
Now we smash the whole resolution over C with CG. This tensor functor is exact so we get a new resolution. This
is now self-dual as C[V ]#G-bimodules over the base ring C[G] (i.e., as (C[V ]#G) ⊗C[G] (C[V ]#G)-modules). The
Koszul property follows from the fact that smashing preserves the grading. 
In order to formulate our main theorem, we need to introduce a natural complexW• attached to any superpotential
ω, for A = D(ω, k) (which may be viewed as a bimodule version of [15, (5.3)]). For simplicity, we will assume for
now that |ω| = k + 2, so that A is quadratic.
Recall the spaces Wi defined just above Definition 2.1. Consider the complex
(6.1) W• := 0→ A⊗W|ω| ⊗A
d|ω|→ A⊗W|ω|−1 ⊗A→ · · · → A⊗W1 ⊗A d1→A⊗W0 ⊗A→ 0,
where, for v1, . . . , vi ∈W and a, a′ ∈ A,
di = εi(splitL + (−1)isplitR)|A⊗Wi⊗A,
splitL(a⊗ v1v2 · · · vi ⊗ a′) = av1 ⊗ v2 · · · vi ⊗ a′,
splitR(a⊗ v1v2 · · · vi ⊗ a′) = a⊗ v1 · · · vi−1 ⊗ via′,
εi :=
{
(−1)i(|ω|−i), if i < (|ω|+ 1)/2,
1, otherwise.
It is easy to check that the above yields a complex, i.e., di ◦ di+1 = 0. Moreover, the terms, aside from A itself, are
projective bimodules, and the maps are A-bimodule maps. We will see that it is exact iff A is Koszul and Calabi-Yau.
More precisely, we will prove:
Theorem 6.2. An algebra TSW/〈R〉 is Koszul and Calabi-Yau iff it is of the form D(ω, k) and the corresponding
complex (6.1) is exact in positive degree and H0(W•) = A. In this case, (6.1) is the Koszul resolution of A, and is
self-dual.
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Remark 6.3. The condition that W• is a resolution of A is very subtle and hard to check for a given potential. In the
one vertex case it is shown in [14, 15] that this implies some special regularity conditions on ω.
We begin with the
Lemma 6.4. For any superpotential ω, the complex (6.1) is self-dual.
Proof. First, note that ω induces perfect pairings
〈 , 〉 :W ∗|ω|−i ⊗W ∗i → C, 〈ξ, η〉 := [(ξ ⊗ η)ω],
satisfying the supersymmetry property,
〈ξ, η〉 = (−1)|η||ξ|〈η, ξ〉.
This yields an isomorphism η :W ∗|ω|−i
∼→Wi, and hence a duality pairing of bimodules
〈 , 〉 : (A⊗Wi ⊗A)⊗ (A⊗W|ω|−i ⊗A)→ A⊗A, 〈a⊗ x⊗ a′, b⊗ y ⊗ b′〉 := a′b⊗ [η−1(x)y] ⊗ b′a.
This explains why the terms in the above complex are in duality.
It remains to check that the differentials satisfy the self-duality property: di = d∗|ω|+1−i. It suffices to show
that splitL|A⊗Wi⊗A is identified with εiε|ω|−isplit∗R|A⊗W∗|ω|−i⊗A under the above duality. That is, if we denote by
〈 , 〉−1 :Wi ⊗W|ω|−i → C the inverse to the pairing 〈 , 〉, then for all x ∈ Wi, y ∈ W|ω|+1−i, we need to check that
〈1⊗ y ⊗ 1, splitL(1 ⊗ x⊗ 1)〉 = εiε|ω|−i〈splitR(1⊗ y ⊗ 1), 1⊗ x⊗ 1〉.
This amounts to checking that, for all ξ ∈W ∗1 = W ∗, we have
〈[ξx], y〉−1 = εiε|ω−i|〈x, [yξ]〉−1,
where 〈 , 〉−1 denotes the inverse pairing to 〈 , 〉, i.e.,
〈u,w〉−1 := 〈η−1(u), η−1(w)〉 = εiε|ω|−i[uη−1(w)] = (−1)|u||w|[wη−1(u)].
Thus, we have to check that
[η−1([ξx])y] = εiε|ω|−i[xη−1[yξ]] = εiε|ω|−i(−1)|x|(|y|−1)[η−1(x)[yξ]].
By associativity identities and the definition of η, the left-hand side is [(η−1(x)⊗ξ)y], which is equal to εiε|ω|−i(−1)i(|ω|−i)
times the RHS. Thus, setting εi =
{
(−1)i(|ω|−i), if i < (|ω|+ 1)/2,
1, otherwise
yields the desired self-duality. 
Lemma 6.5. The complex (6.1) is a subcomplex of the Koszul complex for D(ω, |ω| − 2).
Proof. The Koszul complex can be defined as follows. If A = TSW/〈R〉 where R is an S-subbimodule of W ⊗W ,
then we denote by R⊥ the submodule of W ∗ ⊗W ∗ that annihilates R. The Koszul dual of A is A! := TSW ∗/〈R⊥〉
and it is again a graded algebra. For each k we have a projection W ∗⊗k → A!k, and, dually, this gives us injections
(A!k)
∗ →W⊗k. The Koszul complexK• is defined by the maps d : A⊗ (A!k)∗ ⊗A→ A⊗ (A!k−1)∗ ⊗A which are
constructed analogously to the maps in (6.1). To prove the lemma we only have to show that Wk ⊂ (A!k)∗.
What does (A!k)∗ look like? Because A!k = W ∗⊗k/(
∑
lW
∗⊗l⊗R⊥⊗W ∗⊗k−l−2) one has that w ∈ (A!k)∗ if and
only if 〈w, φ〉 = 0 for all φ ∈ (∑lW ∗⊗l ⊗R⊥ ⊗W ∗⊗k−l−2). This is the same as to say that
w ∈
⋂
l
W⊗l ⊗R⊗W⊗k−l−2 =
⋂
l
W⊗l ⊗W2 ⊗W⊗k−l−2.
We conclude immediately that Wk ⊂ (A!k)∗. 
Remark 6.6. According to theorem 5.4 in [6], the pairing between the Wk can be extended to a pairing between the
(A!k)
∗
, but this pairing is not necessarily perfect. Only in the AS-Gorenstein (Koszul twisted Calabi-Yau) case this
pairing becomes perfect because then (A!k)∗ and Wk coincide.
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Proof of Theorem 6.2. If (6.1) is a resolution of A then since all of the differentials have degree +1 with respect to the
grading of A, this would imply (by one definition of Koszulity) that A is Koszul, and that (6.1) is a Koszul resolution
of A (more generally, for any graded algebra, any free bimodule resolution of A with differentials of positive degree
must be minimal and unique). Then, by Lemma 6.4, A is Calabi-Yau as well.
Conversely, suppose that A is CY(n) and Koszul. Using the CY(n) property, [8, Theorem A.5.2] shows that there
is a trace function Tr : ExtnA(S, S)→ C such that
(6.2) Tr(α ∗ β) = (−1)k(n−k)Tr(β ∗ α), α ∈ Extk(S, S), β ∈ Extn−k(S, S)
induces a perfect pairing, where ∗ denotes the Yoneda cup product. Using the Koszul property, we may identify
Extn(S, S) with a quotient of (W ∗)⊗n, so that a trace function becomes canonically an element ω ∈ W⊗n. Then,
(6.2) says precisely that ω is a superpotential.
By nondegeneracy, the trace pairing induces an isomorphism Ext2(S, S) ∼= Extn−2(S, S)∗. Furthermore, Ext2(S, S) ∼=
R, so this isomorphism translates into the statement that W2 = R. Thus, A ∼= D(ω, n− 2).
Moreover, for the same reason, Exti(S, S) ∼= Wi for all i, and hence (6.1) must be exact. Thus it is the mini-
mal=Koszul resolution of A. 
Remark 6.7. This theorem is a generalization of Theorem 3.2 (at least in the nontwisted case): to obtain Theorem 3.2,
we combine Theorem 6.2 and Lemma 6.1.
Finally, we explain briefly how to generalize to N -Koszul and twisted Calabi-Yau algebras. First, for the twisted
Calabi-Yau and twisted superpotential setting, all that changes is that the twisted superpotential property proves a
twisted self-duality in Lemma 6.4, and conversely in the proof of Theorem 6.2.
Next, for the N -Koszul setting, first recall [4] that an N -Koszul algebra is an algebra A presented by homogeneous
relations of degree N so that there is a free resolution of A with differentials of degrees alternating between N − 1
and 1:
· · · → A⊗ Y2 ⊗A d2→A⊗ Y1 ⊗A d1→A⊗A m→A→ 0,
where di has degree 1 if i is odd, and N − 1 if i is even.
In the N -Koszul setting, it is natural to define N -complexes of bimodules instead of complexes [5]. These are
sequences of maps Ki d→ Ki−1 such that dN = 0 (instead of d2). As in the ordinary Koszul case one can define a
selfdual bimodule N -complex
(6.3) W• := 0→ A⊗W|ω| ⊗A
d|ω|→ A⊗W|ω|−1 ⊗A→ · · · → A⊗W1 ⊗A d1→A⊗W0 ⊗A→ 0,
where di = εi(splitL + (q)isplitR)|A⊗Wi⊗A, and q is the primitive N th root of 1. This N -complex is a subcomplex
of the Koszul N -complex as defined in [6].
The N -complexes can be contracted to obtain complexes. In the case of our selfdual N -complex we get
(6.4)
0→ A⊗WmN+1⊗A→ A⊗WmN⊗A→ A⊗W(m−1)N+1⊗A→ · · · → A⊗WN⊗A→ A⊗W1⊗A→ A⊗W0⊗A→ 0,
where the differentials alternate between±(splitN−1L +splitN−2L splitR+· · ·+splitLsplitN−2R +splitN−1R ) and±(splitL−
splitR). This is not selfdual anymore unless we are in the case that |ω| = mN + 1 for some m ∈ N .
The N -Koszul generalization of theorem 6.2 becomes
Theorem 6.8. An algebra TSW/〈R〉 is N -Koszul and twisted Calabi-Yau iff it is of the formD(ω, k) for a twisted su-
perpotentialω (with the same twisting) and the corresponding complex (6.4) is exact in positive degree andH0(W•) =
A. In this case, (6.4) is the N -Koszul resolution of A, and is twisted self-dual.
The proof of the theorem uses basically the same arguments as in the proof of theorem 6.2 but adapted to the
N -Koszul situation in accordance with the result from [4] and [6].
7. SKLYANIN ALGEBRAS
In this section we show how to compute the superpotential for the four-dimensional Sklyanin algebras as introduced
by Sklyanin in [20, 21]. These algebras may be thought of as “elliptic deformations” of the polynomial algebra in four
variables, and they are in particular Koszul and have the same Hilbert series 1(1−t)4 as the polynomial ring.
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Following [23], §0, fix values α, β, and γ satisfying1
(7.1) α+ β + γ + αβγ = 0.
Then, the algebra A is defined by
A := C〈x0, x1, x2, x3〉/I,
where I is the two-sided ideal generated by the relations ri, si,2
r1 := x0x1 − x1x0 − α(x2x3 + x3x2), s1 := x0x1 + x1x0 − (x2x3 − x3x2),
r2 := x0x2 − x2x0 − β(x3x1 + x1x3), s2 := x0x2 + x2x0 − (x3x1 − x1x3),
r3 := x0x3 − x3x0 − γ(x1x2 + x2x1), s3 := x0x3 + x3x0 − (x1x2 − x2x1).
We would like to find a superpotential for A. This must be a supercyclic element of I which is homogeneous of
degree four. It is easy to compute that, under the assumption
(7.2) (α, β, γ) /∈ {(α,−1, 1), (1, β,−1), (−1, 1, γ)},
the space of such elements is one-dimensional and spanned by the following element:
ω := κ1(r1s1 + s1r1) + κ2(r2s2 + s2r2) + κ3(r3s3 + s3r3),(7.3)
where (κ1, κ2, κ3) 6= (0, 0, 0) is determined up to a nonzero multiple by
κ1(1 + α) = κ3(1− γ), κ1(1− α) = κ2(1 + β), κ2(1− β) = κ3(1 + γ).(7.4)
Proposition 7.1. The element ω is a superpotential. Moreover, for any α, β, γ satisfying (7.2), A ∼= D(ω, 2), and in
this case, the resolution (6.1) is a self-dual resolution of A, making A Calabi-Yau.
Proof. It is easy to verify that ω is a superpotential (in fact, it makes sense and is cyclically supersymmetric even
if (7.2) is not satisfied). Next, suppose (7.2) holds. Then, κ1, κ2, and κ3 are nonzero. Since the elements ri, si are
linearly independent, it follows that A ∼= D(ω, 2).
To deduce that (6.1) is a resolution of A, we make use of the
Theorem 7.2. [23] Assuming (7.2), A is Koszul. Moreover, H(A!, t) = (1 + t)4.
In the above theorem,H(V, t) denotes the Hilbert series of a graded vector space V , i.e.,H(V, t) =
∑
m≥0 dimV (m)t
m
.
The hard part of the above theorem is the Koszulity.
Now, by Lemma 6.5 and the formula for the Koszul complex (see the proof of Lemma 6.5), it suffices only to show
that dimWi =
(
n
i
)
for all i. For i = 2, this follows from the above observations; then, it follows by applying partial
derivatives to the relations rj , sj that this is true for i = 1. Since i = 0 is obvious, we get dimWi =
(
n
i
)
for all i by
the self-duality of W•. Thus, A is Calabi-Yau with self-dual resolutionW•. 
Remark 7.3. It is also easy to derive that A is Calabi-Yau directly from [23]: in particular, in [23] it is shown that A!
is Frobenius, one may easily show that A! is in fact symmetric. Our contribution here is in producing a superpotential
and showing that the minimal (Koszul) resolution of A is produced in this way.
7.0.1. Modified Sklyanin algebras from [25]. In [25], some new algebras related to the above are defined and shown
to be Koszul, and have the same Hilbert series 1(1−t)4 as the polynomial ring in four variables. Here, we explain that
these algebras are not Calabi-Yau, but rather twisted Calabi-Yau, with twisted superpotential described below. We
omit the proofs, which are the same as for the Sklyanin algebra. Following [25], let us assume in this subsection that
{α, β, γ} ∩ {0, 1,−1} = ∅.
Heuristically, these algebras are “elliptic deformations” of the algebraC〈x0, x1, x2, x3〉/(−x20+x21+x22+x23, xixj−
xjxi | {i, j} 6= {2, 3}) in the same way that the Sklyanin algebras are deformations of C[x0, x1, x2, x3].
Precisely, the relations are given by using any five of the relations ri, sj , and replacing the sixth with the new
relation q := d1Ω1 + d2Ω2, where
Ω1 := −x20 + x21 + x22 + x23, Ω2 := x21 +
1 + α
1− β x
2
2 +
1− α
1 + γ
x23.
1In the original form [20, 21], see also e.g. [18, 22], not all values α, β, γ satisfying this equation are considered—only those that arise from an
elliptic curve and a point of that curve. By, e.g., [23], these are the values where (7.2) holds and α, β, γ 6= 0; cf. Theorem 7.4.
2Our notation ri is for the relation involving x0xi − xix0, and si is the relation involving x0xi + xix0.
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We obtain the algebra A′ = C〈x0, x1, x2, x3〉/I ′, where I ′ is the ideal generated by q and five of the ri, sj . (The geo-
metric motivation for studying A′ is that it and the Sklyanin algebra A both surject to the same ring B := A/(Ω1,Ω2)
of geometric origin.)
First, suppose that the relations are q, r2, r3, s1, s2, s3 (so r1 is not a relation). We claim that A is twisted Calabi-
Yau with twisting σ(x0) = −x0, σ(x1) = −x1, σ(x2) = x2, σ(x3) = x3, and with unique twisted superpotential (up
to scaling) given by
λ1(qs1 + s1q) + λ2(r2r3 − r3r2) + λ3(s2s3 − s3s2),
with (λ1 : λ2 : λ3) ∈ P2 determined by
d2λ1 = λ2(βγ + 1), d1λ1 = −λ2 + λ3,
provided that any nonzero solution to the above has all of λ1, λ2, λ3 nonzero, i.e., (d1, d2) is not a multiple of (1, 0)
or (1,−1− βγ).
Next, suppose that the relations are q, r1, r2, r3, s2, s3 (so s1 is not a relation). Then, A is twisted Calabi-Yau with
the same twisting as above, and the unique superpotential (up to scaling) is given by
λ1(qr1 + r1q) + λ2(r2s3 − s3r2) + λ3(s2r3 − r3s2),
with (λ1 : λ2 : λ3) ∈ P2 determined by
αd1λ1 = λ2 − λ3, α(d1 + d2)λ1 = βλ2 + γλ3,
again provided all of λ1, λ2, λ3 can be nonzero (i.e., (d1, d2) is not a multiple of (1, β− 1) or (1,−1− γ)). Any other
A′ can be obtained from this or the previous paragraph by a cyclic permutation of the parameters and relations.
Finally, in [25], also the algebraA′∞ = C〈x0, x1, x2, x3〉/(r2, s2, r3, s3,Ω1,Ω2) is studied, and shown to be Koszul
and have the same Hilbert series as the polynomial ring in four variables (just as in all the other examples). We claim
that this algebra is twisted Calabi-Yau with twisting σ(xi) = −xi for all i. In other words, the twisted superpotential
ω (which is unique up to scaling) is actually cyclically symmetric. We omit the formula for the twisted superpotential.
7.1. McKay correspondence for four-dimensional Sklyanin algebras. It makes sense to think of the potential (7.3)
as a deformed version of the volume form in the case of the polynomial algebra in four variables: precisely, by §6, the
potential for a Koszul Calabi-Yau algebra always spans the top Hochschild homology group (here, HH4(A,A)) as a
free bimodule (cf. [15, Proposition 10]). As explained in op. cit., there is an action of the finite Heisenberg group on
A by automorphisms.3 In fact, the full automorphism group preserving (7.3) is finite:
Theorem 7.4. [24, §2] Assume that α, β, γ 6= 0 and (7.2) holds. Then, the group of graded automorphisms of A
(⊂ Aut(V )) is isomorphic to H˜ ,
(7.5) 1→ C× → H˜ → (Z/4⊕ Z/4)→ 1,
except in the case α = β = γ = ±√−3, when the group has the form H˜ ⋉ Z/3.
By the explicit matrices given in [24, §2] (see also the end of §7.3), one may easily compute that the H˜ above has the
form H˜ ∼= (C××〈X,Y 〉)/([X,Y ] = √−1), by picking lifts X,Y of generators of the quotient H˜/C× ∼= Z/4⊕Z/4.
Notation. We call the subgroup of Aut(V ) preserving ω ∈ V ⊗4 the automorphism group of ω, and denote it by
Aut(ω).
The only elements of C× that act trivially on V ⊗4 are fourth roots of unity. As a result, the automorphism group
of the superpotential ω will be finite, of size only 64. It turns out this is one of the “Z/4-Heisenberg groups,” which
we describe as follows. Let X,Y ∈ H˜ be elements as in the previous paragraph, chosen to have the property X4 =
Y 4 = −1. Then, H is the group generated by X and Y . It is a central extension
(7.6) 1→ µ4 → H → Z/4⊕ Z/4→ 1,
where µ4 ⊂ C× is the subgroup of elements of order four. A presentation for H is given by
(7.7) H ∼= 〈X,Y, Z | XZ = ZX, Y Z = ZY,Z4 = 1, X4 = Y 4 = Z2, [X,Y ] = Z〉.
We deduce the following:
3Note that the analogue of SL(4) in this context is a quantum version of SL(4) associated to an elliptic R-matrix; see e.g. [20, 21, 18, 9, 10].
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Proposition 7.5. For any α, β, γ as in Theorem 7.4, Aut(ω) ∼= H , unless α = β = γ = ±√−3, in which case this
group is H ⋊ Z/3, where Z/3 acts nontrivially on H .
As a consequence, we see that, under the assumptions of Theorem 7.4, ω ⊗ 1 ∈ A#H is still a superpotential,
and hence also gives a superpotential for any Morita equivalent algebra to A#H . Letting f1, . . . , fm be a full set of
primitive idempotents (one for each irreducible representation of H), and f := f1 + . . .+ fm, we then have
Proposition 7.6. The algebra f(A#H)f is Calabi-Yau. For any subgroup G < H˜ , f ′(A#G)f ′ is twisted Calabi-
Yau, where f ′ is the sum of a full set of primitive idempotents for G.
These algebras may be considered the elliptic McKay correspondence algebras in dimension four, and f(A#H)f
is the maximal Calabi-Yau one, in the sense that H is maximal (and so the McKay quiver is also the largest possible).
7.2. The case α = 0. The theorem 7.4 did not apply to the case that one of α, β, γ is zero. Since we only need (7.2)
to obtain a Calabi-Yau algebra and a potential, it is worth proving the analogue of Theorem 7.4 in the degenerate cases
(α, β, γ) ∈ {(0, β,−β), (α, 0,−α), (α,−α, 0), (0, 0, 0)} (and we will use this in the next subsection). By symmetry,
we restrict ourselves to the case α = 0.
It is likely that this result is known, but we did not find it in the literature. We remark that, in [23, §1], it is shown
that these degenerate cases are iterated Ore extensions.
Theorem 7.7. (i) Assume (α, β, γ) = (0, β,−β) with β 6= 0. Then, the graded automorphism group ofA is generated
by C×, the group SO(2,C) acting on Span{x2, x3}, i.e.,
{
1 0 0 0
0 1 0 0
0 0 a b
0 0 −b a

∣∣∣∣∣a2 + b2 = 1
}
, and the elements
{
0 1±√β 0 0
±√β 0 0 0
0 0 1 0
0 0 0 1
 ,

i 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 i

}
, where i denotes a square-root of −1.
(ii) If α = β = γ = 0, then the automorphism group is C× · SO(3,C), with SO(3,C) the automorphism group of
Span{x1, x2, x3} together with its standard symmetric bilinear form (xi, xj) = δij .
Proof. (i) The vector r1 = x0 ∧ x1 must be preserved up to scalar by any automorphism, so the span of x0, x1 is
preserved; then the only element of Sym2 Span{x0, x1} in the symmetrization of the relations is x0x1+x1x0. Hence,
any automorphism must send (x0, x1) to (λx0, µx1) or µx1, λx0. Up to the automorphism x0 7→
√
βx1, x1 7→
1√
β
x0, x2 7→ x1, x3 7→ x3 and scaling, we may assume that our automorphism ψ satisfies ψ(x0) = λx0, ψ(x1) =
λ−1x1. Since then x0x1 + x1x0 is preserved, looking at s1, we see that x2x3− x3x2 is preserved, and hence the span
of x2, x3 is preserved.
Next, note that the relations project isomorphically to Λ2V . Let [x, y] := xy − yx denote the commutator and
{x, y} := xy + yx the anticommutator. We have ψ(r2) = [λx0, ψ(x2)] − βλ{ψ(x3), x1}. If we write λψ(x2) =
ax2 + bx3, then we must have ψ(r2) = ar2+ br3. This implies that, restricted to Span{x2, x3}, ψ must have the form
(7.8) ψ =
(
a
λ
−bλ
b
λ
aλ
)
.
Applying the same reasoning to ψ(x3), we deduce furthermore that λ4 = 1. This yields the claimed description.
(ii) Let R be the vector space spanned by the relations. In the case α = β = γ = 0, the intersection Λ2V ∩ R
is Span{x0} ∧ V , and hence any automorphism ψ must send x0 to a multiple of itself. Up to scaling, let us assume
that ψ(x0) = x0. Then, the fact that the relations project isomorphically to Λ2V yields a canonical isomorphism
Λ2V/(Λ2V ∩R) ∼→ Span{x1, x2, x3}, sendingw ∈ Λ2V to the unique element v such thatw−(x0v+vx0) ∈ R. This
must be preserved by any automorphism. Hence, U := Span{x1, x2, x3} is preserved, and the map may be written as
an isomorphism Λ2U ∼→ U . Preserving this map in particular means that two vectors which are perpendicular under
the standard form (xi, xj) = δij remain perpendicular, so that ψ, restricted to U , must lie in C×SO(U). However, any
diagonal matrix must preserve s1 and hence must be the identity, so that ψ ∈ SO(U). Hence the automorphism group
of A (now acting on all of V ) lies in C×SO(U). On the other hand, it is clear that this group acts by automorphisms
on A. 
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Corollary 7.8. The automorphism group of the potential Aut(ω) is generated by the elements listed in the theorem,
except that C× is replaced by the group µ4 ⊂ C× of fourth roots of unity.
As a consequence, we may again consider A#G for any finite subgroup G ⊂ Aut(ω), which will be a Calabi-Yau
algebra, and in the case G ⊂ Aut(A) but not Aut(ω), we get a twisted Calabi-Yau algebra. As before, one may
consider the Morita equivalent algebras and write down their potentials.
7.3. Moduli space of four-dimensional Sklyanin algebras. In this subsection we will use the theory of the Weil
representation over Z/4 and the preceding results to give a simple computation of the moduli space of Sklyanin
algebras in dimension four. Throughout, when we say “isomorphism” or “automorphism” of Sklyanin algebras, we
mean a graded isomorphism or automorphism.
First, we note that, given any (α, β, γ), the algebras associated to this triple and any cyclic permutation are isomor-
phic: the permutation x0 7→ x0, x1 7→ x2 7→ x3 7→ x1 sends the relations for (α, β, γ) to the relations for (γ, α, β).
Similarly, the map x0 7→ x0, x1 7→ x2, x2 7→ −x1, x3 7→ x3 sends the relations for (α, β, γ) to the relations for
(−β,−α,−γ).
Hence, if we consider the S3 action on the surface S given by α + β + γ + αβγ = 0, given by multiplying the
standard permutation action by the sign representation, we get a map
(7.9) S/S3 ։ {Isomorphism classes of four-dimensional Sklyanin algebras}.
Theorem 7.9. The map (7.9) is a bijection.
The rest of the subsection will be devoted to the proof of the theorem. The main case of the theorem concerns
those parameters satisfying the conditions of Theorem 7.4, and we will prove the result by finding a description of the
moduli space of potentials in terms of the Heisenberg and Weil representations.
Remark 7.10. Note that, in the locus of elements satisfying Theorem 7.4, the S3 action is free except at the two points
α = β = γ = ±√−3. Here, these two points form a two-element orbit, and the isotropy Z/3 is picked up by the
automorphism group at these points (cf. Theorem 7.4).
First, let us handle the degenerate cases when one of α, β, γ is zero. Suppose only one is zero, and without loss of
generality, say it isα. Then (α, β, γ) = (0, β,−β). Note that, in this case, the automorphism group ofA is independent
of the value of β. In particular, any ψ : V ∼→ V inducing an isomorphism A ∼→ A′ with A′ of the same form must
normalize the connected component of the identity of the common automorphism group, i.e.,C×·SO(2). Sinceψ must
therefore preserve the trivial weight spaces of SO(2) and either preserve or interchange the nontrivial weight spaces,
ψ must have the form ψ = ψ′ ⊕ ψ′′, where ψ′ = ψ|Span{x0,x1} and ψ′′ = ψ|Span{x2,x3}, and ψ′′ ∈ O(Span{x2, x3}
(the orthogonal group). Up to an automorphism of A, we may assume that ψ′′ =
(
1 0
0 ε
)
}, with ε ∈ {1,−1}. By
the same argument as in the proof of Theorem 7.7, we must have that ψ′ is either diagonal or strictly off-diagonal, and
using the automorphism
(
0 ± 1√
β
±√β 0
)
, we may assume ψ′ is diagonal, say ψ′ =
(
λ 0
0 µ
)
. Using that the relations
for A and A′ both contain s1, s2, s3, it follows that µλ = ε, µ = λ, and µ = ελ. Put together, this says that ε = 1
and µ = λ = ±1. This is already an automorphism of A, so ψ ∈ Aut(A). That is, A and A′ already had the same
relations. So (7.9) is injective when restricted to parameters (α, β, γ) with exactly one parameter equal to zero.
In the case α = β = γ = 0, it is clear that no other triple (α, β, γ) yields an isomorphic algebra.
We didn’t restrict ourselves to the Calabi-Yau condition (7.2), so let us also explain the contrary cases. First assume
(α, β, γ) = (α,−1, 1) with α 6= ±1. Call R the span of the relations. We quickly compute the automorphism group
of A as follows. We see that R contains the rank-two tensors
(7.10) x0x2 + x1x3, x2x0 − x3x1, x0x3 − x1x2, x3x0 + x2x1.
Set U := Span{x0, x1} and U ′ := Span{x2, x3}. Then, the rank-two tensors form a union of an open subvariety
of R ∩ (U ⊗ U ′) and an open subvariety of R ∩ (U ′ ⊗ U). Thus, any automorphism of A must either preserve or
interchange U and U ′. Moreover, equip U and U ′ each with their standard symmetric bilinear forms. We see that,
given nonzero vectors w1, w2 ∈ U , the subspace of relations {w1w′1 − w2w′2 | w′1, w′2 ∈ U ′} ∩R is two-dimensional
iff (w1, w2) = 0. Hence, any automorphism of A which preserves U,U ′ must also preserve their standard symmetric
bilinear forms. Thus, Aut(A) must be a subgroup of (C×SO(U))⊕(C×SO(U ′))⋊Z/2, where 1 ∈ Z/2 interchanges
U and U ′, e.g., it may be the element x0 7→ x2 7→ x0, x1 7→
√−1x3 7→ x1. We claim that the automorphism group is
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C×(SO(U)⊕SO(U ′))⋊Z/2. To prove this it suffices to show that any automorphism of A in C×⊕C× is diagonal,
i.e., if ψ ∈ Aut(A) has the property that ψ|U and ψ|′U are scalar, then the two scalars are equal. Such an element must
preserve the relation s1, which implies the needed result.
This yields the statement of the theorem for the case (α, β, γ) = (α,−1, 1) with α 6= ±1: although we have only
computed the automorphism group of A, any intertwiner ψ : V ∼→ V which sends A to some other A′ with parameters
(α′,−1, 1) must also be of the above form, since nothing depended on α (except that α 6= ±1 so that our statements
about rank-two tensors are accurate).
The case where α, β, γ ∈ {±1} is trivial since all of these cases are under the same orbit of S3 (and they can-
not be equivalent to any other example because their relations have the largest subvarieties of rank-two tensors, or
alternatively, because we show in all other examples that this case is not equivalent).
Thus, we have reduced the theorem to the nondegenerate case when α, β, and γ are all nonzero and (7.2) is satisfied.
We will not make further mention of this assumption.
Recall the Heisenberg group H ∼= Aut(ω) from the previous section. We will need the Stone-von Neumann
theorem in our context (we omit the proof, which is easy):
Lemma 7.11. (Stone-von Neumann theorem.) There is a unique irreducible representation of H which sends ele-
ments ζ ∈ µ4 to the corresponding scalar matrix ζ · id.
Call this the Heisenberg representation. Note that our given representation V of H is of this form.
Notation. Let Aut(H,µ4) denote the subgroup of the automorphism group of H which acts trivially on the center
µ4 < H . Similarly, let Inn(H,µ4) = Inn(H) be the inner automorphisms, and Out(H,µ4) be Aut(H,µ4) modulo
inner automorphisms.
We know that a Sklyanin algebra is specified by a potential ω ∈ V ⊗4, up to a scalar multiple. Now, let us fix
one such algebra A0 with potential ω0. Then, V naturally has the structure of the unique irreducible Heisenberg
representation of Lemma 7.11, given by any fixed isomorphism H ∼= Aut(ω0) ⊂ Aut(V ). Let ρ0 : H → Aut(V ) be
such a representation.
So, we have fixed the data (A0, ω0, ρ0). Now, given any other algebra A with potential ω ∈ V ⊗4, it is equipped
with a Heisenberg representation ρ : H → Aut(V ) which is unique up to precomposition with an element of
Aut(H,µ4). By Lemma 7.11 and Schur’s Lemma, there must be a unique up to scalar intertwiner ψ : V ∼→ V
such that ψρ0(h)ψ−1 = ρ(g) for all h ∈ H . Hence, we obtain the vector ψ−1(ω) ∈ V ⊗4. This vector is uniquely
determined by (A,ω, ρ) up to scaling.
If we had picked a different potential ω, this could also only affect the vector ψ−1(ω) by scaling.
If, instead of ρ, we had chosen ρ′ = ρ ◦ φ for some element φ ∈ Aut(H,µ4), then instead of ψ−1(ω) ∈ V ⊗4,
we would have obtained ψ−1φ ψ−1(ω), where ψ
−1
φ : V
∼→ V is any intertwiner (unique up to scaling) between ρ0 and
ρ0 ◦ φ, i.e., such that ψφρ0(h)ψ−1φ = ρ0(φ(h)).
Note that, by Lemma 7.11, we have a projective representation Aut(H,µ4)→ PGL(V ⊗4). Thus, we have obtained
a map from Sklyanin algebras to PV ⊗4/Aut(H,µ4). In fact, we can do better: since ω is fixed by the action of ρ(H),
ψ−1(ω0) is fixed by the action of ρ0(H), and this is the same as the action of Inn(H,µ4) on PV ⊗4. Hence, letting
U ⊂ V ⊗4 be the subspace of fixed vectors under ρ0(H), we have a projective representation of Out(H,µ4) on U , and
have a map
(7.11) Four-dimensional Sklyanin algebras → PU/Out(H,µ4).
Furthermore, suppose we have (A,ω, ρ) as above, and another Sklyanin algebraA′ ∼= A, together with an isomorphism
θ : V ∼→ V carrying the relations of A to the relations of A′. We may pick ω′ = θ(ω) as our potential for A′, and
ρ′ := θρθ−1 as our Heisenberg representation H → Aut(ω′). Thus, using the intertwiner ψ′ = θ ◦ ψ, we see
that the image of A and A′ under (7.11) is the same. Conversely, if we are given (A,ω, ρ), (A′, ω′, ρ′), ψ, ψ′ such
that ψ−1(ω) = (ψ′)−1(ω′), then ψ′ ◦ ψ−1 : V ∼→ V is an isomorphism carrying ω to ω′, and hence induces an
isomorphism between (the relations of) A and A′.
We thus obtain a canonical map (having fixed just A0 and ρ0):
(7.12) Isomorphism classes of four-dimensional Sklanin algebras →֒ PU/Out(H,µ4).
Next, we will describe the image of this map. Also, the reader will probably recognize that Out(H,µ4) ∼= SL2(Z/4)
and its action on PU is a version of the Weil representation, which we will explain.
Let us define U := (Z/4)⊕2 and think of this as a free rank-two Z/4-module.
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Lemma 7.12. The outer automorphism group Out(H,µ4) of H fixing its center is SL2(Z/4). We have the exact
sequence
(7.13) 1→ U → Aut(H,µ4)→ SL2(Z/4)→ 1.
Here, Aut(H,µ4) denotes the automorphism group of H which acts trivially on the center µ4. Note that the size of
SL2(Z/4) is 48.
Proof. It is clear that the inner automorphism group is H/µ4 ∼= U . This acts by characters U → µ4, fixing the center.
Furthermore, the action of the outer automorphism group on H fixing the center descends to an action on H/Z ∼= U ,
and this action must preserve commutators since [H,H ] ⊂ Z . If we consider x ∧ y 7→ [x, y] for x, y ∈ U ∼= H/Z
to be a volume form, then we obtain an embedding Out(H,µ4) →֒ SL2(Z/4). We have to show this is surjective. If
X,Y are lifts of generators of U to H , they have order 8, and it follows that the same is true for XaY b whenever at
least one of a, b is odd. As a result, we see that, for any two elements X ′, Y ′ ∈ H such that [X ′, Y ′] = µ4, the map
X 7→ X ′, Y 7→ Y ′ must yield an automorphism of H fixing µ4. 
As a consequence, the action of Out(H,µ4) on PU is a projective representation of SL2(Z/4), which we will call
the Weil representation on U .
Let S0 ⊂ S be the subset of tuples satisfying the assumptions of Theorem 7.4. Next, we will describe explicitly the
map S0 → PU/SL2(Z/4) and show that its kernel is S3. More precisely, we show that this map factors as follows.
Let K ⊂ SL2(Z/4) be the kernel of the canonical surjection SL2(Z/4)։ SL2(Z/2) (note that K ∼= (Z/2)×3). Then,
we prove the following
Claim 1. The map (α, β, γ) 7→ ω given by (7.3) factors as follows:
(7.14) S0 →֒ PU/K ։ PU/SL2(Z/4).
Moreover, using a natural isomorphism S3 ∼= SL2(Z/2), the action of S3 on S is identified with the action of
SL2(Z/2) on PU/(Z/2)
×3
.
The theorem follows immediately from the claim.
To prove the claim, we recall from [24, §2] explicit formulas for ρ0(X), ρ0(Y ). Let θ0, θ1, θ2, θ3 ∈ C× be numbers
such that
(7.15) α0 =
(θ0θ1
θ2θ3
)2
, β0 = −
(θ0θ2
θ1θ3
)2
, γ0 = −
(θ0θ3
θ1θ2
)2
.
(The numbers θi are in fact Jacobi’s four theta-functions associated with an elliptic curve valued at a point of that
curve, which may be used to give a geometric definition of A0. We will not need this fact.) Fix i =
√−1 ∈ C. We
have:
(7.16) ρ0(X) =

0 0 0 i θ3
θ0
0 0 −i θ2
θ1
0
0 i θ1
θ2
0 0
i θ0
θ3
0 0 0
 , ρ0(Y ) =

0 0 −i θ2
θ0
0
0 0 0 − θ3
θ1
i θ0
θ2
0 0 0
0 θ1
θ2
0 0
 .
Then, if (α, β, γ) ∈ S0, for any choice of θ′0, θ′1, θ′2, θ′3 satisfying the version of (7.15) for (α, β, γ), we may define the
representation ρ using (7.16) with primed thetas. It is easy to see that an intertwiner ψ carrying ρ0 to ρ is given by
(7.17) ψ =

θ0/θ
′
0 0 0 0
0 θ1/θ
′
1 0 0
0 0 θ2/θ
′
2 0
0 0 0 θ3/θ
′
3
 .
As a consequence, we obtain a vector ψ−1(ω) in U . However, the construction involved a choice of the θ′j , so it is not
yet well-defined. First, nothing is affected by multiplying all the θ′j by the same scalar, since everything only involves
ratios of the same number of the thetas. So let us assume that θ′0 = 1. Any other choice of θ′1, θ′2, θ′3 must differ by a
transformation
(7.18)

1
θ′1
θ′2
θ′3
 7→

1 0 0 0
0 ε1 0 0
0 0 ε2 0
0 0 0 ε3


1
θ′1
θ′2
θ′3
 ,
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where εi ∈ µ4, and ε1ε2ε3 = ±1. First of all, in the case that εj ∈ {±1} for all j and ε1ε2ε3 = 1, then the matrix
1 0 0 0
0 ε1 0 0
0 0 ε2 0
0 0 0 ε3
 is already in ρ0(H) (and ρ(H), so it will not affect ψ−1(ω). Factoring the group of ε-matrices
(7.18) by this subgroup leaves a group isomorphic to (Z/2)×3. Conjugating ρ0 by the action of this group is easily
verified to send ρ0 to ρ0 ◦ K , where K ⊂ SL2(Z/4) ∼= Out(H) is the kernel of SL2(Z/4) ։ SL2(Z/2). After all,
given any h ∈ H , the elements ikρ0(hX2ℓY 2m) for k, ℓ,m ∈ Z are exactly those that differ from h by a diagonal
matrix. Hence, we obtain a well-defined map from tuples (α, β, γ) ∈ S0 to PU/K .
We claim that the resulting map S0 → PU/K is injective. To see this, note that, since ψ−1 is diagonal, we may
recover α from ψ−1(ω) as follows: Write ψ−1(ω) as a linear combination of terms of the form
(7.19) [xi, xj ]{xk, xℓ}, [xi, xj ]{xk, xℓ}, {xi, xj}[xk, xℓ], {xi, xj}{xk, xℓ},
where, as before, {x, y} := xy + yx is the anticommutator. We see that
(7.20) Coefficient in ψ
−1(ω) of {x0, x1}{x2, x3}
Coefficient in ψ−1(ω) of [x0, x1][x2, x3]
= α.
This does not depend on rescaling ω. Similarly, we may recover β, γ from ψ−1(ω). This proves injectivity.
It remains only to show that the action of SL2(Z/2) is identified with the action given in the theorem of S3 under
an isomorphism SL2(Z/2) ∼= S3. Since S3 clearly acts by automorphisms and faithfully so except at two points,
this must be true, but we give a direct argument. The intertwining action Aut(H,µ4) → PGL(V ) is easily seen to
be given by matrices which are products of diagonal matrices with permutation matrices (just like all the formulas
above).
Thus, we have a map P : Aut(H,µ4) → S4 given by modding by diagonal matrices. On the other hand, we
see that ρ(X2), ρ(Y 2) are diagonal matrices, so that P |Inn(H) descends to a map Q : (Z/2 × Z/2) → S4 under
the quotient Inn(H) ∼= (Z/4 × Z/4) ։ (Z/2 × Z/2). This map Q is an isomorphism onto the normal subgroup
{(ab)(cd)} ∼= (Z/2× Z/2) ⊂ S4, as is clear from (7.16).
As a result, the map P itself descends to a map P : SL2(Z/2)→ S4/(Z/2×Z/2) ∼= S3. This is the isomorphism
sending an element of SL2(Z/2) to the permutation induced on the three nonzero elements of Z/2 × Z/2: after all,
for φ ∈ SL2(Z/2) and w ∈ Z/2× Z/2, we have Q(φ(w)) = P (φ)Q(w). This completes the proof.
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