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Abstract: We consider the limit periodic continued fractions of Stieltjes
1
1−
g1z
1−
g2(1− g1)z
1−
g3(1− g2)z
1− · · · , , z ∈ C, gi ∈ (0, 1) , limi→∞ gi = 1/2, (1)
appearing as Shur–Wall g-fraction representations of certain analytic self
maps of the unit disc |w| < 1, w ∈ C. We precise the convergence behavior
and prove the general convergence [2, p. 564 ] of (1) at the Runckel’s points
of the singular line (1,+∞) It is shown that in some cases the convergence
holds in the classical sense. As a result a counterexample to the Ramanujan
conjecture [1, p. 38-39] stating the divergence of a certain class of limit
periodic continued fractions is constructed.
1. Introduction
Let E be the class of analytic self maps of the unit disc D = {w ∈ C :
|w| < 1}. For e ∈ E we introduce, following Shur [5], the parameters {ti}∞i=0
of e(w) as follows
e0(w) = e(w), t0 = e0(0), en+1(w) =
1
w
en(w)− tn
1− tnen(w)
, tn+1 = en+1(0) .
The recursively defined functions
[w; ti] = ti, [w; tl, . . . , tk] =
tl + w[w; tl+1, . . . , tk]
1 + tlw[w; tl+1, . . . , tk]
, 0 ≤ l < k ,
1
provide then representation of e(w)
e(w) = lim
n→∞
[w; t0, . . . , tn] ,
which convergence uniformly over every compact subset of D.
Let
si(w; t) = ti +
(1− |ti|2)w
tiw + t−1
,
be an infinite sequence of Mo¨bius transformations of the variable t. We define
Sp(w; t) = s0 ◦ s1 ◦ · · · ◦ sp(w; t). The following formula can be easy derived:
[w; t0, . . . , tn] = Sn−1(w; tn), n ≥ 1 and thus e(w) = lim
n→∞
Sn−1(w; tn).
Conversely with each sequence of complex numbers ti with |ti| < 1, i ≥ 0
one can associate an analytic function e(w) in D with sup
|w|<1
|e(w)| ≤ 1 such
that ti are just as above.
We denote by W the set of continued g-fractions of Stieltjes
g(z) =
1
1−
g1z
1−
g2(1− g1)z
1−
g3(1− g2)z
1− · · · , z ∈ C, gi ∈ (0, 1) . (1.1)
Definition 1.1. Let hi(z; t) =
ai
1 + t
, i ≥ 0 be an infinite sequence of Mo¨bius
transformations of the variable t with a0 = 1, a1 = −zg1, ai = −gi(1−gi−1)z,
i ≥ 2 and let Hn(z; t) = h0 ◦ h1 ◦ · · · ◦ hn(z; t). Then the continued fraction
(1.1) is called convergent at the point z ∈ C if the limits
lim
n→∞
Hn(z; 0) = lim
n→∞
Hn(z;∞) ,
exist in the extended complex plane C∞.
As shown in [6, p. 279] the continued fraction (1.1) converges for all z
from the domain C = C− ∪ C+ ∪ (−∞, 1) to an analytic function g(z) with
the property Re(
√
1 + z g(z)) > 0, ∀ z ∈ C.
The Definition 1.1 of convergence is a classical one and is rather unsat-
isfactory as one can imagine situations then Hn(z; t) may converge at many
t, but perhaps not when t is 0 or ∞ (see [2, p. 565]). The following refined
definition of convergence is due to Lisa Jacobsen [3, p. 480]
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Definition 1.2. The continued fraction (1.1) converges generally to a value
α ∈ C∞ at z ∈ C∞ if there exist sequences un and vn in C∞ such that
lim
n→∞
Hn(z; un) = lim
n→∞
Hn(z; vn) = α, lim inf
n→∞
σ(un, vn) > 0 ,
where σ(x, y) is a chordal distance between x, y ∈ C∞.
One can see arbitrary Mo¨bius transformations ln(z) as isometries of the
hyperbolic space H3 [2, p. 559]. Then the above definition is fully justified
by the following geometric result due to Beardon
Theorem 1.3. ([2, p. 567]) A sequence ln of Mo¨bius maps converges gener-
ally to α ∈ C∞ iff ln → α pointwise on H3.
A continued fraction convergent in the classical sense always converges
generally to the same value (one puts un = 0, vn = ∞, n ≥ 0 in Definition
1.2). The next theorem describes the correspondence between functions from
the classes E and W
Theorem 1.4. ([6, p. 289]) Let
w = −1 + 2(1−√1− z)/z, (1.2)
be the conformal mapping of C onto D with a positive square root branch
for z < 1. To every function e(w) ∈ E corresponds a function g(z) ∈ W
according to
1 + w
1− w
1− we(w)
1 + we(w)
= g(z) ,
where the coefficients ti and gi are related by tk−1 = 1− 2gk, k ≥ 1.
2. The Runckel’s points
Let ti, i = 0, 1, . . . be a sequence of real numbers with |ti| < 1. We
assume that
∞∑
i=0
t2i <∞ , (2.1)
and therefore
lim
i→∞
ti = 0 . (2.2)
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Let E ⊂ E be the subset of functions e(w) whose parameters ti satisfy
the above conditions.
Definition 2.1. A point r 6= ±1, |r| = 1 is a Runckel’s point for e(w) ∈ E
if the limit e(r) = lim
n→∞
[r; t0, . . . , tn] exists and is equal to 1.
We note that, according to Runckel [4, p. 98], if in addition to (2.1),
(2.2) there exists a natural p such that
∞∑
i=0
|ti+p− ti| < +∞, then, as k →∞,
[w; t0, . . . , tk] converges uniformly over every compact subset of |w| ≤ 1,
wp 6= 1 to e(w) (analytic in D) continuous and |e(w)| < 1 for all w in |w| ≤ 1,
wp 6= 1. Thus, in this particular case, every Runckel’s point r satisfies rp = 1.
We will see some examples of these functions in Section 3.
The following result concerns the general convergence of g(z) at Runckel’s
points
Theorem 2.2. Let e(w) ∈ E, let r be its Runckel’s point and g(z) ∈ W
be the corresponding g-fraction given by Theorem 1.4. Then g(z) converges
generally at the point
zr = 2(1 + Re(r))
−1 > 1 , (2.3)
which is the image of r by the conformal mapping (1.2) (called also a Runckel’s
point of g(z)).
Proof. The following formula relates the partial approximants of the frac-
tions e(z) and g(z) (see Theorem 78.1, [6])
1 + w
1− w
1− wSn(w; t)
1 + wSn(w; t)
= Hn+1(p(w); ln+1(w; t)),
Hn+1(p(w); lp+1(w; t)) = h0 ◦ h1(p(w); t) ◦ h2(p(w); t) ◦ · · ·
· · · ◦ hn+1(p(w); ln+1(w; t)), n ≥ 1 ,
(2.4)
where ln+1(w; t) = −2(1− gn+1)(1− t)w
(1− wt)(1 + w) , p(w) = 4w
2/(1 + w)2.
Let r and zr be the Runckel’s points of e(w) and g(z) respectively as
given in (2.3). We note that the parameters tk−1 = 1−2gk are real thus e(w)
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always has two complex Runckel’s points r and r, r 6= r corresponding to
unique zr = p(r) = p(r) > 1 belonging to the singular line of the continued
fraction g(z). Putting t = tn+1, w = r, r, z = zr in (2.4) and taking the limit
as n→∞ we obtain
lim
n→∞
Hn+1(zr, un+1) = lim
n→∞
Hn+1(zr, vn+1) = 1 , (2.5)
with un+1 = vn+1 = ln+1(r; tn+1). Finally one observes that lim inf
n→∞
σ(un, vn) >
0 that leads to the general convergence of g(z) at z = zr. ✷
The sequence Hn(zr; 0), n ≥ 1 can be still divergent in C∞ i.e g(z) being
divergent at z = zr in the classical sense. Nevertheless we have the following
result
Lemma 2.2. One has
min{|Hn(zr; 0)− 1|, |Hn+1(zr; 0)− 1|} → 0, as n→∞ . (2.6)
Proof.
To see it we follow the Beardon’s geometric method described in [2].
Let γ0,∞ be the vertical geodesic in H
3 with endpoints 0 and ∞, let γun,vn
be the geodesic with endpoints un and vn. One checks that the hyperbolic
distance d between γ0,∞ and γun,vn always satisfies d > 0. Since Hn(zr; t)
are isometries of H3, the distance between Hn(zr; γ0,∞) and Hn(zr; γun,vn) is
also d. According to (2.5), as n → ∞ the geodesic Hn(zr; γun,vn) shrinks to
the point 1 ∈ C∞ and thus min{|Hn+1(zr; 0)− 1|, |Hn+1(zr;∞)− 1|} → 0 as
n→∞ that gives (2.6). ✷
We denote dist(X, Y ) the Euclidean distance between two subsets X, Y ⊂
C∞.
The following theorem describes the possible limit behavior of the se-
quence Hn(zr; 0) as n→∞.
Theorem 2.3. lim
n→∞
dist(Hn(zr; 0), {1,
(
1 + r
1− r
)2
}) = 0
Proof. Putting t = 1, w = r in (2.4) one obtains
1 + r
1− r
1− r[r; t0, t1, . . . , tn, 1]
1 + r[r; t0, t1, . . . , tn, 1]
= Hn+1(zr; 0) . (2.7)
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We define Aν , Cν , A˜n, C˜n by the following formulas
A0 = 1, C0 = t0,
Aν+1 = Aν + tν+1r
ν+1C¯ν ,
Cν+1 = Cν + tν+1r
ν+1A¯ν , 0 ≤ ν ≤ n− 1,
A˜n = An + r
n+1C¯n, C˜n = Cn + r
n+1A¯n .
(2.8)
Then, as follows from [4, p. 99], we have
[r; t0, t1, . . . , tν ] =
Cν
Aν
, 1 ≤ ν ≤ n, [r; t0, t1, . . . , tn, 1] = C˜n
A˜n
,
and
1−
∣∣∣∣CnAn
∣∣∣∣
2
=
Pn
|An|2 . (2.9)
C˜n
A˜n
− Cn
An
=
Pn
AνA˜n
, (2.10)
where Pn =
n∏
k=0
(1− t2k).
According to Shur [6, p. 138]
C˜n = r
ν+1 ¯˜An , (2.11)
that gives in particular |C˜n| = |A˜n|, n ≥ 1.
In view of lim
n→∞
Cn/An = 1 the formula (2.9) implies that lim
n→∞
An =
lim
n→∞
Cn = ∞) and lim
n→∞
(An − Cn) = 0 since Pn is bounded from zero by
(2.1). We have also A˜n, C˜n 6= 0, ∀n by |Cn| < |An|.
If A˜n is bounded from zero as n → ∞, then lim
n→∞
C˜n/A˜n = 1 according
to (2.10) and the Theorem 2.3 is proved. Let now assume that there ex-
ists an infinite sequence of ν, ν1 < ν2 < · · · such that lim
i→∞
A˜νi = 0. Then,
as seen from (2.8) and lim
n→∞
Cn/An = 1 , as i → ∞, arg(Aνi) is close to
(pi + arg(rνi+1))/2, mod (pi) and arg(A˜νi) is close to one of the follow-
ing values: {arg(Aνi) ± pi/2, arg(Aνi), arg(Aνi) + pi}. By (2.11) that implies
lim
i→∞
dist(C˜νi/A˜νi, {1,−1}) = 0. The result follows then from (2.7). ✷
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3. The Ramanujan’s conjecture on the con-
vergence of limit periodic continued fractions
It is interesting to find examples of functions e(w) ∈ E with the classical
convergence at the Runckel’s points.
We define ep(w) = (1 + w
p)/2, p ∈ N. Then, as shown in [5, p. 142] (see
also [4, p. 106]),
ep(w) = [w; t0, 0, . . . , 0, t1, . . . , 0, t2, 0, . . . ],
t0 = 1/2, tn = 2/(2n+ 1), n ≥ 1 ,
where p − 1 zeros are added between tn and tn+1. According to Shur the
function ep(w) ∈ E is continuous in |w| ≤ 1 with Runckel’s points w given
by the roots of wp = 1, w 6= ±1. The coefficients gi of the corresponding to
ep(w) continued fraction gp(z) are defined by relations gk = (1− tk−1)/2 and
g1 =
1
4
, g1+l =
1
2
, l 6≡ 0 mod (p), g1+pk = 2k − 1
2(2k + 1)
, k ≥ 1 .
Introducing the parameters b1 = g1, bi = gi(1− gi−1), i ≥ 2 one obtains
b1 =
1
4
, b2 =
3
8
, b1+l =
1
4
, l 6≡ 0, 1 mod (p), b1+pk = 1
4
2k − 1
2k + 1
,
b2+pk =
1
4
2k + 3
2k + 1
, k ≥ 1 .
In particular lim
i→∞
bi = 1/4.
The continued fractions gp(z) has the Runckel’s point zp = cos
−2(pi/p) > 1
corresponding to r = exp(2pii/p) – the Runckel’s point of ep(w).
Repeating the arguments used in the proof of Theorem 2.3 it is easy to
show that for every odd p > 1 the limit periodic continued fractions
gp(zp) =
1
1−
b1zp
1−
b2zp
1−
b3zp
1− · · · , limi→∞ bizp = zp/4 > 1/4 ,
converges to 1 and is divergent by oscillations if p is even.
Indeed, as seen from formulas (2.8), the coefficients Aν , Cν are always
real and positive for ν ≥ 0 and thus A˜ν = Aν + rν+1C¯ν , r = exp(2pii/p) is
bounded or not from 0 as ν →∞ depending on whether p is odd or even.
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In the simplest case p = 3 the above continued fraction takes the form
1
1−
1
1−
3/2
1−
1
1−
1/3
1−
5/3
1−
1
1−
3/5
1−
7/5
1−
1
1−
5/7
1−
9/7
1−
1
1−
7/9
1−
11/9
1−
1
1− · · · ,
and converges to 1.
For a general limit periodic continued fraction
1
1−
a1
1−
a2
1− · · · , ,
given by a sequence of real parameters ai, i ≥ 1 such that lim
i→∞
ai = a > 1/4
Ramanujan stated that it is always divergent (see [1, p. 38-39] for details).
The above continued fraction represents a counterexample to this conjecture.
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