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Abstract
One of the beauties of the projected gradient descent method lies in its rather simple
mechanism and yet stable behavior with inexact, stochastic gradients, which has led to
its wide-spread use in many machine learning applications. However, once we replace the
projection operator with a simpler linear program, as is done in the Frank-Wolfe method,
both simplicity and stability take a serious hit. The aim of this paper is to bring them back
without sacrificing the efficiency. In this paper, we propose the first one-sample stochastic
Frank-Wolfe algorithm, called 1-SFW, that avoids the need to carefully tune the batch size,
step size, learning rate, and other complicated hyper parameters. In particular, 1-SFW
achieves the optimal convergence rate of O(1/2) for reaching an -suboptimal solution in the
stochastic convex setting, and a (1− 1/e)−  approximate solution for a stochastic monotone
DR-submodular maximization problem. Moreover, in a general non-convex setting, 1-SFW
finds an -first-order stationary point after at most O(1/3) iterations, achieving the current
best known convergence rate. All of this is possible by designing a novel unbiased momentum
estimator that governs the stability of the optimization process while using a single sample at
each iteration.
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1 Introduction
Projection-free methods, also known as conditional gradient methods or Frank-Wolfe (FW)
methods, have been widely used for solving constrained optimization problems [Frank and Wolfe,
1956, Jaggi, 2013, Lacoste-Julien and Jaggi, 2015]. Indeed, extending such methods to the
stochastic setting is a challenging task as it is known that FW-type methods are highly sensitive
to stochasticity in gradient computation [Hazan and Kale, 2012]. To resolve this issue several
stochastic variants of FW methods have been studied in the literature [Hazan and Kale, 2012,
Hazan and Luo, 2016, Reddi et al., 2016, Lan and Zhou, 2016, Braun et al., 2017, Hassani et al.,
2019, Shen et al., 2019a, Yurtsever et al., 2019]. In all these stochastic methods, the basic idea is
to provide an accurate estimate of the gradient by using some variance-reduction techniques that
typically rely on large mini-batches of samples where the size grows with the number of iterations
or is reciprocal of the desired accuracy. A growing mini-batch, however, is undesirable in practice
as requiring a large collection of samples per iteration may easily prolong the duration of each
iterate without updating optimization parameters frequently enough Defazio and Bottou [2018].
A notable exception to this trend is the the work of Mokhtari et al. [2018b] which employs a
momentum variance-reduction technique requiring only one sample per iteration; however, this
method suffers from suboptimal convergence rates. At the heart of this paper is the answer to
the following question:
Can we achieve the optimal complexity bounds for a stochastic variant of Frank-Wolfe
while using a single stochastic sample per iteration?
We show that the answer to the above question is positive and present the first projection-free
method that requires only one sample per iteration to update the optimization variable and yet
achieves the optimal complexity bounds for convex, nonconvex, and monotone DR-submodular
settings.
More formally, we focus on a general non-oblivious constrained stochastic optimization problem
min
x∈K
F (x) , min
x∈K
Ez∼p(z;x)[F˜ (x; z)], (1)
where x ∈ Rd is the optimization variable, K ⊆ Rd is the convex constraint set, and the objective
function F : Rd → R is defined as the expectation over a set of functions F˜ . The function
F˜ : Rd ×Z → R is determined by x and a random variable z ∈ Z with distribution z ∼ p(z;x).
We refer to problem (1) as a non-oblivious stochastic optimization problem as the distribution of
the random variable z depends on the choice of x. When the distribution p is independent of x,
we are in the standard oblivious stochastic optimization regime where the goal is to solve
min
x∈K
F (x) , min
x∈K
Ez∼p(z)[F˜ (x; z)]. (2)
Hence, the oblivious problem (2) can be considered as a special case of the non-oblivious problem
(1). Note that non-oblivious stochastic optimization has broad applications in machine learning,
including multi-linear extension of a discrete submodular function [Hassani et al., 2019], MAP
inference in determinantal point processes (DPPs) [Kulesza et al., 2012], and reinforcement
learning [Sutton and Barto, 2018, Shen et al., 2019b].
Our goal is to propose an efficient FW-type method for the non-oblivious optimization problem
(1). Here, the efficiency is measured by the number of stochastic oracle queries, i.e., the sample
2
Table 1: Convergence guarantees of stochastic Frank-Wolfe methods for constrained convex
minimization
Ref. batch complexity oblivious non-oblivious
[Hazan and Kale, 2012] O(1/2) O(1/4) X 7
[Hazan and Luo, 2016] O(1/2) O(1/3) X 7
[Mokhtari et al., 2018b] 1 O(1/3) X 7
[Yurtsever et al., 2019] O(1/) O(1/2) X 7
[Hassani et al., 2019] O(1/) O(1/2) X X
This paper 1 O(1/2) X X
Table 2: Convergence guarantees of stochastic Frank-Wolfe methods for non-convexminimization
Ref. batch complexity oblivious non-oblivious
[Hazan and Luo, 2016] O(1/2) O(1/4) X 7
[Hazan and Luo, 2016] O(1/4/3) O(1/10/3) X 7
[Shen et al., 2019a] O(1/) O(1/3) X 7
[Yurtsever et al., 2019] O(1/) O(1/3) X 7
[Hassani et al., 2019] O(1/) O(1/3) X X
This paper 1 O(1/3) X X
Table 3: Convergence guarantees for stochastic monotone continuous DR-submodular
function maximization
Ref. batch utility complexity
[Hassani et al., 2017] 1 (1/2)OPT− O(1/2)
[Mokhtari et al., 2018b] 1 (1− 1/e)OPT− O(1/3)
[Hassani et al., 2019] O(1/) (1− 1/e)OPT− O(1/2)
This paper 1 (1− 1/e)OPT− O(1/2)
complexity of z. As we mentioned earlier, among the stochastic variants of FW, the momentum
stochastic Frank-Wolfe method proposed in [Mokhtari et al., 2018a,b] is the only method that
requires only one sample per iteration. However, the stochastic oracle complexity of this algorithm
is suboptimal, i.e., O(1/3) stochastic queries are required for both convex minimization and
monotone DR-submodular maximization problems. This suboptimal rate is due to the fact that
the gradient estimator in momentum FW is biased and it is necessary to use a more conservative
averaging parameter to control the effect of the bias term.
Theoretical results of 1-SFW and other related works are summarized in Tables 1-3. These
results show that 1-SFW attains the optimal or best known complexity bounds in all the considered
settings, while requiring only one single stochastic oracle query per iteration and avoiding large
batch sizes altogether.
To resolve this issue, we propose a one-sample stochastic Frank-Wolfe method, called 1-SFW,
which modifies the gradient approximation in momentum FW to ensure that the resulting gradient
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estimation is an unbiased estimator of the gradient (Section 3). This goal has been achieved by
adding an unbiased estimator of the gradient variation ∆t = ∇F (xt)−∇F (xt−1) to the gradient
approximation vector (Section 3.1). We later explain why coming up with an unbiased estimator
of the gradient difference ∆t could be a challenging task in the non-oblivious setting and show how
we overcome this difficulty (Section 3.2). We also characterize the convergence guarantees of 1-SFW
for convex minimization, nonconvex minimization and monotone DR-submodular maximization
(Section 4). In particular, we show that 1-SFW achieves the optimal convergence rate of O(1/2) for
reaching an -suboptimal solution in the stochastic convex setting, and a (1−1/e)− approximate
solution for a stochastic monotone DR-submodular maximization problem. Moreover, in a general
non-convex setting, 1-SFW finds an -first-order stationary point after at most O(1/3) iterations,
achieving the current best known convergence rate. Finally, we study the oblivious problem in (2)
and show that our proposed 1-SFW method becomes significantly simpler and the corresponding
theoretical results hold under less strict assumptions. We further highlight the similarities between
the variance reduced method in [Cutkosky and Orabona, 2019] also known as STORM and the
oblivious variant of 1-SFW. Indeed, our algorithm has been originally inspired by STORM.
2 Related Work
As a projection-free algorithm, Frank-Wolfe method [Frank and Wolfe, 1956] has been studied
for both convex optimization [Jaggi, 2013, Lacoste-Julien and Jaggi, 2015, Garber and Hazan,
2015, Hazan and Luo, 2016, Mokhtari et al., 2018b] and non-convex optimization problems
[Lacoste-Julien, 2016, Reddi et al., 2016, Mokhtari et al., 2018c, Shen et al., 2019b, Hassani et al.,
2019]. In large-scale settings, distributed FW methods were proposed to solve specific problems,
including optimization under block-separable constraint set [Wang et al., 2016], and learning
low-rank matrices [Zheng et al., 2018]. The communication-efficient distributed FW variants were
proposed for specific sparse learning problems in Bellet et al. [2015], Lafond et al. [2016], and for
general constrained optimization problems in [Zhang et al., 2019]. Zeroth-order FW methods
were studied in [Sahu et al., 2018, Chen et al., 2019].
Several works have studied different ideas for reducing variance in stochastic settings. The
SVRG method was proposed by Johnson and Zhang [2013] for the convex setting and then
extended to the nonconvex setting by several other works [Allen-Zhu and Hazan, 2016, Reddi
et al., 2016, Zhou et al., 2018]. The StochAstic Recursive grAdient algoritHm (SARAH) was
studied in [Nguyen et al., 2017a,b]. Then as a variant of SARAH, the Stochastic Path-Integrated
Differential Estimator (SPIDER) technique was proposed by Fang et al. [2018]. Based on SPIDER,
various algorithm for convex and non-convex optimization problems have been studied [Shen
et al., 2019a, Hassani et al., 2019, Yurtsever et al., 2019].
In this paper, we also consider optimizing an important subclass of non-convex objectives,
known as continuous DR-submodular functions that generalize the diminishing returns property
to the continuous domains. Continuous DR-submodular functions can be minimized exactly
[Bach, 2015, Staib and Jegelka, 2017], and maximized approximately [Bian et al., 2017b,a, Hassani
et al., 2017, Mokhtari et al., 2018a]. They have interesting applications in machine learning,
including experimental design [Chen et al., 2018], MAP inference in determinantal point processes
(DPPs) [Kulesza et al., 2012], and mean-field inference in probabilistic models [Bian et al., 2018].
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3 One Sample SFW Algorithm
In this section, we introduce our proposed one sample SFW (1-SFW) method. We first present the
mechanism for computing a variance reduced unbiased estimator of the gradient ∇F (xt). Then,
we explain the procedure for computing an unbiased estimator of the gradient variation ∆t =
∇F (xt)−∇F (xt−1) in a non-oblivious setting which is required for the gradient approximation
of 1-SFW. Then, we present the complete description of our proposed method.
3.1 Stochastic gradient approximation
In our work, we build on the momentum variance reduction approach proposed in [Mokhtari
et al., 2018a,b] to reduce the variance of the one-sample method. To be more precise, in the
momentum FW method [Mokhtari et al., 2018a], we update the gradient approximation dt at
round t according to the update
dt = (1− ρt)dt−1 + ρt∇F˜ (xt; zt), (3)
where ρt is the averaging parameter and ∇F˜ (xt; zt) is a one-sample estimation of the gradient.
Since dt is a weighted average of the previous gradient estimation dt−1 and the newly updated
stochastic gradient, it has a lower variance comparing to one-sample estimation ∇F˜ (xt; zt). In
particular, it was shown by Mokhtari et al. [2018a] that the variance of gradient approximation
in (3) approaches zero at a sublinear rate of O(t−2/3). The momentum approach reduces the
variance of gradient approximation, but it leads to a biased gradient approximation, i.e., dt is not
an unbiased estimator of the gradient ∇F (xt). Consequently, it is necessary to use a conservative
averaging parameter ρt for momentum FW to control the effect of the bias term which leads to a
sublinear error rate of O(t−1/3) and overall complexity of O(1/3).
To resolve this issue and come up with a fast momentum based FW method for the non-
oblivious problem in (1), we slightly modify the gradient estimation in (3) to ensure that the
resulting gradient estimation is an unbiased estimator of the gradient ∇F (xt). Specifically, we add
the term ∆˜t, which is an unbiased estimator of the gradient variation ∆t = ∇F (xt)−∇F (xt−1),
to dt−1. This modification leads to the following gradient approximation
dt = (1− ρt)(dt−1 + ∆˜t) + ρt∇F˜ (xt; zt). (4)
To verify that dt is an unbiased estimator of ∇F (xt) we can use a simple induction argument.
Assuming that dt−1 is an unbiased estimator of ∇F (xt) and ∆˜t is an unbiased estimator of
∇F (xt)−∇F (xt−1) we have E[dt] = (1− ρt)(∇F (xt−1) + (∇F (xt)−∇F (xt−1))) + ρt∇F (xt) =
∇F (xt). Hence, the gradient approximation in (4) leads to an unbiased approximation of the
gradient. Let us now explain how to compute an unbiased estimator of the gradient variation
∆t = ∇F (xt)−∇F (xt−1) for a non-oblivious setting.
3.2 Gradient variation estimation
The most natural approach for estimating the gradient variation ∆t = ∇F (xt) − ∇F (xt−1)
using only one sample z is computing the difference of two consecutive stochastic gradients, i.e.,
∇F˜ (xt; z)−∇F˜ (xt−1; z). However, this approach leads to an unbiased estimator of the gradient
variation ∆t only in the oblivious setting where p(z) is independent of the choice of x, and would
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introduce bias in the more general non-oblivious case. To better highlight this issue, assume that
z is sampled according to distribution p(z;xt). Note that ∇F˜ (xt; z) is an unbiased estimator
of ∇F (xt), i.e., E[∇F (xt; z)] = ∇F (xt), however, ∇F˜ (xt−1; z) is not an unbiased estimator of
∇F (xt−1) since p(z;xt−1) may be different from p(z;xt).
To circumvent this obstacle, an unbiased estimator of ∆t was introduced in Hassani et al.
[2019]. To explain their proposal for approximating the gradient variation using only one sample,
note that the difference ∆t = ∇F (xt)−∇F (xt−1) can be written as
∆t =
∫ 1
0
∇2F (xt(a))(xt − xt−1)da =
[∫ 1
0
∇2F (xt(a))da
]
(xt − xt−1),
where xt(a) = axt + (1 − a)xt−1 for a ∈ [0, 1]. According to this expression, one can find an
unbiased estimator of
∫ 1
0 ∇2F (xt(a))da and use its product with (xt − xt−1) to find an unbiased
estimator of ∆t. It can be easily verified that ∇2F (xt(a))(xt − xt−1) is an unbiased estimator of
∆t if a is chosen from [0, 1] uniformly at random. Therefore, all we need is to come up with an
unbiased estimator of the Hessian ∇2F .
By basic calculus, we can show that ∀x ∈ K and z with distribution p(z;x), the matrix
∇˜2F (x; z) defined as
∇˜2F (x; z) = F˜ (x; z)[∇ log p(z;x)][∇ log p(z;x)]> +∇2F˜ (x; z) + [∇F˜ (x; z)][∇ log p(z;x)]>
+ F˜ (x; z)∇2 log p(z;x) + [∇ log p(z;x)][∇F˜ (x; z)]>, (5)
is an unbiased estimator of ∇2F (x). Note that the above expression requires only one sample of
z. As a result, we can construct ∆˜t as an unbiased estimator of ∆t using only one sample
∆˜t , ∇˜2t (xt − xt−1), (6)
where ∇˜2t = ∇˜2F (xt(a); zt(a)), and zt(a) follows the distribution p(zt(a);xt(a)). By using this
procedure, we can indeed compute the vector dt in (4) with only one sample of z per iteration.
We note that if we only use one sample of z per iteration, i.e., zt = zt(a), the stochastic
gradient in (3) becomes ∇F˜ (xt; zt(a)). It is not an unbiased estimator of ∇F (xt), since ∇F (xt) =
Ez∼p(z;xt)F˜ (xt; z), while zt(a) ∼ p(z;xt(a)). Through a completely different analysis from the
ones in [Mokhtari et al., 2018a, Hassani et al., 2019], we show that the modified dt is still a good
gradient estimation (Lemma 2), which allows the establishment of the optimal stochastic oracle
complexity for our proposed algorithm.
Another issue of this scheme is that in (5) and (6), we need to calculate ∇2F˜ (xt(a); zt(a))(xt−
xt−1) and ∇2 log p(xt(a); zt(a))(xt − xt−1), where computation of Hessian is involved. When
exact Hessian is not accessible, however, we can resort to an approximation by the difference of
two gradients.
Precisely, for any function ψ : Rd → R, any vector u ∈ Rd with ‖u‖≤ D, and some δ > 0
small enough, we have
φ(δ;ψ) , ∇ψ(x + δu)−∇ψ(x− δu)
2δ
≈ ∇2ψ(x)u.
If we assume that ψ is L2-second-order smooth, i.e., ‖∇2ψ(x)−∇2ψ(y))‖≤ L2‖x−y‖, ∀x,y ∈ Rd,
we can upper bound the approximation error quantitatively:
‖∇2ψ(x)u− φ(δ;ψ)‖= ‖∇2ψ(x)u−∇2ψ(x˜)u)‖≤ D2L2δ, (7)
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where x˜ is obtained by the mean-value theorem. In other words, the approximation error can be
sufficiently small for proper δ. So we can estimate ∆t by
∆˜t = F˜ (x; z)[∇ log p(z;x)][∇ log p(z;x)]>ut + φ(δt, F˜ (x; z)) + [∇F˜ (x; z)][∇ log p(z;x)]>ut
+ F˜ (x; z)φ(δt, log p(z,x)) + [∇ log p(z;x)][∇F˜ (x; z)]>ut, (8)
where ut = xt − xt−1, x, z, δt are chosen appropriately. We also note that since computation of
gradient difference has a complexity of O(d), while that for Hessian is O(d2), this approximation
strategy can also help to accelerate the optimization process.
3.3 Variable update
Once the gradient approximation dt is computed, we can follow the update of conditional gradient
methods for computing the iterate xt. In this section, we introduce two different schemes for
updating the iterates depending on the problem that we aim to solve.
For minimizing a general (non-)convex function using one sample stochastic FW, we update
the iterates according to the update
xt+1 = xt + ηt(vt − xt), where vt = arg min
v∈K
{v>dt}. (9)
In this case, we find the direction that minimizes the inner product with the current gradient
approximation dt over the constraint set K, and the updated variable xt+1 by descending in the
direction of vt − xt with step size ηt.
For monotone DR-submodular maximization, the update rule is slightly different, and a
stochastic variant of the continuous greedy method [Vondrák, 2008] can be used. Using the
same stochastic estimator dt as in the (non-)convex case, the update rule for DR-Submodular
optimization is given by
xt+1 = xt + ηtvt, where vt = arg max
v∈K
{v>dt} (10)
where ηt = 1/T . Note that in this case we find the direction that maximizes the inner product
with the current gradient approximation dt over the constraint set K, and move towards that
direction with step size ηt = 1/T . Hence, if we start from the origin, after T steps the outcome
will be a feasible point as it can be written as the average of T feasible points.
The description of our proposed 1-SFW method for smooth (non-)convex minimization as well
as monotone DR-submodular maximization is outlined in (1).
4 Main Results
Before presenting the convergence results of our algorithm, we first state our assumptions on the
constraint set K, the stochastic function F˜ , and the distribution p(z;x).
Assumption 1. The constraint set K ⊆ Rd is compact with diameter D = maxx,y∈K‖x − y‖,
and radius R = maxx∈K‖x‖.
Assumption 2. The stochastic function F˜ (x; z) has uniformly bounded function value, i.e.,
|F˜ (x; z)|≤ B for all x ∈ K, z ∈ Z.
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Algorithm 1 One-Sample SFW
Input: Step sizes ρt ∈ (0, 1), ηt ∈ (0, 1), initial point x1 ∈ K, total number of iterations T
Output: xT+1 or xo, where xo is chosen from {x1,x2, · · · ,xT } uniformly at random
1: for t = 1, 2, . . . , T do
2: if t = 1 then
3: Sample a point z1 according to p(z1,x1)
4: Compute d1 = ∇F˜ (x1; z1)
5: else
6: Choose a uniformly at random from [0, 1]
7: Compute xt(a) = axt + (1− a)xt−1
8: Sample a point zt according to p(z;xt(a))
9: Compute ∆˜t either by ∇˜2t = ∇˜2F (xt(a); zt) based on (5) and ∆˜t = ∇˜2t (xt − xt−1)
(Exact Hessian Option); or by Eq. (8) with x = xt(a), z = zt (Gradient Difference Option)
10: dt = (1− ρt)(dt−1 + ∆˜t) + ρt∇F˜ (xt, zt)
11: end if
12: (non-)convex min.: Update xt+1 based on (9)
13: DR-sub. max.: Update xt+1 based on (10)
14: end for
Assumption 3. The stochastic gradient ∇F˜ has uniformly bound norm, i.e., ‖∇F˜ (x; z)‖≤
GF˜ , ∀x ∈ K, ∀z ∈ Z. The norm of the gradient of log p has bounded fourth-order moment, i.e.,
Ez∼p(z;x)‖∇ log p(z;x)‖4≤ G4p. We also define G = max{GF˜ , Gp}.
Assumption 4. The stochastic Hessian ∇2F˜ has uniformly bounded spectral norm: ‖∇2F˜ (x; z)‖≤
LF˜ , ∀x ∈ K,∀z ∈ Z. The spectral norm of the Hessian of log p has bounded second-order moment:
Ez∼p(z;x)‖∇2 log p(z;x)‖2≤ L2p. We also define L = max{LF˜ , Lp}.
We note that in Assumptions 2-4, we assume that the stochastic function F˜ has uniformly
bounded function value, gradient norm, and second-order differential. Moreover, with these
assumptions, we can establish an upper bound for the second-order moment of the spectral norm
of the Hessian estimator ∇˜2F (x; z), which is defined in (5).
Lemma 1. [Lemma 7.1 of [Hassani et al., 2019]] Under Assumptions 2-4, for all x ∈ K, we have
Ez∼p(z;x)[‖∇˜2F (x; z)‖2] ≤ 4B2G4 + 16G4 + 4L2 + 4B2L2 , L¯.
Note that the result in Lemma (1) also implies the L¯-smoothness of F , since
‖∇2F (x)‖2= ‖Ez∼p(z;x)[∇˜2F (x; z)]‖2≤ Ez∼p(z;x)[‖∇˜2F (x; z)‖2] ≤ L¯2.
In other words, the conditions in Assumptions 2-4 implicitly imply that the objective function F
is L¯-smooth.
To establish the convergence guarantees for our proposed 1-SFW algorithm, the key step is to
derive an upper bound on the errors of the estimated gradients. To do so, we prove the following
lemma, which provides the required upper bounds in different settings of parameters.
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Lemma 2. Consider the gradient approximation dt defined in (4). Under Assumptions 1-4, if we
run Algorithm 1 with Exact Hessian Option in Line 9, and with parameters ρt = (t− 1)−α, ∀t ≥ 2,
and ηt ≤ t−α,∀t ≥ 1 for some α ∈ (0, 1], then the gradient estimation dt satisfies
E[‖∇F (xt)− dt‖2] ≤ Ct−α, (11)
where the constant C is given by
C=max
{
2(2G+DL¯)2
2−2−α−α ,
[
2
2−2−α−α
]4
, [2D(L¯+L)]4
}
.
Lemma (2) shows that with appropriate parameter setting, the gradient error converges to
zero at a rate of t−α. With this unifying upper bound, we can obtain the convergence rates of
our algorithm for different kinds of objective functions.
If in the update of 1-SFW we use the Gradient Difference Option in Line 9 of Algorithm 1 to
estimate ∆˜t, as pointed out above, we need one further assumption on second-order smoothness
of the functions F˜ and log p.
Assumption 5. The stochastic function F˜ is uniformly L2,F˜ - second-order smooth: ‖∇2F˜ (x; z)−
∇2F˜ (y; z)‖≤ L2,F˜ ‖x− y‖, ∀x,y ∈ K,∀z ∈ Z. The log probability log p(z;x) is uniformly L2,p-
second-order smooth: ‖∇2 log p(z;x)−∇2 log p(z;y)‖≤ L2,p‖x−y‖, ∀x,y ∈ K, ∀z ∈ Z. We also
define L2 = max{L2,F˜ , L2,p}.
We note that under (5), the approximation bound in (7) holds for both F˜ and log p. So for
δt sufficiently small, the error introduced by the Hessian approximation can be ignored. Thus
similar upper bound for errors of estimated gradient still holds.
Lemma 3. Consider the gradient approximation dt defined in (4). Under Assumptions 1-
5, if we run Algorithm 1 with Gradient Difference Option in Line 9, and with parameters
ρt = (t− 1)−α, δt =
√
3ηt−1L¯
DL2(1+B)
, ∀t ≥ 2, and ηt ≤ t−α, ∀t ≥ 1 for some α ∈ (0, 1], then the gradient
estimation dt satisfies
E[‖∇F (xt)− dt‖2] ≤ Ct−α, (12)
where the constant C is given by
C = max
{
8(D2L¯2 +G2 +GDL¯)
2−2−α−α ,
(
2
2−2−α−α
)4
, [4D(L¯+L)]4
}
.
Lemma 3 shows that with Gradient Difference Optionin Line 9 of Algorithm 1, the error of
estimated gradient can obtain the same order of convergence rate as that with Exact Hessian
Option. So in the following three subsections, we will present the theoretical results of our
proposed 1-SFW algorithm with Exact Hessian Option, for convex minimization, non-convex
minimization, and monoton DR-submodular maximization, respectively. The results of Gradient
Difference Option only differ in a factor of constant.
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4.1 Convex Minimization
For convex minimization problems, to obtain an -suboptimal solution, (1) only requires at most
O(1/2) stochastic oracle queries, and O(1/2) linear optimization oracle calls. Or precisely, we
have
Theorem 1 (Convex). Consider the 1-SFW method outlined in Algorithm 1 with Exact Hessian
Option in Line 9. Further, suppose the conditions in Assumptions 1-4 hold, and assume that F is
convex on K. Then, if we set the algorithm parameters as ρt = (t− 1)−1 and ηt = t−1, then the
output is feasible xT+1 ∈ K and satisfies
E[F (xT+1)− F (x∗)] ≤ 2
√
CD√
T
+
L¯D2(1 + lnT )
2T
,
where C = max{4(2G+DL¯)2, 256, [2D(L¯+ L)]4}, and x∗ is a minimizer of F on K.
The result in Theorem 1 shows that the proposed one sample stochastic Frank-Wolfe method,
in the convex setting, has an overall complexity of O(1/2) for finding an -suboptimal solution.
Note that to prove this claim we used the result in Lemma 2 for the case that α = 1, i.e., the
variance of gradient approximation converges to zero at a rate of O(1/t).
4.2 Non-Convex Minimization
For non-convex minimization problems, showing that the gradient norm approaches zero, i.e.,
‖∇F (xt)‖→ 0, implies convergence to a stationary point in the unconstrained setting. Thus, it
is usually used as a measure for convergence. In the constrained setting, however, the norm of
gradient is not a proper measure for defining stationarity and we instead used the Frank-Wolfe
Gap [Jaggi, 2013, Lacoste-Julien, 2016], which is defined by
G(x) = max
v∈K
〈v − x,−∇F (x)〉.
We note that by definition, G(x) ≥ 0, ∀x ∈ K. If some point x ∈ K satisfies G(x) = 0, then it is a
first-order stationary point.
In the following theorem, we formally prove the number of iterations required for one sample
stochastic FW to find an -first-order stationary point in expectation, i.e., a point x that satisfies
E[G(x)] ≤ .
Theorem 2 (Non-Convex). Consider the 1-SFW method outlined in Algorithm 1 with Exact
Hessian Option in Line 9. Further, suppose the conditions in Assumptions 1-4 hold. Then, if
we set the algorithm parameters as ρt = (t− 1)−2/3, and ηt = T−2/3, then the output is feasible
xo ∈ K and satisfies
E[G(xo)] ≤ 2B + 3
√
CD/2
T 1/3
+
L¯D2
2T 2/3
,
where the constant C is given by
C=max
2(2G+DL¯)24
3 − 2−
2
3
,
[
2
4
3 − 2−
2
3
]4
, [2D(L¯+L)]4
.
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We remark that Theorem (2) shows that Algorithm 1 finds an -first order stationary points
after at most O(1/3) iterations, while uses exactly one stochastic gradient per iteration. Note
that to obtain the best performance guarantee in Theorem (2), we used the result of Lemma 2
for the case that α = 2/3, i.e., the variance of gradient approximation converges to zero at a rate
of O(T−2/3).
4.3 Monotone DR-Submodular Maximization
In this section, we focus on the convergence properties of one-sample stochastic Frank-Wolfe or
one-sample stochastic Continuous Greedy for solving a monotone DR-submodular maximization
problem. Consider a differentiable function F : X → R≥0, where the domain X ,
∏d
i=1Xi, and
each Xi is a compact subset of R≥0. We say F is continuous DR-submodular if for all x,y ∈ X
that satisfy x ≤ y and every i ∈ {1, 2, · · · , d}, we have ∂F∂xi (x) ≥ ∂F∂xi (y).
An important property of continuous DR-submodular function is the concavity along the
non-negative directions [Calinescu et al., 2011, Bian et al., 2017b]: for all x,y ∈ X such that
x ≤ y, we have F (y) ≤ F (x) + 〈∇F (x),y − x〉. We say F is monotone if for all x,y ∈ X such
that x ≤ y, we have F (x) ≤ F (y).
For continuous DR-submodular maximization, it has been shown that approximated solution
within a factor of (1− e−1 + ) can not be obtained in polynomial time [Bian et al., 2017b]. As a
result, we analyze the convergence rate for the tight (1− e−1)OPT approximation. To achieve a
(1 − e−1)OPT −  approximation guarantee, our proposed algorithm requires at most O(1/2)
stochastic oracle queries, and O(1/2) linear optimization oracle calls, as we show in the following
theorem.
Theorem 3 (Submodular). Consider the 1-SFW method outlined in Algorithm 1 with Exact
Hessian Option in Line 9 for maximizing DR-Submodular functions. Further, suppose the
conditions in Assumptions 1-4 hold, and further assume that F is monotone and continuous
DR-submodular on K. Then, if we set the algorithm parameters as ρt = (t− 1)−1 and ηt = T−1,
then the output is a feasible point xT+1 ∈ K and satisfies
E[F (xT+1)] ≥ (1− e−1)F (x∗)− 4R
√
C
T 1/2
− L¯R
2
2T
,
where C = max{4(2G+RL¯)2, 256, [2R(L¯+ L)]4}.
Finally, we note that Algorithm 1 can also be used to solve stochastic discrete submodular
maximization. Precisely, we can apply Algorithm 1 on the multilinear extension of the discrete
submodular functions, and round the output to a feasible set by lossless rounding schemes like
pipage rounding [Calinescu et al., 2011] and contention resolution method [Chekuri et al., 2014].
5 Oblivious Setting
In this section, we specifically study the oblivious problem introduced in (2) which is a special
case of the non-oblivious problem defined in (1). In particular, we show that the proposed one
sample Frank-Wolfe method becomes significantly simpler under the oblivious setting. Also, we
show that the theoretical results for one sample SFW hold under less strict assumptions when we
are in the oblivious regime.
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Algorithm 2 One-Sample SFW (Oblivious Setting)
Input: Step sizes ρt ∈ (0, 1), ηt ∈ (0, 1), initial point x1 ∈ K, total number of iterations T
Output: xT+1 or xo, where xo is chosen from {x1,x2, · · · ,xT } uniformly at random
1: for t = 1, 2, . . . , T do
2: Sample a point zt according to p(z)
3: if t = 1 then
4: Compute d1 = ∇F˜ (x1; z1)
5: else
6: ∆˜t = ∇F˜ (xt; zt)−∇F˜ (xt−1; zt)
7: dt = (1− ρt)(dt−1 + ∆˜t) + ρt∇F˜ (xt, zt)
8: end if
9: (non-)convex min.: Update xt+1 based on (9)
10: DR-sub. max.: Update xt+1 based on (10)
11: end for
5.1 Algorithm
As we discussed in Section 3, a major challenge that we face for designing a variance reduced
Frank-Wolfe method for the non-oblivious setting is computing an unbiased estimator of the
gradient variation ∆t = ∇F (xt) − ∇F (xt−1). This is indeed not problematic in the oblivious
setting, as in this case z ∼ p(z) is independent of x and therefore ∇F˜ (xt; z)−∇F˜ (xt−1; z) is an
unbiased estimator of the gradient variation ∆t = ∇F (xt)−∇F (xt−1). Hence, in the oblivious
setting, our proposed one sample FW uses the following gradient approximation
dt = (1− ρt)(dt−1 + ∆˜t) + ρt∇F˜ (xt; zt),
where ∆˜t is given by
∆˜t = ∇F˜ (xt; zt)−∇F˜ (xt−1; zt).
The rest of the algorithm for updating the variable xt is identical to the one for the non-oblivious
setting. The description of our proposed algorithm for the oblivious setting is outlined in
Algorithm 2.
Remark 1. We note that by rewriting our proposed 1-SFW method for the oblivious setting, we
recover the variance reduction technique applied in the STORM method proposed by Cutkosky
and Orabona [2019] with different settings of parameters. In [Cutkosky and Orabona, 2019],
however, the STORM algorithm was only combined with SGD to solve unconstrained non-convex
minimization problems, while our proposed 1-SFW method solves convex minimization, non-convex
minimization, and DR-submodular maximization in a constrained setting.
5.2 Theoretical results
In this section, we show that the variant of one sample stochastic FW for the oblivious setting
(described in Algorithm 2) recovers the theoretical results for the non-oblivious setting with less
assumptions. In particular, we only require the following condition for the stochastic functions F˜
to prove our main results.
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Assumption 6. The function F˜ has uniformly bound gradients, i.e., ∀x ∈ K, ∀z ∈ Z
‖∇F˜ (x; z)‖≤ G.
Moreover, the function F˜ is uniformly L-smooth, i.e., ∀x,y ∈ K,∀z ∈ Z
‖∇F˜ (x; z)−∇F˜ (y; z)‖≤ L‖x− y‖
We note that as direct corollaries of Theorems 1 to 3, Algorithm 2 achieves the same optimal
convergence rates, which is stated in Theorem 4 formally.
Theorem 4. Consider the oblivious variant of 1-SFW outlined in Algorithm 2, and assume that
the conditions in Assumptions 1, 2 and 6 hold. Then we have
1. If F is convex on K, and we set ρt = (t − 1)−1 and ηt = t−1, then the output is feasible
xT+1 ∈ K and satisfies
E[F (xT+1)− F (x∗)] ≤ O(T−1/2).
2. If F is non-convex, and we set ρt = (t− 1)−2/3, and ηt = T−2/3, then the output is feasible
xo ∈ K and satisfies
E[G(xo)] ≤ O(T−1/3).
3. If F is monotone DR-submodular on K, and we set ρt = (t− 1)−1 and ηt = T−1, then the
output is a feasible point xT+1 ∈ K and satisfies
E[F (xT+1)] ≥ (1− e−1)F (x∗)−O(T−1/2).
Theorem 4 shows that the oblivious version of 1-SFW requires at most O(1/2) stochastic
oracle queries to find an -suboptimal solution for convex minimization, at most O(1/2) stochastic
gradient evaluations to achieve a (1−1/e)−  approximate solution for monotone DR-submodular
maximization, and at most O(1/3) stochastic oracle queries to find an -first-order stationary
point for nonconvex minimization.
6 Conclusion
In this paper, we studied the problem of solving constrained stochastic optimization programs
using projection-free methods. We proposed the first stochastic variant of the Frank-Wolfe
method, called 1-SFW, that requires only one stochastic sample per iteration while achieving
the optimal (or best known) complexity bounds for (non-)convex minimization and monotone
DR-submodular maximization. In particular, we proved that 1-SFW achieves the optimal oracle
complexity of O(1/2) for reaching an -suboptimal solution in the stochastic convex setting, and
a (1− 1/e)−  approximate solution for a stochastic monotone DR-submodular maximization
problem. Moreover, in a non-convex setting, 1-SFW finds an -first-order stationary point after at
most O(1/3) iterations, achieving the best known overall complexity.
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A Proof of Lemma 2
Proof. Let At = ‖∇F (xt)− dt‖2. By definition, we have
At = ‖∇F (xt−1)− dt−1 +∇F (xt)−∇F (xt−1)− (dt − dt−1)‖2.
Note that
dt − dt−1 = −ρtdt−1 + ρt∇F˜ (xt, zt) + (1− ρt)∆˜t,
and define ∆t = ∇F (xt)−∇F (xt−1), we have
At = ‖∇F (xt−1)− dt−1 + ∆t − (1− ρt)∆˜t − ρt∇F˜ (xt, zt) + ρtdt−1‖2
= ‖∇F (xt−1)− dt−1 + (1− ρt)(∆t − ∆˜t) + ρt(∇F (xt)−∇F˜ (xt, zt) + ρt(dt−1 −∇F (xt−1)))‖2
= ‖(1− ρt)(∇F (xt−1)− dt−1) + (1− ρt)(∆t − ∆˜t) + ρt(∇F (xt)−∇F˜ (xt, zt))‖2
Since ∆˜t is an unbiased estimator of ∆t, E[At] can be decomposed as
E[At] = E{(1− ρt)2‖∇F (xt−1)− dt−1‖2+(1− ρt)2‖∆t − ∆˜t‖2+ρ2t ‖∇F (xt)−∇F˜ (xt, zt)‖2
+ 2ρt(1− ρt)〈∇F (xt−1)− dt−1,∇F (xt)−∇F˜ (xt, zt)〉
+ 2ρt(1− ρt)〈∆t − ∆˜t,∇F (xt)−∇F˜ (xt, zt)〉}.
(13)
Then we turn to upper bound the items above. First, by Lemma 1, we have
E[‖∆˜t −∆t‖2] = E[‖∇˜2t (xt − xt−1)− (∇F (xt)−∇F (xt−1))]‖2]
≤ E[‖∇˜2t (xt − xt−1)‖2]
= E[‖∇˜2t (ηt−1(vt−1 − xt−1))‖2]
≤ η2t−1D2E[‖∇˜2t ‖2]
≤ η2t−1D2L¯2.
(14)
By Jensen’s inequality, we have
E[‖∆˜t −∆t‖] ≤
√
E[‖∆˜t −∆t‖2] ≤ ηt−1DL¯, (15)
and
E[‖∇F (xt)− dt‖] =
√
E[‖∇F (xt)− dt‖2] =
√
E[At]. (16)
Note that zt is sampled according to p(z;xt(a)), where xt(a) = axt + (1 − a)xt−1. Thus
∇F˜ (xt, zt) is NOT an unbiased estimator of ∇F (xt) when a 6= 1, which occurs with probability 1.
However, we will show that ∇F˜ (xt, zt) is still a good estimator. Let Ft−1 be the σ-field generated
by all the randomness before round t, then by Law of Total Expectation, we have
E[2ρt(1− ρt)〈∇F (xt−1)− dt−1,∇F (xt)−∇F˜ (xt, zt)〉]
=E[E[2ρt(1− ρt)〈∇F (xt−1)− dt−1,∇F (xt)−∇F˜ (xt, zt)〉|Ft−1,xt(a)]]
=E[2ρt(1− ρt)〈∇F (xt−1)− dt−1,E[∇F (xt)−∇F˜ (xt, zt)|Ft−1,xt(a)]〉],
(17)
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where
E[∇F (xt)−∇F˜ (xt, zt)|Ft−1]〉] = ∇F (xt)−∇F (xt(a)) +∇F (xt(a))−E[∇F˜ (xt, zt)|Ft−1,xt(a)].
By Lemma 1, F is L¯-smooth, thus
‖∇F (xt)−∇F (xt(a))‖≤ L¯‖xt − xt(a)‖= L¯(1− a)‖ηt−1(vt−1 − xt−1)‖≤ ηt−1DL¯.
We also have
‖∇F (xt(a))− E[∇F˜ (xt, zt)|Ft−1,xt(a)]‖ = ‖
∫
[∇F˜ (xt(a); z)−∇F˜ (xt; z)]p(z;xt(a))dz‖
≤
∫
‖∇F˜ (xt(a); z)−∇F˜ (xt; z)‖p(z;xt(a))dz
≤
∫
L‖xt(a)− xt‖p(z;xt(a))dz
≤ ηt−1DL,
where the second inequality holds because of Assumption 4. Combine the analysis above with
Eq. (17), we have
E[2ρt(1− ρt)〈∇F (xt−1)− dt−1,∇F (xt)−∇F˜ (xt, zt)〉]
≤E[2ρt(1− ρt)‖∇F (xt−1)− dt−1‖·‖E[∇F (xt)−∇F˜ (xt, zt)|Ft−1]‖]
≤2ρt(1− ρt)E[‖∇F (xt−1)− dt−1‖] · (ηt−1DL¯+ ηt−1DL)
≤2ηt−1ρt(1− ρt)
√
E[At−1]D(L¯+ L).
(18)
Finally, by Assumption 3, we have ‖∇F (xt)−∇F˜ (xt, zt)‖≤ 2G. Thus
ρ2t ‖∇F (xt)−∇F˜ (xt, zt)‖2≤ 4ρ2tG2, (19)
and
E[2ρt(1− ρt)〈∆t − ∆˜t,∇F (xt)−∇F˜ (xt, zt)〉] ≤ E[2ρt(1− ρt)‖∆t − ∆˜t‖·‖∇F (xt)−∇F˜ (xt, zt)]‖
≤ 4ηt−1ρt(1− ρt)GDL¯.
(20)
Combine Eqs. (13), (14) and (18) to (20), we have
E[At] ≤ (1− ρt)2E[At−1] + (1− ρt)2η2t−1D2L¯2 + ρ2t 4G2 + 2ηt−1ρt(1− ρt)
√
E[At−1]D(L¯+ L)
+ 4ηt−1ρt(1− ρt)GDL¯.
For the simplicity of analysis, we replace t by t+ 1, and have
E[At+1]
≤(1− ρt+1)2E[At] + (1− ρt+1)2η2tD2L¯2 + ρ2t+14G2 + 2ηtρt+1(1− ρt+1)
√
E[At]D(L¯+ L)
+ 4ηtρt+1(1− ρt+1)GDL¯
≤(1− 1
tα
)2E[At] +
D2L¯2 + 4G2 + 4GDL¯
t2α
+
2D(L¯+ L)
t2α
√
E[At].
(21)
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We claim that E[At] ≤ Ct−α, and prove it by induction. Before the proof, we first analyze one
item in the definition of C : 2(2G+DL¯)
2
2−2−α−α . Define h(α) = 2−2−α−α. Since h′(α) = 2−α ln(2)−1 ≤ 0
for α ∈ (0, 1], so 1 = h(0) ≥ h(α) ≥ h(1) = 1/2 > 0,∀α ∈ (0, 1]. As a result, 2 ≤ 2
2−2−α−α ≤ 4.
When t = 1, we have
E[A1] = E[‖∇F (x1)−∇F˜ (x1; z1)‖2] ≤ (2G)2 ≤ 2(2G+DL¯)
2
2− 2−α − α /1 ≤ C · 1
−α
When t = 2, since ρ2 = 1, we have
E[A2] = E[‖∇F˜ (x2, z2)−∇F (x2)‖2] ≤ (2G)2 ≤ 2(2G+DL¯)
2
2− 2−α − α /2 ≤ C · 2
−α.
Now assume for t ≥ 2, we have E[At] ≤ Ct−α, by Eq. (21) and the definition of C, we have
E[At+1] ≤ (1− 1
tα
)2 · Ct−α + (2G+DL¯)
2
t2α
+
2D(L¯+ L)
t(5/2)α
√
C
≤ Ct−α − 2Ct−2α + Ct−3α + (2− 2
−α − α)C
2t2α
+
C3/4
t(5/2)α
≤ C
tα
+
−2C + Ct−α + (2− 2−α − α)C/2 + t−α/2C/C1/4
t2α
≤ C
tα
+
C[−2 + 2−α + (2− 2−α − α)/2 + (2− 2−α − α)/2]
t2α
≤ C
tα
− αC
t2α
.
(22)
Define g(t) = t−α, then g(t) is a convex function for α ∈ (0, 1]. Thus we have g(t+1)−g(t) ≥ g′(t),
i.e., (t+ 1)−α − t−α ≥ −αt−(α+1). So we have
C
tα
− αC
t2α
≤ C(t−α − αt−(1+α)) ≤ C(t+ 1)−α. (23)
Combine with Eq. (22), we have E[At+1] ≤ C(t + 1)−α. Thus by induction, we have E[At] ≤
Ct−α,∀t ≥ 1.
B Proof of Lemma 3
The only difference with the proof of Lemma 2 is the bound for E‖∆˜t−∆t‖. Specifically, we have
E[‖∆˜t −∆t‖2] = E[‖∆˜t − ∇˜2t (xt − xt−1) + ∇˜2t (xt − xt−1)− (∇F (xt)−∇F (xt−1))]‖2]
= E[‖∆˜t − ∇˜2t (xt − xt−1)‖2] + E[‖∇˜2t (xt − xt−1)− (∇F (xt)−∇F (xt−1))‖2]
≤ [D2L2δt(1 + F˜ (xt(a), zt))]2 + η2t−1D2L¯2
≤ (1 +B)2L22D4δ2t + η2t−1D2L¯2
≤ 4η2t−1D2L¯2.
Then by the analysis same to the proof of Lemma 2, we have
E[At+1] ≤ (1− 1
tα
)2E[At] +
4(D2L¯2 +G2 +GDL¯)
t2α
+
4D(L¯+ L)
t2α
√
E[At],
and thus E[At+1] ≤ C(t+ 1)−α, where C=max
{
8(D2L¯2+G2+GDL¯)
2−2−α−α ,
[
2
2−2−α−α
]4
, [4D(L¯+L)]4
}
.
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C Proof of Theorem 1
First, since xt+1 = (1− ηt)xt + ηtvt is a convex combination of xt,vt, and x1 ∈ K,vt ∈ K,∀ t,
we can prove xt ∈ K, ∀ t by induction. So xT+1 ∈ K.
Then we present an auxiliary lemma.
Lemma 4. Under the condition of Theorem 1, in Algorithm 1, we have
F (xt+1)− F (x∗) ≤ (1− ηt)(F (xt)− F (x∗)) + ηtD‖∇F (xt)− dt‖+ L¯D
2η2t
2
.
By Jensen’s inequality and Lemma 2 with α = 1, we have
E[‖∇F (xt)− dt‖] ≤
√
E[‖∇F (xt)− dt‖2] ≤
√
C√
t
,
where C = max{4(2G+DL¯)2, 256, [2D(L¯+ L)]4}. Then by Lemma 4, we have
E[F (xT+1)− F (x∗)]
≤(1− ηT )E[F (xT )− F (x∗)] + ηTDE[‖∇F (xT )− dT ‖] + L¯D
2η2T
2
=
T∏
i=1
(1− ηi)E[F (x1)− F (x∗)] +D
T∑
k=1
ηkE[‖∇F (xk)− dk‖]
T∏
i=k+1
(1− ηi)
+
L¯D2
2
T∑
k=1
η2k
T∏
i=k+1
(1− ηi)
≤ 0 +D
T∑
k=1
k−1
√
C√
k
T∏
i=k+1
i− 1
i
+
L¯D2
2
T∑
k=1
k−2
T∏
i=k+1
i− 1
i
=
√
CD
T
T∑
k=1
1√
k
+
L¯D2
2T
T∑
k=1
k−1.
(24)
Since
T∑
k=1
1√
k
≤
∫ T
0
x−1/2dx = 2
√
T ,
and
T∑
k=1
k−1 ≤ 1 +
∫ T
1
x−1dx = 1 + lnT,
by Eq. (24), we have
E[F (xT+1)− F (x∗)] ≤ 2
√
CD√
T
+
L¯D2
2T
(1 + lnT ).
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D Proof of Theorem 2
First, since xt+1 = (1− ηt)xt + ηtvt is a convex combination of xt,vt, and x1 ∈ K, vt ∈ K,∀ t,
we can prove xt ∈ K, ∀ t by induction. So xo ∈ K.
Note that if we define v′t = arg minv∈K〈v,∇F (xt)〉, then G(xt) = 〈v′t − xt,−∇F (xt)〉 =
−〈v′t − xt,∇F (xt)〉. So we have
F (xt+1)
(a)
≤F (xt) + 〈∇f(xt),xt+1 − xt〉+ L¯
2
‖xt+1 − xt‖2
= F (xt) + 〈∇F (xt), ηt(vt − xt)〉+ L¯
2
‖ηt(vt − xt)‖2
(b)
≤F (xt) + ηt〈∇F (xt),vt − xt〉+ L¯η
2
tD
2
2
= F (xt) + ηt〈dt,vt − xt〉+ ηt〈∇F (xt)− dt,vt − xt〉+ L¯η
2
tD
2
2
(c)
≤F (xt) + ηt〈dt,v′t − xt〉+ ηt〈∇F (xt)− dt,vt − xt〉+
L¯η2tD
2
2
= F (xt) + ηt〈∇F (xt),v′t − xt〉+ ηt〈dt −∇F (xt),v′t − xt〉
+ ηt〈∇F (xt)− dt,vt − xt〉+ L¯η
2
tD
2
2
= F (xt)− ηtG(xt) + ηt〈∇F (xt)− dt,vt − v′t〉+
L¯η2tD
2
2
(d)
≤F (xt)− ηtG(xt) + ηt‖∇F (xt)− dt‖‖vt − v′t‖+
L¯η2tD
2
2
(e)
≤F (xt)− ηtG(xt) + ηtD‖∇F (xt)− dt‖+ L¯η
2
tD
2
2
,
where we used the fact that F is L¯-smooth in inequality (a). Inequalities (b), (e) hold because
of Assumption 1. Inequality (c) is due to the optimality of vt, and in (d), we applied the
Cauchy-Schwarz inequality.
Rearrange the inequality above, we have
ηtG(xt) ≤ F (xt)− F (xt+1) + ηtD‖∇F (xt)− dt‖+ L¯η
2
tD
2
2
. (25)
Apply Eq. (25) recursively for t = 1, 2, · · · , T , and take expectations, we attain the following
inequality:
T∑
t=1
ηtE[G(xt)] ≤ F (x1)− F (xT+1) +D
T∑
t=1
ηtE[‖∇F (xt)− dt‖] + L¯D
2
2
T∑
t=1
η2t .
By Jensen’s inequality Lemma 2 with α = 2/3, we have
E[‖∇F (xt)− dt‖] ≤
√
E[‖∇F (xt)− dt‖2] ≤
√
C
t1/3
,
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where C = max{2(2G+DL¯)2
4/3−2−2/3 ,
(
2
4/3−2−2/3
)4
, [2D(L¯+ L)]4}. Since ηt = T−2/3, we have
E[G(xo)] =
∑T
t=1 E[G(xt)]
T
≤ 1
T · T−2/3 [F (x1)− F (xT+1) +D
T∑
t=1
T−2/3
√
C
t1/3
+
L¯D2
2
T∑
t=1
T−4/3]
≤ 1
T 1/3
[2B +D
√
CT−2/3
3
2
T 2/3 +
L¯D2
2T 1/3
]
=
2B + 3
√
CD/2
T 1/3
+
L¯D2
2T 2/3
,
where the second inequality holds because
∑T
t=1 t
−1/3 ≤ ∫ T0 x−1/3dx = 32T 2/3.
E Proof of Theorem 3
First, since xt+1 = xt + ηtvt = xt + T−1vt, we have xT+1 =
∑T
t=1 vt
T ∈ K. Also, be-
cause now ‖xt+1 − xt‖= ‖ηtvt‖≤ ηtR, (rather than ηtD), Lemma 2 holds with new constant
C = max{2(2G+RL¯)2
2−2−α−α ,
(
2
2−2−α−α
)4
, [2R(L¯ + L)]4}. Since α = 1, we have C = max{4(2G +
RL¯)2, 256, [2R(L¯+ L)]4}. Then by Jensen’s inequality, we have
E[‖∇F (xt)− dt‖] ≤
√
E[‖∇F (xt)− dt‖2] ≤
√
C√
t
.
We observe that
F (xt+1)
(a)
≥ F (xt) + 〈∇F (xt),xt+1 − xt〉 − L¯
2
‖xt+1 − xt‖
= F (xt) +
1
T
〈∇F (xt),vt〉 − L¯
2T 2
‖vt‖
(b)
≥ F (xt) + 1
T
〈dt,vt〉+ 1
T
〈∇F (xt)− dt,vt〉 − L¯R
2
2T 2
(c)
≥ F (xt) + 1
T
〈dt,x∗〉+ 1
T
〈∇F (xt)− dt,vt〉 − L¯R
2
2T 2
= F (xt) +
1
T
〈∇F (xt),x∗〉+ 1
T
〈∇F (xt)− dt,vt − x∗〉 − L¯R
2
2T 2
(d)
≥ F (xt) + F (x
∗)− F (xt)
T
− 1
T
〈∇F (xt)− dt,−vt + x∗〉 − L¯R
2
2T 2
(e)
≥ F (xt) + F (x
∗)− F (xt)
T
− 1
T
‖∇F (xt)− dt‖·‖−vt + x∗‖− L¯R
2
2T 2
(f)
≥ F (xt) + F (x
∗)− F (xt)
T
− 1
T
2R‖∇F (xt)− dt‖− L¯R
2
2T 2
,
(26)
where inequality (a) holds because of the L¯-smoothness of F , inequalities (b), (e) comes from
Assumption 1. We used the optimality of vt in inequality (c), and applied the Cauchy-Schwarz
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inequality in(e). Inequality (d) is a little involved, since F is monotone and concave in positive
directions, we have
F (x∗)−F (xt) ≤ F (x∗∨xt)−F (xt) ≤ 〈∇F (xt),x∗∨xt−xt〉 = 〈∇F (xt), (x∗−xt)∨0〉 ≤ 〈∇F (xt),x∗〉.
Taking expectations on both sides of Eq. (26),
E[F (xt+1)] ≥ E[F (xt)] + F (x
∗)− E[F (xt)]
T
− 2R
T
√
C√
t
− L¯R
2
2T 2
.
Or
F (x∗)− E[F (xt+1)] ≤ (1− 1
T
)[F (x∗)− E[F (xt)]] + 2R
T
√
C√
t
+
L¯R2
2T 2
Apply the inequality above recursively for t = 1, 2, · · · , T , we have
F (x∗)− E[F (xT+1)] ≤ (1− 1
T
)T [F (x∗)− F (x1)] + 2R
√
C
T
T∑
t=1
t−1/2 +
L¯R2
2T
≤ e−1F (x∗) + 4R
√
C
T 1/2
+
L¯R2
2T
,
where the second inequality holds since
∑T
t=1 t
−1/2 ≤ ∫ T0 x−1/2dx = 2T 1/2. Thus we have
E[F (xT+1)] ≥ (1− e−1)F (x∗)− 4R
√
C
T 1/2
− L¯R
2
2T
.
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