Let M be a compact symplectic manifold. In Gromov-Witten theory, the space H * (M; C) is called the small phase space. The so called large quantum cohomology provides a ring structure on each tangent space of the small phase space. Together with the intersection pairing, this defines a Frobenius manifold structure on the small phase space. As a vector space, the small phase space has a natural flat coordinate system. However, this coordinate system is hard to work with in practice. When the quantum cohomology is generically semisimple, there is another coordinate system on the small phase space, called the canonical coordinate system, whose coordinate vector fields are idempotents of the quantum product. This coordinate system played a vital role in solving the genus-1 Gromov-Witten potential in [DZ1] . It seems hard to use the canonical coordinate system to study Gromov-Witten invariants of genus bigger than 1. The main reason for this is that starting from genus 2, all known universal equations for Gromov-Witten invariants involve descendant classes, and therefore are not equations on the small phase space (cf.
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Idempotents
Let's first recall the definition of the quantum product on the big phase space as given in [L2] . Let M be a compact symplectic manifold. For simplicity, we assume H odd (M; C) = 0. The big phase space is by definition the product of infinite copies of H * (M; C), i.e.
Fix a basis {γ 1 , . . . , γ N } of H * (M; C) with γ 1 = 1 being the identity of the ordinary cohomology ring of M. Then we denote the corresponding basis for the n-th copy of H * (M; C) in P by {τ n (γ 1 ), . . . , τ n (γ N )}. We call τ n (γ α ) a descendant of γ α with descendant level n. We can think of P as an infinite dimensional vector space with basis
) be the corresponding coordinate system on P . For convenience, we identify τ n (γ α ) with the coordinate vector field ∂ ∂t α n on P for n ≥ 0. If n < 0, τ n (γ α ) is understood as the 0 vector field. We also abbreviate τ 0 (γ α ) as γ α . Any vector field of the form α f α γ α , where f α are functions on the big phase space, is called a primary vector field. We use τ + and τ − to denote the operator which shift the level of descendants, i.e.
where f n,α are functions on the big phase space.
We will use the following conventions for notations: All summations are over the entire meaningful ranges of the indices unless otherwise indicated. Let
We will use η = (η αβ ) and η −1 = (η αβ ) to lower and raise indices. For example,
Here we are using the summation convention that repeated indices (in this formula, β) should be summed over their entire ranges. Let
be the genus-g descendant Gromov-Witten invariant associated to γ α 1 , . . . , γ α k and nonnegative integers n 1 , . . . , n k (cf. [W] , [RT] , [LiT] ). The genus-g generating function is defined to be
This function is understood as a formal power series of t
where f i m,α are functions on the big phase space. We can also view this tensor as the k-th covariant derivative of F g with respect to the trivial connection on P . This tensor is called the k-point (correlation) function. For any vector fields W 1 and W 2 on the big phase space, the quantum product of W 1 and W 2 is defined by
This is a commutative and associative product. But it does not have an identity. For any vector field W and integer k ≥ 1, W k is understood as the k-th power of W with respect to this product.
Let
be the Euler vector field on the big phase space P , wheret
and the matrix C = (C β α ) is defined by c 1 (V ) ∪γ α = C β α γ β . For smooth projective varieties, the dimension of γ α can be replaced by twice of the holomorphic dimension of γ α in the definition of b α . Moreover, the basis {γ 1 , . . . , γ N } of H * (V, C) can be chosen in a way such that the following holds: If η αβ = 0 or η αβ = 0, then b α = 1 − b β . The quantum multiplication by X is an endomorphism on the space of primary vector fields on P . If this endomorphism has distinct eigenvalues at generic points, we call P semisimple. In this case, let E 1 , . . . , E N be the eigenvectors with corresponding eigenvalues u 1 , . . . , u N , i.e.
X • E i = u i E i for each i = 1, · · · , N. If we consider E i as a vector field on P , then u i can be considered as a function on P . By the associativity of the quantum product
By the commutativity of quantum product, we also have
Therefore at generic points where u i = u j for i = j,
be the string vector field on P . We define
for any vector field W on P . The string equation implies that the vector field S is the identity for the quantum product restricted to the space of primary vector fields. Since {E i | i = 1, . . . , N} form a basis of the space of primary vector fields, S is a linear combination of these vector fields. Therefore the fact S • E i = E i implies that E i • E i = 0 because otherwise S • E i = 0. Therefore we can normalize E i so that it is an idempotent of the quantum product. Hence we can assume that
for all i and j. We have
and
for k ≥ 1. One can verify these equations by multiplying both sides of the equations by E j for arbitrary j. Let ∇ be the covariant derivative on P of the trivial flat connection with respect to the standard coordinates {t α n }. The compatibility of the quantum product and this flat connection is given by the formula
for any vector fields U, V and W (cf. [L2, Equation (8)] ).
Lemma 1.1 For any vector field W,
Multiplying both sides by E i , we have
Plugging this formula into the above equation, we obtain the desired formula. 2 For any vector field W, define
The operator T was introduced in [L2] to simplify topological recursion relations for Gromov-Witten invariants. It corresponds to the ψ classes in the relations in the tautological ring of moduli space of stable curves. In some sense, repeatedly applying T to a vector field will trivialize its action on genus-g generating functions.
Here are some basic properties of T (cf. [L2, Section 1]): For any vector fields
Any vector field W has the following decomposition
where k is any positive integer (cf [L2, Equation (26)] ). This decomposition is very useful when applying topological recursion relations. In particular, we will frequently use the decomposition
and call this the standard decomposition of W. We also note that {T k (E i ) | i = 1, . . . , N, k ≥ 0} gives a frame for the tangent bundle of the big phase space. An immediate consequence of Lemma 1.1 is the following Corollary 1.2 For any vector field W,
for each i.
Proof: (i) and (ii) follow from Lemma 1.1 and above properties for T . (iii) follows from (i) and [L2, Lemma 1.5] . Note that (iii) implies that the frame
Motivated by
and any vector field W.
Proof:
for any vector field W. In particular, for W = E i , we have
Therefore
Interchanging i and j in this formula then plugging in equation (6), we obtain (b). Lemma 1.1 and (b) imply (a). Replacing W in equation (5) by E k for k = i and k = j, then applying (b), we obtain
. . , N} form a basis of the space of primary vector fields, this proves (c) for the case where W is a primary vector field. On the other hand, if W = T (V), then (c) follows from the above mentioned properties for T . Since any vector field can be decomposed as a sum of a primary vector field and a vector field of type T (V), this proves (c). 2
Besides Lemma 1.3, we also have the following properties for the genus-0 4-point functions:
Lemma 1.4 For i = j and any vector fields W, V, Corollary 1.5
Proof: This follows from Lemma 1.3 (a) and the fact that
Corollary 1.6
The two sides of this equation are equal when multiplied by E k for all k because of Lemma 1.3 (a). 2 Similar to equation (1), we have
Proof: By Lemma 1.3 (a),
On the other hand, by [L2, Lemma 1.8 (3)],
The lemma follows. 2 For any vector field
This operator was used in [L2] to give a recursive description for the Virasoro vector fields.
Lemma 1.8
The first formula follows from this equation and Lemma 1.1. The second formula is a special case of a more general fact (see the proof of [L2, Lemma 3.13]):
By Corollary 1.2, for any vector field W,
Since τ − commute with ∇, by Lemma 1.8,
The corollary then follows from the standard decomposition X = X + T (τ − (X )). 2 Corollary 1.10
Therefore in a vague sense, we can think of E i as
The desired formula then follows from Corollary 1.9. 2 Lemma 1.11 For any vector field W,
Proof: By equation (2) and Corollary 1.2,
On the other hand, [L2, Lemma 3 .4] implies
Subtracting these two equations, we obtain the desired formula. 
Proof: Multiplying both sides of equation (7) by E j for j = i, we have
On the other hand, using standard decomposition of X and property of T , we have
The Lemma then follows from Lemma 1.3. 2 To completely determine G * E i , it is convenient to introduce the following bilinear form on the space of vector fields: For any vector fields W and V on the big phase space, define
The genus-0 topological recursion relation implies the following equation for genus-0 3-point function
which implies the associativity of the quantum product. Therefore this bilinear form has the following equivalent expressions
The last equality follows from the fact that ∇ W S = 0 if W is a primary vector field. In particular, this bilinear form is compatible with quantum product in the following sense:
for any vector fields W i . The string equation implies that < γ α , γ β >= η αβ for all α and β. So this bilinear form generalizes the Poincare metric on the small phase space. But one should note that on the big phase space, this bilinear form is highly degenerate because
for any vector fields W and V. We also note that by [L2, Lemma 1.8 and Equation (12)],
for any vector fields W 1 , W 2 , and W 3 . So this bilinear form is not compatible with the flat connection ∇ in general. However, when restricted to the bundle of primary vector fields over the big phase space, this bilinear form is non-degenerate and compatible with ∇, i.e.
if W 2 and W 3 are primary vector fields, and W 1 is an arbitrary vector field. Note that by the last equality of equation (9), we have
for all i.
On the space of primary vector fields, the operator G * has the following nice property:
for all primary vector fields V and W. Since {γ α | α = 1, . . . , N} span the space of primary vector fields, it suffices to check equation (14) for W = γ α and V = γ β for arbitrary α and β. In this case we have
An immediate consequence of equation (14) is that
for any i.
Lemma 1.14
Proof: By equation (15) and equation (13),
For j = i, (G * E i ) • E j can be computed using Lemma 1.13. The two sides of the equation in this lemma are equal when multiplied by E j for all j. Since both sides are primary vector fields, this proves the lemma. 2
2 Rotation coefficients on the big phase space
Rotation coefficients played a very important role in the study of semisimple Frobenius manifolds by Dubrovin (cf. [D] ). In this section, we define rotation coefficients for the quantum product on the big phase space and study their basic properties. Genus-0 correlation functions obey the WDVV equation and its derivatives. Derivatives of WDVV equations are not symmetric in general. This may cause annoying troubles in studying relations among complicated expressions of genus-0 invariants (See, for example, [L3] for the occurrence of derivatives of WDVV equation among certain genus-1 equations). However, in the semisimple case, such genus-0 relations are somehow trivialized after introducing rotation coefficients. Many formulas in this section which only involve primary fields are analogue (in a slightly more complicated way) of the corresponding formulas on the small phase space as given in [D] . We will also discuss the behavior of relevant functions under derivatives along descendant vector fields. For any primary vector field W, define
For each i, define
Since < E i , E j >= 0 if i = j, functions g 1 , . . . , g N completely determines < ·, · > in the semisimple case.
Lemma 2.1 For all i and any vector field W,
Proof: Since ∇ E j S = −τ − (E j ) = 0 and g j = S S E i 0 ,
By the string equation, this implies (a). Since 
Define Rotation coefficients by
Covariant derivatives of idempotents can be computed using rotation coefficients.
Lemma 2.2
The formula then follows from the fact that
This proves the lemma. 2 By Corollary 1.6, we have Corollary 2.3 For every i,
Together with Lemma 1.14, this corollary implies
More properties of rotation coefficients are collected in the following:
Lemma 2.5 For i, j = 1, . . . , N and any vector field W,
Proof: (a) follows from Lemma 2.1 (a) since
To prove (b), we first note that
By Lemma 2.1 (b), the second term is
By Corollary 1.2 (iii) and Lemma 2.1 (b), the first term is
By equation (10),
Therefore we have 
Applying Lemma 2.1 (d) and replacing E j g i by 2r ij √ g i g j , we obtain (d). 
Derivatives of rotation coefficients along primary vector fields can be computed using the following formulas:
Proof: By definition of rotation coefficients, E i √ g j = √ g i r ij for all i and j. So
for all i, j, and k. Use this formula and Lemma 2.2, we obtain
for distinct i, j, and k. Since ∇ is a flat connection, the left hand side of these two equations are equal. The equality of the right hand sides of these two equations is precisely the formula in (a). By Lemma 2.5 (b) and (c),
for i = j. Moreover, by Lemma 2.5 (b) and (d),
for i = j. Solving E i r ij from equation (17) and equation (19), we obtain (b). The formula in (c) follows directly from the definition of r ij and the fact [E i , E j ] = 0. We can also obtain (c) and equation (17) from the fact that ∇ is a flat connection. Together with (a), these are perhaps all what all we can get from the flatness of ∇.
By Lemma 2.5 (b) and (c),
Then applying Lemma 1.7 and Corollary 2.3, we obtain
Since S = N j=1 E j , we can solve E i r ii from this equation. Note that if i = j, (a) implies that
We can simplify the formula for E i r ii using this equation and equation (16), then use (c) to obtain (d). 2
Remark: This lemma allows us to compute all derivatives of rotation coefficients except E i r ii in terms of functions g i , r ij , and u i . For E j r ii we have:
On the small phase space, < τ 2 − (S), E i >= 0. So we have
on the small phase space. We also note that on the small phase space, S = S and X = X . So on the small phase space, we have for every i,
Therefore many formulas can be simplified on the small phase space. On the big phase space < τ 2 − (S), E i > = 0 in general. This term has to be included when we compute E i r ii . This is a typical big phase space phenomenon. When we taking higher order derivatives of rotation coefficients, we will also encounter < τ k − (S), E i > for k ≥ 2. However for most purpose, these terms do not affect calculation. This is true for the proof of genus-1 and genus-2 Virasoro conjecture for the semisimple case.
Lemma 2.6 (a) and (b) can be encoded in a nice matrix equation as observed in [D] for the small phase space. Let Γ = (r ij ) N ×N , U the diagonal N × N matrix whose diagonal entries are {u 1 , . . . , u N }, and E i the N × N matrix with all entries equal to 0 except that the i-th entry along diagonal is equal to 1. Define
Note that the (i, j)-th entry of V is
These functions appear naturally in the expression of G * E i . Corollary 2.4 can be rewritten as
Since V is a skew symmetric matrix, eigenvalues of V appear in opposite pairs. Lemma 2.6 (a) and (b) are equivalent to
for all k. It turns out
is an eigenvalue of V for any α. The corresponding eigenvector is the column vector ψ α := (ψ 1α , . . . , ψ N α )
T where − b α .) The last equality of equation (23) also implies that
Therefore Corollary 2.4 is equivalent to the fact that
is the transition matrix from one frame of primary vector fields {γ α | α = 1, . . . , N} to another frame {
. . , N} is an orthonormal frame, we have
for any i and j. This is equivalent to
Consequently, by equation (24),
for all α. Note that quantum products of primary vector fields are encoded in the transition matrix ψ. In fact, by associativity,
for any i, j, k. By equation (27),
for all α, β, and µ. On the small phase space, S = γ 1 . So on the small phase ψ i1 = S E i γ 1 0 / √ g i = √ g i . So when restricted to the small phase space, equation (29) coincides with the corresponding formula in [D] . But this is not true on the big phase space.
We can also express V in terms of ψ iα . Let A be the diagonal matrix whose α-th entry along the diagonal is b α − 1 2
. Then V ψ = ψA since column vectors of ψ are eigenvectors of V with eigenvalues equal to diagonal entries of A. Therefore we have
for all i and j. This formula tells us how to compute rotation coefficients in terms of ψ. Derivatives of ψ iα can be computed in the following way: By equation (24) and Lemma 2.2,
for all α and i = k. Similar proof also shows that
for all α and i. These two formulas can be combined as an equation for the vector ψ α :
for all k and α. Using equation (27), we also have
for all i, α and β. We can represent genus-0 k-point functions in terms of rotation coefficients r ij and functions g i and u i . To do this, we need generalize equation (28) to k-point functions. This can be done by repeatedly taking derivatives of equation (28) along idempotent vector fields and applying Lemma 2.2 and 2.6. The formula becomes more and more complicated as k becomes larger and larger. For 4-point functions, we have Lemma 2.7 For distinct i, j, k, and any vector field W,
Applications to higher genus Gromov-Witten invariants
Idempotents can be applied to study higher genus Gromov-Witten invariants. For example, they can be used to solve universal equations and prove the Virasoro conjecture for manifolds with semisimple quantum cohomology up to genus-2. There is no doubt that they can also be applied to Gromov-Witten invariants of genus bigger than 2 once the corresponding universal equations are found. In this section, we will mainly illustrate how to apply idempotents to study genus-1 Gromov-Witten invariants. We will briefly comment on the genus-2 case, but details will be given in a separate paper [L4] . For any vector fields v 1 , . . . v 4 on the big phase space, we define
where S 4 is the permutation group of 4 elements. Note that G 0 is determined solely by genus-0 data, while each term in G 1 contains genus-1 information. These two tensors are connected by the following equation due to Getzler (cf. [G1] ):
On the small phase space, when the quantum cohomology is semisimple, Dubrovin and Zhang [DZ1] solved genus-1 generating functions from this equation up to a constant. The generating function on the big phase space can be obtained by a so called constitutive relation, which expresses the big phase space generating function in terms of the small phase space generating function (with some extra terms). We will deal with this equation directly on the big phase space, therefore combine two steps into one step. We will also need to use the genus-1 topological recursion relation which has the following form:
for any vector field W. Its first derivative has the form:
for all vector field W and V (cf. [L2, Equation (14)]).
Proposition 3.1 For each i,
where
Note the right hand side of this equation only depends on genus-0 data.
Remark: Since idempotents span the space of primary vector fields, combined with the genus-1 topological recursion relation, one can easily obtain derivatives of any vector field on the big phase space by using the standard decomposition. Therefore this formula determines the genus-1 generating function up to an additive constant. Proof of Proposition 3.1: It was proved in [L1, Proposition 3 .1] that for any vector fields v i ,
In particular, since idempotents commutes with each other and E i • E j = δ ij E i , we have
for all i and j. So equation (31) implies
On the other hand, note that since
The genus-1 L 0 constraint says that L 0 1 is a constant. So by the genus-1 topological recursion relation,
By [L2, Lemma 4.5] ,
Therefore taking derivative on both sides of the above equation with respect to E i , we obtain
The lemma then follows from the fact that
To express φ i in terms of rotation coefficients, we need the following properties for the vector field X .
The first three properties follow easily from similar properties of X and L 0 proved in Section 2 after using standard decomposition of these vector fields. The last property follows from Lemma 2.2 since X = i u i E i . We also observe that by equation (27) and equation (25), for any tensor Q,
in particular
Lemma 3.3 For any i,
Proof: We write
, and
We first note that
Replacing ∆ by j E j g j , then computing f 1 using Lemma 2.7 and 3.2, we obtain
By equation (35),
for any i and
Computing f 2 and f 3 using these two formulas and Lemma 2.7, we obtain
The lemma then follows from equations (37), (38), and (39). 2 Lemma 3.4
), the property of T stated in Section 1 implies that
By associativity of the quantum product, the second term is
To compute the first term, we note that
So by Lemma 2.7, we have
By [L2, Corollary 4 .9], Lemma 1.7, and Corollary 2.3,
Combining above formulas, we have
The lemma then follows from Lemma 3.2 (iii). 2 Lemma 3.3 and Lemma 3.4 imply the following Proposition 3.5
Let J = (J iα ) N ×N be the transition matrix from frame {γ α | α = 1, . . . , N} to {E i | i = 1, . . . , N}, i.e. E i = J iα γ α . Then J iα = √ g i ψ iβ η βα by equation (24) . By equation (26),
Therefore for every i,
So when restricted to the small phase space, the formula in Proposition 3.5 coincides with the formula in [DZ1] . It is very surprising that E i 1 on the big phase space has the exactly the same form as on the small phase space. In contrast,
, which is equal to 0 on the small phase space, and G 0 (E i , E i , E i , X ) have much more complicated expressions on the big phase space.
We can use Proposition 3.5 to give a simple proof to the genus-1 Virasoro conjecture for manifolds with semisimple quantum cohomology (cf. [DZ2] and [L1] for earlier proofs). What is new in this proof is that we are working directly on the big phase space, while earlier proofs worked on the small phase space first, then using the constitutive relation to obtain the result on the big phase space. Starting from genus-2, the constitutive relation does not exist. Therefore the approach here will be easier for the generalization to higher genus cases. We only give a proof for the genus-1 L 1 -constraint here which has the form 24 X On the other hand, we can compute X E i 1 using Proposition 3.5, and the formula obtained is exactly the same formula predicted by the genus-1 L 1 -constraint. This finishes the proof of the genus-1 L 1 constraint for the semisimple case.
This method also works for studying genus-2 Gromov-Witten invariants. The idea is similar, though the computation is considerably more complicated. If the quantum cohomology of the underlying manifold is semisimple, we can solve the genus-2 universal equations and obtain the following formula for the genus-2 generating function:
where A 1 is the genus-0 and genus-1 part of a genus-2 topological recursion relation of the form T 2 (W) 2 = A 1 (W) and B is the genus-0 and genus-1 part of an equation due to Belorousski and Pandharipande (see [L2, Section 2] for the precise definition of these two tensors). This formula is much simpler than the one obtained in [L2] which does not use idempotents. Taking derivatives of F 2 along L 1 , and using rotation coefficients, we can check that the result coincides with the prediction of the genus-2 L 1 -constraint. As proved in [L2] , this implies that the genus-2 Virasoro conjecture is true for manifolds with semisimple quantum cohomology. The details will be given in a separate paper [L4] .
It is also interesting to compare the solutions to universal equations at genus 1 and genus 2. For this purpose, we need the following genus-0 relation:
for any vector field
Proof: By equation (31), the formulas in this lemma are equivalent to the corresponding formulas with G 0 replaced by G 1 . For i = j = k,
) 1 +cyclic permutation of these two terms with respect to i, j, k.
