ABSTRACT This paper is concerned with the pedestrian detection problem. In this area, boosted decision tree (BDT) methods are highly successful and very efficient. However, to achieve the best performance, most BDT methods require a large number of input features, which make the algorithm scale poorly to largescale data. Inspired by the effectiveness of self-similarity (SS) features, we use linear discriminant analysis to select features in the SS features according to their generalized Rayleigh quotient, leading to a small number but most discriminative features. These features are called feature selected self-similarity (FSSS) features. The FSSS features are only used for the late stages of the BDT cascade, making the training and detecting much more efficient. Extensive experiments on four well-known data sets demonstrate that the FSSS features are highly effective and the trained pedestrian detector achieves state-of-the-art performance among all existing non-deep-learning methods on several benchmarks. We also compare our method with deep learning methods and show its superiority in high-quality localization and will be a good complement to deep learning methods.
I. INTRODUCTION
As a typical problem of object detection, pedestrian detection is an active research topic in recent years. There have been well established benchmark datasets [1] - [5] and a variety of methods published to address this problem [3] , [6] - [9] . Great progress has been made in recent years [1] , [10] . Most state-of-the-art methods formulate pedestrian detection as a binary classification problem, i.e. to classify all the candidate windows in the target image as pedestrian or not, followed by a non-maximum suppression. Various tools in machine learning have been used to solve pedestrian detection problem, such as sparse representation-based classifier (SRC) [11] , support vector machine (SVM) [3] , [9] , [12] , BDT [6] , [7] , [13] and deep learning [8] , [14] , [15] , etc.
In recent years, BDT and deep learning methods prevail in this research area. Although currently the top performance in pedestrian detection is achieved by deep learning method, BDT methods remain highly competitive in this area. For a typical image in practical application, there are much more background patterns than pedestrian patterns and most of them are very easy to classify, like sky, road, grass, etc.
This characteristic of pedestrian detection problem makes boosted cascades especially suitable for this task, as it rejects background patterns in early stages of cascades rather than use the same computation overhead for all the candidate windows. This strategy saves a lot of computation cost and accelerates detection [16] . In fact, many leading deep learning solutions use BDT as the classifier or as a region proposal [15] , [17] - [19] . In this paper, we focus on the BDT methods.
Although decision trees are able to select the most discriminative features from the input feature pool, the discriminative ability of the features in the feature pool itself could have a great influence on the performance of the learned classifier. Most state-of-the-art detectors use feature maps created from CIE-LUV color channels, gradient orientation channels, and gradient magnitude channels [20] . These feature maps could be computed efficiently but using these features directly suffers from limited performance. Research [21] - [23] show that the discrimination of these simple features is raised significantly with some linear transformation at a relatively cheap computational cost, depending on the specific transformation and the number of output feature maps. The type of transformation used are often explored with domain knowledge [21] , [22] or by learning from data [23] . Recently, features extracted by deep convolutional neural networks (CNNs) have gained the best performance, but the extraction of these deep features suffers from expensive computational cost and often needs expensive devices like GPUs. On the other hand, handcrafted features are shown to be complementary to CNN features [24] , [25] .
The main contribution of this paper is to propose a new type of features which achieve a good tradeoff between efficiency and discrimination effectiveness. We call our proposed features as Feature Selected Self-Similarity (FSSS) features as they are similar to self-similarity (SS) features [26] but with feature selection scheme to decrease the dimensionality of feature space. Both types of features compute pixel differences of base features. While SS features consider all possible pairs of the base features, FSSS uses linear discriminant analysis (LDA) to select the most promising pairs from all the possible pairs. The techniques allow us to use more base features than SS. A BDT model is then built based on these FSSS features to perform pedestrian detection efficiently.
The experiments on four well-known benchmark datasets demonstrate that our method leads to the top performance when GPU is not available. We also find that under a stricter criteria, our method even outperforms the top deep learning methods, showing our method has better localization precision than deep learning methods. Hence, our method may serve as a good complement to deep learning methods.
The rest of this paper is organized as follows. We first give a comprehensive review of the feature extraction approaches in Section II. The FSSS features and some auxiliary techniques are described in Section III. Experiment results are given in Section IV. Finally, we conclude in Section V.
II. RELATED WORK
To tackle the task of pedestrian detection, many papers have been published with the focus on different aspects of this problem and the majority of them are about feature design. This is justified by the recent survey [10] which points out that feature design seems more important than the choice of classifier and is a consistent driver for the detection quality improvement.
The first popular feature for pedestrian detection is histogram of oriented gradients (HOG) [3] . Many pedestrian detectors adopt this feature [9] , [27] , [28] . Based on HOG, [20] proposed to use LUV color channels, gradient magnitude channel and 6 orientation channels as base feature maps and based on these maps, features are extracted by region sums which are efficiently computed using the integral image trick [16] .
Later, [6] proposed Aggregated Channel Features (ACF) which aggregate cells of pixels in each feature channel, and then feature extraction is simplified as a single table lookup in the 10 channels. Although very simple, ACF performs well in practice [6] . Due to the advantages of ACF, many variants of these simple features were proposed in the last few years.
Most of the proposed new features can be treated as a linear transformation of ACF features. Some of the methods pre-compute feature maps by performing convolution on the original 10 channels using some filter banks. These are called filter channel feature in [7] . For example, LDCF [23] uses filter banks computed from PCA on local neighborhood features, SquaresChnFtr [29] uses square-shaped uniform filter banks of different sizes, and Checkerboard [7] contains 61 handcrafted filters. As these types of transformations are performed in a convolutional fashion, the same filter is applied in every position in a detection window. Thus there exists possible waste of computation, since some of the features might not be needed at detection time. InformedHaar [21] is a different type of features. Its filter banks are based on the average of many human shapes, thus different positions in a detection window use different filters and a feature is extracted just-in-time when it is needed by a tree node. It seems more economical, but the detection efficiency will be highly reduced if the transformation complexity is high and the feature extraction process is slow.
These linear transformations only exploit feature relationship in local neighborhood. On the other hand, [22] shows that it is effective to use non-neighboring features. This type of features is computed by taking the differences between nonneighboring rectangle regions. Like InformedHaar, it takes advantage of some prior knowledge of a typical pedestrian window, called appearance constancy and shape symmetry. The feature pool is generated exhaustively under some constraints (e.g., in the same horizontal) and then selected by decision trees. Because these features are tailored particularly for human, it cannot be transformed to other detection tasks directly. Moreover, the constraints on the feature pool may result in unnecessary limitations on possible features.
To compute region difference, an integral image [16] needs to be computed, and accessing a feature needs 8 vertex accessing and 7 add/minus operations, which has a high computational cost. An alternative method is pixel difference, which is much easier to compute and is also effective. Inspired by Local Binary Patterns (LBP) [30] , the authors in [31] proposed several kinds of pixel differences in a local feature patch. The best one of them is called Total Pixel Differential Features (TPDF), which considers all the possible combinations of pixel differences in a local region. The combination number is m 2 where m is the number of pixels in the local region. Apparently, m cannot be set too large, otherwise the dimension of the computed feature vector will be too high which requires a large amount of memory and long training time. In TPDF, the authors only used a 5×5 region. Because many of the created features are correlated, these feature maps are highly redundant. The authors used LDA and principle component analysis (PCA) to perform dimension reduction, which results in extra computational cost.
The SS features [32] used in [25] and [26] can also be treated as a kind of pixel difference features. In fact, it is a global version of TPDF, which means the corresponding pixel pairs used in the minus operations are not constrained in a local region but in the whole detection window. In various kinds of handcrafted features considered in [25] , SS features are proved to be the best kind of features to trade off discrimination effectiveness and efficiency. In order to limit m, SS features need to shrink the original feature map of the detection window to a smaller one in which each pixel corresponds to a local mean of the original feature map. In [25] , new feature maps only consider 72 pixels but still lead to 25,560 SS features. This suggests that some sorts of feature selection or dimension reduction may be beneficial, which is the main focus of our work.
Features used in BDT can be divided into two categories. One of them is called pre-computed features, where all the features are computed before they are fed into the BDT. This family includes CNN based features, Checkerboards, LDCF etc. Another family is called just-in-time (JIT) features, where a feature is computed only when it is needed to be evaluated by a tree node. This family includes haar-like features, InformedHaar features etc.
The advantage of pre-computed features is the computed features may be shared among different weak classifier and windows. But for cascade classifier, this method turns out to be inefficient. For example, there are more than 380,000 windows to be classified in a 480×640 image. But usually most spaces in an image are background area, and most of the windows will be rejected at very early stages of the cascade. For example, when using ACF detector with 4096 weak classifiers to detect pedestrians in Fig. 1(a) , only a small fraction of the windows will pass the last stage, as shown in Fig. 1(b) . In fact, after the first 20 weak classifiers, more than 99% windows are rejected. Thus only a small fraction of features may be used in BDT cascade while most of the feature computation overhead is wasted. For JIT features, because the feature extraction happens at every tree node, the complexity of feature extraction should not be too high, otherwise the computational cost is huge. For example, in [23] the authors used oblique splits learned by LDA at each node, which bring considerable computational expense.
Our FSSS features are computed just-in-time, and in detection time the feature extraction only involves two pixel indexing and a minus operation of these two pixels, the complexity is only a slightly higher than ACF features, which only involves a single pixel indexing. To further reduce computational cost, we put the FSSS features to the late stages of the BDT cascade, using the simpler ACF features at early stages as a proposal. After the ACF stages, only a small number of windows are left. These windows are tackled with more complex FSSS features.
III. THE PROPOSED APPROACH
As we stated in the last section, many types of features can be treated as a linear transformation of the ACF features. This is also true for our FSSS features. Throughout this paper, we use the 10 channel ACF features as our base features, but our method is able to extend to other types of feature maps.
Suppose we extract an n dimensional feature vector
∈ n in a detection window. The SS features x ij are constructed by all the combinations of feature differences: We will see below that, under such a constraint (only two non-zero elements +1 and −1), the computing become very efficient.
In Section III-A, we first introduce the preliminaries of LDA, then show how LDA is used as a feature selection mechanism for SS features. In Section III-B and Section III-C we describe two auxiliary techniques for our method. Each of them corresponds to one important parameter which will be discussed in detail in Section IV. The overall training process is given in Section III-D. Section III-E gives a visualization of FSSS features to show the reasonability of our method. Section III-F deduces another feature selection mechanism based on Pearson correlation coefficient and show its equivalence with the LDA based method. In Section III-G we introduce the ground plane constraint which is used in our experiments.
A. PIXEL DIFFERENCES SELECTED BY LDA
LDA [33] is a technique to find a projection which maximizes class separability. Specifically, in LDA, class separability criterion is formulated as GRQ
where w is the LDA projection vector. S B is the between-class covariance matrix, given by
S W is the total within-class covariance matrix, given by
µ 0 and µ 1 are means of negative and positive samples respectively. C 0 and C 1 are sets of negative and positive samples respectively. The optimal solution is written as
LDA could serve as an alternative for linear SVM with lower computational cost and little or no loss in performance [34] . LDA can also be used to train oblique splits when used in boosted tree classifiers [23] . That is, given input feature vector x, at each node of a tree, compute z = w T x using the projection w learned by LDA and find the optimal threshold for z . Because in pedestrian detection, a typical BDT contains thousands of trees and x is usually with a high dimensionality, for fast detection, w must be sparse. In [23] , only a local region of m × m pixels is used for computing LDA. Moghaddam et al. [35] proposed an algorithm to induce sparse LDA (SLDA). In each step, the algorithm use forward selection to choose the feature yielding the maximum generalized eigenvalue. This technique is adopted in [36] to train cascade classifier for pedestrian detection. Note that this technique is to train one projection which leads to maximum separability with the constraint of sparsity. So the weak classifiers in the cascade are SLDA, and the features are provided by applying decision dump to the original features (in fact, here the so called original features are formed by applying another traditional LDA to the covariance features [37] ). In our paper, we just use LDA to perform feature selection, and leverage the decision tree as the weak classifier. Our FSSS features can be taken as a special sparse LDA with a sparsity of 2.
Because our objective is to select features for pixel deference, we constrain the projection w to have only 2 non-zero elements, +1 and −1. That means we only consider oblique splits of 45 • in a 2-dimensional subspace. Unlike the general LDA or sparse LDA, the total number of the projections under such a constraint is relatively small, and we can afford to compute them all. Let w ij denote a projection vector with the i-th element equal to +1 and the j-th element equal to −1, the GRQ of w ij is
where the numerator equals
Next we show how to compute all the possible J (w ij ) (for every i and j). Consider the relative positions in the S B matrix
We first subtracting the diagonal vector diag(S B ) from all the rows (or columns) of S B to get S B , then compute J num ≡ S T B + S B , which contains all the possible numerators of J (w ij ). 1 With the same method we compute J den which contains all the possible denominators of J (w ij ). Then divide J num by J den using element-wise division, we get the GRQ matrix J which contains all the possible J (w ij ), that is
At this time, a possible choice is to select the k projections corresponding to the k largest GRQs, where k is the feature pool size we predefine. In practice, we find that pixel pairs with similar GRQs tend to come from neighboring areas. Thus if we sort the GRQs from high to low and choose pairs corresponding to the highest k GRQs, the selected features are not diverse. To make the selected features more diverse, we adopt the following strategy: for every pixel in the original feature map, we select the subtrahend with the largest GRQ. While in the top-k strategy, the selected pairs tend to stagnate at some highest discriminative regions but ignore others, for our new strategy, the minuend is forced to traverse the whole feature map and it will also drive the subtrahend to move, which result in a more diverse feature pool.
In this paper, we compute the GRQ matrix J separately for each channel. Suppose there are 10 channels with 512 features per channel, the number of candidate pixel difference features is 5120, i.e. the same number as of the original feature map. In comparison, if we use SS features, the number of pixel difference features is 512 2 × 10 = 1, 308, 160, which makes it infeasible to train without a large amount of memory. With our method, memory constraint is not an issue even if we allow pixel differences to be computed across the 10 channels.
Apart from alleviating memory issue, compared with methods based on the general LDA, like [23] , our classifier is much faster to train. The speed improvement comes from two aspects. One is that we do not need to compute the inverse of S W , which is the bottleneck of computing Eq. (4). Another aspect is that the general LDA only computes one optimal projection. Thus in order to form a feature pool, LDA is applied in many patches of a detection window. For our method, we generate a feature pool by finding many suboptimal projections in single GRQ computation, which brings much higher efficiency.
B. REGION-BASED FSSS FEARTURES
As is stated in [38] , it is beneficial for occlusion handling if we constrain all features of a single tree to be selected from a local region. Because when occlusion occurs, only the trees covering the occluded regions are affected. We adopt this strategy in our paper and the FSSS features are computed in a region at each iteration. Using region-based FSSS also accelerate training, since only a part of the base features are involved for GRQ computing at each iteration. In our implementation, we randomly select a region for a weak classifier. The region size is important parameter for our detector. In Section IV we will discuss the region size to choose. 
C. TWO-STAGE TRAINING
Although calculating pixel difference is very efficient, its complexity is still higher than the ACF feature which needs only a single pixel indexing. For higher efficiency, we use ACF as a proposal to FSSS feature just as [39] and many deep learning methods [17] , [19] do. The scheme, as illustrated in Fig. 2 , is similar to that in [17] : (i) we use ACF features to collect hard negative samples for the last training round; (ii) in the last training round, the cascade is divided into two parts; (iii) the earlier stages of the cascade still use ACF to train, only the later stages of the cascade use FSSS features to train. We will discuss the switching stage from ACF features to FSSS features in Section IV.
As we shown in Fig. 1 , most of the negative windows will be filtered out at early stages of the cascade and will not reach the less efficient FSSS stages, thus the increase in detection time is not significant. The speedup is also for the training time. First, the number of weak classifiers using FSSS is reduced by half. Second, when training the later stages of the cascade, many of the sample weights are reduced to zero. These samples are ignored in LDA computation, thus the training will also be faster in later stages compared to that in earlier stages.
D. TRAINING PROCESS
Now we put together all the ingredients stated above and introduce the training process. we use ACF features for hard negative mining before the last training round. At the last training round, the whole cascade include training stages using ACF features and training stages using FSSS features, as illustrated in Fig. 2 . In the following, We only illustrate the training stages using FSSS features which are the late stages of the last training round. The algorithm is listed in Algorithm 1.
Algorithm 1 The Training Process Using FSSS Features
Input: A set of labeled training samples (x 1 , y 1 ), . . . , (x n , y n ), where y i = ±1; the first part of the BDT cascade trained using ACF features H ACF (x); weak classifier number T for FSSS features; number of channels K. Output: The final strong classifier H (x).
Initialize sample weights
Randomly select a region R t and extract the index vector of features in this region as s t .
For every x i , i = 1, . . . , n, choose elements in region R t and channel k to form a subvector x k i .
6
Compute between-class covariance S k B and within-class covariance S k W using {x k i } n i=1 with weights {w i } n i=1 .
7
Compute the GRQ matrix J k using the method described in Section III-A.
8
Compute the permutation vector p k t by selecting the index of the maximum element in each row of J k
Concatenate the permutation vectors {p k t } K k=1 for all channels to form the overall permutation vector p t .
10
For every x i , i = 1, . . . , n, compute a new feature vector
11
Train a decision tree h t (x t ) using (x t 1 , y 1 ), . . . , (x t n , y n ).
12
Update weights w i = w i exp [−y i h t (x t i )]. 13 Return the final strong classifier
For each iteration using FSSS features, we first randomly select a region which corresponds to an index vector s k . The elements of this vector denote the indexes of the features in the original feature map. For each channel, we use LDA to find the corresponding feature index which leads to the maximum GRQ for each feature in this region. These indexes form a permutation vector (lines [4] [5] [6] [7] [8] 
The whole classifier is constructed by combining stages using ACF features and stages using FSSS features. Note both s k and p t are saved in each training iteration and will be used at detection time.
For BDT, sample weights are recomputed after every boosting iteration and training samples are divided into two parts in every tree node split, thus the sample weights distribution are different for each node. In principle, we need to recompute new feature vectors at each node, which takes too much training time. The time cost not only comes from the GRQ computation, but also from quantization of the new feature vectors [40] . 2 Thus in our experiments, we renew the feature vectors for every boosting iteration, not for every node.
E. VISUALIZING SELECTED FEATURES
Our FSSS features are intuitive and reasonable. To see this, we choose the #100 feature in each of the 10 channels and show the corresponding GRQ maps of these features in Fig. 3 .
The green square indicates the #100 feature, the red square denotes the maximum GRQ in this map, the blue square denotes the maximum GRQ in the yellow region. Some GRQ maps do not show red squares, which means the position of the red square coincides with the blue square. The meaning of this map is that when we use the pixel at the position of the green square as minuend, the corresponding subtrahend is the pixel at the position of the red square for global FSSS, or the pixel at the position of the blue square for region-based FSSS.
Note how interpretable of the GRQ maps and the chosen corresponding pixels are. We take global FSSS as an example. In the first map (L channel), the pixel chosen is at leg. Because the green position in a pedestrian window is often sky which has high luminance and the luminance of the face and upper body are often brighter than the lower body, thus have similar luminance with the sky. Hence choosing pixel at the lower body to perform the differential operation may lead to a better discrimination. In the second map (U channel), the pixel FIGURE 3. The GRQ map of the #100 feature in 10 channels. The green square denotes the #100 feature, the red square denotes the feature corresponding to the maximum GRQ in this map, the blue square denotes the feature corresponding to the maximum GRQ in the yellow region. Some red squares coincide with the blue squares. See the text for details.
chosen is at face/head, which is a very discriminative position for the U channel [20] . In map 4 (gradient magnitude channel) and map 8 (horizontal gradient channel) the red square is chosen at feet, this position is very informative to imply a pedestrian, which is stated in [31] . In map 9, the choosing position is at shoulder, which is the well-known position for pedestrian detection [41] . The region-based FSSS may give a different choice, and is also very reasonable. In a word, the corresponding pixels automatically chosen by our method are very informative and interpretable. Unlike [21] , [22] , [38] which use shape prior to generate features, in our method, the pixel pairs are automatically learned from training data. Thus our method is promising to be extended to other object detection tasks.
F. DISCUSSION
The feature selection procedure can also be performed using Pearson correlation coefficient. Here we will show its correlation with the LDA based method. Given the response variable c = {0, 1}, our aim is to find out which combination of pixel difference provides the largest absolute correlation coefficient with c. Suppose x and y are arbitrary two features in a feature map, the weighted correlation coefficient between x − y and c is computed by
where p is the total weight of all positive examples, µ x−y and σ x−y are the mean and standard deviation of (x − y). Thus the numerator of ρ x−y,c is i
with the first term calculated as
Where µ x 1 is the mean of feature x of all positive examples, µ x 0 is the mean of feature x of all negative examples. The second term of Eq. (12) has the same form. Thus the denominator of ρ x−y,c can be easily computed and we get
We prefer to choose the pixel pair with the largest |ρ x−y,c |.
Suppose the corresponding indexes of x and y are i and j, then |ρ x−y,c | 2 is p(1 − p) times the J (w ij ) (see Eq. (5)).
Since both the coefficient p(1 − p) and the square operation will not change the order of non-negative values, the index selected by Pearson correlation coefficient coincides with the one selected by GRQ criterion. Besides, J (w ij ) could be taken as the Fisher score [42] of (x − y) and
could be taken as the Laplacian score [43] of (x − y).
G. CONTEXTUAL INFORMATION
Ground plane constraint (GPC) is an important context information which is widely used for pedestrian detection [12] , [13] , [44] - [47] . The key idea of GPC is that under some assumptions [12] which are valid for an onboard camera, the projected height h and the vertical position y of a pedestrian exhibit a linear relationship.
This relationship is used variously in different papers. Park et al. [12] and Ohn-Bar and Trivedi [46] re-scored the detection confidence s using SVM with h and y as features. In [13] the authors found that in Caltech dataset the pedestrian window centers are largely (over 99%) located between the rows 140 and 300, thus only scan windows in this region. Kim and Kim [47] modeled the position and the size of a pedestrian in terms of normal distribution and ignored pedestrians out of the 3σ scope.
Currently the top non-deep-learning methods on Caltech benchmark use GPC. To make a fair comparison, we also add this trick in our experiments. We directly use the linear relationship of the heights and vertical positions of pedestrians. Because the assumptions in [12] are not strictly satisfied, the point (h, y) will deviate from the straight line. We argue that the top position and height of the detection window can be bounded by two straight lines as shown in Fig. 4 which shows the distribution of (h, y) of the pedestrians in Caltech training set and the two bounding lines as an example. More than 99.9% pedestrians in the training set belong to this bounding area. When performing detection, we speed up detecting by only searching for pedestrians in this bounding area. 
IV. EXPERIMENTS
We evaluate our proposed method on several standard pedestrian detection datasets which are the most popular and widely used ones in the literature, including INRIA [3] , ETH [4] , KITTI [2] and Caltech [48] datasets. We use INRIA for parameter tuning, as in [23] , [29] , and [45] . For INRIA, KITTI and Caltech datasets, we only use their own training data to train the model and test it on their test data. Since there is no training data for ETH, the model trained on INRIA training dataset is used for experiment on ETH. The Intersectionover-Union (IoU) threshold is set to 0.5 to determine true positives for all datasets unless noted otherwise. Results on INRIA, ETH and Caltech are compared using miss rate vs. False-Positive-Per-Image (FPPI) curves, which is the wellrecognized evaluation metric for pedestrian detection [1] . Methods are ranked by log average miss rate which is computed by averaging the miss rate at 9 FPPI points that are evenly spaced in the log-space ranging from 10 −2 to 10 • unless noted otherwise. Results on KITTI are compared using precision-recall curves, and methods are ranked by averaging the precision at 11 evenly spaced recall points ranging from 0 to 1.
All the methods involved in comparison in INRIA, ETH and Caltech experiments are listed in the website of Caltech Pedestrian Detection Benchmark 3 and all the methods involved in comparison in KITTI experiment are listed in the website of KITTI Vision Benchmark Suite. 4 GPC is eligible for transporting scenario when the camera setup is fixed for training and testing. In our experiments, we only use GPC for the Caltech dataset. The result with GPC is denoted as FSSSC. Results of Both FSSS and FSSSC are shown. INRIA is not a transporting dataset, ETH only has testing data, hence both INRAI and ETH can not use GPC. KITTI will benefit from GPC (we got about 1% improvement in our validation set), but the evaluation server only allow one version submission, thus we only submit the FSSS result for evaluation to show our main contribution.
A. EVALUATION ON INRIA DATASET
The INRIA dataset includes 614 positive images and 1218 negative images for training. Evaluation results are reported on the 288 positive testing images. The model size is set as 128 × 64 and the channels are downsampled by 4x, thus the feature map size is 32×16. For multi-scale detection, channels are computed over an image pyramid with 8 scales per octave. The final classifier is built via three rounds of hard negative mining (starting from a forest with 32 trees, and then 256, 1024, 4096 trees). Realboost [49] and level-3 decision trees are used to train our model. In the last round, we switch our RealBoost algorithm to the shrinkage version as is used in [18] and [50] . The shrinkage parameter is set to 0.5. Two hyper-parameters are considered here, one is the region size, another is the switching stage. The default value of the region size is set to 8×8 (half the model width) and the default value of the switching stage is set to 2048 (half the weak classifier number). When we test on one parameter, another is kept as its default value. First, we test the detector trained with different region size, as shown in Fig. 5(a) . Note 'global' means we do not use region-based FSSS, e.g., the whole feature map in each channel is involved in GRQ computing. From the figure we see that the best region size is 8 × 8 which happens to cover half the model width. Intuitively, region size should not be too small or too large. The region size needs to be sufficiently large to ensure it contains enough foreground part. For a 32 × 16 feature map, if the region size is smaller than 6 × 6, in some cases it will hardly cover any foreground part (for example in the corner of the feature map), thus feature differences in this region will be not useful. On the other hand, if a region size is too large, the benefit for occlusion handling will be small.
The switching stage from ACF feature to FSSS feature is also important. From Fig. 5(b) we see that though using FSSS will lower the miss rate, ACF is a necessary complement. Switching to FSSS too early will cause performance degradation. Thus using FSSS at the later stages of the cascade not only accelerates detection speed but also improves accuracy. The optimal switching stage is 2048, which is half the total weak classifier number. In the following experiments, we will set the region size to 8 × 8 and the switching stage to half the weak classifier number. The comparison with state-of-the-art methods is shown in Fig. 6 . Our method achieves a 9.80% log average miss rate, which outperforms all non deep learning approaches (the ones without * mark). Compared with the second best method SpatialPooling which achieves a 11.22% log average miss rate, our method not only provides a 12.66% relative improvement, but has a much higher detection speed (See Tabel 1). 
B. EVALUATION ON ETH DATASET
The ETH dataset only contains 1804 images for testing and there is no training data. Thus we use the detector trained on INRIA for evaluation which is widely adopted in the literature [15] , [50] , [51] . As there is color offset in this dataset, we apply the automatic color equalization algorithms (ACE) [52] , [53] to the images before we extract channel features. This treatment is also adopted in [50] . For the evaluation results are reported on pedestrians taller than 50 pixels, the test images is upsampled by one octave. The result is shown in Fig. 7 . Again, our method outperforms all non-deep-learning methods and some the deep learning methods (DBN-IsoI [54] , JointDeep [55] , DBN-Mut [56] , SDN [57] ).
FIGURE 7.
Comparison with state-of-the-art methods on the ETH dataset.
C. EVALUATION ON KITTI DATASET
The KITTIs object detection benchmark has 7481 training and 7518 test images. It contains three object classes for evaluation: Car, Pedestrian, and Cyclist. Here we only choose pedestrian class for evaluation. KITTI differentiates the difficulty in identifying pedestrians to three levels: easy, moderate and hard, corresponding to different height, occlusion and truncation. All methods are ranked based on the moderate difficult level (the minimum height of bounding box is 25 pixels, maximum occlusion level is partly occluded and a maximum truncation of 0.30) in the benchmark. In our experiments, most parameters are the same as we used in INRIA experiment, except that we upsample the images by two octaves to detect pedestrians with heights between 25 to 100 pixels and we use level-5 decision trees instead of level-3 trees.
The Precision-recall curves (moderate difficult level) of our method and some published methods on KITTI benchmark are shown in Fig. 8 . The average precision of our method is 62.09%, outperforming all the other non deep learning method. The closest one to ours (FilteredICF) only achieves 57.12%. Note the result of Regionlets [58] is achieved by combining the Regionlets and CNN. Some recent deep learning methods which achieve good performance in other dataset are also outperformed by our method (e.g., RPN+BF [15] , CompACT-Deep [25] ). [14] , RRC [59] ) outperform ours by a large margin. We argue that this has something to do with the KITTI evaluation metrics. In KITTI metrics, there are two disadvantages for our method, which happens to be advantages for some top deep learning methods:
Some top deep learning methods (MS-CNN
(i) Unlike other datasets which take pedestrians and cyclists as the same class (e.g. Caltech pedestrian dataset), the human data in the KITTI dataset consists of two disjoint subsets (pedestrian class and cyclist class). Our method, like other traditional methods, trained as a binary classifier for pedestrian. At validation time, we find it is difficult for our detector to discriminate pedestrian class and cyclist class separately due to their similar appearance. This will lead to false positives. On the other hand, some CNN methods trained a multiclass detector and will naturally distinguish pedestrian and cyclist.
(ii) The evaluation in INRIA, ETH, and Caltech dataset follows the routine in [1] which standardize the aspect ratio of all the ground truth and detected bounding boxes to 0.41. Traditional sliding window method like ours use a fixed aspect ratio which is suitable for this evaluation. KITTI benchmark, on the other hand, does not standardize the ground truth aspect ratio and the detected bounding boxes may not have a good alignment with the ground truth. This is not a problem for some current deep learning method for they are with a bounding box regression operation which may fit any aspect ratio.
We will see these disadvantages more clearly by comparing two CNN-based methods RPN+BF and MS-CNN. The RPN+BF is a binary detector specialized for pedestrians and it only use bounding box regression for Region Proposal Network (RPN). MS-CNN is a multiclass detector which perform bounding box regression at both RPN and the classification layers. Therefore, although RPN+BF outperform MS-CNN on Caltech dataset (see Fig. 10 ), it is significantly outperformed by MS-CNN. VOLUME 6, 2018 Based on the two drawbacks stated above, there are two ways to improve the performance of our method on KITTI dataset. One is to train a separate cyclist detector, another is to train multiple detector corresponding to different aspect ratio. Besides, according to [60] , combining detectors with multiresolution feature map will also significantly improve the performance for KITTI dataset. All these methods are about model combination and are orthogonal to our method. They can be implemented on top of our method and further improvement in detection accuracy is expected. To benefit from this type of methods, some strategies need to be carefully designed, such as subcategorization, calibration of confidence scores and fusion of detection results. We will explore this type of methods in our future work.
D. EVALUATION ON CALTECH DATASET
Finally we evaluate our method on Caltech pedestrian datasets which is currently the largest and the most widely used pedestrian detection dataset. It enables a comparison among more than 60 state-of-the-art approaches published during recent years. It consists 250,000 labeled 640 × 480 frames (in 137 approximately minute long segments) which are divided into 11 sessions. The first 6 sessions are used for training and the last 5 sessions are used for testing. The standard evaluation is performed on every 30th frame of the test set, which consists 4,024 images in all. The results are evaluated using the reasonable difficulty which means the pedestrian is at least 50 pixels in height and with a visibility of at least 65%.
Training images is collected by sampling one image out of every 4 consecutive frames, which result in 32,077 images. Most parameters are the same as we used in KITTI experiment, except we use twice the weak classifier number in each bootstrapping round (that is, starting from a model with 64 trees, and then 512, 2048, 8196 trees). Note the corresponding switching stage is also doubled to 4096. We also upsample the test images by one octave to detect pedestrians with heights between 50 to 100 pixels.
1) EVALUATION USING STANDARD ANNOTATIONS
Our FSSS features are constructed by feature differences of ACF features. Here we first show our method will indeed outperform the original ACF features. We train another BDT with all the 8192 trees using ACF features and plot the log average miss rate evolve with the weak classifier number. The result is shown in Fig. 9 . The blue line shows that the log average miss rate of original ACF features get stuck about 19%. The red line shows the result of our FSSS framework, in which the first 4096 stages still use ACF features (thus the log average miss rate is the same with that of the blue line) and the subsequent 4096 stages use FSSS features. The figure shows that when we switch to FSSS features, the log average miss rate decreases radically. Adding more weak classifiers using ACF features makes no improvement on performance indicating the discrimination power of the ACF features are exhausted after the first 4096 stages. It is apparently that FSSS features are complementary to the ACF features and will boost the performance.
Comparison with the state of the art methods are shown in Fig. 10 . Before using ground plane constrains (GPC), the accuracy of our proposed FSSS (13.96%) already outperform the top non deep learning methods LDCF++ (14.98%) [46] and MRFC+Semantic (16.84% ) [13] . Note both these two methods have already used GPC and MRFC+Semantic trained on outside dataset to get semantic channels. By using GPC (denoted as 'FSSSC'), the log average miss rate of our detector is further lowered to 13.13%, providing a 12.35% relative improvement to LDCF++.
We also analyze performance under some difficult conditions on the testing data. Fig. 11 shows the evaluation results under conditions of small scale, atypical aspect ratio and heavy occlusion. In all these circumstances, our FSSS and FSSSC detectors outperform other non deep learning method, except in atypical aspect ratio condition, FSSS is outperformed by checkerbords+ [7] . Checkerbords+ is the baseline Checkerbords detector enhanced by motion features [61] which need video information while our method is only based on a single frame. In other circumstances, checkerbords+ only achieve a little improvement to checkerbords, but for the atypical aspect ratio condition, it lower the average miss rate by about 6%. This implies that motion information is very helpful to tackle this situation. This may because the atypical aspect ratio often happens when pedestrians are crossing a road, and showing their profiles. In this circumstance, the part-centric motion is significant which is the most useful motion information for pedestrian detection [61] . Our method is hopefully further improved by using motion information and this is left for future work. 
2) EVALUATION USING NEW ANNOTATIONS
In [62] , Zhang et al. conducted a detailed survey and provided a new and more accurate ground truth labeling on Caltech dataset. We also test our trained detector using the new annotations, as shown in Fig. 12 . Our method also ranks the first in all non-deep-learning methods. With more accurate annotations, the performance of both LDCF++ and FSSS improves, but improvement of FSSS is more remarkable. With GPC, our FSSSC achieves a log average miss rate of 9.99%, providing a 27.92% relative improvement with respect to LDCF++ (13.86%).
3) RUNTIME ANALYSIS
We measure the detection speed using a single core of Intel i7 6700K CPU (4 GHz) on Caltech dataset. Table 1 provides a comparison of our approach with some stateof-the-art non-deep-learning methods whose execution time are provided. A more intuitive comparison of these methods are also shown in Fig. 13 . From the figure we see that our method achieves the top accuracy with a moderate detection speed. Note that the authors of the previous best method LDCF++ [46] only give the computation time of LDCF84, not LDCF++. LDCF++ is an improved version of LDCF84. The differences between them are: (i) LDCF++ does not use the feature pyramid approximation [6] while LDCF84 does; (ii) LDCF++ uses SVM to re-score the detection result. Both changes will lower the detection speed, thus LDCF++ will be slower than LDCF84, and of course, slower than our method.
4) COMPARISON WITH DEEP LEARNING METHODS
Though some deep learning methods outperform our method, their success is based on very deep CNN models and external training data. For example, the currently top method F-DNN+SS [8] combine single shot multibox detector (SSD) [63] , GoogleNet [64] , ResNet-50 [65] and semantic segmentation (SS) network [66] , in which SSD and SS are based on VGG16 network [67] . It runs at 2.48 second per image on TITAN X, while our method runs at 0.289 second per image using CPU. Apart from Caltech training set, F-DNN+SS uses ImageNet [68] , Microsoft COCO [69] , Cityscape [70] , ETH [4] and TudBrussels [5] for training, while we only use Caltech training set.
Moreover, when we raise the IoU threshold from 0.5 to 0.7, all the deep learning methods exhibit dramatic performance degradation and are outperformed by our method, see Fig. 14. When using a larger threshold, in order to be taken as a true positive, a detected bounding box needs to be better aligned with a ground truth bounding box. Hence, increasing the threshold means using a stricter criterion which focuses more on localization quality. At this circumstances, the accuracy of all detectors decreases without doubt, but the accuracy of the deep learning methods deceases more than ours which means the localization quality of our method is better than that of the deep learning methods. As stated in [62] , this weakness in localization of current deep learning methods may be due to their feature pooling operation. Tabel 2 summarizes localization performances of top deep learning methods and FSSS in terms of the mean IoU between detection results and ground truth at 10 −1 FPPI. From Table 2 we see that although the top deep learning methods have lower miss rate compared to FSSS, their location quality are all inferior than our method. Therefore, when we use a stricter metric, their weakness in precise localization is revealed. Note the RPN+BF has the worst localization quality among them, thus shows the most dramatic performance degradation. Though these deep learning methods use bounding box regression to increase the localization quality, their performances are still inferior than our method. Hence we believe that the proposed approach may provide complementary information for deep learning approaches, and will explore in our future work the integration of these two kinds of approaches to get further improvements.
V. CONCLUSION AND FUTURE WORK
In this paper we have proposed a new type of features based on LDA and SS features. They are incorporated into the BDT model for pedestrian detection. The main contribution of our work is a novel feature selection method which uses LDA to generate a feature pool for classification. The generated FSSS features are only used at late stages of the BDT, hence the increase of computation cost is small. Experiments have shown that our features achieve top accuracy with moderate detection speed. We compare our method with deep learning methods and show its superiority in high-quality localization. We have also discussed some possible directions to further improve the performance of our detector and will explore them in our future work. 
