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Infectious disease assays can be imperfect. When estimating disease prevalence,
these imperfections are accounted for by incorporating assay sensitivity and speci-
ficity into point and variance estimates. Unfortunately, these accuracy measures are
often treated as fixed constants, rather than acknowledging that they are estimates
from an assay validation process. The purpose of this study is to show the detrimental
effect of not taking into account this sampling variability when samples are obtained
through group testing (aka, pooled testing). We show that confidence interval cov-
erage can dramatically decline as the sample size increases for the main sample of
interest. As a remedy for this problem, we propose a new confidence interval which
takes into account the extra sampling variability. This new interval is shown to obtain
coverage near the nominal level.
Heart Rate Variability (HRV) has been used to study stressed induced reaction in
humans, and mammal, in general, using non-linear analysis. Studies have also been
done to establish synchrony in humans. Non-linear analysis of HRV using recurrence
and cross recurrence plots, recurrence and cross recurrence quantification analysis,
have also been done to study the feather pecking behavior in chickens. The main
purpose of this study is to see if the human study on the degree of synchrony can be
replicated for the avian population. If such synchrony exists in the avian population,
then it will establish that the degree of synchrony is a primal instinct. Female leghorn
chickens were used in the study as they have similar cardiac structure but are evolu-
tionarily distant from mammals. If the presence of synchrony can be established for
cagemate hens, it might lead to significant improvement in poultry well-being.
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1Chapter 1
Introduction
Measurement error in the estimation process often leads to biased estimates. Pres-
ence of measurement error in the estimation process for categorical variables is called
misclassifiction. Misclassification occurs when the subject or a disease is wrongly clas-
sified into a category due to some observational or measurement error in the presence
of an imperfect assay. When misclassification is not taken into account in statistical
analysis, it often leads to biased estimates. In the case of estimating the prevalence
probability when there are two categories involved, the accuracy rates are measured
by the Specificity (Sp) and Sensitivity (Se) of the test. Here, Sp is the probability of
a negative test result being negative when in reality the disease is not present and Se
is the probability of a positive test result when actually the disease is present. These
rates (Sp and Se) are typically estimated from an external validation data. Group
testing (aka pooled testing) proposed by (Dorfman, 1943), is an effective way of de-
tecting and estimating the prevalence for a disease with low prevalence probability.
It is a method whereby bigger samples are pooled into equal or unequal groups and
testing is done on these pooled groups. If the pooled group tests negative then that
particular group is considered to be disease free. This method is both cost and time
effective. Thus, group testing is used for two purposes: identification of the diseased
individuals and estimation of prevalence probability. Disease prevalence can be ef-
fectively estimated using group testing without identifying the infected individual.
There are various methods in group testing that are used to estimate the prevalence
probability. Extensive work has been done on interval estimation methods for the
prevalence probability (Hepworth, 1996, 2005; Tebbs and Bilder, 2004), but these
works did not take into account the possibility of misclassification. The researchers
assumed that the assays were 100% accurate. This assumption can be challenged
as the possibility of misclassification is always present in these estimation methods
due to imperfect assays. Studies have corroborated the use of imperfect assays and
presence of misclassification. (Weiss et al., 1985; Deitz et al., 2004). Liu et al. (2013)
worked on confidence interval estimates for diseases with small prevalence probability
in a group testing scenario in the presence of misclassification. However, their study
considered the estimates to be fixed constants. The variability of the misclassification
rate estimates derived from the external validation data set was taken into consid-
2eration in the individual testing scenario by Buonaccorsi (2010). Interval estimates
accounting for the variability present due to the use of misclassification estimates
were derived. However, in a group testing scenario, the effect of the variability due
to the use of misclassification estimates has not been studied.
Variance present due to the use of the misclassification estimates also plays an
important role in estimating the individual disease prevalence using group testing.
Not taking into account this sampling variability in a group testing scenario has a
negative effect. The confidence interval coverage is dependent on the sample size of
the main sample and also the size of the external validation data set. As a remedy
for this problem, a confidence interval with a new variance function which takes into
account the extra sampling variability is proposed and investigated in Chapter 2.
The second, unrelated, manuscript, presented in Chapter 3, investigates Heart
Rate Variability (HRV) of leghorn chickens to determine the presence of relational
synchrony among the avian population. HRV is defined as spontaneous fluctuations
in sinus rate due to internal and external body processes (Kristal-Boneh et al., 1995).
It is non-linear and chaotic in nature and is measured by variation in the beat-
to-beat interval. To study HRV, non-linear methods like Recurrence Plots (RP),
Cross Recurrence Plot (CRP), Recurrence Quantification Analysis (RQA) and Cross
Recurrence Quantification Analysis (CRQA) are generally used (Zbilut et al., 2002).
Heart rate and cardiovascular responses has been investigated by Konvalinka et al.
(2011) to study the presence of synchrony in related humans. The study found that
HRV pattern of an individual experiencing anxiety or stress had a stronger physi-
ological linkage or synchrony with the individual’s family members as compared to
someone who was not known to the individual. In the study, individuals participated
in the Spanish firewalking ritual and related (family members or friends), and non-
related individuals witnessed the ritual. Heart rates were measured for the firewalkers,
their family members or friends, and the non-related spectators. The heart rate data
from the study revealed that, in humans, emotional responses are connected to HRV
among family members. McCraty (2002) investigated how heart rate pattern can be
used to study the synchronization between heart-brain and cognitive capabilities.
Poletto et al. (2011) did a study to understand the behavioral and physiological
responses to stress in farm animals using HRV and blood pressure variability (BPV).
In their research, autonomic regulation of HRV and BPV were analysed. The informa-
tion was used to detect, and quantify response to stress in domestic swine. The results
were then generalized to assess farm animal welfare. Kovács et al. (2014) reviewed
the heart rate and HRV indices in diary cattle. They concluded that the effects of
technological stress and pathological loads on the autonomic nervous system, external
stress, the effect of physiological challenge induced by diseases in calves, short-term
stress caused by pain-evoking interventions in calves are detectable through the HRV
parameters.
In poultry studies, HRV measurement has been used previously to understand the
feather pecking behavior of poultry (Kjaer and Jørgensen, 2011; Korte et al., 1998).
3However, a literature search shows that a non-linear analysis of HRV to study presence
of bio-communication in livestock population has not been conducted. The current
study expands HRV usage in poultry research by taking HRV as an indicator for the
presence or absence of shared patterns which in turn reflects emotional synchrony
between cagemate hens.
In Chapter 3 the main purpose is to see if the Konvalinka et al. (2011) study can
be replicated for the avian population. In other words, the study is done to show
that if such a synchrony exists in the avian population, then it is a primal instinct.
The part of the brain which controls heart rate and respiration has evolved long time
ago and is present in reptiles, birds, and mammals. Avian (i.e., bird) brains do not
have mammalian amygdala (the main emotional center of the brain), but they do have
similar structures referred to as the amygdaloid complex (Jarvis et al., 2005). Besides
the cardiovasuclar system of avian species is also similar to mammals. This justifies
the choice of using female leghorn chickens as they have similar cardiac structure but
are evolutionary distant from mammals, and hence there is no confounding effects.
If the presence of synchrony can be established for cagemate hens, it might lead to
significant improvement in poultry well-being.
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9Chapter 2
Estimating disease prevalence in the presence of imperfect
assay
Abstract
Infectious disease assays can be imperfect. When estimating disease prevalence,
these imperfections are accounted for by incorporating assay sensitivity and speci-
ficity into point and variance estimates. Unfortunately, these accuracy measures are
often treated as fixed constants, rather than acknowledging that they are actually
estimates from an assay validation process. The purpose of this study is to show the
detrimental effect of not taking into account this sampling variability when samples
are obtained through group testing (aka, pooled testing). We show that confidence
interval coverage can dramatically decline as the sample size increases for the main
sample of interest. As a remedy for this problem, we propose a new confidence in-
terval which takes into account the extra sampling variability. This new interval is
shown to obtain coverage near the nominal level.
INTRODUCTION:
Diseases with lower prevalence probability can be effectively detected (identified)
and the disease prevalence estimated by using group testing aka pooled testing as
proposed by Dorfman (1943). It is a method whereby bigger samples are pooled into
equal or unequal groups and testing is done on these pooled groups. If the pooled
group tests negative then that particular group is considered to be disease free. This
method is both cost and time effective. Thus, group testing consists of two parts:
identification of diseased individuals and estimation of prevalence probability. Disease
prevalence can be effectively estimated using group testing without identifying the
infected individual. In this regard, various methods have been developed to estimate
the prevalence. However, as with other methods, there is a chance of misclassification
(identifying the diseased individual/ group incorrectly) in this estimation method due
to imperfect assay. The accuracy of an assay is measured by its specificity (a subject
is classified as disease free when he/she is actually disease free) and sensitivity (a
subject is correctly classified as diseased when he/she is infected with the disease).
10
Extensive work on interval estimation methods for the prevalence probability in
a group testing scenario with equal group size has been previously done (Hepworth,
1996; Tebbs and Bilder, 2004; Hepworth, 2005). These methods were derived with
the assumption that the assays are 100% accurate. This assumption is unrealis-
tic. Research in detecting HIV infection and genotype determination done by Weiss
et al. (1985) and Deitz et al. (2004) have corroborated that assays are imperfect and
that there is misclassification. Liu et al. (2013) derived confidence intervals for the
prevalence of rare disease using the group testing method in the presence of mis-
classification. The presence of misclassification is seen when the disease status is
determined by an imperfect assay. The rate of accuracy of the assay is measured by
its specificity, denoted by Sp and the sensitivity, denoted by Se. Here Sp = P (Test
result is negative | disease is not present) and Se = P (Test result is positive | disease
is present). These rates (Sp and Se) are estimated from the external validation data.
However, Liu et al. in their study considered the estimates to be fixed constants.
In the individual testing scenario, Buonaccorsi (2010) derived interval estimates,
taking into consideration the variability of the misclassification rate estimates derived
from the external validation data set. However, this has not been studied in the group
testing scenario. In this chapter, it has been proposed that the variance present due
to the use of the misclassification estimates also plays an important role in estimating
the individual disease prevalence in a group testing scenario. In the case of imperfect
assays, there is a negative effect of not considering this sampling variability in a
group testing scenario. The confidence interval coverage is dependent on the sample
size of the main sample and also the size of the external validation data. As a
remedy for this problem, a new confidence interval which takes into account the
extra sampling variability has been proposed. This new interval is shown to obtain
coverage near the nominal level even for the Wald interval. In the proposed confidence
interval, the variance function is derived taking into account the variability of the
misclassification estimates. In this chapter, the prevalent interval estimate where
estimated misclassification rates are taken to be fixed, and hence the extra sampling
variability is not taken into account, is referred to as the standard approach. The
new interval estimate where the extra sampling variability is taken into consideration
is referred to as the proposed approach.
METHODOLOGY:
In a group testing scenario, let us assume that there are n groups of size k. Let Yi =1
if the ith group tests positive and Yi = 0 otherwise. Thus, the total number of groups
testing positive is T =
∑n
1 Yi where T ∼ Binomial(n, θ) and θ is the probability of
a group testing positive. The individual prevalence probability is denoted by p. The
assay specificity is denoted by Sp and the sensitivity is denoted by Se.Thus, in the
presence of misclassification, the probability of a group testing positive is a function
11
of sensitivity, specificity, individual prevelence probability and the group size,
θ =f(Se, Sp, p, k) = Se(1− (1− p)k) + (1− Sp)(1− p)k. (2.0.1)
The Maximum Likelihood Estimate (MLE) of θ is given by θ̂= T
n
. The accuracy of
the assay is estimated from an external validation data.
X
W
Total
0 1
0 v00 v01 v0+
1 v10 v11 v1+
Total v+0 v+1 v
Table 2.1: Representation of the external validation data
In the external validation data, X is the actual status of the disease and W is the
observed status. Xvx1 and Wvx1 are two vectors whose elements can be either 0 or
1: 0 for negative and 1 for positive. The total of actual negatives (each negative is
represented by 0) in X is v0+ and the total of actual positives (each positive is
represented by 1) in X is v1+. The total of observed negatives (each negative is
represented by 0) in W is v+0 and the total of observed positives (each positive is
represented by 1) in W is v+1. The total sample size of the external validation data
set is v= v0+ + v1+=v+0 + v+1. The total number of individual testing negative
(W = 0) when the disease status is actually negative (X = 0) is v00 and the total
number of individual testing positive (W = 1) when the disease status is actually
positive (X = 1) is v11 which gives us the MLE of Sp and Se as Ŝp =
v00
v0+
and
Ŝe =
v11
v1+
, respectively.
To get a valid estimate of the prevalence probability in a group testing scenario, and
in the presence of misclassification, some assumptions are made. Firstly, it is
assumed that the random sample is independently and identically distributed (iid).
This assumption is neccessary to ensure that the individual statuses are not affected
by systemic factors. Secondly, group testing does not affect the testing error rates.
This helps ensure that the testing error rates are not affected by how grouping is
done, and enables the use of external validation data. Thirdly, the testing error
12
rates are independently estimated from the external validation data. This
assumption is not violated because Ŝp and Ŝe are estimated from two
non-overlapping groups. For practical purposes, it is assumed that the sensitivity
and specificity of the assay are both higher than random assignment of the disease
status, that is 1
2
< Se, Sp < 1. Under the chance model, the probability of correctly
determining the disease status is 1
2
and it is expected that the assay will do a better
job in identifying the disease status than chance. Lastly, it is assumed that
1− Sp ≤ θ ≤ Se for fixed Se, Sp, k, and 0 ≤ p ≤ 1. This assumption comes from the
fact that θ = Se − (Se + Sp − 1)(1− p)k, for 0 ≤ p ≤ 1, and therefore, the lowest
value that θ can take is 1− Sp and the highest value that θ can take is Se.
As mentioned in (2.0.1) above, in presence of misclassification, the probability of a
group testing positive (θ) is a function of sensitivity (Se), specificity (Sp), individual
prevelence probability, (p), and the group size, k. This can also be represented in
terms of a function of the individual prevalence probability, p as
(1− p)k =
(
Se−θ
Se+Sp−1
)
. Here (1− p)k is the probabilty of a group testing negative,
thereby implying that there were no infected individuals in the group. Using the
MLEs of θ, Se and Sp, the prevalence probability, p, can be estimated using:
p̂ = 1−
(
Ŝe − θ̂
Ŝe + Ŝp − 1
)k
. (2.0.2)
To obtain the 100(1− α)% interval estimates for the individual prevalence
probablity, p, the confidence interval is first derived at the group level and then
converted to the individual level. In this regard, the variance function needs to be
formulated for the standard and the proposed approach, for which the delta method
is used.
In the standard approach, Ŝe and Ŝp are considered to be fixed estimates. Thus, the
v̂arstandard (1− p̂)k = v̂arstandard
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
is function of θ, and is derived by using
the univariate delta method:
v̂arstandard
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
= g′(θ̂)2 ∗ v̂ar(θˆ) where g′(θˆ) = − 1
Ŝe−(1−Ŝp) and v̂ar(θ̂) =
θ̂(1−θ̂)
n
=> v̂arstandard
(
Ŝe − θˆ
Ŝe − (1− Ŝp)
)
=
(
−1
Ŝe − (1− Ŝp)
)2
θ̂(1− θ̂)
n
(2.0.3)
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In the proposed approach, the estimated values of θ, Se, Sp are random vari-
ables, which are assumed to be independently distributed. Hence, var (1− p̂)k =
var
(
Ŝe−θ̂
Ŝe+Ŝp−1
)
is dependent on the estimates of θ, Se, Sp. Thus, v̂arprop(1 − p̂)k is
derived using the multivariate delta method.
v̂arprop(1− p̂)k = g′(µ̂)T ∗ v̂ar(µ̂) ∗ g′(µ̂) where µ̂ =

θ̂
Ŝe
Ŝp

then, g′(µ̂) =

− 1
Sˆe−(1−Sˆp)(
1+Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)
− (Sˆe−θˆ)
(Sˆe−(1−Sˆp))2
 and v̂ar(µ̂) =

θˆ(1−θˆ)
n
0 0
0 Sˆe(1−Sˆe)
v1+
0
0 0 Sˆp(1−Sˆp)
v0+

=> v̂arprop
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
=
[
− 1
Sˆe−(1−Sˆp) ,
(
1+Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)
, − (Sˆe−θˆ)
(Sˆe−(1−Sˆp))2
]
∗
θˆ(1− θˆ)
n
0 0
0
Ŝe(1− Ŝe)
v1+
0
0 0
Ŝp(1− Ŝp)
v0+
*

− 1
Sˆe−(1−Sˆp)(
1+Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)
− (Sˆe−θˆ)
(Sˆe−(1−Sˆp))2

=> v̂arprop(1− p̂)k =
(
1
Sˆe−(1−Sˆp)
)2 θˆ(1− θˆ)
n
+
(
1−Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)2
Ŝe(1−Ŝe)
v1+
+
(
(Sˆe − θˆ)
(Sˆe − (1− Sˆp))2
)2
Ŝp(1− Ŝp)
v0+
. (2.0.4)
Thus from (2.0.3) and (2.0.4) we have,
v̂arstandard(1− p̂)k =
(
1
Ŝe−(1−Ŝp)
)2
θ̂(1−θ̂)
n
and
v̂arprop(1− p̂)k =
(
1
Sˆe−(1−Sˆp)
)2 θˆ(1− θˆ)
n
+
(
1−Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)2
Ŝe(1−Ŝe)
v1+
+
(
(Sˆe−θˆ)
(Sˆe−(1−Sˆp))2
)2
Ŝp(1−Ŝp)
v0+
Comparing the two estimated variances, it is seen that the estimated variance
under the proposed approach is always greater than the estimated variance under
the standard approach which indicates that there is unaccounted variability present,
when the variability due to the use of misclassification rate estimates are not taken
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into consideration. As the number of groups, n, increases the estimated variance
under the proposed approach increases significantly as compared to the estimated
variance under the standard approach. However, the difference in the estimated
variances is also dependent on the size of the validation data and the misclassification
rates. If the external validation data sample size is very large than the contribution
of the additional terms in the expression due to the misclassification rate estimates is
smaller. It can also be inferred from the expression that the variance function under
the proposed approach will be higher when the misclassification rates are higher
because Ŝe − (1− Ŝp) becomes smaller.
The variance functions can also be derived at the individual levels using the delta
method. From 2.0.2, it is to be noted that in presence of misclassification, the preva-
lence probability can be estimated using the MLEs of θ, Se and Sp.
Under the standard approach, Ŝe and Ŝp are considered to be fixed estimates.
Thus, p̂ = 1−
(
Ŝe−θ̂
Ŝe+Ŝp−1
)1/k
= g(θ̂) is a function of θ̂. Thus using the univariate delta
method, v̂arstandard(p̂) can be derived as (refer to Appendix C for the derivation):
v̂arstandard(p̂) =
(
1− p̂
k(Ŝe − θ̂)
)2
θ̂(1− θ̂)
n
(2.0.5)
Under the proposed approach, the estimated values of θ, Se, Sp are considered as
random variables and p̂ = g(θ̂, Ŝe, Ŝp). In this approach, Ŝe and Ŝp are considered as
independent random variables and are estimated from the external validation data.
The estimated variance of p̂ using the multivariate delta rule is given by (refer to
Appendix C for the derivation):
v̂arprop(pˆ) =
(
1− p̂
k(Ŝe − θ̂)
)2 θˆ(1− θˆ)
n
+
(
1− Ŝp − θˆ
Ŝe + Ŝp − 1
)2
Ŝe(1− Ŝe)
v1+
+
1
(Ŝe + Ŝp − 1)2
Ŝp(1− Ŝp)
v0+
)
(2.0.6)
INTERVALS:
To further analyze the performance of the two variance functions, Wald confidence
interval estimates were calculated to analyze how the proposed variance function
performed as compared to the stndard variance function. The goal of this comparison
was to check if the extra variability brought in by the variance function will make
the interval too wide, thereby making it more conservative, and hard to maintain the
nominal confidence level.
As the number of groups, n, get larger, the approximate 100(1−α)% Wald confi-
dence interval for Se−θ
Se−(1−Sp) (= (1− p)k) is given by Ŝe−θˆŜe−(1−Ŝp) ± z1−α/2v̂ar
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
.
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The v̂ar
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
is derived using the delta method as described in (2.0.3) and
(2.0.4) for the standard approach, and the proposed approach, respectively. Thus,
the lower limit for the interval is given by: L = Ŝe−θˆ
Ŝe−(1−Ŝp) − z1−α/2v̂ar
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
and
the upper limit for the interval is given by: U = Ŝe−θˆ
Ŝe−(1−Ŝp) + z1−α/2v̂ar
(
Ŝe−θˆ
Ŝe−(1−Ŝp)
)
The upper and the lower limits described above are given in the group scale. To
convert the confidence interval to the individual scale the following transformation is
done:
L < Se−θ
Se−(1−Sp) < U
=> L < (1− p)1/k < U
=> 1− U1/k < p < 1− L1/k (2.0.7)
Thus, the approximate 100(1− α)% Wald confidence intervals for p, by using the
transformation described in (2.0.7) above are:
under the standard variance function:
1−
(
Ŝe−θˆ
Ŝe−(1−Ŝp) + z1−α/2
(
1
(Ŝe−(1−Ŝp)
)2
θ̂(1−θ̂)
n
)1/k
,
1−
(
Ŝe−θˆ
Ŝe−(1−Ŝp) − z1−α/2
(
1
(Ŝe−(1−Ŝp)
)2
θ̂(1−θ̂)
n
)1/k
 (2.0.8)
and under the proposed variance function:
1− Ŝe−θˆ
Ŝe−(1−Ŝp) + z1−α/2
[(
1
Sˆe−(1−Sˆp)
)2 θˆ(1− θˆ)
n
+
(
1−Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)2
Ŝe(1−Ŝe)
v1+
+
(
(Sˆe−θˆ)
(Sˆe−(1−Sˆp))2
)2 Ŝp(1− Ŝp)
v0+
]1/k
,
1− Ŝe−θˆ
Ŝe−(1−Ŝp) − z1−α/2
[(
1
Sˆe−(1−Sˆp)
)2 θˆ(1− θˆ)
n
+
(
1−Sˆp+θˆ
(Sˆe−(1−Sˆp))2
)2
Ŝe(1−Ŝe)
v1+
+
(
(Sˆe−θˆ)
(Sˆe−(1−Sˆp))2
)2 Ŝp(1− Ŝp)
v0+
]1/k
(2.0.9)
From (2.0.8) and (2.0.9), it is seen that as n increases, the variability due to
grouping decreases for both for functions. However, in (2.0.9), it is seen that the
extra sampling variability that is present due to the use of the misclassification rate
estimates will contribute to widening the confidence interval limits and it is not af-
fected by n. This indicates that the variability due to the estimated misclassification
rates will play a role as n increases. The denominator in (2.0.9) also indicates that
when the misclassification rates are higher (that is Sˆe − (1− Sˆp) is closer to 0), then
the contribution of the extra variability will also be higher.
Additionally, the studentized bootstrap interval (also referred to as the bootstrap
t-interval) which was developed by Hall (1988) was also studied. This structure of
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the interval is similar to the Wald confidence interval and is not dependent on any
distributional assumptions. While formulating this interval, a statistic in the lines of
the Student’s t-statistic is used. Let pi be the parameter of interest and pi is a estimate
based on a random sample of size n. The asymptotic variance of pi is σ2/n = se2(pi)
with a corresponding estimate ŝe∗
2
(pi). The distribution function, HF (x) of (pi−pi)ŝe , is
approximated by the distribution function HFn(x) of
(pi∗−pi)
ŝe∗ .
A 100(1 − α)% confidence interval is given by: θ̂ ± c∗n,(1−α)ŝe where c∗n,α is the α
th quantile of the distribution of (pi
∗−pi)
ŝe∗ .
To evaluate how the bootstrap interval performs when the additional variability
is taken into consideration, the ŝe is calculated using the square root of the proposed
variance function under the bootstrapping scenario.
RESULTS:
For the confidence intervals defined in (2.0.8) and (2.0.9), the exact and estimated
confidence levels along with the expected lengths were calculated to compare the
performance of the confidence intervals using the two variance functions.
For the exact confidence level, the joint probability mass function (pmf), f(p),
was determined for θ, Se, and Sp. Based on the assumption that the three random
variables T , Sˆe and Sˆp are independent variables, we have the joint pmf as:
f(p) =f(θ, Sp,Se) =
(
n
t
)
θt(1−θ)n−t.
(
v0+
v00
)
Sv00p (1−Sp)v0+−v00
(
v1+
v11
)
(Se)
v11(1−
Se)
v1+−v11
All possible combinations of θ, Se, and Sp which satisfied the assumptions and
their corresponding pmfs were taken into consideration. The individual prevalence
probability (p̂) using (2.0.2), the limits using (2.0.8), and (2.0.9) were calculated. An
indicator function, I(p) was used to check whether p was contained in the interval.
I(p) = 1 if p was within the interval and I(p) = 0 otherwise. The exact true confidence
level was calculated using the function, C(p) =
∑
I(p)f(θ, Sp, Se) and the exact
mean length was calculated using the function, M(p) =
∑
L(p̂)f(θ, Sp, Se) where
L(p̂) denote the interval length for p̂.
True confidence level Expected length
n θ Standard Proposed Standard Proposed
100 0.1901 0.9378 0.9405 0.2001 0.2138
500 0.1901 0.9370 0.9488 0.0895 0.1167
1000 0.1901 0.9267 0.9499 0.0690 0.1078
1500 0.1901 0.9157 0.9503 0.0589 0.1052
Table 2.2: The exact confidence level and expected length for
k = 10, Se = 0.95, Sp = 0.98, p = 0.02, v0+ = 500 = v1+.
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From Table 2.2, it is seen that the proposed variance function, although producing
a wider confidence interval, was successful at maintaining the stated nominal level as
compared to the confidence interval calculated using the standard approach. However,
the exact confidence level calculations become time consuming and computationally
intensive when the number of groups (n), and the external validation data set become
larger. Hence the estimated confidence level was used.
The estimated confidence level was calculated using the simulated results. For
each simulation, the upper and the lower limits of the 95% confidence interval were
calculated. An indicator variable, I(p) was used to check whether p was contained
in the interval. I(p) = 1 if p was within the interval and I(p) = 0 otherwise. The
estimated confidence level was calculated using the mean of the indicator function and
the estimated mean length was calculated using the expected length of the simulated
confidence intervals.
Estimated true confidence level Expected length
n θ Standard Proposed Standard Proposed
100 0.1901 0.931 0.934 0.0198 0.0200
500 0.1901 0.935 0.950 0.0089 0.0093
1000 0.1901 0.923 0.953 0.0063 0.0069
1500 0.1901 0.899 0.944 0.0051 0.0058
2000 0.1901 0.892 0.947 0.0044 0.0053
Table 2.3: The estimated true confidence level and expected length for
k = 10, Se = 0.95, Sp = 0.98, p = 0.02, v0+ = 500 = v1+
Similar to the results in Table 2.2, it was seen in Table 2.3 that for the confidence
interval using the proposed variance function, the estimated confidence level achieved
the stated nominal level consistently as compared to the standard approach.
Plots showing the performace of the Wald confidence intervals using the standard
variance function and the proposed variance function:
Figure 2.1: The impact of number of groups and size of the external validation data
set on the estimated confidence level:
In Figure 2.1, comparison has been done to understand the performance of the
Wald confidence intervals using the standard vs the proposed variance function for
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different number of groups (n = 500, 1000, 2000), v0+ = (100, 500, 1000) and v1+ =
(100, 500, 1000). It is seen from the plot that the Wald confidence interval using the
proposed variance function attained better coverage than the Wald interval using the
standard variance function across all the comparisons. It is to be noted that for lower
prevalence probability, the proposed Wald interval performed consistently better the
standard one, and attained coverage around the stated (1− α)100% level.
Table 2.4 below gives the value of the standard variance function using (2.0.3),
and the proposed variance function using (2.0.4), for different number of groups, n,
and different combinations of misclassification rates.
n Se Sp
V ariance
standard proposed
100 0.95 0.98 0.001398 0.001424
500 0.000365 0.000409
1000 0.000182 0.000226
100 0.90 0.95 0.001898 0.001981
500 0.000466 0.000580
1000 0.000233 0.000347
100 0.98 0.95 0.001617 0.001684
500 0.000408 0.000497
1000 0.000203 0.000292
100 0.85 0.90 0.002489 0.002711
500 0.000708 0.001004
1000 0.000354 0.000650
100 0.80 0.70 0.010773 0.012147
500 0.002143 0.003553
1000 0.001070 0.002491
Table 2.4: Comparing the estimated variance functions , for p = 0.02, v0+ = 500 = v1+ , and
different combinations of n, Se, and Sp.
From Table 2.4, it is seen that as the number of groups, n, is increasing, the pro-
posed variance function is getting larger than the standard variance function. This is
an indication that the variability of the misclassification estimates is contributing to
the variance function even though the effect of the number of groups, n, is becoming
smaller. It is also to be noted that when the misclassification rates are higher, the ef-
fect of the proposed variance function increases as compared to the standard variance
function.
The contour plot below (Figure 2.2) reflects the performance of the v̂arstd(p̂) as
compared with the var(p̂), and the v̂arprop(p̂) as compared with the var(p̂).
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Figure 2.2: Contour plot for the comparision of variances in terms of se and sp, using the
standard and proposed variance functions.
While comparing the v̂arstd(p̂) with the var(p̂), it is seen that for lower sensitivity
and specificity (Se < 0.75 and Sp < 0.75), the standard approach overestimates
var(p̂), and underestimates var(p̂) for higher sensitivity and specificity (Se > 0.90
and Sp > 0.90). v̂arstd(p̂) underestimates var(p̂) by 50% or more than 60% of the time
and overestimates var(p̂) by 50% or more about 1% of the time. While comparing
the v̂arprop(p̂) with the var(p̂), it is seen that for lower sensitivity and specificity
(Se < 0.84 and Sp < 0.84), v̂arprop(p̂) overestimates var(p̂), and underestimates
var(p̂) for higher sensitivity and specificity (Se > 0.95 and Sp > 0.95). v̂arprop(p̂)
underestimates var(p̂) by 50% or more about 35% of the time and overestimates
var(p̂) by 50% or more about 25% of the time.
The estimated confidence levels and expected lengths using Monte Carlo simu-
lation were calculated for the Studentized bootstrap confidence interval for different
number of groups.
Estimated true confidence level Expected length
n Bootstrap (Studentized) Bootstrap (Studentized)
100 0.934 0.0201
500 0.936 0.0093
1000 0.963 0.0069
2000 0.959 0.0052
Table 2.5: The estimated true confidence level and the expected length for
k = 10, Se = 0.95, Sp = 0.98, p = 0.02, v0+ = 500 = v1+
Accounting for the additional variability in the Studentized bootstrap interval
also show that the confidence interval using the proposed variance function attains
the stated level as n gets bigger. It also performs better than the Wald confidence
interval calculated using the standard variance function when the number of groups
is larger.
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DISCUSSION AND CONCLUSION:
Brown et al. (2001) have stated that that the standard Wald interval does not perform
well for the binomial distribution when the prevalence probability is small. However,
in the above comparison, in the presence of misclassification, it was seen that the the
extra variability brought in due to the use of the misclassification estimates from the
external validation data plays a role in achieving better interval estimates. The Wald
interval using the proposed variance function which incorporates this extra variability
performs better than the standard Wald interval. The proposed confidence interval
consistently attains the stated nominal 1− α level as the validation data set sample
size increases even when the prevalence probability is small. It is to be noted that as
the number of groups (n) increases, the confidence interval sing the proposed approach
attains slightly higher confidence levels than the stated level. However, in case of the
standard approach, where the extra variability is not taken into consideration, the
confidence level drastically falls below the stated nominal level. It is also seen that
(refer to Appendix A) for smaller validation data (v0+ = 100 = v1+) the estimated
confidence level using the standard approach is much lesser than the stated 1−α level
across all misclassification rates whereas under the proposed approach the confidence
interval consistently attains the stated confidence level. As the misclassification rates
increase (> 10%) the confidence interval using the proposed approach consistently
attains the stated level whereas the confidence interval using standard approach fails
to attain the stated level, especially when the number of groups (n) increases. The
interval estimate using the proposed approach is also seen to consistently attain the
stated 1 − α level when the validation data sets are between 100 to 500. Even for
smaller validation data sets (< 100), the proposed approach performs much better
than the standard approach. Thus, it is evident that the proposed approach performs
better than the standard approach when the misclassification rates are higher (> 10%)
, n is larger across all validation data sets.
When comparing the proposed variance function with the standard variance func-
tion, it is seen that the estimated proposed variance is always larger than the esti-
mated standard variance. This indicates that not taking into the extra variability
in the variance estimates under the standard approach leads to underestimating the
variability present in the estimator, and hence it fails to attain the nominal level. It
is also seen, that for smaller prevalence probabilities, the proposed variance function
performs better than the standard variance function when the misclassificaion rates
are higher. The variance function formulated using the standard approach underes-
timates the var(p̂) about 60% of the time whereas the proposed variance function
underestimates it about 35% of the time. However, the standard variance function
and the proposed variance function estimates var(p̂) within 50% of the true value
about 38% and 40% of the time, respectively.
While comparing the performance of the Studentized bootstrap confidence inter-
val, it was seen that that it performed better as n increased which indicated that
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the variability due to the use of the misclassification rates estimates played a role in
attaining the stated nominal 1− α level.
In conclusion, the standard Wald method tends to fall short of the stated nominal
1 − α level. When the prevalence probability is small, the true confidence level is
often too low. For smaller prevalence, the confidence interval constructed using the
standard approach performs worse when n increases but the estimates get better when
the validation data size is increased refer to Appendix A). However, the Wald interval
with the proposed variance function which takes into account the additional variability
due to the use of the misclassification estimates consistently performs better than the
confidence interval constructed using the standard approach. For smaller prevalence
probability estimation, as the validation data set gets bigger, the proposed approach
performs better. It is also seen that for smaller validation data sets (30−60 each), even
though the confidence interval using the proposed approach fall short of the stated
nominal level, it still performs much better than the standard approach. Hence it is
recommended that for smaller prevalence probability (< 5%), it is most important
to use the proposed approach when the misclassification rates are higher than 10% ,
the number of groups are larger (>500) across all sizes of the external validation data
sets.
When comparing the two variances, the proposed estimated variance function is
always larger than the standard estimated variance function, when the assumptions
are met. The proposed variance function performs better than the standard variance
function when the misclassification rates are higher. Although the variance calcu-
lated using the standard approach underestimates var(p̂) more than the variance
calculated using the proposed approach, both the approaches estimates var(p̂) within
50% accuracy almost at the same rate.
Introducing the additional variability in the Bootstrap t-interval also show that
the method attains the stated level as n gets bigger. It also performs better than the
standard Wald method when the number of group gets bigger.
Thus, it is seen that taking into account the extra sampling variability due to
the estimates of misclassification from an assay validation process helps in improving
the confidence interval coverage, specially when the misclassification rates are higher.
However, in this study the extra variability was only taken into account for Wald-like
confidence intervals. In a group testing scenario, since the sample size or number
of groups are usually large, the effectiveness of these type of intervals cannot be
undermined. Future work in this regard may include methods to incorporate this
variability different types of confidence intervals like the profile likelihood interval,
Wilson’s confidence interval, etc.
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APPENDIX A:
Comparison of the performance of the Wald interval and the Studentized bootstrap
interval, for different combination of n, v00, v11, Se, Sp, p :
Using the standard variance function:
Standard approach Proposed approach
n v00 v11 Se Sp p Est CL Exp length Est CL Exp length
500 500 500 0.98 0.95 0.02 0.92 0.0094 0.94 0.0102
1000 0.89 0.0066 0.95 0.0078
500 500 500 0.98 0.95 0.05 0.94 0.0148 0.94 0.0154
1000 0.92 0.0105 0.94 0.0113
500 500 500 0.90 0.95 0.02 0.92 0.0100 0.95 0.0110
1000 0.90 0.0071 0.96 0.0084
500 500 500 0.90 0.95 0.05 0.93 0.0160 0.95 0.0171
1000 0.91 0.0113 0.95 0.0127
500 500 500 0.80 0.90 0.02 0.90 0.0127 0.95 0.0148
1000 0.8455 0.0089 0.94 0.0118
500 500 500 0.80 0.90 0.05 0.91 0.0195 0.95 0.0218
1000 0.8805 0.0137 0.95 0.01677
Standard approach Proposed approach
n v00 v11 Se Sp p Est CL Exp length Est CL Exp length
500 100 100 0.98 0.95 0.02 0.83 0.0094 0.95 0.0131
1000 0.74 0.0066 0.92 0.0112
500 100 100 0.98 0.95 0.05 0.90 0.0148 0.95 0.0177
1000 0.84 0.0104 0.95 0.0141
500 100 100 0.90 0.95 0.02 0.83 0.0100 0.95 0.0144
1000 0.74 0.0071 0.95 0.0125
500 100 100 0.90 0.95 0.05 0.87 0.0161 0.95 0.0209
1000 0.78 0.0114 0.95 0.0174
500 100 100 0.80 0.90 0.02 0.742 0.0127 0.94 0.0216
1000 0.632 0.0090 0.94 0.01953
500 100 100 0.80 0.90 0.05 0.79 0.0196 0.95 0.0296
1000 0.703 0.0138 0.96 0.0259
Bootstrap t-interval:
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n v00 v11 Se Sp p Est CL Exp length
500 500 500 0.98 0.95 0.02 0.95 0.0103
1000 0.95 0.0078
500 500 500 0.98 0.95 0.05 0.95 0.0154
1000 0.96] 0.0113
500 500 500 0.90 0.95 0.02 0.95 0.0111
1000 0.95 0.0085
500 500 500 0.90 0.95 0.05 0.96 0.0171
1000 0.95 0.0128
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APPENDIX B:
The different relevant confidence intervals mentioned in the Introduction
of Chapter 2:
For uniformity, the following notations have been used:
Yi = group status, 1 if the group tests positive, 0 if the group test negative, i = 1...n
T = Total number of groups testing positive =
∑n
i=1 Yi
n = number of groups
k = group size
θ = probability of group testing postive = 1− (1− p)k
p= individual probability of test positive
Se= sensitivity
Sp= specificity
v0+ = total true negatives,
v1+ = total true positive
The various confidence intervals, relevant to the chapter, that have been proposed
in the papers cited in the Introduction section of Chapter 2 are as follows (the sec-
tions, and whether the intervals were derived at the individual or group level are also
mentioned):
(In a group testing scenario, confidence intervals with equal group sizes have only
been considered.)
Under the group testing scenario:
The following intervals assumes 100% assay accuracy (no misclassification):
In the Hepworth (1996) paper the following intervals were mentioned for equal group
sizes:
At the individual level:
4.1 Asymptotic result:
Asymptotically, p̂ follows normal distribution with mean p and variance 1
E(− δ2logL
δp2
)
where L is the likelihood function of p. Using the relationship θ = (1− (1− p)k), the
vara(p̂) ≈ 1−(1−p)
k
nk(1−p)k−2 when there are n groups of size k, each. Thus the approximate
(1 − α)100% confidence interval is given by p̂ ± z1−α/2
√
vara(p̂) where z1−α/2 is the
(1− α/2) quantile of the standard normal distribution.
At the group level:
4.2 Exact confidence limits for equal group sizes:
For groups having equal group size, k, the distribution of T ∼ Binomial(n, θ). The
upper and the lower limits of an exact confidence interval, θU and θL for θ is found
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by solving:
P (T ≤ t) =∑r≤t b(r;n, θu) = α/2 and
P (T ≥ t) =∑r≥t b(r;n, θL) = α/2,
where b(r;n, θ) is the binomial density function.
In the Tebbs and Bilder (2004) paper the following intervals have been studied:
At the individual level:
3.1. The Wald confidence interval
The(1− α)100% Wald interval for p is given by:
p̂± z1−α/2
√
vara(p̂)
wherevara(p) denotes the asymptotic variance function and vara(p) = 1k2 (1 − (1 −
p))k(1− p)2−k.
3.2 The Thompson confidence interval
The(1− α)100% Thompson’s interval for p is given by:
p̂± z1−α/2
√
vare(p̂)
wherevare(p) denotes the exact variance function and vare(p) = E(p̂2)− [E(p̂)]2.
3.3 The Variance Stabilizing confidence interval (VSI):
The (1− α)100% VSI is given for a function of p, g(p) as:
(1 − [1 − sin2(a
2
)]1/k, 1 − [1 − sin2( b
2
)]1/k) where a = g(p̂) − z1−α/2/
√
n and b =
g(p̂) + z1−α/2/
√
n.
In this interval, g is taken to be a real-valued differential function.
At the group level:
4.1 The Clopper–Pearson confidence interval:
The (1 − α)100% Clopper–Pearson confidence interval is simply the quantiles from
the two beta distribution:
Beta(α/2, t, n − t + 1) < θ < Beta(1 − α/2, t + 1, n − t) where t is the number of
group testing positive.
4.2 The Blaker confidence interval
This is a modification of the Clopper Pearson interval. The confidence interval for θ
is calculated under two situations:
when P (T ≥ t) < P (T ≤ t) then the confidence intervl region is the set of θ such
that P (T ≥ t) + P (T ≤ t∗) ≥ α for the largest t∗ satisfying P (T ≤ t∗) ≤ P (T ≥ t).
P (T > t) + 1
2
P (T = t) ≥= α/2.
when P (T ≥ t) > P (T ≤ t) then the confidence intervl region is the set of θ such that
P (T ≤ t) + P (T ≥ t∗∗) ≥ α for the smallest t∗∗ satisfying P (T ≥ t∗∗) ≤ P (T ≤ t).
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4.3 The mid-p interval:
This interval is obtained by inverting an exact interval. The confidence interval
for θ is the set of θ values which satisfies: P (T < t) + 1
2
P (T = t) >= α/2 and
P (T > t) + 1
2
P (T = t) ≥= α/2.
4.4 The Wilson score interval:
t+ 1
2
Z2
1−α/2
n+Z2
1−α/2
± Z1−α/2
√
n
n+Z2
1−α/2
√
t
n
(1− t
n
) +
Z2
1−α/2
4n
The following intervals take into account the misclassification present in
the data but considers the misclassification estimates as fixed:
In the Liu et al. (2013) paper the following intervals were mentioned:
At the group level
3.1. The Wald confidence interval:
The(1− α)100% Wald interval for θ is given by:
θ̂±z1−α/2
√
θ̂(1− θ̂)/n for those values of θ which satisfies the condition that 1−Sp ≤
θ ≤ Se. This can be stated as [θ̂ − z1−α/2
√
θ̂(1− θ̂)/n, θ̂ + z1−α/2
√
θ̂(1− θ̂)/n]∩[1−
Sp, Se] = [max(θ̂ − z1−α/2
√
θ̂(1− θ̂)/n, 1− Sp),min(θ̂ + z1−α/2
√
θ̂(1− θ̂)/n, Se)]
3.2 The Wilson confidence interval
Iw =
t+ 1
2
Z2
1−α/2
n+Z2
1−α/2
± Z1−α/2
√
n
n+Z2
1−α/2
√
t
n
(1− t
n
) +
Z2
1−α/2
4n
for those values of θ which satisfies the
condition that 1− Sp ≤ θ ≤ Se i.e, the confidence interval is Iw ∩ [1− Sp, Se].
3.3 The Clopper–Pearson confidence interval:
The lower and the upper bound of the (1−α)100% Clopper Pearson intervalis found
by solving the following equations:
P (T ≥ t) = 1−B(t− 1;n, θL) = α/2, and
P (T ≤ t) = B(t;n, θU) = α/2
where B(t;n, θ) is the binomial distribution function.
In presence of misclassification, the interval is calculated for those values of θ which
satisfies the condition that 1 − Sp ≤ θ ≤ Se i.e, the confidence interval is [θL, θU ] ∩
[1− Sp, Se].
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3.4. The Agresti–Coull confidence interval:
IAC = θ˜ ± z1−α/2
√
θ˜(1−θ˜)
n+Z2
1−α/2
where θ˜ =
t+ 1
2
Z2
1−α/2
n+Z2
1−α/2
.
In presence of misclassification, the interval is calculated for those values of θ which
satisfies the condition that 1− Sp ≤ θ ≤ Se i.e, the confidence interval is IAC ∩ [1−
Sp, Se].
3.5. The Blaker confidence interval:
Let γ(θ, t) = min[1 − B(s − 1;n, θ), B(s;n, θ)] and α(θ; t) = ∑i:γ(θ,i)≤γ(θ,t) b(t;n, θ)
where b(t;n, θ) is the binomial density function. The Blaker confidence interval is
given by:
IB = θ : α(θ; t) > α.
In presence of misclassification, the interval is calculated for those values of θ which
satisfies the condition that 1−Sp ≤ θ ≤ Se i.e, the confidence interval is IB∩[1−Sp, Se].
Under the individual testing scenario:
The following interval takes into account the misclassification present in
the the data and the variability present due to the misclassification esti-
mates:
Let pw = proportion of the sample with the misclassified variable, W = 1 (this should
be equal to p if there is no misclassification).
Therefore, pw = Sep+ (1− Sp)(1− p)
Buonaccorsi (2010) in his book (pages 19-21) talked about the following intervals
where external validation data has been used for estimating misclassification rates:
2.4.1 Ignoring the uncertainity in the misclassification rates,
The(1− α)100% Wald interval for p is given by:
p̂± z1−α/2
√
vara(p̂) where p̂ =
p̂w−(1−Ŝp)
(Ŝe+Ŝp−1) and vara(p̂) =
p̂w(1−p̂w)
n(Ŝe+Ŝp−1)2
wherevara(p) denotes the asymptotic variance function
Exact Interval:
The exact interval, when the misclassification rates uncertainity is not taken into
consideration, is given by:
[L,U ] =
[
Lw−(1−Ŝp)
(Ŝe+Ŝp−1) ,
Uw−(1−Ŝp)
(Ŝe+Ŝp−1)
]
, where (Lw, Uw) are calculated for pw based on the
Binomial distribution.
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2.4.2 Using external validation data and misclassification rate:
Delta and Fieller interval:
In this interval, vara(p̂) = vara(
p̂w−(1−Ŝp)
(Ŝe+Ŝp−1) ) = vara
(
ẑ1
ẑ2
)
is used.
vara(p̂) =
1
(Ŝe+Ŝp−1)2
[
V̂1 − 2p̂V̂12 + p̂2V̂2
]
here V̂1 = p̂w(1−p̂w)n +
Ŝp(1−Ŝp)
v0+
, V̂2 =
Ŝp(1−Ŝp)
v0+
+
Ŝe(1−Ŝe)
v1+
, and V̂12 =
Ŝp(1−Ŝp)
v0+
Using the variance function defined above, an approximate (1− α)100% Wald confi-
dence interval is formulated.
Bootstrap:
For the bootstrap confidence interval, B bootstrap samples are simulated for mis-
classified number of successes, t, negatives, v00, and positives, v11. Then p̂wi, Ŝpi,
and Ŝei are calculated for each bootstrap sample which gives p̂i for i = 1, ..., B using
p̂ = p̂w−(1−Ŝp)
(Ŝe+Ŝp−1) . Using the B bootstrap values, p̂i, bootstrap estimates and SE of p̂ are
calculated and the bootstrap confidence interval is computed.
Exact interval:
For the exact approach, (1 − α)1/3100% confidence intervals are obtained for pw, Sp,
and Se, using the exact distribution (binomial) and are denoted by [Lw, Uw],[Lp, Up],
and [Le, Ue], respectively. The confidence interval for pis the minimun and the max-
imun value of the of p̂ calculated using the eight possible combination of the three
sets of interval endpoints for pw, Sp, and Se.
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APPENDIX C:
Derivation of the variance function at the individual level:
Using the standard approach where the misclassification estimates are con-
sidered to be fixed:
In presence of misclassification, the probability of a group testing positive is a function
of sensitivity, specificity, individual prevelence probability and the group size.
θ = f(Se, Sp, p, k) = Se(1− (1− p)k) + (1− Sp)(1− p)k
θ = Se − (Se + Sp − 1)(1− p)k
(1− p)k =
(
Se−θ
Se+Sp−1
)
=> p = 1−
(
Se−θ
Se+Sp−1
)1/k
The maximun likelihood estimate of θ is T
n
.
Here T ∼ Binomial(n, θ) and is the number of positives in a sample of size n.
Under the standard method, Ŝe and Ŝp are considered to be fixed estimates. Using
the estimated values of θ, Se, Sp we get the estimated individual prevalence probability,
p̂, as:
(1− p̂)k = Ŝe − θˆ
Ŝe + Ŝp − 1
=> p̂ = 1−
(
Ŝe−θ̂
Ŝe+Ŝp−1
)1/k
= g(θˆ)
Thus, the v̂arstandard(pˆ) is derived by using the univariate delta method:
v̂arstandard(p̂) = g
′(θ̂)2 ∗ v̂ar(θˆ)
where g′(θˆ) = 1
k(Ŝe+Ŝp−1)1/k (Ŝe − θ̂)
1
k
−1 = 1
k(Ŝe−θ̂)
(
Ŝe−θ̂
Ŝe+Ŝp−1
)1/k
=
(
1−p̂
k(Ŝe−θ̂)
)
and v̂ar(θ̂) = θ̂(1−θ̂)
n
v̂arstandard(p̂)=
(
1−p̂
k(Ŝe−θ̂)
)2
θ̂(1−θ̂)
n
(2)
Using the proposed approach where the misclassification estimates are
considered to be random variables:
Under the proposed method, the estimated values of θ, Se, Sp are considered as random
variables.
The estimated individual prevalence probability,
p̂ = 1− ( Ŝe − θ̂
Ŝe + Ŝp − 1
)1/k
is now a function of three random variables θ̂, Ŝe, Ŝp.
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Let µ̂ =
 θ̂Ŝe
Ŝp

Then, p̂ = g(µ̂)
When Ŝe and Ŝp are considered as independent random variables and are estimated
from the external validation data, the estmated variance of p̂ using the multivariate
delta rule is given by:
v̂arprop(p̂) = g
′(µ̂)T ∗ v̂ar(µ̂) ∗ g′(µ̂)
where g′(µ̂) =

(Sˆe−θˆ)
1
k
−1
k(Sˆe+Sˆp−1)1/k
1
k
(
1−Sˆp−θˆ
(Sˆe+Sˆp−1)2
)(
Sˆe−θˆ
Sˆe+Sˆp−1
) 1
k
−1
(Sˆe−θˆ)
1
k
k(Sˆe+Sˆp−1)1/k+1

v̂ar(µ̂) =

θˆ(1−θˆ)
n
0 0
0 Sˆe(1−Sˆe)
v1+
0
0 0 Sˆp(1−Sˆp)
v0+

v̂arprop(pˆ) = g
′(µˆ)T ∗ v̂ar(µˆ) ∗ g′(µˆ)
=> v̂arprop(pˆ) =
 (Ŝe − θˆ) 1k−1
k(Ŝe + Ŝp − 1)1/k
,
(
1− Ŝp − θˆ
k(Ŝe + Ŝp − 1)2
)(
Ŝe − θˆ
Ŝe + Ŝp − 1
) 1
k
−1
,
(Ŝe − θˆ) 1k
k(Ŝe+Ŝp−1)1/k+1
 ∗

θˆ(1− θˆ)
n
0 0
0
Ŝe(1− Ŝe)
v1+
0
0 0
Ŝp(1− Ŝp)
v0+
*

(Ŝe − θˆ) 1k−1
k(Sˆe + Ŝp − 1)1/k(
1− Sˆp − θˆ
k(Ŝe + Ŝp − 1)2
)(
Ŝe − θˆ
Ŝe + Ŝp − 1
) 1
k
−1
(Ŝe − θˆ) 1k
k(Ŝe + Ŝp − 1)1/k+1

=> v̂arprop(pˆ) =
(Ŝe − θˆ) 2k−2
k2(Ŝe + Ŝp − 1)2/k
θˆ(1− θˆ)
n
+
(
1− Ŝp − θˆ
k(Ŝe + Ŝp − 1)2
)2(
Ŝe − θˆ
Ŝe + Ŝp − 1
) 2
k
−2
Ŝe(1− Ŝe)
v1+
+
(Ŝe − θˆ) 2k
k2(Ŝe + Ŝp − 1)2/k+2
Ŝp(1− Ŝp)
v0+
=> v̂arprop(pˆ) =
(
1− p̂
k(Ŝe − θ̂)
)2
θˆ(1− θˆ)
n
+
(
1− Ŝp − θˆ
Ŝe + Ŝp − 1
)2(
1− p̂
k(Ŝe − θ̂)
)2
Sˆe(1− Sˆe)
v1+
+
(
1− p̂
k(Ŝe − θ̂)
)2
1
(Ŝe + Ŝp − 1)2
Ŝp(1− Ŝp)
v0+
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v̂arprop(pˆ) =
(
1− p̂
k(Ŝe − θ̂)
)2 θˆ(1− θˆ)
n
+
(
1− Ŝp − θˆ
Ŝe + Ŝp − 1
)2
Ŝe(1− Ŝe)
v1+
+
1
(Ŝe + Ŝp − 1)2
Ŝp(1− Ŝp)
v0+

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Chapter 3
A non-linear analysis of Heart Rate Variability (HRV) to
investigate the degree of synchrony in chickens.
Abstract
Heart Rate Variability (HRV) has been used to study stressed induced reaction in
humans, and mammal, in general, using non-linear analysis. Studies have also been
done to establish synchrony in humans. The main purpose of this study is to see if
such a study can be replicated for the avian population. In other words, the study
is done to show that if such a synchrony exists in the avian population, then it is a
primal instinct. If the presence of synchrony can be established for cagemate hens, it
might lead to significant improvement in poultry well-being.
INTRODUCTION:
Heart Rate Variability (HRV) is defined as spontaneous fluctuations in sinus rate due
to internal and external body processes (Kristal-Boneh et al., 1995). It is measured by
variation in the beat-to-beat interval. It has also been established to be non-linear and
chaotic in nature. Hence, to analyse HRV, non-linear methods like Recurrence Plots
(RP), Cross Recurrence Plot (CRP), Recurrence Quantification Analysis (RQA) and
Cross Recurrence Quantification Analysis (CRQA) are generally used (Zbilut et al.,
2002).
Heart rate and cardiovascular responses has been investigated by Konvalinka et al.
(2011) to study the presence of synchrony in related humans. The study found that
HRV pattern of an individual experiencing anxiety or stress had a stronger physi-
ological linkage or synchrony with the individual’s family members as compared to
someone who was not known to the individual. In the study, individuals participated
in the Spanish firewalking ritual and related (family members or friends), and non-
related individuals witnessed the ritual. Heart rates were measured for the firewalkers,
their family members or friends, and the non-related spectators. The heart rate data
from the study revealed that, in humans, emotional responses are connected to HRV
among family members. McCraty (2002) also investigated how heart rate pattern can
be used to study the synchronization between heart-brain and cognitive capabilities.
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Poletto et al. (2011) did a study to understand the behavioral and physiological
responses to stress in farm animals using HRV and blood pressure variability (BPV).
In their research, autonomic regulation of HRV and BPV were analysed. The informa-
tion was used to detect, and quantify response to stress in domestic swine. The results
were then generalized to assess farm animal welfare. Kovács et al. (2014) reviewed
the heart rate and HRV indices in diary cattle. They concluded that the effects of
technological stress and pathological loads on the autonomic nervous system, external
stress, the effect of physiological challenge induced by diseases in calves, short-term
stress caused by pain-evoking interventions in calves are detectable through the HRV
parameters.
In poultry studies, HRV measurement has been used previously to understand the
feather pecking behavior of poultry (Kjaer and Jørgensen, 2011; Korte et al., 1998).
However, a literature search shows that a non-linear analysis of HRV to study presence
of bio-communication in livestock population has not been conducted. The current
study expands HRV usage in poultry research by taking HRV as an indicator for the
presence or absence of shared patterns which in turn reflects emotional synchrony
between cagemate hens.
The main purpose of this study is to see if the Konvalinka et al. (2011) study can
be replicated for the avian population. In other words, the study is done to show that
if such a synchrony exists in the avian population, then it is a primal instinct. The
part of the brain which controls heart rate and respiration has evolved long time ago
and is present in reptiles, birds, and mammals. Avian (i.e., bird) brains do not have
mammalian amygdala (the main emotional center of the brain), but they do have
similar structures referred to as the amygdaloid complex Jarvis et al. (2005). Besides
the cardiovasuclar system of Avian species is also similar to mammals. This justifies
the choice of using female leghorn chickens as they have similar cardiac structure but
are evolutionary distant from mammals, and hence there is no confounding effects.
If the presence of synchrony can be established for cagemate hens, it might lead to
significant improvement in poultry well-being. The current study is a part of the
ongoing Reisbig and Purdum (2016) study.
The main research objectives for this study are:
Research Objective 1: Study the HRV of the sixteen leghorn chickens (eight per
replicate) at the three level: baseline, feed removal and acute stressor condition based
on the type of housing.
Research Objective 2: Study if there is a presence of synchrony of HRV patterns
between paired cagemate hens during resting states and stressor events.
Under the proposed studies, the following hypotheses have been set up:
Hypothesis 1 for Research Objective 1: HRV is higher for aviary birds than conven-
tional caged birds.
Hypothesis 2 for Research Objective 2: Cagemate hens have more synchronous HRV
patterns than is experienced by non-paired/non-cagemate hens.
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METHODS:
Two trials were conducted to investigate stressor conditions. Trial 1 (feed failure) was
conducted in three replicates. For this study, data from Replicate 1 and Replicate 2 of
Trial 1 (sixteen birds) were used to develop the parameter estimates. These estimates
were used for addressing the overall study objectives.
For Trial 1, Replicate 1 and Replicate 2, 260 chickens raised in conventional cages
were divided into two groups. Replicate 1 was raised in conventional pullet cages,
replicate 2 was raised in floor pens. Both of these growing periods were in different
rooms than what was use din the trial. One group remained in conventional cages
(3 hens per cage) and the other group was transferred to the aviaries (40-50 hens
per aviary). The aviaries and cages used in this trial were their layer housing and
hens were not moved after placing them in the layer housing at the onset of sexual
maturity. From each replicate, two conventional cages and two aviaries were selected
for a total of four experimental units. Two hens from each experimental units were
randomly selected and implanted with the telemetry device. This trial was conducted
to test two stressor conditions; a 24-hour feed failure and a temporary acute stres-
sor condition. One of the conventional cages and one of the aviaries were kept for
a 24-hour period with no feed, while the other conventional cage and aviary birds
had normal access to feed. The acute stressor condition was applied to all four cages
after the telemetry measurements were recorded at the end of the 24-hour feed failure
period. Once the heart rate data were collected, non-linear HRV analysis was done
to develop the parameter estimates and to analyse the aims of the study. Recur-
rence Quantification Analysis (RQA) and Cross Recurrence Quantification Analysis
(CRQA) were done to ascertain the degree of synchrony between the birds under
the three condition: baseline, stress level 1 (feed removal) and acute stressor (AS)
scenario. RQA and CRQA were done based on the Recurrence Plots (RP) and Cross
Recurrence Plots (CRP). Marwan (2008) stated that recurrence plot is an effective
tool to study recurrences of dynamical systems using phase space reconstruction. As
mentioned in page 5 of Konvalinka et al. (2011) “the main aim of the reconstructed
phase space captures repetitive, chaotic, and singular behavior of a system over time
and is the basis for the recurrence plot, which is the ultimate basis for the estimates of
the dynamical characteristics of the time-series”. There are seven parameters that are
needed to construct a RP/CRP. They were the embedding dimension, delay, range,
norm, rescaling, threshhold, and line parameter. In phase space reconstruction, the
data is in the form of a time series (for example: the chicken heart rate data), and a
delay time, τ and an embedding dimension, m are selected to get an m-dimensional
delay coordinates. The choice of embedding dimesion leads to the visualization of
single dimensional time-series in multiple dimension. In our case, the embedding di-
mension was set to twelve, and the delay was set to one as mentioned by Webber Jr
and Zbilut (2005). The threshold is the distance within which the desired recurrence
occur. The desired threshold can be acheived using different distance formula, like
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the maximum norm(L∞), the L1-Euclidian norm, and the L2-Euclidian norm. Vary-
ing threshold was used to achieve a recurrence rate of 8% based on Konvalinka et al.
(2011), the L1-Euclidian norm was used, and no rescaling was done. A RP consists
of diagonal and vertical structures, and quantification was done based on these struc-
tures. RPs are symmetrical along the main diagonal also called the Line of Identity
(LOI).
The main parameters to be studied with an RQA were the threshold/radius of
recurrence, %DET, Shannon information entropy (ENT), laminarity (%LAM), and
maximal line length and divergence (L). The percentage recurrence or recurrence
rate (%REC), which is a measure of the density of recurrence points in the RP, was
kept constant at 8%. The %DET measures the percentage of recurrent points forming
diagonal line structures. Diagonal line structures are formed when there are repeating
or deterministic patterns in the system. Depending on the type of pattern the line
make, the %DET is calculated. For periodic signals (determinstic structures), there
will be long diagonal lines and %DET will be higher, for chaotic signals there will
be short diagonal lines and the %DET will be lower and for random signals there
will be no diagonal lines. The signal complexity is measured by ENT. %LAM is
the percentage of recurrent points that comprise the vertical line structures and is
analogous to %DET except in its direction. This measure was introduced by Marwan
et al. (2002). The linemax or L is the length of the longest diagonal, apart from the
central diagonal. Periodic signals have higher L values than chaotic signals.
CRQA is the bivariate extention of RQA (Zbilut et al., 1998; Marwan et al., 2002)
which tests for simultaneous occurrences of similar states in two different systems.
CRQA can be considered as a generalization of the cross-correlation function in the
linear system. CRQA uses CRP. A CRP is an extension of RP when there are two
time series involved. The plot represents all those times where a certain state in one
one system (time-series) simultaneously occurs in a second dynamical system. CRQA
quantifies the CRP plot and the CRQA parameters (same as RQA parameters, but
in two dimensions) are used to understand the system dynamics when a particular
state of the first system occurs simultaneously in the other system, thereby indicating
synchrony. In our study, this measure will help us to determine whether or not there
is synchrony between birds.
If the presence of synchrony can be established for leghorn chickens, then our goal
will be to introduce a relational measurement into poultry science. For this purpose,
the heart rate data were collected on the sixteen birds over time. Hence, the data
needed to be modelled as a repeated measures ANOVA model with type of housing as
a between subject treatment factor, the timepoints: baseline, and feed removal stres-
sor condition events as the within subject factor. The model will test the interaction
between type of housing, and stressor condition at the two different time points. This
model would help us determine whether type of housing and stressor condition have
an impact on the overall well being of the birds. Successful implementation of the
model would not only help poultry science but livestock in general.
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Von Borell et al. (2007) stated that HRV patterns were reflective of the stress and
emotional well being. The Konvalinka et al. (2011) study validated that one way to
understand the pattern in humans is through the HRV. Modelling the HRV of leghorn
chickens and studying the synchrony in the HRV of the chickens will help validate the
occurrence of this process in the basic animal-model research. HRV is a physiologic
measure. If it can be used to objectively predict or measure relational patterns, then
it can be used as a useful tool to assess well being and measure treatment effectiveness
on poultry welfare.
RESULTS:
Heart rate data of 16 birds were analyzed for this project. Heart rates were measured
continuously for a 30 minute timeframe at baseline. Stress level 1 in the form of feed
removal was introduced to eight randomly selected birds (four from each replicate).
For all 16 birds, 30-minutes heart rate measurements were taken again after 24 hours,
before giving the feed to the birds. In the acute stressor (AS) condition, all the
birds were exposed to the stressor condition. The birds were scared using an external
stimuli event which lasted for about 30 seconds. This is referred to as the event time.
The heart rate measurements were taken for 30 minutes, starting at the event time.
It was expected that towards the end of the 30 minutes time frame the heart rates
would return to the baseline.
Comparison were done at baseline and stress level 1 (feed removal) to test for syn-
chrony. Raw pulse data were analyzed. Recurrence Plots (RP) and Cross Recurrence
Plots (CRP) were generated to visualise the pattern (Marwan, 2007). The lsmeans,
standard deviation, and the RQA/ CRQA parameters were calculated for the individ-
ual birds, paired cagemates (presence of relation), and non-paired cagemates (absence
of relation). At each timepoint, a 5 minute time-frame was analyzed.
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(a) Raw HR and RP for the conventional caged bird from replicate 1 whose feed
was not removed
(b) Raw HR and RP for the aviary bird from replicate 2 whose feed was removed
Figure 3.1: Heart rates and recurrence plots for the individual birds at baseline and
at post feed failure achieving a targetted 8% recurrence rate
Figure 3.1 (a) above represents the heart rate and RPs for a conventional caged bird
whose feed was not removed and Figure 3.1 (b) is the heart rate and RP for a aviary
bird whose feed was removed, at the baseline and at post feed failure. The typology
of the RP for these birds revealed a disruptive pattern as described in Marwan et al.
(2007), which indicates some states are rare or far from the normal and transitions
may have occurred.
Cross recurrence plots (CRP) were constructed for paired cagemates and non-paired
cagemates to identify the effect of relatedness among the birds both at baseline and
at post feed failure. The purpose of these plots were to identify if there was a
pattern as to how relatedness and housing effect the birds at the two levels, and if
there was a significant change at the post feed failure stage.
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(a) Cross Recurrence Plot for conventional caged feed removed birds at baseline and at post feed
failure from Replicate 1.
(b) Cross Recurrence Plot for Aviary birds at baseline and at post feed failure from Replicate
2.
Figure 3.2: Cross Recurrence Plots for paired cagemate and non paired cagemate at
8% recurrence rate at baseline, and at post feed failure in both the replicates.
Figure 3.2 (a) presents representative CRP from baseline and post feed failure for
paired cagemates from the same conventional cage where the feed was removed and
for non-paired birds (one conventional cage, one aviary) where the feed was removed.
Figure 3.2 (b) presents representative CRP from baseline and post feed failure for
paired cagemates from the same aviary where the feed was not removed and for non-
paired birds (one conventional cage, one aviary) where the feed was not removed.
There was not much variation in the typology of the CRP at both the events. It
revealed a disruptive pattern which indicates some states are rare or far from the
normal and transitions may have occurred. However, the patterns were similar at
both the time-points.
The first analysis was on the parameters from the RQA of the individual birds.
The initial model included the fixed factors of event (baseline and post feed failure
(PFF)), housing type (conventional caged (C), aviary (A)), and feed (feed removed
(FR) and feed not removed (NFR)) as well as all two-way and three-way interactions.
A random cage factor was also included. The descriptives (lsmeans and SE) of the
RQA parameters are presented in Figure 3.3. There were no significant effects of
event, housing type, or feed on any of the four parameters.
The second analysis was on the parameters from the CRQA parameters of the
paired cagemates (AA for aviary and CC for conventional cage). The initial model
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was the same as for the individual RP analyses. The descriptives (lsmeans and SE)
of the CRQA parameters are presented in Figure 3.4 (a). There were no significant
effects of event, housing type, or feed on any of the four parameters.
The third analysis was on the parameters from the CRQA parameters of the paired
cagemates and non-paired birds combined. There were three possible combinations
of non-paired birds (housing pair): two birds from two different conventional cages
under the same feed regime (NPCC), two birds from two different aviaries under the
same feed regime (NPAA), one bird from a conventional cage and one from an aviary
under the same feed regime (NPAC). The descriptives (lsmeans and SE) of the CRQA
parameters for the non-paired birds are presented in Figure 3.4 (b). The initial model
for the statistical analysis included the fixed factors of event and housing pair (type
of relatedness) and their interaction. A random pair effect was also included. There
was significant effect of event and housing pair for %DET but no significance was
found for the other three parameters.
Figure 3.3: lsmeans and SEs of the RQA parameters (%DET, Linemax, Entropy, and
Laminarity) for the baseline and post feed failure for individual birds
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(a) Paired Birds
(b) Non-Paired Birds
Figure 3.4: lsmeans and SEs of the CRQA parameters (%DET, Linemax, Entropy,
and Laminarity) for the paired and non paired birds at baseline and at post feed
failure
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Acute Stressor Condition:
A 2 minute timeframe was analyzed for the acute stressor (AS) condition at the
event time and at the end of the 30 minute timeframe where the heart rate returned
to baseline. The 2 minute was decided based on the fact that at the event time
the birds showed the maximum distress in the initial 1 minute before settling down.
Comparison were done for individual birds at both the timepoints. The raw heart
rate data and the recurrence plots for the individual birds were calculated to compare
the pattern during the event time and at the end of the 30-minute time frame when
the birds heart rate returned to baseline.
(a) Raw heart rate per minute averaged over 2s at the event time
(Acute Stressor condition) and last 2-mins of return to baseline
(b) Recurrence plot for 2-mins of the event time (Acute
Stressor condition) and last 2-mins of return to baseline
achieving 8% RR
Figure 3.5: Heart rates (a) and Recurrence Plots (b) for conventional caged birds
whose feed was not removed at the event time (Acute Stressor condition) and last
2-mins of return to baseline
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(a) Raw heart rate per minute averaged over 2s at the event time
(Acute Stressor condition) and last 2-mins of return to baseline
for feed removed aviary bird.
(b) Recurrence plot for 2-mins of the event time (Acute
Stressor condition) and last 2-mins of return to baseline
achieving 8% RR
Figure 3.6: Heart rates (a) and Recurrence Plots (b) for aviary birds whose feed was
removed at the event time (Acute Stressor condition) and last 2-mins of return to
baseline
Figures 3.5 (a) and 3.5 (b) above represent the heart rate and recurrence plots for a
conventional caged bird whose feed was not removed and Figure 3.6 (a) and 3.6 (b)
represents the heart rate and recurrence plot for a aviary bird whose feed was
removed, at the acute stressor timepoint and at the return to baseline timepoint.
The typology of the recurrence plot for these birds also revealed a disruptive pattern
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which indicates some states are rare or far from the normal and transitions may
have occurred.
Figure 3.7: lsmeans and SEs of the RQA parameters (Threshold to achieve 8% re-
currence rate, %DET, Linemax, Entropy, and Laminarity) for the individual birds at
the event time (Acute Stressor condition) and last 2-mins of return to baseline
For the acute stressor condition, analysis was done for the parameters from the
RQA of the individual birds. The initial model included the fixed factors of event
(acute stressor event and return to baseline), housing type (conventional caged (C),
aviary (A)), and feed (feed removed (FR) and feed not removed (NFR)) as well as all
two-way and three-way interactions. A random cage factor was also included. The
descriptives (lsmeans and SE) of the RQA parameters are presented in Figure 4.7.
The event main effect was significant for %DET, and LineMax. However, it was non-
significnt for the other two parameters. There were no significant effects of housing
type, or feed on any of the four parameters.
DISCUSSION:
Heart Rate Variability (HRV) was studied using the RPs and CRPs and by analyzing
the four RQA or CRQA parameters which are used to describe the HRV pattern.
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To test the hypothesis whether HRV is higher for aviary birds than conventional
caged birds, the HRV of individual birds were studied under two scenarios: (i) Baseline
vs PFF and (ii) Acute-Stressor (AS) Condition vs return to baseline.
For the baseline vs PFF events, it was seen that the RP had the banded struc-
ture both at baseline and at PFF, and there are clusters of diagonal lines along the
main diagonal (LOI) which indicated that the HRV has some abrupt changes and is
deterministic in nature. It is not a prefectly predictable system like a sine curve, but
has a deterministic pattern which is also indicated by high %DET (>92% Fig 3.3
(a)) for all the birds. In Figure 3.3 (a), the histograms of the lsmeans and the SE for
the birds were compared across the two housing type, and among birds whose feed
was removed vs for birds whose feed was not removed. It was seen that the values
for %DET, Shannon Entropy, Laminarity and LineMax for both the types of hous-
ing were similar under both the conditions. The data were statistically analyzed to
test for significant differences between aviary birds and conventional caged birds, at
baseline vs PFF, across the two conditions feed removed (FR), and feed not removed
(FNR). However, it was seen that there were no statistically significant differences for
the three-way interaction, two-way interaction and the main effects: event, housing
type and feeding condition (Table S1 in the Supplementary materials).
For the AS vs return to baseline events, it was seen that all the RPs were closely
clustered to the main diagonal at both events, and there were clusters of diagonal
lines along the main diagonal (LOI) which indicated that the HRV was deterministic
in nature. The %DET were high (>90% Fig 3.7) for all the birds. In Figure 3.7, the
histograms of the lsmeans and the SE for the birds were compared across the two
housing type, and among birds whose feed was removed vs for birds whose feed was
not removed. The values for %DET, and LineMax for both the types of housing,
under both the conditions (FR and FNR) were much lower at the return to baseline
event compared to the AS stressor condition. Lower %DET and lower LineMax at
the return to baseline event indicates that the system was tending towards a more
chaotic system at the return to baseline timepoint. The data were statistically ana-
lyzed to test for significant differences between aviary birds and conventional caged
birds, under AS condition vs at return to baseline, across the two conditions feed
removed (FR), and feed not removed (FNR). On analyzing the RQA parameters
for detecting HRV (%Det, Entropy, Laminarity, and LineMax) for the three factors:
the type of housing, whether the birds were fed or not, and at the two timepoint
(AS and return to baseline) for the individual birds, the three-way interaction, and
the two way interactions were all not-significant for all the four parameters (Table
S2 in the Supplementary materials). The event (AS timepoint and return to base-
line timepoint) main effect was significant for %Determinism (pvalue = 0.0138), and
LineMax (pvalue = 0.0050 < 0.05). For Laminarity it was also approaching signifi-
cance (pvalue = 0.0552). However, it was non-significnt for entropy (Table S3 in the
Supplementary materials). This suggests that there was a significant difference in
%Determinism and LineMax at the AS event time as compared to the return to base-
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line timepoint. The %DET and LineMax were higher at the AS event time than at
the return to baseline timepoint. This indicates that the HRV were less deterministic
at the return to baseline than at the AS timepoint.
In conlusion it can said that, at 5% significance level, there were no evidence that
HRV were higher for aviary birds than conventional caged birds.
To test the hypothesis whether or not, cagemate hens have synchronous HRV
patterns, paired birds (living in the same cage) and non-paired birds HR data were
studied.
Analysis was done to understand what is the role of relatedness (paired vs non-
paired) under stressor conditions. In this regard, comparison was initially done for
paired birds, among those whose feed was removed vs those whose feed was not
removed, in both the type of cages. If there is a synchronous relationship between
cagemates, then there should be a significant difference in the CRQA parameters
between the pairs whose feed was removed (FR) vs the pairs whose feed was not
removed (FNR) at the two timepoints, and across the two house types.
To understand whether they have synchronous HRV patterns, the paired cage-
mates’ heart rates were analyzed to see if they display significant difference in the
HRV at baseline vs at PFF, by analyzing the CRP, CRQA parameters, and analyzing
the model using three way interaction of event, house type and feed. The CRP
showed bands of white and clusters of diagonal lines along the main diagonal (LOI).
The bands of white can be caused due to abrupt changes in the heart rate variability
of the paired cagemates. The presence of the diagonal lines to the LOI indicates that
the HRV is returning to the similar state at different times which is also indicated by
the high %DET. This suggests that the process is deterministic which means that the
heart rate is periodic in nature and the fluctuations occur at a regular pattern. In
Figure 4a, the histograms of the lsmeans and the SE for the four CRQA parameters
for the paired birds are compared. It is to be noted that for the paired FNR birds,
the pattern followed by the CRQA parameters (except for linemax) was similar for
both the conventional caged and aviary birds at both the timepoints. However, for
the FR birds, in the PFF case, the pattern was opposite for the conventional caged
birds (higher values at PFF) as compared to the aviary birds (lower at PFF) for all
the four CRQA parameters. To analyse whether this difference was significant or not,
a repeated measures model was fitted to the data with each CRQA parameter as the
response variable. On analyzing the CRQA parameters (%Determinism, Entropy,
Laminarity, and LineMax), for the three factors: the type of housing (aviary vs
conventioal cage), whether the birds were fed or not (FR vs FNR), and the two
events (baseline and PFF) for the paired birds, the three-way interaction, two way
interactions and the main effects were not-significant for the four parameters (Table
S4 in the Supplementary materials).
Thus at 5% significance level, there is no evidence of cagemate hens having syn-
chronous HRV patterns.
In the second part, analysis of degree of HRV pattern for cagemate birds were
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done by comparing the CRQA parameters of the cagemate (paired) birds to the non-
cagemate (non-paired) birds. The CRPs and the histogram for the lsmeans and SEs
of the CRQA parameters (%DET, Linemax, Entropy, and Laminarity) for relatedness
(paired vs non paired birds), at baseline and at PFF, reflect similar patterns for both
set of birds at the two timepoints (Figure 3.2 (a) and (b), Figure 3.4 (a) and (b)). On
analyzing the data, it was seen that for %DET, relatedness and event interaction was
significant (pvalue = 0.0405 < 0.05) (Table S6 in the Supplementary materials). This
suggests that %DET is significantly different for cagemate vs non-cagemate birds at
baseline vs at PFF. On further analyzing it was seen that for %DET, the non-related
birds was approaching a significant difference (pvalue = 0.0637) across the two events
whereas there was no significant difference between the related birds (Table S7 in the
Supplementary materials). This indicates that the HRV were less deterministic at
baseline than at the PFF timepoint. The lsmeans estimates for %DET for non-
related birds went up from 94% (at baseline) to 96% (at PFF) whereas it was around
95% at both the timepoints for the related birds. This is an indication that, under
any condition related (paired) birds’ HRV do not undergo significant change and are
more stable.
The two-way interaction between relatedness and event were non-significnt for the
other CRQA parameters. The results indicated that the HRV pattern might be more
stable for related birds than for non-related birds. However, further analysis needs to
be done, with a bigger sample size, to check if the difference in the %DET estimates
for non-paired birds is siginificant or not.
The Konvalinka et al. (2011) study found that HRV pattern of an individual ex-
periencing anxiety or stress had a stronger physiological linkage or synchrony with
the individual’s family members as compared to someone who was not known to the
individual. Kovács et al. (2014) had also reviewed the heart rate and HRV indices in
diary cattle. Both the studies have concluded that stressed induced reactions can be
studied through HRV patterns. In the current study using the leghorn chickens, the
relatedness has been established by studying the paired birds under the two different
housing condtions. The HRV of the birds were analyzed to see if there was a signif-
icant difference between the individual and paired birds under the different housing
conditions. However, based on relatedness, type of housing and event, significant
difference in the HRV pattern could not be established for these birds.
CONCLUSION:
In conclusion, it may be said that in the current study the existence of synchronous
HRV under stressful condition between cagemates could not be established in the
avian population. However, there are areas where further work needs to be done.
Chicken heart rates are very high compared to humans or other mammals. Whether
HRV can be successfully detected when heart rates are so high needs to be delved
into. Although there were some pattern seen in the histograms and the RP, the
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sample size was too small to get statstictically significant results. It will be helpful
to do this experiment using a larger sample size to get a clearer picture. Secondly,
the missing values were also high. The problem of the telemetery device falling off
during the recording of HR was there. It will be helpful if a better device is used
to record the HR . It might be also helpful to record the post feed failure heart rate
earlier than 24 hours after the event. 24 hours might be too long a gap for the birds
to show any effect of the feed failure regime.
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Supplemental materials:
SAS results for the analyses:
For hypothesis 1:
Table S1: Comparison of RQA parameter values for individual birds at Baseline vs PFF
events.
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event 0.14 0.7075 0.01 0.9357 0.30 0.5920 0.93 0.3458
Housing 0.09 0.7823 0.69 0.4529 0.31 0.6071 0.00 0.9872
Event*Housing 0.0 0.9511 .17 0.6860 0.21 0.6548 0.13 0.7201
Feed 0.87 0.4031 1.04 0.3650 0.61 0.4778 0.76 0.4334
Feed*Event 0.66 0.4272 0.07 0.7892 0.08 0.7797 0.06 0.8023
Feed*Housing 2.42 0.1947 0.13 0.7326 0.34 0.5900 0.24 0.6527
Event*Housing*Feed 0.09 0.7663 0.03 0.8593 0.00 0.9982 1.07 0.3142
Event:Baseline and PFF, Housing: Cage and Aviary, Feed: Feed removed and Feed not removed.
*This table corresponds to the 1st analysis under hypothesis 1 and to figure 4.3.
Table S2: Comparison of RQA parameter values for individual birds at the AS and last
2-mins of return to baseline.
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event 6.21 0.0216∗∗ 0.24 0.6328 9.44 0.0060∗∗ 3.79 0.0656
Feed 0.03 0.8811 0.92 0.3910 1.19 0.3365 0.09 0.7751
Event*Feed 0.21 0.6522 0.18 0.6731 0.49 0.4922 0.31 0.5848
Housing 0.34 0.5886 0.54 0.5044 2.24 0.2090 0.10 0.7693
Event*Housing 0.01 0.9054 1.85 0.1888 0.00 0.9594 1.37 0.2555
Feed*Housing 0.03 0.8703 1.12 0.3505 1.39 0.3043 5.26 0.0836
Event*Housing*Feed 1.58 0.2230 0.01 0.9177 0.06 0.8131 0.22 0.6440
Event:AS and return to baseline, Housing: Cage and Aviary, Feed: Feed removed and Feed not removed
*This table corresponds to the 2nd analysis under hypothesis 1 and to figure 4.7
** indicates significant values
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Table S3: Main effect for event (AS vs return to baseline timepoints).
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event 7.11 0.0138∗∗ 0.27 0.6063 9.64 0.0050∗∗ 4.08 0.0552
Event:AS and Return to baseline.
*This table corresponds to the 2nd analysis under hypothesis 1 and to figure 4.7
** indicates significant values
For Hypothesis 2:
Table S4: Comparison of the CRQA parameters for the paired birds at Baseline vs at PFF.
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event 1.22 0.3306 1.10 0.3525 0.27 0.6287 1.15 0.3446
Housing 0.52 0.5117 0.28 0.6245 0.23 0.6590 0.03 0.8808
Event*Housing 0.21 0.6685 0.23 0.6591 1.65 0.2680 2.39 0.1969
Feed 0.01 0.9270 0.35 0.5873 1.50 0.2874 0.27 0.6283
Feed*Event 0.22 0.6641 0.17 0.7016 0.12 0.7502 0.21 0.6716
Feed*Housing 0.39 0.5667 0.00 0.9593 0.26 0.6382 0.22 0.6642
Event*Housing*Feed 2.08 0.2231 2.92 0.1626 6.54 0.0628 3.53 0.1335
Event:Baseline and PFF, Housing: Cage and Aviary, Feed:Feed removed and Feed not removed.
*This table corresponds to the 1st analysis under hypothesis 2 and to figure 4.4(a).
Table S5: Comparison of the CRQA parameters for the non paired birds at Baseline vs at
PFF.
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event*Housing*Feed 0.62 0.7296 0.85 0.6037 1.08 0.4984 0.43 0.8457
Event: Baseline and PFF, Housing: Cage and Aviary, Feed: Feed removed and Feed not removed.
*This table corresponds to figure 4.4(b)
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Table S6: Comparison of the CRQA parameters for the paired vs non-paired birds at
Baseline vs at PFF.
%Det Entropy LineMax %Lam
Effects Fvalue p− values Fval p− values Fvalue p− values Fvalue p− values
Event 0.35 0.5638 1.49 0.2419 1.56 0.2322 0.95 0 0.3466
Type 0.19 0.6724 0.16 0.6957 0.06 0.8080 0.04 0.8490
Event*Type 5.09 0.0406∗∗ 0.05 0.8305 0.47 0.5062 3.43 0.0852
Event: Baseline and PFF, Type: Paired vs Non-paired.
*This table corresponds to the 2nd analysis under hypothesis 2.
Table S7: Comparison of %DET for paired and non-paired birds at the two timepoints.
%Det
Effects Fvalue p− values tvalue p− values
Non-paired Baseline PFF -2.01 0.0637
Paired Baseline PFF 1.18 0.2586
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Chapter 4
Conclusion
In Chapter 2, an analysis was done to see if taking into account the extra variability
that comes in for using the misclassification estimates can improve the coverage for the
Wald interval. Brown et al. (2001) have stated that that the standard Wald interval
does not perform well for the binomial distribution when the prevalence probability
is small. However, in the Chapter 2 study, in the presence of misclassification, it was
seen that the the extra variability brought in due to the use of the misclassification
estimates from the external validation data plays a role in achieving better interval
estimates. The Wald interval using the proposed variance function which incorpo-
rates this extra variability performed better than the standard Wald interval. The
proposed confidence interval consistently attained the stated nominal 1 − α level as
the validation data set sample size increased even when the prevalence probability
was small. It was also seen that as the number of groups (n) increased, the confidence
interval using the proposed approach attained slightly higher confidence levels than
the stated level. However, in case of the standard approach, where the extra variabil-
ity was not taken into consideration, the confidence level drastically fell below the
stated nominal level. From the analysis it was observed that for smaller validation
data (v0+ = 100 = v1+) the estimated confidence level using the standard approach is
much lesser than the stated 1−α level across all misclassification rates whereas under
the proposed approach the confidence interval consistently attained the stated confi-
dence level. As the misclassification rates increased (> 10%) the confidence interval
using the proposed approach consistently attained the stated level whereas the con-
fidence interval using standard approach failed to attain the stated level, especially
when the number of groups (n) increased. The interval estimate using the proposed
approach also consistently attained the stated 1 − α level when the validation data
sets were between 100 to 500. Even for smaller validation data sets (< 100), the
proposed approach performed much better than the standard approach. Thus, it is
evident that the proposed approach performed better than the standard approach
when the misclassification rates are higher (> 10%) , n is larger across all validation
data sets.
When comparing the proposed variance function with the standard variance func-
tion, it was seen that the estimated proposed variance was always larger than the
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estimated standard variance. This indicated that not taking into the extra variability
in the variance estimates under the standard approach led to underestimating the
variability present in the estimator, and hence it failed to attain the nominal level. It
is also seen, that for smaller prevalence probabilities, the proposed variance function
performed better than the standard variance function when the misclassificaion rates
are higher. The variance function formulated using the standard approach underes-
timated the var(p̂) about 60% of the time whereas the proposed variance function
underestimated it about 35% of the time. However, the standard variance function
and the proposed variance function estimated var(p̂) within 50% of the true value
about 38% and 40% of the time, respectively.
While comparing the performance of the Studentized bootstrap confidence inter-
val, it was seen that that it performed better as n increased which indicated that
the variability due to the use of the misclassification rates estimates played a role in
attaining the stated nominal 1− α level.
In conclusion, the standard Wald method tends to fall short of the stated nominal
1 − α level. When the prevalence probability is small, the true confidence level is
often too low. For smaller prevalence, the confidence interval constructed using the
standard approach performs worse when n increases but the estimates get better when
the validation data size is increased refer to Appendix A). However, the Wald interval
with the proposed variance function which takes into account the additional variability
due to the use of the misclassification estimates consistently performs better than the
confidence interval constructed using the standard approach. For smaller prevalence
probability estimation, as the validation data set gets bigger, the proposed approach
performs better. It is also seen that for smaller validation data sets (30 − 60 each),
even though the confidence interval using the proposed approach fall short (around
90−94%) of the stated nominal level, it still performs much better than the standard
approach. Hence it is recommended that for smaller prevalence probability (< 5%),
it is most important to use the proposed approach when the misclassification rates
are higher than 10% , the number of groups are larger (>500) across all sizes of the
external validation data sets.
When comparing the two variances, the proposed estimated variance function is
always larger than the standard estimated variance function, when the assumptions
are met. The proposed variance function performs better than the standard variance
function when the misclassification rates are higher. Although the variance calcu-
lated using the standard approach underestimates var(p̂) more than the variance
calculated using the proposed approach, both the approaches estimates var(p̂) within
50% accuracy almost at the same rate.
Introducing the additional variability in the Bootstrap t-interval also show that
the method attains the stated level as n gets bigger. It also performs better than the
standard Wald method when the number of group gets bigger.
Thus, it is seen that taking into account the extra sampling variability due to
the estimates of misclassification from an assay validation process helps in improving
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the confidence interval coverage, specially when the misclassification rates are higher.
However, in this study the extra variability was only taken into account for Wald-like
confidence intervals. In a group testing scenario, since the sample size or number
of groups are usually large, the effectiveness of these type of intervals cannot be
undermined. Future work in this regard may include methods to incorporate this
variability different types of confidence intervals like the profile likelihood intervals,
Wilson’s confidence interval, etc.
In Chapter 3, Heart Rate Variability (HRV) of chickens was analyzed using non
linear analysis techniques. The idea behind Chapter 3 came from the previous studies
by Konvalinka et al. (2011) and Kovács et al. (2014), who used HRV to study stressed
induced reaction in humans, and cattles, respectively. HRV was analyzed using non
linear analysis techniques. The main aim in this chapter was to delve into the pos-
sibility of using similar analytic method for the avian population. HRV was studied
using the Recurrence Plots (RP) and Cross Recurrence Plots (CRP) and by analyzing
the four Recurrence Quantification Analysis (RQA) or Cross Recurrence Quantifica-
tion Analysis (CRQA) parameters which are used to describe the HRV pattern. The
stressor conditions in this study were feed failure and acute stressor induced by scar-
ing the birds. The type of housing (Aviary vs Conventional cage) was another factor.
The two hypotheses that were analyzed were whether HRV is higher for aviary birds
than conventional caged birds and whether cagemate hens have synchronous HRV
patterns.
To compare the HRV between aviary birds and conventional caged birds, the HRV
of individual birds were studied under two scenarios: (i) Baseline vs Post Feed Failure
(PFF) and (ii) Acute-Stressor (AS) Condition vs return to baseline.
For the baseline vs PFF events, it was seen that the RP had the banded struc-
ture both at baseline and at PFF, and there are clusters of diagonal lines along the
main diagonal (LOI) which indicated that the HRV has some abrupt changes and is
deterministic in nature. It is not a prefectly predictable system like a sine curve, but
has a deterministic pattern which is also indicated by high %DET (>92% Fig 3.3(a))
for all the birds. In Figure 3.3 (a), the histograms of the lsmeans and the SE for
the birds were compared across the two housing type, and among birds whose feed
was removed vs for birds whose feed was not removed. It was seen that the values
for %DET, Shannon Entropy, Laminarity and LineMax for both the types of hous-
ing were similar under both the conditions. The data was statistically analyzed to
test for significant differences between aviary birds and conventional caged birds, at
baseline vs PFF, across the two conditions feed removed (FR), and feed not removed
(FNR). However, it was seen that there was no statistically significant difference for
the three-way interaction, two-way interaction and the main effects: event, housing
type and feeding condition.
For the AS vs return to baseline events, it was seen that all the RPs were closely
clustered to the main diagonal at both epochs, and there are clusters of diagonal
lines along the main diagonal (LOI) which indicated that the HRV is deterministic in
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nature. The %DET is high (>90% Fig 3.7) for all the birds. The histograms of the
lsmeans and the SE for the birds were compared across the two housing type, and
among birds whose feed was removed vs for birds whose feed was not removed. The
values for %DET, and LineMax for both the types of housing, under both the con-
ditions (FR and FNR) were much lower at the return to baseline epoch compared to
the AS stressor condition. Lower %DET and lower LineMax at the return to baseline
epoch indicates that the system was tending towards a more chaotic system at the re-
turn to baseline timepoint. The data was statistically analyzed to test for significant
differences between aviary birds and conventional caged birds, under AS condition
vs at return to baseline, across the two conditions feed removed (FR), and feed not
removed (FNR). On analyzing the RQA parameters for detecting HRV (%Det, En-
tropy, Laminarity, and LineMax) for the three factors: the type of housing, whether
the birds were fed or not, and at the two timepoint (AS and return to baseline) for
the individual birds, the three-way interaction, and the two way interactions were all
not-significant for all the four parameters. However, the event main effect was signif-
icant for %Determinism (pvalue = 0.0138), and LineMax (pvalue = 0.0050 < 0.05).
For Laminarity it was also approaching significance (pvalue = 0.0552). It was non-
significant for entropy.
In conlusion it can said that, at 5% significance level, there is no evidence that
HRV is higher for aviary birds than conventional caged birds.
The understand the synchrony among cagemates, heart rate and the heart rate
variability were studied for paired cagemate birds and non-paired cagemate birds.
To analyze the what is the role of relatedness (paired vs non-paired) under stressor
conditions, comparison was initially done for paired birds, among those whose feed
was removed vs those whose feed was not removed, in both the type of cages. If there
is a synchronous relationship between cagemates, then there should be a significant
difference in the CRQA parameters between the pairs whose feed was removed (FR)
vs the pairs whose feed was not removed (FNR) at the two timepoints, and across
the two house types.
To understand whether they have synchronous HRV patterns, the paired cage-
mates’ heart rates were analyzed to see if they display significant difference in the
HRV at baseline vs at PFF, by analyzing the CRP, CRQA parameters, and analyzing
the model using three way interaction of event, house type and feed. The CRP
showed bands of white and clusters of diagonal lines along the main diagonal (LOI).
The bands of white can be caused due to abrupt changes in the heart rate variability
of the paired cagemates. The presence of the diagonal lines to the LOI indicates that
the HRV is returning to the similar state at different times which is also indicated
by the high %DET. This suggests that the process is deterministic. The histograms
of the lsmeans and the SE for the four CRQA parameters for the paired birds are
compared. It is to be noted that for the paired FNR birds, the pattern followed by
the CRQA parameters (except for linemax) was similar for both the conventional
caged and aviary caged birds at both the timepoints. However, for the FR birds,
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in the PFF case, the pattern was opposite for the conventional caged birds (higher
values at PFF) as compared to the aviary birds (lower at PFF) for all the four CRQA
parameters. To analyse whether this difference was significant or not, a repeated
measures model was fitted to the data with each CRQA parameter as the response
variable. On analyzing the CRQA parameters (%Determinism, Entropy, Laminarity,
and LineMax), for the three factors: the type of housing (aviary vs conventioal cage),
whether the birds were fed or not (FR vs FNR), and the two epochs (baseline and
PFF) for the paired birds, the three-way interaction, two way interactions and the
main effects were not-significant for the four parameters.
Thus at 5% significance level, there is no evidence of cagemate hens having syn-
chronous HRV patterns.
In the second part, analysis of degree of HRV pattern for cagemate birds was
done by comparing the CRQA parameters of the cagemate (paired) birds to the non-
cagemate (non-paired) birds. The CRPs and the histogram for the lsmeans and SEs
of the CRQA parameters (%DET, Linemax, Entropy, and Laminarity) for relatedness
(paired vs non paired birds), at baseline and at PFF, reflected similar patterns for
both set of birds at the two timepoints. On analyzing the data, it was seen that
for %DET, relatedness and event interaction was significant (p − value = 0.0405 <
0.05). Also for %DET, the non-related birds was approaching a significant difference
(p−value = 0.0637) across the two events whereas there was no significant difference
between the related birds. The lsmeans estimates for %DET for non-related birds
went up from 94% (at baseline) to 96% (at PFF) whereas it was around 95% at both
the timepoints for the related birds. This is an indication that, under any condition
related (paired) birds’ HRV do not undergo significant change and are more stable.
The two-way interaction between relatedness and event were non-significnt for the
other CRQA parameters. The results indicated that the HRV pattern might be more
stable for related birds than for non-related birds. However, further analysis needs to
be done, with a bigger sample size, to check if the difference in the %DET estimates
for non-paired birds is siginificant or not.
The (Konvalinka et al., 2011) study found that HRV pattern of an individual ex-
periencing anxiety or stress had a stronger physiological linkage or synchrony with
the individual’s family members as compared to someone who was not known to the
individual. (Kovács et al., 2014) had also reviewed the heart rate and HRV indices in
diary cattle. Both the studies have concluded that stressed induced reactions can be
studied through HRV patterns. In the current study using the leg-horn chickens, the
relatedness has been established by studying the paired birds under the two different
housing condtions. The HRV of the birds were analyzed to see if there was a signif-
icant difference between the individual and paired birds under the different housing
conditions. However, based on relatedness, type of housing and event, significant
difference in the HRV pattern could not be established for these birds.
In conclusion, it may be said that in the current study the existence of synchronous
HRV under stressful condition between cagemates could not be established in the
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avian population. However, there are areas where further work needs to be done.
Chicken heart rates are very high compared to humans or other mammals. Whether
HRV can be successfully detected when heart rates are so high needs to be delved
into. Although there were some pattern seen in the histograms and the RP, the
sample size was too small to get statstictically significant results. It will be helpful to
do this experiment using a larger sample size to get a clearer picture. Secondly, the
missing values were also high. The problem of the telemetery device falling off during
the recording of HR was there. It will be helpful if a better device is used to record
the HR. It might be also helpful to record the post feed failure heart rate earlier than
24 hours after the event. 24 hours might be too long a gap for the birds to show any
effect of the feed failure regime.
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