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Вступ 
В даній роботі розглядається задача оцінки параметрів інформаційних 
сигналів, що спостерігаються на тлі завад. При проектуванні технічних 
пристроїв та систем, призначених для вимірювання параметрів сигналу в 
таких областях як гідроакустика, медицина, сейсмологія,  радіолокація, ра-
діонавігація, телекомунікації ставляться жорсткі вимоги щодо точності ал-
горитмів обробки сигналів. Вважається, що прості і досить ефективні алго-
ритми оцінки параметрів сигналів з використанням гаусівських моделей 
випадкових сигналів задовольняють цим вимогам [1, 2].  
Проте класичні методи максимальної правдоподібності [3] та момен-
тів [4], що базуються на таких моделях, мають певні обмеження. Ці обме-
ження пов’язані з деякою ідеалізацією реальних процесів, оскільки прий-
мається, що випадкова величина має нормальний закон розподілу, що не 
дозволяє врахувати більш складну структуру реальних завад, закон розпо-
ділу яких може бути далеким від нормального, а точність алгоритмів обро-
бки сигналів може бути недостатньою [5, 6]. 
В такому випадку говорити про адекватність отриманих результатів 
статистичної обробки неможливо. В останні роки інтенсивного розвитку 
набув напрямок, який базується на використанні класу негаусівських випа-
дкових величин. Тому актуальною постає задача розробки нових алгорит-
мів обробки сигналів або адаптація існуючих. Серед існуючих на сьогодні 
слід відокремити теорію стохастичних поліномів Кунченко, ефективність 
якої підтверджується в роботах [7-9]. Зокрема, значний інтерес викликає 
метод усічених стохастичних поліномів, який дозволяє оперувати двома 
важливими характеристиками: точністю та швидкістю в залежності від по-
ставлених задач. 
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Мета та задачі дослідження 
Метою роботи є вирішення задачі знаходження спільної оцінки частоти 
  радіосигналу при усіченому оцінюванні дисперсії 2  ексцесної завади 
за допомогою методів максимізації полінома (ММП) та максимізації усіче-
ного стохастичного полінома (ММУСП). 
Для отримання конкретних результатів та ілюстрації ефективності по-
ліноміальних методів спільного оцінювання параметрів сигналів та негау-
сівских завад пропонується розглянути суміш радіосигналу і ексцесної не-
гаусівської завади. Однак запропоновані моделі та алгоритми можуть бути 
застосовані до різного класу сигналів і завад. 
Досліджується вибірка обсягом n  незалежних неоднаково розподіле-
них вибіркових значень  1 2, ,... nx x x x  з генеральної сукупності значень 
випадкової величини    0 0 0 2 4, , ,vS a       , що являє собою адитив-
ну суміш радіосигналу та ексцесної завади першого типу першого виду. 
Сигнал  0 0 0cosv vS a e v    описується амплітудою 0a , огинаючою 
 sinve v   , ВЧ-заповненням  0 0cos v   з початковою частотою 0  
та фазою 0 , де 1,v n  – відліки (моменти часу спостереження), а   – рів-
номірний крок дискретизації. На відміну від класичного підходу, де в розг-
лянутій моделі завада має нормальний, тобто гаусівський закон розподілу, 
запропонована негаусівська ексцесна завада   має закон розподілу, більш 
близький до реальної завади та описується за допомогою послідовності 
кумулянтів та кумулянтних коефіцієнтів. При цьому дисперсія 2 , коефі-
цієнт ексцесу 4  – відмінні від нуля, а математичне сподівання, коефіцієнт 
асиметрії 3  та кумулянтні коефіцієнти вищих порядків дорівнюють нулю. 
Параметри сигналу 0a ,  , 0  вважаються апріорно відомими. 
Задачі дослідження: побудувати ефективні поліноміальні алгоритми 
знаходження спільної оцінки частоти радіосигналу при усіченому оціню-
ванні дисперсії ексцесної завади до шостого степеня полінома, які б дозво-
лили підвищити точність результатів та швидкість обробки сигналів. 
В даній роботі розглядається негаусівська модель адитивної суміші си-
гналу та завади, тому для синтезу алгоритмів оцінювання їх параметрів 
доцільно скористатись запропонованими методами ММП та ММУСП. 
Побудова поліноміальних алгоритмів спільного оцінювання  
Спільні оцінки частоти   радіосигналу при усіченому оцінюванні ку-
мулянта другого порядку 2  ексцесної завади знаходяться починаючи з 
рівняння максимізації полінома другого степеня і закінчуючи шостим. В 
силу громіздкості виразів наведемо результати розрахунків до четвертого 
степеня. 
  Обчислювальні методи в радіоелектроніці 
 Вісник Національного технічного університету України «КПІ» 
42 Серія — Радіотехніка. Радіоапаратобудування. — 2015. — №61 
Особливістю такого підходу є відсутність потреби знати всі оптимальні 
коефіцієнти. В нашому випадку для оцінювання параметра 2  беремо до 
уваги лише перших два оптимальних коефіцієнта. Всі інші коефіцієнти 
прирівнюються до нуля, що буде достатнім для отримання необхідної мі-
німальної інформації про параметри завади [7, 8]. 
Відповідно до ММП [5] та ММУСП [7] системи рівнянь для знахо-
дження оцінки частоти 0  радіосигналу та усіченої оцінки кумулянта дру-
гого порядку 2  при степені стохастичного полінома s=2 будуть мати 
вигляд: 
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де коефіцієнти    02 1 i vz  дорівнюють: 
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При степені стохастичного полінома s=3 
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де відповідні коефіцієнти    03 1 i vz  дорівнюють: 
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При степені стохастичного полінома s=4 
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де відповідні коефіцієнти дорівнюють: 
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Статистичні властивості отриманих оцінок частоти радіосигналу 
Для дослідження статистичних властивостей оцінок параметра радіоси-
гналу при різних степенях полінома s  розраховуються асимптотичні дис-
персії оцінок, які знаходяться з матриці кількості добутої інформації [7]: 
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Елементи матриці відповідно дорівнюють: 
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де    1 i s vh  – оптимальні коефіцієнти, що забезпечують мінімальну дис-
персію оцінки частоти корисного сигналу знайденої ММП, коефіцієнти 
    2 i s vh  забезпечують мінімум дисперсій оцінок 2 , знайдених 
ММУСП,  ,i j vK  – центровані корелянти, 1,v n  – порядковий номер вибі-
ркового значення, n  – обсяг вибірки, s  – степінь стохастичного полінома, 
 0 2,    – вектор оцінюваних параметрів. 
Дисперсії оцінок частоти радіосигналу можуть бути розраховані за до-
помогою наступного виразу: 
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де  det snJ  – визначник матриці кількості добутої інформації. 
Отже, при степені стохастичного полінома s=2 отримаємо наступні 
вирази елементів варіаційної матриці (1) та дисперсію оцінки частоти ра-
діосигналу (2):  
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При степені стохастичного полінома s=3 
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При степені стохастичного полінома s=4 
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Порівняння асимптотичних дисперсій оцінок частоти радіосигналу та 
графічне представлення отриманих результатів 
Ефективність запропонованих методів досліджується за допомогою ко-
ефіцієнтів зменшення дисперсій отриманих оцінок, які знаходяться з вира-
зу: 
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2
 k  – дисперсії оцінок частоти радіосигналу при усіченій 
оцінці параметра завади, розраховані при різних степенях полінома. 
Враховуючи отримані значення дисперсій (3-5), коефіцієнти зменшення 
будуть дорівнювати: 
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Для відображення ефектив-
ності ММП та ММУСП побуду-
ємо графіки залежності коефіці-
єнтів зменшення дисперсій від 
коефіцієнта ексцесу 4  (рис. 1). 
З побудованих графіків фун-
кцій коефіцієнтів зменшення 
дисперсій отриманих оцінок ви-
дно, що зі зростанням степеня 
стохастичного полінома та по 
мірі наближення коефіцієнта 
ексцесу до границі області до-
пустимих значень, ефективність 
поліноміальних методів оціню-
вання параметрів, які базуються 
на використанні негаусівських моделей завад, збільшується. 
Дослідження показали, що при  n  буде справедлива рівність: 
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Використання методу ММУСП дозволяє зберегти точність близьку до 
ММП, але при цьому підвищити швидкість обчислень. 
Висновки 
В роботі побудовано ефективні поліноміальні алгоритми спільного оці-
нювання параметрів радіосигналу та негаусівської ексцесної завади з вико-
ристанням усічених стохастичних поліномів. 
Показано, що при нелінійній обробці ( 2s  ) враховуються коефіцієнти 
вищих порядків, в даному випадку у вигляді коефіцієнта ексцесу. Враху-
вання такого параметру дозволяє суттєво покращити результати спільного 
оцінювання параметрів радіосигналу та ексцесної завади.  
Ефективність використання поліноміальної обробки підтверджується 
розрахунками та графічними залежностями. Вирішальним фактором вико-
ристання даного підходу є можливість оперувати швидкістю та точністю 
обчислення. Навіть при максимальному усіченні параметрів завади, точ-
ність обробки прийнятої випадкової величини буде наближатись до ММП, 
за умови, що обсяг вибірки  n . 
В будь-якому випадку, запропоновані методи дозволять підвищити то-
 
Рис. 1. Залежність коефіцієнта зменшення 
дисперсій оцінок частоти 
0( ) 2 s
g  від 
коефіцієнта ексцесу 4  
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чність обробки сигналів в порівнянні з відомими результатами. 
Отримані результати буде доцільно використовувати при проектуванні 
технічних пристроїв, призначених для вимірювання частоти радіосигналу в 
таких областях як геологія, гідроакустика, медицина, сейсмологія, радіоас-
трономія, радіолокація, радіонавігація, телекомунікації та інших сферах, де 
точність алгоритмів обробки сигналів відіграє важливу роль. 
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Гончаров А. В., Уманець В. М. Усічена оцінка параметрів адитивної суміші ра-
діосиналу та ексцесної негаусівської завади. Побудовано ефективні методи статис-
тичної обробки даних відповідного класу, які б дозволили підвищити точність резуль-
татів та швидкість обробки сигналів Синтезовано алгоритми знаходження спільної 
оцінки частоти радіосигналу при усіченому оцінюванні дисперсії негаусівської ексцес-
ної завади. Запропоновані моделі та алгоритми можуть бути застосовані до різного 
класу сигналів і завад, а отримані результати – використані для  підвищення точності 
оцінок параметрів сигналів в радіолокації, радіонавігації, телекомунікації та інших 
сферах, де точність алгоритмів обробки сигналів відіграє важливу роль. 
Ключові слова: усічені стохастичні поліноми, метод максимізації полінома, негау-
сівські завади. 
 
Гончаров А. В., Уманец В. М. Усеченная оценка параметров аддитивной смеси 
радиосигнала и эксцессной негауссовской помехи. Построено методы статистиче-
ской обработки данных соответствующего класса, которые бы позволили повысить 
точность результатов и скорость обработки сигналов. Синтезированы алгоритмы 
нахождения совместной оценки частоты радиосигнала при усеченном оценивании 
дисперсии эксцессной помехи. Предложенные модели и алгоритмы могут быть приме-
нены к разного класса сигналам и помехам, а полученные результаты - использованы 
для повышения точности оценок параметров сигналов в радиолокации, радионавига-
ции, телекоммуникации и других сферах, где точность алгоритмов обработки сигна-
лов играет важную роль. 
Ключевые слова: усеченные стохастические полиномы, метод максимизации по-
линома, негауссовские помехи. 
 
Honcharov A. V., Umanets V. M. Truncated estimating parameters of additive mixture 
of radio signal and kurtosis non-Gaussian noise. 
Introduction. Classical method based on the use of Gaussian random signal model has its 
advantages and disadvantages. Therefore, Maximum Likelihood Method has not found wide 
implementation due to the high computational complexity. Method of Moments does not have 
the properties of asymptotic optimality, although it leads to a relatively simple calculations. 
In general, the methods do not consider more complex structure of real noise. Therefore 
the accuracy of signal processing algorithms may be insufficient.  
The aims and objectives of research. The aim of the paper is to adapt Methods of Poly-
nomial Maximization (MPM) and Truncated Stochastic Polynomial Maximization (MTSPM) 
for joint estimation of radiosignal and kurtosis non-Gaussian noise parameters.  
The Objective of research is to develop effective methods of statistical data processing, 
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which would allow increasing the accuracy and speed of signal processing. 
Construction of the Polynomial algorithms for joint estimating. The systems of equations 
are constructed to find joint estimates. MPM is used to estimate the radiosignal frequency 
and the noise variance – MTSPM. 
Statistical properties of the radiosignal frequency estimates. The asymptotic dispersions 
of estimates are calculated to study the statistical properties of radiosignal parameter esti-
mates. Comparison of the asymptotic dispersion of radiosignal frequency estimates and a 
graphical representation of the results. The efficiency of polynomial estimation algorithms 
increases with the stochastic polynomial degree and as the values of coefficients of kurtosis 
approach the tolerance range limit. 
Conclusion. The effective methods of signal processing to enhance the accuracy and 
speed of non-Gaussian signals processing are developed. The results can be used to improve 
the estimation accuracy of radiosignal parameters in radiolocation, radio navigation and 
other areas, where the accuracy of signal processing algorithms plays an important role.  
Keywords: truncated stochastic polynomials; Polynomial Maximization Method; non-
Gaussian noise. 
 
 
