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The work in this thesis deals with the heat transfer and fluid flow problem encountered in
the analysis of an unsteady contact melting process.
Chapters 2 and 3 deal with only the heat transfer problem without fluid flow. In Chapter 2
the pre-melting problem is treated. The focus is to obtain the best approximate analytical
solution to be used in the melting phase where there are no known exact solutions. The
approximate solutions are constructed using the heat balance integral method. The semi-
analytical solutions obtained using quadratic, cubic and exponential approximations are
compared with well known exact solutions. In Chapter 3, the focus is on the melting phase.
An asymptotic series solution describing the temperature in the melt region is obtained.
In the solid region a modified version of the heat balance integral method is introduced,
the thermal boundary layers are approximated by a cubic polynomial. Our approximation
proves to be significantly more accurate compared to the quadratic approximation that is
commonly used. We present an example relevant to heating an ice layer from below, which
occurs with de-icing systems. The semi-analytical method employed has the advantage over
numerical solutions in that the dependence of solution on the ambient conditions may be
provided explicitly.
Chapters 4 and 5 deal with the coupling of the heat transfer problem with squeezing and fluid
flow. The fluid flow problem is described by the Navier-Stokes equations which are reduced
to a more tractable form using lubrication theory. The heat flow in the fluid is assumed to
be dominated by conduction across the thin film. In the solid layer, the solution developed
in Chapter 3 is used. Chapter 4 deals with an isothermal phase change material, whereas
Chapter 5 focuses on the non-isothermal case. Results show that the quasi-steady state of
previous models is never attained. The film height has an initial and final rapid increase,
for intermediate times the height slowly increases. The previously observed initial infinity
velocity of the melt is shown to be an artefact of neglecting the temperature variation of the
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Introduction and literature review
1.1 Motivation and Research goals
This work is motivated by our interest in developing a mathematical model for an unsteady
contact melting process involving a finite thickness phase change material.
The solid-liquid phase change heat transfer is associated with many interesting natural and
industrial applications. Perhaps the most obvious example is the melting of ice in a warm
environment, examples in th study of in-flight aircraft and power cable de-icing may be
found in [21, 40, 50, 53, 66, 78]. Applications in the mining industry are described in [72]
where melting of ice blocks or ice particles occur during their transportation for underground
refrigeration in mines. Contact melting is a phenomenon of combined solid-liquid phase
change heat transfer and fluid flow which occurs when a solid melts while being in close
contact with a heat source. The liquid generated at the melting front is squeezed out from
under the solid by the pressure maintained in the film by the weight of the free solid,
ensuring that the melting solid is always close to the heat source (see Figure 1.1). High
heat fluxes associated with close contact heat transfer make it attractive for many industrial
applications, for example, process metallurgy and geology [28, 32, 44], latent heat energy











2 CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW
the liquid layer separating the melting solid from the heat source, result in the melting times













Figure 1.1: Schematic for solid-substrate contact melting .
The two most familiar examples of contact melting are the Leidenfrost effect (or rewetting
process) and ice skating. The Leidenfrost effect occurs when a liquid comes into contact with
a substrate which is at a temperature significantly above the boiling point. An insulating
vapour layer forms which allows the liquid to float above the solid and results in much slower
evaporation of the drop than if it remained in contact with the surface [8, 11]. Much of the
classical work in the field of contact melting was carried out by Bejan and co-workers [3, 4]
in relation to sliding on ice and snow.
The process of contact melting is one in which the obvious heat transfer across the melt
to the melting interface is intimately coupled with the fluid mechanics of the melt, where
the fluid flow is driven by the weight of the melt. The associated heat transfer problem
requires modelling the temperature variations in both the melt and the block. The Stefan
condition then determines the melting rate in terms of the heat fluxes at the interface. The
film thickness and the pressure generated inside the melt to support the melting solid is










1.1. MOTIVATION AND RESEARCH GOALS 3
In the past mathematical models of contact melting have generally relied on the following
assumptions:
1. The temperature of the solid remains at the melting temperature, Tm, throughout the
melting process.
2. The melting process is in a quasi-steady state, that is, if the position of the melt front
is denoted h(t) then ht = 0. Hence the normal force exerted on the phase change
material is balanced by the pressure generated inside the liquid film.
3. Heat transfer in the liquid is dominated by conduction across the film.
4. The lubrication approximation holds in the liquid layer, so the flow is primarily parallel
to the solid surface and driven by pressure gradient. The pressure variation across the
film is negligible.
5. The amount of melted fluid is small compared to that of the initial solid.
6. There is perfect thermal contact between the liquid and substrate or there is a constant
heat flux,
see [4, 27, 37, 85] for example. In this work, we will refer to such models as steady contact
melting models.
Bareiss et al [2] carried out an investigation to determine the melting rates and heat fluxes
both experimentally and analyticaly for the heat transfer process during melting of an unfixed
solid inside a horizontal tube. Their results show that the quasi-steady state assumption
fails in the final stages of the process. In addition, it is shown that the heat transfer in
the melt is maximum at the beginning and decreases monotonically to zero at the end of
the melting process. This behaviour is attributed to the melting gap, whose thickness and
hence heat resistance increases with increasing melting rate. The loss in accuracy of the
theoretical model can be attributed to applying certain of the above constraints (which we
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numerically. The solid velocity, the melt thickness, melting rates and the solid thickness were
found to be significantly below the measured values. These differences were again attributed
to the simplifications listed above in constructing the analytical model.
There exist investigations where certain of the restrictions listed above are relaxed. Litsek
& Bejan [5] attempt to remove assumption 1 by incorporating a convection term in the solid
heat equation. Their expression for the temperature gradient in the solid, at the melting
front, is then constant. This result is far from realistic. Groulx & Lacroix [27] assume that
the solid is at a constant temperature θ0 which is below the melt temperature, θ0 < Tm.
Their final expression for the melting rate differs from previous results with the change
Lm → Lm + cs(Tm − θ0). Assumption 2 is removed by Yoo [84] who shows that in the case of
perfect thermal contact the initial velocity of the block is infinite. For both perfect thermal
contact and constant flux the melt thickness initially increases rapidly before reaching a
constant height. Groulx & Lacroix [27] also attempt to remove assumption 3. They include
the vertical convection term in the liquid. The vertical velocity, w(z), required for this may
be obtained through the lubrication analysis, however to permit an analytical solution they
take w to be a constant equal to the melting rate. Since w = 0 at the substrate z = 0,
except for at the melting interface their choice of w is too high. Perhaps a better constant
approximation would be the average value of w across the film. Yoo et al [85] retain the
full expression for w(z) and so obtain a result in terms of an exponential integral, that must
be evaluated numerically. All researchers agree that assumption 4, namely the lubrication
approximation is appropriate. Similarly all retain a constant mass for the solid and either
assume perfect thermal contact or constant heat flux.
In reality the temperature in the solid is unlikely to be at the melt temperature and rather
than being constant it will decrease away from the melt front. Yoo [84] has already noted
that initially the melt height is far from constant. For sufficiently small times the mass of
melt must be much less than the mass of the solid, but as the melting progresses the melted
mass must at some stage be greater than that of the solid. Consequently the solid mass M(t)










1.2. PROBLEM DESCRIPTION 5
Finally, perfect thermal contact is an unlikely scenario. Newton cooling is more realistic. In
light of these points, we will study contact melting without invoking assumptions 1, 2, 5, 6.
This forms the basis of what we term the unsteady contact melting model. Consequently in
this thesis we focus on the following:
• the transient behaviour of the film thickness until the final stage of melting,
• modelling of the temperature profile in a melting finite block with Newton cooling
conditions,
• modelling of the variable mass of the solid as well as incorporati g the effects of solid-
liquid density change.
The analytical and semi-analytical solutions produced will not only serve as a reference to
validate numerical simulations, but will also be convenient for estimating the limitations
involved in the steady analysis. Further the analytical solutions will explicitly show the
dependence of the solution on the parametric values as opposed to the numerical solutions.
1.2 Problem description
A schematic representation of the melting of a solid block is depicted in Figure 1.1. Initially
a cold block is placed on a substrate whose temperature is above its melting point. The
temperature of the surrounding medium (air) is assumed to be above that of the block’s
melting temperature. The block initially heats up on all sides and subsequently melting
begins (usually at the bottom where heat transfer is most rapid). To understand this process
we consider a simple version of this, where the sides are insulated so only the top and bottom
heat up. The thermal problem is then one-dimensional. At the bottom fluid is squeezed out
due to the weight of the solid. We will discuss this flow in §1.4. At the top the fluid flow will
be slower and so, to simplify our analysis and to be consistent with previous contact melting
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for the flow of the lower liquid layer and temperature in the solid and the two liquid layers.
As we will show later, the fluid flow and heat problems are uncoupled except in the definition
of the domains which are defined through the Stefan condition. We will therefore initially
focus on the one-dimensional thermal problem and later include fluid flow.
T

































Figure 1.2: Schematic of the 4 phases of melting when a block is placed on a surface above
the melting temperature.
In Figure 1.2 we depict the four phases that occur from the instant the block is brought in
contact with the warm substrate in a warm environment until melting is complete. Phase
1 is a pre-melting stage where the temperature at the top and bottom of the block rises to
the melting temperature. To model this stage, we introduce two thermal boundary layers of
thickness δ1 and δ2 emanating from the bottom and top of the block respectively, between
which the temperature is close to the initial θ0. Phase 1 admits well-known exact solutions,
these are given in [18, 20]. In Chapter 2 the solutions are determined subject to the constant
flux and Newton cooling boundary conditions. Approximate solutions are also determined










1.2. PROBLEM DESCRIPTION 7
comparing them to the exact solutions. The reason for studying the approximate solutions
is to determine the best method which will then be used during the subsequent melting
phases where no known exact solutions exist. Phase 2 occurs when the bottom surface
starts to melt and ends when the two boundary layers from the top and bottom meet. Phase
3 starts at the end of Phase 2 and will continue until the top layer starts to melt. Phase 4
will start the moment the top layer starts to melt and ends when the two interfaces h1 and
h2 merge signalling the end of the melting process. We however note that, it is possible that
the top may start to melt before the boundary layers meet, but this is a simple variation of
the scenario discussed and may be modelled with similar techniques. Chapter 3 deals with
modelling the temperature variations in all the phases, the mathematical analysis involves
solving the heat equation in the liquid layer and solid layers and then coupling them on the
moving interfaces using the Stefan conditions.
Analytical investigations of melting problems have generally been treated when the domains
are either semi-infinite [29, 57] or thin [52, 53], however, only a few investigations have focused
on the melting of finite slabs [19, 25]. The presence of two moving boundaries, coupled
with three partial differential equations, makes the numerical solution problematic. In most
of the previous investigations, analytical approximations for the solutions of the melting
problems such as the pseudo-state approximation [29], perturbation series solution [29, 43,
63], and the heat balance integral method [22] have been found. In the melt region, especially
if the melt region is thin, the pseudo-steady state approximation or regular perturbation
techniques have often been applied [45, 53]. The pseudo-steady state approximation involves
the assumption that the rate of movement of the boundary is very much slower than the rate
of heat conduction [29]. This leads to solving the heat equation without a time derivative.
This approximation emerges as the leading order term in the regular perturbation solution
for a small Stefan number. Mitchell et al [45] showed that a second order regular perturbation
approximation in the melt region is more accurate than the heat balance integral method,
although the latter is much simpler to implement. In Chapters 3 and 4 we will make use of
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is not necessarily thin, the heat balance integral method will be applied.
Moving on to the two-dimensional problem, we must analyse the fluid flow between the
melting solid and the warm substrate. Since the melt layer remains thin (due to the weight of
the solid) the Navier-Stokes equations describing the flow may be reduced using lubrication
theory [17, 67]. Using this approach, the melt inertia and the pressure variations in the
transverse direction are negligible. Since the development of this approach by Reynolds in
1886 to describe the motion of oil in films bearings, it has become the norm in modelling
fluid lubricated bearings and related devices involving thin films. This approach has been
widely used in all investigations related to contact melting problems.
Although in recent studies it is standard to investigate the contact melting of a sliding
three-dimensional block, we will focus on the base problem, namely the two-dimensional
block that is not sliding. The appropriate extension to three dimensions is simple, leading
to a standard Couette term in the lubrication approximation for the horizontal velocity and
the introduction of a function of the base area which is found by solving Poisson’s equation
for the pressure. This extension is discussed in more detail in Chapter 3 and also in [55].
Before proceeding with the objectives and aspirations of this study, we will give an overview
of concepts that are at the centre of subsequent chapters. We will begin by reviewing existing
research into Stefan problems and highlight some of the main findings of these investigations
in §1.3. A review of some squeeze film models and lubrication theory is given in §1.4.
1.3 The Stefan Problem
The thermal problem associated with the contact melting process requires solving the tran-
sient heat equation in an unknown region, the extent of which has to be determined as
part of the solution. Problems of this nature are a form of moving boundary value problem
or more specifically Stefan problems; following the four papers he published in 1889. The
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and so exact analytical solutions are difficult to obtain, except only for a limited number of
specific cases which are well documented in the literature [18, 62, 77]. The only known exact
solutions for the melting problems are those of Neumann which only exist in semi-infinite
domains with prescribed constant boundary conditions and initial temperature distribution.
These are expressible in terms of a single variable z/t1/2. No exact solutions have yet been
found for the melting problem with arbitrary initial and boundary conditions as well as
finite domains. The steady contact melting models discussed in §1.1 do not involve moving
boundaries since the film thickness is assumed to be constant, that is, fixed in space. In
this case, the thermal problem is simply the standard heat conduction problem with fixed
boundaries. In this section we review some of the methods that have been used extensively
in the literature in addressing the Stefan problem
The fact that the Neumann solution is the only explicit closed form solution highlights
the importance of approximate analytical methods and numerical methods. A variety of
approximate analytical solution techniques in the literature have been applied to provide
useful solutions to the problems, mostly in semi-infinite domains, with one space variable
subject to various types of boundary conditions. The available approximate analytical solu-
tion techniques which we are going to discuss in the subsequent chapters are the heat balance
integral method [22, 49, 56, 82] and the regular perturbation method [16, 29, 45, 56, 63]. In
§1.3.1 and §1.3.2 we discuss these two methods in detail. We focus on these method because
of their applicability to the contact melting processes we will study in Chapters 4 and 5.
Other important methods which we do not discuss in the subsequent chapters are those due
to Landau [41], Biot [9], Boyle [12] and Tao. A review of these methods is given in Hill [29].
Landau [41] proposed an idealised melting problem and solved for the case of a semi-infinite
melting solid with constant properties and with its face heated at a constant rate. The
results of Landau were obtained by using numerical integration to solve the heat equation.
Biot’s variational technique is based on the concept of irreversible thermodynamics and has
been applied to numerous problems. Concepts of thermal potential, dissipation function
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of the Lagrangian type for the thermal flow field. The method though applicable to a wide
variety of heat flow problems including inhomogeneous and nonlinear problems depends
on an assumed form for the temperature. Cubic and quadratic temperature profiles have
frequently been used and comparison with the exact Neumann solution made. Boyle [12]
applied the embedding technique by introducing a fictitious phase occupying the region
where the material has been removed, the problem is then solved by using the finite element
method. An unknown heat input is applied at the boundary of the extended body, whose
magnitude is then determined in such a way as to satisfy the actual boundary conditions
on the moving liquid-solid interface. In this way the original partial differential equation
is replaced by an integro-differential boundary value problem which may be solved either
numerically or in series form. The principle advantage of this method is that it allows an
explicit expression for the temperature in terms of the fictitious heat input. Tao [75, 76]
obtained numerical solutions for the freezing of a saturated liquid in a cylinder or sphere by
the finite difference method.
In Chapters 2 and 3 we will focus on the application of the HBI method and the perturbation
method to problems with a constant flux and Newton cooling boundary conditions. In the
next two sections we outline briefly the HBI and perturbation methods which we will be
using in this work.
1.3.1 Heat balance integral (HBI) method
The HBI method developed by Goodman [22] is the most commonly used method for solving
melting problems. The method is an adaptation of the Karman-Pohlhausen integral method
for analysing boundary layers in fluid mechanics [64, 71]. The technique is simple and yet
it gives reasonable accuracy. Though the method is applicable to a wide variety of diffusion
type equations, it has mostly been employed for one-dimensional Stefan problems in a semi-
infinite domain, see [23, 82] for example. The main focus has been on semi-infinite problems
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the accuracy of the HBI approximations. Few investigations have yet been reported on the
application of the HBI method to finite domains [25, 56]. This method has not been applied
to contact melting problems as far as we know. Since there are no known exact solutions in
the case of finite domains, we will provide a criteria for checking the accuracy of the method
in Chapter 2.
The HBI method involves choosing a polynomial (or exponential) function to approximate
the temperature over an unknown region, δ, known as the penetration depth. Using this
approximation the heat equation and the Stefan condition reduce to a single ordinary dif-
ferential equation for δ whose solution can frequently be expressed in closed analytical form.
However, there is never a unique procedure to follow, and the ultimate criterion for determin-
ing whether or not a particular procedure is successful involves an assessment of its accuracy
and simplicity. This accuracy is particularly sensitive to the form of the profile selected and
the boundary conditions used, for example Goodman in [22] treats the semi-infinite slab
subject to fixed temperature conditions using a quadratic profile. However, even for this
simple case, Wood [82] highlights six variations to the same quadratic HBI solution, all with
varying degrees of accuracy.
Goodman and Shea [25] considered a finite slab melting from the top and bottom (see Figure
1.2). Their approach involved approximating the temperature in the water layer and the ice
boundary layer by a quadratic polynomial when the other boundary is either isothermal or
insulated. A single quadratic approximation is used throughout the ice layer. In Chapter
3, which consists of the results we published in Myers et al [56], a modified version of this
approach is employed. By using an asymptotic solution in the water layer, the temperature
is described by a power series in odd powers of the co-ordinate. To first order this leads to a
cubic profile, a form which is in agreement with the small distance or large time expansion
of the exact solution of the classical problem of melting an infinite block. Once melting
starts the temperature in the solid layer typically has two boundary layers joined by a region
of constant temperature as illustrated in Figure 1.2. A single quadratic provides a poor
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two boundaries meet. This approach yields more accurate solutions as will be shown in
Chapter 3.
The HBI method has also been used with an exponential formulation, see [49], and nu-
merically as discussed in [14, 15]. In trying to alleviate the sensitivity of the HBI method
to the form of the selected profile, Nobel [59] suggested the combination of spatial subdi-
vision and low-order piecewise approximations as a refinement of the HBI method. Bell
[6, 7] demonstrated the effectiveness of the approach using piecewise linear approximations
and sub-divisions for problems in plane and radial geometry. Bell introduced temperature
sub-division and the modification was successfully applied to the two-phase solidification
problem of estimating the boundary layer. Numerical models for one-dimensional Stefan
problems have been applied using level set and moving grid methods in [35], a fixed grid
enthalpy formulation in [81], and explicit variable time-step methods [86]. However in this
work, we do not apply numerical methods and will focus solely on semi-analytical solutions.
1.3.2 Perturbation Method
The perturbation method has been successfully applied to Stefan problems, see [31, 43, 56, 63]
for example. Though the perturbation method normally works, the amount of algebraic
work involved makes it difficult to calculate many terms in the solution expansion. In most
investigations [53, 52], for example, it is only the zeroth order solution that is obtained
explicitly, which corresponds to the quasi-steady state solution of the problem. The quasi-
steady solution involves the assumption that the rate of movement of the interface is very
much slower than the rate of heat conduction. The quasi-steady solution is then obtained
simply by neglecting the time partial derivative in the heat equation [29]. Myers et al [56]
present the solution up to first order correction terms. Recently Caldwell and Kwan [16]
applied the method to Stefan problems with time-dependent boundary conditions. In [46],
the boundary immobilisation method is used to obtain the perturbation series method to
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The perturbation method will also come in useful when dealing with the fluid flow in sub-
sequent chapters. Lubrication theory will be used to simplify the Navier-Stokes equations.
This approximation may be viewed as the leading order perturbation series in powers of
the aspect ratio, ε2 or the reduced Reynolds number ε2Re whichever is the smallest. This
method is discussed in Chapter 3 and 4 when we deal with the temperature in the liquid
layer and fluid flow respectively.
1.4 The Squeeze Flow Problem
The Stefan condition provides a model for the melting rate of the solid layer in terms of
the heat fluxes across the interface. However, to determine the temperature gradient in
the melt region requires knowledge of the melt thickness. The pressure generated inside
the melt to support the descending melting solid plays a significant role on the thickness
of the film. Consequently, in addition to the heat transfer mechanism across the film, the
fluid mechanics must also be studied. This requires modelling the flow in a squeeze film
[1, 33, 60, 61]. The study of squeeze film flows is important in a number of branches of
engineering. It is encountered when modelling such flows as; the flow between rotating
cylinders (journal bearings) and the flow in a slowly diverging channel, for example. It is a
particular application of lubrication theory. Such flows are modelled by making use of the
Navier-Stokes and continuity equations. For incompressible fluids, they may be written:





+ (u · ∇)u
]
= −∇p+ η∇2u, (1.2)
where the notation is defined in the Nomenclature section. Equation (1.1) represents mass
conservation. It states that the mass fluxes entering a control volume exactly balances
the outgoing mass fluxes when there are no sources or sinks. Equation (1.2) represents
momentum conservation, which corresponds to a Newton’s second law for a Newtonian
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solid layer is very thin, a full resolution of the complete set of the above equations is not
necessary, it may be simplified using the lubrication approximation leading to Reynolds
equation for the lubricating flow [2, 17, 84]. The lubrication approximation is based on an
asymptotic simplification of the Navier-Stokes equations. This reduces the usual model of
the flow to a system of equations that is usually solvable. This simplification is valid provided
[17, 60]:
(i) the film is thin. This is measured by the aspect ratio of the flow, ε, and requires, ε2  1.
(ii) the flow regime is laminar, and the reduced Reynolds number of the flow is small,
that is ε2Re  1. The contact melting models studied in the literature makes use of this
simplification when studying the fluid flow. It is important to note that it is not necessary
for the Reynolds number to be small but only that the reduced Reynolds number ε2Re be
small. In our analysis the lubrication approximations is assumed to hold throughout the
whole melting process. We retain these assumptions and discuss their validity in the case of
unsteady contact melting in Chapter 4.
Putting the Navier-Stokes equations into non-dimensional form by using appropriate scales
and applying the above assumptions, equations (1.1−1.2) reduce to a simple set of solvable
equations [1, 3, 17]:






+ O(ε2, ε2Re), 0 = ∂p
∂z
+ O(ε4, ε4Re). (1.3)
The approximation shows that the transverse flow dominates over the longitudinal flow and
the pressure in the film is uniform in the crosswise direction. When solving these equations
the pressure will be balanced by the weight of the solid. This then provides the coupling of
the varying solid mass to the melt thickness.
1.5 Summary and thesis outline
In this chapter, we have outlined the limitations of the existing contact melting models










1.5. SUMMARY AND THESIS OUTLINE 15
problem and the fluid flow problems which are at the core of unsteady contact melting have
been discussed. Key focus areas which have been excluded in the previous areas and which
thereby form the core of the current study include: the modelling of the temperature profile in
the finite slab; the inclusion of a cooling condition at the solid-substrate interface; modelling
of the varying mass; and neglecting the quasi-steady assumption for the film height. These
differences to previous models form the main contributions of the thesis to the literature.
The present study uses water and ice as liquid and solid because of the availability of the
data but the analysis is valid for other melting solids.
The work in this thesis is organised as follows: In Chapter 2 a review of the mathematical
methods associated with the heat conduction in a finite slab prior to melting is presented.
The first sections deal with the exact solutions obtained using separation of variables and
Laplace transform solutions, which are to be used in assessing the accuracy of the approxi-
mate solutions to be developed in the following sections. The remaining sections deal with
the HBI approximate solutions derived from the exponential, cubic and the quadratic pro-
files. The purpose is to find the best method for the melting problem considered in the
subsequent chapters which has no known solutions. In Chapter 3 we study the melting
block undergoing three different melting phases. The asymptotic series expansion method is
used to describe the temperature profile in the liquid phase. In the solid phase the thermal
boundary layers are approximated using a cubic profile (a profile selected from the results
of Chapter 2). In Chapter 4 the unsteady contact melting problem is analysed with an
isothermal phase change material. The model couples the perturbation method for heat flow
in the melt that is developed in Chapter 3 with a model for the fluid flow. Chapter 5 extends
the results of Chapter 4 to cover non-isothermal cases. The temperature variation in the
solid layer is determined by making use of the results obtained in Chapter 3, using the HBI












Exact and approximate solutions:
Pre-melting stage
2.1 Introduction
When a phase change material is brought in contact with the warm substrate, initially, the
solid heats up until melting begins at one of the ends, as described in Chapter 1, §3.2.
Melting is then accompanied by fluid flow due to the squeezing of the melt by the weight of
the solid. The pre-melting stage is a familiar and elementary example of a linear boundary
value problem and readily yields its solution to any of the methods available for treating such
problems [18, 20]. However, once melting commences, the linearity of the problem disappears
and all the classical solutions are no longer applicable except in the special case where the
Neumann solution exists. The main difficulty of these problems is that the position of the
moving boundary is not known a priori. Furthermore, the temperature gradient across the
interface is not continuous, due to the release of latent heat, and the thermal properties of
the melt and the solid phases are not the same. The purpose of this chapter is to develop
approximate analytical techniques that may be used to describe the melting process. Our
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for comparison. Consequently, we begin our mathematical analysis by examining the pre-
melting stage. We remark that the solutions obtained during this phase will then be used
as an initial solution for the melting phase considered in Chapter 3.
Though there are several approximate methods available, as discussed in Chapter 1, §1.3.1, in
this work we mainly make use of the heat balance integral (HBI) method because it provides
sufficient accuracy for practical purposes and also because of its applicability to the melting
problems to be discussed in subsequent chapters. We consider the standard quadratic, cubic
and exponential approximating functions in the use of this method. We then investigate
their relative merit against the available exact solutions.
This chapter is organised as follows: In §2.2, the mathematical model is introduced, where
the governing equations and the associated boundary conditions are discussed. In §2.3, the
analytical solutions are presented for both the finite and the semi-infinite case. In §2.4, the
HBI method of solution is discussed and the solutions are derived based on three types of
approximating functions. A comparison with the corresponding classical solution in each
case is carried out to ascertain the degree of accuracy of the approximation used, and the
results are discussed in §2.5.
2.2 Mathematical formulation and problem descrip-
tion
In this section we describe the governing equations of one dimensional conduction for a
finite block of solid material placed on a warm substrate. The treatment of the problem
is restricted to one-dimension because, in this case, the techniques for both the exact and
approximate solutions have been fully developed. This is always the case when we consider
contact melting with the lateral sides insulated and T = Tm at the interface, the heat flow
will be one-dimensional. The thermal properties of the solid material are assumed constant.
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θm. Depending on the heat transfer between the block and the surface, melting may occur
immediately or there may be an initial transient when the bottom of the block, z = 0, heats
up to the melting temperature. In either case there will be a growing boundary layer, where
heat has diffused into the block, raising its temperature above θ0. At the top, depending on
the boundary conditions and the ambient temperature, there will be an exchange of energy
between the ambient gas and the block. This will result in a secondary layer with heat
diffusing into (or out) of the block if the ambient gas temperature Ta is greater (or less) than
θ0. In this work, we assume that Ta > θm. In the case of non-immediate melting, the end of
this phase arises when melting begins at z = 0; we denote the time this occurs by t = t1.
In Figure 2.1 we show the movement of the thermal boundary layers that occur when a
block is placed on a warm substrate (or when a surface heat flux Q0 is introduced at the
bottom surface) in a warm environment. The figure shows the transition from the initial
unheated stage to the stage when melting starts at the bottom, this is denoted as Phase 1 of
a four phase process that is undergone by a block before it melts completely. The subsequent
phases will be discussed in chapter 3. During this phase, the heat penetrates the slab and
raises it above the initial temperature, θ0, in the regions (0, δ1) and (δ2, H0), where δ1 and δ2
are the heat penetration depths from each end, where δ1(0) = 0 and δ2(0) = H0. Since the
speed of propagation of the heat wave is infinite, the distances δ1, δ2 are a fictitious measure
denoting the position where the temperature change is negligible.













in the boundary layers z ∈ [0, δ1], z ∈ [δ2, H0] respectively, where κs = k/ρscs is the thermal
diffusivity of the material. In between we set θ = θ0 for δ1(t) < z < δ2(t). We note that
since this phase occurs for a short time we never allow t to be large enough so that δ1 = δ2
(although this could be dealt with using the method discussed in the next chapter). At the





















Figure 2.1: Schematic of the first phase prior to melting when a solid layer is placed on a




(δ1(t), t) = 0,
∂θ2
∂z
(δ2(t), t) = 0. (2.2)
In the past mathematical models of contact melting have generally relied on the assumption
that there is perfect thermal contact between the liquid and substrate [4, 27, 37]. This results
in immediate melting and so there is no Phase 1. Obviously this is not physically realistic
and so we impose a Newtonian cooling condition at z = 0, H0,
∂θ1
∂z
(0, t) = −α1 + α2(θ1 − θs),
∂θ2
∂z
(H0, t) = −α3 + α4(Ta − θ2), (2.3)
which leads to a pre-melting stage, where θs > Tm, Ta > Tm and α2 = hss/ks, α4 = hsa/ks.
In addition to the cooling boundary conditions stated above, we also consider a constant
heat flux boundary condition and a fixed temperature condition
∂θ1
∂z
(0, t) = −α1, θ2(H0, t) = θ0, (2.4)
on the edges z = 0 and z = H0 respectively. This is to allow us to check the dependence of
the accuracy of the approximate solutions on different boundary conditions and only need
consider one boundary layer. However, in the subsequent chapters, we resort to the more
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2.3 Exact solutions
In this section we briefly discuss the methods for solving the linear heat conduction problem
in both the finite and the semi-infinite domain. For sufficiently small times, heat applied at
one end of the solid will proceed only a relatively short distance into the solid, so that each
end of the solid layer can be regarded as the end of a semi-infinite layer while the central part
remains at a constant temperature. We therefore treat the corresponding semi-infinite case
for each of the boundary conditions stated above. Methods producing analytical solutions to
these problems are well known and are given in [18, 19, 41], for example. The separation of
variables technique may be used for the finite domain case. In the semi-infinite case, integral
transforms or similarity of variables are often used. The similarity of variables approach
is only possible when the initial and boundary conditions take special forms; and usually
fails when the constant heat flux or the Newton cooling condition is used. In this chapter,
use will therefore be made of the integral transform method. For computational purposes,
the physical parameter values used are those of water and ice because these are easy to
determine; they are given in Table 2.1.
kl 0.57 Wm
−1 K−1 ks 2.18 Wm
−1 K−1 α1 26236.73 Wm
−2
ρl 1000 kgm
−3 Ts 288-298 K α2 350 m
−1
ρs 917 kgm
−3 η 0.001 N sm−2 α4 10 m
−1
Lm 3.34 × 105 J kg−1 κl 1.35 ×10−7 m2 s−1 α6 1500 m−1
Tm 273 K κs 1.16 ×10−6 m2 s−1 α8 200 m−1
hsl 855 W/m
2 hss 763 W/m
2 H0 0.05 m
θ0 258 K ν 1 ×10−6 m2/s Ta 298 K
Table 2.1: Parameter values for ice and water.
We also impose the αi values from Table 2.1 in the boundary conditions. The two values
α2, α4 were chosen based on some simple experiments. Ice sheets formed in a freezer at
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time taken for the bottom and top surfaces to start melting was measured. Melting at the
bottom occurred almost immediately, hence we choose α2 to give initial melting around 1.87
s. The parameter α4 was chosen to match the time when the top of the block started to melt,
and α6, α8 are typical values taken from published literature. The parameters α2, α4, α6, α8
correspond to heat transfer coefficients between the solid and substrate, ice and air, water
and substrate and water and air of 763, 21.8, 855, 114 Wm−2 respectively. Any αi not quoted
in Table 2.1 is set to zero. The prescribed heat flux α1 was deduced using equation (2.27)
to provide the melting time t1 ≈ 1.87s equal to that deduced in the experiment described
above and also in [56].
2.3.1 Method of separation of variables
A standard way of determining an analytic solution for a homogeneous linear heat transfer
problem in a fixed domain with homogeneous boundary conditions is the use of separation
of variables [18]. For the contact heat flux boundary condition, specified by (2.4), we use
the transformation
θ = φ(z) + ψ(z, t), (2.5)
since the boundary conditions are not homogeneous. This converts the heat equation (2.1)















(0, t) = ψ(H0, t) = 0, ψ(z, 0) = θ0 − φ(z), (2.7)
where φ(z) and ψ(z, t) represent the steady state and the transient part of the solution
respectively. Equation (2.6) can easily be solved by successive integration, and (2.7) has
homogeneous boundary conditions permitting the application of separation of variables.
Solving (2.6) and (2.7) and substituting back into (2.5), we obtain
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In the case of the Newtonian cooling conditions (2.3), the problem is solved in a similar way
yielding the solution











































, n = 1, · · · ,∞. (2.12)
The variations of the temperature on the surface z = 0 are given by

















corresponding to boundary conditions (2.4) and (2.3) respectively. The time when melting
commences, t = t1, is found by setting θ(0, t1) = Tm in equations (2.13), (2.14) and solving
for t1.
2.3.2 The semi-infinite problem
Analytical solutions can also be obtained by noting that the boundary layers are small


















The problem then reduces to solving a semi-infinite problem whose solution may be obtained
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Defining θ̂(z, s) =
∫∞
0
e−stθ(z, t)dt as the Laplace transform of θ with respect to the time
variable, the heat equation (2.1) is transformed to













as z → ∞, (2.18)








, z = 0, (2.19)
for the Newtonian cooling case (2.3).















Transforming this solution back to the original coordinates, we obtain the temperature profile

























































gives the solution in the interval z ∈ [0,∞]. The solution corresponding to the interval
z ∈ [−∞, H0] is given by
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Of interest is how the temperature varies on the surface z = 0 and the prediction of the
melting time t = t1. This will be used as a criteria for determining the accuracy of the
approximate solutions to be derived in the subsequent sections. Using equations (2.21) and
(2.23) we obtain the surface temperatures
















The melting time t = t1 is determined by solving the equation θ(0, t1) = Tm for t1 using the
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series solution , n=15
Figure 2.2: (a) and (b) show temperature profile at the end of Phase 1 when t = t1 ≈
1.87 s when the prescribed flux and the convective boundary conditions are used respectively.
The solid line are the classical solutions (2.21) and (2.23), the dashed and the dotted lines
represent the series solutions (2.8) and (2.9).
The series solutions (2.8), (2.9) with n=10, 15 and error function solution (2.21), (2.23)
derived above are represented graphically in Figure 2.2 at the time of melting t1 ≈ 1.87s.
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indistinguishable by n=20. The predicted development of the thermal boundary layers is
evident near the boundaries z = 0 for both cases, and near z = H0 for the case where
we have a cooling condition at the top. In these regions, both the series solutions and the
error function solutions are in close agreement. This is not surprising as the small argument
expansion of equations (2.8) and (2.21), near z = 0, gives
θ = θ0 + a(f1(t) − z) + O(z3), (2.28)
θ = θ0 + a(f2(t) − z) + O(z2), (2.29)














2 . Both functions behave linearly in the space variable z and are of the same form,
differing only due to the transient terms f1(t) and f2(t). Th ugh the oscillations vanish
rapidly as n increases, particularly for small values of z, they however get worse as t→ 0 as
demonstrated in Figure 2.3. The same behaviour can be observed in the case of a cooling






































Figure 2.3: (a) and (b) show temperature profile during Phase 1 when t = 0.00001s and 1.1s
respectively. The solid lines are the classical solutions (2.23), the dashed lines represent the
series solutions (2.9).
boundary condition. The series solution rapidly converges to the classical solution for a small
number of terms. The above results illustrate that the series solutions for finite solids and
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applicable to the corresponding semi-infinite solids. This representation is valid provided the
boundary layers do not meet. The temperature profile can be considered as consisting of the
two semi-infinite solutions which, as shown, coincides with the series solution. A detailed
discussion of the semi-infinite result can also be found in [34]. Since the semi-infinite results
have no oscillations even for small time, we will use those solutions to check the accuracy
of the approximate solutions to be developed in the following sections. The other reason we
discard the separation of variables method is that the method is not applicable when melting
commences as the problem becomes non-linear and not separable.
2.4 The heat balance integral (HBI) method
2.4.1 General theory
The HBI method presented by Goodman [22] is one of many semi-analytical techniques that
is applicable to a wide range of heat transfer problems; it is based on assuming polynomial
temperature profiles. This method is analogous to the general technique first introduced by
Karman and Pohlhausen [64, 71] to solve hydrodynamic boundary layer problems in fluid
mechanics. Since exact solutions have been found for many problems in heat transfer the HBI
method has made the greatest impact on Stefan problems, where very few exact solutions
exist. The method is very popular because of its simplicity and applicability to a wide range
of problems giving an accuracy that is usually sufficient for most practical problems. The HBI
method is applicable to one-dimensional linear and non-linear problems involving constant
or temperature dependent thermal properties [23, 24, 80], non-linear boundary conditions
[24, 30] and phase change problems such as freezing and melting [22, 24, 25, 30, 65]. It is with
this latter class that this section and subsequent chapters are concerned. The applicability to
phase change problems, which include the contact melting process, is of special importance
because existing closed form solutions to these problems are highly restrictive as to allowable
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The method is for generating approximate functional solutions to the energy equation that
satisfy appropriate space boundary conditions together with an integrated form of the gov-
erning equation. This is based on the assumption that, at any finite time t, the effects of
the boundary disturbances do not penetrate beyond some finite distance. These distances
are the penetration depths δ1, δ2 that we discussed in §2.2. The HBI method converts the
governing heat equation, which is a partial differential equation, to an ordinary differen-
tial equation by: (i) assuming a suitable approximating profile, (ii) satisfying the available
boundary conditions, (iii) integrating the heat equation with respect to the space variable
over a suitable interval to create a heat balance integral.
The method is approximate in the sense that the heat equation is satisfied only on the
average, the accuracy of the solution cannot therefore be guaranteed. In the application of
this method, the assumed temperature profile must be chosen with care. This sensitivity to
the choice of the profile is demonstrated in the results presented by Langford [42], Myers et
al [56], for example. In this section, we use the HBI method to solve the pre-melting problem
by considering the following three types of standard profiles: (i) Quadratic polynomial, this
has been applied in most melting problems by Goodman et al [22, 24, 25]
θ(z, t) = a0(t) + a1(t)z + a2(t)z
2, (2.30)
(ii) the cubic polynomial [25, 56]
θ(z, t) = a0(t) + a1(t)z + a2(t)z
2 + a3(t)z
3, (2.31)
and (iii) the exponential profile [49, 79, 87, 88]
θ(z, t) = a0(t) + a2(t)ze
c(t)z2 . (2.32)
The accuracy of the above approximations will be checked by comparing them with the exact
solutions obtained in the previous section. The comparison will be based on three criteria:
1. The accuracy with which the surface temperature is predicted.
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3. The accuracy with which the melting time t1 is predicted.
2.4.2 Quadratic approximation
When the constant heat input boundary condition (2.4(a)) at the end z = 0 and an isother-
mal condition (2.4(b)) at z = H0 are used, a thermal boundary layer only develops from the
surface z = 0 where energy is absorbed. For this case, we therefore develop an approximate
solution only in the region [0, δ1]. Instead of applying the quadratic profile given by (2.30),
it is convenient to use the form
θ(z, t) = a0(t) + a1(t)(δ1 − z) + a2(t)(δ1 − z)2, (2.33)
where the boundary layer position δ1, the parameters a0(t), a1(t)and a2(t) are to be deter-
mined. Applying the boundary conditions 2.2(b), 2.4(a) to the approximate solution (2.33),
we obtain a0(t) = θ0, a1(t) = 0, a2(t) =
α1
2δ1ks
. The corresponding temperature profile is
given by
θ(z, t) = θ0 +
α1
2δ1(t)ks
(δ1 − z)2. (2.34)























θ(z, t)dz − dδ1
dt
θ(δ1, t). (2.35)










The temperature profile in this case is now completely determined and is given by
θ(z, t) = θ0 +
α1
2δ1ks
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Comparing the surface temperature







with the exact solution given in equation (2.25) shows that the results are of the same form,






3/2 = 1.23. This gives an error of
approximately 9% which is in accordance with the 8.6% error estimate quoted by Goodman
[24] for the quadratic approximations with prescribed constant heat flux boundary condition
on a semi-infinite domain.
The exact and quadratic approximations to the surface temperature are related by












showing that the difference between the two solutions, hence the error, does not depend on
the size of the heat influx α1 or any of the material constants.
Similarly, if the Newton cooling condition is applied at z = 0, we obtain the solution
θ(z, t) = θ0 +
β0
δ1(2 + α2δ1)
(z − δ1)2, (2.43)
where β0 = α1+α2(θ0−Ts). Integrating equation (2.1), and using (2.43) leads to the following










, δ1(0) = 0. (2.44)
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In the region δ2 < z < H0, the quadratic approximation becomes
θ(z, t) = θ0 +
β1
(H0 − δ2)[2 + α4(H0 − δ2)]
(z − δ2)2, (2.46)
where β1 = α4(Ta − θ0). The governing equation for δ2 is
6κs






2 + α4(H0 − δ2)
]




α24(H0 − δ2)2 + 2α4(H0 − δ2) − 4 ln[2 + α4(H0 − δ2)] = 6κsα24t− 4 ln 2. (2.48)












, 0 ≤ z ≤ δ1,




, δ2 ≤ z ≤ H0.
(2.49)
The temperature variation on the surface z = 0 is given by



















1 + 2α2δ1 − 4 ln[2 + α2δ1] + 4 ln 2
]
≈ 1.67s, (2.52)
using the values in Table 2.1. This represents approximately 11% difference from the melting
time t1 = 1.87s predicted by the exact solution.
2.4.3 The cubic approximation
The standard cubic polynomial (2.31) has four time dependent parameters, determination
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at z = δ1, z = 0. This additional boundary condition is derived from the fact that the total











= 0, at z = δ1. (2.53)
Since ∂θ
∂z






, we obtain (see [22]),
∂2θ
∂z2
(δ1(t), 0) = 0, (2.54)
which is a smoothing condition. Using equation (2.31) and the accompanying boundary
conditions for the constant heat flux case, the temperature profile is given by:
θ(z, t) = θ0 +
α1
3δ21ks
(δ1 − z)3. (2.55)










The corresponding surface temperature is given by





which only differs from the exact solution







by numerical factors 2
3
√




= 1.1282, leading to the error of approxi-
mately 3% which is a significant improvement to the 9% obtained for the quadratic solution.
Goodman [24] presented the error estimates for the cubic polynomial approximations with
prescribed heat flux boundary conditions. Thus, subject to these boundary conditions, the
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The exact and the cubic surface temperatures are related by












again showing that the difference between the exact solution and the approximate solution
is constant and independent of the magnitude of the heat flux used.














(z − δ1)3 0 ≤ z ≤ δ1(t1)




(z − δ2)3 δ2(t1) ≤ z ≤ H0
(2.61)
The corresponding temperature variation on the surface z = 0 is then














, δ1(0) = 0. (2.63)
12κs






3 + α2(H0 − δ2)
]
, δ2(0) = H0. (2.64)





1 + 3α2δ1 − 9 ln[3 + α2δ1] = 12κsα22t− 9 ln 3, (2.65)
1
2
α24(H0 − δ2)2 + 3α4(H0 − δ2) − 9 ln[3 + α4(H0 − δ2)] = 12κsα24t− 9 ln 3, (2.66)
respectively, which completes the problem.
Using (2.62) together (2.65) the melting time is obtained to be t1 = 1.8765s which represents
a 0.3% difference from the exact solution t1 = 1.87s, which is a significant increase in accuracy
when compared to the 9% error obtained in the quadratic case.
2.4.4 Exponential approximation
The exponential profile proposed by Mossally et al [49] is motivated by the exact solution
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where a, b and c are parameters to be determined. Mosally et al [49] also propose an
alternative exponential form,
θ(z, t) = a(t) + b(t)ec(t)z , (2.68)
but is never as accurate as (2.67) and is therefore not used here.
Applying the constant flux condition at z = 0 and the boundary conditions θ(δ1, t) =






, b = −α1δ1
ks
, c = −1/2. (2.69)
















2(2 −√e) . (2.71)
The corresponding temperature distribution is given by











and the surface temperature distribution is given by
















gives an error of about 16%. The corre-
sponding linear relationship between the exact and exponential surface temperatures is
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1 − δ1e−1/2), 0 < z < δ1








2 ] δ2 ≤ z ≤ H0
(2.75)
where β0 = α2(θ0 − Ts), β1 = α4(Ta − θ0), γ0 = α2/
√
e, γ1 = α4/
√
e
The corresponding temperature variation on the surface z = 0 is given by





and when melting begins on this surface at t = t1, δ1 is obtained from solving the equation


























, δ1(0) = 0, (2.79)
dδ2
dt
= − β3(1 + γ1(H0 − δ2))
(H0 − δ2)[2 + γ1(H0 − δ2)]
, δ2(0) = H0. (2.80)
Solving the above equations for δ1 and δ2 respectively, we obtain
β3γ
2








0t = (H0 − δ2)γ0 − ln(1 + γ0(H0 − δ2)) +
1
2








. Using (2.78) and (2.81), the time the surface z = 0 starts to melt is
determined to be approximately 1.38s, which represents a 26% error when compared with
the melting time given by the exact solution.
2.5 Results and discussion
A comparison between the approximate surface temperature profiles (2.41), (2.73) and (2.58)
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by numerical factors which represent 9%, 16% and 3% percentage errors for the quadratic,
exponential and cubic respectively when the constant heat flux boundary condition is used.
The established linear relationships between the surface temperature for each approxima-
tion show that these errors are independent of the size of the heat flux used or the thermal
properties of the conducting material. These results together with the solutions presented in
graphical form below show that, with respect to the boundary conditions used, the cubic ap-
proximation is more accurate than both the quadratic and the exponential approximations.
Figure 2.4 (a) is a graphical representation of the temperature profiles (2.38), (2.55) and
























































Figure 2.4: (a) represents the quadratic, cubic, exponential and exact temperature profiles at
the end of Phase 1 when t = t1 ≈ 1.87 s. The position of δ1 is marked accordingly for each
approximation and (b) represents the surface temperature profile.
(2.72) together with the exact solution (2.21) in the thermal boundary layer that emanates
from z = 0. The quadratic and exponential profiles predict a much earlier melting time than
that predicted by the exact solution. When the surface z = 0 is at T = 0◦C according to
the exact solution, the quadratic and the exponential profiles predict a higher temperature
of approximately 1◦C and 2◦C respectively with the cubic prediction being indistinguish-
able from that of the exact solution. Figure 2.4 (b) represents the surface temperature
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Figure 2.5: (a) The quadratic, cubic, exponential and the exact temperature profiles near
z = 0 at the end of Phase 1 when t = t1 ≈ 1.87 s in the case of cooling boundary condition.
The position of δ1 is denoted by ’*’ for each approximation. (b) represents the surface
temperature profiles.
1.67s, 1.8765s and 1.38s predicted by the quadratic, exponential and cubic approximation
respectively represent errors of 10%, 0.3% and 26% respectively.
A similar trend is also observed in Figures 2.5 (a) and (b) for a cooling boundary condition.
The cubic profile also gives th best approximation. Figure 2.6 shows the temperature profile
at the time of melting. The cubic profile and the exact profile are in excellent agreement,
being indistinguishable except in the boundary layer regions where all other profiles under
predict the temperature as shown Figures 2.4 (a), 2.5 (a) in the case of the region close to
z = 0.
2.6 Conclusions
In this chapter, we have laid the foundation for the mathematical modelling for the thermal



























Figure 2.6: Temperature profile at the end of Phase 1 when t = t1 ≈ 1.87s. The dashed line
denotes the exact solution and the solid line denotes the cubic approximation, ′∗′ denote the
position δ1 and δ2.
have been considered with the view of choosing the best profile for the pre-melting problem
subject to the constant heat flux and cooling boundary conditions considered. Available
closed form solutions have been used to determine the accuracy of the approximations used.
The results show that for short times, the series solutions obtained using the separation of
variables method converges rapidly to the solution of the corresponding semi-infinite case
provided the thermal boundary layers do not meet. Consequently the semi-infinite solution
was used instead of the series solutions when testing the accuracy of the approximate solu-
tions obtained by using the heat balance integral method. The HBI method, provided the
cubic profile is used, proved to be capable of providing highly accurate solutions to typical
problems in heat diffusion when the boundary conditions of the type considered in this work
are applied. Due to the excellent agreement between the cubic approximation and the exact
solutions, in the subsequent chapters we will prefer the cubic profile in predicting the tem-
perature profile during melting. In the next chapter, the cubic approximation is confirmed
to be the natural approximation by the fact that the perturbation solution performed in the











One-dimensional melting of a finite
thickness layer
3.1 Introduction
In Chapter 2, the focus was to determine the most accurate heat balance integral solution to
the one-dimensional heat conduction problem in a finite slab during the pre-melting phase.
The purpose of this chapter is to extend these models to carry the analysis further to allow
for melting of both top and bottom of the layer. The effect of squeezing will be considered in
the subsequent chapters after the thermal problem is fully analysed. Melting at the top and
bottom leads to three distinct possible regions during the melting process, that is fluid-solid-
fluid. The mathematical description then requires solving heat equations in the three regions
and coupling the solutions with the two Stefan conditions to determine the position of the
interfaces. Clearly, there is no general analytical solution to such problems and the presence
of two moving boundaries coupled with three partial differential equations, makes even the
numerical solution problematic. Consequently, the goal in this chapter is to determine a
relatively simple approximate solution to the melting problem in a finite slab.











3.2. PROBLEM DESCRIPTION 39
describes the temperature profile. In the solid region the classic boundary layer form of the
temperature, particularly for small times and the presence of moving boundaries, prevents
us from using a standard eigenfunction expansion. Instead the heat balance integral method
is used. Once melting begins, the temperature in the solid initially has two boundary layers
joined by a region of constant temperature (see Figure 1.2), two cubic profiles are used
on either side to approximate the temperature profile and this is continued even after the
boundary layers meet
In the following section we describe the mathematical problem. In §3.4 we deal with the
classical problem of the melting of a semi-infinite block on a fixed temperature substrate.
This has an analytical solution which we can then compare with our approximate solution
methods. Satisfied that the approximate method is accurate, we move on to the melting of
a finite block in a warm environment in §3.5. In this section the final stage involves solving
the heat equations in three regions coupled with two Stefan conditions. Finally, we show
how the method may be used to model a de-icing system, where an energy source at the
substrate causes melting. The results of this chapter have been published in [56].
3.2 Problem description
In Chapter 2, the focus was on the initial transient when the bottom of the slab, z = 0, heats
up to the melting temperature. This resulted in a growing thermal boundary layer, where
heat diffused into the block, raising its temperature above θ0. Similarly, if the temperature of
the environment is above the melting temperature of the solid there will also be an exchange
of energy between the ambient gas and the block. This results in the development of a second
thermal boundary layer with heat diffusing into the block from the top; this may lead to a
second melting front. We will now focus on the situation where melting takes place as well
as the growth of the boundary layer. Our main interest is in the thermal problem and so
we will neglect the effect of density changes. Of course there is no difficulty in introducing
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single liquid layer of thickness h, where the solid block originally has thickness H0 and the
current thickness is H, then
ρs(H0 −H) = ρlh, (3.1)
provides the appropriate relation between the heights. This will be dealt with later in
Chapters 4 and 5.
The melting sequence has been discussed in Chapter 1 with all the phases depicted in Figure
1.2. It should be noted that the sequence depicted in Figure 1.2 is just one possibility;
clearly other sequences are possible. For example if heat is removed at the top surface,
such as in aircraft icing, melting will never occur there. Melting may occur at z = H0
before δ1 = δ2. Also, perfect thermal contact between the block and the substrate leads
to θ(0, t) = Ts and melting occurs immediately. However, these variations can all be dealt
with by the methods described in the following sections. In particular we will look at the
perfect thermal contact problem in §3.4, since this permits an analytical solution and some
verification of our analysis.
3.3 Governing equations
The most complex version of the melting problem, occurring in Phase 4, is governed by five
equations. These are three heat equations, which describe the temperature in the bottom
and top liquid layers and the solid layer, and two Stefan conditions, which describe the
position of the two melting boundaries. Models for the other phases are special cases of this.
Figure 3.1 depicts the melting process during this stage. The full problem is described by
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Figure 3.1: Melting slab from the top and bottom
where T, θ, χ represent the temperature in the three layers, κ is the thermal diffusivity, ρ
the density, Lm the latent heat of melting and k the thermal conductivity, with subscripts
indicating solid or liquid.
Appropriate boundary conditions are as follows. In the case where the solid layer does not
immediately melt at z = 0 we use the boundary condition of the form
∂θ
∂z
= α1 + α2(θ − Ts). (3.4)
A similar condition is imposed at the top surface, z = H0,
∂χ
∂z
= α3 + α4(Ta − χ), (3.5)
The above conditions reduce to the Newton cooling conditions if α1 = α3 = 0 or a constant
flux if α2 = α4 = 0. If α2, α4 → ∞, then we have a fixed temperature boundary condition
at each end given by θ(0, t) = Ts, χ(H0, t) = Ta. Here Ts, Ta denote the substrate and
surrounding air temperatures respectively. The source terms α1, α3 can represent a number
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In the solid accretion models described in [13, 51, 52, 53], α3 includes the kinetic energy of
incoming liquid droplets and aerodynamic heating.
When liquid appears at z = 0 then equation (3.4) is changed to
∂T
∂z
= α5 + α6(T − Ts), (3.6)
and when liquid appears at z = H0 equation (3.5) is changed to
∂χ
∂z
= α5 + α6(Ta − χ). (3.7)
Any melting interfaces remain at the melting temperature Tm, and so
T (h1, t) = θ(h1, t) = Tm, θ(h2, t) = χ(h2, t) = Tm (3.8)
Initially the solid temperature is constant. If liquid appears on z = 0 at t = t1 and on
z = H0 at t = t3, then
θ(z, 0) = θ0, h1(t1) = h2(t3) = 0. (3.9)
The system of equations (3.2,3.3) and the corresponding boundary conditions cannot be
solved analytically. The presence of the tw moving boundaries makes the numerical solution
difficult, even in the current one-dimensional problem. Hence we now seek a simplified
version of the problem which is amenable to analysis. The route we will follow involves an
asymptotic solution in the fluid layers, and a modified version of the heat balance integral
method [25] in the solid. We will begin by demonstrating the method on a classical Stefan
problem, where a semi-infinite block is placed on a surface that is maintained at constant
temperature Ts > Tm.
3.4 A semi-infinite block on a fixed temperature sub-
strate
We now turn to the standard problem where a semi-infinite block is in perfect thermal
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the liquid phase occupying the region 0 < z < h1(t) for t ≥ 0 and the solid phase in the









	 	 	 	 	 	 		 	 	 	 	 	 	
	 	 	 	 	 	 		 	 	 	 	 	 	
	 	 	 	 	 	 		 	 	 	 	 	 	
	 	 	 	 	 	 		 	 	 	 	 	 	
	 	 	 	 	 	 		 	 	 	 	 	 	
	 	 	 	 	 	 		 	 	 	 	 	 	








Figure 3.2: Semi-infinite block on a warm substrate
The problem is governed by the heat equations (3.2a, b) and the Stefan condition (3.3a)
subject to the boundary conditions
T (0, t) = Ts, T (h1, t) = θ(h1, t) = Tm, θ|z→∞ → θ0, (3.10)
and the two initial condit ons
θ(z, 0) = θ0, h1(0) = 0. (3.11)
This corresponds to the system described in the previous section with no top liquid layer,
H0 → ∞, and α2, α4 → ∞ (which then requires t1 = 0).
The appropriate solution has temperature profiles (see [18])













































3.4.1 Approximate solution in the liquid layer
In this section we discuss the possible methods that can be used in determining the tem-
perature in the liquid region depending on the size of the Stefan number. For small Stefan
numbers we show that the asymptotic method is more accurate than the HBI method dis-
cussed in Chapter 2. However, for most materials, the Stefan number is quite large (that
is, St > 1), so the perturbation method in terms of the parameter St breaks down, use is
then made of the HBI method. We begin our analysis with the standard problem of the
melting of a material initially at its melting temperature and with a prescribed temperature
on z = 0. Heat is applied at z = 0 so that in this case melting occurs immediately. The














, at z = h, (3.17)
T = 0, at z = h (3.18)
with the initial condition
T (z, 0) = 0, (3.19)
and a prescribed temperature condition
T = Ts, at z = 0. (3.20)
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where τ,H0 are time and height scales, and the temperature scale is ∆T = Ts − Tm. The




















This determines the time-scale for our melting process, τ = ρLmH
2
0/(kl∆T ). Substituting












where St = cl∆T/(Lm), the Stefan number is independent of the choice of height scale. Using
the parameter values of ice and water from Table 3.1 and ∆T = 20◦C gives St = 0.27. Values
of St for other materials may be much larger, as shown in the table, as a result a perturbation
expansion of the solution in terms of this parameter will not work. The following asymptotic
expansion is valid only for materials such as ice and water where typically the times taken
for the solidified phase to acquire a given thickness are very much greater than the times for
heat to diffuse the same distance resulting in a small St (see, [29]). We now look for a series
Lm (J/kg) c (J/kg
◦ C) Tm (
◦C) St
Aluminium 3.96 × 105 900 933.4 1.45
Iron 2.67 × 105 448 1808 2.54
Copper 2.05 × 105 385 1981 3.17
Lead 0.23 × 105 130 600.75 1.73
Zinc 1.10 × 105 787 390 1.74
Ice 3.34 × 105 4186 0 0.27
Table 3.1: Stefan numbers of typical phase change materials [29].
solution for T ′ in the form
T ′ = T ′0 + StT
′
1 + St
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n = 1, 2, · · · , with the corresponding boundary conditions




2 = · · ·T ′n = 0, at z′ = 0, (3.27)




2 = · · ·T ′n = 0, at z′ = h′1. (3.28)
The corresponding O(1) and O(St) solutions are given by


















Higher order solutions include higher order derivatives of h1, for example, the solution with
terms up to O(St2) is given by







































Substituting this solution into the Stefan condition leads to a second order differential equa-
tion in h′1 which requires two initial conditions to solve. The current problem and the contact
melting problem is only accompanied by one initial condition h′1(0) = 0, so including higher
order terms requires prescribing additional boundary conditions. Consequently, we consider
only solutions up to O(St) as given in (3.30).
In dimensional form, equation (3.30) is given by
T = Ts − (Ts − Tm)
z
h1











We note at this stage that this cubic solution does not have a quadratic term. This result
together with the results of Chapter 2 motivates us to use a cubic polynomial in the solid
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will be substituted into the Stefan condition, (3.3a), once the temperature in the solid layer
is determined.
As discussed above, the asymptotic expansion (3.25) is only valid for small values of St.
However as shown in Table 3.1, many materials have large St (that is, St ≥ 1). In such
cases, the asymptotic method developed above breaks down, use is then made of the HBI
method. Assuming a temperature profile of cubic form in (1−z/h), with no quadratic terms,
also expressed in non-dimensional form, we use the form











since this leads to coefficients a0 and a1 that are independent of time [82]. This formulation
















In dimensional form this is given by
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Using the Stefan condition (3.40), and results in (3.39), equation (3.38) reduces to a differ-






a0 + 1 + 4St
(Ts − Tm). (3.41)
Combining equations (3.40) and (3.41) we find that the constant satisfies a quadratic equa-




















Figure 3.3: Comparison of the HBI-solution (3.37, dash), perturbation solution (3.33, dot )
and the exact solution (3.12a, solid) in the liquid region, with St = 0.27.
tion and is given by
a0 = (−1 − 8St+
√
1 + 62St+ 64St2)/2, (3.42)
where we have used the positive square root to ensure Tz(h, t) < 0. Noting that a0 is a
constant then from either (3.40) or (3.41) it is clear that
h = 2α
√
t, where α =
√
a0/2St. (3.43)
Now that a0 and h(t) are known we can predict the evolution of the melt front and by
substituting into equation (3.37) we also know the temperature T (z, t) for all time. Figure
3.3 compares the HBI solution, the perturbation solution and the exact solution obtained
by using the parameters from Tables 2.1 and 3.1. Clearly the perturbation solution is more
accurate as it is very close to the exact solution. This explains why we prefer the perturbation
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3.4.2 Approximate solutions in the solid layer
In the solid layer we employ a modified version of the heat balance integral method of [25].
Once melting begins, Goodman and Shea imposed a quadratic temperature profile in the
liquid layer, defined by z ∈ [0, h1], and another quadratic all the way across the solid layer,
z ∈ [h1, H0] in the case of a finite domain. We will use a similar approach but with the
following differences. Firstly, the asymptotic solution in the liquid indicates that the profile
is more naturally described by a cubic (with no quadratic term). This is in keeping with the
small argument expansion of the error function solutions (3.12), in both the solid and liquid
layer which involve only odd powers of z. Consequently we use cubic approximations rather
than a quadratic (in terms of the shifted co-ordinate δ1(t)−z). Secondly, rather than stretch
the single cubic across the whole solid region (which leads to a poor approximation when the
liquid first appears), in Phase 2, we use two cubic profiles to define the two boundary layers
in the solid. The two cubics meet when the boundary layers δ1 = δ2, as shown in Figure 1.2.
However, for the current problem we are only interested in the semi-infinite case, hence we
focus on the behaviour near z = h1 to compare with the error function solution. In this case
the method proceeds as follows. We choose
θ(z, t) = a(t) + b(t)(δ1(t) − z) + c(t)(δ1(t) − z)3, (3.44)
to represent the temperature profile for z ∈ [h1, δ1]. This profile matches the constant
temperature region at z = δ1. There are four unknowns a, b, c, δ1 which are determined
as follows. At the unknown position δ1(t), the temperature smoothly approaches the initial
temperature θ0









As discussed in Chapter 2, these two conditions lead to a = θ0, b = 0. The interface condition
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so,
θ(z, t) = θ0 +
Tm − θ0
(δ1 − h1)3
(δ1 − z)3. (3.47)









































where we have interchanged the derivative with the integral. Substituting for θz and θ̃ leads


























The original problem, defined in terms of two PDES for the temperature and an ODE for
the interface position, has now been reduced to two first order, coupled ODEs for δ1 and
h1. These are then solved numerically using MATLAB ode45 solver package, subject to the
initial conditions h1(0) = δ1(0) = 0.
3.4.3 Comparison of results
In Figure 3.4 we compare temperature profiles, at times t=1,5,10,20s, obtained via the ap-
proximate and exact methods. The dashed line on the figures is the exact solution for the
temperature in the two regions, and the solid line is the approximate solution. Within the
liquid layer there is no visible difference, whereas within the solid layer there is a slight dif-










3.4. A SEMI-INFINITE BLOCK ON A FIXED TEMPERATURE SUBSTRATE 51










































































Figure 3.4: Comparison of the exact error function solution (dashed line) with the approx-
imate cubic solution (solid line) at t = 1, 5, 10, 20 s, ’∗’ denotes the position of δ1. Here
St = 0.27.
point is that the gradients near z = h1, are similar since it is the temperature gradient that
determines h1. In this example, the error in h1 remains constant, around 1.3%. In this chap-
ter, we only show results using a cubic profile since: 1) it provided accurate results in all our
tests that we conducted in Chapter 2; 2) it is consistent with the asymptotic approximation
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solution has a discontinuity in the gradient where the temperature reaches θ0. The quadratic
gives θzz(δ1, t) = 2c(t), the cubic joins smoothly to the flat region, θzz(δ1, t) = 0. In [49] a
similar one-dimensional problem is investigated. They use an exponential approximating
function, motivated by the fact that erf(z) ∼ ze−z2 . Using this approximation for the prob-
lem of this section gives a prediction of h1 which is very similar to the cubic approximation.
However, when applied to Phase 1 as discussed in Chapter 2, the results are significantly
worse: the time at which the liquid first appears is predicted to within only 23%, rather
than 0.3% for the cubic. The cubic appears to give the best results over different stages.
3.5 Melting in a warm environment
We now move on to illustrate our method on a more general problem for which there is
no analytical solution, which is the melting of a finite block in a warm environment with a
cooling condition. The melting progresses through the four stages depicted in Chapter 1,
Figure 1.2. Phase 1 was dealt with in Chapter 2, we start our discussion with Phase 2.
Phase 2: The second phase begins when the bottom surface starts to melt and ends when
the two boundary layers meet, δ1 = δ2, as indicated in Figure 3.5 or when the top surface
begins to melt; we will only consider the former criterion. The initial values of δ1 and δ2
are simply those determined at the end of Phase 1. With the appearance of a liquid layer,
we introduce the liquid temperature T and the interface position h1. In this phase, there
is always a region where θ = θ0 within the block. The calculation at the top of the block
remains unchanged. At z = 0 we now impose the cooling condition (3.6) on the liquid layer
and at z = h1 equation (3.8) holds.
Using the method described in §3.4.1 we find the temperature in the liquid to be
T (z, t) = Tm +
β1
1 + α6h1
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In the solid boundary layer, z ∈ [h1, δ1], the temperature profile is
θ1(z, t) = θ0 +
Tm − θ0
(δ1 − h1)3
(δ1 − z)3 . (3.54)
Integrating the heat equation in the solid between [h1, δ1] and applying (3.54) gives a first
order ODE involving h1, δ1. The Stefan condition provides a second relation and so in the

































Note that equations (3.55, 3.56) are independent of δ2. However, we still need to calculate the
temperature in the upper region to determine the end of phase 2. This could occur because
either δ1 = δ2 or the top starts to melt, θ2(H0, t) = Tm. We choose the first condition now
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it is assumed that the layers are sufficiently thin that a linear approximation holds. The
contribution of the liquid layer in that model is represented by the final term in (3.55). The
difference obtained by taking the cubic approximation, i.e. including the next term in the
series expansion, introduces the correction factor kwf(h1)
dh1
dt
. Since this simply moves to
the left hand side, the final calculation is just as simple as in the linear approximation but
there is a distinguishable gain in accuracy.
In the solid for z ∈ [δ2, H0] equation (2.61c) describes the temperature. Equation (2.64)
determines δ2 and so we solve this simultaneously with (3.55, 3.56) to find the end of Phase
2 and the initial temperature for the new phase, hence a new calculation must begin. We
denote the time that Phase 2 ends as t2.
Phase 3: This phase begins when the boundary layers meet (see Figure 3.6), δ1 = δ2
at t = t2, it ends when the top layer reaches the melting temperature, θ(H0, t) = Tm at









t < t < t
2 3
Figure 3.6: Schematic of Phase 3 of the melting process .
been no change to the model in the liquid layer the temperature for z ∈ [0, h1] is still
defined by equation (3.52). During Phase 2 we approximated the temperature at either
side of the block by two cubics. Obviously we would now hope to simplify the analysis by
applying a single cubic across the whole layer; Goodman & Shea use a single quadratic as
soon as melting starts at z = 0. Unfortunately, the solution profile still has a very shallow
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fit. We therefore use two cubic profiles which meet at the point z = δ(t) with the initial
condition δ(t2) = δ1(t2) = δ2(t2). Our previous functions δ1, δ2 defined the points where the
temperature reached θ0 and θz = 0. Once the boundary layers meet then the temperature
will rise above θ0 but there will still be a point where the temperature gradient is zero. This
provides our definition of δ, namely

















The temperature for z ∈ [h1, δ], z ∈ [δ,H0] is now given by
θ1(z, t) = θmn(t) +
Tm − θmn(t)
(δ(t) − h1)3
(δ(t) − z)3 , (3.58)
θ2(z, t) = θmn(t) −
α3 + α4(Ta − θmn(t))
(H0 − δ(t))2
(






respectively. We no longer need to find two boundary layer thicknesses but, since we no
longer know the minimum temperature in the block, we have introduced a new unknown
θmn(t) which, in this case, is an increasing function of time. Substituting the temperature












































These equations involve three unknowns, θmn(t), δ(t), h1(t), and the system is closed by the
addition of the Stefan conditions (3.3), with θ0 replaced by θmn(t) and the three initial
conditions for h1(t2), δ(t2) (determined from the previous phase) and θmn(t2) = θ0. Hence
this phase is described by three nonlinear first order ODEs. It ends at time t = t3, when
θ2(H0, t) = Tm, which is found from the relation
Tm = θmn(t3) −
α3 + α4(Ta − θmn(t3))
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layers and two moving fronts, denoted by h1, h2. This phase will continue until the block










Figure 3.7: Schematic of Phase 4 of the melting process .
layer θ1(z, t) is still specified by equation (3.58). In the solid the temperature between
h1, δ remains unchanged from the previous section, (3.4). In the region z ∈ [δ, h2] the new
boundary condition θ2(h2, t) = Tm results in the profile
θ2 = θmn +
Tm − θmn
(δ − h2)3
(δ − z)3 . (3.63)
In the new liquid layer, the temperature is governed by the heat equation (3.2c) subject to
the cooling condition (3.7) and χ(h2, t) = Tm. Following the same method as for the lower
liquid layer we find
χ(z, t) = Tm +
β2
1 + α8(H0 − h2)
(z − h2)
− β2
6κw(1 + α8(H0 − h2))2
[
(H0 − z)2 (3 + α8(H0 − z))
− (H0 − h2)
2
(
1 + α8(H0 − z)
)
1 + α8(H0 − h2)















1 + α8(H0 − h2)
+
β2(H0 − h2)
3κw(1 + α8(H0 − h2))3
[
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At this stage we can proceed as before, integrating the heat equation in the solid layer
between [h1, δ1] and [δ2, h2] to find two differential equations. The Stefan conditions at the
two liquid interfaces then provide another two ODEs and we are left with a system of four
equations for the unknowns θmn, δ, h1, h2.
As the phases have progressed the complexity of the model has increased, due to the increas-
ing number of regions and moving boundaries. In Phase 4 we have 4 unknowns, however,
we can make a significant simplification by noting that the temperature in the solid is close
to zero everywhere and the temperature gradient in the solid is much less than that in the
liquid layers. If we neglect the contribution of the solid to the evolution of h1, h2 then the


















3κw(1 + α8(H0 − h2))3
[
3 + 3α8(H0 − h2) + α28(H0 − h2)2
]
, (3.67)
and f(h1) is defined in (3.57). We therefore only have to solve two ODEs for two unknowns.
As usual the initial condition on h1 comes from the previous phase; we also impose h2(t3) =
H0.
3.5.1 Results
In all the following results we take parameter values from Table 2.1. In Figure 2.5, in Chapter
2, the temperature profile at the end of Phase 1 was shown graphically. In Figures 3.8–3.10
we show results for the subsequent stages.
Figure 3.8 shows the temperature profile at t ≈ 32.59 s, and this marks the end of Phase 2.
The two boundary layers meet at z = δ = 0.0285 m, which is marked by a ’∗’. The liquid
height at this time is h1 ≈ 8.2×10−4 m. At this stage it is still possible to obtain an analytical
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Figure 3.8: Temperature profile at the end of Phase 2 when t2 ≈ 32.59 s and δ1 = δ2 ≈
0.0285 m (denoted here by ’∗’). The dashed line denotes the error function solution near the
right boundary, equation (2.24).














Phase 3, t=300s, δ=0.037, h
1
=0.0034
Figure 3.9: Temperature profile during Phase 3, at t = 300 s, where ’∗’ denotes the position
of δ ≈ 0.037 m. The dashed line denotes the error function solution near the right boundary,
equation (2.24).
the approximate solution for z ∈ [δ,H0]. After the boundary layers meet the energy from
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becomes invalid. This may be seen in Figure 3.9, which shows a temperature profile in
Phase 3, at t = 300 s, where the temperature is everywhere greater than that predicted by
the analytical solution. The height of the liquid layer, h1 ≈ 3.46 × 10−3 m, is significantly
greater than in Figure 3.8; also the position z = δ ≈ 0.0373 m, marked by a ’∗’, has moved
to the right. Phase 3 ends when t = t3 ≈ 561.61 s; this is shown in Figure 3.10(a). At this









































Figure 3.10: (a) Temperature profile at the end of Phase 3 when t3 ≈ 561.61 s, δ ≈ 0.03 m
and θ(H0, t) = Tm.(b) Temperature profile during Phase 4, at t = 700 s. The solid line
includes the effect of the solid layer, and δ is marked by a ’∗’, and the dashed line neglects
the solid layer.
stage δ ≈ 0.03 m has moved back towards the centre and h1 ≈ 5.4 × 10−3 m. As mentioned
at the end of the previous section, the temperature gradient in the solid is small at this time,
and becomes smaller as time increases. This is the motivation for neglecting the effect of
the solid layer on the evolution of the interfaces during Phase 4.
Figure 3.10(b) shows a temperature profile during Phase 4, at t = 700 s (which is well
into Phase 4). We have plotted two sets of profiles, the solid line is a product of the full
calculation, including the solid layer temperature. For the dashed line we set θ = 0 and
solve (3.66) for the liquid layer thicknesses. Within the solid the temperature difference is
obvious, however the temperature in the liquid is hardly effected by this approximation. For
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the temperature in the solid layer we find h1 ≈ 6.4×10−3 m, h2 ≈ 4.865×10−2 m (i.e. errors
of 2% and 0.2% respectively). Since the boundary conditions on the solid layer are now
symmetric, θ = Tm at z = h1, h2, the position of δ must move towards the centre of the solid
layer and eventually remain at this point. This is confirmed in Figure 3.10(b) where the full
calculation gives δ = 0.0276 m and the centre of the block is at 1
2
(h1 + h2) = 0.0275 m. This
completes the solution method for one-dimensional melting with no squeeze effect.
3.6 Heat source in a cold environment
We now briefly consider a variation of the above method, where a solid layer in a cold
environment is heated from below. This example is motivated by de-icing systems, see [66, 78]
for example. In this case the initial temperature is linear. In a de-icing system, ice is allowed
to accrete on the surface to be protected and is then removed periodically. Electrothermal
de-icing systems function by rapidly applying sufficient heat to the ice-surface interface in
order to melt the bonding of ice; aerodynamic or centrifugal forces then remove the bulk of
ice. In general, it is not sufficient to simply calculate up to the time at which melting first
occurs. The solid is typically still frozen at some other point and a liquid layer may grow
for a short time until the aerodynamic forces cause the solid to break off. Consequently we
may need to know, at least for a short time, the evolution after melting.
Initially we will assume that the solid is in a steady-state, determined by the ambient con-
ditions. Energy is then applied to the lower surface; this represents switching on a de-icing
device. The initial temperature of the ice is governed by the steady-state heat equation,












where α3, α4 depend on the ambient conditions. In the aircraft icing models described in
[51, 52, 54] α3 = 1.35 × 105 ◦Cm−1, α4 = 4.45 × 105 m−1 and Ts < Ta < Tm. This gives
θ = γz + Ts , γ =
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Note that with the current values of parameters α3, α4, then γ > 0 and so the temperature
is greatest at z = H0. Equation (3.69) provides the initial condition. At t = 0 a heating
system is turned on such that θz = α1 at z = 0, where α1 < 0. A typical value for α1 is
α1 = −1428 ◦Cm−1 [54]. The temperature near the lower surface starts to rise quickly but
near the upper surface the temperature remains the same. Thus we assume that the solution
profile is identical to the steady state solution (3.69) for some region δ1(t) < z < H0 where
δ1(0) = 0. Then, following the previously described method for melting a block in a warm
environment, we assume the temperature in 0 < z < δ1(t) is of the form









At z = δ1 we require θ and θz to equal the steady state solution, i.e.
θ(δ1, t) = γδ1 + Ts , θz(δ1, t) = γ . (3.71)
These conditions, together with θz = α1 at z = 0, determine the coefficients a, b, c and so
(3.70) becomes











To determine δ1(t) we integrate the heat equation from z = 0 to z = δ1 and substitute θ




= 6κi , (3.73)
which is independent of α1. Applying δ1(0) = 0 gives δ(t) =
√
12κit. So the boundary layer
thickness only depends on the thermal diffusivity and time. This solution is valid before
melting begins, i.e. whilst θ(0, t) < Tm. The boundary layer thickness when melting starts





Since the external parameters, represented by Tm, Ts and γ, are fixed, this equation indicates
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interesting to note that the ambient temperature Ta does not appear in (3.74). This is
because, in this example, the boundary layer does not extend through the solid. As soon
as δ1 = H0 we have to change the boundary conditions on θ and then Ta will play a role.
Figure 3.11 shows temperature profiles before melting begins. The parameter values used are






















Figure 3.11: Solution profiles of the aircraft icing example before melting begins, at t = 0
(dashed line) and t = 7, 14, 21, 27.6951 s (solid lines).
α1 = −1428 Cm−1, α3 = 1.35×105 Cm−1, α4 = 4.45×105 m−1, Ts = −10 ◦C, Ta = −8 ◦C and
H0 = 0.023 m; all other parameter values are taken from Table 2.1. The dashed line denotes
the initial condition (3.69) and the other lines denote the temperature at t = 7, 14, 21, t1 s.
The final time, t1 = 27.695 s, is found using (3.74). It can be seen that this profile has
θ(0, t1) = 0. The position of δ1 is marked by a ’dot’.
In general, when considering de-icing, it is not sufficient to simply calculate up to the time
at which melting first occurs. The ice is typically frozen at some other point and water
may grow for a short time until aerodynamic forces cause the ice to break off. Consequently











liquid temperature T and interface position h1(t), for t ≥ t1 and h1(t1) = 0. Using the
method described in §3.4.1 we approximate the solution of the heat equation in the liquid
by re-scaling using (3.21) and considering a series expansion in terms of the small parameter
St. Here the boundary conditions are Tz = α5(= kiα1/kw) at z = 0, for some α5 < 0, and
T = Tm at z = h. The solution up to O(St) is given by







In the solid the temperature is given by













for h1(t) < z < δ1(t). For δ1(t) < z < H0 the steady state solution (3.69) holds provided























(γh1 + Ts − Tm)
(h1 − δ1)
, (3.78)
where f1(δ1, h1) = Tm − Ts − γh1 and f2(δ1, h1) = 3(Tm − Ts) − γ(δ1 + 2h1). Solving (3.77)
and (3.78) subject to h1(t1) = 0 and δ1(t1) = δ1 enables us to follow the evolution of the
film height until δ1 = H0, at which point it would be necessary to switch to a different
model. However, we stop the calculation here since the general idea is as specified in the
previous section and also because it is not necessary to calculate a thick liquid film for this
application.
3.7 Conclusions
In this chapter we have developed an approximate solution method to describe one-dimensional
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phase we employed a modification of the heat integral method of Goodman & Shea. Our
approximation proved to be significantly more accurate in cases where the cooling condition
is used and of a similar accuracy to the approximation of Goodman & Shea when a constant
heat flux condition is applied. Furthermore, the cubic approximation is consistent with the
expansions of the analytical solutions when such solutions are available. In the liquid layer
an asymptotic analysis was used to determine the temperature profile; this also led to a
cubic approximation.
The solution involves a number of different phases which complicate the analysis. However,
the same would be true of a numerical solution, as the number of domains and moving bound-
aries increases. This semi-analytical method then has the advantage that the dependence of
the solution on the ambient conditions may be provided explicitly.
The analysis presented here focussed on two examples. In the first a solid block was placed
on a warm substrate in a warm environment and the melting followed through its various
phases. This example highlighted the different stages and how they progress. Of course
there are other possible scenarios but these will all follow similar lines to this example. In
our second example we dealt with the problem of heating a solid layer from below. This
relatively simple analysis provides an analytical formula which may be used to determine
the amount of energy required to melt the base in a given time, or equivalently the time
taken for melting to start with a given energy source. This has a clear application in the











Unsteady contact melting I
4.1 Introduction
The purpose of this chapter is to develop a mathematical model describing a process of com-
bined melting and lubrication that can occur between an isothermal phase change material
(PCM) and a substrate maintained at a constant temperature Ts > Tm. This is depicted
in Figure 4.1. This describes a imple form of the contact melting process, a process in
which the heat transfer in both the solid and the liquid is intimately coupled with the fluid
flow problem in such a way that the force that is exerted by the melting solid drives the
flow of the melt. In Chapter 3 we developed an approximate solution method to describe
one-dimensional melting from initial heating until completion of the melting process. That
analysis will be used to deal with the thermal analysis part of the contact melting process
investigated in the present chapter, although, in the isothermal case, the pre-heating stage
is excluded. Consequently, we extend the previous mathematical model to incorporate fluid
flow model in the melt region. In the analysis of the thermal problem, the effect of density
change upon melting was ignored to be consistent with standard models. In reality there is
always a change in density when melting occurs, this results in a relative movement between
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density change will be taken into account.
A mathematical description of the contact melting problem consists of the heat and fluid
flow equations in the melt layer, a Stefan condition at the melt interface and a force balance
between the weight of the solid and the fluid pressure. In general we have the heat equation
as well in the solid, this will be discussed in the next chapter. Since the melt layer remains
thin throughout the process, we use the lubrication approximation [1, 17] to simplify the flow
equations. The corresponding heat equations are simplified by making use of the fact that
the heat flow in the thin fluid film is dominated by conduction across the thin film leading
to a one-dimensional problem.
In §4.1.1 we will describe the contact melting process and the related results. In §4.2 we
provide the problem description and discuss the governing equations, boundary conditions
and the approximations that are made in deriving them. The standard squeeze film flow
problem which is involved in the contact melting process is discussed in §4.3. The quasi-
steady model is also discussed in §4.4 for comparison with the subsequent unsteady solutions.
Finally, we show results for the melting of ice on a warm surface and discuss the differences
between the present and previous models.
4.1.1 Contact melting process
Contact melting is the process whereby a PCM is placed in contact with a surface that is at
a temperature above the phase change temperature. This leads to melting of the PCM, so a
fluid layer forms between the two surfaces. The weight of the free solid acts to squeeze out the
liquid and so the melt layer remains thin. This process is primarily studied because the heat
transfer across the thin melt layer separating the heat source and the melting solid is much
higher than the heat transfer by convection, which generally occurs in much thicker layers
of molten material. As a consequence of higher heat fluxes, the melting time is considerably
reduced, see [27, 37] for example.
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of quasi-steady, that is, at every point in time the weight of the solid is balanced by the
pressure in the liquid film. Other additional assumptions which we listed and discussed in
Chapter 1, §1.1 include:
(1) The temperature of the solid remains at the melting temperature, Tm, throughout the
process.
(2) Heat transfer in the liquid is dominated by conduction across the film. The film thickness
is therefore uniform in the direction tangent to the heated side.
(3) The lubrication approximation holds in the liquid layer, so the flow is primarily parallel
to the solid surface and driven by pressure gradient. The pressure variation across the film
is negligible.
(4) The amount of melted fluid is small compared to that of the initial solid.
(5) There is perfect thermal contact between the liquid and substrate or there is a constant
heat flux, see [4, 27, 37].
Recent studies show that the quasi-steady assumption is not valid for all times during the
entire melting process. Yoo [84] has already noted that initially the melt height is far from
constant. Their investigations show that for both perfect thermal contact and constant flux
the melt thickness initially increases rapidly before reaching an almost constant height. In
addition, the constant mass assumption is valid only for sufficiently small times. As the
melting progresses the melted mass must at some stage be greater than that of the solid.
Consequently the solid mass M(t) must be a decreasing function of time (and this has an
effect on the quasi-steady height). In all the investigations, the lubrication approximation
is considered to be appropriate, and either assume perfect thermal contact or constant heat
flux, which is an unlikely scenario, Newton cooling is more realistic.
4.2 Problem description
In this section we describe the governing equations for a finite thickness PCM placed on a
























Figure 4.1: Schematic for solid-substrate contact melting, force balance and coordinate sys-
tems.
is supplied by the substrate and this causes the block to melt. The block has length 2L
and height H(t). If hm(t) denotes the thickness of melted solid then the height H(t) =
H0 − hm(t), where H0 = H(0) is the initial block thickness. The mass per unit width
M(t) = 2ρsL(H0 − hm(t)). The melt layer occupies the region z ∈ [0, h(t)]. The height of
the melt layer h(t) differs from hm since fluid is squeezed out at the edges x = ±L. The
pressure at either side of the block is ambient, without loss of generality we can set this to
zero, p(±L) = 0. The block is at the melting temperature Tm. Since T = Tm any rise in the
temperature leads to melting, therefore the melting process happens instantly, as a result,
in this case the pre-melting phase does not occur as what happens in the melting process
discussed in the previous chapters 2 and 3 when the solid needed to heat up first.
4.2.1 Governing equations
The fluid and heat flow in the melt and solid may actually be three-dimensional, however,
a two-dimensional model is treated in this chapter. The extension to the three-dimensional
case follows easily and is discussed in Chapter 5, §5.5. Five assumptions are made regarding
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• The fluid is Newtonian and incompressible;
• The flow is laminar and 2-D;
• viscous dissipation is neglected;
• The effect of temperature on physical parameters such as density, specific heat capacity,
thermal conductivity and viscosity of the two phases is negligible until the sudden
change as melting occurs;
• The heat transfer is one-dimensional (function of z only).
The validity of these assumptions will be discussed later. Using the above assumptions,
the flow in the melt induced by the squeezing effect will be modelled by the incompressible



















































where u = (u, w) is the corresponding velocity of the liquid, p the liquid pressure, ρl and η
are the density and dynamic viscosity of the liquid.


















The amount of liquid in the film gap depends on the melting rate which is driven by the
temperature gradient in the liquid region. The Stefan condition provides a relationship













An additional equation is obtained by balancing forces at the melting interface. The pressure
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The first term on the left hand side represents the weight of the solid, the second term is the
fluid pressure acting to support this weight, and W (t) is the downward velocity of the solid.
In order to render the problem mathematically tractable, in addition to the assumptions
stated above, further simplifying assumptions will be made, these are:
• The aspect ratio (ε), and the reduced Reynolds number (ε2Re) are negligible. This
ensures that the inertia terms are negligible compared to the viscous and pressure
terms in the momentum equation.
• The heat transfer is dominated by conduction. This is achieved by requiring that ε2
and ε2Pe are negligible, where Pe is the Peclet number.
Application of the first assumption, which is the lubrication approximation [17], leads to the





















The Stefan condition is unchanged, the force balance equation takes the form




Equations (4.7a−4.7c) represent the standard lubrication approximation for the fluid flow.
For realistic situations the largest term neglected in this approximation is O(ε2Re) where,
if U is the velocity scale and Hl the height-scale, the Reynolds number Re = ρlUL/η
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remains thin we assume heat transfer is conduction dominated. The largest term neglected is
O(ε2Pe), where the Peclet number Pe = UL/kl. This is consistent with the approximations
of Bejan [4]. Equation (4.9) is the reduced form of the force balance where we have neglected
the acceleration term. This requires the neglect of Hl/(gτ 2). We will show that the neglected
terms are indeed small in §4.7
4.2.2 Boundary conditions
The boundary conditions accompanying the above system of governing equations are dis-
cussed below.
1. At both the moving and stationary boundaries, we assume a no slip boundary condi-
tion:
u|z=0 = u|z=h(t) = 0. (4.10)
and impermeable surface condition:
w|z=0. (4.11)
2. The vertical velocity of the fluid on the solid-liquid interface is affected by both the
squeezing effect and th melting rate of the solid layer. To determine an expression
of the boundary vertical velocity, we apply a mass balance across the interface. The
continuity of mass flux condition is given by
ρsn · (us − ub) = ρln · (u − ub), (4.12)
where ub is the velocity of the boundary, us is the velocity of the solid layer, and n is
the vector normal to the interface. We define these quantities explicitly by:






, u = (u, w), n = k. (4.13)
Expanding (4.12) leads to
w|z=h(t) = (1 − ρ)
dh
dt
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is the difference between the liquid layer growth rate and the
melting rate and ρ = ρs/ρl is the non-dimensional density ratio. The first term on the
right hand side of (4.14) represents the contribution of volume changes to the fluid flow
on the boundary and the second term is the contribution coming from the squeezing







In the absence of melting w|z=h(t) = dhdt is the standard squeeze velocity.
The quasi-steady assumption [3, 69, 85] requires that ht = 0, in which case (4.15)
reduces




3. As discussed before, the pressure must be ambient at both ends of the solid layer, that
is
p(−L) = p(L) = 0. (4.17)
4. The melting interface remains at the melting temperature Tm, so
θ = T = Tm at z = h. (4.18)
5. No heat is lost or gained through the surfaces z = H(t) and x = ±L.





−α1 + hsl(T − Ts)
kl
, at z = 0, (4.19)
where α1 represents a heat flux from the substrate. In the limit hsl → ∞ we retrieve
the standard perfect thermal contact condition T = Ts at z = 0. When hsl = 0 we
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4.3 The standard squeeze film problem
We now discuss briefly the standard squeeze problem which plays a major role in the contact
melting process. The model under consideration is as depicted in Figure 4.1, the block in this
case has a constant mass M , and in addition, for squeezing to take place, we assume initially
that there is fluid thickness occupying the gape Hl between the solid and the substrate.
The standard lubrication problem as described in §4.2.1 consists of solving equations (4.7a−4.7c)
subject to the no-slip boundary conditions




Integrating equation (4.7a) subject to (4.20a) yields the fluid velocity profiles









z2(2z − 3h). (4.21)





dz + w|z=h − w|z=0 = 0. (4.22)


















demonstrating that the pressure gradient is responsible for the fluid flow.
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(x− L)(x+ L), (4.26)
the corresponding horizontal and vertical velocity profiles are given by









z2(2z − 3h), (4.27)
which are the typical Poiseuille flow profiles between horizontal rigid boundaries. The equa-
tion of motion (4.9) of the solid in the absence of melting (i.e dhm
dt
= 0) and with the





























where γ0 = ρsgH0/(4ηL
2). In most studies , see [36, 74] for example, the moving bodies are
assumed to approach each other with a constant velocity, as such, the acceleration term is










1 + 2γ0H2l t
. (4.31)
4.3.1 Results and discussion
Figure 4.2 shows the solution of equation (4.29) obtained numerically by using Matlab ode45
solver and the solution (4.31) corresponding to the ice-water system, the parameter values
used are given in Table 2.1. It important to note that this problem has no steady-state,
beyond the trivial h = 0. It is clear from equation (4.26) that the pressure inside the gap










4.4. STANDARD QUASI-STEADY ANALYSIS 75

















Figure 4.2: Variation of the film thickness with time.
sufficiently small h the solid starts to decelerate until it eventually moves with an approxi-
mately constant velocity when the force generated inside the gap balances with the weight
of the solid. For such small values of h, as can be seen Figure 4.2, the solution of (4.29)
coincides with the solution (4.31), this implies that the effect of the acceleration term on
the right hand side of equation (4.28) is small for small h, hence it may be neglected. This
justifies why the acceleration term is often neglected in contact melting problems, since in
such models h << 1.
4.4 Standard quasi-steady analysis
Before proceeding to the full problem we first consider the standard quasi-steady solution
but use the general cooling condition (4.19). The standard quasi-steady analysis requires an










76 CHAPTER 4. UNSTEADY CONTACT MELTING I




















The vertical velocity condition at z = h given in equation (4.15) changes to
w(h, t) = −ρdhm
dt
(4.33)





(x2 − L2). (4.34)
Substituting for the pressure, equation (4.34) into the force balance, equation (4.32b), and







where hq denotes the quasi-steady melt height. Without the squeeze effect hm ∼
√
t, see
[18], so it is clear that the squeeze effect leads to more rapid melting. To determine hq we
must look at the thermal problem.












= −q + hsl(T − Ts)
kl
, T |z=h = Tm. (4.37)
This yields the profile
T = Tm −
α1 + hsl(Ts − Tm)
kl + hslh
(z − h) . (4.38)
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This provides a quartic equation for the quasi-steady height hq, which is easily solved nu-




4ηL2 (α1 + hsl(Ts − Tm))
ρsρlLmH0g
. (4.40)
In the limit of perfect thermal contact, hsl → ∞, we retrieve the standard quasi-steady result







Note there is a qualitative difference between these two expressions. If we assume perfect
thermal contact then h ∼ (Ts − Tm)1/4. The more realistic condition of finite hsl gives
h ∼ (Ts − Tm)1/3. This same power was obtained in [84] for the case hsl = 0 and α1 6= 0.
This result can be retrieved from (4.40) by setting hsl = 0.






In Table 2.1 we present appropriate parameter values for the melting of an ice block on a
substrate at 298K. The heat transfer coefficients hss = 763W/m
2 and hsl = 855 W/m
2 were
obtained through simple experiments, which are described in detail in [56] and in Chapter
1. For a block with H0 = 0.05m, L = 0.1m and ∆T = 25 we find hq ≈ 1.8 × 10−4m and
then hslhq ∼ 0.15, so it is reasonable to neglect this term in (4.39). For perfect thermal
contact hq∞ ≈ 2.70 × 10−4m. Groulx et al [27] discuss the melting of a block at a constant
temperature below the melting temperature, θ0 < Tm. They suggest this results in replacing
Lm with Lm + cs(Tm − θ0) in the expression for hq∞. For the parameter values of Table 2.1
this reduces the height to hq∞ ≈ 2.66 × 10−4m. Results will be presented in §4.6 once the
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4.5 Unsteady analysis
In the quasi-steady case discussed in §4.4, both the mass of the solid and the film thickness h
were assumed constant. However, in practise, due to melting, the solid mass will continuously
decrease until the whole solid has completely melted. As a result the system will not reach
steady state as the force generated inside the film and the weight of the solid keeps on
changing.
In this section, we consider the unsteady contact melting process by dropping the constant
mass assumption together with the quasi-steady state assumption ht = 0. The governing
equations for the fluid flow, heat transfer and the Stefan condition remain unchanged. The
only changes are in the vertical velocity boundary condition and the force balance equation.

















(x2 − L2). (4.44)


















z2(2z − 3h). (4.45)
To incorporate variable mass, the force balance equation, equation (4.32b), takes the form




The temperature profile in the liquid obtained in §4.4, equation (4.38), is still valid. Now
application of the Stefan condition and the force balance equation given above leads to a





kl(α1 + hsl(Ts − Tm))
kl + hslh
, (4.47)
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which we solve numerically (using MATLAB ode45 solver) subject to h = hm = 0 and t = 0.











In the study of the unsteady contact melting conducted by Yoo [84], the relationship between
the solid velocity W (t) and the density ratio is derived. We give an expression of the solid
velocity corresponding to the cooling condition showing similar dependence on film thickness





(1 − ρ) − ρlg
4ηL2
(H0 − hm)h3 (4.50)
showing its linear dependence on ρ. The only difference between this result and that in Yoo
[84] is that, our results incorporates changes in mass of the melting solid and conduction
of heat in the solid layer. Clearly, if the density change is ignored then the contribution of
the first term on the right hand side of (4.50) which represents the effects of melting would
vanish. This term has no effect as long as H0 − hm is large, however, as hm → H0, this
term cannot be ignored, this happens towards the end of the melting process. In the current
analysis, we study the melting process until completion, hence, this term should always be
retained by assuming that ρ 6= 1. Results in §4.6 show how W (t) varies with ρ, a detailed
discussion is given.
4.6 Results and discussion
In all the following results we take parameter values from Table 2.1, except when we study
the effect of increasing the heat transfer coefficient. In Figure 4.3 we present the evolution
of the melt height hm obtained by solving equations (4.47) and (4.48) numerically. It is clear
that hm is approximately linear with slight deviations near t = 0 and at the end of melting,
t = tm ≈ 960s. The quasi-steady state solution also predicts a linear height increase with the
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mass case (4.49) predicts a linear increase in height with melting time of approximately 883s.
There is a slight deviation between the constant mass case and the variable mass case towards





















Figure 4.3: hm(t) predicted by the current model (solid), the quasi-steady solution (dashed)
and constant mass (dash-dot) when hsl = 855W/m
2.
the end of melting with the constant mass having a higher melting rate. Figure 4.3 shows
that ht = 0 has a far much bigger effect on hm than the constant mass assumption. In Figure
4.4(a) we show the evolution of the melt height h. Also shown is the quasi-steady result with
hq ≈ 2.35×10−4. The results show that as the solid mass decreases leading to an increase in
fluid thickness in the melt gap, the heat reaching the interface decreases as well, as a result,
the melting rate is reduced and the time for complete melting is increased. Previous studies
consider ht = 0 together with a constant mass. The quasi-steady and the unsteady case
with constant mass give a much higher heat flux through the liquid than what our results
show. Figure 4.4(b) shows the results for t < 80s. Initially there is a very rapid increase in
film height for both the constant and variable mass model with a very high gradient. After
approximately 8s the increase slows. For the next 80% of the time there is a slow increase
and finally as the weight of the block becomes very small another rapid increase until the
whole block is melted. These results show that if the mass varies, then the quasi-steady
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The evolution of the solid descending velocity is shown in Figures 4.5(a,b). In the initial





































Figure 4.4: (a) Variation of the film thickness corresponding to the steady-state (dash), vari-
able (solid )and constant mass (dot-dash). (b) Variation of the film thickness corresponding
to the variable (solid )and constant mass (dot-dash) during the initial stages of melting
stages, approximately in the first 5 seconds of melting, the solid velocity for the constant
and variable mass models rapidly approaches the steady state velocity, Figure 4.6(b). As
melting proceeds the velocity corresponding to the variable mass model decreases until it
becomes zero, signalling the end of melting. This is shown in Figure 4.6(a). It is evident from
equation (4.50) that the transient behaviour of the solid velocity is affected by the density
ratio ρ. Figure 4.5(a) illustrates the evolution corresponding to typical values of ρ during
the initial stages of melting, ρ = 0.7 represents rime ice and ρ = 0.917 represents glaze ice.
The initial velocity, W (0), is non-zero when ρ 6= 1. This must occur since as soon as the
liquid appears the ice must move to accommodate the fluid. When ρ = 1 no new space is
required. This is valid for materials which occupy more volume upon melting. Figure 4.5(b)
shows the dependence of the film thickness with ρ. Clearly, as the density ratio decreases,
the film thickness increases, however, the melting time tm decreases. To understand why
this is so, we consider the quasi-steady case which expresses the film thickness explicitly in
terms of the ρs (the quantity we vary to change ρ) and the melting time. Equation (4.40)
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Figure 4.5: (a)Solid velocity and (b) liquid film thickness when ρ=0.917(solid), 1 (dash),
0.7(dash-dot)











































Figure 4.6: (a) Solid velocity for the quasi-steady state and unsteady case with variable and
constant mass (b) Solid velocity during the initial stages of melting
in this case, reducing ρ by varying ρs results in an increase in the film thickness. However,
equation (4.32)(b) shows that dhm/dt ∼ h3q. Since hm ∼
√




Consequently, reducing the solid density results in a reduction in the melting time. Figure
4.7 shows the time dependency of the mass of the solid when the heat transfer coefficient is
varied. As expected, the effect of increasing the heat transfer coefficient results in a decrease
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Figure 4.7: Variation of mass with time when hsl = 855W/m
2 (solid) and 5000W/m2 (dash)



















































Figure 4.8: (a)Vertical fluid velocity profiles w and (b) Horizontal fluid velocity profiles u at
t=2s(dot), 10s(dash), 300s(solid), 960s(dash-dot).
at the gap exit position x = L, where they both take on maximum values. As the gap size
increases, both the vertical and the horizontal velocities increase rapidly as expected up to a
maximum of approximately 0.045m/s for the horizontal velocity and 5.2 × 10−5m/s for the
vertical velocity then starts to decrease as time increases. This is expected since initially
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melting, this weight decreases as time progresses, as a result, the force pushing the fluid
out of the thin gap decreases as well, resulting in both the horizontal and vertical velocities
decreasing.
4.7 Justification of the approximations
The reduction of the initially complex system of the governing equations (4.1−4.4) was
based on the assumption that a number of non-dimensional groupings was small. We may
now check the accuracy of these assumptions. To simplify the Navier-Stokes equations we
neglected terms of O(ε2Re), to simplify the heat equation in the liquid we neglected terms
of O(ε2Pe). For our example of ice and water ε2Re/ε2Pe ≈ 0.135, and so provided ε2Pe
is negligible we can justify neglecting O(ε2Re), consequently terms in ε2 will be neglected
as well since ε2 << ε2Re. To calculate Pe we require an estimate for the velocity with
time. In Figures 4.9 we plot the variation of the maximum horizontal fluid velocity with
time. The maximum velocity occurs at (x, t) = (±L, h(t)/2) and is obtained from equation

























Figure 4.9: (a) Maximum velocity in the melt region for (a) hsl = 855W/m
2 (b) hsl =
5000W/m2.
(4.21a), umax = pxh
2/(8η), with px = ± 3F2L2 (from equation (4.44)). Two cases are shown
with hsl = 855W/m
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rapid melting and consequently a thicker fluid film. This is reflected in the higher fluid
velocity, with a maximum close to 9cm/s in the initial phase of melting. The decrease in
velocity for larger times is related to the decrease in the mass of the solid, thus reducing the







From this we can see that for most of the time ε2Pe  0.02 when hsl = 855W/m2 and
ε2Pe  0.04 when hsl = 5000W/m2. The maximum value occurring in both cases in the
very final stage of melting, when h approaches a maximum. The decrease at the end reflects
the drop in fluid velocity. Since we have chosen the maximum value of u at any time,
our value for ε2Pe is an upper limit and consequently it is reasonable to neglect terms of
O(ε2Pe), however in a perturbation analysis this will usually be the term that should first
be re-introduced. This is in keeping with the work of Groulx et al and Yoo [27, 84] who
both retain the convection term wTz. In the force balance, equation (4.9), we neglected the
acceleration term which is O(Hl/gτ 2). Since the liquid height is always small this term is
only likely to be important when there is a very rapid change. From Figure 4.3, 4.4 we see
that the most rapid variations occurs near t = 0. If we scale the force balance, so that the




















Figure 4.10: Variation of ε2Pe with t, (a) hsl = 855W/m
2, (b)hsl = 5000W/m
2.
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Hl ∼ (2ηLτ/ρl)1/3 and the acceleration term is therefore important for time-scale τ ∼ 0.011s.
We may infer this in a simpler manner by noting that Hl ∼ 10−4 and so Hl/gτ 2 ∼ 1 requires
τ ∼ 10−2s. It is therefore reasonable to neglect the acceleration term.
4.8 Conclusions
The work described in this chapter provides a mathematical model for the unsteady contact
melting process of an isothermal solid from the initial heating phase up to complete melting.
By introducing a number of standard simplifications such as the lubrication approximation,
neglecting viscous heating, and convection, we have derived a set of simultaneous first-order
ordinary differential equations as the model equations.
The key difference between our work and most previous models include:
1. The inclusion of a cooling condition at the interface with the substrate.
2. Modelling the varying mass of the solid.
3. The neglect of the quasi-steady assumption for the liquid height.
The cooling condition, which is obviously more realistic than perfect thermal contact, affects
the temperature profile. Under the quasi-steady assumption we find that the quasi-steady
height hq ∼ (Ts − Tm)1/3 as opposed to (Ts − Tm)1/4 which results from assuming perfect
thermal contact.
Varying the mass of the solid shows that the quasi-steady state never occurs, instead the
liquid height has an initial rapid increase, followed by a period of slow increase and a final
rapid increase as the block mass approaches zero. The quasi-steady state approximation
provides a reasonable approximation to the central period of slow increase. Since the weight
of the solid provides the driving force for the squeeze flow the decreasing mass also increases
the melt time. Our solution shows that the solid melting rate for the quasi-steady state model











mass assumption does not show a big difference with our model, however, the condition
ht = 0 causes a big difference.
The present model incorporates the effects of solid-liquid density differences that occur upon
melting. The results are capable of resolving the distinctive behaviour of the solid descending
velocity for non-unity density ratios during the early stage of melting in that W (0) is non-
zero when ρ 6= 0. The results also show how heat transfer coefficient affects the melting
times. To validate our results, we have depended much on the published results of the
corresponding quasi-steady case which acted as our limiting case. As pointed out by Yoo
[84], no experiments on unsteady state melting have yet been reported to enable us to
compare our results with measured data. The previously observed initial infinite velocity
of the melt is not observed in our model, our results show that this is the consequence of











Unsteady contact melting II
5.1 Introduction
The purpose of this chapter is to extend the mathematical model of the unsteady contact
melting for the isothermal PCM developed in Chapter 4 to the non-isothermal PCM. The
analysis of Chapter 4 and most of the previous investigations in contact melting are based
on the assumption that the temperature of the solid remains at the melting temperature,
Tm, throughout the process. This simplifying assumption decouples the fluid film process
in the film gap from the heat transfer process that can occur in the block. In reality the
temperature in the solid is unlikely to remain constant, rather it will decrease away from the
melt front. There exist papers where this assumption is relaxed. Litsek & Bejan [5] attempt
to remove the constant temperature assumption by incorporating a convection term in the
solid heat equation. Their expression for the temperature gradient at the melting front of
the solid is then constant. This result is far from realistic. Groulx et al [27] assume that
the solid is at a constant temperature θ0 which is below the melt temperature, θ0 < Tm.
Their final expression for the melting rate differs from previous results with the change













Lacroix [39] recognises the shortcomings of current models in a study of the melting of a
parallelepedic block with a varying mass and temperature within the solid (so removing
assumptions 1, 2 and 5 listed in Chapter 4). Unfortunately the paper is unclear on a number
of points. The force balance indicates that the PCM is floating in the melt, although there
is no channel allowing the melt to move around the PCM. The linear temperature profile
assumed in the bottom and top liquid layers requires a thin film approximation. This will
hold in the lower layer provided the fluid removal is sufficiently rapid. In the top layer it
is unlikely, particularly when the top layer is thicker than the solid. There appears to be
some confusion between the melting rate and the velocity of the melt interface. Due to the
squeezing effect the velocity of the interface differs from the melting rate yet these quantities
appear to be identical, see their equations (4) and (15). Finally, the heat equation in the solid
is solved using separation of variables. However, the solid boundaries are time dependent
so the ‘constant’ of separation is also a function of time and the equation is not separable.
Hence we will not use results from this paper for comparison purposes, although, since it
is the paper where most of the standard restrictions are removed, in later sections we will
point out qualitative similarities.
As in the isothermal case developed in Chapter 4, the problem is described two heat equations
in the fluid layer, fluid flow in the melt, a Stefan condition at the the melt interface and a
force balance between the weight of the solid and the fluid pressure. All the assumptions
made in deriving the fluid flow equations and the thermal flow equations for the isothermal
case discussed in Chapter 4 are applicable to the current model.
One of the reasons why only the isothermal solid layer is considered in most investigations
is largely to do with the difficulties involved in estimating the temperature profile in the
melting finite solid, as pointed out by Yoo [84]. The work covered in Chapters 2 and 3
focused on tackling this problem; this was done by making use of the heat balance integral
(HBI) method. The results obtained in those chapters will be applied to the current problem.
However, in this chapter, we will neglect melting from the top by assuming that the top of
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incorporating the results of Chapter 3 (or Myers et al [56]). We will show results for the
melting of ice on a warm surface and discuss the differences between the present and previous
models.
5.2 Mathematical formulation
In this section we describe the governing equations for the non-isothermal contact melting
process for a finite thickness block of phase change material placed on a substrate that is
above the phase change temperature, as depicted in Figure 5.1. Energy is supplied by the
substrate and this causes the block to melt. The substrate is maintained at a constant tem-
perature, Ts > Tm. Unlike in Figure 4.1 when the temperature in the solid was maintained
at Tm, in this case, we introduce a variable temperature profile denoted by θ together with
the thermal boundary layer δ. The thickness of the thermal boundary layer is independent of
x, as the flow of the heat into the boundary layer is independent of the longitudinal position.
















Figure 5.1: Schematic for contact melting.
θ0 < Tm. As was done in the previous chapters, we do not assume perfect thermal contact.
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where we have kept the top surface insulated. To incorporate melting at the top surface,
we could follow the analysis of Chapter 3. However, in the present chapter we restrict our
attention to the effect of heating from the substrate only. Melting only begins at the end of
stage 1. Stage 2 defines the time when there is a region inside the block still close to the
initial temperature θ0. We define stage 3 as when the temperature inside the block is every-
where significantly above the initial temperature. To be clear we define stage 1 as occurring
from t ∈ [0, t1] where t1 comes from solving θ(0, t1) = Tm. Stage 2 lasts for t ∈ [t1, t2] and t2
defines when the temperature θ(H + h, t2) first rises above θ0. Since the heat equation has
infinite speed of propagation theoretically this occurs at t = 0. However, the HBI method
defines a heat penetration depth, δ(t), which measures where the temperature rise becomes
negligible. The time t2 is determined by δ(t2) = H(t2). Stage 3 continues from t2 until the
block has completely melted, t ∈ [t2, t3].
+h +h
Stage 1 Stage 3
T T Tm m m
hH H H0
θ θθ0 0 0





Figure 5.2: Schematic of the 3 stages of melting when a block is placed on a surface above
the melting temperature.
5.2.1 Governing equations
The mathematical model requires the determination of the flow in the liquid layer and the
temperature variations corresponding to different stages as depicted in Figure 5.2. In the
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flow and temperature in the thin film. Following the approach in Chapter 4, a mathematical
model is developed in two stages by considering a fluid flow model and a thermal flow analysis
in both the solid and the liquid.
The thickness of the thermal boundary layer in the solid is independent of z, as the flow
of heat into the boundary layer is independent of the longitudinal position. In the solid
we neglect the diffusion in the x direction for two reasons. Firstly, in general the scaling
shows it to be small and secondly there is no mechanism for temperature variation in the
x-direction in the solid. This is due to the fact that the sides and top of the block are
insulated and, before melting occurs, the temperature at z = 0 depends on the substrate
temperature, which is independent of x. The assumptions ε2  1, ε2Re  1 and ε2Pe  1
are also valid for the current model. We will verify this again in the subsequent sections.
For easy reference, we list all the equations derived in Chapter 4 without going through the
















= 0 , (5.1)



































As for the thermal case, in addition to the set of governing equations and boundary conditions
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The thermal problem is subjected to different conditions in the different stages. Initially,





−α1 + hss(θ − Ts)
ks
, (5.6)




−α1 + hsl(T − Ts)
kl
, (5.7)








= 0 , (5.8)
noting that in stage 1, H + h = H0. We do not impose a cooling condition here since this
complicates the algebra and consequently obscures the main features of the melting process
that we wish to highlight. The extension to a cooling condition at z = H + h can easily
be calculated following the work we covered in Chapter 3 or described in [56]. The melting
interface remains at the melting temperature Tm, and so
θ = T = Tm, at z = h. (5.9)








p dx . (5.10)
5.3 Unsteady analysis
The crux of this problem lies in the estimation of the temperature profile in the solid. The
thinness of the liquid layer ensures that the lubrication approximation is valid and that
conduction in the z direction is the primary mode of heat transfer in the liquid as discussed
in Chapter 4. In the solid layer we cannot use a thin layer approximation. As stated before,
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Yoo [84] who suggested that initial subcooling of the solid may be neglected since it may not
affect the fundamental nature of the melting and also because it is hard to model properly.
He suggests it as a possible mechanism for the infinite velocity of the melting front that
occurs with the quasi-steady model at t = 0. Our subsequent solutions will show that it is
the perfect thermal contact assumption that leads to the infinite initial velocity.
In the solid we use the HBI method of temperature approximation developed in Chapter 3.
As discussed in §5.2, the melting of the solid takes place in three distinct stages, we will work
through each stage separately. Most of the details will be omitted as some of the results
have been derived in the previous chapters. Reference will therefore be made to the relevant
chapters.
5.3.1 Stage 1: Initial pre-melting stage, 0 ≤ t ≤ t1
During this initial phase the solid is heated at z = 0, until it reaches the melting temperature.
The problem is governed by equation (5.4) subject to conditions (5.6,5.8). The solution to
this problem was derived in Chapter 2, this is given by
θ(z, t) = θ0 +





















Melting begins at time t1 when the base reaches the melting temperature θ(0, t) = Tm.
However, once we move on to the melting stage we cannot find an exact solution and so,
to be consistent with stage 2, we also look for a solution via the HBI method. A cubic
polynomial, neglecting the quadratic term is used as the approximating function following
the results of Chapter 3. This leads to the solution
θ = θ0 +
q + hss(Ts − θ0)
δ2(3ks + hssδ)










5.3. UNSTEADY ANALYSIS 95
If we integrate the heat equation (5.4) from z = 0 to δ, using the temperature profile of










, δ(0) = 0 , (5.13)



















This stage ends when melting begins at z = 0, θ(0, t1) = Tm. Equation (5.12) gives the
appropriate value of δ(t1) = δ1,
δ1 =
3ks(Tm − θ0)
α1 + hss(Ts − Tm)
, (5.15)
and the corresponding time comes from (5.26). Note, in the limits hss → ∞ or θ0 = Tm,
then δ1 = t1 = 0 and melting is immediate. For the ice-water parameter values of Table 2.1
we find t1 ∼ 1.6s and δ ∼ 5.1mm.
5.3.2 Stage 2: Initial melting stage, t1 ≤ t ≤ t2
Once melting starts the temperature in the water, as derived in Chapter 4, §4.4, is given by
T (z, t) = Tm −
α1 + hsl(Ts − Tm)
kl + hslh
(z − h) . (5.16)
From the results in Chapter 3 and also in [56], a more accurate approximation is provided by
including correction terms in the perturbation solution. However, this does not include the
squeeze film effect and so allows for thicker films (where the linear approximation deterio-
rates). So, provided the film remains thin the approximation of (5.16) should be sufficiently
accurate. In the solid the cubic approximation in the HBI method leads to the temperature
θ(z, t) = θ0 +
Tm − θ0
(δ − h)3 (δ − z)
3 , (5.17)
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δ − h +
kl(α1 + hsl(Ts − Tm))
kl + hslh
. (5.19)
Equations (5.18,5.19) contain three unknowns, δ, hm, h. The system is closed with the force
balance equation











These must be solved subject to δ = δ1, h = hm = 0 at t = t1. The stage ends when the
heat has penetrated all the way through the block, δ = H(t) + h(t) = H0 + h(t) − hm(t) at
time t2. We denote the thicknesses at this time as δ2, h2, hm2 .
If the PCM is initially at θ0 = Tm then the temperatur remains constant throughout the
solid for all time. The first term on the right hand side of (5.19) is identically zero. The
second term only becomes infinite at t = t1 = 0 in the limit hsl → ∞. So if hsl → ∞, then
dhm
dt
→ ∞, and from (5.20) it follows that dh
dt
→ ∞. Consequently from equation (5.20) we
see that the infinite velocity ht, observed in previous studies is a result of the perfect thermal
contact assumption, not subcooling.
5.3.3 Stage 3: Final melting stage, t2 ≤ t ≤ t3
Once the heat penetration depth reaches the top of the block we can no longer impose θ = θ0
at z = δ. Instead we impose θz = 0 at z = H + h and find a temperature profile
θ = a0 + (Tm − a0)
(z −H − h)3
H3
, (5.21)
where a0(t) replaces δ as our third unknown. We may now proceed in two ways. We can
substitute θ into the heat equation and integrate as in the previous section, to obtain an
ODE for a0. This may be solved subject to a0(t) = θ0 (which follows by continuity of


















(Tm + 3a0). (5.22)
Goodman works with φ since in the case of perfect thermal contact it is not possible to
determine an initial condition for a0. In our case we retain this form since the numerical
solution of the resultant differential equation appears more stable with φ than a0. Integrating

















where a0 may be expressed in terms of φ via equation (5.22). The temperature profile in the







kl(α1 + hsl(Ts − Tm))
kl + hslh
. (5.24)
The system is closed with the force balance (5.20). These are solved subject to the two
additional initial conditions hm = hm2 , h = h2, φ = (H0 − hm2)(3θ0 +Tm)/4 at t = t2, which
are obtained at the end of stage 2.
The systems of the governing equations obtained at all the three stages were solved numer-
ically using Matlab ode45 solver package. The graphical solutions are presented in the next
section and analysed.
5.4 Results
In all the following results we take parameter values from Table 2.1, except when we study
the effect of increasing the heat transfer coefficient. Also, we will be making reference to
equations and results obtained in Chapter 4 in connection with the quasi-steady case. In
Figures 5.3 a, b) we present the evolution of the melt height hm and the liquid layer height
h. Figure 5.3 a) shows hm obtained by solving the full problem and also the prediction
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Figure 5.3: (a) hm(t) predicted by current method (t < t2 dotted, t > t2 solid line) and quasi-
steady solutions, hq∞ (dashed), hq (dash-dot) for hsl = 855W/m
2, (b) melt height predictions
h(t) (t < t2 dotted, t > t2 solid line), hq∞ (dashed), hq (dash-dot).
stages, for t1 ≤ t ≤ t2 (where t2 ≈ 79s) it is shown as a dotted line, subsequently for
t2 ≤ t ≤ tm (where tm ≈ 1022s), it is a solid line. It is clear that hm is approximately
linear with slight deviations near t = 0 and t = tm. The quasi-steady solution, equation
(4.35), also predicts a linear height increase. The two broken lines shown take the value
of hq (required in equation (4.35)) from either the quartic equation, (4.39), or the perfect
thermal contact case, (4.41); these are shown as dash-dot and dashed lines respectively. For
the perfect thermal contact case the predicted melt time of tm ≈ 267s is close to a quarter
of the true value. For the value of hq from the quartic equation tm ≈ 529s is around half
the true value. The value of hq is determined via the steady-state analysis, neglecting the
temperature variation in the solid and the changing mass, so at least one of these three
factors must be responsible for the discrepancy between the present theory and quasi-steady
results. In Figure 5.3b) we show the evolution of the melt height h. Also shown are the
quasi-steady state results, with the classical solution h = hq∞ ≈ 2.48×10−4m obtained from
equation (4.41) and the correction for finite heat transfer, hq ≈ 1.98 × 10−4m predicted by
equation (4.39). The full solution shows that when the block first starts to melt there is











approximately 10s the increase slows. However, there is never a true quasi-steady state.
Subsequently there is a slow increase and finally as the weight of the block becomes very
small another rapid increase until the whole block has melted. The slow central increase and
final rapid progression was also noted by Lacroix [39]. In Figure 5.4 we show height evolution
for both the isothermal and the non-isothermal cases in which the time for complete melting
are 960s and 1022s respectively. This shows clearly that heat conduction in the solid reduces
considerably the total melting time. In Figure 5.5 a) we show the effect of increasing the


















Figure 5.4: Melt height predictions h(t) corresponding to the isothermal (dash) and non-
isothermal case (solid).
heat transfer coefficient to hsl = 5000W/m
2 on the evolution of h(t). The form of the curve
is similar to the previous example, with an initial rapid increase followed by a slower change
and then a final rapid increase. However, melting begins very rapidly, at t ≈ 10−7s and
the initial increase occurs over a much shorter time scale than with the lower value of hsl
and so we see the progress towards an initial infinite velocity. Stage 2 ends at t2 ≈ 63.8s.
As expected, as hsl increases the present prediction of hq approaches hq∞. In Figure 5.5
b) we show the solution for an isothermal block, with an infinite heat transfer coefficient.
In this case, equation (5.24), for hm, is singular at t = 0 (when h = 0), we avoid this by
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in an initial infinite velocity for h. Lacroix’s [39] model with heat flow in the solid has
perfect thermal contact and also shows an infinite initial velocity. The melting time can
be seen to decrease as the heat transfer coefficient increases, when hsl = 855W/m
2 we find
tm ≈ 1022s, with hsl = 5000W/m2 we find tm ≈ 461s, for hsl → ∞, tm ≈ 275s. In Figure




























Figure 5.5: (a) h(t) when hsl = 5000W/m
2 and quasi-steady solutions, hq∞ (dashed), hq
(dash-dot) tm ≈ 450s, (b) h(t) when hsl = ∞, tm ≈ 275s
5.6 we show the temperature profiles in the melt layer and solid at the end of stage 2, when
t = t2 ≈ 79s and mid-way through the melting process, when t ≈ 511s. At the end of stage
2, shown as the dash-dot line, the bottom of the liquid layer is at 4.9◦C (Figure 5.6b), it then
decreases through a very thin layer to the melting temperature. The block has only lost a
small amount of its initial mass and the total thickness of melt and block is around 0.0465m.
Midway through the melting process, when the block is around half of its original thickness,
shown as the solid line in Figure 5.6, the temperature in the liquid layer is similar to that at
t2 with a maximum temperature of 5.9
◦C (Figure 5.6b), but the solid layer is much hotter,
with a minimum temperature of around -2.27◦C. To ensure that the parameters used in the
reduction of the governing equations remain small, we follow the approach used in Chapter
4 by considering the maximum velocity of the fluid at (x, z) = (±L, h(t)/2). In Figure 5.7
we plot the variation of the maximum horizontal fluid velocity with time. Two cases are
shown, with hsl = 855W/m





















































Figure 5.6: (a) Temperature in melt and solid at t = t2 ≈ 78.5s (dot-dashed line), and
t = 511s (solid line), (b) Temperature in melt for small values of z.




































line and stage 3 as a solid line. For the higher heat transfer coefficient we expect more rapid
melting and consequently a thicker fluid film. This is reflected in the higher fluid velocity,
with a maximum close to 8 cm/s in the initial phase of melting. The decrease in velocity for
larger times is related to the decrease in the mass of solid, thus reducing the driving force.
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From this we can see that for most of the time ε2Pe < 0.02 when hsl = 855W/m
2 and
ε2Pe < 0.045 when hsl = 5000W/m
2. The maximum value occurs in both cases in the very
final stage of melting, when h approaches a maximum. The decrease at the end reflects the
drop in fluid velocity. Since we have chosen the maximum value of u at any time, our value
for ε2Pe is an upper limit and consequently it is reasonable to neglect terms of O(ε2Pe),
however in a perturbation analysis this will usually be the term that should first be re-
introduced. This is in keeping with the work of Groulx & Lacroix and Yoo [27, 84] who
both retain the convection term wTz. In the force balance, equation (5.10), we neglected the

























Figure 5.8: Variation of ε2Pe with t, a) hsl = 855W/m
2, b) hsl = 5000W/m
2.
acceleration term which is O(Hl/(gτ 2)). Since the liquid height is always small this term
is only likely to be important when there is a very rapid change. From Figures 5.3, 5.5 we
see that the most rapid variation occurs near t = 0. If we scale the full force balance (given
by equation (5.10) with an acceleration term added), so the acceleration term balances with
the fluid pressure, and set H0 − hm = H0 then we find Hl ∼ (2ηLτ/ρl)1/3. If we take the
height-scale Hl = hq ∼ 2× 10−4 then the acceleration term is only important for time-scales
τ ∼ 10−5s. It is therefore reasonable to neglect the acceleration term.
In Figure 5.9(a) we plot the variation of the film thickness with time for various values
of the initial temperature θ0. The melting time responds slowly to the changes in initial






















































Figure 5.9: Variation of film thickness with time when (a) varying the initial temperature θ0,
and (b) varying the density ratio ρ.
5.3% change from tm=1022s to tm=1075s. Similarly, changing the initial temperature to
θ0 = −0.0001◦C which is close to the melting temperature of ice results in only another
5.3% change in melting time from tm=1022s to tm = 968s. This shows that the temperature
gradient in the solid only has a small effect on the melting rate of the solid. What drives
the interface motion is the high temperature gradient in the fluid. Figure 5.6(a) shows the
relative magnitudes between the temperature gradients in both the solid and the liquid.
Figure 5.6(b) is the corresponding blow up of the melt region. Also the film thickness at
the time of complete melting slowly increases linearly as θ0 → Tm. In Figure 5.9(b) we fix
the initial temperature and vary the density ratio ρ. We notice that although the final
film thickness remains almost constant, the melting time tm changes from tm = 805.5s to
tm = 1022s when we move from rime ice ρ = 0.7 to glace ice ρ = 0.917 which represents a
significant change of about 27%, this increases to 33% when ρ = 1. This demonstrates that
ignoring liquid-solid density changes can result in large errors in predicting the melting time.
5.4.1 Time to complete melting and approximate solutions
The melting process is complete when hm = H0, and we denote this time by tm. For the
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where hq can be determined by solving the quartic, equation (4.39), or using the approxima-
tions given by equations (4.40) or (4.41). For the current problem we do not have a simple
expression for hm, however, from Figure 5.3 a) it is clear that hm ∝ t throughout the melting
period. To identify the constant of proportionality we consider the early part of Stage 3,
where t ≈ t2 and so a0 ≈ θ0. From Figure 5.3 a) we see that h  H, and at the start of









kl(α1 + hsl(Ts − Tm))
kl + hslhq
]
= α . (5.27)
Since t1  tm we may impose the initial condition hm(0) = 0 and so integrate this equation





where α is defined in (5.27). When hsl = 855W/m
2 the numerical solution predicts tm ≈
1022s, using the quartic solution for hq to determine α we find tm ≈ 1054s (a 3% error).
The quasi-steady approximation gives tm ≈ 529 (a 48% error). Note, if we neglect the first
term on the right hand side of equation (5.27) then we will obtain the appropriate prediction
for a PCM at the phase change temperature, θ0 = Tm. In this case we find tm ≈ 929s, or
an error of 9%, so it appears that at least for the melting time prediction the quasi-steady
assumption is worse than neglecting the temperature variation in the solid.
Equation (5.27) allows us to calculate the relative magnitude of the conduction terms through
the solid and liquid. Using the values in Table 2.1 we find that the solid conduction term is
a factor 10 less than the liquid conduction term. This indicates that the subcooling, θ0, has
a relatively small effect on the process. This could also be inferred from Figure 5.6, where it
is clear the temperature gradient in the liquid is much greater than in the solid. Simulations
carried out with changing the initial temperature θ0 showed that the melting time shows
a slow linear increase with decreasing θ0, in the range [-30, 0]








































Figure 5.10: Comparison of solutions for a) hm(t), b) h(t). Solid lines represent the exact
solution, dashed lines are the linear approximation.
θ0 = −30◦C). Note, the fact that the process is driven by the temperature gradient in the
liquid also explains why, although the solid temperature is calculated incorrectly in [39] our
results show similar features. Neglect of the mass v riation, so H = H0 for all time, leads to
tm ≈ 940s. Consequently, we may deduce that the large differences in melting times between
the present work and previous results may be attributed to the use of a cooling condition,
rather than perfect thermal contact.
Finally, given that we have a simple expression for hm that holds (approximately) for all







α− (H0 − αt)ρlg
4ηL2
h3 , h(0) = 0 . (5.29)
The problem of contact melting can therefore be reduced to solving this equation. In Figure
5.10a) we compare the full solution for hm with the linear approximation for hsl = 855W/m
2.
In Figure 5.10b) we compare the full solution for h with the numerical solution of the
equation (5.29). Obviously both comparisons indicate that the simple solution provides a
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5.5 Extension to three dimensions with sliding
Many recent studies have dealt with contact melting in three dimensions, see [3, 84] for
example. Having established the basic formulation for the two-dimensional problem we now
briefly outline the extension to three dimensions; in addition we describe the inclusion of
sliding, which is also discussed in [3, 84].
For the three-dimensional problem, provided the heat flow is dominated by conduction in































p dydx , (5.31)
where the width of the block is 2W . If we allow the top surface to move in the x direction









z(z − h) . (5.32)
Integrating the incompressibility condition from z = 0 to h we find




































= f(t) , (5.35)
subject to p(±L, y) = p(x,±W ) = 0. To determine the pressure we employ an eigenfunction
















where for convenience we set r = (x + L)/2, s = (y +W )/2 and the eigenvalue ωn = nπ/L.


















sinωns ds = qn(t) , (5.38)






cosh(ωns) − 1 +
























(1 − (−1)n) .(5.40)
The analysis now proceeds in a similar manner to the two-dimensional formulation with the
only difference coming through the expression for the force. We replace the force balance,
equation (5.20), with














where f(t) is given by equation (5.35).
5.6 Conclusion
A model has been developed to describe unsteady contact melting of a non-isothermal solid
from the initial heating up phase to complete melting. In our examples we used data for
ice and water since this is the easiest to obtain, however the governing equations should be
valid for other melting systems provided the small parameters remain negligible.
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1. The modelling of the temperature profile in the solid.
2. The inclusion of a cooling condition at the interface with the substrate.
3. Modelling the varying mass of the solid.
4. The neglect of the quasi-steady assumption for the liquid height.
Modelling the temperature in the solid allowed us to include the solid temperature gradient
in the Stefan condition. This term acted to slow down the melting. The time to complete
melting slowly increased linearly with a decrease in subcooling, θ0 − Tm. Since the weight
of the solid provides the driving force for the squeeze flow the decreasing mass also leads to
an increase in the melt time. Further, the mass variation prevented the quasi-steady state
from occurring, instead the liquid height has an initial rapid increase, followed by a period of
slow increase and a final rapid increase as the block mass approaches zero. The quasi-steady
approximation provides a reasonable approximation to the central period of slow increase.
However, it is the cooling condition and the introduction of a heat transfer coefficient that
has the greatest effect on the melting. Increasing the heat transfer coefficient from 855 to
5000 W/m2 halved the melting time. Further, with a cooling condition melting does not
occur immediately, so we must examine a pre-melting stage, which then determines the time
for melting to start and also the temperature profile in the solid when this occurs. The
initial infinite velocity observed in previous studies did not show up in our simulations and
was shown to be due to the perfect thermal contact assumption.
For our main example the combined effects of modelling the temperature in the solid, using a
heat transfer coefficient and a decreasing mass, led to a fourfold increase in the melting time
from the classical solution of Bejan. Yoo points out that there are no adequate experiments
to compare with the theory: it has therefore only been tested against numerical solutions,
where the physical set-up has been chosen to match the idealised conditions assumed in
the theoretical model. Consequently the importance of the effects discussed in this chapter











density ratio on the time for complete melting, ignoring the change in density upon melting
results in approximately 27% error in the prediction of the melting time for the rime and
glaze ice parameters used in our calculations.
Our results showed that the melting rate is approximately constant, so hm ≈ αt. A similar
result is true for the quasi-steady approximation but the constant of proportionality is sig-
nificantly different. This observation allowed us to determine the constant of proportionality
from the Stefan condition so the time for melting may be estimated via a simple analytical
expression. The evolution of the melt layer thickness reduced to solving a single first order
differential equation for the liquid layer height. This is clearly a simpler prospect than the











Conclusions and further work
In this thesis, we have investigated the combined phenomenon of squeeze film flow and
heat transfer which describes unsteady contact melting. The main objective was to develop
mathematical models of unsteady contact melting that take into account: (a) modelling of
the temperature profile in the solid (PCM), (b) the inclusion of a cooling condition at the
interface with the substrate, (c) modelling the varying mass of the PCM , (d) the neglect
of the quasi-steady assumption for the liquid height, and (e) the effect of the solid-liquid
density ratio on the solid descending velocity. The aim was to investigate what effect if any,
these have on the time for complete melting and the evolution of the film height.
In Chapter 2 we focused mainly on the determination of the best approximate solution to
the heat conduction problem in a finite slab prior to melting. Semi-analytical solutions
were obtained using the heat balance integral method based on the quadratic, cubic and the
exponential approximating functions. The approximate solutions were derived subject to
two types of boundary conditions: a prescribed heat flux and a cooling condition which are
common in most contact melting problems. The exact solutions admitted by the pre-melting
problems, which were determined using separation of variables and the Laplace transform
were then used to ascertain the accuracy of the approximate solutions. The results showed












profiles, the cubic temperature approximation provides a more accurate solution compared
to the exponential and quadratic approximations.
In Chapter 3, a mathematical model to describe the one-dimensional heat conduction prob-
lem for the melting of a finite block from an initial heating phase until completion of the
melting process was developed. The focus was exclusively on the thermal analysis of the
contact melting problem. In the melt region, an asymptotic series expansion in terms of
the Stefan number St was used to describe the temperature solution for materials such as
ice and water whose St  1. For phase change materials with 1 < St, a discussion on the
use of the HBI method was given together with the model equations that may be used. In
the melt region, solutions were then developed to first order, yielding a cubic polynomial.
This together with the results of Chapter 2 motivated the use of the cubic polynomial in the
solid to approximate the thermal boundary layers. Furthermore, the cubic approximation
is consistent with the expansions of the analytical solutions when such solutions are avail-
able. Comparison of the results of our model with exact solutions for a semi-infinite solid
showed a good agreement (to within less than 1%). Our approximation proved to be more
accurate than the quadratic approximation used by Goodman and Shea [25]. The method
involved determining the temperature profile in three different phases. Each phase requires
solving the heat equation in three regions and then coupling them with Stefan conditions to
determine positions of the interfaces which complicates the method of solution. However,
the same would be true of a numerical solution as the number of the domains and moving
boundaries increases. In our analysis we presented an example which dealt with the problem
of heating an ice layer from below. This relatively simple analysis provided an analytical
formula which may be used to determine the amount of energy required to melt the base in
a given time, or equivalently the time taken for melting to start with a given energy source.
This has applications in the development of de-icing equipment.
In Chapters 4 and 5 we developed models to describe unsteady contact melting of an isother-
mal and non-isothermal solid respectively, from the initial heating up to complete melting.
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to the Stefan condition this significantly reduced the melting rate. Incorporating the varia-
tion of solid mass in our model prevented the quasi-steady state observed in most previous
investigations from occurring, instead the liquid height has an initial rapid increase, followed
by a period of slow increase and a final rapid increase as the block mass approaches zero. Our
results show that the quasi-steady approximation provides a reasonable approximation to
the central period of slow increase. However, it is the cooling condition and the introduction
of a heat transfer coefficient that has the greatest effect on the melting. The cooling condi-
tion, which is obviously more realistic than perfect thermal contact, affects the temperature
profile in the liquid. Under the quasi-steady assumption we found that the quasi-steady
height hq ∼ (Ts − Tm)1/3 as opposed to (Ts − Tm)1/4 which results from assuming perfect
thermal contact. The initial infinite velocity observed in previous studies did not show up in
our simulations, this we proved to be due to the perfect thermal contact assumption. Our
results have also shown that neglecting the density change upon melting may result in close
to 27% error in the prediction of the time for complete melting.
The combined effects of modelling the temperature in the solid, using a heat transfer coeffi-
cient and a decreasing mass led to a fourfold increase in the melting time from the classical
solution of Bejan. Due to the absence of adequate experimental results, previously the the-
ory has been tested against numerical solutions where the physical set-up has been chosen
to match the idealised conditions of the theory. Consequently the importance of the effects
discussed in this thesis appears not to have been recognised.
Our results showed that the melting rate is approximately constant, so hm ≈ αt. A similar
result is true for the quasi-steady approximation but the constant of proportionality is sig-
nificantly different. This observation allowed us to determine the constant of proportionality
from the Stefan condition so the time for melting may be estimated via a simple analytical
expression. The evolution of the melt layer thickness reduced to solving a single first order
differential equation for the liquid layer height. This is clearly a simpler prospect than the
three coupled differential equations that result from our full analysis. A brief extension to











intend to extend these results in our future work on this area.
The models developed in this thesis have provided insight into the unsteady contact melting
process. However, several features of this study could be further investigated:
• In this study, the heat transfer and fluid flow problems were solved provided the reduced
Reynolds ε2Re and Peclet (ε2Pe) parameters remained small during the entire melting
process. A more general study is required to generalize the method used in this thesis
to cover cases where convective terms play a significant role in the contact melting
process. This will involve using numerical methods or perturbation methods in terms
of the largest small parameter ε2Pe.
• We have established the basic formulation for the two-dimensional unsteady contact
melting problem. In recent studies [3, 84], research in this area has been extended
to contact melting in three dimensions with the inclusion of sliding. However, these
studies have exclusively relied on quasi-steady contact melting processes and neglected
heat conduction in the solid and the effect of variation of mass. We have briefly outlined
the extension to three dimensions with sliding. Further work to cover applications of
these results would significantly increase the applicability of this work.
• Comparison with experimental data. It would be extremely useful to combine this
work with an experimental investigation to verify the results presented for practical
purpose.
• Our results can be applied to problems in conduction controlled re-wetting processes.
Most of the investigations carried out so far consider only a quasi-steady state analysis,
see [70, 83] for example. However, only a few investigations [68, 83] have been reported
on the use of the heat balance integral method on the rewetting analysis. The analysis
employed in this work can be extended to investigate such processes.
• The results of this thesis can also be used to study the phenomenon of floating drops
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substrate. Our models could be adapted to describe the characteristics of the vapour
layer on which the drop floats, its relationship to the drop size and how both vary with
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