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ABSTRACT
Bardaka, Eleni Ph.D., Purdue University, December 2016. Socioeconomic Impacts
of Transportation Infrastructure at Different Spatial Scales.
Major Professors:
Raymond J.G.M. Florax, Jon Fricker.
Inducing economic growth through appropriate transportation investments and
policies and simultaneously focusing on reducing income disparities and equitably
distributing the benefits of transportation improvements is a challenge researchers
and policymakers currently face. Despite the considerable research on the evaluation
of wider economic impacts (such as travel time reliability, market access, and connectivity impacts) of transportation projects, limited studies have been devoted to
the evaluation of transportation project externalities disproportionately experienced
by lower-income or spatially segregated communities. This dissertation contributes
to the research in the area of socioeconomic and distributional implications of transportation investments by: (i) studying the effects of transportation infrastructure
development on economic growth and income inequality at a macroscopic level and
(ii) developing a methodology for quantifying the potentially causal relationship between gentrification (measured as socioeconomic change) and urban rail development
at a regional level.
Through the macro-level analysis, this study attempts to estimate the direct impacts of transportation infrastructure development on the mean income (GDP) and
the income distribution (income inequality), as well as the indirect impacts emerging from the hypothesized relationship between GDP and income inequality. These
impacts are modeled within a system of simultaneous equations and estimated using
three-stage least squares. Microdata from nationally-representative household surveys from 36 countries are used to calculate measures of income inequality. Only two
measures of transportation infrastructure (road density and railroad density) are used

xxii
due to data limitations at the country level. Regarding the impact of transportation
infrastructure on income inequality, we find that a one percent increase in railroad
density decreases income inequality by 0.046–0.105 percent, depending on which measure of inequality is used. Additionally, we find that the relationship between income
inequality and economic growth is not robust and depends on the type of specification used for the economic growth equation. Despite the data limitations, this is the
first time transportation-specific measures are used in macroeconomic distributional
analyses. Also, this analysis differs from existing literature because it focuses not only
on direct relationships but also on possible interdependancies among GDP, income
inequality, and transportation infrastructure capital.
The objective of the regional analysis is to develop an appropriate methodology for
quantifying gentrification induced by public investments in urban rail infrastructure.
The complex phenomenon of gentrification is measured at the census block-group level
using median household income, educational attainment, and median house value.
We propose the use of spatial quasi-experimental approaches (spatial difference-indifferences for multiple or sequential partially overlapping treatments) to test the
hypothesis that urban rail causes the gentrification of nearby neighborhoods directly
and indirectly (through spatial spillover effects). A seemingly unrelated model with
spatial error components is utilized to account for the multiple dimensions of gentrification, spatial autocorrelation, and unobserved heterogeneity across space. The
developed methodology is illustrated through the investigation of transit-induced gentrification in the neighborhoods within the proximity of the Regional Transportation
District Light Rail facility of the Denver–Aurora–Lakewood Metropolitan Statistical
Area (MSA). The results of the econometric analysis suggest that the predominantly
lower-income neighborhoods located close to centrally-located walk-and-ride light rail
stations have been experiencing the strongest socioeconomic impacts due to the light
rail: a 52.4 percent increase in median household income, a 10.0 percentage point
increase in educational attainment, and a 49 percent increase in median house value
due to the light rail during 1990–2011.

1

1. INTRODUCTION
1.1

Background and Motivation
The growth of the gross domestic product (GDP) per capita for emerging market

and developing economies (as defined by the International Monetary Fund) during
the last twenty years has been impressive. On average, their GDP per capita in
2011 purchasing power parities (PPP) was approximately $2,500 in 1990. It reached
$10,000 in 2014. During the same time period, income inequality has been growing
within and across countries (UNDP, 2013). Figure 1.1 shows the change of the income
share of the top one percent of the population for a group of countries in Asia, Africa
and Latin America. The figure suggests that, in most cases, the income growth for
the one percent of the population is not associated with an equivalent increase for
the remaining population, which leads to an increase in the income share of the top
one percent.
The phenomenon of increasing income inequality extends to developed countries
as well. In the United States (U.S.) income inequality has dramatically increased
since 1980. As can be seen in Figure 1.2, the income share of the top 10 percent of
the population was around 35 percent in 1980 and recently reached almost 50 percent.
Piketty (2013) suggested that this significant increase in inequality contributed to the
nation’s financial instability and the crisis of 2008 by stagnating the purchasing power
of the lower and middle class and leading households to take on debt. Considering
the total growth of the U.S. economy in the 30 years prior to the 2008 economic crisis
(1977-2007), it was found that the richest one percent absorbed 60 percent of the
total increase of U.S. national income (Piketty, 2013).
The inability of GDP to provide a more complete picture of social performance
and the increasing inequalities worldwide with significant negative externalities on in-

2

Figure 1.1. Progression of the Income Share of the Top One Percent
of the Population for a Selection of Countries (Source: World Top
Incomes Database, 2013)

Figure 1.2. Progression of the Income Share of the Top 10 Percent in
the United States (Source: Piketty (2013), Figure 8.7)

3
dividual well-being and social welfare led to the emergence of the concept of “inclusive
growth” (OECD, 2014). Several large institutions and non-governmental organization around the world have attempted to define and measure inclusive growth . The
World Bank (WB) and the International Monetary Fund (IMF) refer to inclusive
growth to denote both the pace and pattern of economic growth (Anand et al., 2013).
The Asian Development Bank (ADB) defines inclusive growth as “growth that not
only creates new economic opportunities but also one that ensures equal access to the
opportunities created for all segments of society, particularly for the poor” (Ali and
Son, 2007). Similarly, the Organization for Economic Cooperation and Development
(OECD) defines inclusive growth as “economic growth that creates opportunity for all
segments of the population and distributes the dividends of increased prosperity, both
in monetary and non-monetary terms, fairly across society” (OECD, 2014). However,
the efforts of the aforementioned organizations to define and measure inclusive growth
have not yet resulted in practical and theoretically sound methodologies.
The United Nations has described the current condition of global income inequality as great and persistent (UNDP, 2013). Today, the top eight percent of the global
population earns 50 percent of the total income, and there are several reasons why
this could be problematic. Rising income inequality could lead to less economic
growth. Several theoretical models have been developed in an effort to describe the
relationship between income inequality and economic growth. Kuznets (1955) showed
that, in the initial stages of economic development and especially when a society is
transitioning from a rural to an industrial organization, income inequality increases.
Later, as income keeps increasing, income inequality starts to decrease. This result
is demonstrated in the “Kuznets curve”, which is an inverted U-shaped relationship between income inequality and income. Other studies discussed the conceptual
mechanisms through which rising inequality could result in less economic growth.
For example, based on the theory presented by Ravallion (1998), the high number of
credit-constrained individuals in unequal societies leads to fewer investments and consequently less economic growth. Moreover, Bertola (1993) and Persson and Tabellini
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(1994) claimed that the need for redistribution in unequal societies results in distortionary fiscal policies (such as taxation), which could decrease future growth. The
empirical evidence on the effect of income inequality on economic output has also
been mixed. Based on a published meta-analysis, 65 percent of all the estimates produced by 37 empirical studies indicated that rising inequality leads to the reduction
of economic growth (de Dominicis et al., 2008). Additionally, a recent OECD study
concluded that countries where income inequality is decreasing grow faster (Cingano,
2014). With respect to poverty reduction and well-being, there is strong empirical
evidence that higher levels of income inequality retard poverty alleviation and negatively impact individuals’ health and welfare (Chambers and Krause, 2010; Ravallion,
2014; van der Hoeven, 2010). Also, several researchers investigated the social impacts
of income inequality and found that it is correlated with violence, crime, social exclusion, political corruption, threat to democratic participation, and civil conflict (Beitz,
2001; Nel, 2008; Solt, 2008, 2010).
It becomes clear that, apart from the effort to induce economic growth through
appropriate transportation investments and policies, it is equally important to concentrate on transportation investments and policies that lead to the reduction of income inequality. Despite extensive research, methodologies for evaluating the wider
economic impacts (such as travel time reliability, market access, and connectivity
impacts) of transportation improvements have just drawn the attention of state departments of transportation (DOT) and local transportation agencies, who are interested not only in better understanding the broad economic implications and impacts
of transportation projects, but also in expanding their practices with respect to the
assessment of potential economic development. However, with respect to the equitable distribution of the economic benefits of transportation investments and policies,
there is a gap in both the state of the art and the state of practice. To be able to
propose transportation investments and policies that reduce income disparities and
lead to a more equitable society, it is crucial to first assess the socioeconomic and

5
distributional consequences of existing transportation projects. Regarding this topic,
the aforementioned research gap remains.
Few studies have focused on the evaluation of transportation impacts disproportionately experienced by certain income groups or communities. For example, limited
research has concentrated on the well-known problems faced by low-income rural communities, such as disproportionate amount of fatalities due to low quality of road infrastructure, and lack of access to affordable transportation modes (and subsequently,
lack of access to quality health care) (Fletcher et al., 2010). Moreover, despite the
extensive research on the capitalization of accessibility benefits from transit in urban
areas, only a few studies have investigated the associated socioeconomic impacts and
gentrification pressures around transit-oriented developments (TOD) (Grube-Cavers
and Patterson, 2015; Kahn, 2007).
Additionally, a limited number of studies have demonstrated the positive effect of
transportation projects on low-income and spatially segregated communities. Existing
research on the subject has been typically motivated by international development
organizations, such as the WB. For example, Jacoby (2000) developed a model for
estimating the household-level benefits of hypothetical road projects in Nepal using
information on the value of farmland and the distance to markets. He found that the
predicted increase in social welfare is predominantly due to an increase in mean income
instead of a reduction in income inequality. Brenneman and Kerf (2002) and Gannon
and Liu (1997) summarized the results from empirical studies that investigated the
link between rural poverty and transport in developing countries and concluded that
rural transportation improvements raise farmer incomes, contribute to the growth of
businesses that hire the poor, and increase access to education and health care.
This dissertation contributes to research in the area of socioeconomic and distributional implications of transportation investments by quantifying the average impact
of transportation infrastructure development on (i) economic growth and income inequality in 36 countries across six continents and (ii) neighborhood socioeconomic
and housing market characteristics in a single urban area.
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The impacts of interest are analyzed at two spatial scales: macroscopic (country
level) and microscopic (regional level). Based on White and Running (1994), scale can
be defined as “both the limit of resolution where a phenomena is discernible and the
extent that the phenomena is characterized over space and time”. Changes in scale
are typically associated with changes in heterogeneity (King, 1991). A larger extent
increases heterogeneity and could reveal processes not previously seen and simultaneously reduce the significance of previously-important processes (King, 1991; Kok
and Veldkamp, 2001). On the contrary, a coarser resolution reduces heterogeneity.
The relationship between resolution and extent is typically inverse (King, 1991). For
this reason, moving from a small to a large scale involves an increase in extent and,
at the same time, a decrease in resolution (King, 1991). This holds for the analysis
conducted as part of this study. When we analyze a single urban area, the analysis
unit is a census block group; when we analyze 36 countries together (increase in extent), the analysis unit is a country (decrease in resolution). As the extent increases
and the resolution decreases, the literature suggests that it becomes very challenging
to capture crucial relationships (Kok and Veldkamp, 2001).
The importance of analysis at different spatial scales has been highlighted mainly
in earth sciences. A considerable amount of research has been conducted on the influence of scale on the analysis results (Gibson et al., 2000; Turner et al., 1995). In
transportation engineering, the influence of spatial scale has been investigated mostly
within the context of traffic simulation and safety, with models that attempt to utilize useful information from different spatial levels (Helbing et al., 2002; Song et al.,
2015). With respect to the wider economic impacts of transportation investments,
the majority of studies have concentrated on either macroeconomic (country level)
or microeconomic (local level) analyses. Macroeconomic analyses are theoretically
founded on the Solow growth model and have focused on estimating the impact of
infrastructure capital on GDP growth using state-level or country-level data (Bom
and Ligthart, 2014). Localized analyses have focused on estimating productivity
benefits to businesses experienced through buyer-seller, costumer, and labor market
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expansions using input-output models and econometric models (OECD, 2007). However, very few studies in this domain included analyses from different spatial scales.
For example, Mills and Fricker (2011) investigated the economic impacts of bypasses
on small and medium-sized communities in Indiana at the county and the ZIP-code
level; the study concluded that the ZIP code-level models were more informative because they could capture the positive average economic impact of bypasses as well as
negative impacts in certain areas through spatial spillover effects.
The distributional consequences of transportation investments and policies have
also been studied either at a macro or a regional level. A limited number of studies
have investigated the effects of transportation, energy, and telecommunications infrastructure on the distribution of income using data at the country level (Calderón and
Servén, 2004; Raychaudhuri and De, 2010; Seneviratne and Sun, 2013). Similarly,
a small number of studies have focused on the localized socioeconomic and distributional impacts of transportation investments (Grube-Cavers and Patterson, 2015;
Kahn, 2007). This study adds to the existing knowledge not only by concentrating
on essential subjects that have not been adequately captured by previous research,
but also by including analyses from two different spatial scales.

1.2

Research Objectives
This dissertation contributes to the research in the area of socioeconomic and dis-

tributional implications of transportation investments by: (i) studying the effects of
transportation infrastructure development on economic growth and income inequality
at a macroscopic level and (ii) developing a methodology for quantifying the potentially causal relationship between gentrification (measured as socioeconomic change)
and urban rail development at a regional level.
Through the macro-level analysis, this study attempts to estimate the direct impacts of transportation infrastructure development on the mean income (GDP) and
the income distribution (income inequality), as well as the indirect impacts emerg-
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ing from the hypothesized relationship between GDP and income inequality. These
impacts are modeled within a system of simultaneous equations and estimated using
three-stage least squares. Microdata from nationally-representative household surveys from 36 countries are used to calculate measures of income inequality. Only
two measures of transportation infrastructure (road density and railroad density) are
used due to data limitations at the country level. Despite the limitations, this is the
first time transportation-specific measures are used in macroeconomic distributional
analyses; past studies have used aggregate indexes of infrastructure quantity and
quality. Also, this analysis differs from existing literature because it focuses not only
on the direct relationships but also on the possible interdependancies among GDP,
income inequality, and transportation infrastructure capital. The results of this research can assist policy-makers in understanding the macroeconomic implications of
transportation investments.
The objective of the regional analysis is to develop an appropriate methodology for
quantifying gentrification induced by public investments in urban rail infrastructure.
Gentrification is defined as “the transformation of a working-class or vacant area of
the central city into middle-income residential and/or commercial use” (Lees, 2008).
This complex phenomenon is measured here at the census block-group level using
median household income, educational attainment, and median house value. The
methodology includes the use of spatial quasi-experimental approaches and a seemingly unrelated model with spatial error components to: (i) test the causal hypothesis,
(ii) consider local (to the treatment) spatial spillover effects, which, if not considered,
may lead to biased estimates, (iii) take into account the multiple dimensions of gentrification, and (iv) account for spatial autocorrelation. The developed methodology
is illustrated through the investigation of transit-induced gentrification in the neighborhoods within the proximity of the Regional Transportation District Light Rail
facility of the Denver–Aurora–Lakewood Metropolitan Statistical Area (MSA). The
primary audience of this research is any transit authority, planning agency, and re-
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search center interested in estimating the socioeconomic impacts of urban rail and
bus rapid transit systems.

1.3

Dissertation Organization
The first chapter provides the broad context for this dissertation and discusses

the methodological contributions.
Chapter 2 focuses on the macroeconomic analysis of transportation infrastructure
development. The chapter first discusses the hypothesis with respect to the direct and
indirect impacts of transportation infrastructure on GDP and income inequality, and
presents the review of past literature. The methodology is then introduced, including
a system of simultaneous equations with GDP and income inequality, the theoretical
background of the economic models used, and the three-stage least squares estimator.
The descriptive analysis of the data follows. The empirical analysis, the discussion
of results, and a sensitivity analysis regarding income inequality measures are finally
presented.
Chapter 3 concentrates on quasi-experimental approaches. It presents the standard difference-in-differences (DID) method and a recently-developed spatial DID
method as well as the associated assumptions. The aforementioned methods are then
expanded for the case of multiple and sequential partially-overlapping treatments.
Subsequently, the average treatment effects are calculated based on the presented
specifications.
Chapter 4 explores the hypothesis of transit-induced gentrification. The theoretical background is first discussed. The methodology for the identification of the potentially causal relationship between urban rail investments and gentrification, which
includes the spatial DID method presented in Chapter 3, is then presented. The
empirical setting, which is the Light Rail facility of the Denver–Aurora–Lakewood
MSA, is introduced, followed by the data description. The econometric analysis is
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complemented by a sensitivity analysis with respect to proximity definition, spatial
weights matrix definition, gentrification measures, and data imputation approach.
Chapter 5 recapitulates the methodological and practical significance of this dissertation, draws overall conclusions, and discusses limitations and future research.

11

2. MACROECONOMIC IMPACTS OF TRANSPORTATION
INFRASTRUCTURE IMPROVEMENTS
2.1

Introduction
Transportation infrastructure is considered one of the main pillars of economic

development. It has tremendous impacts on businesses in the manufacturing, mining,
agricultural and other sectors, as well as on international trade, mainly by improving
connectivity and mobility. It also increases employment opportunities directly, by
providing employment in the transportation sector, and indirectly, by attracting new
businesses and inducing employment in other sectors. Additionally, transportation
infrastructure improvements could enhance the quality of life of individual households
by providing better connectivity and accessibility.
By affecting business productivity and trade, and creating employment opportunities, transportation infrastructure has a direct effect on GDP per capita. Transportation infrastructure improvements could also have a direct effect on lower-income
households, for example, by improving connectivity and accessibility to markets, employment, education and health services for lower-income households located in rural
areas or spatially segregated neighborhoods. The generative and redistributive effects
of transportation improvements are shown in Figure 2.1 as direct effects on GDP and
income inequality, respectively.
As mentioned in Chapter 1, many countries, including the U.S., have been experiencing positive economic growth and increase in income inequality at the same
time. Herein, we hypothesize that there is a relationship between GDP per capita
and income inequality, but we do not make assumptions on the direction of this relationship. The hypothesized direct relationships between infrastructure and GDP,
infrastructure and income inequality, and GDP and income inequality imply that
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there exists an indirect relationship between infrastructure and income inequality
(channeled via changes in GDP), as well as an indirect relationship between infrastructure and GDP (channeled via changes in income inequality). This is presented in
Figure 2.1 as a double-headed arrow between GDP per capita and income inequality.

Figure 2.1. Direct and Indirect Impacts of Transportation Infrastructure Development on the Income Distribution

This chapter focuses on the estimation of the direct and indirect impacts of transportation infrastructure development on income inequality and economic growth,
which constitutes an assessment of the macro-scale impacts of transportation projects
around the world. Microdata from nationally-representative household surveys in 36
countries are used to calculate measures of income inequality and study how they relate to GDP per capita and to transportation infrastructure capital through a system
of simultaneous equations. Due to data limitations at the country level, two measures
of transportation infrastructure capital are used: (i) road density, which is the ratio of
the total length of the road network (as reported to the World Bank (WB) mainly by
national road associations) to the country’s land area, and (ii) railroad density, which
is the ratio of the total length of the railway routes used for passenger or freight
service (irrespective of the number of parallel tracks) to the country’s land area1 .
1

The land area is defined by the WB as the total surface area minus the area under inland water
bodies, national claims to continental shelf, and exclusive economic zones
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Previous studies on macroeconomic infrastructure impacts on income inequality have
used aggregate indexes that average different types of infrastructure improvements.
This study constitutes the first attempt to isolate the impacts of transportationspecific infrastructure capital on income inequality. The aforementioned measures of
transportation infrastructure can only capture the quantity (and not the quality) of
available road and railroad infrastructure. Additionally, public transportation systems, which are expected to have a significant impact on lower-income households,
are not captured within the two measures of transportation infrastructure used here.
This research enhances existing knowledge in several ways. First, much research
effort has been devoted to the investigation of the relationship between public capital
(including transportation infrastructure) and economic growth. Aschauer (1989b) is
considered the first to focus on the role of government spending in the productivity
of capital as an effort to explain the decline in the rate of growth of productivity in
the U.S. Numerous similar studies on the topic followed. Bom and Ligthart (2014)
conducted a meta-analysis of 68 studies published during the last 30 years on the effect of public capital on economic growth and estimated that the average elasticity of
public capital is equal to 0.106. However, only three studies, to our knowledge, have
researched the redistributive impacts of transportation infrastructure development:
(i) Calderón and Servén (2004) investigated the effect of infrastructure capital quality
and quantity on income inequality for a group of 100 countries, using an aggregate index that incorporated transportation, energy and telecommunications infrastructure;
(ii) Seneviratne and Sun (2013) adopted the same aggregate index and conducted
a similar investigation for 76 advanced and emerging economies; (iii) Raychaudhuri
and De (2010) studied the interrelationships among infrastructure, trade openness
and income inequality, using panel data of 14 Asia-Pacific countries. All of the aforementioned studies used aggregate indexes that included, among others, transportation capital measures. Two out of the three studies found that better infrastructure
quality and quantity promote income equality.
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Second, past studies on income inequality and on how it relates to economic growth
and transportation investments have used the Gini coefficient as a measure of income
inequality. Although the Gini coefficient has been the most commonly-used measure
of inequality, current research on the distribution of income has proposed the use of
microdata for estimating better income standards and measures of inequality (Foster
and Szekely, 2008). This research follows that approach and uses data from 231
nationally-representative household surveys to calculate income inequality measures.
Third, the existing literature has focused narrowly on either the relationship between transportation infrastructure improvements and economic growth or the relationship between transportation infrastructure improvements and income inequality.
This study investigates the possible interdependencies among economic growth, income inequality, and transportation infrastructure improvements through a system of
simultaneous equations, in an effort to more accurately capture the total (direct and
indirect) impact of transportation infrastructure on income inequality and economic
output.
The results of this study can assist policy-makers in understanding the macroeconomic implications of transportation investments and in re-assessing the traditional
performance measures used in transportation project evaluation.

2.2

Literature Review

2.2.1 Economic Growth and Infrastructure Capital
Aschauer (1989a,b,c, 1990, 1993, 2000) first focused on the relationship between
economic growth and government spending and published a series of studies on the
matter. For example, Aschauer (1989b) studied the role of government spending in
the productivity of private capital and total factor productivity in the U.S. during
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the years 1949–1985. The author expanded the generalized Cobb-Douglas production
function to include the public capital stock as an input in the production process:
 
 
 
Yt
Lt
Gt
ln
= α0 + α1 t + α2 ln
+ α3 ln
+ α4 ln(cut ) + ut
(2.1)
Kt
Kt
Kt
where Yt is the real aggregate output of goods and services of the private sector, Kt
is the private capital stock, Lt is aggregate employment of labor services, Gt is the
public capital stock, cut is the capacity utilization rate, which controls for the effect
of business cycles, ut is the error term, and t symbolizes time. For his empirical
analysis, Aschauer used annual data from the U.S. Department of Labor (Monthly
Labor Review) and the U.S. Department of Commerce (Fixed Reproducible Tangible
Wealth 1925–1985). The public capital stock, Gt , included federal, state and local
non-military stock of equipment and structures. The author found that a one-percent
increase in the ratio of public to private capital increased the productivity of private
capital by 0.39 percent. He also investigated the effect of different types of public
capital on private capital productivity. Results indicated that “core” infrastructure
(highway, transit, airport, electrical, gas, and water facilities), which accounted for 55
percent of the total public non-military stock, had the highest impact on productivity,
with an elasticity equal to 0.24.
Since Aschauer (1989b), there have been numerous studies on the output elasticity
of public capital. Bom and Ligthart (2014) collected 578 estimates of the private
output elasticity of public capital from 68 studies published during the period 1983–
2008. The purpose of this section is to provide some insight into the estimation of
the output elasticity of public capital and the challenges involved by discussing the
most important past studies in this domain.
Like Aschauer (1989b), the majority of past studies on economic growth and public
capital did not specifically focus on transportation infrastructure capital. There are,
however, several exceptions. One of the first studies that looked into different types
of infrastructure was conducted by Munnell (1990). She explored the effects of public
capital in the production process, private sector investment, and employment growth
at the state level in the U.S. (48 states) during the years 1970–1986. Since no data on
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private and public capital were available by state, the author followed an elaborate
estimation process to divide up the national totals. Regarding public capital, annual
state public investment was used to distribute the total capital to the states. In
the case of private capital, measures of each state’s manufacturing, agricultural and
other activities were used. The following generalized Cobb-Douglas function was first
analyzed:
ln(Yt ) = α0 + α1 ln(Kt ) + α2 ln(Lt ) + α3 ln(Gt ) + α4 U + ut

(2.2)

where Yt , Kt , Gt now correspond to the state-level output, private capital and public capital, respectively, Lt is employment on non-agricultural payrolls, and U is the
unemployment rate. The results from the regression analysis showed that the elasticity of output with respect to public capital, α3 , is 0.15, which is significantly lower
than the elasticity found at the national level by Aschauer (1989b). Also, the coefficients of the production inputs, α1 , α2 , and α3 , add up to 1.05, which implies slightly
increasing returns to scale. The study continued with investigating the effect of different components of public capital on the state economic output using the following
function:
ln(Yt ) = α0 + α1 ln(Kt ) + α2 ln(Lt ) + α3 ln(Ht ) +
α4 ln(W St ) + α5 ln(Ot ) + α6 U + ut

(2.3)

where Ht is the highway capital stock, W St is the water and sewer system capital
stock, and Ot is remaining state and local capital. Results indicated that a onepercent increase in highway capital would raise output by 0.06 percent, while a onepercent increase in water and sewer capital stock would raise output by 0.12 percent.
Furthermore, the author studied the relationship between productivity of private
capital and public capital using a Cobb-Douglas and a translog production function
and it was found that this relationship is positive. Most importantly, highway capital
was found to be a substitute for private capital (the more highway capital, the less
private capital required), while water and sewer facilities were found to be strong
complements to private capital.
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Aschauer (1990) also studied the relationship between highway infrastructure characteristics and per capita growth rate of output in the U.S. (48 states) during the
years 1960–1985. The total existing road mileage relative to the square mileage of
the state (proxy for highway capacity), percent of highway mileage of deficient quality, and vehicle density (total vehicle registrations per highway mile) were included
in the empirical analysis. The analysis was conducted using ordinary least squares
(OLS), weighted least squares (to correct for heteroskedasticity of error terms in the
state cross-section data) and two-stage least squares (to address possible simultaneity
bias). Results indicated that transportation infrastructure played a significant role
in the process of regional economic growth. Specifically, it was found that the rate
of growth of per capita income is related to highway capacity and pavement quality,
while the effect of vehicle density was statistically insignificant. It was also found that
rural highway capacity has a higher effect on growth than urban highway capacity.
Garcia-Mila and McGuire (1992) investigated the effect of publicly-provided highways and education to economic output in the U.S., using a panel data set which
included annual observations on the 48 contiguous states during the years 1969–1983.
A Cobb-Douglas production function was utilized to relate the gross state product
with the state private capital, labor, highway capital and education as follows:
ln(Yt ) = α0 + α1 ln(K1t ) + α2 ln(K2t ) + α3 ln(Lt ) + α4 ln(Ht−1 ) +
α4 ln(Et−1 ) + α5 Pt + α6 Mt + α7 St + ut

(2.4)

where K1t is private capital stock of structures, K2t is the private capital stock of
equipment, Lt is the total number of employees, Ht−1 is the highway capital stock per
square mile, Et−1 is the total state and local expenditures for K-12 and post-secondary
education, Pt is the population, Mt is the industrial mix, and St is the median years of
schooling. The capital stock for each state in a base year was estimated by allocating
the capital stock for the U.S. to each state based on its share of total investment. A
similar process was followed for the highway capital, using the share of total highway
mileage for estimating the highway capital for a base year. Annual expenditures on
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highways from the Bureau of Census were used to complete the series of highway
capital stock. Time fixed effects were included to control for the effects of business
cycles and technological changes. Although highway capital was found to have a
statistically significant impact on state economic output, the estimated elasticity was
relatively low (0.045) compared to previous studies.
The first studies on transportation infrastructure productivity focused on the U.S.,
but soon enough, cross-country analyses started to appear. For example, Canning
and Fay (1993) studied the effect of transportation infrastructure on economic growth
using a panel data set of 96 countries for the period 1960–1985 taken at five-year
intervals. A generalized Cobb-Douglas production function that included government
consumption (as a percentage of GDP) and the length of paved roads and railroads
per worker was used. Empirical analysis was conducted for the level as well as the
growth of output, and both OLS and two-stage least squares were used. The study
concluded that the rate of return to transportation infrastructure is high in middleincome countries that are developing rapidly and lower for developed economies.
The challenges associated with the estimation of infrastructure capital productivity have been discussed by numerous researchers. The existence of reverse causality
(increased economic output leading to more infrastructure capital) has been a main
concern (Gramlich, 1994; Hulten, 1990; Tatom, 1991a). The use of appropriate econometric techniques, such as instrumental variable estimators, has been able to reduce
this problem. For example, Farhadi (2015) used feasible generalized weighted least
squares and the system generalized method of moments (GMM) to evaluate the impact of transport infrastructure on economic growth for 18 OECD countries based on
the endogenous growth model proposed by Madsen (2010):
 
 d
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= α0 + α1 DT Ft + α2 ∆Et + α3 ∆lnSt + α4 ln
+ α5 ∆lnStf +
L t
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where ∆ is a five-year difference operator, d corresponds to domestic, f corresponds to
foreign, the dependent variable denotes productivity (output per hour worked), DT F
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is the distance to the frontier, E denotes educational attainment, S denotes stock of
knowledge, X is the number of patent applications, Q denotes product variety, (X/Q)
corresponds to research intensity, P is population growth, IN F R is the capital stock
of transportation as a share of GDP, and Z is a set of control variables (such as trade
openness, taxation, inflation, and interaction terms). The productivity elasticity of
transportation infrastructure capital was found equal to 0.014.
Another issue has been the existence of common trends between capital and productivity (Bom and Ligthart, 2014; Gramlich, 1994). This can be resolved by using
first-order time differences of the production function as in Tatom (1991a). He tested
what he referred to as “the public capital hypothesis”: the assumption that a public capital increase would have a positive effect on private output and productivity.
When the relative price of energy was included in the production equation, as well
as a quadratic term to control for the effect of the pace of technological change, a
decrease in the output elasticity of public capital (0.132) was observed. After using a first-order time differences of the production function to address the issues of
non-stationary variables, the effect of public capital became statistically insignificant.
The author concluded that claims of positive and significant effects of public capital
on economic output in his study as well as previous studies occurred due to spurious
estimates.
Similar conclusions were drawn by Evans and Karras (1994a), who analyzed a
panel dataset for the 48 contiguous states for the period 1970–1986. Cobb-Douglas
and translog production functions were used under three different assumptions: (i)
error terms uncorrelated across states and over time, (ii) fixed effects across states
and over time, and (iii) first-order time differences with fixed or random effects over
time. No evidence of public capital productivity was found; the results were consistent across different model specifications. In a similar study, Evans and Karras
(1994b) analyzed panel data from seven countries (Belgium, Canada, Finland, Germany, Greece, United Kingdom, and the U.S.) during the years 1963–1988, and found
that government capital appears to be productive only when the model does not in-
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clude time effects, therefore concluding that there is no evidence of a statistically
significant effect on aggregate output.
Other challenges have been identified by some researchers. For example, Hulten
(1990) discussed the study by Munnell (1990) and identified several potential biases
that could apply to other similar studies: (i) the productivity benefits from the public capital of a certain state to the rest of the states were ignored; (ii) there was no
adjustment for the intensity of infrastructure use, which could be an important issue
because capital services obtained from highly-congested infrastructure could be less
productive compared to non-congested assets; (iii) a lagged reaction in private sector
output to a change in public capital would have been more realistic. In response to (i),
Holtz-Eakin and Schwartz (1995) studied the effect of state highways on productivity
and their associated geographic spillovers during the years 1969–1986. The authors
introduced a relationship between the highway capital stock of a state and the highway capital stock of neighboring states to the Cobb-Douglas production function to
allow highway capital to influence output in the neighboring states as well. Results
suggested that there were no significant productivity spillovers from state highways.
Based on a meta-analysis of 68 studies, the average private output elasticity of
public capital is 0.106 (Bom and Ligthart, 2014). However, as discussed in this section, some researchers have reported that the elasticity of public capital becomes
statistically insignificant, after using fixed/random effects or first-order time differences (Evans and Karras, 1994a; Tatom, 1991a). A strong conclusion regarding the
existence of a quantifiable impact of public capital at the country level cannot be
reached based on the amount of studies we were able to review.
The relationship between economic output and infrastructure capital is only one
component of the interdependent relationships this study attempts to quantify, as
shown in Figure 2.1. Addressing the challenges faced by past researchers identified in
this literature review becomes less relevant when a system of simultaneous equations
for economic output and income inequality is used, as in the case of this study.
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2.2.2 Measures of Income and Income Inequality
Income standards could be characterized as measures of the size of the income
distribution, while income inequality measures reflect the spread of the income distribution (Foster et al., 2013). The most commonly-used income standards are: (i)
quantile incomes (such as median income, income at the 10th percentile), (ii) partial
means (such as mean income of the lowest 10%, mean income of the highest 10%),
(iii) general means, and (iv) the Sen mean (Foster et al., 2013).
Quantile incomes and partial means focus on a specific point or range of the
income distribution; this implies that any changes in the remaining distribution are
not reflected by these income standards. On the contrary, general means consider the
entire income distribution. Atkinson (1970) first suggested the use of general means
as a measure of social welfare, but it was not until recently that this type of income
standard gained the support of researchers (Causa et al., 2014; Foster and Szekely,
2008; Foster et al., 2013). If the population is arranged in ascending order of their
income, the general means can be calculated as:
 α
1
x1 + xα2 + · · · + xαN α
, α 6= 0
µα =
N

(2.6)

where xi is the income of individual i, N is the population, and α is a parameter
that can be adjusted to emphasize either lower or higher incomes. When α is equal
to one, general means correspond to the arithmetic mean. When α is equal to zero,
general means correspond to the geometric mean which is calculated as:
1

µ0 = (x1 × x2 × · · · × xN ) N

(2.7)

For α < 1, general means satisfy the “transfer principle” and can be interpreted
as a measure of welfare (Foster et al., 2013). The transfer principle implies that when
a transfer occurs from a person with a higher income to a person with a lower income,
the general means increase. Section 4.4 provides a specific example that shows the
general means calculated using disposable household income for different values of α
for a single country.
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The most widely-used income inequality measure is the Gini coefficient. It was
developed by the Italian statistician Corrado Gini in 1912 and it measures the average
difference between income pairs relative to the mean of the income distribution. The
Gini coefficient is defined as follows:
N

N

XX
1
|xi − xi0 |
G=
2N 2 × x̄ i=1 i0 =1

(2.8)

where x̄ is the mean of the income distribution.
Atkinson’s class of inequality measures constitute a comparison between the arithmetic mean and another income standard from the family of general means. Atkinson’s class of inequality measures is defined as follows:
Aα = 1 −

µ(x; α)
x̄

(2.9)

These measures of inequality lie between 0 and 1; higher values correspond to higher
inequality.
Transfer sensitivity is an attractive property for inequality measures. It implies
that when a transfer occurs from a high-income household to a low-income household, the overall welfare rises because the gain to the low-income household is greater
than the loss of the high-income household. The Gini coefficient satisfies the transfer
principle, but it is not transfer sensitive and changes by the same amount irrespective
of the type of transfer (Foster et al., 2013). On the contrary, Atkinson’s class of
inequality measures satisfy transfer sensitivity among other properties (Foster et al.,
2013). For this reason, this study chooses to use Atkinson’s class of inequality measures instead of the Gini coefficient. Additionally, a sensitivity analysis is conducted
to capture possible changes in the results associated with a change in the definition
of income inequality (inequality defined using different values of α; inequality defined
as the Gini coefficient).
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2.2.3 Income Inequality and Economic Growth
The relationship between income inequality and economic growth has been a controversial subject in the economics literature. The majority of theoretical models
on the subject predict that income inequality negatively affects growth (Persson and
Tabellini, 1994; Ravallion, 1998). With respect to the empirical evidence, de Dominicis et al. (2008) conducted a meta-analysis of 37 empirical studies on relationship
between inequality and growth and found that 65 percent of the estimates suggest
that rising inequality leads to reduced growth. The relationship investigated by most
past studies is formulated as (Castelló-Climent, 2005; de Dominicis et al., 2008):
1
∆lnyi,t = α0 lnyi,t−τ + α1 Gi,t−τ + Xi,t−τ β + εi,t
τ

(2.10)

where yi,t is the real per capita GDP of country i in year t, τ is the time span of
the data, G is the Gini coefficient, X is a matrix of appropriate controls (including a
constant), and ε is the error term. To avoid omitted variable bias, a fixed or random
effects model can be estimated instead (Castelló-Climent, 2005; de Dominicis et al.,
2008):
lnyi,t = α0 lnyi,t−τ + α1 Gi,t−τ + Xi,t−τ β + ξt + ui + εi,t

(2.11)

where ξt is a time-specific fixed effect, and ui corresponds to country-specific characteristics that are constant over time. Castelló-Climent (2005) explained the econometric problems associated with the estimation of the previous specification using
random/fixed effects or first-difference GMM and proposed the use of system GMM.
Our attention is drawn to the studies that used general means to investigate the
relationship between economic growth and inequality (or lower incomes). Using 188
nationally representative household surveys from 34 countries during the years 1976–
2000, Foster and Szekely (2008) rejected the hypothesis that low incomes grow at
the same pace as average incomes. General means for −4 ≤ α ≤ −1 were used as
measures of lower incomes. It was found that the growth of the mean is not related
to the growth of lower incomes.
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Causa et al. (2014) also used general means as part of a system of structural
equations and studied the effect of government policies on household incomes across
a sample of OECD countries during the years 1985–2010. The following specification
was used without the provision of a theoretical basis:
∆ln(GDPt ) = β0 − β1 GDPt−1 + β2 ln(st ) + β3 ln(ht ) − β4 nt + β5 t +
δ1 ∆ln(st ) + δ2 ∆ln(ht ) + δ3 ∆ln(nt ) + ln(Zt−1 )γ + ε

(2.12)

∆µα (xt ) = η0,α + η1,α ln(T Tt ) + η2,α ∆ln(GDPt ) + η3,α ln(GDPt ) −
η4,α µα (xt−1 ) + ln(Zt−1 )φα + u

(2.13)

where ∆ln(GDPt ) and ∆µα (xt ) are the change in GDP per capita and income standards respectively between years t and t−1, s is the share of investment in productive
capital over GDP, h is the average years of schooling, n is the growth rate of the working age population, T T is the change in export relative to import prices, Z is a vector
of policy variables, and ε and u are error terms (correlated across equations). Country
fixed effects, time fixed effects, and country-specific time fixed effects were added as
well in both equations.
Causa et al. (2014) suggested that in this setting: (i) γj /β1 is the impact of policy Zj on the long-term level of GDP per capita, (ii) (η3,α /η4,α ) × (γj /β1 ) is the
indirect impact of policy Zj on the long-term level of household income standard
channeled via the impact of policy Zj on GDP per capita, (iii) φα,j /η4,α is the direct impact of policy Zj on the long-term level of household income standard, (iv)
(η3,α /η4,α ) × (γj /β1 ) + φα,j /η4,α is the total impact of policy Zj on the household income standard. The results were similar to Foster and Szekely (2008): GDP growth
does not fully trickle down to lower incomes. In terms of pro-growth policies, Causa
et al. (2014) found that reducing barriers to domestic competition, trade and foreign direct investment, increasing job-search support, and reducing unemployment
benefits disproportionately benefit lower incomes compared to the average income.
An interesting strain of the economic growth–income inequality literature, which
includes the previously-mentioned work by Causa et al. (2014), corresponds to models
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of the simultaneous evolution of growth and income inequality. Lundberg and Squire
(2003) first introduced such a model:
∆y = Sα1 + M α2 + α3 G + u

(2.14)

G = Sβ1 + P β2 + β3 ∆y + v

(2.15)

where ∆y is the growth of GDP per capita, G is the Gini coefficient, S is a matrix
of exogenous variables that are correlated with both GDP growth and inequality,
M is a matrix of exogenous variables that are correlated with GDP growth but not
inequality, and P is a matrix of exogenous variables that are correlated with income
inequality but not GDP growth. Using three-stage least squares, Lundberg and Squire
(2003) found that the relationship between income inequality and economic growth
is indeed interdependent and that using a system of simultaneous equations leads
to significantly different policy implications. Other similar studies followed. For
example, Fielding and Torres (2006) expanded the framework introduced by Lundberg
and Squire (2003) and studied a system of four structural equations (economic growth,
income inequality, education, and health).
A way to express the interdependent relationships among economic growth, income inequality and transportation infrastructure improvements (as shown in Figure
2.1) is through a model of the simultaneous evolution of economic growth and income
inequality; this is discussed in detail in Section 2.3.1.

2.2.4 Relationship between Income Inequality and Infrastructure Capital
A few studies have attempted to empirically identify the relationship between income inequality and infrastructure capital. López (2003) was the first to investigate
the short-term and long-term impacts of public capital and governmental policies on
both inequality and economic growth by separately estimating the following equations:
∆lnyi,t = αlnyi,t−1 + Xi,t β + ξt + ui + εi,t

(2.16)
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∆lnGi,t = α̃lnGi,t−1 + Xi,t β̃ + ξ˜t + ũi + ε̃i,t

(2.17)

Based on López (2003), for a given policy j (included in matrix X), the short-term
impact on inequality after taking into account changes in growth can be calculated as
φj,S = β̃/β, while the long-term impact is φj,L = αβ̃/α̃β. The study evaluated the effect of several policies such as infrastructure development (per capita telephone lines),
education, trade openness, inflation and government consumption on the Gini coefficient and GDP growth for over 40 countries during the period 1960–2000 (five-year
averages) using the first-difference GMM estimator by Arellano and Bond (1991) on
each equation seperately. With respect to public infrastructure, the study concluded
that it increases economic growth and it decreases the change of income inequality.
Calderón and Servén (2004) focused on the impacts of infrastructure development
on income inequality and economic growth. The study was largely based on López
(2003); a similar specification, empirical approach, and control variables (government
policies apart from infrastructure) were used. However, a significant diversion from
López (2003) is the calculation of aggregate indexes of infrastructure stock and quality.
The index of infrastructure stock was defined as follows (Calderón and Servén, 2004):
 
 
 
Z1
Z2
Z3
P l(z)i,t = 0.6159 ln
+ 0.6075 ln
+ 0.5015 ln
(2.18)
L i,t
L i,t
A i,t
where Z1 /L is the number of telephone lines per 1,000 workers, Z2 /L is the electricity
generating capacity per 1,000 workers, and Z3 /A is the total length of road network
divided by the surface area of the country. Additionally, the index of infrastructure
quality was defined as (Calderón and Servén, 2004):
P l(qz)i,t = 0.5923 ln(Q1 )i,t + 0.5814 ln(Q2 )i,t + 0.5578 ln(Q3 )i,t

(2.19)

where Q1 is the waiting time of telephone line installation, Q2 is the percentage of
transmission and distribution losses in electricity production, and Q3 is the percentage of paved roads in the road network. The authors noted that the correlation
between P l(z) and P l(qz) is equal to 0.74. The empirical analysis included fiveyear averages from 121 countries during the period 1960–2000. Results indicated
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that income inequality decreases with an increase in infrastructure stock or an improvement in infrastructure quality. The results were also found to be robust across
different econometric techniques and measures of inequality (Gini coefficient and income shares). Seneviratne and Sun (2013) conducted a comparable study following
the methodology by Calderón and Servén (2004) and found similar results.
Raychaudhuri and De (2010) modeled the linkages between infrastructure development, trade, and income inequality using data from 14 Asian countries. A system
GMM estimation revealed that infrastructure quantity and quality (measured by aggregate indexes) do not significantly affect trade or inequality.
In summary, past studies have accounted for the impact of transportation and
other infrastructure improvements on income inequality through the use of aggregate
infrastructure indexes. However, this study does not follow this approach and uses
transportation infrastructure-specific measures to isolate the impacts of this particular
infrastructure type.

2.3

Methods

2.3.1 Simultaneous Evolution of Growth and Income Inequality
Lundberg and Squire (2003) presented a system of simultaneous equations to
model the interdependent relationship between economic growth and income inequality. To allow for an assessment of the direct and indirect impacts of infrastructure
development on economic growth and income inequality, we incorporate transportation infrastructure capital in the model proposed by Lundberg and Squire (2003):
∆y = Sα1 + M α2 + α3 A + u

(2.20)

A = Sβ1 + P β2 + β3 ∆y + v

(2.21)

where ∆y is the growth of GDP per capita, A is a measure of income inequality
(Atkinson’s class of inequality measures or the Gini coefficient), S is a matrix of
exogenous variables (including infrastructure capital growth) that are hypothesized
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to be correlated with both GDP growth and inequality, M is a matrix of exogenous
variables that are hypothesized to be correlated with GDP growth but not inequality,
and P is a matrix of exogenous variables that are hypothesized to be correlated with
income inequality but not GDP growth.
It can be easily seen that, in this system of simultaneous equations, ∆y and
A are jointly determined and are, therefore, endogenous. This system can also be
characterized as “complete” because the number of equations is equal to the number
of endogenous variables (Greene, 2012). Solving the two equations for ∆y and A
produces the reduced form of the model:
α1 + α3 β1
α2
α 3 β2
α3
1
+M
+P
+
v+
u
1 − α 3 β3
1 − α3 β3
1 − α3 β3 1 − α3 β3
1 − α3 β3

(2.22)

β1 + β3 α 1
β3 α2
β2
1
β3
+M
+P
+
v+
u
1 − α 3 β3
1 − α 3 β3
1 − α3 β3 1 − α3 β3
1 − α 3 β3

(2.23)

∆y = S
A=S

The direct, indirect, and total impacts of infrastructure development (infrastructurerelated variables are part of matrix S) on growth and inequality are given in Table
2.1. For example, infrastructure development is hypothesized to directly affect income inequality by β1 /(1 − α3 β3 ). At the same time, there is an indirect impact of
infrastructure development on income inequality (β3 α1 /(1 − α3 β3 ) channeled through
economic growth (because transportation infrastructure development is hypothesized
to affect growth and simultaneously growth is hypothesized to affect income inequality).
Estimating the reduced form of the model using OLS would lead to inconsistent
estimates because the endogenous variables are all correlated with the idiosyncratic
errors (Greene, 2012). Additionally, estimating the reduced form of the model creates
an identification problem. Section 2.3.4 discusses appropriate instrumental variable
estimators for systems of simultaneous equations.
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Table 2.1 Impact of Infrastructure Development on GDP Growth and
Income Inequality
Endogenous variable

Direct impacta Indirect impactb Total impact

∆y

α1
1−α3 β3

α3 β1
1−α3 β3

α1 +α3 β1
1−α3 β3

A

β1
1−α3 β3

β3 α1
1−α3 β3

β1 +β3 α1
1−α3 β3

a

Direct impact of infrastructure development on the endogenous variable.

b

Indirect impact of infrastructure development on the endogenous vari-

able channeled through changes in the other endogenous variable.

2.3.2 Empirical Models of Economic Growth
For the specification of Eq. (2.20), we follow two approaches: (i) the specification
proposed by Barro (1991), and (ii) the production function approach first followed by
Aschauer (1989b).
Lundberg and Squire (2003), who proposed the model of the simultaneous evolution of economic growth and income inequality, based the specification of Eq. (2.20)
on Barro (1991). Barro (1991) developed economic growth regressions, in which he
expressed the growth of GDP per capita as a function of variables (possible growth
determinants) in levels. He found that the growth of GDP per capita is positively
related to human capital (school enrollment rate) and negatively related to the initial level of GDP per capita. He also found that the share of investment is not a
statistically significant determinant of the growth of GPD per capita. An important
distinction between this dissertation and the two aforementioned studies (Barro, 1991;
Lundberg and Squire, 2003) is the addition of transportation infrastructure capital
variables in the system of simultaneous equations.
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Aschauer (1989b), Munnell (1990), and numerous other researchers used an augmented production function to study the impact of public capital on economic output.
Assuming the following production function:
Yt = zt Ktα Htβ Ntγ Stδ

(2.24)

where Yt is the total economy output in time period t, which is equal to the real
income, zt is the productivity shock (technological progress), Kt is the private capital
stock, Ht is the human capital stock, Nt is the labor supply, and St is the transportation infrastructure capital.
We can log-linearize the production function as follows:
lnYt = lnzt + αlnKt + βlnHt + γlnNt + δlnSt

(2.25)

Because we are interested in the growth rate of economic output, we define ∆xt =
ln(Xt /Xt−1 ) and we rewrite the production function as follows:
∆yt = ∆zt + α∆kt + β∆ht + γ∆nt + δ∆st

(2.26)

The production function approach includes private and public capital (or investment), human capital, and labor supply as growth determinants. However, empirical
studies have suggested numerous other growth determinants as well as conditioning
variables; the ones most commonly used are discussed here. Most empirical analyses include data from multiple countries. For this reason, the initial level of real
GDP has been used by past studies to control for the higher economic growth in
low-income countries (predicted by the Solow growth model). Governments can positively impact growth through fiscal policies but could also distort growth in the case
of high taxation, inefficient programs, and bureaucracy. Monetary policies as well as
the condition of financial markets are also expected to influence economic growth.
Furthermore, international trade increases the productivity of domestic firms leading
to higher growth (Loayza et al., 2004).
A plethora of studies have concentrated on empirically quantifying the relationship
between economic growth and government policies; however, this relationship usually
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depends on the set of conditioning variables, which typically differs by study. Levine
and Renelt (1992) investigated the robustness of the estimated regression coefficients
of variables related to government policies by altering the set of control variables
used. Three groups of variables were identified: (i) I, which is defined as the set of
variables “always” included in the regression, (ii) M , which is the set of variables of
interest (government policies), and (iii) Z, which is the set of conditioning variables.
The set I contains the investment share of GDP, the initial level of GDP per capita,
the initial secondary-school enrollment rate, and the average annual rate of population growth. The set Z could include the average rate of government consumption
expenditures to GDP, the ratio of exports to GDP, the average inflation rate, the
average growth rate of domestic credit growth, and the number of revolutions and
coups. Levine and Renelt (1992) studied the robustness of fiscal policy indicators
(government consumption share, central government deficit/surplus share), international trade and price distortions (imports, exports, trade openness, trade distortion),
and monetary and political indicators (inflation rate, growth rate of domestic credit,
revolutions and coups). Results indicated a robust positive correlation between economic growth rate and the average share of investment in GDP. Also, the authors
concluded that substituting the share of exports in GDP with the share of imports or
total trade leads to identical findings. Another similar study was conducted by Abreu
et al. (2005), who investigated the effect of different control variables on the rate of
convergence in the Solow growth model by conducting a meta-analysis of 600 estimates. The control variables were grouped into: (i) Solow model variables (savings
rate, population growth rate), (ii) human capital stock, (iii) fiscal policy variables
(taxes and government spending), (iv) trade and price distortions (openness, tariffs,
black market premium), (v) financial markets variables (market capitalization ratio,
value traded ratio), (vi) monetary policy variables (inflation, interest rate), (vii) political indicators (coup and revolution, civil war, and democracy indexes), (viii) health
and demography variables, (ix) sectoral composition (percentage employed in manufacturing or agriculture), and (x) geography variables (latitude, landlock indicator,
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distance to coast, average temperature). Abreu et al. (2005) concluded that, among
the aforementioned categories, only the Solow model variables and the fiscal and
financial market variables were found to consistently impact the rate of convergence.
In summary, apart from the variables already included in the economic growth
regression from Barro (1991) and the production function approach (Eq. 2.26), a
number of conditioning variables are added to control for fiscal policies, the condition
of financial markets, and trade openness based on the robustness tests conducted by
past studies (Abreu et al., 2005; Levine and Renelt, 1992). The share of investment
in GDP is also included in the economic growth regression based on Barro (1991);
Levine and Renelt (1992) found a robust positive correlation between economic growth
rate and the average share of investment in GDP, while Barro (1991) did not find a
statistically significant relationship.

2.3.3 Economic Models for Income Inequality
As of now, there has not been a well-recognized theoretical model to describe
and predict income inequality. Kuznets (1955) suggested that income inequality increases during the early stages of development and later decreases as economic output
increases. Since then, most theoretical contributions in the domain of income inequality have focused on explaining the economic growth – income inequality relationship
(de Dominicis et al., 2008). Due to lack of theoretical framework, Eq. (2.21) is formed
based on previous empirical work.
The majority of empirical studies on income inequality determinants have used
human capital, measured by total years of schooling or secondary school enrollment
(Causa et al., 2014; Fielding and Torres, 2006; Li et al., 1998; López, 2003; Lundberg and Squire, 2003). Li et al. (1998) suggested that easier access of low-income
households to financial markets (measured by financial sector depth) reduces income
inequality, which was validated using empirical data. Causa et al. (2014) studied the
relationship of numerous policy variables, such as labor taxation, unemployment ben-
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efits, job protection, and minimum wages, with income inequality. Therefore, based
on the aforementioned studies, we hypothesize that, apart from transportation infrastructure development, income inequality is determined by changes in human capital,
depth of financial sector, and government policies related to taxation and transfers.

2.3.4 Three-Stage Least Squares Estimator
There are two main methods to estimate simultaneous equation models (Greene,
2012): (i) limited information estimators that can only be applied to each equation
individually, and (ii) full information estimators that are applied to all equations simultaneously. Two-stage least squares (2SLS) constitute the most popular limited
information estimator for simultaneous equation models. In the first stage, the endogenous variable is regressed against the exogenous variables (instruments) of the
system using OLS. In the second stage, the predicted value of the endogenous variable
is substituted in the equation of interest, which is then estimated using OLS; however,
the standard errors of this second-stage regression need to be adjusted because the
variance-covariance matrix of the second-stage regression has to account for the fact
that one of the variables is predicted from the first-stage regression. This approach
has certain disadvantages. First, it focuses on an individual equation, which reduces
our ability to conduct joint tests across multiple equations. Second, cross-equation
correlation is ignored, and, therefore, the estimator may be inefficient.
Following Greene (2012), a system of simultaneous equations can be presented as:
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(2.27)
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with
E[ε|X] = 0, and E[εε0 |X] = Σ̄ = Σ ⊗ I

(2.28)

where yj is the dependent variable in equation j (j = 1 . . . M ), Zj = (Xj , Yj ), Xj is
the set of exogenous variables appearing in equation j, Yj is the set of endogenous
variables appearing on the right-hand side of equation j, X is the set of all exogenous
variables in the system, Y is the set of all endogenous variables in the system, and εj
is the idiosyncratic error of equation j.
OLS is an inconsistent estimator in this case because cor(Yj , εj ) 6= 0 (simultaneous
equation bias), and, therefore an instrumental variable estimator is needed. The most
common approaches to simultaneously estimate a system of simultaneous equations
using instrumental variables are (Greene, 2012): (i) three-stage least squares (3SLS),
(ii) generalized method of moments (GMM), and (iii) full information maximum
likelihood (FIML). The 3SLS estimator proposed first by Zellner and Theil (1962) is
considered here (Greene, 2012):
• First, the reduced form of the system of simultaneous equations Y = XΠ + V
is estimated using OLS, and Ŷj is calculated for each equation.
• Second, the 2SLS estimator is computed for each equation:
δ̂j,2SLS = [Ẑj0 Ẑj ]−1 Ẑj0 yj
= [(Zj0 X)(X 0 X)−1 (X 0 Zj )]−1 (Zj0 X)(X 0 X)−1 X 0 yj
Asymptotic Covariance Matrix[δ̂j,2SLS ] = σ̂jj [Ẑj0 Ẑj ]−1

(2.29)
(2.30)
(2.31)

σ̂jj =

(yj − Zj δ̂j )0 (yj − Zj δ̂j )
N

(2.32)

σ̂ij =

(yi − Zi δ̂i )0 (yj − Zj δ̂j )
N

(2.33)

where Ẑj are predictions from a regression of Zj on X, and N is the number of
observations in each equation.
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• Third, the generalized least squares (GLS) estimator is computed:
δ̂j,3SLS = [Ẑ 0 (Σ−1 ⊗ I)Ẑ]−1 Ẑ 0 (Σ−1 ⊗ I)y
Asymptotic Covariance Matrix[δ̂j,3SLS ] = [Z̄ 0 (Σ−1 ⊗ I)Z̄]−1

(2.34)
(2.35)

where Z̄ = diag[XΠj , Xj ], Y = XΠ + V , and Σ is the 2SLS variance-covariance
matrix.
The 3SLS estimator is consistent and asymptotically efficient (Greene, 2012). It
should be noted that, although the 3SLS estimator and other full information estimators are asymptotically superior to limited information estimators (such as 2SLS),
their finite sample properties are not exceedingly different from the limited information estimators. Additionally, any specification error in any of the system equations
will spread throughout the system if a system estimator is used. In the case of limited
information estimators, specification errors impact only the given equation but they
do not get transferred throughout the system (Greene, 2012).

2.4

Data Description
This study uses microdata from the Luxembourg Income Study (LIS) database

to estimate measures of income inequality. The LIS database is the largest available
income database of harmonized2 microdata and an outcome of a non-profit organization registered in Luxembourg. It includes household and person-level data from
nationally-representative household surveys. The datasets from the LIS database included in this study are shown in Table 2.2. The sample contains surveys from many
European countries (25 out of the 36 countries are located in Europe) and a few
developing economies (seven out of the 36 countries are characterized as developing
economies).
The variables of interest are calculated and extracted from the LIS database using
a user interface; direct access to microdata is prohibited. The equivalent disposable
2

Harmonization is a generic term that refers to procedures that result in data that can be used for
cross-country comparative research such as creating common definitions, using the same units, etc.
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Table 2.2 List of Datasets from the LIS Database

Country

Datasets

Europe Developing Economy

1 Australia

1981, 1985, 1989, 1995, 2001, 2003, 2008, 2010

2 Austria

1987, 1994, 1995, 1997, 2000, 2004

×

3

Belgium

1985, 1988, 1992, 1995, 1997, 2000

×

4

Brazil

2006, 2009, 2011, 2013

5

Canada

1975, 1981, 1987, 1991, 1994, 1997, 1998, 2000, 2004, 2007, 2010

6

Colombia

2004, 2007, 2010

7

Czech Republic

1992, 1996, 2002, 2004, 2007, 2010

×

8

Denmark

1987, 1992, 1995, 2000, 2004, 2007, 2010

×

9

Estonia

2000, 2004, 2007, 2010

×

10

Finland

1987, 1991, 1995, 2000, 2004, 2007, 2010

×

11

France

1978, 1984, 1989, 1994, 2000, 2005, 2010

×

12

Germany

1978, 1981, 1983, 1984, 1989, 1994, 2000, 2004, 2007, 2010

×

13

Greece

1995, 2000, 2004, 2007, 2010

×

14

Hungary

1991, 1994, 1999, 2005, 2007, 2009, 2012

×

15

Iceland

2004, 2007, 2010

×

16

Ireland

1987, 1994, 1995, 1996, 2000, 2004, 2007, 2010

×

17

Israel

1979, 1986, 1992, 1997, 2001, 2005, 2007, 2010

18

Italy

1986, 1987, 1989, 1991, 1993, 1995, 1998, 2000, 2004, 2008, 2010

×

19

Luxembourg

1985, 1991, 1994, 1997, 2000, 2004, 2007, 2010

×

20

Mexico

1984, 1989, 1992, 1994, 1996, 1998, 2000, 2002, 2004, 2008, 2010

21

Netherlands

1983, 1987, 1990, 1993, 1999, 2004, 2007, 2010

×

22

Norway

1979, 1986, 1991, 1995, 2000, 2004, 2007, 2010

×

23

Panama

2007, 2010, 2013

×

24

Peru

2004, 2007, 2010, 2013

×

25

Poland

1986, 1992, 1995, 1999, 2004, 2007, 2010

×

26

Russia

2000, 2004, 2007, 2010, 2013

×

27

Serbia

2006, 2010, 2013

×

28

Slovak Republic

1992, 1996, 2004, 2007, 2010

×

29

Slovenia

1997, 1999, 2004, 2007, 2010

×

30

South Africa

2008, 2010, 2012

31

Spain

1980, 1985, 1990, 1995, 2000, 2004, 2007, 2010

×

32

Sweden

1981, 1987, 1992, 1995, 2000, 2005

×

33

Switzerland

1992, 2000, 2002, 2004

×

34

United Kingdom 1979, 1986, 1991, 1994, 1995, 1999, 2004, 2007, 2010

35

United States

1979, 1986, 1991, 1994, 1997, 2000, 2004, 2007, 2010, 2013

36

Uruguay

2004, 2007, 2010

×

×

×

×

×

×
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household income is used to calculate the measures of inequality. The disposable
household income is defined as the total monetary and non-monetary current income
net of income taxes and social security contributions. All income variables are equivalized by dividing with the square root of household members. Although the LIS
database includes data on income tax for some countries, the amount of missing values is too high to include these data in the analysis. Income variables are translated
into purchasing power parities (PPP) using the 2011 PPP estimates currently available from the International Monetary Fund (IMF). The definitions of the variables
calculated using the LIS database are presented in Table 2.3.
Table 2.3 Definition of Calculated Variables from the LIS Database
Variable Name

Variable Definition

µα

General means calculated using equivalent disposable
household income based on Eq. (2.6)–(2.7)

Aα

Atkinson’s class of inequality measures calculated based on Eq. (2.9)

G

Gini coefficient calculated using equivalent disposable
household income based on Eq. (2.8)

Transfers

Average monetary transfers and value of goods and services from
the state, private actors (such as employers and NGO) and other households

Transfersm

Average monetary transfers and value of goods and services from
the state, private actors (such as employers and NGO) and other households
for households with less than the median income

Education

Percentage of population who has completed secondary education

Educationm

Percentage of population who has completed secondary education
for households with less than the median income

Income standards (Eq. 2.6 and 2.7) and Atkinson’s class of inequality measures
(Eq. 2.9) are calculated for −4 ≤ α ≤ 0; for α < 1 general means satisfy the transfer
principle and can be used as measures of welfare (Foster et al., 2013). Figure 2.2
illustrates general means for the disposable household income in 1986 in the U.S. and
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Australia for different values of the parameter α. It can be seen that as α decreases,
general means put higher emphasis on the lower parts of the income distribution.
For α=1, general means is equal to the sample mean. Using these general means,
we can calculate the respective inequality measures, which are shown in Figure 2.3.
Comparing U.S. and Australia, it becomes clear that the U.S. is a more unequal
society with respect to household disposable income because: (i) in Figure 2.2, the
transition from lower to higher values of α is smoother for Australia, indicating smaller
discrepancy between lower and higher incomes, and (ii) in Figure 2.3 and for α < 1,
income inequality in the U.S. is higher than income inequality in Australia.

Figure 2.2. General means of the Equivalent Disposable Household
Income in 1986 in the U.S. and Australia

Aggregate macroeconomic indicators, such as GDP, government consumption and
labor force participation, as well as transportation infrastructure indicators (road
density and railroad density) are retrieved from two databases: (i) the WB World Development Indicators database, and (ii) the IMF World Economic Outlook database.
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Figure 2.3. Atkinson’s Class of Inequality Measures for the Equivalent
Disposable Household Income in 1986 in the U.S. and Australia

The definition of the variables included in the econometric analysis is provided in
Table 2.4.
All data are aggregated into five-year averages. The calculated growth rates are
divided by five to reflect an average annual growth rate. Table 2.5 presents descriptive
statistics for the income inequality variables (five-year average levels and average
annual growth rates). The total number of observations in levels is 176. When
growth rates are calculated, the total number of observations is 140. It can be seen,
that on average, the change in inequality is positive, apart from the average change
of the Gini coefficient, which is zero.
Table 2.6 presents descriptive statistics for the remaining variables (five-year average levels). It can be seen that at least one value is missing from all variables (N
is less than 176). The missing values are imputed using linear interpolation by country (and extrapolation, when necessary). This is accomplished using the command
ipolate in Stata. This command performs linear interpolation and extrapolation by

40

Table 2.4 Definition of Variables from the WB World Development
Indicators database and the IMF World Economic Outlook database
Variable Name

Variable Definition

GDP

Real GDP per capita in PPP

Labor force

Proportion of population ≥ 15 years old who is economically active

Road density

Ratio of length of total road network
to the total land area (km/km2 )

Railroad density

Ratio of length of total railroad network
to the total land area (km/km2 )

Investment

Total value of the gross fixed capital formation and changes in inventories
and acquisitions less disposals of valuables for a unit or sector (% of GDP)

Savings

Gross national savings (% of GDP)

Consumption

Total government expense and net acquisition of non-financial assets
(% of GDP)

Domestic credit

Financial resources provided to the private sector by other depository
corporations that establish a claim for repayment (% of GDP)

Inflation

Percentage change in average consumer prices

Exports

Percentage change in volume of exports of goods and services

group (in our case, by country). After this step, there may be still missing values if
for a country with t observations (t five-year periods), at least t − 1 values are missing. This is the case for the two transportation infrastructure variables. After the
interpolation, there are still three missing values for road density and seven missing
values for rail density. These values are imputed using the average growth rate of
the respective variable. Data imputation may impact the analysis results. However,
in our case, this impact cannot be quantified. Observations from different variables
are randomly missing for different countries and years, which implies that the sample
size reduces significantly if an analysis of the data that is 100 percent complete (no
missing values in any variables) is attempted. Table 2.7 presents the growth rates of
the variables of interest after the aforementioned imputation procedures.
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Table 2.5 Descriptive Analysis of Income Inequality Variables in Levels and Growth Rates (Source: LIS)
Variable Name

N

Mean

St. Dev

Median

Min

Max

A0

176

0.26

0.20

0.19

0.06

0.99

A−1

176

0.46

0.23

0.42

0.10

1.00

A−2

176

0.79

0.21

0.85

0.20

1.00

A−3

176

0.90

0.15

0.96

0.28

1.00

A−4

176

0.94

0.11

0.98

0.40

1.00

G

176

0.33

0.09

0.31

0.20

0.68

∆A0

140

0.03

0.16

0.01

-0.16

1.63

∆A−1

140

0.03

0.12

0.00

-0.13

0.95

∆A−2

140

0.03

0.10

0.00

-0.13

0.60

∆A−3

140

0.01

0.06

0.00

-0.10

0.47

∆A−4

140

0.01

0.04

0.00

-0.08

0.29

∆G

140

0.00

0.02

0.00

-0.06

0.13

Note: ∆ refers to the average annual growth rate of the respective
variable
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Table 2.6 Descriptive Analysis of Selected Variables in Levels (Source:
LIS, WB and IMF)
Variable Name

Unit

N

Mean

St. Dev

Median

Min

Max

Transfers

PPP

175

3665.65

3044

3073.4

0.00

15325.56

Transfersm

PPP

175

3728.16

3242.09

3075.7

0.00

15899.22

Education

Percent

163

0.29

0.12

0.28

0.02

0.60

Educationm

Percent

163

0.25

0.13

0.24

0.01

0.58

PPP

174

24168.11

13791.97

Labor force

Percent

172

60.58

7.04

60.91

47.48

83.02

Road density

km/km2

133

1.17

1.00

1.23

0.05

4.91

Railroad density

km/km2

152

0.05

0.03

0.04

0.00

0.12

Investment

Percent

174

23.15

3.71

22.59

15.68

43.6

Savings

Percent

174

22.37

4.94

21.68

7.16

38.88

Consumption

Percent

155

42.94

9.37

43.88

19.93

62.81

Domestic credit

Percent

173

68.93

38.05

64.22

12.26

235.87

Inflation

Percent

174

8.82

23.84

3.20

0.78

197.1

Exports

Percent

172

5.69

3.99

5.46

-13.49

20.44

GDP

20989.68 5743.95

91647.22
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Table 2.7 Descriptive Analysis of Selected Variables in Growth Rates
(Source: LIS, WB and IMF)
Variable Name

N

Mean

St. Dev

Median

Min

Max

∆Transfers

140

0.19

0.23

0.11

-0.02

1.57

∆Transfersm

140

0.19

0.22

0.12

-0.06

1.50

∆Education

140

0.03

0.12

0.01

-0.06

1.05

∆Educationm

140

0.09

0.37

0.02

-0.06

3.54

∆GDP

140

0.05

0.02

0.05

0.01

0.13

∆(Labor force)

140

0.00

0.01

0.00

-0.04

0.03

∆(Road density)

140

0.01

0.02

0.00

-0.02

0.12

∆(Railroad density)

140

0.00

0.02

0.00

-0.07

0.08

∆Investment

140

0

0.03

0.00

-0.08

0.08

∆Savings

140

0

0.03

0.00

-0.11

0.08

∆Consumption

140

0

0.02

0.00

-0.04

0.07

∆(Domestic credit)

140

0.04

0.08

0.03

-0.1

0.67

Note: ∆ refers to the average annual growth rate of the respective
variable
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2.5

Empirical Analysis
This section presents the analysis of the simultaneous equation model discussed

in Section 2.3.1. We define the economic growth equation, which is Eq. (2.20), using
two different approaches: (i) the specification proposed by Barro (1991), and (ii) the
production function approach first proposed by Aschauer (1989a). The results for
each approach are presented and discussed in the following subsections.

2.5.1 Economic Growth Model Specification: Barro (1991)
Barro (1991) expressed GDP growth as a function of human capital, GDP, and
investment share in previous time periods. We hypothesize that transportation infrastructure is also a growth determinant. However, only one of the two transportation
infrastructure variables is included. This is because road density and railroad density are highly correlated (correlation equal to 0.77). Railroad density is chosen here
because of higher data quality (fewer missing values compared to road density). We
additionally condition for fiscal policies, financial markets, and trade openness as suggested by past studies (Abreu et al., 2005; Levine and Renelt, 1992). The right-hand
side variables included in the income inequality equation, which is Eq. (2.21), are
discussed in detail in Section 2.3.3. The results presented in this section correspond
to a single income inequality measure: Atkinson’s measure of inequality for α = 0. A
sensitivity analysis using different inequality measures is discussed in the next section.
Time fixed effects are added to both equations, as well as an indicator variable for
developing countries named “Developing Economy” (1 if the observation corresponds
to a developing country; 0 otherwise). For both equations, the right-hand and lefthand side variables are transformed into natural logarithms (apart from the binary
variables). This implies that the coefficient estimates can be interpreted as elasticities: a one-percent change in an independent variable leads to β percent change in the
dependent variable, where β is the coefficient estimate. With respect to the binary
variables, Halvorsen and Palmquist (1980) showed that in semi-logarithmic equations,
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the marginal effect of a binary variable being equal to one is 100 × (eβ − 1) percent.
GDPt
) based
The average annual GDP growth rate is calculated as ∆GDP = 51 ln( GDP
t−5
t
t
on the following approximation: ∆x = 51 ( xxt−5
− 1) ≈ 51 ln( xxt−5
). Dividing the ratio

GDPt /GDPt−5 by five results to an average annual GDP growth rate.
The results of two separate regression models estimated with OLS are shown
in Table 2.8 as base models. Due to the interdependent nature of the system of
simultaneous equations, these results are potentially biased. The 3SLS system GLS
estimator with instrumental variables is more appropriate for this study, as explained
in Section 2.3.4. Although the data have a panel structure (36 countries, from 1975
to 2013, as shown in Table 2.2), the panels are unbalanced, ranging from one to
seven observations per country, which does not give us the option for a 3SLS panel
data model. However, fixed effects for year and country groups partially account for
unobserved group effects; full fixed effects cannot be used due to the limited amount
of total observations.
Table 2.9 presents the results of the 3SLS estimator for the system of simultaneous equations. The R package systemfit and specifically, the 3SLS system GLS
estimator is used to estimate the system of equations. The magnitude of the coefficient estimates is different from the OLS estimates presented in Table 2.8. We first
observe that the relationship between economic growth and income inequality is not
statistically significant. This result has been echoed by some past studies. Foster and
Szekely (2008) and Causa et al. (2014), who both used general means to calculate
income standards, found that the growth of lower incomes is not statistically related
to the growth of GDP. We also find that infrastructure capital (railroad density) is
not correlated with economic growth; this result is not surprising and has been encountered by many other researchers (Evans and Karras, 1994a,b; Tatom, 1991b). On
the contrary, railroad density is negatively correlated with income inequality, which
implies that for a given country, a larger railroad network leads to lower income inequality. The impact of initial GDP, fiscal policies and trade is as described in the
literature (Loayza et al., 2004). Lower initial GDP, lower inflation rate, and higher
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Table 2.8 Ordinary Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Economic
Growth Model Specification Based on Barro (1991)
∆GDP

A0

Intercept

−0.195 (0.201)

0.929 (1.769)

(Railroad density)t−5

−0.001 (0.001)

−0.100 (0.038)∗∗

0.004 (0.003)

−0.145 (0.105)

−0.012 (0.005)∗

−0.055 (0.242)

1980–1984

0.019 (0.010)·

−0.519 (0.367)

1985–1989

0.013 (0.006)∗

−0.434 (0.209)∗

1990–1994

0.013 (0.005)∗∗

−0.362 (0.174)∗

1995–1999

0.005 (0.004)

−0.064 (0.153)

2000–2004

0.011 (0.004)∗∗

−0.134 (0.147)

2005–2009

0.019 (0.004)∗∗∗

−0.201 (0.146)

Educationt−5
Developing Economy

−0.019 (0.004)∗∗∗

GDPt−5
Investmentt−5

−0.010 (0.009)

Inflationt−5

−0.004 (0.002)∗

Exports

0.099 (0.041)∗

A0

0.002 (0.002)

(Domestic credit)t−5

0.063 (0.108)
0.812 (0.241)∗∗

Transferst−5

−0.855 (0.241)∗∗∗

Transfersm,t−5

−0.721 (0.423)·

(Labor force)t−5
∆GDP

3.573 (2.930)

R2

0.490

0.409

Adj. R2

0.433

0.342

140

140

0.013

0.463

N
RMSE
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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exports are associated with higher economic growth. The investment share is statistically insignificant; a similar result was found by Barro (1991). Results also indicate
that education is not related to either GDP growth or income inequality; the sign of
the coefficients are intuitive but the parameters are not statistically significant. The
results for the remaining hypothesized determinants of income inequality are intuitive. We find that an increase in average transfers increases income inequality, while
an increase in the average transfers to households with disposable income less than
the median decreases income inequality. Additionally, an increase in the labor force
participation leads to a decrease in income inequality.
Table 2.10 presents the calculated direct and indirect effects for railroad density.
The R package nlWaldtest is used to conduct Wald tests for statistical significance
on the non-linear coefficient functions (see Table 2.1). We find that a one-percent
increase in railroad density leads to a direct 0.10 percent and a total 0.105 percent
decrease in income inequality.

Sensitivity Analysis
A sensitivity analysis with respect to the measure of income inequality is important for identifying the level of robustness in the previously-discussed results. The
results of the 3SLS estimation for different inequality measures (Atkinson’s class of
inequality measures for α = −1, −2, −3, −4 and the Gini coefficient) are presented
in the Appendix A.2. The values of α chosen for the calculation of Atkinson’s class
of inequality measures were proposed by Foster and Szekely (2008). When one of
the Atkinson’s class of inequality measures is used as a measure of inequality, results
indicate that there is no statistically significant relationship among railroad density,
income inequality, and economic growth. When the Gini coefficient is used as a measure of inequality, we find that a one-percent increase in railroad density decreases
the Gini coefficient directly by 0.043 percent, and in total by 0.046 percent (Table
A.10). In summary, a relationship between railroad density and economic growth is
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Table 2.9 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Economic
Growth Model Specification Based on Barro (1991)

∆GDP

A0

Intercept

−0.184 (0.193)

0.645 (1.811)

(Railroad density)t−5

−0.001 (0.001)

−0.097 (0.038)∗

0.004 (0.003)

−0.162 (0.106)

−0.013 (0.006)∗

−0.030 (0.250)

1980–1984

0.021 (0.011)·

−0.621 (0.418)

1985–1989

0.014 (0.007)∗

−0.504 (0.247)∗

1990–1994

0.014 (0.006)∗

−0.437 (0.216)∗

1995–1999

0.005 (0.005)

−0.114 (0.178)

2000–2004

0.012 (0.004)∗∗

−0.197 (0.178)

2005–2009

0.019 (0.004)∗∗∗

−0.285 (0.202)

Educationt−5
Developing Economy

−0.018 (0.004)∗∗∗

GDPt−5
Investmentt−5

−0.011 (0.009)

Inflationt−5

−0.004 (0.002)∗

Exports

0.097 (0.040)∗

A0

0.005 (0.007)

(Domestic credit)t−5

0.055 (0.114)
0.787 (0.244)∗∗

Transferst−5
Transfersm,t−5

−0.819 (0.246)∗∗

(Labor force)t−5

−0.689 (0.413)·

∆GDP

6.920 (6.770)

R2

0.485

0.402

Adj. R2

0.428

0.335

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 2.10 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table 2.9
Direct impact

Indirect impact

Total impact

∆GDP

−0.001

−0.0002

−0.001

A0

−0.100∗

−0.005

−0.105∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

not detected, and this result is robust. At the same time, an increase in railroad
density is found to be correlated with decrease in income inequality. This result holds
for two of the income inequality measures.
Moreover, the system of simultaneous equations for all measures of income inequality was estimated with road density (instead of railroad density) as the measure
of transportation infrastructure capital. No statistically significant relationships were
found among road density, income inequality, and economic growth.

2.5.2 Economic Growth Model Specification: Production Function
The production function approach refers to the augmented production function
first proposed by Aschauer (1989a) to study the productivity of public capital. The
specification of the economic growth equation is as presented in Eq. (2.26), with
the addition of certain conditioning variables suggested by past studies to control for
fiscal policies, trade openness, and the initial level of GDP per capita (Abreu et al.,
2005; Levine and Renelt, 1992; Loayza et al., 2004). The major difference between
this specification and the one proposed by Barro (1991) is that most of the right-hand
size variables are now in growth rates instead of levels. The change (growth rate) in
road density is not highly correlated with the change in railroad density, and therefore,
both variables are included in the analysis. The right-hand side variables included
in the income inequality equation are discussed in Section 2.3.3. The variables that
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are common between the economic growth and the income inequality equation such
as transportation infrastructure capital, education and labor force, are included in
t
) based
growth rates in both equations. Growth rates are calculated as ∆x = 51 ln( xxt−5
t
t
on the following approximation: ∆x = 15 ( xxt−5
− 1) ≈ 51 ln( xxt−5
). The ratio xt /xt−5 is

divided by five to calculate an average annual growth rate. The results presented in
this section correspond to the system of simultaneous equations (presented in Section
2.3.1) for a single income inequality measure: Atkinson’s measure of inequality for
α = 0. A sensitivity analysis for different measures of inequality follows in the next
section. Similar to the analysis presented in Section 2.5.1, both the economic growth
and the income inequality equations are in natural logarithms, except for the time
fixed effects and the “Developing Economy” indicator variable.
The economic growth and income inequality equations are first estimated as separate equations using OLS. The results are presented in Table 2.12 as base models.
Then, using the 3SLS GLS estimator from the R package systemfit, the system of
simultaneous equations is estimated (results shown in Table 2.12. Compared to the
results presented in Section 2.5.1, they are some important differences. First, none
of the dependent variables are found to have a statistically significant relationship
with the measures of transportation infrastructure development. Second, results indicate that income inequality is related to economic growth. Specifically, we find
that on average, an increase in economic growth would lead to an increase in income
inequality. However, the results do not suggest that the two variables are interdependent. Third, we find that an increase in the change of investment share leads to
higher economic growth; in Section 2.5.1, we find no statistically significant relationship between investment share (levels) and economic growth. Tables 2.13 and 2.14
present the calculated direct and indirect effects for the transportation infrastructure
variables, which are not statistically significant in this case. Statistical significance
of the non-linear coefficient functions is estimated using the R package nlWaldtest
that performs Wald tests.
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Table 2.11 Ordinary Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Economic
Growth Model Specification Based on Production Function
∆GDP

A0

Intercept

−0.380 (0.169)∗

−1.777 (0.137)∗∗∗

∆(Road density)

−0.019 (0.069)

3.837 (3.184)

∆(Railroad density)

−0.069 (0.064)

3.385 (2.930)

0.003 (0.019)

1.408 (0.881)

∆Education

∗∗

∆(Labor force)

0.416 (0.124)

9.664 (5.652)·

−0.013 (0.004)∗∗

0.794 (0.168)∗∗∗

1980–1984

0.014 (0.009)

−0.551 (0.385)

1985–1989

0.002 (0.005)

−0.487 (0.205)∗

1990–1994

0.005 (0.004)

−0.366 (0.176)∗

1995–1999

−0.001 (0.004)

−0.060 (0.162)

2000–2004

0.004 (0.003)

−0.140 (0.156)

Developing Economy

∗∗

2005–2009

0.010 (0.003)

∆Investment

0.245 (0.040)∗∗∗

−0.276 (0.163)·

−0.016 (0.003)∗∗∗

GDPt−5
Inflationt−5

−0.003 (0.001)∗

Exports

0.125 (0.034)∗∗∗

A0

−0.001 (0.002)

∆(Domestic credit)

0.970 (0.838)

∆Transfers

4.944 (2.436)∗
−4.278 (2.508)·

∆Transfersm
∆GDP

4.439 (3.454)

R2

0.644

0.323

Adj. R2

0.598

0.241

140

140

0.011

0.498

140

140

0.054

0.498

N
RMSE
N
RMSE
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 2.12 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Economic
Growth Model Specification Based on Production Function
∆GDP

A0

Intercept

−0.341 (0.168)∗

−1.968 (0.166)∗∗∗

∆(Road density)

−0.019 (0.071)

3.042 (3.262)

∆(Railroad density)

−0.064 (0.075)

4.631 (3.024)

0.003 (0.021)

1.229 (0.903)

∆(Labor force)

0.420 (0.157)∗∗

7.454 (5.879)

Developing Economy

−0.013 (0.006)∗

0.795 (0.173)∗∗∗

1980–1984

0.013 (0.011)

−0.798 (0.412)·

1985–1989

0.001 (0.007)

−0.653 (0.224)∗∗

1990–1994

0.005 (0.006)

−0.517 (0.195)∗∗

1995–1999

−0.001 (0.004)

−0.196 (0.182)

2000–2004

0.004 (0.004)

−0.286 (0.176)

2005–2009

0.010 (0.004)∗

−0.474 (0.195)∗

∆Education

0.247 (0.048)∗∗∗

∆Investment

−0.017 (0.004)∗∗∗

GDPt−5
Inflationt−5

−0.003 (0.001)∗

Exports

0.118 (0.033)∗∗∗

A0

−0.001 (0.009)

∆(Domestic credit)

0.912 (0.858)

∆Transfers

5.570 (2.602)∗

∆Transfersm

−4.973 (2.740)·

∆GDP

12.187 (5.510)∗

R2

0.644

0.292

Adj. R2

0.597

0.206

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 2.13 Impact of Road Density Change on GDP Growth and Income Inequality – Calculated based on Parameter Estimates presented
in Table 2.12
Direct impact

Indirect impact

Total impact

−0.019

−0.003

−0.022

3.000

−0.229

2.771

∆GDP
A0
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 2.14 Impact of Railroad Density Change on GDP Growth and
Income Inequality – Calculated based on Parameter Estimates presented in Table 2.12
Direct impact

Indirect impact

Total impact

−0.064

−0.005

−0.069

4.569

−0.774

3.794

∆GDP
A0
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Sensitivity Analysis
A sensitivity analysis regarding the measure of income inequality used in the
system of simultaneous equations is attempted here. For the Atkinson’s class of
inequality measures calculated for α = −1, −2, −3, −4, the OLS estimation of the
income inequality specification results in an insignificant model overall (p-value of
the F-test > 0.10). For this reason, Appendix A.3 includes only the results from
the simultaneous equations model that is estimated using the Gini coefficient as the
income inequality measure. Results suggest that there are no statistically significant
impacts of transportation infrastructure development on economic growth and income
inequality. However, contrary to the results presented in Table 2.12, we find that there
is an interdependent relationship between income inequality and economic growth.
Based on the results presented in Table A.11, an increase in income inequality leads
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to a reduction in economic growth, while an increase in economic growth leads to an
increase in income inequality. The first finding can be supported by economic theory
(Bertola, 1993; Persson and Tabellini, 1994). The latter finding may be capturing the
trend of increasing inequality in fast-growing countries.

2.6

Conclusions
A system of simultaneous equations is analyzed using 3SLS to estimate the direct

and indirect impacts of transportation infrastructure development on income inequality and GDP growth. The system is composed of two interdependent equations in
which income inequality and GDP growth are endogenous. The equation that has
GDP growth as the dependent variable is specified based on two approaches: (i) the
specification proposed by Barro (1991), and (ii) the production function approach
first proposed by Aschauer (1989b). This section discusses the main conclusions of
this research. First, we consistently find that the GDP growth – infrastructure development relationship is not statistically significant. This result is not surprising.
Several past studies have reached the same conclusions (Evans and Karras, 1994a,b;
Tatom, 1991b). Also, some of the past studies that found a measurable impact of
transportation infrastructure on GDP used levels instead of growth rates for both leftand right-hand side variables without taking into account unobserved heterogeneity
through fixed or random effects (Garcia-Mila and McGuire, 1992). This is problematic
because the model potentially captures simple differences across countries. Developing economies (low GDP) have low infrastructure capital while developed countries
(high GDP) have high capital, which a model would translate as “an increase in
capital leads to an increase in GDP”.
Second, when the specification proposed by Barro (1991) is used for the economic growth equation, we find that an increase in railroad density decreases income
inequality. This result is robust for two measures of income inequality: the Gini coefficient and Atkinson’s class of inequality measures for α = 0. On the contrary, the
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level of road density is not found to impact income inequality. When the production
function approach is used for the economic growth equation, and the transportation
infrastructure variables enter the system of simultaneous equations in growth rates
(instead of levels), the hypothesized impacts on income inequality are statistically
insignificant. Calderón and Servén (2004) and Seneviratne and Sun (2013) also found
that infrastructure decreases income inequality. However, there are major differences
between this research and the aforementioned studies. The aforementioned studies
used aggregate indexes of infrastructure quantity and quality, while this study attempts to isolate the effects of transportation infrastructure development. Moreover,
those studies used the Gini coefficient as a measure of inequality, while this research
focuses on more attractive measures of inequality. As part of our sensitivity analysis,
we also estimate the system of simultaneous equations using the Gini coefficient as
the measure of inequality. However, the Gini coefficient is calculated based on the
microdata from the LIS database, while the aforementioned studies used data from
the WB World Development Indicators database (which suffers from a considerable
amount of missing values).
Third, we cannot draw concrete conclusions about the relationship between economic growth and income inequality, based on the results of our analysis. When
the specification proposed by Barro (1991) is used for the economic growth equation,
the results indicate that income inequality and GDP growth are unrelated. On the
contrary, when the production function approach is used for the economic growth
equation, the results suggest that an increase in economic growth is correlated to
an increase in income inequality. This result is robust for both income inequality
measures used (the Gini coefficient and Atkinson’s class of inequality measures for
α = 0).
The limitations of this study are mainly related to the problem of limited data
availability.

An important restriction is the amount of nationally-representative

household surveys available through the LIS database. Additional surveys may be
available from individual countries but that poses new restrictions: (i) the data may
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need to be purchased, (ii) access to non-citizens may be denied, (iii) the data is not
harmonized. These are all issues that we encountered in our effort to enrich the analysis with more household surveys and led us to conclude that it is more appropriate
to use data only from the LIS database.
Another limitation is the availability of data on transportation infrastructure investments. This study uses road and railroad density data from the WB World
Development Indicators database. The WB highlights in the notes of the World
Development Indicators database that “National road associations are the primary
source of International Road Federation data. In countries where a national road
association is lacking or does not respond, other agencies are contacted, such as road
directorates, ministries of transport or public works, or central statistical offices. As
a result, definitions and data collection methods and quality differ, and the compiled
data are of uneven quality.” Apart from the obvious concerns with respect to data
quality, important aspects of transportation investments which could impact lowerincome households, such as investments in public transportation systems, are not
captured by the two available indicators. Another possible source of data is OECD,
which provides information on transportation investments for the OECD countries
since 1995. Using this data would restrict our analysis sample to include OECD
countries only and observations after 1995; this would result in a serious reduction of
sample size.
Additionally, due to data limitations, the analyzed dataset corresponds to a highly
unbalanced panel. This does not allow us to use the preferred estimator (3SLS) and,
at the same time, take into account unobserved heterogeneity, which possible leads
to inefficient (but still unbiased) estimates.
This research constitutes the first attempt to estimate the interdependent relationships among economic growth, income inequality, and transportation infrastructure
improvements. Similar research needs to be conducted in the future, as more data
become available, to reach more concrete conclusions.
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2.7

Chapter Summary
This chapter concentrates on the analysis of the macroeconomic impacts of trans-

portation infrastructure improvements. It is hypothesized that, at the country level,
transportation infrastructure directly affects GDP growth and income inequality. It
is also assumed that GDP growth and income inequality are interdependent. A system of two simultaneous equations, in which GDP growth and income inequality
are the dependent (endogenous) variables, is proposed in order to quantify the hypothesized direct (generative and redistributive), indirect, and total impacts of transportation infrastructure. Microdata on household disposable income from nationallyrepresentative household surveys from 36 countries are used to calculate the Atkinson’s class of inequality measures and the Gini coefficient. Two measures of transportation infrastructure (road density and railroad density) are included in the analysis due to data limitations at the country level. Despite the data limitations associated
with this research, this is the first attempt to estimate impacts on income inequality
using transportation-specific measures within a macroeconomic context. Past studies
have used aggregate indexes of infrastructure. The methods and analysis presented
in this chapter differ from existing literature on infrastructure macro impacts because
they take into account the possibly interdependent relationships among GDP growth,
income inequality, and transportation infrastructure capital.
The system of simultaneous equations is estimated using three-stage least squares.
The results indicate that an increase in railroad density by one percent decreases
income inequality by 0.046 to 0.105 percent (depending on the measure of income
inequality used). Additionally, the relationship between transportation infrastructure
and economic growth is found statistically insignificant, and the result is robust for
the two different specifications of the economic growth equation.
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3. SPATIAL DIFFERENCE-IN-DIFFERENCES WITH MULTIPLE
AND SEQUENTIAL TREATMENTS
An experiment is “a test under controlled conditions that is made to demonstrate a
known truth, examine the validity of a hypothesis or determine the efficacy of something previously untried” (Shadish et al., 2002). In an experiment, we can observe
what happens to a group of units receiving a treatment. On the other hand, the
counterfactual (i.e. what would have happened to the same units in the absence
of treatment) is not observed (Holland, 1986; Shadish et al., 2002). The treatment
effect is defined as the difference between what actually happens to the treated units
and what would have happened if these same units had not received the treatment
(Rubin, 1974; Shadish et al., 2002). The fundamental limitation of causal inference
is that the true treatment effect cannot be observed (Holland, 1986). To support this
counterfactual inference and have an estimate of the treatment effect, an appropriate
group of units that did not receive the treatment in question (typically referred to as
the control group) can be considered.
Although there are several types of experiments, this chapter solely focuses on
quasi-experiments. A quasi-experiment is a non-randomized experiment that tests
a causal hypothesis, i.e. units either choose their condition or an administrator
non-randomly assigns treatment to units. Such a setting could introduce systematic
differences between the treated and the control units, which if not controlled for,
could diminish the validity of the estimated treatment effect (Shadish et al., 2002).
Some of the well-known quasi-experimental methods are the difference-in-differences
regression, propensity score matching and regression discontinuity.
In this chapter, the attention is drawn to the difference-in-differences (DID) method
in an effort to expand it for multiple and sequential treatments in the context of trans-
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portation infrastructure improvements. The DID model has been widely used in the
program evaluation literature (Ashenfelter, 1978; Ashenfelter and Card, 1985; Card,
1990; Card and Krueger, 1994). For example, Card and Krueger (1994) used the DID
model to evaluate the effect of minimum wage increase on employment in New Jersey.
In another application of the DID approach, Garvey and Hanka (1999) evaluated the
impact of anti-takeover laws on firm leverage.
In this chapter, the standard DID specification is first presented and the critical
assumptions of the DID method are discussed. Then, the standard specification is
expanded for multiple and sequential treatments, and the average treatment effects
are calculated. Last, the spatial DID approach developed by Delgado and Florax
(2015) is expanded for the case of multiple and sequential treatments.

3.1

Standard DID Specification
In the standard DID setup, units i = (1, 2, . . . , n) are observed in two time periods,

t = (0, 1), and are grouped via D ∈ {0, 1} such that D = 1 indicates treatment.
Tt ∈ {0, 1} are fixed-effect time period indicators. Following these definitions, the
general DID equation is:
yit = T0,it (β0 + β1 Dit ) + T1,it (β2 + β3 Dit ) + εit

(3.1)

in which εit is a mean-zero error term that is uncorrelated with Dit and Tt,it . The
previous specification is mathematically equivalent to the standard DID specification
(suppressing the subscript):
y = α0 + α1 D + α2 T1 + α3 DT1 + ε

(3.2)

Despite the wide application of the standard DID method, its strong underlying
assumptions are often disregarded. A prominent assumption is known as the “paralleltrends assumption”, which denotes that both treated and control units would evolve
along a parallel path in absence of the treatment. A plot of the potential outcomes of
the control and the treated group before the treatment application has been typically
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used to test for a possible violation of this assumption. Additionally, unconfoundedness or weak ignorability is assumed, which implies that treatment assignment is
independent of the potential outcome. In the case of transportation infrastructure,
this assumption could be violated due to the fact that investments typically do not
occur in random locations. For example, a new transit system could be placed in
the most densely-populated part of a city. Randomized treatment assignment could
be attained by conditioning on proper controls (in the case of the previous example,
a proper control could be population density). Another strong assumption is the
stable unit treatment value assumption (SUTVA), which assumes that the treatment
condition of any unit does not impact the potential outcome of other units. This assumption could be violated when there is “interference” between units and therefore,
treated and untreated units could both “benefit” from the treatment (Rubin, 1990).
Delgado and Florax (2015) recently developed a DID specification for spatial data
that controls for a potential SUTVA violation. The DID method also assumes that
the effect of treatment is homogeneous. Last, in a regression setting, proper linear
specification of the conditional mean is required (Delgado and Florax, 2015).
Assuming Eq. (3.2) and maintaining the aforementioned assumptions, the conditional average treatment effect, AT E, is:
AT E = {E[y|D = 1, T1 = 1] − E[y|D = 1, T1 = 0]} −
{E[y|D = 0, T1 = 1] − E[y|D = 0, T1 = 0]}
= α3

(3.3)

The average treatment effect as well as the remaining coefficients of Eq. 3.2 are
shown graphically in Figure 3.1.

62
y
α3

D=1

α2

D=0

α1
α0
0

1

t

Figure 3.1. Graphical Representation of the Standard DID Coefficients shown in Eq. (3.2)

Including additional time periods, t = (0, 1, . . . , τ ), and assuming that the effect
of treatment D is not stable over time, Eq. (3.1) can be adjusted to:
y = T0 (β0 + β1 D) + T1 (β2 + β3 D) + · · · + Tτ (β2τ + β2τ +1 D) + ε
τ
X
Tt (β2t + β2t+1 D) + ε
=

(3.4)

t=0

which is equivalent to:
y = α0 + α1 D + {α2 T1 + α3 DT1 + · · · + α2τ Tτ + α2τ +1 DTτ } + ε +
τ
X
= α0 + α1 D +
Tt (α2t + α2t+1 D) + ε

(3.5)

t=1

3.2

Multiple-Treatment DID Specification
We can extend the standard DID setup to include multiple treatments. An ex-

ample of multiple treatments could be a light rail system expansion and a heavy
rail system expansion happening in the same time period. Another example could
be different types of traffic safety interventions being implemented in a region in a
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given year. In the case of τ time periods and J non-overlapping treatments (no unit
i receives more than one treatment) implemented at the end of time period zero, Eq.
(3.4) can be extended to:
y=

τ
X

Tt (β2t +

t=0

J
X

j
β2t+1
Dj ) + ε

(3.6)

j=1

which is equivalent to:
y = α0 +

J
X

α1j Dj

+

τ
X

Tt (α2t +

t=1

j=1

J
X

j
α2t+1
Dj ) + ε

(3.7)

j=1

In the case of two non-overlapping treatments, D1 and D2 , and three time periods,
the previous equation simplifies to:
y = α0 + α11 D1 + α12 D2 + α2 T1 + α31 D1 T1 + α32 D2 T1 +
α4 T2 + α51 D1 T2 + α52 D2 T2 + ε

(3.8)

This setup applies if and only if there is no overlap in treated units across treatments, which probably does not occur frequently in practice, especially within the
context of transportation infrastructure investments. It is more likely that treatments exhibit partial overlap as for example, in the case of rail investments within
an urban area. To incorporate potentially overlapping treatments, we can extend Eq.
(3.6) as follows:
y=

τ
X

Tt (β2t +

t=0

J
X

X

j
β2t+1
Dj +

j=1

j∩k
β2t+1
Dj Dk ) + ε

(3.9)

j,k=1,2,...,J
j6=k

which is equivalent to:
y = α0 +

J
X

α1j Dj +

j=1
τ
X
t=1

Tt (α2t +

X

α1j∩k Dj Dk +

j,k=1,2,...,J
j6=k
J
X
j=1

j
α2t+1
Dj +

X
j,k=1,2,...,J
j6=k

j∩k
α2t+1
Dj Dk ) + ε

(3.10)
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This setup can also be used when there is no overlap across treatments (because in
that case, Dj Dk would be equal to zero) but it is only applicable when the overlap
is between two treatments (versus three or more treatments). Herein, it is assumed
that the units treated twice may receive an additional effect (positive or negative)
over and above the sum of the individual effects of the two treatments. In the case of
two partially overlapping treatments, D1 and D2 , and three time periods, the previous
equation simplifies to:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 + α32 D2 T1 +
α31∩2 D1 D2 T1 + α4 T2 + α51 D1 T2 + α52 D2 T2 + α51∩2 D1 D2 T2 + ε

(3.11)

If more than two treatments partially overlap, the setup needs to be modified accordingly. For example, if the potential overlap exists among maximum three treatments, the appropriate specification is as follows:
y = α0 +

J
X

α1j Dj +

j=1
τ
X

Tt (α2t +

t=1

+

α1j∩k Dj Dk +

J
X

j
α2t+1
Dj +

X

α1j∩k∩l Dj Dk Dl +

j,k,l=1,2,...,J
j6=k6=l

j,k=1,2,...,J
j6=k

j=1

X

X

X

j∩k
α2t+1
Dj Dk +

j,k=1,2,...,J
j6=k

j∩k∩l
α2t+1
Dj Dk Dl ) + ε

(3.12)

j,k,l=1,2,...,J
j6=k6=l

Considering Eq. (3.11) and assuming that both treatments D1 and D2 are applied
at the end of time period 0, we could view this specific case of two partially-overlapping
treatments as four separate groups: (i) units receiving only D1 (D1 = 1, D2 = 0),
(ii) units receiving only D2 (D1 = 0, D2 = 1), (iii) units receiving both D1 and D2
(D1 = D2 = 1), and (iv) control units (D1 = D2 = 0). Therefore, the AT E could be
calculated for the groups (i)–(iii) between time periods 0 and 1, time periods 1 and
2, and time periods 0 and 2. The AT E of interest are presented in Table 3.1 and
the detailed calculations are provided in Appendix B.1. For example, AT E[(D1 =
1, D2 = 0), T1 − T0 , D1 = D2 = 0] is the average effect of treatment D1 on the units
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that received only D1 between time periods 0 and 1, compared to the control group,
which is defined here as the units that did not receive any treatment (D1 = D2 = 0)
between time periods 0 and 1.
Table 3.1 AT E for the Multiple-Treatment Specification shown in Eq. (3.11)

AT E[treated group, Taf ter − Tbef ore , control group]

Value

AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0] α31
AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0] α32
AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0] α31 + α32 + α31∩2
AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0] α51 − α31
AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0] α52 − α32
AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0] α51 + α52 + α51∩2 − α31 − α32 − α31∩2
AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0] α51
AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0] α52
AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0] α51 + α52 + α51∩2

The calculation of the different AT E can be easily demonstrated with the use of
Tables 3.2–3.4. Table 3.2 presents the expected values in each time period for each
of the four groups (three treated groups and the control group). Table 3.3 shows the
differences of the expected values over time for each of the four groups, while Table 3.4
presents the difference between a treated group and the control group (D1 = D2 = 0)
of the differences of the expected values over time, which is the average treatment
effect. The notation “T1 − T0 ” does not literally refer to a subtraction of the time
fixed effects but indicates the difference between the two time periods.
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Table 3.2 Expected Values for the Multiple-Treatment Specification
shown in Eq. (3.11)
Group

T0 = 1

T1 = 1

T2 = 1

α0

α0 + α2

α0 + α4

D1 = 1, D2 = 0

α0 + α11

α0 + α11 + α2 + α31

α0 + α11 + α4 + α51

D1 = 0, D2 = 1

α0 + α12

α0 + α12 + α2 + α32

α0 + α12 + α4 + α52

α0 + α11 + α12 + α11∩2

α0 + α11 + α12 + α11∩2 +

α0 + α11 + α12 + α11∩2 +

α2 + α31 + α32 + α31∩2

α4 + α51 + α52 + α51∩2

D1 = D2 = 0

D1 = D2 = 1

Table 3.3 Differences over Time for the Multiple-Treatment Specification shown in Eq. (3.11)
T1 − T0

T2 − T1

T2 − T0

α2

α4 − α2

α4

D1 = 1, D2 = 0

α2 + α31

α4 + α51 − α2 − α31

α4 + α51

D1 = 0, D2 = 1

α2 + α32

α4 + α52 − α2 − α32

α4 + α52

α2 + α31 + α32 + α31∩2

α4 + α51 + α52 + α51∩2 −

α4 + α51 + α52 + α51∩2

Group
D1 = D2 = 0

D1 = D2 = 1

α2 − α31 − α32 − α31∩2

Table 3.4 Difference in Differences over Time for the MultipleTreatment Specification shown in Eq. (3.11)
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

α31

α51 − α31

α51

D1 = 0, D2 = 1

α32

α52 − α32

α52

α31 + α32 + α31∩2

α51 + α52 + α51∩2 −

α51 + α52 + α51∩2

D1 = D2 = 1

α31 − α32 − α31∩2
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3.3

Sequential-Treatment DID Specification
Transportation infrastructure investments in a given region typically occur se-

quentially and not at the same time. A relevant example could be the construction of
urban rail, which usually involves multiple lines added to the system incrementally.
Also, future stations may be placed close to existing stations, and therefore, the case
of partial overlap among treated units is still relevant. In this section, a DID setup for
sequential systems is presented. Using the specific case for overlap between maximum
two treatments, we can re-write Eq. (3.10) for a sequential setting as follows:
y = α0 +

X

+α1j Dj +

j=1,2,...,J
τ
X
t=1

Tt (α2t +

X

α1j∩k Dj Dk +

j,k=1,2,...,J
j6=k

X
j=1,2,...,J
if t>tj

j
α2t+1
Dj +

X

j∩k
α2t+1
Dj Dk ) + ε

(3.13)

j,k=1,2,...,J
j6=k, if t>tj & t>tk

where tj is the time period at the end of which treatment Dj is applied. In the case
of three time periods and two partially overlapping treatments, D1 and D2 , with D1
applied at the end of time period 0 and D2 applied at the end of time period 1, the
previous equation simplifies to:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 +
α4 T2 + α51 D1 T2 + α52 D2 T2 + α51∩2 D1 D2 T2 + ε

(3.14)

Comparing the previous equation to Eq. (3.11), we can see that the terms α32 D2 T1
and α31∩2 D1 D2 T1 are omitted. By omitting these terms, we actually constrain them to
be equal to zero. The reason is that treatment D2 appears at the end of time period
1 and therefore, we assume that there is no treatment effect before the treatment
is applied. The multiple-treatment specification could be used for the sequential–
treatment case as an unrestricted specification and would be equivalent for large
samples. However, estimating fewer parameters could become attractive in the case
treatments are several time periods apart. For example, in the case of five time
periods and two partially overlapping treatments, D1 and D2 , with D1 appearing at
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the end of time period 0 and D2 appearing at the end of time period 4, based on the
sequential-treatment setup 16 parameters need to be estimated:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 + α4 T2 + α51 D1 T2 +
2
1
D2 T5 +
D1 T5 + α11
α6 T3 + α71 D1 T3 + α8 T4 + α91 D1 T4 + α10 T5 + α11
1∩2
α11
D1 D2 T5 + ε

(3.15)

If the multiple-treatment specification of Eq. (3.10) is used instead, six extra parameters would need to be estimated, which is a significant loss in terms of degrees of
freedom. Therefore, in such a case, a sequential-treatment specification is preferred.
Returning to Eq. (3.14), the calculated AT E are presented in Table 3.5. Detailed
calculations can be found in Appendix B.2. It can be seen that the effect of the second
treatment during time periods 0 and 1 is equal to zero. This is due to the restrictions
we imposed on the specification by omitting the terms α32 D2 T1 and α31∩2 D1 D2 T1 . As
a result, the effect of the first treatment during time periods 0 and 1 is the same
for all the units for which D1 = 1. Tables 3.6–3.8 show an easy-to-follow calculation
process for the AT E.
The sequential-treatment specification presented in this section follows the same
concept with the multiple-treatment specification in terms of creating four separate
groups (three treated groups and one control group) from time period 0. Alternatively,
one could express the sequential setting as follows:

y = α0 +

X

α1j Dj +

j=1,2,...,J
if tj =0
τ
X
t=1

Tt (α2t +

X

α1j∩k Dj Dk +

j,k=1,2,...,J
j6=k, if tj =tk =0

X
j=1,2,...,J
if t≥tj

j
α2t+1
Dj +

X

j∩k
α2t+1
Dj Dk ) + ε

(3.16)

j,k=1,2,...,J
j6=k, if t≥tj & t≥tk

In the case of the aforementioned equation, a treated group is not introduced
into the specification at time zero but right before it is applied. Therefore, a unit
belonging to treatment Dj at time t could have been part of the control group at time
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Table 3.5 AT E for the Sequential-Treatment Specification shown in Eq. (3.14)
AT E[treated group, Taf ter − Tbef ore , control group]

Value

AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0] α31
AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0]

0

AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0] α31
AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0] α51 − α31
AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0] α52
AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0] α51 + α52 + α51∩2 − α31
AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0] α51
AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0] α52
AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0] α51 + α52 + α51∩2

Table 3.6 Expected Values for the Sequential-Treatment Specification
shown in Eq. (3.14)
Group

T0 = 1

T1 = 1

T2 = 1

α0

α0 + α2

α0 + α4

D1 = 1, D2 = 0

α0 + α11

α0 + α11 + α2 + α31

α0 + α11 + α4 + α51

D1 = 0, D2 = 1

α0 + α12

α0 + α12 + α2

α0 + α12 + α4 + α52

α0 + α11 + α12 + α11∩2

α0 + α11 + α12 + α11∩2 +

α0 + α11 + α12 + α11∩2 +

α2 + α31

α4 + α51 + α52 + α51∩2

D1 = D2 = 0

D1 = D2 = 1

t−1. Such a specification could be problematic because testing for the parallel-trends
assumption and estimating the relevant AT E becomes very challenging due to the
fact that treated and control groups do not remain stable over time.
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Table 3.7 Differences over Time for the Sequential-Treatment Specification shown in Eq. (3.14)
T1 − T0

T2 − T1

T2 − T0

α2

α4 − α2

α4

D1 = 1, D2 = 0

α2 + α31

α4 + α51 − α2 − α31

α4 + α51

D1 = 0, D2 = 1

α2

α4 + α52 − α2

α4 + α52

α2 + α31

α4 + α51 + α52 + α51∩2

α4 + α51 + α52 + α51∩2

Group
D1 = D2 = 0

D1 = D2 = 1

−α2 − α31

Table 3.8 Difference in Differences over Time for the SequentialTreatment Specification shown in Eq. (3.14)
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

α31

α51 − α31

α51

D1 = 0, D2 = 1

0

α52

α52

D1 = D2 = 1

α31

α51 + α52 + α51∩2

α51 + α52 + α51∩2

−α31

3.4

Spatial DID Specification
A key assumption of the DID approach is the stable unit treatment value assump-

tion (SUTVA), which implies that the potential outcome for a unit is unrelated to
the treatment status of other units (Rubin, 1990). This assumption is violated if
both treated and untreated units could potentially “benefit” from the treatment; in
that case, using the standard DID approach could lead to biased and inconsistent
estimates (Delgado and Florax, 2015). Violation of SUTVA could be possible in the
case of transit-induced neighborhood change and gentrification. First, in the case
of gentrification, it is possible that low-income households are displaced to nearby
neighborhoods. In that case, we would observe an increase in socioeconomic indica-
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tors such as income and educational attainment in the treated neighborhoods and a
relative decrease in the nearby indirectly treated neighborhoods. Also, as neighborhoods start gentrifying, a self-reinforcing process initiates and more and more upper
class residents are attracted. Therefore, the impact of the transit system could spill
over to neighborhoods that are not in the immediate proximity. Last but not least,
due to the nuisance created by fixed-rail systems, neighborhoods located very close
to a station could behave differently compared to neighborhoods not adjacent to the
station. Another case of possible violation of the SUTVA assumption in the context
of transportation engineering is related to road safety policies and specifically the phenomenon of crash migration from sites treated with automated speed enforcement to
indirectly treated sites in the vicinity (Thomas et al., 2009).
Delgado and Florax (2015) extended the standard DID specification to account
for the possibility of “spatial interaction” in the treatment responses due to spatial
spillover effects. It is assumed that these spatial spillovers are local and are therefore
restricted to immediate neighbors defined through a (2n × 2n) block-diagonal rowstandardized spatial weights matrix, W , on the basis of contiguity or distance. Spatial
interaction in treatment responses is defined as (I + ρW )Dj ◦ Tt , where I is the
identity matrix, ρ is a spatial autoregressive parameter, and ◦ denotes element-byelement multiplication and is used here to differentiate from matrix multiplication.
Following Delgado and Florax (2015), Eq. (3.2) can be modified to account for spatial
interaction in the responses:
y = α0 + α1 D + α2 T1 + α3 (I + ρW )D ◦ T1 + ε
= α0 + α1 D + α2 T1 + α3 D ◦ T1 + α3,ρ W D ◦ T1 + ε

(3.17)
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where α3,ρ = ρα3 and ρ 6= 0. Assuming that both treated and untreated units could
be indirectly affected by treatment D while the control group is not treated directly
or indirectly (D = 0, W D = 0) we can derive (Delgado and Florax, 2015):
AT E(wd) = {E[y|D = 1, T1 = 1, W D = wd] − E[y|D = 1, T1 = 0, W D = wd]} −
{E[y|D = 0, T1 = 1, W D = 0] − E[y|D = 0, T1 = 0, W D = 0]}
= α3 + α3,ρ wd

(3.18)

where wd ∈ W D for 0 ≤ wd ≤ 1. Therefore, the total average treatment effect is:
AT E = E[AT E(wd)|W D] = α3 + α3,ρ wd

(3.19)

where wd is the average proportion of treated neighbors. The total treatment effect
can be decomposed into a direct treatment effect equal to α3 (direct AT E) and an
indirect treatment effect equal to α3,ρ wd (indirect AT E).
A similar spatial DID model was developed by Chagas et al. (2016) and was used
for assessing the impact of sugarcane production on respiratory diseases. Dubé et al.
(2014) proposed a different spatial DID estimator to capture spatial autocorrelation,
which was a straightforward addition of the standard DID specification to the spatial
lag model; however, the estimated spatial spillover effects are global and do not
specifically refer to the treatment.

3.5

Spatial Multiple-Treatment DID Specification
In the case of J non-overlapping treatments and τ time periods, Eq. (3.17) can

be extended to:
y=

τ
X

Tt [β2t +

t=0

J
X

j
j
(β2t+1
Dj + β2t+1,ρ
W Dj )] + ε

(3.20)

j=1

which is equivalent to:
y = α0 +

J
X
j=1

α1j Dj

+

τ
X
t=1

Tt [α2t +

J
X
j=1

j
j
(α2t+1
Dj + α2t+1,ρ
W Dj )] + ε

(3.21)
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In the case of two non-overlapping treatments, D1 and D2 , and three time periods,
the previous equation simplifies to:
1
W D1 ◦ T1 + α32 D2 ◦ T1 +
y = α0 + α11 D1 + α12 D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
2
1
α3,ρ
W D2 ◦ T1 + α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 +
2
W D2 ◦ T2 + ε
α5,ρ

(3.22)

This setup applies if and only if there is no overlap in treated units across treatments. As previously discussed, in the context of transportation infrastructure investments, it is possible that treatments exhibit partial overlap. The following setup
incorporates potentially overlapping treatments (when the overlap is between two
treatments maximum) for the case of spatial interaction in the responses:
y =

τ
X

Tt [β2t +

t=0

J
X

j
j
(β2t+1
Dj + β2t+1,ρ
W Dj ) +

j=1

X

j∩k
(β2t+1
Dj ◦ Dk +

j,k=1,2,...,J
j6=k

j∩k
β2t+1,ρ
W (Dj ◦ Dk ))] + ε

(3.23)

which is equivalent to:
y = α0 +

J
X
j=1

J
X

α1j Dj

+

X

α1j∩k Dj

◦ Dk +

j,k=1,2,...,J
j6=k

τ
X

Tt [α2t +

t=1

j
j
(α2t+1
Dj + α2t+1,ρ
W Dj ) +

j=1

X

j∩k
j∩k
(α2t+1
Dj ◦ Dk + α2t+1,ρ
W (Dj ◦ Dk ))] + ε

(3.24)

j,k=1,2,...,J
j6=k

In the case of two partially overlapping treatments, D1 and D2 , and three time
periods, the previous equation simplifies to:
1
W D1 ◦ T1 +
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 ◦ D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
2
1∩2
α32 D2 ◦ T1 + α3,ρ
W D2 ◦ T1 + α31∩2 D1 ◦ D2 ◦ T1 + α3,ρ
W (D1 ◦ D2 ) ◦ T1 +
1
2
α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 + α5,ρ
W D2 ◦ T2 +
1∩2
α51∩2 D1 ◦ D2 ◦ T2 + α5,ρ
W (D1 ◦ D2 ) ◦ T2 + ε

(3.25)
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The calculation of AT E of interest for Eq. (3.25), which is the case of three time
periods and two partially overlapping treatments, D1 and D2 , that are both applied
at the end of time period 0, is shown in detail in Appendix B.3. The direct AT E
are identical to the AT E presented in Table 3.1. The indirect and total AT E are
presented in Tables 3.9 and 3.10 respectively.
Table 3.9 Indirect AT E for the Spatial Multiple-Treatment Specification shown in Eq. (3.25)
Treated Group

T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

1
α3,ρ
wd1

1
1
(α5,ρ
− α3,ρ
)wd1

1
α5,ρ
wd1

W D1 = 0, W D2 = wd2

2
α3,ρ
wd2

2
2
)wd2
− α3,ρ
(α5,ρ

2
α5,ρ
wd2

W D1 = wd1 , W D2 = wd2 ,

1
2
α3,ρ
wd1 + α3,ρ
wd2 +

1
1
)wd1 +
(α5,ρ
− α3,ρ

1
2
α5,ρ
wd1 + α5,ρ
wd2 +

W (D1 ◦ D2 ) = w(d1 ◦ d2 )

1∩2
α3,ρ
w(d1 ◦ d2 )

2
2
− α3,ρ
)wd2 +
(α5,ρ

1∩2
α5,ρ
w(d1 ◦ d2 )

1∩2
1∩2
(α5,ρ
− α3,ρ
)w(d1 ◦ d2 )

Note: The term W (D1 ◦ D2 ) = 0 is omitted from the first two treated groups due to space
limitations. The control group is D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0. The terms wd1 ,
wd2 , and w(d1 ◦ d2 ) are the average proportions of neighbors treated by D1 , D2 , and both D1 and
D2 respectively.

3.6

Spatial Sequential-Treatment DID Specification
It has been already mentioned that transportation infrastructure investments in

a given region typically occur sequentially and not at the same time. For example, a
new urban rail system could be described as a first treatment, while a future expansion
of the same system could be described as a second (sequential) treatment. We can
extend the spatial DID setup to include sequential treatments. In the case of J
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Table 3.10 Total AT E for the Spatial Multiple-Treatment Specification shown in Eq. (3.25)
T1 − T0

T2 − T1

T2 − T0

1
α31 + α3,ρ
wd1

1
1
α51 − α31 + (α5,ρ
− α3,ρ
)wd1

1
α51 + α5,ρ
wd1

2
α32 + α3,ρ
wd2

2
2
α52 − α32 + (α5,ρ
− α3,ρ
)wd2

2
α52 + α5,ρ
wd2

D1 = 1, D2 = 1,

1
α31 + α3,ρ
wd1 + α32 +

1
1
α51 − α31 + (α5,ρ
− α3,ρ
)wd1 +

1
α51 + α5,ρ
wd1 + α52 +

W D1 = wd1 , W D2 = wd2 ,

2
α3,ρ
wd2 + α31∩2 +

2
2
α52 − α32 + (α5,ρ
− α3,ρ
)wd2 +

2
α5,ρ
wd2 + α51∩2 +

W (D1 ◦ D2 ) = w(d1 ◦ d2 )

1∩2
α3,ρ
w(d1 ◦ d2 )

α51∩2 − α31∩2 +

1∩2
α5,ρ
w(d1 ◦ d2 )

Treated Group
D1 = 1, D2 = 0,
W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2

1∩2
1∩2
)w(d1 ◦ d2 )
− α3,ρ
(α5,ρ

Note: The term W (D1 ◦ D2 ) = 0 is omitted from the first two treated groups due to space limitations.
The control group is D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0. The terms wd1 , wd2 , and w(d1 ◦ d2 )
are the average proportions of neighbors treated by D1 , D2 , and both D1 and D2 respectively.

non-overlapping (no unit i receives more than one treatment at any time period t)
sequential treatments and τ time periods, Eq. (3.17) can be extended to:
X

y = α0 +

j=1,2,...,J

X

α1j Dj

+

τ
X
t=1

j
α2t+1,ρ
W Dj ) + ε

Tt (α2t +

X

j
α2t+1
Dj +

j=1,2,...,J
if t>tj

(3.26)

j=1,2,...,J
if t>tj +1

where tj is the time period at the end of which treatment Dj is applied. This setup
applies if and only if there is no overlap in treated units across treatments, which
probably does not occur frequently in the case of infrastructure investments, as it is
more likely that treatments exhibit partial overlap (for example, future rail stations

76
may be placed close to existing stations). To incorporate potentially overlapping
treatments, we can extend Eq. (3.26) as follows:
X

y = α0 +

j=1,2,...,J
if tj =0

X

α1j Dj

X

+

α1j∩k Dj Dk

j=1,2,...,J
if t>tj

Tt [α2t +

t=1

j,k=1,2,...,J
j6=k, if tj =tk =0

j
j
(α2t+1
Dj + α2t+1,ρ
W Dj ) +

+

τ
X

X

j∩k
(α2t+1
Dj ◦ Dk +

j,k=1,2,...,J
j6=k, if t>tj & t>tk

j∩k
α2t+1,ρ
W (Dj ◦ Dk )] + ε

(3.27)

This setup can also be used for a case without overlap (as in that case, Dj Dk
would be equal to zero) but is only applicable when the overlap is between maximum
two treatments. To derive the relevant AT E, we focus again on a simplified example.
In the case of three time periods and two partially overlapping treatments, D1 and
D2 , with D1 applied at the end of time period 0 and D2 applied at the end of time
period 1, the previous equation simplifies to:

1
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 ◦ D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
W D1 ◦ T1 +
1
2
α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 + α5,ρ
W D2 ◦ T2 +
1∩2
α51∩2 D1 ◦ D2 ◦ T2 + α5,ρ
W (D1 ◦ D2 ) ◦ T2 + ε

(3.28)

Considering Eq. (3.28), the calculation of AT E of interest is shown in detail
in Appendix B.4. The direct AT E are identical to the AT E presented in Table
3.5. The indirect and total AT E are presented in Tables 3.11 and 3.12, respectively.
Treatment D2 is applied at the end of time period 1 and, therefore, the AT E between
time periods 0 and 1 is zero. After the application of treatment D2 at the end of time
period 1, treatment effects are estimated for the units that received D2 as well as the
units that received both D1 and D2 .
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Table 3.11 Indirect AT E for the Spatial Sequential-Treatment Specification shown in Eq. (3.28)

Treated Group

T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

1
α3,ρ
wd1

1
1
)wd1
− α3,ρ
(α5,ρ

1
α5,ρ
wd1

W D1 = 0, W D2 = wd2

0

2
α5,ρ
wd2

2
α5,ρ
wd2

1
α3,ρ
wd1

1
1
(α5,ρ
− α3,ρ
)wd1 +

1
2
α5,ρ
wd1 + α5,ρ
wd2 +

2
wd2 +
α5,ρ

1∩2
w(d1 ◦ d2 )
α5,ρ

W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )

1∩2
α5,ρ
w(d1 ◦ d2 )

Note: The term W (D1 ◦ D2 ) = 0 is omitted from the first two treated groups
due to space limitations. The control group is D1 = D2 = W D1 = W D2 =
W (D1 ◦ D2 ) = 0. The terms wd1 , wd2 , and w(d1 ◦ d2 ) are the average proportions
of neighbors treated by D1 , D2 , and both D1 and D2 respectively.
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Table 3.12 Total AT E for the Sequential-Treatment Specification
shown in Eq. (3.28)
T1 − T0

T2 − T1

T2 − T0

1
α31 + α3,ρ
wd1

1
1
)wd1
− α3,ρ
α51 − α31 + (α5,ρ

1
α51 + α5,ρ
wd1

0

2
α52 + α5,ρ
wd2

2
α52 + α5,ρ
wd2

1
α31 + α3,ρ
wd1

1
1
)wd1 +
− α3,ρ
α51 − α31 + (α5,ρ

1
α51 + α5,ρ
wd1 + α52 +

W D1 = wd1 , W D2 = wd2 ,

2
α52 + α5,ρ
wd2 +

2
α5,ρ
wd2 + α51∩2 +

W (D1 ◦ D2 ) = w(d1 ◦ d2 )

1∩2
α51∩2 + α5,ρ
w(d1 ◦ d2 )

1∩2
α5,ρ
w(d1 ◦ d2 )

Treated Group
D1 = 1, D2 = 0,
W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,

Note: The term W (D1 ◦ D2 ) = 0 is omitted from the first two treated groups due to space
limitations. The control group is D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0. The terms wd1 ,
wd2 , and w(d1 ◦ d2 ) are the average proportions of neighbors treated by D1 , D2 , and both D1 and
D2 respectively.

3.7

Chapter Summary
This chapter focuses on the quasi-experimental design and specifically on the

standard DID method and a recently-developed spatial DID method. The scope is to
build on and expand these methods for multiple and sequential treatments within the
context of transportation engineering. The standard DID and the spatial DID specification are presented along with their key assumptions. The specification for multiple
treatments as well as the specification for sequential treatments are then explained
and the average treatment affects (AT E) are calculated for a simplified example of two
partially-overlapping treatments and three time periods. The methodology presented
in this chapter can be used in a wide variety of transportation-related applications
such as evaluating the impacts of transit systems, highway infrastructure, and road
safety interventions.
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4. CAUSAL IDENTIFICATION OF GENTRIFICATION AND
LOCAL SPATIAL SPILLOVER EFFECTS OF URBAN RAIL
INFRASTRUCTURE
It has been widely accepted that transit-oriented development (TOD) could be an
effective means of mitigating some of the problems commonly found in urban areas,
such as heavy traffic, noise pollution, air pollution, and urban sprawl (Cervero and
Duncan, 2002). TOD has been defined as “a compact, mixed-use community, centered
around a transit station that — by design — invites residents, workers, and shoppers
to drive their car less and ride mass transit more” (Miles et al., 2003).
A vital role of transit is to provide access to employment opportunities, local
markets, education and health care services to low-income households who may not
be able to afford other means of transport. Glaeser et al. (2008) showed that the
centralization of low-income households in U.S. cities is associated with their need for
access to affordable transportation modes. In addition, in urban areas, low-income
households could be disconnected in space from relevant employment opportunities,
as argued by the spatial mismatch hypothesis and related research, which makes
direct access to transit even more critical for this income group (Grengs, 2010; Johnson, 2006; Kain, 1992). Some recent studies have claimed that neighborhoods in
the proximity of new rail transit stations could be vulnerable to gentrification, which
could potentially lead to the displacement of lower-income households (Chapple, 2009;
Grube-Cavers and Patterson, 2015; Kahn, 2007; Spotts, 2013; Zuk and Carlton, 2015).
In the context of urban economics, gentrification has been defined as “the transformation of a working-class or vacant area of the central city into middle-class residential
and/or commercial use” (Lees et al., 2008). Displacement, segregation, polarization,
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and loss of affordable housing are some of the negative externalities of gentrification
(Atkinson and Bridge, 2004; Lees, 2008).
The attraction of middle and upper class population to a lower-income neighborhood induced by public investments on urban rail infrastructure and its subsequent
effect on the socio-demographic composition of neighborhoods is the center of this
research. The objective of this chapter is to develop an appropriate methodology for
quantifying the potentially causal relationship between gentrification (measured as socioeconomic change) and urban rail development. A spatial difference-in-differences
specification that incorporates sequential treatments as well as spatial interaction
in the treatment assignment is proposed. The developed methodology is illustrated
through the investigation of transit-induced gentrification in the neighborhoods within
the proximity of the Regional Transportation District (RTD) Light Rail facility of
the Denver–Aurora–Lakewood Metropolitan Statistical Area (MSA). This study contributes to the limited literature on transit-induced gentrification in a number of
ways. First, a quasi-experimental approach is proposed for analyzing the potential
causal mechanisms while the majority of past studies has been confined to descriptive
and geospatial analysis. Second, the effect of space through spatial autocorrelation
and spatial interaction in treatment assignment, which has been consistently ignored
by past studies potentially leading to biased estimates, is here duly considered. The
proposed methodology could be applied by transit authorities, planning agencies, and
research centers to urban rail and bus rapid transit systems with similar temporal and
spatial settings. For evaluating the impacts of commuter or long-distance rail, the
methodology has to be adjusted because of the change in spatial scale and specifically
the need to incorporate multiple urban areas.
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4.1

Theoretical Background
This section includes a brief discussion of past studies on spatial sorting, inner-city

gentrification and displacement, capitalization of accessibility benefits for urban rail,
transit-induced gentrification, and related policies.

4.1.1 Models of Spatial Sorting
The first monocentric-city models predict that in equilibrium, income increases
with distance from the city, which is the center of employment (Alonso, 1964; Mills,
1967; Muth, 1969). This result is based on the assumption that the income elasticity
of demand for land is greater than the income elasticity of commuting costs (including
the value of time). In this way, these early models tried to explain the choice of the
American upper class to reside in the suburbs. Almost 40 years ago, Wheaton (1977)
wrote: “It is by now well documented that in American urban areas the vast majority
of middle and upper income households live further from the city center in separate
suburban communities”. In his study, Wheaton (1977) empirically tested the incomeelasticity assumption of the monocentric-city models and found that the two income
elasticities (land consumption and cost of travel) are very similar.
Around the same time, Kern (1981) wrote about a “renewed upper-income demand
for central residential locations” evidenced by “the renovation of aging dwellings in
inner-city neighborhoods by young, upper-income professionals, especially those with
no children or small families” and developed a model of residential choice to explain
this newly-observed pattern. Contrary to the previous models, Kern (1981) defined
the Central Business District (CBD) as not only an employment center but also
a center of unique amenities, including social, cultural, and recreational activities
and distinctive goods. By introducing a parameter for personal taste associated with
socio-demographic characteristics (number of children, marital status, and education),
the model differentiates the preferences of upper-class individuals for city center and
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suburbs and leads to a separating spatial equilibrium that realistically describes the
“back to the city” phenomenon.
Towards the same direction, Brueckner et al. (1999) introduced amenities in the
monocentric-city model. In their model, spatial equilibrium does not only depend
on the income elasticity of the demand for land and cost of travel but also on the
spatial patterns of amenities in the city expressed by the “amenity gradient” and
the “consumers’ marginal valuation of amenities”. Ng (2008) tried to explain why
measured commuting distances are typically longer compared to what standard urban
models predict by incorporating proximity to amenities and heterogeneous households
in a model with two possible job locations (CBD and sub-center).
LeRoy and Sonstelie (1983) extended the Alonso-Muth framework to allow for two
competing modes of commuting. The model relates residential location patterns to
transportation technology innovation: when a fast mode of transportation is accessible only by the high income, the model predicts a separating spatial equilibrium with
the high income migrating to the suburbs; otherwise, the model predicts that the
high income reside in the city center and the poor migrate to the suburbs. However,
the empirical validation of the model was unsuccessful for the 1950s–1970s, implying that upper-income resettlement and gentrification is not simply an outcome of
transportation innovation.
Rosenthal (2008) suggested that neighborhood renewal and decline is a common
cyclic process emerging mainly from the deterioration of housing stock and the impact
of neighborhood externalities. Through a process known as “filtering”, high–income
households migrate from areas with deteriorated housing and their place is taken by
low-income households, changing the neighborhood’s economic status. After some
time, depreciated properties are eventually demolished and the area is redeveloped,
leading to another socioeconomic change due to the attraction of the high income. Additionally, local externalities could form migration patterns when households choose
where to locate based on the social status of their neighbors (such as education, race,
and ethnicity) and other neighborhood characteristics. Rosenthal (2008) found that
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the effect of aging housing stock on the economic status of neighborhoods has been
persistent over a 50–year horizon, while the effect of local externalities is greater in
the short term.

4.1.2 Inner–City Gentrification
In the U.S., when commuting by a personal vehicle became possible, higher-income
households able to afford that technology fled to the suburbs in search of cheaper
land, and inner-city housing amenities started deteriorating; however, in the 1970s,
a resettlement process began as the upper class migrated back to the city center,
displacing the lower income (LeRoy and Sonstelie, 1983; Wheaton, 1977). Numerous
studies have been dedicated to the subject of gentrification and displacement; this
section discusses only a small portion to offer some familiarity with the subject.
The majority of past studies concentrated on identifying and measuring gentrification (Atkinson, 2000; Hammel and Wyly, 1996; Hwang and Sampson, 2014; Owens,
2012) For example, Hammel and Wyly (1996) proposed a combination of field surveys,
consultation with local experts and discriminant analysis using census data for identifying gentrifying areas. Hwang and Sampson (2014) built upon the methodology
of Hammel and Wyly (1996) but also deployed Google Street View to find evidence
of gentrification in Chicago and study its relationship with the levels of racial and
ethnic composition at the neighborhood level.
Helms (2003) focused on explaining the determinants of the phenomenon of gentrification (measured as urban housing renovation) The author collected the permits
of all renovation activities that happened in Chicago from 1995 to 2000 and related
them to housing and neighborhood characteristics. For Helms, gentrification is a
“continual circulation through the city”, with young well-educated individuals migrating to the city and eventually leaving when they have children. The study found
that redevelopment is more likely to occur in old low-density houses located in downtown medium-density areas with access to public transportation and neighborhood
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amenities such as parks and bodies of water. Helms (2003) also documented the inability of his model to explain the concentration of renovation activity in certain areas
and attributed that to spatial spillovers (a building being renovated may increase the
probability of other buildings in the neighborhood to be renovated), which were not
captured by his analysis.
Quantifying displacement has been challenging due to data limitations, which has
led to questioning whether gentrification induces displacement (Freeman, 2005; Zuk
et al., 2015). McKinnish et al. (2010) used the confidential 1990 and 2000 Census
Long Form data to identify recent in-migrants and long-term residents in gentrifying
neighborhoods and analyze their characteristics. The study found no evidence of
disproportionate exit of low-educated and minority householders. In addition, results
indicated that black gentrifying neighborhoods attract middle-class black households.
Despite the currently questionable link between gentrification and displacement,
policy makers tend to promote gentrification as urban revitalization and hypothesize
that it fosters social mixing and leads to more diverse, integrated, and sustainable
communities (Lees et al., 2008). Regarding U.S. policies, Lees et al. (2008) argued that
the Federal Department of Housing and Urban Development’s HOPE VI programme
was used to gentrify public housing through social mixing by demolishing 63,000 units
and redeveloping 20,300 units by the end of 2004 while reducing affordable housing.

4.1.3 Urban Rail and Property Values
Properties close to rail transit stations are better connected to markets. Theoretically, the finite amount of these properties combined with their location advantage
would lead to an increase of their relative price (Cervero and Duncan, 2002). The
phenomenon of increasing property values close to rail stations has been termed capitalization of accessibility benefits and studied by numerous researchers (AtkinsonPalombo, 2010; Baum-Snow and Kahn, 2000; Cervero and Duncan, 2002; Duncan,
2008; Hess and Almeida, 2007). Despite the amount of research on the topic, the mag-
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nitude of results significantly differs across studies and could depend on the context,
the analysis period (e.g., analyzing property values a year after the opening of a new
station may not show significant changes), and the study methodology (e.g., omitting to control for property characteristics or local policies could lead to erroneous
results) (Duncan, 2008; Garrett, 2004). This section does not provide a full review
of the existing literature on the capitalization of accessibility benefits but mainly focuses on conclusions and lessons learned (a more comprehensive literature review was
conducted by Hess and Almeida (2007) and Zuk et al. (2015)).
The majority of past studies have quantified the effect of increased accessibility
on residential rather than commercial property values using a range of accessibility
measures such as the network distance (pedestrian route) from a property to the
closest transit station (Hess and Almeida, 2007), the linear distance from a property
to the closest transit station (Baum-Snow and Kahn, 2000), or an indicator variable
indicating proximity based on a buffer area (Atkinson-Palombo, 2010).
Most studies on residential properties developed hedonic regressions to estimate
property premiums using local micro data from a single year (Zuk et al., 2015).
For example, Hess and Almeida (2007) evaluated the impact of light rail stations on
property values in Buffalo, New York using hedonic models. Their study area included
7357 residential parcels within 0.5 miles from 14 light rail stations. Data on properties
were retrieved from the assessors database of the City of Buffalo, which included
property values, as well as descriptive variables such as the number of bedrooms, and
the year of construction. The value of each property was assumed to be a function
of proximity to light rail stations, housing characteristics, location amenities, and
neighborhood characteristics (including income). Proximity was estimated on the
basis of two approaches: (i) linear distance from each parcel to the nearest rail station,
and (ii) network distance, which simulates the actual pedestrian route from a parcel
to the nearest rail station. The effect of proximity to light rail was measured as
the change in property values per foot further from the station. It was found that
properties located close to stations have a premium equal to 2–5 percent of the city’s
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median property value. Also, results indicated that when linear distance was included
in the model (instead of network distance) the effect on property values was found
to be higher. Last, the study showed that the high-income neighborhoods faced the
highest increase in property values.
A smaller number of studies on residential properties used data before and after
the opening of the transit system for analyzing changes in values (Zuk et al., 2015).
For example, Baum-Snow and Kahn (2000) examined the change in real rents and
house values in five U.S. cities that experienced rail transit improvements between
1980 and 1990 using hedonic regressions. The authors normalized the data from
the 1980 and 1990 Census tracts using population-weighted conversion factors, and
defined as “walk-and-ride” the tracts that are within 2 km from rail transit. Their
measure of accessibility was the linear distance between a tract located within a 25 km
radius of the city’s CBD and the nearest rail transit line. Results showed a relatively
small increase in rents and housing prices due to the upgraded rail transit systems;
a decrease in distance by 2 km implied a $19 increase in monthly rent and a $4972
increase in house values. The study also analyzed transit use by demographic group
using census microdata and found that the use of rail transit by the poor decreased
from 24.6 percent to 18 percent.
In a more recent study, Atkinson-Palombo (2010) investigated the capitalization
benefits of access to light rail in Phoenix, Arizona using parcel transactions data
recorded by assessor offices. Hedonic models were developed for each land use mix
(condos and single-family houses; amenity-dominated mixed-use neighborhoods and
residential neighborhoods) and time period (1995–1999, which is before the opening
of the light rail facility, and 2001–2007, which is after the opening of the light rail
facility). A binary variable was used to indicate proximity to a light rail station (1 if
the land parcel is within 0.5 mile walking distance from a station; 0 otherwise). It was
found that condos in amenity-dominated mixed-use neighborhoods experienced the
highest capitalization benefits (around 20 percent) while condos located in residential
neighborhoods had a price discount of 13 percent. Moreover, single-family houses in
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proximity to a light rail station experienced a price increase even before the opening
of the light rail system. Li et al. (2016) studied the increase in property values in
Beijing due to a subway expansion using first-differenced hedonic models and found
that for properties within 3 km (3–5 km) of a station, values increased by 15 percent
(3.4 percent) for every 1 km increase in distance from a subway station.
The literature on commercial property premiums is not as extensive as on residential properties. Cervero and Duncan (2002) estimated high premiums for commercial
properties close to the light rail and commuter rail stations in Santa Clara County,
California. A hedonic model was developed using 1998 and 1999 data on commercial land values from Metroscan, which contains information on all real estate sales
recorded by assessor offices. Accessibility premiums were detected only for parcels
located within 0.25 miles (linear distance) of a station, with land values increasing by
23 percent in the case of light rail and by 120 percent in the case of commuter rail,
compared to the mean value per square foot.
Additionally, some researchers focused on the timing of the capitalization of accessibility benefits and found that property premiums could appear during the planning
and construction stages of the rail facility (Bae et al., 2003; Golub et al., 2012; Knaap
et al., 2001). Knaap et al. (2001) used hedonic regressions to investigate the increase in land prices within 0.5 to 1 mile from the light rail system in Washington
County, Oregon, for three points in time: (i) one year before the announcement of
the stations location, (ii) the year of the announcement, and (iii) two years after the
announcement. Results indicated that the impact was stronger two years after the
announcement of the stations. Specifically, it was found that the prices within 0.5
miles (1 mile) from a planned station were 36 percent (9 percent) higher. Bae et al.
(2003) studied the impact of a single line of Seoul’s subway on residential property
values using four different hedonic regressions for each of the following points in time:
(i) the announcement of the subway, (ii) the construction, (iii) the completion date
and (iv) three years after its opening. They found that the distance from the subway
line had a significant effect on property prices prior to the line opening but not after
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its opening. Last, Golub et al. (2012) explored the capitalization effects of light rail
in Phoenix for residential, commercial as well as vacant land prices within a 2-mile
buffer from light rail during the planning, construction and operation phases using a
single hedonic model. Results indicated that capitalization benefits were experienced
since the planning and design stages of the light rail facility. Proximity to light rail
had a positive impact on property prices in general, with some exceptions. For example, single-family home prices located within 200 feet from the tracks were negatively
affected, which implies a nuisance effect.
Researchers have also quantified property premiums for different transit modes
and argued that the premiums are lower in the case of light rail compared to heavy
rail and commuter rail due to the systems lower speeds and smaller geographical
coverage (Cervero and Duncan, 2002; Hess and Almeida, 2007).

4.1.4 Transit-Induced Gentrification
Figure 4.1 describes the potential social consequences of a large-scale investment
in urban rail for a low-income area that has been experiencing public and private
disinvestment. Due to the government’s commitment to a major investment, the
neighborhoods surrounding the new transit stations are expected to revitalize, and
private investments in the form of commercial amenities and private property renovations are expected to arise (Pollack et al., 2010; Zuk et al., 2015). The change in
neighborhood accessibility and aesthetics as well as the provision of quality housing
and commercial amenities is hypothesized to attract middle and upper class residents, therefore initiating a gentrification process. The value of private properties
will noticeably increase due to renovation activities. Additionally, the finite amount
of properties close to transit in combination with their high demand will also rise
property values. This change in property values could be manifested in the form of
house and rent price rises, transition from renter to owner-occupied units, and loss
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of affordable housing, and could therefore lead to the displacement of lower income
households.
The influx of middle and upper class residents is expected to gradually change the
neighborhood’s social composition or “character” and increase the neighborhood’s
attraction for middle and upper class residents. This self-reinforcing process theoretically would end when complete segregation is achieved and all the lower income
households have been displaced (that is, in the absence of appropriate policies), but
in reality, we could expect this neighborhood change to spill over to nearby neighborhoods.
Although the capitalization of accessibility benefits has been studied extensively
during the last 25 years, the associated socioeconomic shifts in the areas close to
transit stations had not been considered until very recently. This section provides a
review of the past studies on transit-induced gentrification. The first published study
that attempted to relate gentrification to transit investments was by Lin (2002);
however, the study did not differentiate from the literature on the capitalization of
accessibility benefits since housing values were used as the indicator of gentrification
and regressed against proximity to transit. Since then, two studies have attempted
to establish a relationship between rail transit and gentrification using econometric
approaches (Grube-Cavers and Patterson, 2015; Kahn, 2007) while the remaining
studies on transit-induced gentrification either focused on descriptive or geospatial
analyses (Pagliara and Papa, 2011; Pollack et al., 2010) or had a different scope (such
as Chapple (2009), who focused on susceptibility to transit-induced gentrification,
and Dominie (2012), who investigated commute choice changes in gentrified neighborhoods).
Kahn (2007) conducted a large-scale investigation on gentrification trends in US
cities with new or expanded rail transit systems. The study included tract-level
census data from 14 cities for the years between 1970 and 2000. The average home
price, the average household income and the share of adults who are college graduates
were assumed as measures of gentrification, and the tracts within 1 mile of a transit
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station were defined as treated. Although it is not clearly stated in the paper, a setup
similar to the DID approach was used. Each measure of gentrification was regressed
against the distance to central business district (CBD), type of station (walk-and-ride
compared to park-and-ride) and a dummy variable for the initial per capita income
(1 if the tracts 1970 per capita income was above the median per capita income of
the metropolitan area; 0 otherwise). Results indicated that there was a statistically
significant increase in the number of college graduates in the tracts close to walk-andride stations. Comparative results were also found for other gentrification measures.
This outcome was attributed to the “new urbanist” lifestyle, which is assumed to
attract upper class households. The study concluded that communities close to parkand-ride stations do not experience similar socioeconomic changes, because excessive
traffic congestion and noise makes them less attractive.
In a more recent study, Grube-Cavers and Patterson (2015) investigated the relationship between rail transit and gentrification in three Canadian urban centers
on the basis of a survival analysis. The authors argued that previous studies on
transit-induced gentrification did not follow “conventional” definitions on gentrification, included some but not all indicators of gentrification, and did not address them
jointly. They also claimed that gentrification should be described as an event in time
(1 if a census tract is observed to have undergone gentrification, 0 otherwise) and not
as a continuous variable because: (i) for a neighborhood to be susceptible to gentrification, first it has to be considered “gentrifiable”, and (ii) evidence of gentrification
in a neighborhood requires all indicators of gentrification to rise faster in comparison to the greater region. The study first assessed the susceptibility of each tract
to gentrification and later tested if it has gentrified using five indicators: (i) average
monthly rent, (ii) proportion of people in professional occupations, (iii) percentage
of owner-occupied dwellings, (vi) average family income, and (v) number of degrees
per capita. The authors defined as gentrifying the tracts that had experienced an
increase in all the aforementioned indicators greater than the corresponding change
experienced on average in the study region. A survival analysis of the “event” of
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gentrification (emerging from the pool of gentrifiable tracts) was conducted for each
urban area. The exposure to transit, proportion of housing built before 1946, distance to the nearest park, distance to the nearest body of water (river, lake or ocean),
distance to CBD, and distance to the nearest previously-gentrifying tract were used
as exogenous variables in the analysis. For Montreal and Toronto, it was found that
as the exposure to transit increases the probability of gentrification increases as well.
Additionally, for Toronto, it was found that the effect of exposure to transit is higher
right after the opening of the station but decreases with time.
Although Kahn (2007) and Grube-Cavers and Patterson (2015) both focused on
quantifying transit-induced gentrification, their methodologies were quite different.
Kahn (2007) developed regression equations in which the dependent variable was a
measure of gentrification (continuous variable), while Grube-Cavers and Patterson
(2015) treated gentrification as an event in time and analyzed it using survival models. Kahn (2007) developed a single model for each measure of gentrification, which
was strongly criticized by Grube-Cavers and Patterson (2015). Despite the fact that
a joint consideration of indicators of gentrification could be considered more appropriate, the method followed by Grube-Cavers and Patterson (2015) could exclude
important information from the analysis due to the relatively rigid definition of gentrification which requires five indicators to increase simultaneously in a single tract
in order to define it as gentrifying. Additionally, none of the two studies accounted
for possible spatial spillovers and spatial autocorrelation.
The small number of descriptive analyses on transit-induced gentrification could
offer important insight on the topic. Pollack et al. (2010) analyzed the socioeconomic
changes in 42 neighborhoods in 12 U.S. metropolitan areas that were first served by
rail transit between 1990 and 2000 using census data at the block-group level. The
study explored a wide range of potential factors related to gentrification by comparing the average change in population growth, racial and ethnic composition, median
household income, number of housing units, median gross rent, in-migration, use of
public transit for commuting, and vehicle ownership in transit-rich neighborhoods
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(block groups within 0.5 miles from a transit station) with the corresponding average
changes in the surrounding metropolitan area. The study found evidence of gentrification in the majority of transit-rich neighborhoods. Although changes in income and
vehicle ownership were noteworthy, the study did not detect significant changes in
the neighborhood racial composition. The study highlighted the increase in vehicle
ownership in the transit-rich neighborhoods as a pattern that contradicts the purpose of transit development; as the majority of in-movers own personal vehicles, they
are less likely to use transit regularly for commuting. Therefore, the neighborhoods
around TOD attract non-transit-oriented population, which could potentially lead to
an opportunity cost in terms of lost ridership.
Pagliara and Papa (2011) examined the land-use and economic impacts of urban
rail investments in the city of Naples, Italy, using comparisons between treated (neighborhoods within 0.5 km from a rail station) and control groups (neighborhoods with
similar characteristics with the treated area, which have not been benefited by other
improvements). Although the study mainly focused on the changes in residential and
commercial property values, there were some references to gentrification. It was argued that some of the treated groups experienced gentrification and an increase in the
number of residents due to extensive migration from the urban center to transit-rich
neighborhoods in the suburbs. Jones (2015) investigated the socioeconomic composition of the neighborhoods close to Vancouver’s SkyTrain corridor and found that the
low-income immigrant households are threatened by the city’s redevelopment policies
and apartment demolitions.
An interesting study associated with transit-induced gentrification was conducted
by Dominie (2012), who focused on the relationship between gentrification and commute mode choices around transit stations in Los Angeles. The analysis area included
census tracts within 0.5 miles from heavy rail, light rail and bus rapid transit stations.
The following measures of gentrification were combined into a single index using equal
weights: (i) five income categories as defined by the California Department of Housing and Community Development, (ii) percentage of residents with college education,
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(iii) percentage of residents employed in managerial occupations, and (iv) percentage
of non-Latino Whites. Specifically, gentrification was defined based on the number of
standard deviations (z-scores) each tract is from the county mean as follows: Gentrification = (percentage of very low and extremely low-income households) ∗ z (change
in high-income households) + (change in residents with a college degree) + z (change
in residents employed in managerial occupations) − z (change in extremely low and
very low-income households). The study developed regression models in an effort
to describe the change in percentage of residents who use transit utilizing variables
related to socioeconomic change and gentrification, housing market variation, policies
(such as parking availability), change in population density, distance from the CBD,
and transit availability. Results indicated that, in the area around transit stations,
there was a dramatic increase in the number of individuals commuting by personal
vehicle and decrease in transit ridership. It was also found that the more an area
gentrifies, the higher is the reduction in transit ridership.
With respect to treatment definition, Grube-Cavers and Patterson (2015) assumed
a continuous treatment (exposure to transit), while the remaining studies mentioned
in this section assumed a binary treatment (indicator variable equals to 1 for tracts
within 0.5–1 miles or km from the transit station; 0 otherwise). Regarding the definition of control areas, Kahn (2007) and Pollack et al. (2010) used the relevant
metropolitan or urban areas, while Pagliara and Papa (2011) used control groups
with similar characteristics to the treated groups.
In summary, among the studies conducted in the area of transit-induced gentrification, Kahn (2007) and Grube-Cavers and Patterson (2015) were the only to conduct
an econometric analysis to relate transit investments and gentrification. However,
only the analysis by Kahn (2007) could be considered as causal. The remaining studies were either confined to geospatial observations and descriptive statistics (Pagliara
and Papa, 2011; Pollack et al., 2010) or their main scope was not to quantify transitinduced gentrification (Chapple, 2009; Dominie, 2012).
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4.1.5 Policies Related to Transit and Gentrification
Despite the limited research, several federal and regional funding programs have
been established for the promotion and support of affordable housing in TOD, and
therefore, the alleviation of gentrification pressures; however, actual progress has yet
to appear (Zuk and Carlton, 2015). The Low Income Housing Tax Credit (LIHTC),
which was created in 1986, is responsible for the majority of affordable housing units
(over two million units) established in the U.S. (Zuk and Carlton, 2015). As of today,
only 15 percent of LIHCT housing units are placed within 0.5 miles of a transit
station. Moreover, new LIHCT housing units have been added only in one out of five
new transit neighborhoods (Zuk and Carlton, 2015). In the case of existing LIHCT
housing units close to transit stations, it is typically at the owner’s discretion to take
advantage of the property premium and sell or rent the units at market prices for
profit (Spotts, 2013).
Another relevant federal program, New Starts, is a fund designated to new transit
investments. In 2013, the Federal Transportation Administration (FTA) published
an updated Policy Guidance for the New Starts program, which included incentives
for developing and preserving existing affordable housing units near transit stations
(FTA, 2013). These incentives were included in the Policy Guidance in the form of
evaluation criteria for future proposals. Given the new policy, the FTA assesses the
benefits of a proposed project on lower-income households based on the following criteria: (i) “proportion of legally binding affordability restricted housing in the project
corridor compared to the proportion in the counties through which the project travels”, (ii) number of trips taken by transit-dependent individuals, and (iii) the projects
commitment to affordable housing implementation and preservation (FTA, 2013). In
2015, the U.S. Department of Transportation (USDOT) recommended funding for
new transit projects as part of the fiscal year 2016 budget. Although the previouslymentioned measures of equitable TOD were included in the evaluation process, they
did not have a significant influence on the overall project rating (Zimmerman and
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Lukacs, 2015). Nonetheless, project ratings revealed that projects in communities
that have not established strong policies to protect lower-income families from gentrification pressures were penalized (Zimmerman and Lukacs, 2015).
Some regions have also developed their own funding programs in an effort to coordinate transit and affordable housing projects. For example, the Denver TOD Fund
intends to develop 2,000 new affordable houses near transit in the greater Denver
metropolitan area by 2024. Another example is the Bay Area Transit-Oriented Affordable Housing Fund, a $50 million fund dedicated to the promotion of equitable
TOD through the development of affordable housing and other community services.
One of the leading obstacles to establishing affordable housing units is the high value
of land in transit-rich areas (Spotts, 2013). Other challenges include restrictive zoning
policies as well as the difficulty of coordinating transit and housing agencies. However, coordination between agencies and local governments is imperative for ensuring
equitable access to transit and alleviating gentrification pressures (Spotts, 2013).

4.2

Methodology
The objective of this research is to develop a methodology for the identification

of the potentially causal relationship between urban rail investments and gentrification. The proposed methodology has three main components: (i) quasi-experimental
design, (ii) spatial analysis, and (iii) multiple-outcome analysis. The difference-indifferences (DID) method is used herein for testing the causal hypothesis of this
research. Specifically, a spatial DID approach is proposed for capturing the average
direct and indirect (spatial spillover) effects of urban rail; if spatial spillover effects
are present but not accounted for, the estimates of the DID method could be biased
and inconsistent (Delgado and Florax, 2015). This research also recognizes that gentrification is a complex phenomenon with multiple socioeconomic dimensions, and a
single-outcome approach would be challenging and potentially imprecise. For this reason, a system of seemingly unrelated regressions (SUR) that can incorporate multiple
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measures of gentrification is proposed. The generalized moments estimator developed
by Baltagi and Pirotte (2011) for a SUR with spatial error components is chosen here
for its ability to account for heterogeneity and spatial dependence in a panel setting.
Further details on the methodological approach are given in the following sections.

4.2.1 Quasi-Experimental Design
In quasi-experimental design, the term “treatment” is used to describe an intervention, the effects of which are evaluated. For this study, an urban rail system, or a
specific line of an urban rail system is considered as a treatment. The unit of analysis
is a neighborhood, and a treated unit is defined as a neighborhood within the proximity of a rail station. The evaluation of impacts for the treated units (causal effect)
involves the analysis of an observed potential outcome before and after the treatment
(opening of urban rail stations) for two groups: (i) treated group and (ii) control
group, and their comparison. The treated group includes all the neighborhoods in
the vicinity of rail stations (treated units), while the control group includes the remaining neighborhoods in the study area. The study area is confined to the urban
part of an MSA or to a smaller part of the urban area, depending on the individual
characteristics of a particular case study. Because this study focuses on gentrification,
the potential outcome is a set of socioeconomic and housing indicators (discussed in
detail in the next section). The complexity of causal inference materializes in the
inability to observe units (neighborhoods) in both treated and untreated states. The
parallel-trends assumption is necessary for overcoming this complexity and is tested
here by plotting the potential outcome for treated and control groups at least two
time periods before treatment is applied.
Proximity is defined as a binary treatment in the form of a buffer zone around
a transit station. When a continuous treatment is used, an assumption about the
functional form of the treatment effect dissemination in space needs to be made. For
example, if the continuous treatment is defined as the distance between a neighbor-
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hood and the closest rail station, the functional form (such as linear, quadratic, etc.)
of the relationship between the distance and the potential outcome needs to be specified. When a binary treatment is used, the underlying assumption is that the effect
is constant inside that specified buffer zone and zero outside. However, in this study,
this assumption is relaxed by considering local spatial spillover effects that allow for
the estimation of direct and indirect treatment effects to units that are directly treated
(they are within the proximity zone) or indirectly treated (their neighbors are within
the proximity zone). Additionally, most quasi-experimental approaches, such as DID
and regression discontinuity, can only be applied in the case of binary treatments.
In previous studies, binary treatments have been arbitrarily defined and have
ranged between 0.25 miles to 2 miles from a rail station. However, the majority of past
studies on the capitalization of property values and transit-induced gentrification have
used 0.5–1 miles proximity zones (Atkinson-Palombo, 2010; Chapple, 2009; Hess and
Almeida, 2007; Kahn, 2007; Pollack et al., 2010). This study follows the suggestions
of past literature but also attempts to include a more flexible treatment definition.
The main analysis is conducted by defining treated units as neighborhoods that are
within 1 mile from a rail station. In addition, a sensitivity analysis is conducted in
order to investigate the effect of proximity zone definition on the analysis results,
using proximity zones equal to 0.5 miles, and 1.5 miles from the new rail stations.
This methodology proposes a spatial DID approach that identifies the average
direct treatment effects but also the average indirect treatment effects in the form of
local spatial spillovers. It is likely that in gentrifying neighborhoods, lower-income
households experience involuntary or exclusionary displacement and may migrate
to nearby neighborhoods. It is also possible that gentrifying neighborhoods close
to urban rail induce socioeconomic change in other nearby neighborhoods through
a self-reinforcing process. Such indirect impacts can be captured by a spatial DID
framework. In Chapter 3, the standard DID method and the spatial DID specification
developed by Delgado and Florax (2015) were discussed and expanded to incorporate
multiple or sequential, partially-overlapping treatments. The choice of an appropriate
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DID specification is determined by the distinct characteristics of the case study, and
specifically the attributes of the urban rail system (number of rail lines, year of
beginning operation for each line).

4.2.2 Measures of Socioeconomic Change and Gentrification
Although there are numerous definitions of gentrification, they are all consistent
in terms of the types of neighborhoods that have the potential to gentrify (Freeman,
2005). These are centrally–located neighborhoods that had been initially experiencing
public and private disinvestment and could be characterized by high share of lowincome households and renter-occupied units (Chapple, 2009; Freeman, 2005; Hammel
and Wyly, 1996).
Some studies have underlined the importance of restricting the analysis to neighborhoods susceptible to gentrification (Freeman, 2005; Grube-Cavers and Patterson,
2015; Hammel and Wyly, 1996). Freeman (2005) defined as neighborhoods susceptible to gentrification those with (i) median income equal to or less than the median in
the respective metropolitan area and (ii) proportion of housing stock built within the
last 20 years below the median of the respective metropolitan area. Chapple (2009)
investigated the susceptibility to gentrification of neighborhoods in the San Francisco
Bay Area and proposed an “early warning toolkit” that could be used to map susceptibility and assist agencies in preventing negative externalities such as displacement.
Chapple (2009) studied the possible predictors of gentrification by exploring the initial socioeconomic characteristics of the gentrified neighborhoods and found that high
availability of amenities and public transportation, increased income diversity, high
share of renters who pay over 35 percent of their income for rent, large share of nonfamily households and renter-occupied housing, and large share of minorities have
been associated with gentrification that occurred between 1990 and 2000 and could
therefore be used to predict gentrification in other areas in the future. In the same
direction, Pollack et al. (2010) concluded that neighborhoods with a higher num-
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ber of renters are more susceptible to transit-induced gentrification. Grube-Cavers
and Patterson (2015) assessed susceptibility to gentrification on the basis of average
family income and number of degrees per capita; if the two previously-mentioned
indicators were lower than the region’s average for a tract, the tract was considered
“gentrifiable” (or susceptible to gentrification).
Evidence of gentrification can typically be found in both physical assets (housing
and commercial amenities) and human assets (residents) of a neighborhood. For this
reason, past studies have used gentrification measures that either quantify residential mobility and specifically in-migration (mainly in terms of socioeconomic change)
or determine pricing and characteristics of physical assets. Additionally, some past
studies have used more than one variable to measure gentrification. Tables 4.1 and
4.2 present a list of gentrification measures as well as some of the studies that utilized
them.
Table 4.1 Measures of Gentrification in the Literature: Widely-Used
Socioeconomic Variables
Study

Educational Attainmenta

Occupationb
×

Atkinson (2000)
Freeman (2005)

×

Grube-Cavers and Patterson (2015)

×

Hammel and Wyly (1996)

×

Kahn (2007)

×

×

a

×

×
×

Kolko (2007)
Owens (2012)

Incomec

×

×

×

Educational attainment has been typically expressed as percentage of individuals 25 years old
and over with at least a bachelor’s degree
b
For occupation, past studies have used the percentage of workers over 16 in management, business,
science, and arts occupations or the percentage of workers in “professional” occupations.
c
With respect to income, past studies have used average or median, household or family income
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Table 4.2 Measures of Gentrification in the Literature: Widely-Used
Housing Variables
Study House

Rent Percentage of

Valuea
×

Grube-Cavers and Patterson (2015)
Hammel and Wyly (1996)

Owner–Occupied Units

×

Renovation
Cost

×

×
×

Helms (2003)
Kahn (2007)

×

Owens (2012)

×

×

a

Past studies have used the median house value collected by the U.S. Census Bureau. A census
house value is the price that a property would sell for if were for sale as reported by the householder

Previous studies have described gentrifiers as young, educated, unmarried or childless professionals (Helms, 2003). It therefore comes as no surprise that educational
attainment has been the most widely-used socioeconomic measure of gentrification,
followed by income and type of occupation. Also, most of the studies that have used
housing variables have done so in combination with socioeconomic variables, apart
from Helms (2003), who collected data on renovation costs of individual properties
from the Chicago Department of Buildings.
Using racial change as a measure of gentrification has been controversial. Hammel
and Wyly (1996) observed that changes in racial composition of gentrifying neighborhoods are not consistent across different cities and explained that “racial change
is not an inherent feature of the gentrification process, which is fundamentally a
class-based phenomenon”. McKinnish et al. (2010) investigated in and out-migration
patterns in gentrifying neighborhoods using the 1990 and 2000 Census Long Form
confidential data and found that African-American gentrifying neighborhoods attract
middle-class African-American households. Hwang and Sampson (2014) used Google
Street View data to analyze the pace of gentrification in Chicago from 2007 to 2009
and concluded that African-American and Latino neighborhoods are less likely to
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continue gentrifying or experience spillover effects from nearby gentrifying neighborhoods, while the opposite holds for racially-integrated neighborhoods with at least 35
percent of the neighborhood population being White. This result contradicts Helms
(2003) who collected data on building renovations in Chicago between 1995 and 2000
and found that high-minority areas are more likely to experience gentrification.
Taking into account the literature on inner-city and transit-induced gentrification,
three measures are selected: (i) income, (ii) educational attainment, and (iii) house
values.

4.2.3 Seemingly Unrelated Regression with Spatial Errors for Panel Data
Seemingly unrelated regressions (SUR) have been widely used for the estimation
of multiple equations with correlated disturbances because of the expected gains in
efficiency compared to an equation-by-equation approach. The SUR model was first
introduced by Zellner (1962). One of the numerous extensions of the SUR model
was presented by Anselin (1988), who focused on cross-section data with spatiallycorrelated errors. Baltagi and Pirotte (2011) extended Anselin’s SUR model for the
case of panel data and proposed a generalized moments (GM) estimator, which they
compared to a maximum likelihood (ML) estimator developed by Wang and Kockelman (2007).
In the case of M equations (or M gentrification measures for this study), T time
periods for each equation, and N units for each equation, the potential outcome y
could be expressed as (Baltagi and Pirotte, 2011):
ym = Xm βm + εm , m = 1, . . . , M

(4.1)

where ym is a (T N × 1) vector of potential outcomes, Xm is a (T N × km ) matrix
of exogenous variables, with km representing the number of exogenous variables corresponding to each equation m, and εm is a (T N × 1) error vector that follows a
first-order spatial autoregressive process (Baltagi and Pirotte, 2011):
εm = (IT ⊗ ρm WmN )εm + um

(4.2)
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where IT is an identity matrix of order T , ρm is the spatial autoregressive parameter,
WmN is an (N × N ) spatial weights matrix with zero diagonal elements1 , and um is a
(T N × 1) vector of error components. The vector um allows for the error components
to be correlated over time and follows a structure identical to the corresponding
single-equation one-way error component model (Baltagi, 2008; Kapoor et al., 2007):
um = (iT ⊗ IN )µm + vm

(4.3)

where iT is a (T × 1) vector of ones, IN is an identity matrix of order N , and
µm = (µ1m , . . . , µN m )0 , which represents the unit-specific error components, and vm =
0
0
0
(vN
m (1), . . . , vN m (T )) , which represents the error components that vary across units

and time periods, are zero-mean random vectors with covariance matrix:


 

σµ2 m l IN
0
µm 

E   µ0l vl0 = 
2
0
σvm l IT N
vm

(4.4)

for m and l = 1, 2, . . . , M . Baltagi and Pirotte (2011) derived the feasible generalized
least squares (GLS) estimator of β (shown in Eq. 4.1):
0

0

∗ −1 ∗ −1 ∗
β̂F GLS = (X̂ ∗ Ω̂−1
u X̂ ) X̂ Ω̂u ŷ

(4.5)

where X̂ ∗ = Â−1 X, ŷ ∗ = Â−1 y, Â is an (M × M ) block-diagonal matrix with typical
block matrix Âmm = IT ⊗ ĤN m and ĤN m = (IN − ρ̂m WmN )−1 , and Ω̂u is the estimate
of the variance-covariance matrix given by:
Ω̂u = Ω̂1 ⊗ Q1 + Ω̂v ⊗ Q2

(4.6)

where U = [u1 , . . . , uM ] is the (N T × M ) matrix of disturbances, Ω̂1 = (U 0 Q1 U/N ),
Ω̂v = (U 0 Q2 U/N (T − 1), Q1 = (JT /T ) ⊗ IN , and Q2 = (IT − (JT /T )) ⊗ IN .
The variance-covariance matrix, Ω̂u , can be decomposed into the variance-covariance
matrix of the unit-specific error components, Ωˆµ , and the variance-covariance matrix
of the idiosyncratic error components, Ω̂v , using the following relationship for each
matrix element (variance or covariance): σ12 ml = σv2 ml + T σµ2 ml .
1

See Baltagi and Pirotte (2011) for detailed assumptions.
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Baltagi and Pirotte (2011) proposed a two-step process for acquiring β̂F GLS : (i)
first, each equation m is estimated separately using the GM spatial panel data estimator developed by Kapoor et al. (2007) with the scope to receive consistent estimates
of ρ̂m for m = 1, . . . , M and consistent estimates of the residuals; (ii) second, β̂F GLS
is obtained as shown in Eq.(4.5) using the estimates of the autoregressive parameters
and residuals acquired in the first step.
Kapoor et al. (2007) developed GM estimators for panel data models with spatially
correlated error components. The model specification and error-component structure2
for this single-equation approach presented by Kapoor et al. (2007) is identical to the
specification and error structure for equation m (for m = 1, . . . , M ) of the SUR model
discussed in this section, which allows for the aforementioned two-step estimation process. The error-component specification proposed by Kapoor et al. (2007) (and later
followed by Baltagi and Pirotte (2011)) implies that spatial autocorrelation applies to
both the unit-specific error components and the remaining error components, which
differs from another relevant specification proposed by Baltagi et al. (2003), in which,
spatial autocorrelation is applied only to the remaining error components.
Kapoor et al. (2007) developed three GM estimators defined in terms of six moment conditions. The first (“initial”) estimator is based on a subset of moment
conditions, while the second estimator is based on all six moment conditions. The
third estimator uses a simplified weighting scheme, which is useful in the case of large
samples. Despite the GM estimators are not confined between -1 and 1, Kapoor et al.
(2007) reported less than one percent of outliers in their Monte Carlo simulations.
Additionally, the three type of GM estimators were found to have similar root mean
squared errors (RMSE). The model developed by Kapoor et al. (2007) is readily available in R through the splm package. A choice between a GM and an ML estimator
for the same model is also available. Typically, the results of the two estimators are
comparable. This study chooses to use the ML estimator to complete this first step
of the estimation process of the model by Baltagi and Pirotte (2011).
2

See Kapoor et al. (2007) for detailed assumptions.
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Baltagi and Pirotte (2011) indicated that their proposed GM estimation approach
for the SUR model with spatial error components is straightforward and results in
consistent estimates under the assumptions stated by Kapoor et al. (2007), compared
to the ML procedure developed by Wang and Kockelman (2007) which could be
computationally intense. In terms of efficiency, Baltagi and Pirotte (2011) reported
that both estimators lead to similar RMSE based on Monte Carlo simulation results.
Baltagi and Pirotte (2011) did not propose any goodness-of-fit measures for their
GM estimator. Given the complexity of the model, regular goodness-of-fit measures
such as R2 are not applicable. An alternative measure is the squared correlation
coefficient between actual and fitted values, which can be calculated as follows:
corr2 (y, ŷ) =

[(y − y)0 (ŷ − y)]2
[(y − y)0 (y − y)][(ŷ − y)0 (ŷ − y)]

(4.7)

where y is the observed potential outcome, ŷ is the fitted outcome, and y is the sample
mean of y.

4.3

Empirical Setting
The methodology of this study is illustrated through the investigation of transit-

induced gentrification in the neighborhoods around the RTD Light Rail facility of the
Denver–Aurora–Lakewood MSA. The relationship between the RTD rail stations and
land use changes has been studied by Ratner and Goetz (2013) and Bhattacharjee and
Goetz (2016) using descriptive and geospatial analysis. Both studies found significant
increase in commercial development close to rail stations. Ratner and Goetz (2013)
also reported high residential development in transit-rich neighborhoods. These findings in combination with the lack of a causal analysis for the Denver TOD externalities make the RTD Light Rail facility an interesting case study for the methodology
developed as part of this research.
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4.3.1 Transit-Oriented Development in Denver
In 1950, almost 75 percent of the metropolitan area population resided in the
City and County of Denver, but, by 1990, that number had dropped to 25 percent
(Ratner and Goetz, 2013). After the successful opening of the RTD Light Rail in
1994 and the unexpectedly high ridership, the city’s focus started shifting towards
TOD. In 2002, the City and County of Denver compiled a plan called “Blueprint
Denver” that altered the zoning regulations around transit stations to enable highdensity and mixed-use development (Ratner and Goetz, 2013). In 2004, the RTD
FasTracks program, which involves the expansion of transit services, including 122
miles of new commuter and light rail, 18 miles of bus rapid transit, and 21,000 new
parking spots at transit station, passed by public vote. The program would initially
cost $4.7 billion, but now is estimated at $7.4 billion (Bhattacharjee and Goetz, 2016).
However, the goal of the FasTracks program is a twofold one, and apart from transit
development, FasTracks also emphasizes on regional land use development (Ratner
and Goetz, 2013). As of 2016, every existing or proposed rail transit station has a
TOD zone (or a plan for a TOD zone) (Bhattacharjee and Goetz, 2016).
Development in transit-rich neighborhoods has fluctuated over the years but peaked
between 2006 and 2009. Specifically, the highest transit-oriented residential and office development was observed in 2009 (66 percent of the total regional residential
development and 60 percent of the total regional office development, respectively).
Additionally, the highest transit-oriented retail development occurred in 2006 with
33 percent of the regional retail development being TOD (Ratner and Goetz, 2013).
Bhattacharjee and Goetz (2016) found a significant increase in the density of commercial areas around the rail stations from 1990 to 2010 but no significant increase
in the density of multi-family and single-family residential areas.
With respect to equitable TOD, Ratner and Goetz (2013) reported that 76 percent
of the new TOD affordable housing units (933 units) were placed in “Main Street”
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stations, which is a TOD typology for residential neighborhoods with bus and street
car corridors.

4.3.2 Inner-City Gentrification and Displacement in Denver
Inner-city gentrification has been detected for the last twenty years in downtown
Denver (Ratner and Goetz, 2013). Based on a gentrification analysis conducted by
the Governing Magazine, 42 percent of the tracts considered susceptible to gentrification were gentrified by 2000. As of 2016, Denver was announced the best place to
live in America by the U.S. News & World Report. Based on a recent article by The
Guardian, “White privilege and gentrification in Denver, America’s favorite city”,
the previously-neglected north-eastern Denver neighborhoods are now gentrifying as
well, and the residents “are receiving stacks of postcards on their porches with offers
to buy their homes”. The Denver Office of Economic Development lately examined
gentrification and involuntary displacement in Denver’s neighborhoods and proposed
strategies for mitigating the social cost of the city’s revitalization efforts (OED, 2016).
These strategies mainly include affordable housing investments and community support through training and business incentives. However, no statistics on displacement
of lower-income households were given in that report.
It should be noted here that inner-city gentrification in Denver is a fact that
does not distort the analysis of this study. This is because a causal identification
allows us to estimate the potential additional effect that urban rail could have on an
already-gentrifying neighborhood.

4.3.3 Plans for Affordable Housing
In 2014, the City and County of Denver released a comprehensive five-year plan
for affordable and inclusionary housing called “Housing Denver”, that included eight
housing priorities. The eighth priority, and specifically Action 8B, emphasized housing within 0.5 miles from a rail station or 0.25 miles from a high frequency bus
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corridor. With respect to current funding plans for affordable housing, the report
states: “Leveraging funds from the Colorado Housing Finance Authority, in 2015 the
city invested $6 million in a new Revolving Affordable Housing Loan Fund. Mayor
Hancock has set aside another $8 million from the 2016 budget for affordable housing,
and has announced plans to dedicate $15 million of city funds annually over ten years
to affordable housing investment, beginning in 2017” (OED, 2016).

4.3.4 Denver Regional Transportation District Light Rail
The RTD Light Rail, which serves around 86,900 passengers per day, began operation in 1994 with the opening of 13 stations (5.3-mile section of Line D, which
can be seen in Figure 4.2). Figure 4.3 shows one of the original stations of Line D.
Between 2000 and 2006, three system expansions occurred, resulting in the opening
of 22 new stations: (i) 8.7 miles of rail and five stations in 2000, (ii) 1.8 miles of
rail and four stations in 2002, and (iii) 19 miles of rail and thirteen stations in 2006.
The latest expansion was Line W, which added 11 stations (12.1 miles of rail) to
the system in 2013. This study focuses on the rail stations that opened in 1994 and
during 2000–2006, because there are no data available after 2013 that could be used
for evaluating the socioeconomic impacts of the 2013 system expansion.
The Union Station is the system’s hub, and the areas around it currently experience strong development (Figure 4.4) All the stations on Lines E and C (apart from
the Union Station) are located in suburban areas (Figure 4.5). Line C is almost
parallel to U.S. 85. Line E was built parallel to I-25, and so on the one side of the
line is the interstate, while on the other side, there are mainly parking lots and some
shopping areas. There is at least one new apartment complex located right next to
each station; many of these complexes carry the name of the respective station.
The neighborhoods around the initial 13 stations of Line D are urban. Development around these stations is strong today (2016). There are new upper-class
apartment buildings, and significant construction and apartment renovations (Figure
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Figure 4.2. Regional Transportation District Light Rail Facility as of
2015 (Source: http://www.rtd-denver.com/lightrail.shtml)

4.6). At the same time, there is a number of new affordable housing projects. The
corner of the building seen in Figure 4.6(c) is part of the 2300 Welton project that
resulted in 223 affordable housing units.

4.4

Data Description

4.4.1 Census Data
This study mainly uses data from the 1990 Census, 2000 Census, and 2009-2013
5-year American Community Survey (ACS). The 1990 Census and 2000 Census data
(normalized to 2010 Census geography) for Colorado is purchased from GeoLytics,
which is a private provider of geocoded demographic data in the U.S. The normal-
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Figure 4.3. The Light Rail Arriving in 27th and Welton

Figure 4.4. New Apartment Buildings Next to the Union Station in Denver

ization to the 2010 Census geography was conducted by GeoLytics at the block level.
Specifically, the TIGER Street files were used for creating weights based on the assumption that people reside close to streets. Therefore, the number of addresses on
a street was considered a good indicator of the population weight for that specific
area of a given block (Geolytics, 2015). Most of the socioeconomic indicators of interest to this study were part of the “long-form” census data. The long-form census
data, which provide detailed socioeconomic information about the population, were
collected through a sampling process; the long form was sent to one out of six house-
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Figure 4.5. Apartments and Parking Lots Along Lines C and E

holds in the country, while the remaining households received a short form. The 2010
Census was a short-form only census and the detailed socioeconomic information was
collected by ACS, which is the largest household survey in the country. ACS samples
around 3 million addresses per year. For this reason, ACS combines data from multiple years to produce three-year or five-year estimates, and the data are released with
margins of error at a 90 percent confidence limit. The 2009–2013 five-year ACS data
are retrieved from the American FactFinder website (U.S. Census Bureau, 2015).

4.4.2 Unit of Analysis
The unit of analysis is a census block group. Block groups are statistical divisions
of census tracts. Each census tract contains at least one block group. Block groups are
defined to contain between 600 and 3,000 people in general. A block group consists
of clusters of blocks within the same census tract. Although census blocks would
provide higher geographic detail, the socioeconomic data of interest to this study are
not available at the block level. Census block groups are the units with the highest
geographic detail to contain the information of interest and are therefore considered
as an appropriate analysis unit for this study.
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(a) Construction next to the “25th and Wel-

(b) Apartment Renovations on Stout and 25th

ton” Station

Street

(c) New Apartments and Construction next to
the D Line on Welton Street

(d) New Apartments on the
“20th and Welton” Station

Figure 4.6. Developments close to Line D

4.4.3 Study Area
The Denver–Aurora–Lakewood MSA in Colorado is comprised of 10 counties:
Adams, Arapahoe, Broomfield, Clear Creek, Denver, Douglas, Elbert, Gilpin, Jefferson and Park. Gentrification has been characterized as an urban phenomenon and,
therefore, it is reasonable to confine the analysis to the urban part of the DenverAurora-Lakewood MSA (Freeman, 2005). To define the urban area, it is assumed that
if at least 50 per cent of the blocks within a block group are classified as urban (urban
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area or urban cluster) by the U.S. Census Bureau, then that block group is considered
urban (the U.S. Census Bureau provides information on the urban classification at
the block level). Figure 4.7 shows the entire Denver–Aurora–Lakewood MSA as well
as its urban part (based on the previously-mentioned definition). The definition of
the urban area results in some irregularities in space (three islands that consist of 14
block groups in total), which are removed in order to avoid computational issues in
spatial analyses (Figure 4.8).

Figure 4.7. Denver–Aurora–Lakewood MSA

The urban area is further reduced in order to create a more homogeneous space
in terms of access to public transportation. Another reason for this reduction is the
ratio of treated over untreated block groups, which was relatively low and did not
facilitate the econometric analysis. Specifically, only the block groups of the urban
area that are within 10 miles of a light rail station and within 1.75 miles from a bus
station are considered part of the study area. These distances are taken from the
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Figure 4.8. Omitted Block Groups from the Urban Part of the
Denver–Aurora–Lakewood MSA

centroid of each block group. The radius of 1.75 miles is assumed because: (i) the
“maximum” walking distance to a transit station is between 0.5 and 1 mile (MTI,
2002; O’Sullivan and Morrall, 1996), (ii) a reasonable bicycling distance is around 2
miles (MTI, 2002), and (iii) RTD offers a transport service called “Access-A-Ride”,
which is accessible to individuals located within 0.75 miles from a transit station.
Therefore, the population residing in block groups within a 1.75-mile radius from a
bus station theoretically is able to access public transportation by walking, bicycling
or the Access-A-Ride service (or a combination of the previously-mentioned means
of transport). First, the urban area that can be accessed by public transportation is
estimated (Figure 4.9). Then, the block groups that are not within a 10-mile radius
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of the light rail stations that opened between 1994 and 2006 are removed. The final
study area is comprised of 1461 block groups and is shown in Figure 4.9.

Figure 4.9. Study Area Definition

4.4.4 Treatment Definition
The RTD Light Rail began operation in 1994 with the opening of 13 stations. The
rail stations that opened in 1994 are referred here as the first treatment or treatment 1.
As it could be the case that the treatment effect changes over time, the socioeconomic
impacts of the first treatment are studied over three time periods: (i) 1990 (before
treatment) using data from the 1990 Census, (ii) 2000 (after treatment) using data
from the 2000 Census, and (iii) 2011 (after treatment) using data from the 2009–2013
ACS. The year “2011” is chosen here to represent the 2009–2013 ACS data because
it is the median year in the five-year period (2009–2013) of the ACS.
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Between 2000 and 2006, 22 new light rail stations opened in the Denver–Aurora–
Lakewood MSA; this system expansion is referred here as the second treatment or
treatment 2. The socioeconomic impacts of this second treatment are studied over
two time periods: (i) 2000 (before treatment) using data from the 2000 Census and
(ii) 2011 (after treatment) using data from the 2009–2013 ACS. Because some of the
new rail stations are located in the proximity of the stations that opened in 1994,
the isolated and the combined effects of the two treatments are studied here using
the sequential DID setup that accounts for partially-overlapping treatments and was
presented in Chapter 3.
One of the disadvantages of using census data is that they are collected every 10
years, which does not allow for the treatment effects to be measured consistently at
a specific number of years before treatment. For example, in the case of treatment 1,
the “before-treatment” data were collected four years before the treatment while in
the case of treatment 2, the “before-treatment” data were collected between one and
six years before, depending on the year the light rail stations opened. The same issue
pertains for the “after-treatment” data. A problem arising from this inconsistency in
data availability is that the magnitudes of the effects of the two treatments are not
directly comparable. Socioeconomic data are currently collected on an annual basis
by ACS, and thus, in the future, similar studies will not face related issues.
The opening of the new light rail system in 1994 (treatment 1) and the system
expansion in the period 2000–2006 (treatment 2) are hypothesized to impact the
neighborhoods within the proximity of the light rail stations. Therefore, a binary
treatment that includes the analysis units (block groups) that are located within
the proximity of the rail stations is assumed. The majority of past studies on the
capitalization of property values and transit-induced gentrification have used 0.5 to
1–mile proximity zones (Atkinson-Palombo, 2010; Chapple, 2009; Hess and Almeida,
2007; Kahn, 2007; Pollack et al., 2010). This study defines as treated the block groups
that are within 1 mile from a light rail station. In addition, a sensitivity analysis is
conducted in order to investigate the effect of proximity zone definition on the analysis
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results, using proximity zones equal to: (i) 0.5 miles, and (ii) 1.5 miles from the new
rail stations.
The proximity zones for the first and second treatment are shown in Figure 4.10.
Sixty-four (64) block groups are within 1 mile of the rail stations that opened in 1994
and therefore, are considered to receive treatment 1, while 159 block groups are within
1 mile of the rail stations that opened in the period 2000–2006 and are considered
to receive treatment 2.3 Twenty-seven (27) block groups (included in the 64 and 159
block groups of treatments 1 and 2 respectively) are within the proximity of both the
1994 and 2000–2006 rail stations and therefore, are assumed to have received both
treatments. The remaining block groups of the study area are considered untreated
and belong to the control group (although this assumption is later relaxed through
the spatial spillover effects hypothesis).

Figure 4.10. Proximity Zones for Treatment 1 and 2

3

All distances are measured from the centroid of each block group to each rail station
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4.4.5 Measures of Neighborhood Change and Gentrification
To capture the different dimensions of neighborhood change and gentrification,
this study uses three measures: (i) percentage of population 25 years old and over
with at least a bachelor’s degree, (ii) median household income and (iii) median house
value.
Educational attainment has been the most popular measure of gentrification (see
Table 4.1), and specifically, the percentage of population 25 years old and over with
at least a bachelor’s degree has been used by the majority of past studies on the
subject.
The U.S. Census Bureau publishes several income measures such as household,
family, and per capita income. Household income is the total income reported for all
individuals who live at the same address. (These individuals constitute a household.)
The median household income has been used by most past studies on neighborhood
change that included an income measure. Family income is the income of two or more
individuals within a household that are related by blood, marriage or adoption. Because past studies have identified gentrifiers as non-family individuals, family income
may not be considered an appropriate measure for this study. Per capita income,
which is the total aggregate income for the area divided by the population, has not
been used by the majority of previous studies because it does not take into account
the economies of scale emerging from people sharing a household.
Data on house values provided by the U.S. Census Bureau are self-reported values
and could potentially be biased; a census house value is the price that a property would
sell for if were for sale as reported by the householder. Despite the concerns about
the validity of these data, they undoubtedly offer an indication of property values in
a given region, which constitute a key indicator of gentrification. Using rent prices
instead may not be a solution. First of all, contract rent prices are inconsistent due to
the occasional inclusion of utilities and fuels. For this reason, the U.S. Census Bureau
reports gross rent, which is the amount of the contract rent plus the average estimated
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monthly cost of utilities and fuels. As the cost of utilities typically varies by region
and type of housing construction, using gross rents could distort the analysis results.
Additionally, rents could be regulated or subsidized by the government. Specifically
for this case study, there are affordable housing units in the study area, which we
cannot account for because of the data aggregation level.

4.4.6 Exogenous Variables
The amount of explanatory variables included in the econometric models is limited
because the majority of variables that are correlated to residential mobility and would
potentially improve the ability of a model to describe this phenomenon as well as its
general fit could be endogenous.
Light rail investments are strategically placed in high-density areas and thus, they
are naturally non-randomized treatments. To correct for the violation of unconfoundness and attain randomized treatment assignment, we condition on population density
and the distance to the CBD.
A neighborhood’s racial and ethnic composition could impact the willingness of
an individual to migrate. Additionally, some researchers have reported that raciallyintegrated neighborhoods are more prone to gentrification compared to high-minority
neighborhoods (Hwang and Sampson, 2014). To control for these possible influences,
the percentage of African-American population and the percentage of population of
Hispanic origin are added to the analysis as independent variables. We also hypothesize that labor force participation and the average age of the population are
correlated with the income and educational attainment patterns in the study area.
Average commuting time is added to control for the preference of the high-income to
live further away from the employment centers.
Parks and recreational areas often impact house values, and therefore, the distance
of a block group to the closest (40 acre or larger) park is added to control for that.
Additionally, it is hypothesized that the percentage of renter-occupied units in a
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block group could have an impact on house values. Last, the average number of
bedrooms and the median year structures were built are used to control for average
house characteristics.

4.4.7 Adjustments for Zero and Missing Values
For a small number of block groups in our study area (less than three percent in
each time period), the population is zero (Table 4.3). When the reported population
of a block group is zero, all socioeconomic and housing indicators are missing (they are
zero) as well. Therefore, in this case, there are zero values in the dependent and the
independent variables of the econometric models. If the population of a block group
is zero, it suggests that the region does not have permanent residents, as for example
in the case of parks and recreational areas. Typically, the U.S. Census Bureau defines
geographical units based on population. This study uses constant geography (2010
block groups) for 1990, 2000 and 2011. Thus, it is reasonable to observe a higher
number of zero-population block groups in 1990 because as population increased
between 1990 and 2011, the number of geographical units increased as well, which
leads to anomalies when constant geography is implemented. It is preferable not
to remove the zero-population block groups from the analysis sample because that
would create discontinuities in space and time. However, the potential impact of
these values to the analysis results is later tested by imputing sample means for all
the block groups that have zero population.
Additional zero values were detected in the median house value and gross rent
price data (Table 4.4). The reason for these missing values is that there are block
groups with high percentage of owner-occupied (or renter-occupied) units, and in this
case almost no rent prices (or house values) were recorded.
Rent prices are not part of the econometric analysis and thus, these missing values
do not constitute a problem. On the other hand, house values are one of the dependent
variables and the missing values cannot be ignored. Even though in the block groups
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Table 4.3 Zero-Population Census Block Groups in the Study Area
Data Source

Number of Zero-Population
Block Groups

1990 Census

39

2000 Census

6

2009–2013 American Community Survey

3

Note: There are 1461 block groups in the study area in total

Table 4.4 Additional Zero Values in House Values and Rent Prices in
the Study Area
Data Source

Number of Block Groups with

Number of Block Groups with

Zero Median House Value

Zero Median Gross Rent Price

1990 Census

46

21

2000 Census

21

69

2009–2013 American

66

267

Community Survey

Note: There are 1461 block groups in the study area in total

in question there were very few owner-occupied units, the house values are not actually
zero. To impute these values, the following spatial model is estimated for all the
observations with non-zero house values using OLS:
ln(House V alue)t = xt + yt + x2t + yt2 + x3t + yt3 + xt yt

(4.8)

where ln(House V alue)t is the natural logarithm of median house value in year t for
all block groups with non-zero median house value, and xt is the geographic longitude
and yt is the geographic latitude of the centroid of each block group in thousands in
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the North American Datum (NAD) of 1983. The results of the models for each year
as well as some goodness-of-fit measures are presented in Table 4.5.
Last but not least, the 2009–2013 ACS data did not include median house values
over $1,000,000 and median gross rents over $2,000. If the median house value of a
block group was over $1,000,000, the value was reported as “+$1,000,000”. Similarly,
for median gross rents over $2,000, the reported value was “+$2,000”. For the purposes of this analysis, “+$1,000,000” and “+$2,000” are replaced by $1,000,000 and
$2,000 respectively.
The figures in Appendix C.1 show the spatial distribution of house values for the
three analysis periods before and after the imputation.

4.4.8 Susceptibility to Gentrification
Past studies have assessed susceptibility to gentrification of a neighborhood by
comparing the levels of socioeconomic and housing variables with the respective mean
values of the metropolitan area (Chapple, 2009; Freeman, 2005; Grube-Cavers and
Patterson, 2015). Herein, a comparable approach is undertaken. The spatial distributions of median household income, the percentage of population of 25 years old
and over, and the median house value in 1990 are mapped for the study area (Figures
4.11–4.13). In all three figures, the block groups depicted in yellow color have values
below the mean value for the study area and are therefore considered vulnerable to
gentrification. As can be seen in Figures 4.11–4.13, the majority of these block groups
are located in the northern half of the study area. Most importantly, not all light
rail stations are located in areas that are vulnerable to gentrification. Specifically,
12 out of the 22 2000–2006 rail stations are located in neighborhoods where income,
educational attainment, and house values are over the study-area average, while all
the 1994 rail stations are located in susceptible neighborhoods. This implies that, for
the light rail stations embedded in upper class neighborhoods, a causal identification
cannot be portrayed as gentrification but simply as socioeconomic change. Last but
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Table 4.5 OLS Estimation Results for House Value Imputation (Equation 4.8)

ln(House V alue)1990
x

x2

y

2

−77.009∗∗∗

−75.390∗∗∗

(18.470)

(22.514)

(27.512)

y3

xy

Constant

6.346∗∗∗

3.496∗

(1.312)

(1.599)

(1.954)

−0.150∗∗∗

−0.102∗∗∗

−0.099∗∗∗

(0.024)

(0.030)

(0.036)

∗∗∗

−0.042

(0.005)
x3

ln(House V alue)2011

−113.475∗∗∗

10.937∗∗∗

y

ln(House V alue)2000

∗∗∗

−0.017∗∗

−0.026

(0.006)

(0.007)

−0.0001∗∗∗

−0.00004∗∗∗

−0.00004∗∗∗

(0.00001)

(0.00001)

(0.00002)

0.0001∗∗∗

0.00003∗∗∗

0.00002∗∗

(0.00001)

(0.00001)

(0.00001)

−0.001∗∗∗

−0.001∗∗∗

−0.002∗∗∗

(0.0001)

(0.0002)

(0.0002)

−29, 657.370∗∗∗

−20, 035.750∗∗∗

−19, 485.530∗∗∗

(4, 686.825)

(5, 712.894)

(6, 981.175)

Observations

1,329

1,329

1,329

R2

0.296

0.217

0.192

Adjusted R2

0.292

0.213

0.188

Residual Std.

0.326

0.397

0.486

79.363∗∗∗

52.234∗∗∗

44.834∗∗∗

Error (df = 1321)
F Statistic
(df = 7; 1321)

Note:

∗

p <0.1;

∗∗

p <0.05;

∗∗∗

p <0.01
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not least, the spatial distributions of income, educational attainment and house values are remarkably similar, which suggests that a SUR model could potentially be
appropriate for these data.

Figure 4.11. Median Household Income in 1990 [$2013] (Source: Geolytics (2015))

4.4.9 Descriptive Analysis
The socioeconomic impacts of light rail are studied for three treated groups: (i)
block groups within 1 mile of the light rail stations that opened in 1994 only (D1 = 1,
D2 = 0), (ii) block groups within 1 mile of the light rail stations that opened between
2000 and 2006 (D1 = 0, D2 = 1), and (iii) block groups within 1 mile of the light
rail stations that opened between 1994 and 2006 (D1 = D2 = 1), and compared
to the control group (D1 = D2 = 0). The following two sections present the mean
sample values of several socioeconomic and housing variables for each treated group
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Figure 4.12. Educational Attainment in 1990 [$2013] (Source: Geolytics (2015))

and the control group. Median household income, house value and gross rent are
converted to 2013 dollars using the GDP deflator. Although correcting for inflation
using the Consumer Price Index (CPI) is a standard practice, the GDP deflator is
more appropriate in this case because it includes only domestic goods (compared to
CPI, which includes foreign goods as well) and it is a measure of the prices of all
goods and services (compared to CPI, which is only a measure of consumer goods).

Descriptive Analysis of Socioeconomic Variables
Tables 4.6–4.9 present the average sample values and the standard deviation of 12
socioeconomic indicators for each treated group and the control group for the years
1990, 2000 and 2011. An analysis of variance (ANOVA) was conducted to test differences between each treated group and the control group in terms of the percentage
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Figure 4.13. Median House Value in 1990 [$2013] (Source: Geolytics (2015))

change of the socioeconomic indicators between 1990 and 2000 and between 2000 and
2011 (Tables 4.10 and 4.11). The statistically significant socioeconomic changes (with
a p-value less than 0.01 based on an F-test) are discussed below.
As can be seen in Table 4.10, between 1990 and 2000, the percentage of non–White
population decreased in the block groups within the proximity of the 1994 light rail
stations (D1 = 1) while increased by 7.6 percent in the control block groups. Also,
the percentage of population 25 years old and over with at least a bachelor’s degree
increased in all treated groups; the highest increase, 13.8 percent, was observed for
the block groups within the proximity of both the 1994 and the 2000–2006 stations
(D1 = D2 = 1) compared to a 4.0 percent increase in the control group. Additionally,
the percentage of population below the poverty limit decreased in the block groups
within the proximity of the 1994 rail stations; this decrease was at least 10 times
higher than the decrease in the control group. Last, the median household income
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increased by at least 62.2 percent on average for the block groups within the proximity
of the 1994 rail stations, compared to a 21.6 percent increase in the control group.
Between 2000 and 2011 (Table 4.11), the percentages of Black, non-White and
Hispanic population decreased by 3.7–18.8 percent in the block groups within the
proximity of the 1994 rail stations (D1 = 1), while they increased or remained unchanged for the block groups within the proximity of the 2000–2006 rail stations
(D1 = 0, D2 = 1). The percentage of population 25 years old and over with at
least a bachelor’s degree increased again in all treated groups; the block groups that
received treatment 1 experienced the highest increase (16–16.5 percent), compared
to a 6.4 percent increase in the block groups were treated by treatment 2 only and a
3.4 percent increase in the control group. An increase in median household income
was also observed in the block groups that received treatment 1 while a decrease was
observed in the remaining block groups.
The results of this descriptive analysis imply that some of the low-income population exited the treated area while at the same time, there was in-migration of
upper-class (high-income, highly-educated) population. At this point, the cause of
this population movement is unknown, and it will be later tested whether the new
light rail stations have caused the previously–mentioned changes. The percentage of
employed population 16 years old and over commuting by transit in the block groups
within the proximity of the 1994 rail stations increased between 1990 and 2000 by at
least 10.4 percent, while it decreased between 2000 and 2011 by at least 3.0 percent
on average. This fact highlights another crucial externality of gentrification around
transit-rich areas. The influx of higher-income population (who potentially own private vehicles) in the region and the exit of lower-income population (who potentially
are transit-dependent) could lead to a reduction in transit ridership or to an opportunity cost in terms of loss of potential ridership.
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Table 4.6 Descriptive Analysis of Socioeconomic Variables for the
Block Groups that are within 1 mile of the 1994 Rail Stations Only
(D1 = 1, D2 = 0)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

5.718(3.593)

6.853(4.141)

6.685(4.065)

Average age of the population

34.417(4.187)

33.079(3.970)

34.349(3.285)

Percent. of Black population

0.262(0.293)

0.167(0.201)

0.127(0.139)

Percent. of non-White population

0.489(0.284)

0.446(0.229)

0.258(0.152)

Percent. of population of

0.346(0.232)

0.413(0.274)

0.313(0.245)

0.177(0.134)

0.273(0.185)

0.433(0.203)

0.252(0.131)

0.303(0.157)

0.438(0.162)

0.085(0.065)

0.113(0.078)

0.169(0.083)

0.643(0.127)

0.673(0.118)

0.745(0.115)

0.326(0.138)

0.230(0.107)

0.235(0.140)

27.645(8.853)

42.632(13.487)

44.243(17.204)

0.017(0.012)

0.120(0.048)

0.09(0.062)

Population density
(1000 people/square mile)

Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationa
Percent. of employed population ≥ 16
years with a management occupationb
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)
Percent. of employed population ≥ 16
years commuting by transit
a

Professional occupations include management, business, financial, science, and arts

b

Management occupations refer to management, business, and financial occupations
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Table 4.7 Descriptive Analysis of Socioeconomic Variables for the
Block Groups that are within 1 mile of the 2000–2006 Rail Stations
Only (D1 = 0, D2 = 1)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

2.884(1.804)

3.274(2.038)

3.539(2.448)

Average age of the population

35.233(9.106)

37.599(6.919)

38.404(6.780)

Percent. of Black population

0.029(0.036)

0.031(0.037)

0.045(0.060)

Percent. of non-White population

0.102(0.122)

0.163(0.144)

0.166(0.125)

Percent. of population of

0.113(0.199)

0.148(0.2)

0.148(0.159)

0.357(0.197)

0.428(0.191)

0.491(0.198)

0.390(0.164)

0.428(0.153)

0.445(0.157)

0.166(0.079)

0.174(0.078)

0.181(0.096)

0.681(0.162)

0.708(0.109)

0.711(0.102)

0.099(0.112)

0.088(0.087)

0.140(0.131)

59.015(33.081)

71.742(33.808)

64.418(35.781)

0.004(0.005)

0.048(0.050)

0.068(0.059)

Population density
(1000 people/square mile)

Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationa
Percent. of employed population ≥ 16
years with a management occupationb
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)
Percent. of employed population ≥ 16
years commuting by transit
a

Professional occupations include management, business, financial, science, and arts

b

Management occupations refer to management, business, and financial occupations
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Table 4.8 Descriptive Analysis of Socioeconomic Variables for the
Block Groups that are within 1 mile of the 1994 and the 2000–2006
Rail Stations (D1 = D2 = 1)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

4.437(3.888)

5.136(4.497)

6.092(4.093)

39.887(10.481)

37.98(7.337)

36.033(7.039)

Percent. of Black population

0.107(0.131)

0.1(0.133)

0.063(0.089)

Percent. of non-White population

0.278(0.256)

0.273(0.210)

0.184(0.156)

0.23(0.217)

0.181(0.157)

0.14(0.136)

0.266(0.167)

0.404(0.207)

0.569(0.230)

0.355(0.205)

0.444(0.168)

0.540(0.178)

0.153(0.105)

0.207(0.101)

0.261(0.135)

0.583(0.187)

0.69(0.136)

0.748(0.152)

0.357(0.257)

0.246(0.160)

0.226(0.165)

25.984(17.825)

47.426(29.187)

57.597(31.298)

0.017(0.015)

0.149(0.088)

0.103(0.076)

Population density
(1000 people/square mile)
Average age of the population

Percent. of population of
Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationa
Percent. of employed population ≥ 16
years with a management occupationb
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)
Percent. of employed population ≥ 16
years commuting by transit
a

Professional occupations include management, business, financial, science, and arts

b

Management occupations refer to management, business, and financial occupations
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Table 4.9 Descriptive Analysis of Socioeconomic Variables for the Control Group (D1 = D2 = 0)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

2.983(2.240)

3.662(2.593)

3.960(2.841)

Average age of the population

32.214(8.582)

34.353(6.71)

36.429(5.973)

Percent. of Black population

0.062(0.143)

0.060(0.117)

0.063(0.109)

Percent. of non-White population

0.141(0.171)

0.218(0.183)

0.198(0.164)

Percent. of population of

0.120(0.151)

0.192(0.200)

0.253(0.229)

0.275(0.182)

0.319(0.201)

0.353(0.216)

0.339(0.162)

0.363(0.164)

0.381(0.186)

0.149(0.083)

0.157(0.084)

0.165(0.101)

0.713(0.176)

0.709(0.126)

0.703(0.112)

0.085(0.097)

0.077(0.082)

0.133(0.131)

61.458(29.308)

75.603(35.291)

66.387(34.132)

0.004(0.006)

0.047(0.047)

0.048(0.053)

Population density
(1000 people/square mile)

Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationa
Percent. of employed population ≥ 16
b

years with a management occupation
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)

Percent. of employed population ≥ 16
years commuting by transit
a

Professional occupations include management, business, financial, science, and arts

b

Management occupations refer to management, business, and financial occupations

132

Table 4.10 Analysis of Variancea for the Percentage Change of Socioeconomic Variables between 1990 and 2000
Percentage Change

D1 = 1

D1 = 0

D1 = 1 D1 = 0

D2 = 0

D2 = 1

D2 = 1 D2 = 0

0.214

0.235

1.791

3.965

Average age of the population

−0.032∗∗∗

0.043

−0.002.

0.049

Percent. of Black population

−0.095∗∗∗

0.002

−0.007

-0.002

Percent. of non-White population

−0.043∗∗∗

0.061

−0.005∗∗∗

0.076

0.067

0.035∗∗∗

−0.049∗∗∗

0.072

0.096∗

0.071∗

0.138∗∗∗

0.044

0.052

0.039

0.089∗

0.023

0.028

0.008

0.054∗∗

0.008

0.030

0.027.

0.107∗∗∗

-0.004

−0.096∗∗∗

−0.011

−0.112∗∗∗

-0.008

0.622∗∗∗

0.203

1.099∗∗∗

0.216

0.104∗∗∗

0.044

0.132∗∗∗

0.043

Population density

Percent. of population of
Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationb
Percent. of employed population ≥ 16
years with a management occupationc
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)
Percent. of employed population ≥ 16
years commuting by transit
a

Analysis of variance between each treated group and the control group with signif-

icance codes: . p <0.1; ∗ p <0.05;

∗∗

p <0.01;

∗∗∗

p <0.001

b

Professional occupations include management, business, financial, science, and arts

c

Management occupations refer to management, business, and financial occupations
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Table 4.11 Analysis of Variancea for the Percentage Change of Socioeconomic Variables between 2000 and 2011
Percentage Change

D1 = 1

D1 = 0

D1 = 1 D1 = 0

D2 = 0

D2 = 1

D2 = 1 D2 = 0

Population density

0.032

0.360

0.669

1.932

Average age of the population

0.045

0.028∗∗

−0.041∗∗∗

0.062

Percent. of Black population

−0.040∗∗∗

0.015.

−0.037∗∗

0.003

Percent. of non-White population

−0.188∗∗∗

0.003∗

−0.089∗

-0.019

Percent. of population of

−0.100∗∗∗

0.000∗∗∗

−0.041∗∗∗

0.061

0.16∗∗∗

0.064∗

0.165∗∗∗

0.034

0.134∗∗∗

0.017

0.097∗∗

0.018

0.057∗∗∗

0.007

0.054∗∗

0.008

0.072∗∗∗

0.003

0.059∗∗

-0.007

0.006∗∗

0.052

−0.02∗∗∗

0.056

0.060∗∗

−0.089

0.419∗∗∗

-0.110

Percent. of employed population ≥ 16 −0.030∗∗∗

0.020∗∗∗

−0.046∗∗∗

0.001

Hispanic origin
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of employed population ≥ 16
years with a professional occupationa
Percent. of employed population ≥ 16
years with a management occupationb
Percent. of population ≥ 16
years in the labor force
Percent. of population
below the poverty limit
Median household income
(thousands $2013)

years commuting by transit
a

Analysis of variance between each treated group and the control group with signif-

icance codes: . p <0.1; ∗ p <0.05;

∗∗

p <0.01;

∗∗∗

p <0.001

b

Professional occupations include management, business, financial, science, and arts

c

Management occupations refer to management, business, and financial occupations
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Descriptive Analysis of Housing Variables
Tables 4.12–4.15 present the average sample values and the standard deviation of
10 housing variables for each treated group and the control group for the years 1990,
2000 and 2011. ANOVA was conducted to test differences between each treated group
and the control group in terms of the percentage change in the housing variables
between 1990 and 2000 and between 2000 and 2011 (Tables 4.16 and 4.17). ANOVA
for the median gross rent was not performed due to the amount of missing values
that differs across years and does not allow such an analysis. However, based on the
sample means presented in Tables 4.12–4.15, an increase in rents (39.1–57.3 percent)
was observed in all treated groups between 1990 and 2000, compared to a 26.8 percent
increase in the control group. Moreover, gross rents increased between 2000 and 2011
by 20.1–32.5 percent in the block groups within 1 mile of the 1994 rail stations
while a small decrease was observed for the remaining block groups. The statistically
significant changes (p-value less than 0.01 based on an F-test) in the housing variables
are discussed below.
As shown in Table 4.16, between 1990 and 2000, house values increased between
89.8–161.0 percent on average in the block groups within 1 mile of the 1994 light rail
stations (D1 = 1). The percentage of renter-occupied units decreased by 11.9 percent
in the block groups within 1 mile of the 1994–2006 light rail stations (D1 = 1, D2 = 1).
Additionally, the percentage of vacant units decreased by 13.9 percent (compared to
4.5 percent decrease in the control group) and the average number of cars increased by
7.7 percent (compared to 1.0 percent decrease in the control group) in the block groups
that are in the proximity of the 1994 stations only. The average age of householder
in owner-occupied decreased by 7.0–8.6 percent in the block groups within 1 mile of
the 1994 stations, compared to a 4.0 percent increase observed in the control group.
Between 2000 and 2011 (Table 4.17), the increase in median house value was less
dramatic and ranged between 12.5 percent and 33.3 percent for all treated groups
while the increase in median house value in the control units was 1.5 percent on
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average. Moreover, there was a significant increase in the average number of cars for
the block groups in the proximity of the 1994–2006 rail stations.
To summarize, there was a substantial increase in median house values in the
treated groups during the analysis years while a similar trend was not observed in
the control group. Even though the percentage of house owners and renters that
moved between 1995–2000 and after 2000 was equally high among treated and control
groups, the decrease in renter-occupied units and the average age of householder in
owner-occupied units observed in some of the treated groups could be related to
gentrification.

4.4.10 Parallel-Trends Assumption
One of the most critical assumptions of the DID approach is the parallel or
common-trends assumption, which implies that in absence of treatment, both treated
and control units would progress in parallel in terms of the potential outcome. To
show that this would be a reasonable assumption for the given quasi-experiment, we
plot the potential outcomes for the treated and control groups before the treatment
application and evaluate if they have been evolving in parallel (up until the treatment
application). Specifically, the mean of the natural logarithm of the median household income, educational attainment (percentage of individuals 25 years old and over
with a bachelors degree), and the natural logarithm of the median house value are
plotted for the three treated groups: i) D1 = 1, D2 = 0, ii) D1 = 0, D2 = 1, and
iii) D1 = D2 = 1, and the control group (D1 = D2 = 0) for the years 1980, 1990,
2000, and 2011 using decennial census data and data from the 2009-2013 ACS, as
shown in Figures 4.14, 4.15, and 4.17. Treatment 1 (1994) and treatment 2 (2000–
2006) are shown in the figures as well. The 1980 Census data were retrieved at the
tract level from the National Historical Geographic Information System (NHGIS)
database (NHGIS, 2011). The 1980 Census data have not been made available at the
block-group level by the NHGIS database. For the 1980 Census, block coverage was
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Table 4.12 Descriptive Analysis of Housing Variables for the Block
Groups that are within 1 mile of the 1994 Rail Stations Only (D1 =
1, D2 = 0)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

0.532(0.153)

0.740(0.165)

0.889(0.246)

105.681(24.717)

199.710(60.591)

260.887(88.505)

Percent. of renter-occupied unitsc

0.603(0.210)

0.577(0.202)

0.569(0.209)

Percent. of vacant units

0.200(0.073)

0.061(0.033)

0.084(0.074)

Average number of cars per

1.432(0.326)

1.484(0.254)

1.606(0.449)

51.569(4.590)

47.694(4.923)

46.806(3.317)

Median gross renta
(thousands $2013)
Median house valueb
(thousands $2013)

household for owner-occupied units
Average age of householder
for owner-occupied units
Percent. of house owners

0.465(0.160)

that moved in between 1995–2000
Percent. of renters

0.785(0.081)

that moved in between 1995–2000
Percent. of house owners

0.637(0.194)

that moved in after 2000
Percent. of renters

0.926(0.082)

that moved in after 2000
a

Mean and standard deviation are estimated for block groups with non-zero rent

values (in the case population is zero, the zero rent values are included)
b

Median house value includes imputed data

c

Renter-occupied units as a percentage of total occupied units
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Table 4.13 Descriptive Analysis of Housing Variables for the Block
Groups that are within 1 mile of the 2000–2006 Rail Stations Only
(D1 = 0, D2 = 1)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

0.834(0.324)

1.177(0.451)

1.052(0.330)

161.257(87.278)

286.763(190.016)

307.011(182.842)

Percent. of renter-occupied unitsc

0.401(0.272)

0.399(0.283)

0.444(0.285)

Percent. of vacant units

0.074(0.057)

0.045(0.044)

0.065(0.059)

Average number of cars per

1.863(0.481)

1.836(0.337)

1.823(0.379)

49.609(10.361)

51.764(6.061)

52.485(6.278)

Median gross rent

a

(thousands $2013)
Median house valueb
(thousands $2013)

household for owner-occupied units
Average age of householder
for owner-occupied units
Percent. of house owners

0.411(0.193)

that moved in between 1995–2000
Percent. of renters

0.815(0.198)

that moved in between 1995–2000
Percent. of house owners

0.532(0.219)

that moved in after 2000
Percent. of renters

0.940(0.135)

that moved in after 2000
a

Mean and standard deviation are estimated for block groups with non-zero rent

values (in the case population is zero, the zero rent values are included)
b

Median house value includes imputed data

c

Renter-occupied units as a percentage of total occupied units
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Table 4.14 Descriptive Analysis of Housing Variables for the Block
Groups that are within 1 mile of the 1994 and the 2000–2006 Rail
Stations (D1 = D2 = 1)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

0.471(0.244)

0.741(0.333)

0.982(0.415)

118.017(28.134)

305.098(133.735)

343.590(123.393)

Percent. of renter-occupied unitsc

0.797(0.216)

0.679(0.231)

0.675(0.243)

Percent. of vacant units

0.165(0.070)

0.101(0.060)

0.109(0.087)

Average number of cars per

1.653(0.425)

1.409(0.340)

1.588(0.344)

51.304(8.575)

45.873(6.640)

46.001(4.936)

Median gross rent

a

(thousands $2013)
Median house valueb
(thousands $2013)

household for owner-occupied units
Average age of householder
for owner-occupied units
Percent. of house owners

0.639(0.271)

that moved in between 1995–2000
Percent. of renters

0.793(0.120)

that moved in between 1995–2000
Percent. of house owners

0.799(0.240)

that moved in after 2000
Percent. of renters

0.922(0.080)

that moved in after 2000
a

Mean and standard deviation are estimated for block groups with non-zero rent

values (in the case population is zero, the zero rent values are included)
b

Median house value includes imputed data

c

Renter-occupied units as a percentage of total occupied units
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Table 4.15 Descriptive Analysis of Housing Variables for the Control
Group (D1 = D2 = 0)
Variable (Units)

1990

2000

2011

Mean (St. Dev.)

Mean (St. Dev.)

Mean (St. Dev.)

0.928(0.363)

1.177(0.453)

1.103(0.366)

151.163(77.696)

243.155(134.097)

243.634(136.736)

Percent. of renter-occupied unitsc

0.317(0.259)

0.293(0.271)

0.345(0.273)

Percent. of vacant units

0.076(0.065)

0.031(0.042)

0.053(0.058)

Average number of cars per

1.979(0.491)

1.98(0.366)

2.011(0.380)

46.599(10.124)

49.059(7.465)

51.944(6.014)

Median gross renta
(thousands $2013)
Median house valueb
(thousands $2013)

household for owner-occupied units
Average age of householder
for owner-occupied units
Percent. of house owners

0.440(0.211)

that moved in between 1995–2000
Percent. of renters

0.773(0.258)

that moved in between 1995–2000
Percent. of house owners

0.532(0.210)

that moved in after 2000
Percent. of renters

0.894(0.220)

that moved in after 2000
a

Mean and standard deviation are estimated for block groups with non-zero rent

values (in the case population is zero, the zero rent values are included)
b

Median house value includes imputed data

c

Renter-occupied units as a percentage of total occupied units
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Table 4.16 Analysis of Variancea for the Percentage Change of Housing
Variables between 1990 and 2000

Percentage Change

Median house valueb

D1 = 1

D1 = 0

D1 = 1 D1 = 0

D2 = 0

D2 = 1

D2 = 1 D2 = 0

0.898∗

0.659

1.610∗∗∗

0.595

−0.025

−0.003.

−0.119∗∗∗

-0.024

−0.139∗∗∗

−0.029∗∗

−0.064

-0.045

0.077∗∗

−0.033

−0.105∗∗

-0.010

−0.070∗∗∗

0.015

−0.086∗∗∗

0.040

(thousands $2013)
Percent. of renter-occupied unitsc
Percent. of vacant units
Average number of cars per
household for owner-occupied units
Average age of householder
for owner-occupied units
a

Analysis of variance between each treated group and the control group with sig-

nificance codes: . p <0.1; ∗ p <0.05;

∗∗

p <0.01;

∗∗∗

p <0.001

b

Median house value includes imputed data

c

Renter-occupied units as a percentage of total occupied units

limited to 78 percent of the U.S. population and 7 percent of the country. The 1990
and 2000 Census data at the block-group level are purchased from Geolytics (2015)
while the 2009–2013 ACS data at the block-group level are retrieved from the U.S.
Census Bureau (2015).
Although it is important to verify that the parallel-trends assumption holds prior
to treatment, we expect that this may be a challenge for the block groups receiving
both treatments 1 and 2, because of the limited number of block groups belonging to
this treated group. Additionally, for some of the block groups treated by treatment
2, it could be the case that they were indirectly treated by treatment 1 after 1990
through spatial spillovers. Therefore, we mainly require parallel trends to the control
group from 1980 to 1990 for all treated groups. In the case trends are not parallel, a
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Table 4.17 Analysis of Variancea for the Percentage Change of Housing
Variables between 2000 and 2011

Percentage Change

D1 = 1

D1 = 0

D1 = 1 D1 = 0

D2 = 0

D2 = 1

D2 = 1 D2 = 0

0.333∗∗∗

0.125∗∗

0.253∗∗

0.015

−0.008∗

0.046

−0.004.

0.052

Percent. of vacant units

0.023

0.020

0.008

0.022

Average number of cars per

0.087.

0.008

0.161∗∗∗

0.026

−0.012∗∗∗

0.018∗∗∗

0.015.

0.065

Median house valueb
(thousands $2013)
Percent. of renter-occupied unitsc

household for owner-occupied units
Average age of householder
for owner-occupied units
a

Analysis of variance between each treated group and the control group with

significance codes: . p <0.1; ∗ p <0.05;

∗∗

p <0.01;

∗∗∗

p <0.001

b

Median house values include imputed data

c

Renter-occupied units as a percentage of total occupied units

solution is to first condition on exogenous variables and then test the parallel-trends
assumption for the residuals instead. Median income and house value are expressed as
natural logarithms because they will be modeled as such in the econometric analysis.
As can be seen in Figure 4.14, prior to Treatment 1 (from 1980 to 1990), the
evolution of the natural logarithm of the median household income for the treated
groups could be considered parallel to the control group. For the block groups that
received only treatment 2, the trend is nearly parallel to the control group prior to
treatment 2 (from 1980 to 2000).
In the case of educational attainment (Figure 4.15), the block groups that received
both treatments did not evolve in parallel with the control group from 1980 to 1990,
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Natural Logarithm of the Median Household
Income (1K $2013)

4.3
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Treatment 2

4.1
3.9
3.7
3.5
3.3

D1=D2=0
D1=0, D2=1

3.1

D1=1, D2=0
2.9

D1=D2=1

2.7
1980

1990

2000

2011

Figure 4.14. Average Trend of the Natural Logarithm of the Median
Household Income for the Treated and Control Groups from 1980 to
2011

while the rest of the trends could be considered parallel. This problem improves
by conditioning on population density, distance to the CBD, percentage of Black
population and percentage of population of Hispanic origin. Figure 4.16 shows the
mean of the OLS residuals for the “D1 = D2 = 1” treated group and the control
group after conditioning on the previously-mentioned variables.
With respect to median house value, as shown in Figure 4.17, the trends of
the block groups treated by treatment 1 (treated groups “D1 = 1, D2 = 0” and
“D1 = D2 = 1”) are not parallel to the trend of the control group. Conditioning on
population density, distance to CBD, distance to the closest park, average number of
bedrooms, and year of building construction results in trends closer to being parallel
(Figure 4.18), although the problem with the “D1 = D2 = 1” treated group pertains;
however, this could be justified due to the fact that only 27 block groups are included
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Percentage of population over 25 with at least a
bachelor's degree
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0.5
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Figure 4.15. Average Trends of the Percentage of Population 25 Years
Old and Over with at least a Bachelor’s Degree for the Treated and
Control Groups from 1980 to 2011

in this group. Additionally, looking at Figure 4.17, a variation between the trend of
the “D1 = 0, D2 = 1” treated group and the control group is observed from 1990 to
2000. Because nine light rail stations opened between 2000 and 2002, it is possible
that the process of capitalization of accessibility benefits could have initiated before
the year 2000, which would explain this “early” increase in house values. Relevant
research on the timing of the capitalization of accessibility benefits has shown that
property premiums could appear during the planning and construction stages of a rail
facility (Bae et al., 2003; Golub et al., 2012; Knaap et al., 2001). Also, as mentioned
previously, there is a likelihood of spatial spillover effects from treatment 1, which
could also lead to changes in house values.
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Residuals: Percentage of population over 25 with at
least a bachelor's degree

0.06
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0.04

0.02
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-0.02

-0.04
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-0.06

D1=D2=1

Figure 4.16. Average Conditional Trends of the the Percentage of
Population 25 Years Old and Over with at least a Bachelor’s Degree
from 1980 to 2011

4.4.11 Statistical Inference for Spatial Autocorrelation
To test for spatial autocorrelation, the global and local Moran’s I statistic are
estimated. The global Moran’s statistic is estimated for the levels and the percentage
change in the three dependent variables. The null hypothesis is spatial randomness,
while the alternative hypothesis is spatial dependence based on a first order queen
contiguity row standardized weights matrix. An exploration of the results can provide
some quantitative insights on the potential spatial patterns. The global Moran’s
I is found positive and statistically significant (p < 0.001 in all cases), rejecting
the null hypothesis of spatial randomness in median household income, educational
attainment, and median house value (Tables 4.18 and 4.19). Specifically, in Table
4.18, the values of the Moran’s I statistic for all variables and years are notably

145

Natural Logarithm of the Median House Value (1K
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6

Treatment 1

Treatment 2

5.8
5.6
5.4
5.2
5

D1=D2=0
D1=0, D2=1

4.8

D1=1, D2=0
4.6

D1=D2=1

4.4
1980

1990

2000

2011

Figure 4.17. Average Trends of the Natural Logarithm of the Median
House Value for the Treated and Control Groups from 1980 to 2011

high. The use of a spatial econometric model for testing the main hypothesis of
transit-induced gentrification is therefore imperative for avoiding potentially biased,
inefficient or inconsistent parameter estimates.
The local Moran’s I statistic is estimated for the percentage change in the dependent variables to identify possible spatial clusters of socioeconomic change close to
light rail stations. The results of this statistic are mapped and presented in Figures
4.19–4.21. The block groups highlighted in Figures 4.19–4.21 have a statistically significant value of the local Moran’s I statistic at a 95 percent confidence level, which
implies that they are either surrounded by block groups of similarly high or low values
of the attribute in question forming spatial clusters or they are surrounded by block
groups of dissimilar values (and they constitute outliers). A “high-high” (“low-low”)
spatial cluster corresponds to areas with consistent high (low) values of a given at-
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Figure 4.18. Average Conditional Trends of the Natural Logarithm
of the Median House Value from 1980 to 2011

tribute. A “high-low” (“low-high”) outlier corresponds to an area with a high (low)
value surrounded by areas with consistently low (high) values.
With respect to the change in median household income between 1990 and 2000,
there is evidence of “high-high” spatial clusters close to the 1994 light rail stations
and the nearby 2000–2006 light rail stations. This cluster exists during 2000–2011
but also spreads for around five miles to the east. No consistent increase or decrease
in median household income is observed close to the southern 2000–2006 rail stations
(treated group D1 = 0, D2 = 1).
Regarding the change in educational attainment between 1990 and 2000, there
are several “high-high” clusters in the study area, some of which are in the proximity
of light rail stations. Similarly to the median household income, there is an area of
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Table 4.18 Global Moran’s I for the Dependent Variables (Levels)
Variable

Year

Moran’s I

Z-Scorea

Statistic
Median household income

1990

0.606

40.655∗∗∗

Median household income

2000

0.629

42.188∗∗∗

Median household income

2011

0.521

34.969∗∗∗

Percent. of population ≥ 25 years

1990

0.712

47.698∗∗∗

2000

0.754

50.534∗∗∗

2011

0.730

48.906∗∗∗

Median house valueb

1990

0.542

36.501∗∗∗

Median house valueb

2000

0.533

35.926∗∗∗

Median house valueb

2011

0.567

38.080∗∗∗

with at least a bachelor’s degree
Percent. of population ≥ 25 years
with at least a bachelor’s degree
Percent. of population ≥ 25 years
with at least a bachelor’s degree

a

Significance codes for global Moran’s I statistic: . p <0.1; ∗ p <0.05;

∗∗
b

p <0.01;

∗∗∗

p <0.001

Median house value includes imputed data

consistent increase in educational attainment close to the northern light rail stations,
which significantly expands during 2000–2011.
Last, the local Moran’s I statistic is estimated for the percentage change in median
house value. The majority of “high-high” clusters are detected mostly around the
northern light rail stations for both time periods.
The existence of spatial clusters in areas close to some of the light rail stations
(mostly in areas where D1 = 1 holds) indicates consistent socioeconomic change
in these regions; however, a causal conclusion cannot be reached from a Moran’s
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Table 4.19 Global Moran’s I for the Dependent Variables (Percentage Change)
Percentage Change

Time Period

Z-Scorea

Moran’s I
Statistic

Median household income

1990–2000

0.307

20.881∗∗∗

Median household income

2000–2011

0.165

11.503∗∗∗

Percent. of population ≥ 25 years

1990–2000

0.325

21.870∗∗∗

2000–2011

0.263

17.691∗∗∗

Median house valueb

1990–2000

0.216

14.805∗∗∗

Median house valueb

2000–2011

0.213

14.932∗∗∗

with at least a bachelor’s degree
Percent. of population ≥ 25 years
with at least a bachelor’s degree

a

Significance codes for global Moran’s I statistic:

∗∗
b

p <0.01;

∗∗∗

.

p <0.1;

∗

p <0.05;

p <0.001

Median house value includes imputed data

I statistic. Additionally, the noteworthy expansion of these clusters from one time
period to the next could potentially be an indication of spatial spillover effects.

4.5

Econometric Analysis

4.5.1 Variables
The intuition behind the choice of dependent and exogenous variables is discussed
in Sections 4.4.5 and 4.4.6. Descriptive statistics for the variables included in the
econometric analysis are presented in Table 4.20. The number of block groups analyzed in three points in time (1990, 2000, and 2011) is 1461; this results in 4383
observations in total for each dependent variable. The variable names shown in Table 4.20 are maintained throughout Section 4.5 for consistency. These names are
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Figure 4.19. Local Moran’s I for the Change in Median Household
Income for the Time Periods 1990–2000 and 2000–2011 (95 percent
confidence level)

not comprehensive simply because they need to fit in a table format; the complete
definition of the variables is given in Table 4.21.
The source of the socioeconomic and housing variables is explained in detail in
Section 4.4. The variables “Age”, “Travel time to work”, and “Number of bedrooms”
are estimated as a weighted average of the different categories provided by the U.S.
Census. For the average number of bedrooms, owner–occupied units with “5+” bedrooms are assumed to have exactly 5 bedrooms. The “Year structure built” variable
is standardized using z-score scaling in order for its scale to be comparable to the rest
of the variables.
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Figure 4.20. Local Moran’s I for the Change in Educational Attainment for the Time Periods 1990–2000 and 2000–2011 (95 percent confidence level)

The location of the light rail stations is available in GIS files from the website of
Denver RTD (www.rtd-denver.com) and is used here to define the treatment status
of each block group. The CBD of Denver is the polygon formed by the intersections
of Broadway, Speer Boulevard, Larimer Street, and 20th Street; the distance from the
centroid of this polygon to the centroid of each block group is used to estimate the
“Distance to CBD” variable. Data on parks and recreational areas are retrieved from
the Denver Regional Data Catalog (DRCOG, 2015). The variable “Distance to park”
is defined as the distance from the centroid of a block group to the closest edge of the

151

Figure 4.21. Local Moran’s I for the Change in Median House Values
for the Time Periods 1990–2000 and 2000–2011 (95 percent confidence
level)

closest 40-acre or larger park (polygon); ArcGIS is used for calculating both distance
variables.

4.5.2 Seemingly Unrelated Regressions – Base Model
This study chooses to use income, educational attainment and house values as
measures of the complex phenomenon of gentrification. When expressing these three
indicators in a DID regression framework with exogenous regressors, it is possible that
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Table 4.20 Descriptive Statistics of Selected Variables

Name

Units

Mean

St. Dev.

Median

Min

Max

1,000 $2013

66.37

33.68

59.82

1.00

268.00

ln(Income)

-

4.05

0.64

4.09

0.00

5.59

Educational attainment

-

0.33

0.21

0.30

0.00

1.00

1,000 $2013

216.36

131.90

186.30

1.00

1340.00

-

5.20

0.74

5.23

0.00

7.20

D1

0/1

0.04

0.20

0.00

0.00

1.00

D2

0/1

0.11

0.31

0.00

0.00

1.00

D1 D2

0/1

0.02

0.13

0.00

0.00

1.00

miles

8.17

4.23

7.92

0.11

24.42

-

1.93

0.67

2.07

-2.25

3.20

1,000 people

3.61

2.69

3.29

0.00

25.75

Income

House Value
ln(House Value)

Distance to CBD
ln(Distance to CBD)
Population density

per sq. mile
Percent. Black

-

0.06

0.12

0.01

0.00

0.99

Percent. Hispanic

-

0.19

0.21

0.10

0.00

0.96

years

34.64

7.42

34.38

0.00

80.72

Travel time to work

minutes

25.69

5.17

25.82

0.00

51.33

Percent. labor force

-

0.71

0.14

0.73

0.00

1.00

miles

0.65

0.45

0.58

0.00

2.62

ln(Distance to park)

-

-0.93

1.48

-0.54

-6.51

0.96

Number of bedrooms

rooms

3.03

0.65

3.09

0.00

4.62

Year structure built

z-score

0.00

1.00

0.15

-14.30

0.28

-

0.34

0.28

0.28

0.00

1.00

Age

Distance to park

Percent. renter-occupied
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Table 4.21 Definition of Selected Variables

Name

Definition

ln(Income)

Natural logarithm of median household income

Educational attainment

Percentage of population 25 years old and over
with at least a bachelor’s degree

ln(House Value)

Natural logarithm of median house value

D1

Indicator variable for treatment 1 (1 when the centroid
of a block group is within 1 mile of a light rail station
that opened in 1994; 0 otherwise)

D2

Indicator variable for treatment 2 (1 when the centroid
of a block group is within 1 mile of a light rail station
that opened in 2000–2006; 0 otherwise)

D1 D2

Indicator variable for treatment overlap (D1 multiplied by D2 )

T1

Indicator variable for year 2000 (1 if observation refers
to year 2000; 0 otherwise)

T2

Indicator variable for year 2011 (1 if observation refers
to year 2011; 0 otherwise)

ln(Distance to CBD)

Natural logarithm of the distance between a block group
centroid and the CBD

Population density

Population divided by block group’s area

Percent. Black

Percentage of population that is Black

Percent. Hispanic

Percentage of population of Hispanic origin

Age

Average age of the population

Travel time to work

Average travel time to work

Percent. labor force

Percentage of population 16 years old and over in the labor force

ln(Distance to park)

Natural logarithm of the distance between a block group
centroid and the closest park (for parks over 40 acres)

Number of bedrooms

Average number of bedrooms for owner-occupied units

Year structure built

Median year structure was built

Percent. renter-occupied Percentage of renter-occupied units (out of total occupied units)
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the unobserved characteristics impacting the disturbances of one equation may impact
the disturbances of the other equations as well. In this case, an equation-by-equation
OLS estimation is inefficient, but a simultaneous estimation of these equations can
lead to efficient estimates (Zellner, 1962).
A seemingly unrelated regressions (SUR) model that assumes no correlation of the
disturbance terms across observations but allows for contemporaneous correlation is
estimated herein as a base model. The feasible generalized least squares (FGLS)
estimator included in the R package “systemfit” is used (Henningsen and Hamann,
2007).
The parameter estimates as well as some goodness-of-fit measures are shown in Table 4.22. Nonetheless, the interpretation of these parameter estimates is not discussed
here because this model ignores both the panel structure of the data and spatial autocorrelation. It should be noted that the cross-equation correlation of the residuals
(not shown in Table 4.22) is high; the correlation between the income and educational
attainment equations is 0.517; the correlation between the income and house value
equations is 0.560; and the correlation between the educational attainment and house
value equations is 0.513.

4.5.3 Spatial Diagnostic Tests
The Lagrange Multiplier (LM) test can be used to examine whether the hypothesis
of spatial autocorrelation is valid under the assumption that the spatial error (or the
spatial lag) model is the true model. The null hypothesis of the LM test corresponds
to a spatial autoregressive coefficient equal to zero. The unidirectional LM test for
the spatial error (spatial lag) model assumes that spatial-lag (spatial-error) autocorrelation is not present, which could be problematic. Estimating the robust LM tests
(LM-error robust to presence of spatial lag and LM-lag robust to presence of spatial
error) could provide a clearer insight into the type of spatial autocorrelation present
in the data. LM tests are advantageous as they only require the estimation of the
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Table 4.22 Seemingly Unrelated Regressions Model Results for Income, Educational Attainment and House Values
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.589 (0.062)∗∗∗

0.547 (0.019)∗∗∗

3.544 (0.050)∗∗∗

D1

−0.082 (0.065)

0.037 (0.023)

−0.188 (0.061)∗∗

D2

−0.093 (0.028)∗∗∗

0.063 (0.010)∗∗∗

0.023 (0.026)

∗

∗∗∗

D1 D2

−0.170 (0.081)

T1

0.228 (0.017)∗∗∗

0.098 (0.006)∗∗∗

0.616 (0.015)∗∗∗

0.191 (0.076)∗

0.011 (0.027)

0.332 (0.072)∗∗∗

0.089 (0.018)∗∗∗

0.179 (0.006)∗∗∗

0.606 (0.016)∗∗∗

D1 T2

0.116 (0.095)

0.010 (0.033)

0.258 (0.089)∗∗

D2 T2

−0.033 (0.047)

−0.011 (0.017)

0.122 (0.044)∗∗

D1 D2 T2

0.399 (0.139)∗∗

0.049 (0.049)

0.030 (0.130)

ln(Distance to CBD)

0.157 (0.015)∗∗∗

−0.066 (0.005)∗∗∗

−0.258 (0.013)∗∗∗

Population density

−0.036 (0.003)∗∗∗

−0.001 (0.001)

−0.021 (0.003)∗∗∗

Percent. Black

−0.473 (0.054)∗∗∗

−0.298 (0.019)∗∗∗

−0.539 (0.050)∗∗∗

Percent. Hispanic

−0.501 (0.042)∗∗∗

−0.728 (0.013)∗∗∗

−1.077 (0.034)∗∗∗

Age

0.023 (0.001)∗∗∗

−0.001 (0.000)∗∗

Travel time to work

0.014 (0.001)∗∗∗

Percent. labor force

1.651 (0.047)∗∗∗

D1 T1
T2

−0.149 (0.028)

−0.086 (0.076)

0.590 (0.046)∗∗∗

ln(Distance to park)

−0.003 (0.004)

Number of bedrooms

0.495 (0.010)∗∗∗

Year structure built

0.172 (0.006)∗∗∗

Percent. renter-occupied

0.386 (0.025)∗∗∗

R2

0.551

0.485

0.694

Adj. R2

0.550

0.484

0.693

Num. observations: 13149
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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restricted model (OLS); however, a spatial structure (spatial weights matrix) has to
be assumed.
The most commonly-used weights matrices are either based on contiguity (rook
or queen principle) or (inverse) distance (using a specific number of nearest neighbors
or a cutoff distance). This study investigates local spatial spillover effects at the
neighborhood level, and different types of weights matrices could be applicable. Using
a first order queen contiguity weight matrix, which assumes that local spatial spillover
effects extend only to the first-order neighbors (based on the queen principle) of a
treated block group may be unable to adequately capture the spatial spillover effects
given the small size of block groups in the city center. A first and second order queen
contiguity weights matrix could improve the aforementioned problem. Nonetheless,
the change in spatial scale in the study area as we move away from the urban core
could result in unreasonable spatial relationships between the larger (in terms of area)
block groups when a higher-order contiguity matrix is used. A distance-based weights
matrix with a cutoff distance that ensures that every block group has at least one
neighbor is more favorable in the case of census data; however, a sensitivity analysis
is later conducted to assess the impact of the weights matrix choice in the results.
The distance-based weights matrix is constructed as follows: first, a weights matrix
that includes only the first nearest neighbor of each block group is specified in order to
calculate the maximum distance between two nearest block groups in the study area;
second, a distance-based weights matrix is specified using the previously-mentioned
maximum distance, which is equal to 1.32 miles for the study area, as the cutoff
distance; and third, each row of the distance-based matrix is scaled to sum to one
(row standardization). Figure 4.22 shows the frequency of block groups with respect
to the number of neighbors. There are 11 block groups with only one neighbor each.
The maximum number of neighbors is 54 and is observed for one block group.
The exogenous variables of the restricted models used for performing the LM tests
are as presented in Table 4.22; the estimation though is done equation by equation
using OLS. The results of the LM tests are shown in Table 4.23. The LM-lag test
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Figure 4.22. Block Group Frequency with respect to Number of
Neighbors for a Distance-Based Weights Matrix with Cutoff Distance
Equal to 1.32 miles

robust to spatial error for the income equation is statistically insignificant (p = 0.57),
which implies that the spatial error is the true model. For educational attainment
and house values, the results indicate that both spatial error and lag autocorrelation
is present. Because these three equations are treated as a system, it is assumed that
a spatial error SUR can satisfactory capture spatial dependence in the data.
Additionally, Baltagi et al. (2003) derived joint and conditional LM tests for spatial
panel data models. The null hypothesis for the joint test, LMj , assumes no random
effects and no spatial autocorrelation. There are also two conditional tests, LMλ and
LMµ . The null hypothesis for LMλ corresponds to spatial randomness but allows
for the possible existence of random effects. Similarly, the null hypothesis for LMµ
assumes no random effects but allows for the possibility of spatial autocorrelation.
The test results are presented in Table 4.24. The results of the joint test, LMj ,
suggested that either random effects or spatial autocorrelation or both exist (p-value <
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Table 4.23 Lagrange Multiplier Test Results
LMerror a

LMlag b

ln(Income)

1565.2∗∗∗

644.3∗∗∗

921.3∗∗∗

0.3

Educational attainment

5665.1∗∗∗

4129.9∗∗∗

1778.0∗∗∗

242.8∗∗∗

ln(House Value)

1470.0∗∗∗

623.4∗∗∗

889.3∗∗∗

42.7∗∗∗

∗∗∗

p < 0.001,

∗∗

RLMerror c RLMlag d

p < 0.01, ∗ p < 0.05, · p < 0.1

a

Unidirectional LM test for the spatial error model

b

Unidirectional LM test for the spatial lag model

c

LM test for the spatial error model robust to presence of spatial lag

d

LM test for the spatial lag model robust to presence of spatial error

0.001). Also for the LMλ test, the null hypothesis was rejected for all three equations
(p-value < 0.001), which strongly suggests that the error terms are spatially correlated
with or without the presence of random effects.
Table 4.24 Lagrange Multiplier Test Results for Spatial Panel Data
(Baltagi et al., 2003)
LMj

LMλ

LMµ

ln(Income)

2541.9∗∗∗

7.5∗∗∗

∗∗∗

Educational attainment

7173.0∗∗∗

26.1∗∗∗

∗∗∗

ln(House Value)

1751.8∗∗∗

10.3∗∗∗

∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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4.5.4 Other Diagnostic Tests
The tests presented in this section are based on the model specification presented
in Table 4.22, although they are performed on an equation-by-equation basis and not
as a SUR.

Studentized Breusch-Pagan test
To test for heteroscedastic residuals, the studentized Breusch-Pagan test is performed. This test uses the squared residuals of the OLS model and tests if they are
a linear function of the independent variables. The null hypothesis corresponds to
homoskedasticity and the test has n − 1 degrees of freedom (df), where n here is
the number of independent variables in the model. The results of the studentized
Breusch-Pagan test (Table 4.25) suggest the presence of heteroscedasticity in the
models’ residuals (p < 0.001).
Table 4.25 Studentized Breusch-Pagan Test Results
Studentized Breusch-Pagan Test
ln(Income)

1951.7∗∗∗ , df=16

Educational attainment

603.8∗∗∗ , df=14

ln(House Value)

799.9∗∗∗ , df=18

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Durbin-Watson test for serial correlation in panel models
The Durbin-Watson test statistic is used for detecting first-order serial correlation
in the idiosyncratic component of the error term in panel data models with the null
hypothesis asserting no serial correlation. The results of the test (Table 4.26) indicate
positive serial correlation in the idiosyncratic errors.
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Table 4.26 Durbin-Watson Test Results
Durbin-Watson Test
ln(Income)

1.254∗∗∗

Educational attainment

0.963∗∗∗

ln(House Value)

1.534∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

4.5.5 Sequential-Treatment Difference-in-Differences
The sequential-treatment DID specification is discussed in detail in Section 3.3. In
the case of two partially-overlapping treatments and three time periods (1990, 2000,
and 2011), the sequential-treatment DID specification simplifies to:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 +
α4 T2 + α51 D1 T2 + α52 D2 T2 + α51∩2 D1 D2 T2 + Xγ + ε

(4.9)

where D1 corresponds to the block groups within 1 mile of the 1994 light rail stations,
D2 corresponds to the block groups within 1 mile of the 2000–2006 light rail stations,
T1 and T2 correspond to fixed effects for the years 2000 and 2011, respectively, and
X is a matrix of exogenous variables.
The parameter estimates of the seemingly unrelated regressions model with spatial
error components (Baltagi and Pirotte, 2011) for median household income, educational attainment, and median house value are presented in Table 4.27. Results
indicate strong spatial autocorrelation for all three dependent variables. The signs
of the parameter estimates of the conditioning variables are intuitive; income, educational attainment and house values decrease with an increase in population density,
percentage of Black population and percentage of population of Hispanic origin at
the block group level. Additionally, income and educational attainment rise with age.
Controlling for these socio-demographic characteristics is essential for the validity of
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the DID variable estimates. On average, an increase in the distance to the CBD
is correlated with an average decrease in the median house value, while the opposite
holds for income. This indicates that even though the majority of high-income households are still located in the suburbs, the properties close to the CBD have become
more attractive than those in the suburbs.
Tables 4.28 and 4.29 present the two components (unit-specific error components
and idiosyncratic error components) of the estimated variance-covariance matrix. The
calculated average treatment effects (AT E) are shown in Tables 4.30–4.32. The interpretation of binary variables in the median household income and the median house
value semi-logarithmic equations is not straightforward. Halvorsen and Palmquist
(1980) showed that in semi-logarithmic equations, the marginal effect of a binary
variable being equal to one is: 100 × (eβ − 1), where β is the estimated parameter of
the binary variable; this expression is used here to estimate the percentage change in
median income or house value for the treated groups.
We find that the block groups within 1 mile of the 1994 light rail stations experienced a 100 × (e0.159 − 1) = 17.2 percent increase in median household income and
a 30.5 percent increase in median house value during the period 1990–2000. Results
also suggest that block groups located within 1 mile of at least one 1994 rail station
and simultaneously at least one 2000–2006 rail station experienced an additional increase in income (24.4 percent) during the period 2000-2011. However, if local spatial
spillover effects are present, SUTVA is violated and the validity of these results is
questioned. The following section tests the hypothesis of indirect treatment effects.
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Table 4.27 Seemingly Unrelated Regressions Model with Spatial Error
Components – Sequential-Treatment DID
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.249 (0.093)∗∗∗

0.256 (0.058)∗∗∗

3.219 (0.085)∗∗∗

D1

−0.130 (0.091)

−0.043 (0.039)

−0.253 (0.086)∗∗

D2

−0.115 (0.046)∗

−0.018 (0.021)

−0.047 (0.041)

D1 D2

−0.025 (0.113)

0.036 (0.048)

0.145 (0.099)

T1

0.204 (0.028)∗∗∗

0.067 (0.017)∗∗∗

0.584 (0.036)∗∗∗

D1 T1

0.159 (0.077)∗

0.022 (0.026)

0.266 (0.091)∗∗

T2

0.036 (0.029)

0.126 (0.018)∗∗∗

0.551 (0.037)∗∗∗

D1 T2

0.085 (0.088)

0.037 (0.028)

0.244 (0.103)∗

D2 T2

0.010 (0.046)

0.013 (0.015)

0.087 (0.054)

D1 D2 T2

0.283 (0.111)∗

0.016 (0.033)

0.009 (0.127)

0.240 (0.035)∗∗∗

0.013 (0.026)

−0.173 (0.033)∗∗∗

Population density

−0.018 (0.003)∗∗∗

−0.001 (0.001)

−0.015 (0.003)∗∗∗

Percent. Black

−0.313 (0.083)∗∗∗

−0.181 (0.030)∗∗∗

−0.243 (0.081)∗∗

Percent. Hispanic

−0.155 (0.056)∗∗

−0.284 (0.019)∗∗∗

−0.587 (0.054)∗∗∗

Age

0.025 (0.001)∗∗∗

0.001 (0.000)∗∗∗

Travel time to work

0.011 (0.001)∗∗∗

Percent. labor force

1.744 (0.048)∗∗∗

ln(Distance to CBD)

0.720 (0.051)∗∗∗

ln(Distance to park)

−0.005 (0.005)

Number of bedrooms

0.493 (0.012)∗∗∗

Year structure built

0.154 (0.006)∗∗∗

Percent. renter-occupied

0.348 (0.029)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.587 (0.022)∗∗∗

0.811 (0.014)∗∗∗

0.650 (0.021)∗∗∗

0.551

0.384

0.693

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 4.28 Variance-Covariance Matrix for Unit-Specific Error Components - Ωµ - Estimated as part of the SUR Model Presented in
Table 4.27
ln(Income)

Educational attainment ln(House Value)

ln(Income)

0.091∗∗∗

0.024∗∗∗

0.032∗∗∗

Educational attainment

0.024∗∗∗

0.019∗∗∗

0.022∗∗∗

ln(House Value)

0.032∗∗∗

0.022∗∗∗

0.045∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.29 Variance-Covariance Matrix for Idiosyncratic Error Components - Ωv - Estimated as part of the SUR Model Presented in Table
4.27
ln(Income)

Educational attainment ln(House Value)

ln(Income)

0.089∗∗∗

0.008∗∗∗

0.036∗∗∗

Educational attainment

0.008∗∗∗

0.008∗∗∗

0.006∗∗∗

ln(House Value)

0.036∗∗∗

0.006∗∗∗

0.115∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 4.30 AT E for Median Household Income – Calculated based on
Parameter Estimates Presented in Table 4.27
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.159 (0.077)∗

−0.074 (0.088)

0.085 (0.088)

D1 = 0, D2 = 1

-

0.010 (0.046)

0.010 (0.046)

D1 = 1, D2 = 1

0.159 (0.077)∗

0.218 (0.100)∗

0.378 (0.100)∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.31 AT E for Educational Attainment – Calculated based on
Parameter Estimates Presented in Table 4.27
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.022 (0.026)

0.015 (0.028)

0.037 (0.028)

D1 = 0, D2 = 1

-

0.013 (0.015)

0.013 (0.015)

D1 = 1, D2 = 1

0.022 (0.026)

0.044 (0.033)

0.066 (0.033)∗

∗∗∗

∗∗

p < 0.001,

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.32 AT E for Median House Value – Calculated based on Parameter Estimates Presented in Table 4.27
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.266 (0.091)∗∗

−0.022 (0.103)

0.244 (0.103)∗

D1 = 0, D2 = 1

-

0.087 (0.054)

0.087 (0.054)

D1 = 1, D2 = 1

0.266 (0.091)∗∗

0.073 (0.117)

0.339 (0.117)∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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4.5.6 Spatial Sequential-Treatment Difference-in-Differences
The spatial sequential-treatment DID specification is initially presented in Section
3.6. The specification (referring to one dependent variable) simplifies as follows for
the given case study:
1
W D1 ◦ T1 +
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 ◦ D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
1
2
α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 + α5,ρ
W D2 ◦ T2 +
1∩2
W (D1 ◦ D2 ) ◦ T2 + Xγ + ε
α51∩2 D1 ◦ D2 ◦ T2 + α5,ρ

(4.10)

where W is a (N T × N T ) distance-based weights matrix with cutoff distance equal
to 1.32 miles, for which the following relationship holds: W = IT ⊗ WN .
The parameter estimates of the seemingly unrelated regressions model with spatial
error components (Baltagi and Pirotte, 2011) for the spatial sequential-treatment
specification are presented in Table 4.34. The calculated direct, indirect and total
AT E are presented in Tables 4.37–4.45. The average proportion of treated neighbors
is calculated for the treated block groups. Delgado and Florax (2015) defined wd as
the average proportion of treated neighbors for all analysis units; however, when the
treated groups are spatially clustered and constitute a small portion of the sample,
using this definition for wd could lead to erroneous results. The values of the average
proportion of treated neighbors are shown in Table 4.33 for three cases: (i) the entire
sample (W D ≥ 0), (ii) the directly and indirectly treated block groups (W D > 0),
(iii) the directly treated block groups (D = 1).
Table 4.33 Value of the Average Proportion of Treated Neighbors

W D1 ≥ 0 W D1 > 0

D1 = 1 W D2 ≥ 0 W D2 > 0 D2 = 1 W (D1 ◦ D2 ) ≥ 0 W (D1 ◦ D2 ) > 0

D1 D2 = 1

wd1

0.042

0.339

0.591

-

-

-

-

-

-

wd2

-

-

-

0.105

0.350

0.586

-

-

-

w(d1 ◦ d2 )

-

-

-

-

-

-

0.017

0.189

0.383
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Table 4.34 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.193 (0.095)∗∗∗

0.249 (0.058)∗∗∗

3.178 (0.087)∗∗∗

D1

−0.121 (0.090)

−0.044 (0.038)

−0.244 (0.085)∗∗

D2

−0.115 (0.046)∗

−0.018 (0.021)

−0.046 (0.041)

D1 ◦ D2

−0.017 (0.112)

0.035 (0.048)

0.148 (0.098)

T1

0.199 (0.028)∗∗∗

0.065 (0.017)∗∗∗

0.579 (0.036)∗∗∗

D1 ◦ T1

0.129 (0.095)

0.016 (0.029)

0.223 (0.106)∗

W D1 ◦ T1

0.103 (0.175)

0.030 (0.070)

0.156 (0.193)

T2

0.029 (0.030)

0.116 (0.018)∗∗∗

0.521 (0.038)∗∗∗

−0.003 (0.103)

0.025 (0.031)

0.150 (0.115)

W D1 ◦ T2

0.034 (0.230)

0.069 (0.089)

0.329 (0.253)

D2 ◦ T2

0.013 (0.054)

0.002 (0.016)

0.023 (0.060)

−0.071 (0.108)

0.085 (0.044)·

0.284 (0.124)∗

D1 ◦ D2 ◦ T2

0.169 (0.118)

0.018 (0.035)

0.013 (0.133)

W (D1 ◦ D2 ) ◦ T2

0.912 (0.410)∗

−0.107 (0.143)

−0.194 (0.454)

0.261 (0.037)∗∗∗

0.015 (0.026)

−0.156 (0.034)∗∗∗

Population density

−0.018 (0.003)∗∗∗

−0.001 (0.001)

−0.015 (0.003)∗∗∗

Percent. Black

−0.307 (0.083)∗∗∗

−0.181 (0.030)∗∗∗

−0.246 (0.081)∗∗

Percent. Hispanic

−0.140 (0.056)∗

−0.283 (0.019)∗∗∗

−0.584 (0.054)∗∗∗

Age

0.026 (0.001)∗∗∗

0.002 (0.000)∗∗∗

Travel time to work

0.011 (0.001)∗∗∗

Percent. labor force

1.749 (0.048)∗∗∗

D1 ◦ T2

W D2 ◦ T2

ln(Distance to CBD)

0.722 (0.051)∗∗∗

ln(Distance to park)

−0.005 (0.005)

Number of bedrooms

0.495 (0.012)∗∗∗

Year structure built

0.154 (0.006)∗∗∗

Percent. renter-occupied

0.348 (0.029)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

∗

0.581 (0.022)∗∗∗

0.808 (0.014)∗∗∗

0.641 (0.022)∗∗∗

0.553

0.400

0.699

·

p < 0.01, p < 0.05, p < 0.1
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As mentioned in the previous section, the interpretation of binary variables in the
median household income and the median house value semi-logarithmic equations is
not straightforward. However, the total AT E now includes a binary and a continuous
variable. Therefore, the marginal effect is calculated as: 100 × ((eβ − 1) + γ), where
β is the estimated parameter of the binary variable (direct treatment effect) and γ is
the estimated parameter of the continuous variable (indirect treatment effect). This
expression is used here to estimate the percentage change in median income or house
value for the treated groups.
Compared to Table 4.27, the changes in the parameter estimates of the exogenous
variables are minor. However, there are some noteworthy differences in the calculated
AT E (Tables 4.37–4.45):
• We find that there was a 100 × ((e0.129 − 1) + 0.061) = 19.9 percent increase on
average in median household income (total AT E) due to the 1994 rail stations
during the period 1990–2000. Results also suggest that block groups in the
proximity of at least one 1994 rail station and at least one 2000–2006 rail station
experienced an additional increase in income (31.8 percent) due to the light rail
during the period 2000-2011.
• With respect to educational attainment, we find that there was a 5.3 percentage
point increase during the period 2000–2011 due to light rail in the block groups
close to the southern 2000–2006 stations. For the block groups close to at least
one 1994 and at least one 2000–2006 rail station, we find that there was a total
10 percentage point increase in educational attainment due to the light rail
during the period 1990–2011.
• House premiums appear in the form of both direct and spatial spillover effects. The average treatment effect in the directly treated neighborhoods is
34.1 percent during the period 1990–2000 due to the opening of the 1994 light
rail stations. Additionally, we find a 18.9 percent increase in median house
value in the areas that received treatment 2 only due to the 2000–2006 light
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rail stations. Last, the total increase in median house value during 1990–2011
experienced by the block groups in the proximity of at least one 1994 and at
least one 2000–2006 rail station was equal to 49 percent.
The location of the rail stations and the initial socio-demographic composition
of the neighborhoods seem to play an important role in the magnitude of the estimated impacts. We find stronger socioeconomic changes due to light rail in the
predominantly low-income neighborhoods that are in the proximity of walk-and-ride
centrally-located stations (1994 rail stations and some of the 2000–2006 rail stations).
The block groups that are close to at least one 1994 rail station and simultaneously
at least one 2000–2006 rail station experienced the highest impact: a 52.4 percent
increase in median income, a 10 percentage point increase in educational attainment,
and a 49 percent increase in median house value during the period 1990–2011. It
should be noted here that the estimated impacts are over and above any socioeconomic impacts related to inner-city gentrification. The southern 2000–2006 light
rail lines include park-and-ride stations located in upper-class neighborhoods (treated
group “D1 = 0, D2 = 1,W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = 0”). There, we find
no significant changes in median household income, a 5.3 percentage point increase
in educational attainment, and a 18.9 percent increase in median house value during
the period 2000–2011.
Table 4.35 Variance-Covariance Matrix for Unit-Specific Error Components - Ωµ - Estimated as part of the SUR Model Presented in
Table 4.34
ln(Income)

Educational attainment ln(House Value)

ln(Income)

0.090∗∗∗

0.024∗∗∗

0.031∗∗∗

Educational attainment

0.024∗∗∗

0.019∗∗∗

0.021∗∗∗

ln(House Value)

0.031∗∗∗

0.021∗∗∗

0.043∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 4.36 Variance-Covariance Matrix for Idiosyncratic Error Components - Ωv - Estimated as part of the SUR Model Presented in Table
4.34
ln(Income)

Educational attainment ln(House Value)

ln(Income)

0.089∗∗∗

0.007∗∗∗

0.036∗∗∗

Educational attainment

0.007∗∗∗

0.008∗∗∗

0.006∗∗∗

ln(House Value)

0.036∗∗∗

0.006∗∗∗

0.114∗∗∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.37 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table 4.34
T1 − T0

Treated Group
D1 = 1, D2 = 0

T2 − T1

T2 − T0

0.129 (0.095) −0.132 (0.107) −0.003 (0.103)

D1 = 0, D2 = 1

-

0.013 (0.054)

0.013 (0.054)

D1 = 1, D2 = 1

0.129 (0.095)

0.050 (0.129)

0.179 (0.125)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.38 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table 4.34
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0
W D1 = 0, W D2 = wd2

T2 − T1

0.061 (0.103) −0.041 (0.147)
-

W D1 = wd1 , W D2 = wd2 , 0.061 (0.103)

T2 − T0
0.020 (0.136)

−0.041 (0.063) −0.041 (0.063)
0.267 (0.135)∗

0.328 (0.125)∗∗

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Graphical representations of the total AT E for the study area are provided in
Appendix C.2 for each measure of gentrification and analysis period.

170

Table 4.39 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table 4.34
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.190 (0.090)∗

−0.173 (0.132)

0.017 (0.130)

-

−0.028 (0.059)

−0.028 (0.059)

0.190 (0.090)∗

0.316 (0.113)∗∗

0.506 (0.111)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.40 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table 4.34
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.016 (0.029)

0.010 (0.031)

0.025 (0.031)

D1 = 0, D2 = 1

-

0.002 (0.016)

0.002 (0.016)

D1 = 1, D2 = 1

0.016 (0.029)

0.029 (0.038)

0.045 (0.038)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.41 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table 4.34
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.018 (0.041)

0.023 (0.055)

0.041 (0.052)

W D1 = 0, W D2 = wd2

-

0.050 (0.026)·

0.050 (0.026)·

0.032 (0.050)

0.050 (0.047)

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.018 (0.041)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table 4.42 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table 4.34
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.034 (0.038)

0.033 (0.052)

0.066 (0.051)

-

0.052 (0.026)∗

0.052 (0.026)∗

0.034 (0.038)

0.061 (0.044)

0.095 (0.043)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.43 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table 4.34
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.223 (0.106)∗

−0.073 (0.121)

0.150 (0.115)

D1 = 0, D2 = 1

-

0.023 (0.060)

0.023 (0.060)

D1 = 1, D2 = 1

0.223 (0.106)∗

−0.037 (0.146)

0.186 (0.139)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

4.5.7 Sensitivity of Results to the Type of Weights Matrix
It has already been mentioned that several types of weights matrices could be
applicable for this study; however, a distance-based weights matrix with a cutoff
distance is considered more appropriate. Apart from the fact that a distance-based
matrix is suitable for the given spatial scale, it is also chosen for another reason:
compared to other weights matrices, it reduces the correlation between the Dj ◦ Tt
and W Dj ◦ Tt variables. These variables could be highly correlated because the
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Table 4.44 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table 4.34
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.092 (0.114)

0.102 (0.172)

0.194 (0.150)

W D1 = 0, W D2 = wd2

-

0.166 (0.073)∗

0.166 (0.073)∗

0.194 (0.159)

0.286 (0.138)∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.092 (0.114)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table 4.45 Total AT E for Median House Value – Calculated based on
Parameter Estimates Presented in Table 4.34
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.315 (0.108)∗∗

0.029 (0.157)

0.344 (0.151)∗

-

0.189 (0.071)∗∗

0.189 (0.071)∗∗

0.315 (0.108)∗∗

0.157 (0.136)

0.473 (0.131)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

treated groups are spatially clustered. As can be seen in Table 4.46, this correlation
is particularly high in the case of a first order queen contiguity weights matrix, which
could create a multicollinearity issue in the econometric analysis.
It is typically assumed that the type of weights matrix does not significantly impact the results of an econometric analysis. This assumption is tested here by comparing results produced using three different types of weights matrix: (i) distance-based
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Table 4.46 Correlation Between Dj ◦ Tt and W Dj ◦ Tt by Type of Weights Matrix

Weights Matrix
First order queen

corr(W D1 ◦ T1 , D1 ◦ T1 )

corr(W D2 ◦ T2 , D2 ◦ T2 ) corr(W D1 D2 ◦ T2 , D1 ◦ D2 ◦ T2 )

0.916

0.872

0.837

0.861

0.803

0.717

0.842

0.820

0.737

0.886

0.854

0.824

contiguity
First and second order
queen contiguity
Distance
(cutoff = 1.32 miles)
Inverse Distance
(cutoff = 1.32 miles)

weights matrix with cutoff distance equal to 1.32 miles (tables of results presented in
Section 4.5.6), (ii) first and second order queen contiguity weights matrix (tables of
results presented in Appendix C.3.1), and (iii) inverse-distance weights matrix with
cutoff distance equal to 1.32 miles (tables of results presented in Appendix C.3.2)
Comparing the spatial sequential-treatment DID results from the distance-based
weights matrix analysis to the results from the first and second order queen contiguity weights matrix and the inverse distance weights matrix analysis, we observe the
following:
• Irrespective of the type of weights matrix, the model fit (measured by the
squared correlation coefficient between actual and fitted values) is almost identical.
• The estimates of the spatial autoregressive coefficient are higher when a first
and second order queen contiguity weights matrix is used.
• The estimated treatment effects with respect to median household income are
alike.
• With respect to educational attainment, results are relatively consistent. For
all three cases of weights matrix, similar and statistically significant impacts are
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found for two out of three treated groups (D1 = 0, D2 = 1 and D1 = D2 = 1).
However, when a first and second order queen contiguity matrix is used, results
indicate significant impacts for the third treated group (D1 = 1, D2 = 0) as well
(a total 11.6 percentage point increase on average in the treated block groups
during 1990-2011).
• The estimated light rail impacts on median house value are similar across the
different weights matrices. Nonetheless, there are some small changes in the
magnitude of the effects; the largest magnitude corresponds to the inversedistance weights matrix while the lowest magnitude corresponds to the first
and second order contiguity weights matrix.

4.5.8 Sensitivity of Results to the Definition of Proximity
The majority of past studies on the capitalization of property values and transitinduced gentrification have used 0.5 to 1-mile proximity zones (Atkinson-Palombo,
2010; Chapple, 2009; Hess and Almeida, 2007; Kahn, 2007; Pollack et al., 2010).
Up until this point, the analysis is conducted for a 1-mile proximity zone but a
sensitivity analysis is presented here to examine any changes in the treatment effects
with a change in the definition of treatment. It is expected that the light rail impacts
change as the distance from a block group to a light rail station increases; however,
such a conclusion cannot be the outcome of this sensitivity analysis due to the use of
a binary (and not continuous) treatment. By altering the proximity zone definition
and therefore changing the composition of treated and control groups, we gain some
quantitative insights on the effect of distance from the light rail. The potential changes
in the analysis results are exploited herein for three proximity zones: (i) 0.5 miles
(tables of results are presented in Appendix C.4.1), (ii) 1 mile (tables of results are
presented in Section 4.5.6), and (iii) 1.5 miles (tables of results are presented in
Appendix C.4.2). The number of block groups included in each treated group for
each different definition of proximity is presented in Table 4.47.
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Table 4.47 Number of Treated Block Groups for Different Proximity Zones
Proximity Zone D1 = 1, D2 = 0 D1 = 0, D2 = 1 D1 = D2 = 1
0.5 miles

19

37

4

1 mile

37

132

27

1.5 miles

46

217

74

Comparing the spatial sequential-treatment DID results for the different proximity
zones, the following observations are made:
• For all proximity definitions, the model fit (measured by the squared correlation
coefficient between actual and fitted values) and the estimate of the spatial
autoregressive coefficient are alike.
• When the proximity zone is confined to 0.5 miles from each light rail station,
the following socioeconomic impacts are found:
– For the block groups located within 0.5 mile of the 1994 rail stations, there
are significant spatial spillover effects due to the light rail during the period
1990–2000. For the block groups within 0.5 mile of at least one 1994 rail
station and simultaneously at least one 2000–2006 rail station, we find
an average 80.1 percent increase in median household income during the
period 2000–2011 due to the light rail.
– With respect to educational attainment, we find a 5.3 percentage point
increase due to the light rail during the period 2000–2011 in the block
groups located within 0.5 mile of the southern light rail stations (D1 =
0, D2 = 1). For the block groups within 0.5 mile of at least one 1994 rail
station and simultaneously at least one 2000–2006 rail station, the light
rail impact on educational attainment ranges from a 19.5 percent decrease
(for the hypothetical case in which no neighbors are treated) to a 63.2
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percent increase (for the case in which all neighbors are treated) during
the period 2000–2011.
– Additionally, we find that the block groups within 0.5 mile of the 1994 light
rail stations experienced an average 33.2 percent increase in house values
during 1990–2000, while the block groups within 0.5 mile of the southern
2000–2006 light rail stations (D1 = 0, D2 = 1) experienced an average 30.3
percent increase in house values during 2000–2011.
• When the proximity zone increases to 1.5 miles from a light rail station, the
magnitude of the estimated treatment effects is smaller than for the 1-mile
proximity zone. For example, for the block groups close to the 1994 light rail
stations, we find a 18.1 percent increase in median household income during
the period 1990–2000 due to the light rail, compared to a 19.9 percent increase
found based on a 1-mile proximity zone. A similar difference in estimated AT E
can be seen for the median house value for the same block groups (34.1 percent
increase based on a 1-mile proximity zone compared to 19.3 percent increase
based on a 1.5-mile proximity zone).
In summary, the strongest socioeconomic impacts are experienced by the neighborhoods located within 0.5 mile of a light rail station, and especially by those neighborhoods located close at least one 1994 rail station and simultaneously at least one
2000–2006 rail station and were therefore “treated” twice. Interestingly, for certain
treated groups and time periods, there are negative direct impacts combined with
positive indirect (spatial spillover) impacts for median household income and educational attainment. In this case, the effect of light rail could be negative, zero, or
positive, depending on the percentage of directly treated neighbors for each block
group. Specifically, in the center of the treated zone, which overlaps with the location
of the train stations, there is an increase in income and educational attainment, while
at the edges (around the perimeter of the 0.5-mile buffer zone), there is a decrease in
income and educational attainment. There are several possible explanations for this
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result: (i) upper-class households migrated to neighborhoods very close to the stations; (ii) some lower-income households were displaced from the neighborhoods very
close to the stations and migrated to the nearby neighborhoods; (iii) apart from highincome households, the light rail system also attracted some lower-income households
but the latter could afford to migrate in certain neighborhoods. When the proximity zone is fixed at 1.5 miles, the smaller magnitude of estimated AT E (compared
to the AT E for a 1-mile proximity zone) indicates that the treated group includes
neighborhoods that are probably not affected.
To conclude, the results of this sensitivity analysis imply that treatment effects
are mostly experienced within 1 mile of the light rail stations. Also, within this 1
mile, the impacts are not homogeneous across the treated area and depend on the
proximity to the light rail and the percentage of directly treated neighbors. The
highest impacts are found for the block groups located within 0.5 miles from the light
rail and at the core of the spatially-clustered treated zone (surrounded by treated
block groups).

4.5.9 Sensitivity of Results to the Type of Income Measure
The U.S. Census Bureau publishes data on several income measures. The use of
median household income, although suggested by past literature, could be problematic
here due to the possible changes in household composition across space. Per capita
income is the total aggregate income for a block group divided by the population, and
could be used instead. Table 4.48 compares the average levels of median household
income and per capita income for treated groups and the control group. In most
cases, per capita income is much less than the median household income. However,
for the treated group “D1 = D2 = 1”, per capita income is slightly higher than the
median household income.
Comparing the spatial sequential-treatment DID results with median household
income as one of the dependent variables (presented in Section 4.5.6) to the results
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Table 4.48 Comparison Between Median Household Income and Per
Capita Income Across Groups and Years
Year

Group

Median Household Income Per Capita Income
($2013)

($2013)

1990 D1 = D2 = 0

61,458

27,435

1990 D1 = 0, D2 = 1

59,015

31,470

1990 D1 = 1, D2 = 0

27,645

16,445

1990 D1 = D2 = 1

25,984

26,711

2000 D1 = D2 = 0

75,603

34,458

2000 D1 = 0, D2 = 1

71,742

40,108

2000 D1 = 1, D2 = 0

42,632

24,098

2000 D1 = D2 = 1

47,426

50,111

2011 D1 = D2 = 0

66,387

32,037

2011 D1 = 0, D2 = 1

64,418

38,441

2011 D1 = 1, D2 = 0

44,243

28,399

2011 D1 = D2 = 1

57,597

48,065

with per capita income as one of the dependent variables (presented in Appendix
C.5), it can be seen that:
• The fit of the income equation (measured by the squared correlation coefficient
between actual and fitted values) is improved when per capita income is used
(0.650 compared to 0.551).
• The estimate of the spatial autoregressive coefficient is higher when per capita
income is used (0.646 compared to 0.587).
• The estimated AT E are similar, although the magnitude of the impact is found
to be higher when median household income is used. For example, for the
block groups within 1 mile of the 1994 light rail stations, we find that during
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1990–2000, there was a 16.8 percent increase in per capita income compared
to a 19.9 percent increase in median household income on average. This is
a reasonable because median household income could reflect the income more
than one individuals within a household.

4.5.10 Sensitivity of Results to Data Imputation
It is initially mentioned in Section 4.4.7 that, when the reported population of
a block group is zero, all socioeconomic and housing variables are missing (they are
zero). For all previous results, the missing data are not imputed, but in this section,
for the zero-population block groups, the socioeconomic and housing variables are
imputed using the sample mean. The parameter estimates and calculated AT E are
presented in Appendix C.6. Compared to the spatial sequential-treatment DID results
presented in Section 4.5.6, small changes in the magnitude of AT E are observed due
to the imputation.

4.6

Summary of Results and Conclusions
Using a quasi-experimental approach and taking into account spatial autocorrela-

tion and local spatial spillover effects, this study quantifies the socioeconomic impacts
of light rail investments in the urban part of the Denver–Aurora–Lakewood MSA. Results indicate that the location of the rail stations and the initial socio-demographic
composition of the neighborhoods influence the magnitude of the estimated treatment effects. The highest socioeconomic changes due to the light rail are found in the
predominantly low-income neighborhoods in the vicinity of walk-and-ride centrallylocated stations. Specifically, the block groups that were “treated” twice (they are
located within 1 mile of at least one 1994 rail station and simultaneously at least
one 2000–2006 rail station) experienced the highest impact: a 52.4 percent increase
in median income, a 10 percentage point increase in educational attainment, and
a 49 percent increase in median house value on average during the entire analysis
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period (1990–2011); this result indicates an influx of upper-class residents in neighborhoods that were originally (as of 1990) susceptible to gentrification and it provides
strong evidence of gentrification due to light rail. On the other hand, the smallest
socioeconomic impacts are attributed to the southern part of the 2000–2006 light rail
lines, which includes park-and-ride stations located in upper-class neighborhoods (no
significant changes in median household income, a 5.3 percentage point increase in
educational attainment, and a 18.8 percent increase in median house value during the
period 2000–2011). Results are robust to changes in the weights matrix definition,
income measure, and data imputation approach.
The sensitivity analysis on the definition of proximity reveals that most affected
neighborhoods are within 1 mile of the light rail. However, within this 1 mile, the
impacts are not homogeneous across the treated area and depend on the proximity to
the light rail and the percentage of directly treated neighbors. The highest impacts
are found for the block groups located within 0.5 mile of the light rail (especially by
those neighborhoods located close at least one 1994 rail station and simultaneously
at least one 2000–2006 rail station) and for the block groups surrounded by other
directly treated block groups.
The outcomes of this study could assist policymakers in becoming aware of the
magnitude of the socioeconomic impacts of urban rail projects and taking action
to protect vulnerable population. Negative externalities on lower-income households
could be prevented by developing and preserving affordable housing units within 1
mile of light rail. The methodology can be applied to other urban rail and bus rapid
transit systems with similar temporal and spatial settings. However, for evaluating
the impacts of commuter or long-distance rail, the methodology has to be adjusted
because of the change in spatial scale and specifically, the need to incorporate multiple
urban areas.
The study shows that considering spatial spillover effects is important when a small
spatial scale (such as census block groups) is used; neighborhood change is unlikely
to follow pre-defined census borders. At the same time, we recognize that access to
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micro data could give a more clear quantitative insight on the phenomenon of transitinduced gentrification and displacement and capture possible counterbalancing effects
across neighborhoods.
It should be noted that the estimated socioeconomic changes are not absolute, but
relative to the changes in the study area. Therefore, the impact of light rail is estimated over and above any other changes in the urban area or inner-city gentrification
patterns.
The limitations of this study are mainly related to data availability. One of the disadvantages of using census data is that they are collected every ten years, which does
not allow for the treatment effects to be measured consistently at a specific number
of years before or after treatment. A problem arising from this inconsistency in data
availability is that the magnitudes of the effects of the two treatments investigated in
the Denver case study are not directly comparable. Socioeconomic and housing data
are currently collected at on annual basis by ACS, and thus, in the future, similar
studies will not face related issues. On the other hand, the accuracy of the ACS data
is lower compared to decennial census data due to the smaller sample size.
Moreover, the study cannot differentiate between existing residents who were able
to access higher-paid jobs because of the light rail and gentrifiers, due to unavailability
of microdata. Thus, it is not feasible to distinguish the positive impact of transit
on income from the negative impact. However, the use two additional measures of
neighborhood change (educational attainment and house values) in combination with
income provides an overall picture of the transitions occurring in the areas of interest.
Additionally, data on house values collected by the U.S. Census Bureau and ACS
are self-reported values and could potentially be biased. Despite the concerns about
the validity of these data, they undoubtedly offer an indication of property values in
a given region, which constitute a key indicator of gentrification. Using rent prices
instead may not be a solution. First, contract rent prices are inconsistent due to the
occasional inclusion of utilities and fuels. For this reason, the U.S. Census Bureau
reports gross rent, which is the amount of the contract rent plus the average estimated
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monthly cost of utilities and fuels. Because the cost of utilities typically vary by region
and type of housing construction, using gross rents could distort the analysis results.
Also, rents could be regulated or subsidized by the government. Specifically for the
case of Denver, there are affordable housing units in the study area, which cannot be
accounted for because of the data aggregation level.
Last, the negative impacts of gentrification on lower-income households (such as
economic and exclusionary displacement) are not directly captured in this study.
Evidence of gentrification (expressed as socioeconomic change) does not necessarily
indicate that displacement has already taken place. Displacement may or may not
have occurred at the time gentrification was measured, and it depends on the amount
of units rented (home-owners are not threatened by displacement), the demand for
housing and the number of vacant units in the treated area. In case the gentrifiers
occupy previously-vacant units, there may be no displacement of current residents. It
is reasonable to assume that, if there is evidence of gentrification, displacement will
eventually occur, especially if no policies are implemented to prevent it. Comparing
the magnitude of gentrification measures with measures of quantity and type of housing supply in the treated area could only provide some insight on displacement, but
could not lead to concrete conclusions. This limitation highlights the urgent need for
the collection of microdata in neighborhoods around TOD to quantify displacement.

4.7

Chapter Summary
This chapter focuses on quantifying the in-migration of middle and upper class

population to neighborhoods in the proximity of new urban rail transit stations using
appropriate quasi-experimental approaches. A spatial difference-in-differences specification for sequential and partially-overlapping treatments that incorporates spatial
interaction in the treatment assignment is proposed for estimating direct and indirect
(spatial spillover) treatment effects. The seemingly unrelated regressions model with
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spatial error components proposed by Baltagi and Pirotte (2011) is used to incorporate the multiple dimensions of the phenomenon of gentrification in the analysis.
The developed methodology is demonstrated for the case of the RTD Light Rail facility in the Denver–Aurora–Lakewood MSA. The impacts for three individual treated
groups are estimated: (i) block groups in the proximity to the 1994 light rail stations
but not the 2000–2006 light rail stations (D1 = 1, D2 = 0), (ii) block groups in the
proximity to the 2000–2006 light rail stations and not the 1994 light rail stations
(D1 = 0, D2 = 1), (iii) block groups in the proximity to the 1994 and the 2000–2006
light rail stations (D1 = D2 = 1). Proximity corresponds to a maximum 1 mile
distance from a block group centroid to the closest rail station, and the analysis is
conducted for three points in time, based on data availability: (i) 1990, (ii) 2000, and
(iii) 2011.
Descriptive analysis and spatial autocorrelation tests reveal notable change in
socioeconomic and housing variables close to the centrally-located light rail stations.
The results of the econometric analysis show that the highest socioeconomic changes
due to the light rail are found in the predominantly low-income neighborhoods in the
vicinity of walk-and-ride centrally-located stations, while the lowest socioeconomic
impacts are attributed to the southern part of the 2000–2006 light rail lines, which
includes park-and-ride stations located in upper-class neighborhoods. The results
are robust to changes in the weights matrix definition, income measure, and data
imputation approach. The study also suggests that the most affected neighborhoods
are within 1 mile of the light rail stations while the highest impact appears on the
block groups located within 0.5 mile of the light rail stations and the block groups
surrounded by other directly treated block groups. Strong evidence of gentrification
is detected for the block groups located close to at least one 1994 rail station and
simultaneously at least one 2000–2006 rail station.
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5. SUMMARY, CONCLUSIONS AND FUTURE RESEARCH
This chapter provides a summary of the research conducted as part of this dissertation and discusses relevant future research. This dissertation analyzes the socioeconomic impacts of transportation infrastructure improvements at two spatial scales:
(i) macroscopic (analysis at the country level) and (ii) microscopic (analysis at the
regional level). We find that, the complex processes detected in the regional analysis
are not detectable at the macro-level analysis. The summary and future research
implications for each chapter are discussed in the sections that follow.

5.1

Macroeconomic Impacts of Transportation Infrastructure Improvements
Chapter 2 presents a macroeconomic analysis of transportation infrastructure im-

pacts. We hypothesize that (i) by enhancing business productivity and trade, and
offering employment opportunities in the transportation and other sectors, transportation infrastructure improvements have a direct (generative) effect on GDP per
capita; (ii) by improving connectivity and accessibility to markets, employment, education and health care services for lower-income households located in rural or spatially segregated areas, transportation infrastructure have a direct (distributive) effect
on income inequality; (iii) there is a direct relationship between economic growth and
income inequality, which implies that there is an indirect relationship between infrastructure and GDP (channeled via changes in income inequality) and an indirect
relationship between infrastructure and income inequality (channeled via changes in
GDP).
To estimate the hypothesized direct and indirect impacts of transportation infrastructure improvements, a system of two simultaneous equations is used. The inter-
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dependent variables are GDP growth and income inequality. The economic growth
equation is specified based on two approaches: (i) the specification proposed by Barro
(1991), and (ii) the production function approach. The income inequality equation
is specified based on a number of empirical studies (Causa et al., 2014; Fielding and
Torres, 2006; Li et al., 1998). The given system of simultaneous equations was first
proposed by Lundberg and Squire (2003) and it is here estimated using three-stage
least squares. The study deploys microdata from nationally representative household surveys across 38 countries accessed through the Luxembourg Income Study
database as well as aggregate (country-level) data from the World Bank World Development Indicators database and International Monetary Fund World Economic
Outlook database. The microdata are used to calculate measures of income inequality
based on disposable household income. Two measures of transportation infrastructure
capital, road density and railroad density, are included in the analysis. The sample
mainly contains data from European countries (25 countries) and some developing
economies (seven countries).
The results of the econometric analysis show that the relationship between transportation infrastructure and economic growth is not statistically significant; similar
conclusions were drawn by some past studies (Evans and Karras, 1994b; Tatom,
1991b). In our analysis, this result is robust across different specifications and measures of income inequality. Regarding the impact of transportation infrastructure on
income inequality, we find that a one percent increase in railroad density decreases
income inequality by 0.046–0.105 percent, depending on which measure of inequality is used. Additionally, the relationship between income inequality and economic
growth is not robust and depends on the type of specification used for the economic
growth equation.
Future research will be able to overcome the limitations of this study, which are
mostly due to data unavailability. As time goes by, more household survey data will
become available through the Luxembourg Income Study database, and this will allow
researchers to increase the coverage of this study and even perform a spatial analysis.
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Furthermore, in the future, data on investments on transportation infrastructure
could be used instead of measures of infrastructure capital. OECD provides access
to transportation infrastructure investment data from 1995 until this year; although,
such a setup will be more useful in the future as more data are added to the database.

5.2

Spatial Difference-in-Differences with Multiple and Sequential Treatments
Chapter 3 builds on existing quasi-experimental approaches and expands them

for the case of multiple and sequential partially overlapping treatments. The focus is
on the standard difference-in-differences approach as well as the spatial difference-indifferences approach proposed by Delgado and Florax (2015). Using both approaches,
we calculate the average treatment effects for the case of (i) two partially overlapping treatments and three time periods, and (ii) two partially overlapping sequential
treatments and three time periods.
The methods presented in Chapter 3 are applied in Chapter 4 to study transitinduced gentrification. Future research can utilize these methods for evaluating the
impacts and spatial spillover effects of any highway and transit infrastructure development or improvement. Additionally, the presented methods can be used to evaluate
road safety interventions and specifically study the phenomenon of crash migration,
which corresponds to the reduction of accidents in sites “treated” with automated
speed enforcement and the simultaneous increase of accidents in “indirectly treated”
sites (located close to the treated sites).

5.3

Causal Identification of Gentrification and Local Spatial Spillover Effects of Urban Rail Infrastructure
Chapter 4 focuses on quantifying transit-induced gentrification. It is hypothesized

that investments in urban rail attract upper-class residents in the nearby neighborhoods as well as private investments in the form of housing renovations and commer-
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cial amenities. If the rail stations are located in lower-income neighborhoods that had
been experiencing public and private disinvestment, the neighborhoods may start to
gentrify. Gentrification is defined as “the transformation of a working-class or vacant
area of the central city into middle-class residential and/or commercial use”. To test
this hypothesis, a quasi-experimental approach, difference-in-differences, is used. In
quasi-experimental design, the term “treatment” is used to describe an intervention,
the effects of which we attempt to quantify. In the case of this study, the treatment
is the opening of an urban rail station, and the treated units are the neighborhoods
(census block groups) that are within 1 mile of a rail station. Additionally, we hypothesize that apart from the direct treatment effects (impact of the urban rail on the
block groups within 1 mile of rail station), there are also indirect treatment effects in
the form of local spatial spillovers. For example, in gentrifying neighborhoods, it is
possible that lower-income households are displaced and may migrate to nearby neighborhoods. It could also be the case that gentrifying neighborhoods close to urban rail
induce socioeconomic change in other nearby neighborhoods through a self-reinforcing
process. If spatial spillover effects exist, the stable unit treatment value assumption
of the difference-in-differences method is violated which results in biased estimates.
To capture the hypothesized local spatial spillover effects, we propose the use of the
spatial difference-in-differences specification developed by Delgado and Florax (2015).
The complex phenomenon of gentrification is quantified using three measures: (i) median household income, (ii) percentage of population 25 years old or older with at
least a bachelor’s degree, and (iii) median house value. These three measures are
analyzed together as a system using the generalized moments estimator developed by
Baltagi and Pirotte (2011) for the seemingly unrelated regressions model with spatial
error components. This model accounts for unobserved heterogeneity (using random
effects) as well as spatial dependence (through a first-order autoregressive process for
the error vector).
The methodology is demonstrated through the investigation of transit-induced
gentrification in the neighborhoods close to the Regional Transportation District Light
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Rail facility of the Denver–Aurora–Lakewood Metropolitan Statistical Area. The light
rail began operation in 1994 with the opening of 13 stations; we refer to these stations
as treatment 1. Between 2000–2006, 22 more stations (treatment 2) began operation.
Treatments 1 and 2 are sequential and their impacts are studied using the spatial
sequential-treatment specification presented in Chapter 3. Additionally, treatments 1
and 2 partially overlap, and therefore impacts for the following three treated groups
are estimated: (i) block groups in the proximity of at least one of the 1994 rail stations
but not in the proximity of any of the 2000–2006 rail stations, (ii) block groups in the
proximity of at least one of the 2000–2006 rail stations but not in the proximity of any
of the 1994 stations, and (iii) block groups in the proximity of at least one of the 1994
stations and simultaneously at least one of the 2000–2006 stations. The remaining
block groups of the study area belong to the control group. Descriptive analysis
and spatial autocorrelation tests show notable changes in socioeconomic and housing
indicators in the treated groups; these changes are statistically different from the
control group. The results of the econometric analysis suggest that the predominantly
low-income neighborhoods located close to centrally-located walk-and-ride light rail
stations have been experiencing the strongest socioeconomic impacts due to the light
rail. Specifically, during 1990–2011, the block groups within 1 mile of at least one
1994 rail station and simultaneously at least one 2000–2006 rail station experienced
a 52.4 percent increase in median household income, a 10.0 percentage point increase
in educational attainment, and a 49 percent increase in median house value due to
the light rail. Among the estimated impacts, the smallest in magnitude correspond
to the block groups in the proximity of at least one of the 2000–2006 rail stations
but not in the proximity of any of the 1994 stations; these block groups were already
upper-class neighborhoods (as of 1990) and are located close to the southern part of
the 2000-2006 lines, which mainly correspond to park-and-ride rail stations. These
results are robust to spatial weights matrix alterations. On the contrary, a sensitivity
analysis on the definition of proximity revealed that the socioeconomic impacts for the
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block groups located within 0.5 miles from a light rail station are stronger compared
to the average impacts previously estimated for the 1-mile proximity zone.
The results of this study are associated with a specific light rail system. However,
some of the conclusions may be transferable and helpful to planners and policymakers
of new urban rail or bus rapid transit systems across the U.S. Based on the findings
of this research, it is reasonable to expect bigger socioeconomic changes in centrally
located neighborhoods and walk-and-ride stations. Additionally, our results show
that the opening of the urban rail could be a one-time shock that has a strong shortterm impact; this impact however does not increase with time, but remains stable.
Although the methodology developed as part of this dissertation can only be applied
to existing systems, and specifically when ex-post socioeconomic data are available,
the conclusions drawn from analyzing different urban rail systems are valuable and
can assist to the prevention of negative externalities of future systems.
The limited availability of census data may have an impact on the analysis results.
Ideally, the estimation of socioeconomic impacts would be measured in fixed time
intervals before and after the opening of the stations. However, this is not feasible
because census data are collected every ten years. Additionally, this study uses census
house values, which are self-reported and could potentially be biased.
The research effort devoted to the investigation of socioeconomic impacts of urban transit systems has been remarkably limited. Future research in the area of
transit-induced gentrification and displacement is imperative for the prevention and
mitigation of negative externalities on lower-income households. This study focuses on
developing a methodology for quantifying transit-induced gentrification; this methodology is later applied to a single urban rail system. In the near future, we will use the
developed methodology to conduct a large-scale study on the relationship between
transit and gentrification in the U.S. in order to draw general conclusions on this societal issue. Additionally, up until today, there has not been a study that attempts to
directly quantify displacement due to urban rail systems. Future research can address
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this gap in literature by conducting surveys before and after the opening of transit
systems or using microdata from existing databases to measure displacement.
Another area of research is related to the decrease in transit ridership due to
transit-induced gentrification. The influx of higher-income population, who are also
owners of private vehicles, in the region and the exit of lower-income population,
who potentially are transit-dependent, may lead to an increase in commuting by
personal vehicle, a reduction in transit ridership, and an opportunity cost in terms
of loss of potential ridership and environmental benefits, as a few recent studies
have highlighted (Dominie, 2012). Safeguarding access to transit for lower-income
households is essential for ensuring the viability of transit systems. Such research can
make policymakers aware of the “cost” of gentrification incurred by the associated loss
in ridership, emission reduction and health benefits affecting all downtown residents
and employees.
Furthermore, this study cannot differentiate between the positive impacts of transit to median household income emerging from the provision of access to better employment opportunities, and the negative impacts of transit due to gentrification. In
other words, due to the level of data aggregation, we cannot measure the portion of
the increase in income in the treated area that is due to accessibility benefits and the
portion that is due to the influx of upper-class residents in the region. This could be
the focus of future research, which could be conducted with the use of microdata on
population mobility.
Policy analysis is an essential step before taking action to protect vulnerable population. General or partial equilibrium models can be used to investigate the impacts
of affordable housing programs, rent regulation or governmental rent subsidies to the
housing market and land use. Cities are dynamic environments that attract disadvantaged population because of the prospects they offer for improved quality of life.
As we strive to improve urban mobility, we should inevitably prepare for a higher
influx of lower-income households into urban areas. To address this challenge, we
need to work closely with housing authorities and transportation agencies, and make
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policy recommendations regarding the optimal location of affordable housing units
taking into account relevant employment locations and their connectivity to the existing transportation infrastructure. Spatial analysis of sociodemographic data can
be used to detect newly formed spatially segregated areas and propose appropriate
transportation changes such as bus route modifications. These future research efforts
will reduce transportation costs for lower-income households and minimize spatial
mismatch leading to more equitable cities.

LIST OF REFERENCES

193

LIST OF REFERENCES

M. a. Abreu, H. L. F. De Groot, and R. J. G. M. Florax. A meta-analysis of betaconvergence: The legendary 2. Journal of Economic Surveys, 19:389–420, 2005.
I. Ali and H. H. Son. Defining and measuring inclusive growth: Application to the
Philippines. ERD Working Paper Series, (98):1–44, 2007.
W. Alonso. Location and Land Use: Toward a General Theory of Land Rent. Harvard
University Press, Cambridge, MA, first edition, 1964.
R. Anand, S. Mishra, and S. J. Peiris. Inclusive Growth Revisited: Measurement and Determinants. World Bank PREM, 122(July):1–7, 2013. doi: 10.5089/
9781484323212.001.
L. Anselin. Spatial Econometrics: Methods and Models. 1988.
M. Arellano and S. Bond. Some tests of specification for panel data: Monte Carlo
evidence and an application to employment equations. The Review of Economic
Studies, 58(2), 1991.
D. A. Aschauer. Does public capial crowd out private capital? Journal of Monetary
Economics, 24:171–188, 1989a.
D. A. Aschauer. Is public expenditure productive? Journal of Monetary Economics,
23(2):177–200, 1989b. doi: 10.1016/0304-3932(89)90047-0.
D. A. Aschauer. Public investment and productivity growth in the Group of Seven,
1989c.
D. A. Aschauer. Highway capacity and economic growth. Economic Perspectives,
pages 14–24, 1990.
D. A. Aschauer. Genuine Economic Returns to Infrastructure Investment. Policy
Studies Journal, 21(2), 1993.
D. A. Aschauer. Do states optimize? Public capital and economic growth. The
Annals of Regional Science, 34(3):343–363, 2000. doi: 10.1007/s001689900016.
O. Ashenfelter. Estimating the Effect of Training Programs on Earnings. The Review
of Economics and Statistics, 60(1):47–57, 1978. doi: 10.1016/j.jpowsour.2003.11.082.
O. Ashenfelter and D. Card. Using the Longitudinal Structure of Earnings to Estimate the Effect of Training Programs. The Review of Economics and Statistics, 67
(4):648, 1985. doi: 10.2307/1924810.
A. Atkinson. On the Measurement of Income Inequality. Journal of Economic
Theory, 2:244–263, 1970.

194
R. Atkinson. Measuring Gentrification and Displacement in Greater London. Urban
Studies, 37(1):149–165, 2000.
R. Atkinson and G. Bridge. Gentrification in a Global Context. 2004. doi: 10.4324/
9780203392089.
C. Atkinson-Palombo. Comparing the Capitalisation Benefits of Light-rail Transit
and Overlay Zoning for Single-family Houses and Condos by Neighbourhood Type
in Metropolitan Phoenix, Arizona. Urban Studies, 47(11):2409–2426, 2010. doi:
10.1177/0042098009357963.
C.-H. C. Bae, M.-J. Jun, and H. Park. The impact of Seoul’s subway Line 5 on
residential property values. Transport Policy, 10(2):85–94, 2003. doi: 10.1016/
S0967-070X(02)00048-3.
B. H. Baltagi. Econometric Analysis of Panel Data. 2008.
B. H. Baltagi and A. Pirotte. Seemingly unrelated regressions with spatial error components. Empirical Economics, 40(1):5–49, 2011. doi: 10.1007/s00181-010-0373-8.
B. H. Baltagi, S. H. Song, and W. Koh. Testing panel data regression models
with spatial error correlation. Journal of Econometrics, 117(1):123–150, 2003. doi:
10.1016/S0304-4076(03)00120-9.
R. J. Barro. Economic growth in a cross section of countries. Quarterly Journal of
Economics, 106(2):407, 1991. doi: 10.2307/2937943.
N. Baum-Snow and M. E. Kahn. The effects of new public projects to expand
urban rail transit. Journal of Public Economics, 77(2):241–263, 2000. doi: 10.1016/
S0047-2727(99)00085-7.
C. R. Beitz. Does Global Inequality Matter? Metaphilosophy, 32(1/2):95–112, 2001.
doi: 10.1111/1467-9973.00177.
G. Bertola. Factor Shares and Savings in Endogenous Growth. The American
Economic Review, 83(5):1184–1198, 1993. doi: 10.3386/w3851.
S. Bhattacharjee and A. R. Goetz. The rail transit system and land use change in
the Denver metro region. Journal of Transport Geography, 54:440–450, 2016. doi:
10.1016/j.jtrangeo.2016.02.004.
P. R. D. Bom and J. E. Ligthart. What have we learned from three decades of
research on the productivity of public capital? Journal of Economic Surveys, 28(5):
889–916, 2014. doi: 10.1111/joes.12037.
A. Brenneman and M. Kerf. Infrastructure & Poverty Linkages - A Literature Review. The World Bank, 2002.
J. K. Brueckner, J. F. Thisse, and Y. Zenou. Why is central Paris rich and downtown
Detroit poor? An amenity-based theory. European Economic Review, 43(1):91–107,
1999. doi: 10.1016/S0014-2921(98)00019-1.
C. Calderón and L. Servén. The Effects of Infrastructure Development on Growth
and Income Distribution. Technical report, 2004.

195
D. Canning and M. Fay. The Effect of Transportation Networks on Economic
Growth. Technical report, 1993.
D. Card. The Impact of the Mariel Boatlift on the Miami Labor Market. Industrial
and Labor Relations Review, 43(2):245, 1990. doi: 10.2307/2523702.
D. Card and A. B. Krueger. Minimum Wages and Employment: A Case Study of
the Fast-Food Industry in New Jersey and Pennsylvania. The American Economic
Review, 84(4):772–793, 1994. doi: 10.2307/2118030.
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A. APPENDIX FOR CHAPTER 2
A.1

Inclusive Growth: Measures and Relationship to Infrastructure Capital

This section is provided here to discuss the strong limitations of the current inclusive growth methodologies and consequently, why these methodologies are not part
of this dissertation despite their appearance in the initial dissertation proposal.
Although governments and international organizations are increasingly putting
inclusive growth at the core of their policy strategies, there is still no unifying definition or measurement method. The methodologies for estimating inclusive growth
at a macro level (and not at the project level) can be classified into 2 categories:
(i) equivalent income approach (followed by OECD) and (ii) social mobility index
(proposed by ADB, the World Bank and IMF).
The equivalent income approach (also referred to as money-metric utility) measures individual well-being using the notion of willingness to pay for non-income
dimensions, such as health and leisure (Fleurbaey and Blanchet, 2013). Despite the
elaborate nature of this measure of welfare, it is considered one of the most promising approaches for measuring well-being (Fleurbaey and Blanchet, 2013). However,
accurate application of this approach would require survey data on preferences (willingness to pay) at the individual level, which is currently not available at a large
scale.
Ali and Son (2007) developed the first framework for defining and measuring inclusive growth for ADB. Inclusive growth was defined as “growth that not only creates
new economic opportunities, but also one that ensures equal access to the opportunities created for all segments of society.” The main characteristics of inclusive growth
for the ADB are: (a) creating employment opportunities and stimulating productive
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employment, which leads to higher wages and could allow employees to rise above
poverty, (b) human development through appropriate investments in education and
health, and (c) social mechanisms for protecting individuals from extreme deprivation.
Ali and Son (2007) used a social opportunity function, which is similar to a social welfare function, to measure inclusive growth. Opportunity could be measured in
terms of access to social services, jobs etc. A social welfare function, W (x1 , x2 , . . . , xn )
is defined for n people with incomes x1 , x2 , . . . , xn , where x1 is the person with the
lowest income and xn is the person with the highest income. A social opportunity
function, O(y1 , y2 , . . . , yn ), where yi is the opportunity related to a person with income xi , is also defined. It is assumed that yi is binary; if a person does not have
access to a certain opportunity, yi is equal to zero, otherwise it is equal to 100.
Both the social welfare and the social opportunity function are increasing functions
in their arguments. Additionally, the proposed social opportunity function assigns
higher weight to opportunities enjoyed by people with lower incomes and satisfies the
transfer principle. The average opportunity, which also represents the percentage of
the population who experiences a certain opportunity, is defined as (Ali and Son,
2007):
n

1X
ȳ =
yi
n i=1

(A.1)

The average opportunity received by the lowest p percentage of the population,
ȳp , plotted with respect to p, results to the “opportunity curve” indicating the concentration of opportunity for individuals arranged on the basis of their income in
ascending order (Figure A.1).
The opportunity curve presents the change of opportunities received, as more
high-income individuals are incorporated in p, and could be used to evaluate the inclusiveness of growth (Ali and Son, 2007). In Figure A.1, two opportunity curves with
the same ȳ are shown. Curve CB represents a society that gives more opportunities
to the low-income individuals, while the opposite holds for curve AB. To quantify
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Figure A.1. Opportunity Curves (Source: Ali and Son, 2007)

the change in the distribution of opportunity for a given society, Ali and Son (2007)
introduced the equity index of opportunity:
φ=

ȳ ∗
ȳ

(A.2)

where ȳ ∗ is the opportunity index, which represents the area under the opportunity
curve and is defined as:
∗

Z

ȳ =

1

ȳp dp

(A.3)

0

If the equity index of opportunity, φ, is less than one for a given society, it implies
that opportunities are not equitably distributed. The authors applied this methodology to the Philippines to investigate the distribution of access to employment, health,
education, and basic infrastructure (electricity, sanitary toilets, and clean drinking
water) across the population.
Anand et al. (2013) modified the social mobility index approach and integrated
economic growth and the income distribution in one measure. They defined the social
mobility curve as follows:
S C = (x1 +

x1 + x2
x1 + x2 + · · · + xn
+ ··· +
)
2
n

(A.4)
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The measure of inclusive growth is defined as the change in the social mobility index,
which is now defined in terms of income and not opportunity. The area under the
mobility curve represents the social mobility index:
Z 100
∗
x̄ =
x̄p dp

(A.5)

0

Anand et al. (2013) also studied the possible determinants of inclusive growth
and found that human capital, infrastructure quality and trade openness play an
important role.
It should be noted here that the effort to design more appropriate measures of social performance started the 1970s, and since then, numerous composite indexes have
been developed, such as the human development index introduced by the United Nations Development Program (UNDP) and OECDs Your Better Life index. However, it
can be understood that such indexes lack analytic foundation and imply substitution
between the aggregated items (such as education and health).
In summary, despite the efforts of the WB, ADB, OECD, and other international
organizations to define and measure inclusive growth, the existing methodologies are
either impractical due to data unavailability, as in the case of the equivalent income
approach proposed by Fleurbaey and Blanchet (2013), or arbitrary (not based on
economic theory), as in the case of the social mobility index, the human development
index and OECDs Your Better Life index.

A.2

Three-Stage Least Squares Estimation Results for Different Measures of Income Inequality – Economic Growth Model Specification
based on Barro (1991)

A sensitivity analysis with respect to the measure of income inequality is conducted to identify the level of robustness in the analysis results. Herein, the results of
the 3SLS estimation for different inequality measures (Atkinson’s class of inequality
measures for α = −1, −2, −3, −4 and the Gini coefficient) are presented.
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A.2.1 Atkinson Inequality Measure for α = −1 – Economic Growth Model Specification based on Barro (1991)
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Table A.1 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Atkinson
Inequality Measure for α = −1 – Economic Growth Model Specification based on Barro (1991)
∆GDP

A−1

Intercept

−0.153 (0.244)

−4.088 (1.795)∗

(Railroad density)t−5

−0.002 (0.001)

−0.057 (0.037)

0.003 (0.002)

−0.143 (0.104)

−0.009 (0.005)·

0.103 (0.244)

1980–1984

0.017 (0.010)

−0.047 (0.409)

1985–1989

0.010 (0.006)·

−0.089 (0.241)

1990–1994

0.009 (0.006)

−0.322 (0.211)

1995–1999

0.003 (0.005)

−0.232 (0.174)

2000–2004

0.009 (0.004)∗

−0.137 (0.174)

2005–2009

0.017 (0.004)∗∗∗

−0.015 (0.197)

Educationt−5
Developing Economy

−0.019 (0.004)∗∗∗

GDPt−5
Investmentt−5

−0.013 (0.009)

Inflationt−5

−0.004 (0.002)∗

Exports

0.088 (0.049)·

A−1

−0.008 (0.009)

(Domestic credit)t−5

0.014 (0.114)

Transferst−5

0.050 (0.238)

Transfersm,t−5

−0.064 (0.239)

(Labor force)t−5

0.796 (0.410)·

∆GDP

−5.860 (6.626)

R2

0.480

0.229

Adj. R2

0.422

0.143

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.2 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table A.1
Direct impact

Indirect impact

Total impact

∆GDP

−0.002

0.001

−0.001

A−1

−0.060

0.010

−0.050

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

A.2.2 Atkinson Inequality Measure for α = −2 – Economic Growth Model Specification based on Barro (1991)
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Table A.3 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Atkinson
Inequality Measure for α = −2 – Economic Growth Model Specification based on Barro (1991)
∆GDP

A−2

Intercept

−0.051 (0.342)

−3.487 (1.117)∗∗

(Railroad density)t−5

−0.001 (0.001)

−0.036 (0.023)

0.003 (0.002)

−0.133 (0.064)∗

−0.012 (0.005)∗

−0.052 (0.151)

1980–1984

0.017 (0.010)

−0.022 (0.250)

1985–1989

0.011 (0.006)∗

−0.031 (0.148)

1990–1994

0.011 (0.005)·

−0.160 (0.129)

1995–1999

0.005 (0.004)

−0.032 (0.106)

2000–2004

0.010 (0.004)∗

−0.102 (0.107)

2005–2009

0.018 (0.004)∗∗∗

−0.037 (0.121)

Educationt−5
Developing Economy

−0.021 (0.005)∗∗∗

GDPt−5
Investmentt−5

−0.014 (0.009)

Inflationt−5

−0.005 (0.002)∗

Exports

0.074 (0.065)
−0.008 (0.019)

A−2

−0.014 (0.071)

(Domestic credit)t−5
Transferst−5

0.143 (0.148)

Transfersm,t−5

−0.097 (0.149)

(Labor force)t−5

0.645 (0.255)∗

∆GDP

1.339 (4.067)

R2

0.497

0.159

Adj. R2

0.440

0.065

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.4 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table A.3
Direct impact

Indirect impact

Total impact

∆GDP

−0.001

0.0003

−0.001

A−2

−0.036

−0.002

−0.037

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

A.2.3 Atkinson Inequality Measure for α = −3 – Economic Growth Model Specification based on Barro (1991)
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Table A.5 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Atkinson
Inequality Measure for α = −3 – Economic Growth Model Specification based on Barro (1991)
∆GDP

A−3

Intercept

−0.007 (0.307)

−2.097 (0.667)∗∗

(Railroad density)t−5

−0.001 (0.001)

−0.016 (0.014)

0.003 (0.002)

−0.083 (0.038)∗

−0.013 (0.005)∗

−0.041 (0.089)

1980–1984

0.016 (0.010)

0.004 (0.150)

1985–1989

0.011 (0.005)∗

−0.004 (0.089)

1990–1994

0.011 (0.005)∗

−0.103 (0.077)

1995–1999

0.005 (0.005)

−0.005 (0.064)

2000–2004

0.011 (0.004)∗∗

−0.054 (0.064)

2005–2009

0.019 (0.004)∗∗∗

−0.028 (0.072)

Educationt−5
Developing Economy

−0.022 (0.005)∗∗∗

GDPt−5
Investmentt−5

−0.012 (0.008)

Inflationt−5

−0.005 (0.002)∗

Exports

0.065 (0.058)
−0.004 (0.030)

A−3

−0.034 (0.041)

(Domestic credit)t−5
Transferst−5

0.087 (0.087)

Transfersm,t−5

−0.053 (0.087)

(Labor force)t−5

0.410 (0.153)∗∗

∆GDP

1.375 (2.433)

R2

0.494

0.121

Adj. R2

0.437

0.023

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.6 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table A.5
Direct impact

Indirect impact

Total impact

∆GDP

−0.001

0.0002

−0.001

A−3

−0.016

−0.001

−0.017

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

A.2.4 Atkinson Inequality Measure for α = −4 – Economic Growth Model Specification based on Barro (1991)
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Table A.7 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Atkinson
Inequality Measure for α = −4 – Economic Growth Model Specification based on Barro (1991)
∆GDP

A−4

0.007 (0.300)

−1.328 (0.444)∗∗

−0.001 (0.001)

−0.009 (0.009)

0.003 (0.002)

−0.055 (0.026)∗

−0.013 (0.006)∗

−0.032 (0.059)

1980–1984

0.016 (0.010)

0.014 (0.100)

1985–1989

0.011 (0.005)∗

−0.001 (0.059)

1990–1994

0.011 (0.006)∗

−0.075 (0.052)

1995–1999

0.005 (0.005)

−0.006 (0.043)

2000–2004

0.011 (0.004)∗∗

−0.043 (0.043)

2005–2009

0.019 (0.004)∗∗∗

−0.022 (0.048)

Intercept
(Railroad density)t−5
Educationt−5
Developing Economy

−0.022 (0.005)∗∗∗

GDPt−5
Investmentt−5

−0.012 (0.008)

Inflationt−5

−0.005 (0.002)∗

Exports

0.063 (0.057)
−0.004 (0.045)

A−4

−0.030 (0.027)

(Domestic credit)t−5
Transferst−5

0.056 (0.057)

Transfersm,t−5

−0.032 (0.057)

(Labor force)t−5

0.268 (0.102)∗∗

∆GDP

0.846 (1.620)

R2

0.491

0.117

Adj. R2

0.434

0.018

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.8 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table A.7
Direct impact

Indirect impact

Total impact

∆GDP

−0.001

0.0002

−0.001

A−4

−0.009

−0.001

−0.010

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

A.2.5 Gini Coefficient – Economic Growth Model Specification based on Barro
(1991)
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Table A.9 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Gini Coefficient – Economic Growth Model Specification based on Barro (1991)
∆GDP

G

Intercept

−0.190 (0.192)

−0.376 (0.525)

(Railroad density)t−5

−0.001 (0.001)

−0.042 (0.011)∗∗∗

0.004 (0.003)

−0.052 (0.031)

−0.012 (0.007)·

0.151 (0.073)∗

1980–1984

0.019 (0.011)·

−0.298 (0.123)∗

1985–1989

0.013 (0.007)·

−0.270 (0.072)∗∗∗

1990–1994

0.013 (0.006)∗

−0.229 (0.063)∗∗∗

1995–1999

0.004 (0.005)

−0.117 (0.052)∗

2000–2004

0.011 (0.004)∗

−0.090 (0.052)·

2005–2009

0.018 (0.004)∗∗∗

−0.102 (0.059)·

Educationt−5
Developing Economy

−0.019 (0.004)∗∗∗

GDPt−5
Investmentt−5

−0.017 (0.009)·

Inflationt−5

−0.004 (0.002)∗∗

Exports

0.103 (0.040)∗

G

0.003 (0.017)

(Domestic credit)t−5

0.099 (0.034)∗∗

Transferst−5

0.250 (0.070)∗∗∗
−0.298 (0.071)∗∗∗

Transfersm,t−5

−0.270 (0.120)∗

(Labor force)t−5

3.742 (1.987)·

DeltaGDP
R2

0.485

0.661

Adj. R2

0.427

0.623

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.10 Impact of Railroad Density on GDP Growth and Income
Inequality – Calculated based on Parameter Estimates presented in
Table A.9
Direct impact

Indirect impact

Total impact

−0.001

−0.0003

−0.001

−0.043∗∗∗

−0.003

−0.046∗∗∗

∆GDP
G
∗∗∗

A.3

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Three-Stage Least Squares Estimation Results for Different Measures of Income Inequality – Economic Growth Model Specification
based on Production Function

This section presents a sensitivity analysis with respect to the measure of income
inequality used in the system of simultaneous equations of economic growth and
income inequality. For the Atkinson’s class of inequality measures calculated for
α = −1, −2, −3, −4, the OLS estimation of the income inequality specification results
in an insignificant model overall (p-value of the F-test > 0.10). For this reason, only
the results from the simultaneous equations model that is estimated using the Gini
coefficient as the income inequality measure are presented here.

A.3.1 Gini Coefficient – Economic Growth Model Specification based on Production
Function
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Table A.11 Three-Stage Least Squares Estimation Results for the System of Simultaneous Equations shown in Eq. (2.20–2.21) – Gini Coefficient – Economic Growth Model Specification based on Production
Function
∆GDP

G

Intercept

−0.472 (0.204)∗

−1.283 (0.053)∗∗∗

∆(Road density)

−0.001 (0.089)

1.104 (1.041)

∆(Railroad density)

0.020 (0.101)

1.327 (0.963)

∆Education

0.026 (0.028)

0.494 (0.288)·

0.695 (0.235)∗∗

3.543 (1.875)·

Developing Economy

0.011 (0.014)

0.494 (0.055)∗∗∗

1980–1984

0.001 (0.014)

−0.257 (0.131)·

1985–1989

−0.011 (0.011)

−0.230 (0.072)∗∗

1990–1994

−0.006 (0.009)

−0.201 (0.062)∗∗

1995–1999

−0.006 (0.006)

−0.124 (0.058)∗

2000–2004

0.0002 (0.005)

−0.099 (0.056)·

2005–2009

0.005 (0.005)

−0.135 (0.062)∗

∆(Labor force)

0.297 (0.060)∗∗∗

∆Investment

−0.021 (0.006)∗∗∗

GDPt−5
Inflationt−5

−0.003 (0.002)

Exports

0.140 (0.041)∗∗∗

G

−0.063 (0.037)·

∆(Domestic credit)

−0.394 (0.266)

∆Transfers

2.141 (0.825)∗

∆Transfersm

−2.210 (0.871)∗

∆GDP

4.781 (1.759)∗∗

R2

0.419

0.519

Adj. R2

0.343

0.461

140

140

N
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table A.12 Impact of Road Density Change on GDP Growth and
Income Inequality – Calculated based on Parameter Estimates presented in Table A.11
Direct impact

Indirect impact

Total impact

−0.001

−0.053

−0.054

0.848

−0.003

0.845

∆GDP
G
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table A.13 Impact of Railroad Density Change on GDP Growth and
Income Inequality – Calculated based on Parameter Estimates presented in Table A.11
Direct impact

Indirect impact

Total impact

∆GDP

0.015

−0.064

−0.049

G

1.020

0.072

1.092

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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B. CALCULATION OF AVERAGE TREATMENT EFFECTS
B.1

Multiple-Treatment Difference-in-Differences Specification

Herein the calculation of the average treatment effects (AT E) for the following
specification is shown in detail:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 + α32 D2 T1 +
α31∩2 D1 D2 T1 + α4 T2 + α51 D1 T2 + α52 D2 T2 + α51∩2 D1 D2 T2 + ε
The AT E[treated group, Taf ter − Tbef ore , control group] calculated here are:
• AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0]
• AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0]
• AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0]

(B.1)
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• Calculation of AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T1 = 1] = α0 + α11 + α2 + α31

(B.2)

E[y|D1 = 1, D2 = 0, Tt = 0] = α0 + α11

(B.3)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.4)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.5)

AT E = {E[y|D1 = 1, D2 = 0, T1 = 1] − E[y|D1 = 1, D2 = 0, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α31

(B.6)

• Calculation of AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T1 = 1] = α0 + α12 + α2 + α32

(B.7)

E[y|D1 = 0, D2 = 1, Tt = 0] = α0 + α12

(B.8)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.9)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.10)

AT E = {E[y|D1 = 0, D2 = 1, T1 = 1] − E[y|D1 = 0, D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α32

(B.11)

• Calculation of AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T1 = 1] = α0 + α11 + α12 + α11∩2 + α2 + α31 + α32 + α31∩2

(B.12)

E[y|D1 = D2 = 1, Tt = 0] = α0 + α11 + α12 + α11∩2

(B.13)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.14)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.15)
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AT E = {E[y|D1 = D2 = 1, T1 = 1] − E[y|D1 = D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α31 + α32 + α31∩2

(B.16)

• Calculation of AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1] = α0 + α11 + α4 + α51

(B.17)

E[y|D1 = 1, D2 = 0, T1 = 1] = α0 + α11 + α2 + α31

(B.18)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.19)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.20)

AT E = {E[y|D1 = 1, D2 = 0, T2 = 1] − E[y|D1 = 1, D2 = 0, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α51 − α31

(B.21)

• Calculation of AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1] = α0 + α12 + α4 + α52

(B.22)

E[y|D1 = 0, D2 = 1, T1 = 1] = α0 + α12 + α2 + α32

(B.23)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.24)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.25)

AT E = {E[y|D1 = 0, D2 = 1, T2 = 1] − E[y|D1 = 0, D2 = 1, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α52 − α32

(B.26)
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• Calculation of AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T2 = 1] = α0 + α11 + α12 + α11∩2 +
α4 + α51 + α52 + α51∩2

(B.27)

E[y|D1 = D2 = 1, T1 = 1] = α0 + α11 + α12 + α11∩2 +
α2 + α31 + α32 + α31∩2

(B.28)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.29)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.30)

AT E = {E[y|D1 = D2 = 1, T2 = 1] − E[y|D1 = D2 = 1, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α51 + α52 + α51∩2 − α31 − α32 − α31∩2

(B.31)

• Calculation of AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1] = α0 + α11 + α4 + α51

(B.32)

E[y|D1 = 1, D2 = 0, Tt = 0] = α0 + α11

(B.33)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.34)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.35)

AT E = {E[y|D1 = 1, D2 = 0, T2 = 1] − E[y|D1 = 1, D2 = 0, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α51

(B.36)

• Calculation of AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1] = α0 + α12 + α4 + α52

(B.37)
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E[y|D1 = 0, D2 = 1, Tt = 0] = α0 + α12

(B.38)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.39)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.40)

AT E = {E[y|D1 = 0, D2 = 1, T2 = 1] − E[y|D1 = 0, D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α52

(B.41)

• Calculation of AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T2 = 1] = α0 + α11 + α12 + α11∩2 + α4 + α51 + α52 + α51∩2

(B.42)

E[y|D1 = D2 = 1, Tt = 0] = α0 + α11 + α12 + α11∩2

(B.43)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.44)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.45)

AT E = {E[y|D1 = D2 = 1, T2 = 1] − E[y|D1 = D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α51 + α52 + α51∩2

(B.46)
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B.2

Sequential-Treatment Difference-in-Differences Specification

Herein the calculation of the average treatment effects (AT E) for the following
specification is shown in detail:
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 D2 + α2 T1 + α31 D1 T1 +
α4 T2 + α51 D1 T2 + α52 D2 T2 + α51∩2 D1 D2 T2 + ε

(B.47)

The AT E[treated group, Taf ter − Tbef ore , control group] calculated here are:
• AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0]
• AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0]
• AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0]
• AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0]
• AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0]
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• Calculation of AT E[(D1 = 1, D2 = 0), T1 − T0 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T1 = 1] = α0 + α11 + α2 + α31

(B.48)

E[y|D1 = 1, D2 = 0, Tt = 0] = α0 + α11

(B.49)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.50)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.51)

AT E = {E[y|D1 = 1, D2 = 0, T1 = 1] − E[y|D1 = 1, D2 = 0, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α31

(B.52)

• Calculation of AT E[(D1 = 0, D2 = 1), T1 − T0 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T1 = 1] = α0 + α12 + α2

(B.53)

E[y|D1 = 0, D2 = 1, Tt = 0] = α0 + α12

(B.54)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.55)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.56)

AT E = {E[y|D1 = 0, D2 = 1, T1 = 1] − E[y|D1 = 0, D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= 0

(B.57)

• Calculation of AT E[D1 = D2 = 1, T1 − T0 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T1 = 1] = α0 + α11 + α12 + α11∩2 + α2 + α31

(B.58)

E[y|D1 = D2 = 1, Tt = 0] = α0 + α11 + α12 + α11∩2

(B.59)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.60)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.61)
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AT E = {E[y|D1 = D2 = 1, T1 = 1] − E[y|D1 = D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T1 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α31

(B.62)

• Calculation of AT E[(D1 = 1, D2 = 0), T2 − T1 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1] = α0 + α11 + α4 + α51

(B.63)

E[y|D1 = 1, D2 = 0, T1 = 1] = α0 + α11 + α2 + α31

(B.64)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.65)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.66)

AT E = {E[y|D1 = 1, D2 = 0, T2 = 1] − E[y|D1 = 1, D2 = 0, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α51 − α31

(B.67)

• Calculation of AT E[(D1 = 0, D2 = 1), T2 − T1 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1] = α0 + α12 + α4 + α52

(B.68)

E[y|D1 = 0, D2 = 1, T1 = 1] = α0 + α12 + α2

(B.69)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.70)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.71)

AT E = {E[y|D1 = 0, D2 = 1, T2 = 1] − E[y|D1 = 0, D2 = 1, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α52

(B.72)
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• Calculation of AT E[D1 = D2 = 1, T2 − T1 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T2 = 1] = α0 + α11 + α12 + α11∩2 +
α4 + α51 + α52 + α51∩2

(B.73)

E[y|D1 = D2 = 1, T1 = 1] = α0 + α11 + α12 + α11∩2 +
α2 + α31

(B.74)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.75)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.76)

AT E = {E[y|D1 = D2 = 1, T2 = 1] − E[y|D1 = D2 = 1, T1 = 1]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, T1 = 1]}
= α51 + α52 + α51∩2 − α31

(B.77)

• Calculation of AT E[(D1 = 1, D2 = 0), T2 − T0 , D1 = D2 = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1] = α0 + α11 + α4 + α51

(B.78)

E[y|D1 = 1, D2 = 0, Tt = 0] = α0 + α11

(B.79)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.80)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.81)

AT E = {E[y|D1 = 1, D2 = 0, T2 = 1] − E[y|D1 = 1, D2 = 0, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α51

(B.82)

• Calculation of AT E[(D1 = 0, D2 = 1), T2 − T0 , D1 = D2 = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1] = α0 + α12 + α4 + α52

(B.83)

230
E[y|D1 = 0, D2 = 1, Tt = 0] = α0 + α12

(B.84)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.85)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.86)

AT E = {E[y|D1 = 0, D2 = 1, T2 = 1] − E[y|D1 = 0, D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α52

(B.87)

• Calculation of AT E[D1 = D2 = 1, T2 − T0 , D1 = D2 = 0]:
E[y|D1 = D2 = 1, T2 = 1] = α0 + α11 + α12 + α11∩2 + α4 + α51 + α52 + α51∩2

(B.88)

E[y|D1 = D2 = 1, Tt = 0] = α0 + α11 + α12 + α11∩2

(B.89)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.90)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.91)

AT E = {E[y|D1 = D2 = 1, T2 = 1] − E[y|D1 = D2 = 1, Tt = 0]} −
{E[y|D1 = D2 = 0, T2 = 1] − E[y|D1 = D2 = 0, Tt = 0]}
= α51 + α52 + α51∩2

(B.92)
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B.3

Spatial Multiple-Treatment Difference-in-Differences Specification

The calculation of the average treatment effects (AT E) for the following specification is shown here in detail:
1
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 ◦ D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
W D1 ◦ T1 +
2
1∩2
α32 D2 ◦ T1 + α3,ρ
W D2 ◦ T1 + α31∩2 D1 ◦ D2 ◦ T1 + α3,ρ
W (D1 ◦ D2 ) ◦ T1 +
1
2
α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 + α5,ρ
W D2 ◦ T2 +
1∩2
α51∩2 D1 ◦ D2 ◦ T2 + α5,ρ
W (D1 ◦ D2 ) ◦ T2 + ε

(B.93)

The AT E[treated group, Taf ter − Tbef ore , control group] calculated here are:
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T1 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T1 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T1 −
T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T2 − T1 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T2 − T1 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T2 −
T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T2 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T2 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T2 −
T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]

232
Note: The terms W D1 = 0, W D2 = 0, W (D1 ◦ D2 ) = 0 are omitted from the
expectations below. The proper treated and control group are shown in the AT E
definition at the bullet points.
• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ] = α0 + α11 + α2 + α31 +
1
α3,ρ
wd1

(B.94)

E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ] = α0 + α11

(B.95)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.96)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.97)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T1 = 1]
−E[y|D1 = D2 = 0, Tt = 0]}
1
= α31 + α3,ρ
wd1

(B.98)

AT E = E[AT E(wd1 )|W D1 ]
1
wd1
= α31 + α3,ρ

(B.99)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ] = α0 + α12 + α2 +
2
α32 + α3,ρ
wd2

(B.100)

E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ] = α0 + α12

(B.101)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.102)
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E[y|D1 = D2 = 0, Tt = 0] = α0

(B.103)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T1 = 1] −
E[y|D1 = D2 = 0, Tt = 0]}
2
= α32 + α3,ρ
wd2

(B.104)

AT E = E[AT E(wd2 )|W D2 ]
2
wd2
= α32 + α3,ρ

(B.105)

• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = D2 = 1, T1 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
2
1∩2
α0 +α11 +α12 +α11∩2 +α2 +α31 +α3,ρ
wd1 +α32 + α3,ρ
wd2 +α31∩2 +α3,ρ
w(d1 ◦d2 ) (B.106)

E[y|D1 = D2 = 1, Tt = 0, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
α0 + α11 + α12 + α11∩2

(B.107)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.108)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.109)

2
1∩2
1
w(d1 ◦ d2 )
wd1 + α32 + α3,ρ
wd2 + α31∩2 + α3,ρ
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α31 + α3,ρ

(B.110)

AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
1
2
1∩2
= α31 + α3,ρ
wd1 + α32 + α3,ρ
wd2 + α31∩2 + α3,ρ
w(d1 ◦ d2 )

(B.111)
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• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ] = α0 + α11 + α4 + α51 +
1
α5,ρ
wd1

(B.112)

E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ] = α0 + α11 + α2 + α31 +
1
α3,ρ
wd1

(B.113)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.114)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.115)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T2 = 1]
−E[y|D1 = D2 = 0, T1 = 1]}
1
1
= α51 − α31 + α5,ρ
wd1 − α3,ρ
wd1

(B.116)

AT E = E[AT E(wd1 )|W D1 ]
1
1
= α51 − α31 + α5,ρ
wd1 − α3,ρ
wd1

(B.117)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ] = α0 + α12 + α4 +
2
wd2
α52 + α5,ρ

(B.118)

E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ] = α0 + α12 + α2 +
2
α32 + α3,ρ
wd2

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.119)
(B.120)
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E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.121)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T2 = 1] −
E[y|D1 = D2 = 0, T1 = 1]}
2
2
= α52 − α32 + α5,ρ
wd2 − α3,ρ
wd2

(B.122)

AT E = E[AT E(wd2 )|W D2 ]
2
2
wd2 − α3,ρ
wd2
= α52 − α32 + α5,ρ

(B.123)

• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = D2 = 1, T2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
2
1∩2
α0 + α11 + α12 + α11∩2 + α4 + α51 + α5,ρ
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 ) (B.124)

E[y|D1 = D2 = 1, T1 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
2
1∩2
α0 + α11 + α12 + α11∩2 + α2 + α31 + α3,ρ
wd1 + α32 + α3,ρ
wd2 + α31∩2 + α3,ρ
w(d1 ◦ d2 ) (B.125)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.126)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.127)

1
1
wd1 − α3,ρ
wd1 + α52 − α32 +
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α51 − α31 + α5,ρ
2
2
α5,ρ
wd2 − α3,ρ
wd2 + α51∩2 − α31∩2
1∩2
1∩2
α5,ρ
w(d1 ◦ d2 ) − α3,ρ
w(d1 ◦ d2 )

(B.128)
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AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
1
1
= α51 − α31 + α5,ρ
wd1 − α3,ρ
wd1 + α52 − α32 +
2
2
1∩2
α5,ρ
wd2 − α3,ρ
wd2 + α51∩2 − α31∩2 + α5,ρ
w(d1 ◦ d2 ) −
1∩2
α3,ρ
w(d1 ◦ d2 )

(B.129)

• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ] = α0 + α11 + α4 + α51 +
1
α5,ρ
wd1

(B.130)

E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ] = α0 + α11

(B.131)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.132)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.133)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T2 = 1]
−E[y|D1 = D2 = 0, Tt = 0]}
1
= α51 + α5,ρ
wd1

(B.134)

AT E = E[AT E(wd1 )|W D1 ]
1
wd1
= α51 + α5,ρ

(B.135)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ] = α0 + α12 + α4 +
2
α52 + α5,ρ
wd2

E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ] = α0 + α12

(B.136)
(B.137)
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E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.138)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.139)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T2 = 1] −
E[y|D1 = D2 = 0, Tt = 0]}
2
= α52 + α5,ρ
wd2

(B.140)

AT E = E[AT E(wd2 )|W D2 ]
2
wd2
= α52 + α5,ρ

(B.141)

• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
E[y|D1 = D2 = 1, T2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
2
1∩2
α0 + α11 + α12 + α11∩2 + α4 + α51 + α5,ρ
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 ) (B.142)

E[y|D1 = D2 = 1, Tt = 0, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
α0 + α11 + α12 + α11∩2

(B.143)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.144)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.145)

1
2
1∩2
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α51 + α5,ρ
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )

(B.146)

AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
1
2
1∩2
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )
= α51 + α5,ρ

(B.147)
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B.4

Spatial Sequential-Treatment Difference-in-Differences Specification

The calculation of the average treatment effects (AT E) for the following specification is shown here in detail:
1
W D1 ◦ T1 +
y = α0 + α11 D1 + α12 D2 + α11∩2 D1 ◦ D2 + α2 T1 + α31 D1 ◦ T1 + α3,ρ
1
2
α4 T2 + α51 D1 ◦ T2 + α5,ρ
W D1 ◦ T2 + α52 D2 ◦ T2 + α5,ρ
W D2 ◦ T2 +
1∩2
α51∩2 D1 ◦ D2 ◦ T2 + α5,ρ
W (D1 ◦ D2 ) ◦ T2 + ε

(B.148)

The AT E[treated group, Taf ter − Tbef ore , control group] calculated here are:
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T1 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T1 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T1 −
T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T2 − T1 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T2 − T1 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T2 −
T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) = 0), T2 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) = 0), T2 − T0 , D1 =
D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
• AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )), T2 −
T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
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Note: The terms W D1 = 0, W D2 = 0, W (D1 ◦ D2 ) = 0 are omitted from the
expectations below. The proper treated and control group are shown in the AT E
definition at the bullet points.
• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ] = α0 + α11 + α2 + α31 +
1
wd1
α3,ρ

(B.149)

E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ] = α0 + α11

(B.150)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.151)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.152)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T1 = 1]
−E[y|D1 = D2 = 0, Tt = 0]}
1
= α31 + α3,ρ
wd1

(B.153)

AT E = E[AT E(wd1 )|W D1 ]
1
= α31 + α3,ρ
wd1

(B.154)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ] = α0 + α12 + α2

(B.155)

E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ] = α0 + α12

(B.156)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.157)
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E[y|D1 = D2 = 0, Tt = 0] = α0

(B.158)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T1 = 1] −
E[y|D1 = D2 = 0, Tt = 0]}
= 0

(B.159)

AT E = E[AT E(wd2 )|W D2 ]
= 0

(B.160)

• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T1 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = D2 = 1, T1 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
α0 + α11 + α12 + α11∩2 + α2 + α31 + α3,ρ
wd1

(B.161)

E[y|D1 = D2 = 1, Tt = 0, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
α0 + α11 + α12 + α11∩2

(B.162)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.163)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.164)

1
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α31 + α3,ρ
wd1

(B.165)

AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
1
= α31 + α3,ρ
wd1

(B.166)

• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ] = α0 + α11 + α4 + α51 +
1
α5,ρ
wd1

(B.167)
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E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ] = α0 + α11 + α2 + α31 +
1
wd1
α3,ρ

(B.168)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.169)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.170)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, T1 = 1, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T2 = 1]
−E[y|D1 = D2 = 0, T1 = 1]}
1
1
= α51 − α31 + α5,ρ
wd1 − α3,ρ
wd1

(B.171)

AT E = E[AT E(wd1 )|W D1 ]
1
1
wd1 − α3,ρ
wd1
= α51 − α31 + α5,ρ

(B.172)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ] = α0 + α12 + α4 +
2
α52 + α5,ρ
wd2

(B.173)

E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ] = α0 + α12 + α2

(B.174)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.175)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.176)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, T1 = 1, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T2 = 1] −
E[y|D1 = D2 = 0, T1 = 1]}
2
= α52 + α5,ρ
wd2

(B.177)
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AT E = E[AT E(wd2 )|W D2 ]
2
= α52 + α5,ρ
wd2

(B.178)

• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T2 − T1 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = D2 = 1, T2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
2
1∩2
α0 + α11 + α12 + α11∩2 + α4 + α51 + α5,ρ
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 ) (B.179)

E[y|D1 = D2 = 1, T1 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1
α0 + α11 + α12 + α11∩2 + α2 + α31 + α3,ρ
wd1

(B.180)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.181)

E[y|D1 = D2 = 0, T1 = 1] = α0 + α2

(B.182)

1
1
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α51 − α31 + α5,ρ
wd1 − α3,ρ
wd1 + α52 +
2
1∩2
α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )

(B.183)

AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
1
1
wd1 − α3,ρ
wd1 + α52 +
= α51 − α31 + α5,ρ
2
1∩2
α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )

(B.184)

• Calculation of AT E[(D1 = 1, D2 = 0, W D1 = wd1 , W D2 = 0, W (D1 ◦ D2 ) =
0), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]:
E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ] = α0 + α11 + α4 + α51 +
1
α5,ρ
wd1

(B.185)

E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ] = α0 + α11

(B.186)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.187)
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E[y|D1 = D2 = 0, Tt = 0] = α0

(B.188)

AT E(wd1 ) = {E[y|D1 = 1, D2 = 0, T2 = 1, W D1 = wd1 ]
−E[y|D1 = 1, D2 = 0, Tt = 0, W D1 = wd1 ]}
−{E[y|D1 = D2 = 0, T2 = 1]
−E[y|D1 = D2 = 0, Tt = 0]}
1
= α51 + α5,ρ
wd1

(B.189)

AT E = E[AT E(wd1 )|W D1 ]
1
wd1
= α51 + α5,ρ

(B.190)

• Calculation of AT E[(D1 = 0, D2 = 1, W D1 = 0, W D2 = wd2 , W (D1 ◦ D2 ) =
0), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ] = α0 + α12 + α4 +
2
α52 + α5,ρ
wd2

(B.191)

E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ] = α0 + α12

(B.192)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.193)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.194)

AT E(wd2 ) = {E[y|D1 = 0, D2 = 1, T2 = 1, W D2 = wd2 ]
−E[y|D1 = 0, D2 = 1, Tt = 0, W D2 = wd2 ]}
−{E[y|D1 = D2 = 0, T2 = 1] −
E[y|D1 = D2 = 0, Tt = 0]}
2
= α52 + α5,ρ
wd2

(B.195)

AT E = E[AT E(wd2 )|W D2 ]
2
wd2
= α52 + α5,ρ

(B.196)
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• Calculation of AT E[(D1 = D2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) =
w(d1 ◦ d2 )), T2 − T0 , D1 = D2 = W D1 = W D2 = W (D1 ◦ D2 ) = 0]
E[y|D1 = D2 = 1, T2 = 1, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
1∩2
2
1
w(d1 ◦ d2 ) (B.197)
wd2 + α51∩2 + α5,ρ
wd1 + α52 + α5,ρ
α0 + α11 + α12 + α11∩2 + α4 + α51 + α5,ρ

E[y|D1 = D2 = 1, Tt = 0, W D1 = wd1 , W D2 = wd2 , W (D1 ◦ D2 ) = w(d1 ◦ d2 )] =
α0 + α11 + α12 + α11∩2

(B.198)

E[y|D1 = D2 = 0, T2 = 1] = α0 + α4

(B.199)

E[y|D1 = D2 = 0, Tt = 0] = α0

(B.200)

1
2
1∩2
AT E(wd1 , wd2 , w(d1 ◦ d2 )) = α51 + α5,ρ
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )

(B.201)

AT E = E[AT E(wd1 , wd2 , w(d1 ◦ d2 ))|W D1 , W D2 , W (D1 ◦ D2 )]
2
1∩2
1
wd1 + α52 + α5,ρ
wd2 + α51∩2 + α5,ρ
w(d1 ◦ d2 )
= α51 + α5,ρ

(B.202)
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C. APPENDIX FOR CHAPTER 4
C.1

Spatial Distribution of Median House Values Before and After the
Imputation

Figures C.1–C.6 show the spatial distribution of house values for the three analysis
periods before and after the imputation. The two different sources of missing values
(zero house values) are shown with bright yellow and green colors while the proximity
zones for treatment 1 and 2 are shown with transparent light yellow and blue.

Figure C.1. 1990 Median House Values (Source: 1990 Census, Geolytics (2015)
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Figure C.2. 1990 Median House Values After Imputation (Source:
1990 Census, Geolytics (2015)

Figure C.3. 2000 Median House Values (Source: 2000 Census, Geolytics (2015)
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Figure C.4. 2000 Median House Values After Imputation (Source:
2000 Census, Geolytics (2015)

Figure C.5. 2011 Median House Values (Source: 2009-2013 ACS, U.S.
Census Bureau (2015)
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Figure C.6. 2011 Median House Values After Imputation (Source:
2009-2013 ACS, U.S. Census Bureau (2015)
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C.2

Graphical Representation of Total AT E

Figure C.7. Total AT E for Median Household Income, 1990–2000

Figure C.8. Total AT E for Median Household Income, 2000–2011
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Figure C.9. Total AT E for Educational Attainment, 1990–2000

Figure C.10. Total AT E for Educational Attainment, 2000–2011
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Figure C.11. Total AT E for Median House Value, 1990–2000

Figure C.12. Total AT E for Median House Value, 2000–2011
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C.3

Sensitivity of Results to the Type of Weights Matrix

C.3.1 First and Second Order Queen Contiguity Weights Matrix
This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components
based on a first and second order queen contiguity row standardized weights matrix.
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Table C.1 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – First and Second
Order Queen Contiguity Weights Matrix
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.124 (0.102)∗∗∗

0.240 (0.074)∗∗

3.190 (0.096)∗∗∗

D1

−0.078 (0.096)

−0.000 (0.041)

−0.183 (0.092)∗

D2

−0.146 (0.046)∗∗

−0.020 (0.021)

−0.051 (0.041)

0.027 (0.113)

0.011 (0.048)

0.131 (0.099)

D1 ◦ D2

∗∗∗

T1

0.203 (0.032)

∗∗

0.072 (0.028)

0.580 (0.044)∗∗∗

D1 ◦ T1

0.027 (0.101)

−0.005 (0.030)

0.166 (0.113)

W D1 ◦ T1

0.257 (0.177)

0.104 (0.073)

0.185 (0.196)

T2

0.034 (0.035)

0.104 (0.028)∗∗∗

0.528 (0.046)∗∗∗

D1 ◦ T2

0.015 (0.109)

0.005 (0.033)

0.131 (0.122)

W D1 ◦ T2

0.067 (0.230)

0.165 (0.090)·

0.291 (0.255)

D2 ◦ T2

0.056 (0.052)

0.012 (0.015)

0.030 (0.058)

−0.120 (0.117)

0.065 (0.050)

0.261 (0.136)·

D1 ◦ D2 ◦ T2

0.170 (0.114)

0.008 (0.034)

0.034 (0.130)

W (D1 ◦ D2 ) ◦ T2

0.630 (0.361)·

−0.129 (0.131)

−0.312 (0.404)

0.267 (0.040)∗∗∗

0.022 (0.031)

−0.167 (0.039)∗∗∗

Population density

−0.016 (0.003)∗∗∗

−0.001 (0.001)

−0.014 (0.003)∗∗∗

Percent. Black

−0.333 (0.086)∗∗∗

−0.159 (0.031)∗∗∗

−0.209 (0.085)∗

Percent. Hispanic

−0.126 (0.057)∗

−0.273 (0.019)∗∗∗

−0.543 (0.056)∗∗∗

Age

0.026 (0.001)∗∗∗

0.001 (0.000)∗∗∗

Travel time to work

0.010 (0.001)∗∗∗

Percent. labor force

1.793 (0.048)∗∗∗

W D2 ◦ T2

ln(Distance to CBD)

0.711 (0.051)∗∗∗

ln(Distance to park)

−0.003 (0.005)

Number of bedrooms

0.496 (0.012)∗∗∗

Year structure built

0.158 (0.006)∗∗∗

Percent. renter-occupied

0.344 (0.029)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.648 (0.026)∗∗∗

0.883 (0.014)∗∗∗

0.713 (0.023)∗∗∗

0.552

0.409

0.696

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.2 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.1
T1 − T0

Treated Group
D1 = 1, D2 = 0

T2 − T1

0.027 (0.101) −0.012 (0.113)

T2 − T0
0.015 (0.109)

D1 = 0, D2 = 1

-

0.056 (0.052)

0.056 (0.052)

D1 = 1, D2 = 1

0.027 (0.101)

0.215 (0.129)·

0.241 (0.125)·

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.3 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.1
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0
W D1 = 0, W D2 = wd2

T2 − T1

0.163 (0.112) −0.120 (0.159)
-

W D1 = wd1 , W D2 = wd2 , 0.163 (0.112)

T2 − T0
0.043 (0.146)

−0.069 (0.067) −0.069 (0.067)
0.081 (0.140)

0.244 (0.128)·

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.4 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.1
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.190 (0.100)·

−0.133 (0.141)

0.057 (0.138)

-

−0.013 (0.064)

−0.013 (0.064)

0.190 (0.100)·

0.296 (0.126)∗

0.485 (0.124)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.5 Direct AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.1
T2 − T1

T2 − T0

D1 = 1, D2 = 0 −0.005 (0.030)

0.009 (0.033)

0.005 (0.033)

D1 = 0, D2 = 1

0.012 (0.015)

0.012 (0.015)

0.029 (0.038)

0.025 (0.038)

Treated Group

T1 − T0

-

D1 = 1, D2 = 1 −0.005 (0.030)
∗∗∗ p

∗∗ p

< 0.001,

< 0.01, ∗ p < 0.05, · p < 0.1

Table C.6 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.1
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.066 (0.047)

0.039 (0.060)

0.105 (0.057)·

W D1 = 0, W D2 = wd2

-

0.038 (0.029)

0.038 (0.029)

0.021 (0.054)

0.087 (0.051)·

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.066 (0.047)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.7 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.1
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.061 (0.045)

0.048 (0.058)

0.110 (0.057)·

-

0.049 (0.029)·

0.049 (0.029)·

0.061 (0.045)

0.050 (0.053)

0.112 (0.052)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.8 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.1
T1 − T0

Treated Group
D1 = 1, D2 = 0

T2 − T1

0.166 (0.113) −0.035 (0.129)

T2 − T0
0.131 (0.122)

D1 = 0, D2 = 1

-

0.030 (0.058)

0.030 (0.058)

D1 = 1, D2 = 1

0.166 (0.113)

0.029 (0.147)

0.195 (0.140)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.9 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.1
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.117 (0.125)

0.067 (0.187)

0.184 (0.162)

W D1 = 0, W D2 = wd2

-

0.150 (0.078)·

0.150 (0.078)·

0.083 (0.168)

0.201 (0.142)

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.117 (0.125)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.10 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.1

D1 = 1, D2 = 0,

T1 − T0

T2 − T1

T2 − T0

0.283 (0.121)∗

0.032 (0.170)

0.315 (0.162)·

-

0.181 (0.078)∗

0.181 (0.078)∗

0.283 (0.121)∗

0.112 (0.155)

0.395 (0.148)∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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C.3.2 Inverse-Distance Weights Matrix
This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components
based on an inverse distance row standardized weights matrix.
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Table C.11 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – Inverse-Distance
Weights Matrix
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.224 (0.097)∗∗∗

0.247 (0.060)∗∗∗

3.152 (0.089)∗∗∗

D1

−0.107 (0.097)

−0.033 (0.042)

−0.219 (0.092)∗

D2

−0.112 (0.048)∗

−0.015 (0.022)

−0.039 (0.043)

D1 ◦ D2

−0.035 (0.120)

0.020 (0.052)

0.132 (0.106)

∗∗∗

T1

0.196 (0.028)

∗∗∗

0.062 (0.017)

0.576 (0.037)∗∗∗

D1 ◦ T1

0.091 (0.114)

0.004 (0.035)

0.162 (0.126)

W D1 ◦ T1

0.158 (0.191)

0.046 (0.077)

0.237 (0.212)

T2

0.029 (0.031)

0.115 (0.018)∗∗∗

0.518 (0.039)∗∗∗

−0.046 (0.119)

0.008 (0.036)

0.079 (0.132)

W D1 ◦ T2

0.156 (0.236)

0.102 (0.093)

0.446 (0.262)·

D2 ◦ T2

0.017 (0.059)

−0.008 (0.017)

−0.003 (0.066)

D1 ◦ T2

−0.067 (0.112)

∗

0.097 (0.045)

0.316 (0.128)∗

D1 ◦ D2 ◦ T2

0.105 (0.141)

0.026 (0.042)

0.050 (0.158)

W (D1 ◦ D2 ) ◦ T2

0.780 (0.410)·

−0.108 (0.146)

−0.320 (0.457)

0.262 (0.038)∗∗∗

0.017 (0.027)

−0.145 (0.036)∗∗∗

Population density

−0.017 (0.003)∗∗∗

−0.001 (0.001)

−0.014 (0.003)∗∗∗

Percent. Black

−0.323 (0.085)∗∗∗

−0.167 (0.031)∗∗∗

−0.222 (0.084)∗∗

Percent. Hispanic

−0.160 (0.057)∗∗

−0.273 (0.020)∗∗∗

−0.568 (0.056)∗∗∗

Age

0.025 (0.001)∗∗∗

0.002 (0.000)∗∗∗

Travel time to work

0.011 (0.001)∗∗∗

Percent. labor force

1.724 (0.048)∗∗∗

W D2 ◦ T2

ln(Distance to CBD)

0.717 (0.052)∗∗∗

ln(Distance to park)

−0.005 (0.005)

Number of bedrooms

0.494 (0.012)∗∗∗

Year structure built

0.150 (0.006)∗∗∗

Percent. renter-occupied

0.348 (0.030)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.588 (0.020)∗∗∗

0.809 (0.013)∗∗∗

0.651 (0.020)∗∗∗

0.553

0.399

0.697

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.12 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.11
T1 − T0

Treated Group
D1 = 1, D2 = 0

∗∗∗

p < 0.001,

∗∗

T2 − T0

0.091 (0.114) −0.136 (0.126) −0.046 (0.119)

D1 = 0, D2 = 1
D1 = 1, D2 = 1

T2 − T1

-

0.017 (0.059)

0.091 (0.114) −0.015 (0.162)

0.017 (0.059)
0.076 (0.156)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.13 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.11
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0
W D1 = 0, W D2 = wd2

T2 − T1

0.103 (0.125) −0.001 (0.169)
-

W D1 = wd1 , W D2 = wd2 , 0.103 (0.125)

T2 − T0
0.102 (0.155)

−0.042 (0.071) −0.042 (0.071)
0.327 (0.174)·

0.430 (0.162)∗∗

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.14 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.11
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.194 (0.095)∗

−0.137 (0.136)

0.057 (0.133)

-

−0.026 (0.061)

−0.026 (0.061)

0.194 (0.095)∗

0.312 (0.119)∗∗

0.506 (0.118)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.15 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.11
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.004 (0.035)

0.004 (0.037)

0.008 (0.036)

D1 = 0, D2 = 1

-

D1 = 1, D2 = 1

0.004 (0.035)

∗∗∗

p < 0.001,

∗∗

−0.008 (0.017) −0.008 (0.017)
0.023 (0.048)

0.027 (0.048)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.16 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.11
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.030 (0.050)

0.037 (0.064)

0.067 (0.061)

W D1 = 0, W D2 = wd2

-

0.061 (0.028)∗

0.061 (0.028)∗

0.047 (0.063)

0.077 (0.061)

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.030 (0.050)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.17 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.11
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.034 (0.041)

0.041 (0.056)

0.075 (0.054)

-

0.054 (0.026)∗

0.054 (0.026)∗

0.034 (0.041)

0.070 (0.048)

0.104 (0.047)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.18 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.11
T1 − T0

Treated Group
D1 = 1, D2 = 0

0.162 (0.126) −0.082 (0.143)

D1 = 0, D2 = 1
D1 = 1, D2 = 1
∗∗∗

p < 0.001,

∗∗

T2 − T1

T2 − T0
0.079 (0.132)

−0.003 (0.066) −0.003 (0.066)

-

0.162 (0.126) −0.036 (0.183)

0.126 (0.173)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.19 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.11
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.155 (0.138)

0.137 (0.200)

0.292 (0.171)·

W D1 = 0, W D2 = wd2

-

0.198 (0.081)∗

0.198 (0.081)∗

0.183 (0.204)

0.338 (0.179)·

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.155 (0.138)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.20 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.11
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.317 (0.115)∗∗

0.054 (0.164)

0.371 (0.157)∗

-

0.195 (0.074)∗∗

0.195 (0.074)∗∗

0.317 (0.115)∗∗

0.147 (0.146)

0.464 (0.141)∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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C.4

Sensitivity of Results to the Definition of Proximity

C.4.1 Proximity Defined as Block Groups within 0.5 miles from Light Rail Stations
This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components
assuming as treated the block groups located within 0.5 miles from a light rail station
(distance taken from the centroid of each block group). There are 23 block groups
within the proximity of the 1994 light rail stations, 41 block groups within the proximity of the 2000–2006 light rail stations, and 4 block groups within the proximity of
the 1994–2006 light rail stations.
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Table C.21 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – Proximity Defined
as Block Groups within 0.5 miles from Light Rail Stations
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.115 (0.093)∗∗∗

0.231 (0.058)∗∗∗

3.141 (0.085)∗∗∗

D1

−0.039 (0.111)

−0.032 (0.044)

−0.226 (0.103)∗

D2

−0.128 (0.065)∗

−0.007 (0.027)

−0.031 (0.056)

0.170 (0.215)

0.107 (0.090)

0.120 (0.185)

D1 ◦ D2

∗∗∗

T1

0.199 (0.028)

0.065 (0.017)

0.578 (0.035)∗∗∗

D1 ◦ T1

−0.156 (0.109)

−0.018 (0.032)

−0.041 (0.122)

W D1 ◦ T1

0.792 (0.305)∗∗

0.146 (0.118)

1.225 (0.336)∗∗∗

0.030 (0.029)

0.119 (0.017)∗∗∗

0.539 (0.036)∗∗∗

D1 ◦ T2

−0.179 (0.114)

−0.070 (0.034)∗

0.219 (0.128)·

W D1 ◦ T2

0.629 (0.381)·

0.305 (0.142)∗

0.510 (0.416)

D2 ◦ T2

0.001 (0.066)

0.026 (0.020)

0.169 (0.075)∗

W D2 ◦ T2

−0.069 (0.228)

0.141 (0.085)·

0.648 (0.257)∗

D1 ◦ D2 ◦ T2

0.489 (0.216)∗

−0.153 (0.065)∗

0.111 (0.245)

W (D1 ◦ D2 ) ◦ T2

2.717 (1.219)∗

0.368 (0.415)

−0.715 (1.339)

0.292 (0.036)∗∗∗

0.022 (0.026)

−0.145 (0.034)∗∗∗

Population density

−0.018 (0.003)∗∗∗

−0.001 (0.001)

−0.014 (0.003)∗∗∗

Percent. Black

−0.300 (0.083)∗∗∗

−0.176 (0.030)∗∗∗

−0.247 (0.081)∗∗

Percent. Hispanic

−0.132 (0.056)∗

−0.281 (0.019)∗∗∗

−0.594 (0.054)∗∗∗

Age

0.026 (0.001)∗∗∗

0.002 (0.000)∗∗∗

Travel time to work

0.011 (0.001)∗∗∗

Percent. labor force

1.748 (0.048)∗∗∗

T2

ln(Distance to CBD)

∗∗∗

0.717 (0.051)∗∗∗

ln(Distance to park)

−0.005 (0.005)

Number of bedrooms

0.497 (0.012)∗∗∗

Year structure built

0.154 (0.006)∗∗∗

Percent. renter-occupied

0.351 (0.029)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.584 (0.022)∗∗∗

0.807 (0.014)∗∗∗

0.640 (0.022)∗∗∗

0.551

0.405

0.700

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.22 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.21
T1 − T0

Treated Group

T2 − T1

T2 − T0

D1 = 1, D2 = 0 −0.156 (0.109) −0.023 (0.115) −0.179 (0.114)
D1 = 0, D2 = 1

-

D1 = 1, D2 = 1 −0.156 (0.109)
∗∗∗

p < 0.001,

∗∗

0.001 (0.066)

0.001 (0.066)

0.467 (0.213)∗

0.310 (0.211)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.23 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.21
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.240 (0.093)∗∗

−0.049 (0.126)

0.191 (0.116)·

W D1 = 0, W D2 = wd2

-

−0.013 (0.042)

−0.013 (0.042)

0.206 (0.117)·

0.447 (0.108)∗∗∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.240 (0.093)∗∗
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.24 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.21
T1 − T0

Treated Group
D1 = 1, D2 = 0,

T2 − T1

0.084 (0.119) −0.072 (0.155)

T2 − T0
0.012 (0.152)

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,

-

−0.012 (0.081)

−0.012 (0.081)

0.084 (0.119)

0.673 (0.216)∗∗

0.757 (0.215)∗∗∗

W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.25 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.21
T1 − T0

Treated Group

D1 = 1, D2 = 0 −0.018 (0.032)
D1 = 0, D2 = 1

T2 − T1

T2 − T0

−0.051 (0.034)

−0.070 (0.034)∗

0.026 (0.020)

0.026 (0.020)

-

D1 = 1, D2 = 1 −0.018 (0.032) −0.178 (0.063)∗∗
∗∗∗

p < 0.001,

∗∗

−0.196 (0.062)∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.26 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.21
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.044 (0.036)

0.048 (0.045)

0.093 (0.043)∗

W D1 = 0, W D2 = wd2

-

0.026 (0.016)·

0.026 (0.016)·

0.111 (0.042)∗∗

0.155 (0.040)∗∗∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.044 (0.036)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.27 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.21
T1 − T0

Treated Group
D1 = 1, D2 = 0,

T2 − T1

0.026 (0.043) −0.003 (0.056)

T2 − T0
0.023 (0.054)

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,

-

0.052 (0.028)·

0.052 (0.028)·

W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,

0.026 (0.043) −0.067 (0.070) −0.041 (0.069)

W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.28 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.21
T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0 −0.041 (0.122)

0.260 (0.130)∗

0.219 (0.128)·

D1 = 0, D2 = 1

0.169 (0.075)∗

0.169 (0.075)∗

0.541 (0.241)∗

0.500 (0.238)∗

Treated Group

-

D1 = 1, D2 = 1 −0.041 (0.122)
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.29 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.21
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.372 (0.102)∗∗∗

−0.217 (0.147)

0.155 (0.126)

W D1 = 0, W D2 = wd2

-

0.119 (0.047)∗

0.119 (0.047)∗

−0.168 (0.138)

0.204 (0.117)·

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.372 (0.102)∗∗∗
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.30 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.21

D1 = 1, D2 = 0,

T1 − T0

T2 − T1

T2 − T0

0.331 (0.137)∗

0.043 (0.181)

0.374 (0.173)∗

-

0.289 (0.093)∗∗

0.289 (0.093)∗∗

0.331 (0.137)∗

0.372 (0.248)

0.703 (0.245)∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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C.4.2 Proximity Defined as Block Groups within 1.5 miles from Light Rail Stations
This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components
assuming as treated the block groups located within 1.5 miles from a light rail station
(distance taken from the centroid of each block group). There are 120 block groups
within the proximity of the 1994 light rail stations, 291 block groups within the proximity of the 2000–2006 light rail stations, and 74 block groups within the proximity
of the 1994–2006 light rail stations.
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Table C.31 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – Proximity Defined
as Block Groups within 1.5 miles from Light Rail Stations
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.190 (0.098)∗∗∗

0.241 (0.058)∗∗∗

3.142 (0.089)∗∗∗

D1

−0.107 (0.085)

−0.018 (0.037)

−0.043 (0.079)

D2

−0.096 (0.042)∗

−0.021 (0.020)

−0.054 (0.038)

0.053 (0.086)

0.021 (0.037)

0.052 (0.075)

D1 ◦ D2

∗∗∗

T1

0.195 (0.028)

∗∗∗

0.064 (0.017)

0.576 (0.036)∗∗∗

D1 ◦ T1

0.167 (0.087)·

−0.006 (0.026)

−0.007 (0.096)

W D1 ◦ T1

−0.001 (0.129)

0.047 (0.053)

0.267 (0.142)·

T2

0.027 (0.031)

0.122 (0.018)∗∗∗

0.522 (0.039)∗∗∗

D1 ◦ T2

0.087 (0.098)

0.018 (0.029)

0.081 (0.109)

W D1 ◦ T2

−0.098 (0.198)

0.023 (0.075)

−0.010 (0.218)

D2 ◦ T2

−0.059 (0.052)

0.013 (0.015)

0.038 (0.058)

W D2 ◦ T2

0.008 (0.082)

−0.016 (0.034)

0.134 (0.093)

D1 ◦ D2 ◦ T2

0.047 (0.092)

−0.028 (0.027)

−0.130 (0.104)

W (D1 ◦ D2 ) ◦ T2

0.496 (0.267)·

0.100 (0.094)

0.366 (0.296)

0.264 (0.038)∗∗∗

0.018 (0.026)

−0.139 (0.035)∗∗∗

Population density

−0.017 (0.003)∗∗∗

−0.001 (0.001)

−0.015 (0.003)∗∗∗

Percent. Black

−0.310 (0.083)∗∗∗

−0.181 (0.030)∗∗∗

−0.265 (0.080)∗∗∗

Percent. Hispanic

−0.138 (0.056)∗

−0.283 (0.019)∗∗∗

−0.602 (0.054)∗∗∗

Age

0.026 (0.001)∗∗∗

0.002 (0.000)∗∗∗

Travel time to work

0.011 (0.001)∗∗∗

Percent. labor force

1.754 (0.048)∗∗∗

ln(Distance to CBD)

0.730 (0.051)∗∗∗

ln(Distance to park)

−0.005 (0.005)

Number of bedrooms

0.494 (0.012)∗∗∗

Year structure built

0.154 (0.006)∗∗∗

Percent. renter-occupied

0.353 (0.029)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.580 (0.022)∗∗∗

0.807 (0.014)∗∗∗

0.637 (0.022)∗∗∗

0.552

0.392

0.699

p < 0.01, ∗ p < 0.05, · p < 0.1

269

Table C.32 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.31
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.167 (0.087)·

−0.080 (0.102)

0.087 (0.098)

D1 = 0, D2 = 1

-

D1 = 1, D2 = 1

0.167 (0.087)·

∗∗∗

p < 0.001,

∗∗

−0.059 (0.052) −0.059 (0.052)
−0.093 (0.103)

0.075 (0.098)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.33 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.31
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0
W D1 = 0, W D2 = wd2

T2 − T1

T2 − T0

−0.001 (0.097) −0.073 (0.157) −0.074 (0.148)
-

W D1 = wd1 , W D2 = wd2 , −0.001 (0.097)

0.006 (0.062)

0.006 (0.062)

0.216 (0.117)·

0.215 (0.108)∗

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.34 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.31
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.167 (0.076)∗

−0.153 (0.139)

0.013 (0.137)

-

−0.053 (0.053)

−0.053 (0.053)

0.167 (0.076)∗

0.123 (0.087)

0.290 (0.086)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.35 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.31
T2 − T1

T2 − T0

D1 = 1, D2 = 0 −0.006 (0.026)

0.024 (0.030)

0.018 (0.029)

D1 = 0, D2 = 1

0.013 (0.015)

0.013 (0.015)

0.009 (0.030)

0.003 (0.030)

Treated Group

T1 − T0

-

D1 = 1, D2 = 1 −0.006 (0.026)
∗∗∗ p

< 0.001,

∗∗ p

< 0.01, ∗ p < 0.05, · p < 0.1

Table C.36 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.31
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0
W D1 = 0, W D2 = wd2

T2 − T1

0.035 (0.040) −0.019 (0.059)

T2 − T0
0.017 (0.056)

−0.012 (0.025) −0.012 (0.025)

-

W D1 = wd1 , W D2 = wd2 , 0.035 (0.040)

0.027 (0.045)

0.062 (0.043)

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.37 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.31
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.030 (0.036)

0.005 (0.056)

0.035 (0.055)

-

0.001 (0.025)

0.001 (0.025)

0.030 (0.036)

0.036 (0.040)

0.066 (0.039)·

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.38 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.31
T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0 −0.007 (0.096)

0.088 (0.116)

0.081 (0.109)

D1 = 0, D2 = 1

0.038 (0.058)

0.038 (0.058)

Treated Group

-

D1 = 1, D2 = 1 −0.007 (0.096) −0.004 (0.117) −0.011 (0.109)
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.39 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.31
T1 − T0

Treated Group
W D1 = wd1 , W D2 = 0

0.200 (0.107)·

W D1 = 0, W D2 = wd2

-

W D1 = wd1 , W D2 = wd2 , 0.200 (0.107)·

T2 − T1

T2 − T0

−0.208 (0.182) −0.007 (0.164)
0.101 (0.070)

0.101 (0.070)

0.102 (0.139)

0.302 (0.119)∗

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.40 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.31

D1 = 1, D2 = 0,

T1 − T0

T2 − T1

T2 − T0

0.193 (0.093)∗

−0.119 (0.164)

0.074 (0.159)

-

0.138 (0.065)∗

0.138 (0.065)∗

0.193 (0.093)∗

0.098 (0.109)

0.291 (0.104)∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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C.5

Sensitivity of Results to the Type of Income Measure

This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components using per capita income (instead of median household income) as a measure of
gentrification.
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Table C.41 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – Use of Per Capita
Income as an Income Measure
ln(Income)

Educational attainment

ln(House Value)

Intercept

1.221 (0.081)∗∗∗

0.239 (0.058)∗∗∗

3.131 (0.086)∗∗∗

D1

−0.164 (0.074)∗

−0.043 (0.038)

−0.250 (0.085)∗∗

D2

−0.075 (0.037)∗

−0.013 (0.021)

−0.036 (0.041)

0.178 (0.090)

0.035 (0.048)

0.161 (0.098)

0.242 (0.027)∗∗∗

0.065 (0.017)∗∗∗

0.574 (0.036)∗∗∗

D1 ◦ T1

0.049 (0.079)

0.016 (0.029)

0.228 (0.106)∗

W D1 ◦ T1

0.200 (0.150)

0.031 (0.070)

0.141 (0.192)

∗

D1 ◦ D2
T1

∗∗∗

∗∗∗

0.117 (0.018)

0.516 (0.038)∗∗∗

T2

0.138 (0.029)

D1 ◦ T2

−0.030 (0.085)

0.025 (0.031)

0.157 (0.115)

0.261 (0.196)

0.070 (0.088)

0.328 (0.253)

·

W D1 ◦ T2
D2 ◦ T2

0.078 (0.045)

0.002 (0.016)

0.025 (0.060)

W D2 ◦ T2

−0.093 (0.095)

0.083 (0.044)·

0.284 (0.124)∗

D1 ◦ D2 ◦ T2

−0.061 (0.099)

0.018 (0.035)

0.008 (0.133)

W (D1 ◦ D2 ) ◦ T2

0.428 (0.347)

−0.108 (0.143)

−0.216 (0.453)

ln(Distance to CBD)

0.044 (0.032)

0.021 (0.026)

−0.160 (0.034)∗∗∗

Population density

−0.016 (0.003)∗∗∗

−0.001 (0.001)

−0.013 (0.003)∗∗∗

Percent. Black

−0.341 (0.066)∗∗∗

−0.181 (0.030)∗∗∗

−0.202 (0.080)∗

Percent. Hispanic

−0.595 (0.045)∗∗∗

−0.284 (0.019)∗∗∗

−0.551 (0.054)∗∗∗

Age

0.030 (0.001)∗∗∗

0.002 (0.000)∗∗∗

Travel time to work

0.003 (0.001)∗∗

Percent. labor force

1.390 (0.037)∗∗∗

0.765 (0.051)∗∗∗

ln(Distance to park)

−0.004 (0.004)

Number of bedrooms

0.504 (0.011)∗∗∗

Year structure built

0.141 (0.006)∗∗∗

Percent. renter-occupied

0.297 (0.028)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.646 (0.020)∗∗∗

0.808 (0.014)∗∗∗

0.641 (0.022)∗∗∗

0.650

0.393

0.699

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.42 Direct AT E for Per Capita Income – Calculated based on
Parameter Estimates Presented in Table C.41
T1 − T0

Treated Group
D1 = 1, D2 = 0

∗∗∗

p < 0.001,

∗∗

T2 − T0

0.049 (0.079) −0.079 (0.089) −0.030 (0.085)

D1 = 0, D2 = 1
D1 = 1, D2 = 1

T2 − T1

0.078 (0.045)·

-

0.078 (0.045)·

0.049 (0.079) −0.063 (0.108) −0.014 (0.104)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.43 Indirect AT E for Per Capita Income – Calculated based
on Parameter Estimates Presented in Table C.41
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.118 (0.089)

0.036 (0.129)

0.154 (0.116)

W D1 = 0, W D2 = wd2

-

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.118 (0.089)

−0.055 (0.056) −0.055 (0.056)
0.145 (0.119)

0.263 (0.106)∗

W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.44 Total AT E for Per Capita Income – Calculated based on
Parameter Estimates Presented in Table C.41
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.167 (0.081)∗

−0.043 (0.118)

0.124 (0.114)

-

0.023 (0.054)

0.023 (0.054)

0.167 (0.081)∗

0.082 (0.101)

0.249 (0.099)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.45 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.41
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.016 (0.029)

0.009 (0.031)

0.025 (0.031)

D1 = 0, D2 = 1

-

0.002 (0.016)

0.002 (0.016)

D1 = 1, D2 = 1

0.016 (0.029)

0.030 (0.038)

0.046 (0.037)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.46 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.41
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.018 (0.041)

0.023 (0.055)

0.041 (0.052)

W D1 = 0, W D2 = wd2

-

0.049 (0.026)·

0.049 (0.026)·

0.030 (0.050)

0.049 (0.047)

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.018 (0.041)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.47 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.41
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.034 (0.038)

0.032 (0.052)

0.067 (0.051)

-

0.051 (0.026)∗

0.051 (0.026)∗

0.034 (0.038)

0.060 (0.044)

0.094 (0.043)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.48 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.41
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.228 (0.106)∗

−0.071 (0.121)

0.157 (0.115)

D1 = 0, D2 = 1

-

0.025 (0.060)

0.025 (0.060)

D1 = 1, D2 = 1

0.228 (0.106)∗

−0.039 (0.146)

0.189 (0.139)

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.49 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.41
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.084 (0.114)

0.110 (0.172)

0.194 (0.149)

W D1 = 0, W D2 = wd2

-

0.166 (0.072)∗

0.166 (0.072)∗

0.194 (0.159)

0.278 (0.137)∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.084 (0.114)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.50 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.41

D1 = 1, D2 = 0,

T1 − T0

T2 − T1

T2 − T0

0.311 (0.108)∗∗

0.039 (0.157)

0.351 (0.150)∗

-

0.191 (0.071)∗∗

0.191 (0.071)∗∗

0.311 (0.108)∗∗

0.155 (0.136)

0.467 (0.131)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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C.6

Sensitivity of Results to Data Imputation

This section presents the spatial sequential-treatment DID parameter estimates
and AT E of the seemingly unrelated regressions model with spatial error components
using imputed values for the block groups with zero population.
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Table C.51 Seemingly Unrelated Regressions Model with Spatial Error
Components – Spatial Sequential-Treatment DID – Use of Per Capita
Income as an Income Measure
ln(Income)

Educational attainment

ln(House Value)

Intercept

3.496 (0.087)∗∗∗

0.345 (0.057)∗∗∗

4.255 (0.098)∗∗∗

D1

−0.144 (0.074)·

−0.038 (0.037)

−0.243 (0.079)∗∗

D2

−0.108 (0.039)∗∗

−0.018 (0.020)

−0.043 (0.041)

D1 ◦ D2

−0.052 (0.096)

0.034 (0.047)

0.139 (0.095)

T1

0.232 (0.018)∗∗∗

0.060 (0.015)∗∗∗

0.478 (0.035)∗∗∗

D1 ◦ T1

0.149 (0.063)∗

0.013 (0.026)

0.224 (0.080)∗∗

W D1 ◦ T1

0.119 (0.118)

0.034 (0.063)

0.199 (0.164)

∗∗∗

T2

0.127 (0.019)

∗∗∗

0.117 (0.016)

0.426 (0.036)∗∗∗

D1 ◦ T2

0.006 (0.068)

0.019 (0.028)

0.176 (0.086)∗

W D1 ◦ T2

0.124 (0.154)

0.075 (0.080)

0.490 (0.212)∗

D2 ◦ T2

−0.015 (0.035)

−0.003 (0.014)

0.000 (0.045)

W D2 ◦ T2

−0.082 (0.072)

0.085 (0.040)∗

0.210 (0.105)∗

D1 ◦ D2 ◦ T2

0.199 (0.077)∗∗

0.019 (0.031)

0.058 (0.099)

W (D1 ◦ D2 ) ◦ T2

0.709 (0.272)∗∗

−0.118 (0.129)

−0.259 (0.365)

0.014 (0.025)

−0.003 (0.041)

ln(Distance to CBD)

∗∗∗

0.260 (0.030)

Population density

−0.016 (0.003)∗∗∗

−0.002 (0.001)

−0.015 (0.003)∗∗∗

Percent. Black

−0.740 (0.060)∗∗∗

−0.245 (0.027)∗∗∗

−0.386 (0.069)∗∗∗

Percent. Hispanic

−0.543 (0.040)∗∗∗

−0.316 (0.017)∗∗∗

−0.538 (0.046)∗∗∗

Age

−0.001 (0.001)

−0.001 (0.000)

Travel time to work

−0.001 (0.001)

Percent. labor force

0.338 (0.042)∗∗∗

−0.210 (0.045)∗∗∗

ln(Distance to park)

−0.002 (0.004)

Number of bedrooms

0.303 (0.011)∗∗∗

Year structure built

−0.009 (0.004)∗

Percent. renter-occupied

0.290 (0.024)∗∗∗

ρ
corr2 (y, ŷ)
∗∗∗

p < 0.001,

∗∗

0.571 (0.023)∗∗∗

0.810 (0.014)∗∗∗

0.728 (0.018)∗∗∗

0.491

0.411

0.500

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.52 Direct AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.51
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.149 (0.063)∗

−0.143 (0.069)∗

0.006 (0.068)

D1 = 0, D2 = 1

-

−0.015 (0.035)

−0.015 (0.035)

D1 = 1, D2 = 1

0.149 (0.063)∗

0.041 (0.084)

0.189 (0.082)∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.53 Indirect AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.51
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.070 (0.070)

0.003 (0.096)

0.073 (0.091)

W D1 = 0, W D2 = wd2

-

−0.048 (0.042)

−0.048 (0.042)

0.226 (0.088)∗

0.296 (0.084)∗∗∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.070 (0.070)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.54 Total AT E for Median Household Income – Calculated
based on Parameter Estimates Presented in Table C.51
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.219 (0.058)∗∗∗

−0.140 (0.086)

0.079 (0.085)

-

−0.063 (0.038)·

−0.063 (0.038)·

0.219 (0.058)∗∗∗

0.267 (0.073)∗∗∗

0.486 (0.072)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.55 Direct AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.41
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.013 (0.026)

0.006 (0.028)

0.019 (0.028)

D1 = 0, D2 = 1

-

D1 = 1, D2 = 1

0.013 (0.026)

∗∗∗

p < 0.001,

∗∗

−0.003 (0.014) −0.003 (0.014)
0.022 (0.034)

0.035 (0.034)

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.56 Indirect AT E for Educational Attainment – Calculated
based on Parameter Estimates Presented in Table C.51
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.020 (0.037)

0.024 (0.049)

0.044 (0.047)

W D1 = 0, W D2 = wd2

-

0.050 (0.023)∗

0.050 (0.023)∗

0.029 (0.045)

0.049 (0.042)

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.020 (0.037)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.57 Total AT E for Educational Attainment – Calculated based
on Parameter Estimates Presented in Table C.51
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0,

0.033 (0.034)

0.031 (0.047)

0.064 (0.046)

-

0.046 (0.023)∗

0.046 (0.023)∗

0.033 (0.034)

0.051 (0.040)

0.084 (0.039)∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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Table C.58 Direct AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.51
Treated Group

T1 − T0

T2 − T1

T2 − T0

D1 = 1, D2 = 0

0.224 (0.080)∗∗

−0.048 (0.089)

0.176 (0.086)∗

D1 = 0, D2 = 1

-

0.000 (0.045)

0.000 (0.045)

D1 = 1, D2 = 1

0.224 (0.080)∗∗

0.010 (0.108)

0.234 (0.105)∗

∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.59 Indirect AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.51
T1 − T0

T2 − T1

T2 − T0

W D1 = wd1 , W D2 = 0

0.117 (0.097)

0.172 (0.140)

0.290 (0.125)∗

W D1 = 0, W D2 = wd2

-

0.123 (0.062)∗

0.123 (0.062)∗

0.196 (0.128)

0.314 (0.114)∗∗

Treated Group

W D1 = wd1 , W D2 = wd2 , 0.117 (0.097)
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1

Table C.60 Total AT E for Median House Value – Calculated based
on Parameter Estimates Presented in Table C.51

D1 = 1, D2 = 0,

T1 − T0

T2 − T1

T2 − T0

0.342 (0.091)∗∗∗

0.124 (0.131)

0.466 (0.125)∗∗∗

-

0.123 (0.061)∗

0.123 (0.061)∗

0.342 (0.091)∗∗∗

0.206 (0.112)·

0.548 (0.108)∗∗∗

W D1 = wd1 , W D2 = 0
D1 = 0, D2 = 1,
W D1 = 0, W D2 = wd2
D1 = 1, D2 = 1,
W D1 = wd1 , W D2 = wd2 ,
W (D1 ◦ D2 ) = w(d1 ◦ d2 )
∗∗∗

p < 0.001,

∗∗

p < 0.01, ∗ p < 0.05, · p < 0.1
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