Abstract. We present a domain theoretic framework for obtaining exact solutions of linear boundary value problems. Based on the domain of compact real intervals, we show how to approximate both a fundamental system and a particular solution up to an arbitrary degree of accuracy. The boundary conditions are then satisfied by solving a system of imprecisely given linear equations at every step of the approximation. By restricting the construction to effective bases of the involved domains, we not only obtain results on the computability of boundary value problems, but also directly implementable algorithms, based on proper data types, that approximate solutions up to an arbitrary degree of accuracy. As these data types are based on rational numbers, no numerical errors are incurred in the computation process.
Introduction
We consider the linear non-homogeneous system of differential equationṡ y(t) = A(t)y(t) + g(t)
0 ≤ t ≤ 1 n×n is a continuous, time dependent n × n matrix. As A is continuous on [0, 1], every entry a ij of A will attain its supremum, and we can assume without loss of generality that A takes values in [−a, a] n×n for a ∈ R large enough. We consider the differential equation (1) 
where d 1 , . . . , d n , c 1 , . . . , c n ∈ R n are (column) vectors and p 1 , . . . , p n ∈ R. For any solution y of (1), (2) and c > 0, we have that z = cy solves the equatioṅ z = Az + cg, together with the boundary conditions d Standard software packages numerically compute solutions of boundary value problems, but due to the floating point representation of the real numbers involved, there is no guarantee on the correctness of the computed results. Indeed, the accumulation of round-off errors can lead to grossly incorrect values, see e.g. [13] .
Correctness guarantees for numerical computations can be given in the framework of interval analysis [14] . There, real numbers are represented as intervals, and one applies outward rounding, if the result of an arithmetical operation is not machine representable. While this yields provably correct estimates of the solution, one has no control over the outward rounding, which can produce unduly large intervals. For an implementation of the interval analysis approach one can therefore not give any guarantees on convergence speed.
The approach of this paper is to integrate techniques from domain theory [1, 11] with methods of mathematical analysis. While standard numerical analysis generally pre-supposes exact real numbers and functions as a basic data type, the domain theoretic approach is based on finitely representable data types, which are faithful towards the computational process on a digital computer. In this model, real numbers and real functions arise as limits of finite approximations. In the computation process, a sequence of finitely representable approximations of the input data is transformed into a sequence of finite approximations of the output.
As we can compute without loss of arithmetical precision on finite approximations of numerical data, we can guarantee of the convergence speed of a process also for an implementation. Moreover, if we equip the involved domains with an effective structure, we obtain results about the computability of numerical constructions.
The integration of domain theory and mathematical analysis has already proven a healthy marriage in many application areas. We mention the survey paper [3] and refer to [9, 2, 4, 6] for applications in exact real arithmetic, integration theory and computing with differentiable functions.
Recently, the domain theoretic approach was applied to the solution of initial value problems [5, 8, 7] . In the present paper, this approach is adapted accordingly to deal with linear boundary value problems. We compute approximations to both a fundamental system of solutions and a particular solution by solving n + 1 initial value problems and then solve a system of approximately given linear equations to obtain a linear combination of the particular solution and the fundamental system that satisfies the boundary conditions. As the solutions of initial value problems in general only exist locally, we cannot use the methods of [5, 8, 7] directly. We therefore need to develop a new technique which is specific to linear differential equations, and produces approximations to the solution on the whole of the unit interval. Using an interval-version of Cramer's rule, the solutions of the initial value problems are then combined to satisfy the boundary conditions. The main contribution of the present paper is twofold: First, we present a domain theoretic method for obtaining global solutions of linear non-homogeneous initial value problems. In a second step, the solution of the initial value problems are then combined to a solution which satisfies the boundary conditions. The resulting algorithm then produces a sequence of functions, which converge to the solution iff the solution is unique, and to the everywhere undefined function ⊥ otherwise.
Related Work. We are not aware of any work regarding the computability of boundary value problems. For treatments in the framework of interval analysis, see [15, 12] . Compared with these methods, we believe that the main novelty of our approach is the fact that the computations can be carried out on the basis of proper data types and the resulting guarantee on the convergence speed for implementations.
Preliminaries and Notation
We use standard notions of domain theory, see for example [16, 1, 11] . Our approach is based on the interval domain (IR, ) where
is the set of compact real intervals augmented with R, ordered by reverse inclusion. For an interval [a, a], we write I[a, a] for the sub-domain IR of all intervals contained in [a, a] and IR n (resp. I[a, a] n ) for the n-fold product of the IR (resp. I[a, a]) with itself, equipped with component-wise order; ⊥ denotes the least element of a partial order. We use the canonical extension of arithmetic operations to intervals without mention, that is, for a, b ∈ IR we let a op b = {x op y : x ∈ a, y ∈ b} for op ∈ {+, −, ·, /} where a/b = R if 0 ∈ b. For example, this gives a function det : IR n×n → IR computing interval determinants.
The width of a compact interval
Our constructions will live in the following function spaces, which capture approximation of the matrix A, the non-homogeneous part g of the equation and of the constructed solution, respectively. We let We identify a real number x with the degenerate interval [x, x]; in particular this allows us to view any real valued function f : dom(f ) → R n as taking values in IR n . For an interval a = [a, a] and r ∈ R, we let a ⊕ r = [a − r, a + r]; moreover (a 1 , . . . , a n ) ⊕ r = (a 1 ⊕ r, . . . , a n ⊕ r) for (a 1 , . . . , a n ) ∈ IR n . Given x = (x 1 , . . . , x n ) ∈ R n , we write the sup-norm of x as x = max{|a i | : i = 1, . . . , n}. For interval vectors a ∈ IR n , we put a = sup{ x : R n x a}. By a partition of an interval [a, b] we mean a sequence Q = (q 0 , . . . , q k ) with a = q 0 < · · · < q k = b; we denote the norm of Q by |Q| = max{q i+1 −q i : 0 ≤ i < k} and write P[a, b] for the set of partitions of
by any solution of the non-homogeneous problem (1). We recall the following classical terminology.
Definition 1.
A fundamental matrix of the homogeneous problem (3) is a time-depended n × n matrix Y (t) = (y 1 (t), . . . , y n (t)) where y 1 , . . . , y n are linearly independent solutions of (3). A solution of the differential equation (1) is called a particular solution.
Given a fundamental matrix Y = (y 1 , . . . , y n ) for (3) and a particular solution y p of the inhomogeneous equation (1), all solutions of (1) are of the form y p + n i=1 α i y i for a sequence α 1 , . . . , α n of scalars. One then tries to satisfy the boundary conditions by an appropriate choice of α 1 , . . . , α n .
In this section, we describe a method for obtaining a fundamental matrix and a particular solution of the equation (3). This is achieved by solving n + 1 initial value problems with linearly independent initial conditions. The following classical lemma ensures, that this gives rise to a fundamental matrix. Lemma 1. Suppose y 1 , . . . , y n are solutions of (3) and t ∈ [0, 1]. Then y 1 , . . . , y n are linearly independent iff y 1 (t), . . . , y n (t) are linearly independent.
In particular, this entails that y 1 (s), . . . , y n (s) are linearly independent for all s ∈ [0, 1] provided that there is some t ∈ [0, 1] such that y 1 (t), . . . , y n (t) are linearly independent. For the remainder of this section, we therefore focus on solving the differential equation (1), together with the initial condition
This allows to compute both a fundamental system of (3) and a particular solution of (1): to obtain a fundamental system, we let g = 0 and it suffices to consider n linearly independent initial conditions (in fact, we will be using n unit vectors e 1 , . . . , e n ). For a particular solution, we let y 0 = 0; recall our convention g ≤ 1. We cannot directly apply the methods outlined in [8, 7] , since there it is pre-supposed that the function f (t, y) defining the differential equationẏ = f (t, y) is defined in a
In the case of Equation (3) The idea of the method is the observation that any solution of (1), (4) ] n that defines the non-homogeneous part of the equation. We now fix the terminology we are going to use in the remainder of the paper.
Terminology 1.
We collect approximations of the data that defines problem (1), (4) in the domain
we define the following constants, which we will meet throughout the exposition:
where 1 ≤ i ≤ k and M = an (recall our assumption that the matrix A defining the problem takes values in [−a, a] n ). We drop the superscript (Q) if the partition is clear from the context and only consider partitions Q satisfying |Q| ≤ 
The idea behind this definition is that the term L i+1 ∆ i+1 acts as a bound on the growth of any solution y of the original problem, and extending the approximate solution y Q D with this bound therefore gives rise to an enclosure. Technically, this guarantees the soundness of our construction, which needs the following additional lemma.
Lemma 2. Suppose y is a solution of the IVP (1),(4) and Q = (q 0 , . . . , q k ) ∈ P[0, 1]. Then
This statement gives the promised bound on the growth of the (unique) solution of the IVP in the subintervals [q i , q i+1 ], and is the essential step in the proof of the soundness of our construction. In order to approximate the solution of the problem (1), (4), we will refine the partitions and approximate data that defines the problem simultaneously. Our next goal is therefore to show, that this gives rise to an increasing sequence of approximate solutions. Monotonicity in D is straightforward:
Montonicity in Q is suprisingly difficult to show; we include a proof sketch.
Proposition 5 (Monotonicity in Q)
. Suppose D ∈ D and P Q. Then y
Proof. We assume that D = (A, g, y 0 ), Q = (q 0 , . . . , q k ) and P = (p 0 , . . . , p l ). We show, by induction on i, that
where the case i = 0 is trivial. To get the statement for i + 1, let t ∈ [q i , q i+1 ] and put j = max{j : p k ≤ q i }. Then, by additivity of integrals,
by induction hypothesis.
The last proposition shows, that we can construct an increasing sequence of functions y
from an increasing sequence (D k ) k∈ω in D and an increasing sequence of partitions (Q k ) k∈ω . Our next concern is to show, that this sequence actually converges to a solution of the IVP (1), (4) .
Proof. Similar to the corresponding statement in [7] .
As a corollary, we obtain completeness, that is, our iterates converge to the (unique) solution of the problem. 
Computability of Fundamental Matrices and Particular Solutions
In the previous section, we have used arbitrary interval valued functions to construct approximations to fundamental matrices and particular solutions. In this section, we restrict our attention to the bases of the effectively given domains involved. This lead to computability assertions for both a fundamental matrix and a particular solution. Our construction is parametric in an effective, recursively enumerable, dense subring R ⊆ R, such as the rational or dyadic numbers. We use the following terminology.
Definition 3. We denote by IR R = {[a, a] ∈ IR : a, a ∈ R} the set of intervals with endpoints in R and P[0, 1] R the partitions whose points lie in R. We put IR
With this terminology, we consider the following bases of the domains M, G, S.
It is known these bases provide an effective structure for the domains under consideration. We refer to [16] for the notion of effectively given domains; for ease of presentation we suppress the explicit enumeration of the base. Proposition 8. The set X D is a base of X for X ∈ {M, G, S, IR} which provides X with an effective structure.
Proof. It has been shown in [10] that X D is a base of X ; the effectiveness requirement is a straightforward verification.
It can now easily be seen that our constructions from the previous section restrict to the bases just introduced. Proof. Given D = (A, g, y 0 ) and Q = (q 0 , . . . , q k ), the function λt.A(t)y
is piecewise constant on [q i , q i+1 ], hence its integral is piecewise linear and can be computed without divisions.
Recall that an element e ∈ E of a domain E with effective base E 0 is computable, if the set of basis basis elements {e 0 ∈ E 0 : e 0 e} is recursively enumerable, where is the approximation order of E (see [16, 1] for details). As the data (A, g, y 0 ) ∈ M × G × I[0, 1]) consists of (maximal) elements of effectively given domains, we can therefore speak of a computable initial value problem. This immediately gives the following corollary.
Corollary 10. Suppose that A, g, y 0 are computable. Then the unique solution of the problem (1), (4) is computable. In particular, both a fundamental matrix of (3) and a particular solution of (1) are computable.
Proof. As A, g, y 0 are computable, we can obtain recursive increasing sequences
, we obtain an recursive increasing sequence y
∈ S R that converges to the solution y of (1), (4), showing that y is computable.
Satisfaction of Boundary Conditions
For a fundamental system (y 1 , . . . , y n ) of (3) and a particular solution y p of (1), we have already seen that all solutions y of the problem (1) are of the form y = y p + n i=1 α i y i . We now address the problem of finding the correct scalars α 1 , . . . , α n such that y satisfies the boundary conditions (2) . In order to make notation manageable, we introduce the matrices
where Y is a fundamental system of the linear equation (3) . Classically, we have the following result:
Proposition 11. The boundary value problem (1), (2) has a unique solution iff det(B 0 Y (0)− B 1 Y (1)) = 0 and this condition is independent of the fundamental system.
Knowing only approximations of the fundamental system, it can be only semidecidable whether the boundary value problem has a unique solution. In order to make this precise, we need the following definition.
Definition 4. An effectively given boundary value problem of the form (1),(2) is a recursive and monotone sequence of four-tuples
A solution of an effectively given boundary value problem is a solution of (1),(2) for
k for i = 0, 1. Together with the computability results of the previous section, we arrive at our first genuine statement about boundary value problems.
Proposition 12. It is semi-decidable whether an effectively given boundary value problem has a unique solution.
Proof. We have shown in Corollary 10 that a fundamental system Y of the homogeneous problem (3) can be constructed effectively. Suppose (Y k ) k∈ω is a sequence approximating a fundamental system of (3). By Scott continuity of the determinant, we
The following example shows that unique solvability of boundary value problems is not decidable in general.
Example 2. Consider a recursive increasing sequence (a k ) in IR D with lim k→∞ w(a k ) = 0 and the effectively given boundary value problem (a k , 0, 0, 0) k∈ω , representing the equationẏ = ay, y(0) = y(1) = 0 for a = k a k . This problem has a unique solution iff a = 0 thus if solvability of boundary value problems were decidable, we could decide whether k∈ω a k = 0 for a recursive increasing sequence (a k ).
Assuming that det(B 0 Y (0)−B 1 Y (1)) = 0, our next task is to determine the scalar values for the combination of the solution constituting the fundamental system. If Y is a fundamental system for the linear equation (3) and p = (p 1 , . . . , p n )
T , this boils down to solving the linear system of equations
assuming that the particular solution y p satisfies the initial condition y P (0) = 0. For simplicity, we use Cramer's rule, as it can be easily seen to be Scott continuous with an exponential speed of convergence. In practice, one will probably want to use more sophisticated techniques like a Scott-continuous version of Gauss elimination.
Definition 5. Suppose G = (g 1 , . . . , g n ) ∈ IR n×n and b ∈ IR n . We define C(G, b) = (x 1 , . . . , x n )
T where x i = det(g 1 , . . . , g i−1 , b, g i+1 , . . . , g n )/ det(G) and call y the result of applying Cramer's Rule to G and b.
Note that C(G, b) =⊥ if 0 ∈ det(G). Clearly for G ∈ R n×n and b ∈ R n , C(G, b) gives the unique solution of the linear equation Gx = b. Our concern is continuity and speed of convergence, if G and b are approximated by interval matrices and vectors, respectively.
Lemma 13. Suppose (G k ) k∈ω and (b k ) k∈ω are monotone sequences of interval matrices and vectors, respectively. Then
This lemma puts us in the position to calculate the coefficients for obtaining the solution of the boundary value problem (1), (2) , as applying Cramer's Rule restricts to a computable map C : IR is an effectively given boundary value problem. Then we can effectively construct an increasing recursive sequence (y k ) k∈ω in S R such that k y k = y if the problem has a unique solution y, and k y k =⊥, otherwise.
Moreover, if w(A k ), w(g k ), w(B 0 ), w(B 1 ) ∈ O(2 −k ) and y k0 =⊥ for some k 0 , we have w(y k ) ∈ O(2 −k ) for k ≥ k 0 .
As all these operations can be carried out on the basis of the domains involved, we have the following corollary:
Corollary 15. Suppose A, g, B 0 , B 1 are computable. If problem (1),(2) has a unique solution, this solution is computable.
