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ON THE LIFTING OF HILBERT CUSP FORMS TO
HILBERT-SIEGEL CUSP FORMS
TAMOTSU IKEDA AND SHUNSUKE YAMANA
Abstract. Starting from a Hilbert cusp form of weight 2κ, we will
construct a Hilbert-Siegel cusp form of weight κ+ m
2
and degree m and
its transfer to inner forms of symplectic groups.
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1. Introduction
The present investigation deals with the following problem: starting from
simple automorphic data such as cusp forms on GL2, construct more compli-
cated automorphic forms on groups of higher degree. Toward this problem,
Ikeda [7] has constructed a lifting associating to an elliptic cusp form a Siegel
cusp form of even genus. This paper generalizes it to Hilbert cusp forms.
To illustrate our results, let F be a totally real number field of degree d
with ade`le ring A. We write Af and A∞ for the finite part and the infinite
part of the ade`le ring. We denote the set of d real primes of F by S∞.
Let Symm = {z ∈ Mm | tz = z} be the space of symmetric matrix of size
m and Wm a symplectic vector space of dimension 2m. We take matrix
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representation
Spm =
{
g ∈ GL2m
∣∣∣∣ g( 0 −1m1m 0
)
tg =
(
0 −1m
1m 0
)}
of the associated symplectic group Sp(Wm) by choosing a Witt basis ofWm.
We define homomorphisms m : GLm → Spm and n : Symm → Spm by
m(a) =
(
a 0
0 ta−1
)
, n(b) =
(
1m b
0 1m
)
.
Let Mp(Wm)A ։ Spm(A) be the metaplectic double cover. We here de-
note the inverse images of Spm(A∞), Spm(Af ) and Spm(Fv) by Mp(Wm)∞,
Mp(Wm)f and Mp(Wm)v, respectively.
Define the character e∞ : Cd → C× by e∞(Z) =
∏
v∈S∞ e
2π
√−1Zv . Let
ψ = ⊗vψv be the additive character of A/F whose restriction to A∞ is e∞|Rd .
For ξ ∈ Symm(F ) we define the character ψξf = ⊗v/∈S∞ψξv : Symm(Af )→ C×
by ψξ
f
(z) =
∏
v/∈S∞ ψv(tr(ξzv)). For t ∈ F×v there is an 8th root of unity
γ(ψtv) such that for all Schwartz functions φ on Fv∫
Fv
φ(xv)ψv(tx
2
v) dxv = γ(ψ
t
v)|2t|−1/2v
∫
Fv
Fφ(xv)ψv
(
−x
2
v
4t
)
dxv,
where dxv is the self-dual Haar measure on Fv with respect to the Fourier
transform Fφ(y) = ∫Fv φ(xv)ψv(xvy) dxv. Set γψv (t) = γ(ψv)/γ(ψtv). We
denote the set of totally positive elements of F by F×+ , the set of positive
definite symmetric matrices of rank m over R by Symm(R)
+ and the set of
totally positive definite symmetric matrices of rank m over F by Sym+m. Let
Hm = {Z ∈ Symm(C) | ℑZ ∈ Symm(R)+}
be the Siegel upper half space of degree m. For t ∈ F× we write χˆt = ⊗vχˆtv
for the quadratic character of A×/F× associated to the extension F (
√
t)/F
and denote its restriction to the finite ide`le group A×
f
by χˆt
f
. For ℓ ∈ Rd we
will set |t|ℓ =∏v∈S∞ |t|ℓvv .
The Lie group Mp(Wm)v acts on Hm through Spm(Fv) for v ∈ S∞.
There is a unique factor of automorphy  : Mp(Wm)v × Hm → C× satis-
fying (g˜v ,Zv)2 = det(CvZv + Dv). We here write the projection of g˜v to
Spm(Fv) as
( ∗ ∗
Cv Dv
)
. For each tuple κ of d integers we set Jκ/2(g˜,Z) =∏
v∈S∞ (g˜v,Zv)κv for g˜ ∈ Mp(Wm)∞ and Z ∈ Hdm.
For ℓ ∈ 12Zd, g˜ ∈ Mp(Wm)∞ and a function F on Hdm we define another
function F|ℓg˜ on Hdm by F|ℓg˜(Z) = F(g˜Z)Jℓ(g˜,Z)−1. Define the origin of
Hdm and the standard maximal compact subgroup of Mp(Wm)∞ by
im = (
√−11m, . . . ,
√−11m) ∈ Hdm, K˜m = {g˜ ∈ Mp(Wm)∞ | g˜(im) = im}.
A Hilbert-Siegel cusp form F of degree m and weight ℓ is a smooth func-
tion on Mp(Wm)A which is left invariant under Spm(F ) and transforms on
3the right by the character k˜ 7→ Jℓ(k˜, im)−1 of K˜m and such that F∆˜ is a
holomorphic function on Hdm having a Fourier expansion of the form
(1.1) F∆˜(Z) =
∑
ξ∈Sym+m
|det ξ|ℓ/2wξ(∆˜,F)e∞(tr(ξZ))
for each ∆˜ ∈ Mp(Wm)f , where wξ(F) is a function on Mp(Wm)f and the
function F∆˜ : Hdm → C is defined by
F∆˜|ℓg˜(im) = F(g˜∆˜), g˜ ∈ Mp(Wm)∞.
Let C
(m)
ℓ denote the space of Hilbert-Siegel cusp forms of degree m and
weight ℓ. The group Mp(Wm)f acts on the space C
(m)
ℓ by right translation.
It is important to know which representations appear in this space.
Let πf ≃ ⊗′v/∈S∞πv be an irreducible admissible unitary generic repre-
sentation of PGL2(Af ). For a technical reason we suppose that none of πv
is supercuspidal, i.e., there is a collection of continuous characters µv of
the multiplicative groups of nonarchimedean local fields Fv such that πf is
equivalent to the unique irreducible submodule of the principal series rep-
resentation ⊗′v/∈S∞I(µv, µ−1v ), where µv is unramified for almost all v. We
form the restricted tensor product Iψfm (µf ) = ⊗′v/∈S∞I
ψv
m (µv), where I
ψv
m (µv)
is the representation of Mp(Wm)v on the space of smooth functions hv on
the local metaplectic group transforming on the left according to
hv((m(a)n(b), ζ)g˜) = ζ
mγψv (det a)mµv(det a)|det a|(m+1)/2v hv(g˜)
for all ζ ∈ {±1}, a ∈ GLm(Fv), z ∈ Symm(Fv) and g˜ ∈ Mp(Wm)v. This
representation has a unique irreducible submoduleAψfm (µf ), which is unitary.
Put K1 = {g ∈ SL2(A∞) | g(i1) = i1}. Given
g ∈ GL2(A∞)+ := {(gv) ∈ GL2(A∞) | det gv > 0 for all v ∈ S∞}
and a function F on Hd1, we define a function F|κg on Hd1 by
F|κg(Z) = F(gZ)Jκ(g,Z)−1, Jκ(g,Z) = |det g|−κ/2
∏
v∈S∞
(cvZv + dv)κv ,
where gv =
( ∗ ∗
cv dv
)
. A Hilbert cusp form F on PGL2 of weight 2κ is a
smooth function on GL2(A) satisfying
F(zγgk) = F(g)J2κ(k, i1)−1 (z ∈ A×, γ ∈ GL2(F ), g ∈ GL2(A), k ∈ K1)
and having a Fourier expansion of the form
F∆(Z) =
∑
t∈F×+
|t|κwt(∆,F)e∞(tZ)
for each ∆ ∈ GL2(Af ), where wt(F) is a function on GL2(Af ) and the
function F∆ : Hd1 → C is defined by F∆|2κg(i1) = F(g∆) for g ∈ GL2(A∞)+.
We write C2κ for the space of Hilbert cusp forms on PGL2 of weight 2κ.
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Theorem 1.1. Notation being as above, Aψfm (µf ) appears in C
(m)
(2κ+m)/2 if
and only if πf appears in C2κ and (−1)
∑
v∈S∞
κv
∏
v/∈S∞ µv(−1) = 1.
The representation Aψf1 (µf ) is the Shimura correspondence and A
ψf
2 (µf )
is the Saito-Kurokawa lifting. Both are theta liftings (cf. §§8.1, 8.2 and 9.3).
More importantly, we can describe how the representation Aψfm (µf ) is
embedded in C
(m)
(2κ+m)/2 quite explicitly. Fix a Haar measure db = ⊗vdbv on
Symm(Af ). Then we can associate to each ξ ∈ Sym+m a basis vector wµfξ of
the one-dimensional vector space HomSymm(Af )(I
ψf
m (µf ) ◦ n, ψξf ) by
wµfξ (⊗v/∈S∞hv) =
∏
v/∈S∞
wµvξ (hv),
where wµvξ ∈ HomSymm(Fv)(I
ψv
m (µv) ◦ n, ψξv) is defined by
wµvξ (hv) =
∫
Symm(Fv)
hv
(((
0 1m
−1m 0
)
n(bv), 1
))
ψξv(bv) dbv
× |det ξ|
(m+1)/4
v
L
(
1
2 , µvχˆ
det ξ
v
) [(m+1)/2]∏
j=1
L(2j−1, µ2v)×
{
1 if 2 ∤ m,
L
(
m+1
2 , µvχˆ
(−1)m/2
v
)
if 2|m.
The integral diverges but makes sense as it stabilizes. One can check that
wµvξ (hv) = 1 for almost all v. We write ̺ for the right regular action of
Mp(Wm)f on the space of fuctions on Mp(Wm)f .
Theorem 1.2. If πf appears in C2κ and (−1)
∑
v∈S∞
κv
∏
v/∈S∞ µv(−1) = 1,
then Aψfm (µf ) appears in the decomposition of C
(m)
(2κ+m)/2 with multiplicity one,
and there is a set {ct}t∈F×+ of complex numbers such that the Mp(Wm)f -
intertwining embeddings iηm : A
ψf
m (µf χˆ
η
f
) →֒ C(m)(2κ+m)/2 are given for all m
and η ∈ F×+ by
iηm(h)∆˜(Z) =
∑
ξ∈Sym+m
|det ξ|(2κ+m)/4cη det ξe∞(tr(ξZ))wµf χˆ
η
f
ξ (̺(∆˜)h).
The constant ct is a mysterious part of the t
th Fourier coefficient of a
Hilbert cusp form of weight κ+ 12 whose square is related to the central value
L
(
1
2 , πf ⊗ χˆtf
)
(cf. Theorem 12.3 of [3]). The formula of Fourier coefficients
looks like the classical Maass relation. Theorem 6.1 constructs analogous
liftings of πf to inner forms of symplectic groups of even rank, which are given
by similar Fourier series with the same coefficients {ct}. The series naturally
extends to a cusp form on similitude groups for even m (see Remark 6.2(1)).
Theorem 1.2 is a generalization of the lifting constructed by Ikeda [7],
where he discussed the case in which F = Q, m is even and µpχˆ
(−1)m/2
p is
an unramified unitary character of Q×p for all rational primes p. The proof
5in [7] uses the algebraic independence of the p−s and works only over Q.
Furthermore, this method cannot apply to nonsplit inner forms of symplectic
groups even when F = Q. Subsequently, Ikeda invented a more general
approach and proved in his unpublished preprint that the representation
occurs in the space C
(m)
(2κ+m)/2 with multiplicity one. Later, Yamana refined
and generalized this new approach, giving the explicit Fourier expansions.
The present article was written finally by combining Yamana’s manuscript
with Ikeda’s original preprint.
The method is applicable to Maass forms in principle. Indeed, the proof
should require only suitable estimates of real analytic degenerate Whittaker
functions, which guarantees convergence of the Fourier series, and its induc-
tive structure analogous to Lemma 7.6.
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Grant Number 26610005. Yamana is partially supported by JSPS Grant-in-
Aid for Young Scientists (B) 26800017. This paper was partly written while
Yamana was visiting University of Rijeka, and he thanks Neven Grbac for
his hospitality and encouragement. We thank Marcela Hanzer for suggesting
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2. Preliminaries
2.1. Notation. For an associative ring O with identity element we denote
by O× the group of all its invertible elements and by Mmn (O) the O-module
of all m×n matrices with entries in O. Put Om = Mm1 (O), Mn(O) = Mnn(O)
and GLn(O) = Mn(O)×. The zero element of Mmn (O) is denoted by 0 and
the identity element of the ring Mn(O) is denoted by 1n. The transpose
of a matrix x is denoted by tx. If x1, . . . , xk are square matrices, then
diag[x1, . . . , xk] denotes the matrix with x1, . . . , xk in the diagonal blocks
and 0 in all other blocks. Assume that O has an involution a 7→ aι. For a
matrix x over O, let tx be the transpose of x and x∗ = txι the conjugate
transpose of x. Given ǫ ∈ {±1}, we let Sǫn = {z ∈ Mm(O) | z∗ = ǫz} be
the space of ǫ-hermitian matrices of size m. Set z[x] = x∗zx for matrices
z ∈ Sǫm and x ∈ Mmn . Given ǫ-hermitian matrices B ∈ Sǫj and Ξ ∈ Sǫk, we
sometimes write B ⊕ Ξ instead of diag[B,Ξ] ∈ Sǫj+k, particularly when we
view them as ǫ-hermitian forms. We say that Ξ is represented by B if there
is a matrix x ∈ Mjk(O) such that B[x] = Ξ.
We denote by N, Z, Q, R, C, R×+, S and µk the set of strictly posi-
tive rational integers, the ring of rational integers, the fields of rational,
real, complex numbers, the groups of strictly positive real numbers, com-
plex numbers of absolute value 1 and kth roots of unity. We define the sign
character sgn : R× → µ2 by sgn(x) = x/|x|. When X is a totally discon-
nected locally compact topological space or a smooth real manifold, we write
S(X) for the space of Schwartz-Bruhat functions on X.
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2.2. Quaternionic unitary groups. Let F for the moment be an arbitrary
field and D a quaternion algebra over F , by which we understand a central
simple algebra over F such that [D : F ] = 4. We frequently regard D as an
algebra variety over F . We denote by ι the main involution of D, by x∗ = txι
the conjugate transpose of a matrix x ∈ Mn(D), by ν : GLn(D) → Gm the
reduced norm and by τ : Mn(D)→ Ga the reduced trace, where Gm = GL1
and Ga = M1 are the multiplicative and additive groups in one variable over
F . If n = 1, then ν(x) = xxι and τ(x) = x+ xι for x ∈ D. Put
Sn = {B ∈ Mn(D) | B∗ = −B}, Sndn = Sn ∩GLn(D).
When n = 1, we simply write D− = S1 and Dnd− = Snd1 . We identify Sn with
the space of D-valued skew hermitian forms on the right D-module Dn, by
which we understand an F -linear map B : Dn ×Dn → D such that
B(x, y)ι = −B(y, x), B(xa, yb) = aιB(x, y)b (a, b ∈ D; x, y ∈ Dn).
We define the algebraic group Gn by
Gn = {g ∈ GL2n(D) | gJng∗ = λn(g)Jn with λn(g) ∈ Gm},
where
Jn =
(
0 1n
1n 0
)
∈ GL2n(F ).
We call λn : Gn → Gm the similitude character. We are interested in its
kernel Gn = {g ∈ Gn | λn(g) = 1}. For A ∈ GLn(D), z ∈ Sn and t ∈ Gm we
define matrices in GL2n(D) by
m(A) =
(
A 0
0 (A−1)∗
)
, n(z) =
(
1n z
0 1n
)
, d(t) =
(
t · 1n 0
0 1n
)
.
Let Pn be the parabolic subgroup of Gn which has a Levi factor Mn =
{m(A) | A ∈ GLn(D)} and the unipotent radical Nn = {n(z) | z ∈ Sn}.
2.3. The split case. We include the case in which D is the matrix algebra
M2(F ) of degree 2 over F . Let us now take this case. We often identify
Mm(D) with M2m(F ) by viewing an element (xij) of Mm(D) as a matrix of
size 2m whose (i, j)-block of size 2 is xij. Put
J =
(
0 1
−1 0
)
∈ GL2(F ), Bm = diag[J, . . . , J︸ ︷︷ ︸
m
] ∈ GL2m(F ).
Then we easily see that X∗ = B−1m tXBm for X ∈ Mm(D), where tX denotes
the transpose of X as a matrix of size 2m. We are led to
σnGnσ
−1
n = Sp2n, BnSn = Sym2n,
where σn = diag[12n, Bn]. Thus Gn is an inner form of Sp2n.
72.4. The case n = 1. When G is an algebraic group over a field F and
Z is its center, we write PG for the adjoint group G/Z. It is important to
note that the group PG1 is isomorphic to a certain orthogonal group. To
see this relation, we recall some well-known facts on Clifford algebras. The
basic reference is [17]. For the time being, we will take V to be a finite
dimensional vector space over a field F of characteristic different from 2,
and let qV : V → F be a nondegenerate symmetric F -bilinear form.
A Clifford algebra of (V, qV ) is an F -algebra A with an F -linear map
p : V → A satisfying the following properties:
• A has an identity element, which we denote by 1A;
• A as an F -algebra is generated by p(V ) and 1A;
• p(x)2 = qV (x)1A for every x ∈ V ;
• A has dimension 2ℓ over F , where ℓ = dimV .
It is known that such a pair (A, p) is unique up to isomorphism. Moreover,
p is injective, and as such, V can be viewed as a subspace of A via p.
We denote this algebra A by A(V ). The basic equalities are xy + yx =
qV (x+ y)− qV (x)− qV (y) for x, y ∈ V .
There is an automorphism β 7→ β′ of A(V ) such that v′ = −v for every
v ∈ V . Similarly, there is an anti-automorphism β 7→ βρ of A(V ) such that
vρ = v for every v ∈ V . Let us put
A+(V ) = {β ∈ A(V ) | β′ = β},
G+(V ) = {β ∈ A+(V )× | βV β−1 = V }.
Put µ1(β) = ββ
ρ for β ∈ G+(V ). The map µ1 gives a homomorphism of
G+(V ) to F×. For β ∈ G+(V ) we can define ϑ(β) ∈ GL(V ) by ϑ(β)v =
βvβ−1 (v ∈ V ). Then it is well-known that ϑ gives an isomorphism of
G+(V )/F× onto the special orthogonal group
SO(V ) = {g ∈ SL(V ) | (gx, gy) = (x, y) for all x, y ∈ V }.
By restricting the symmetric bilinear form on D2 given by (x, y) 7→
1
2τ(xy
ι), we obtain a three dimensional quadratic space VD = (D−, qD−)
of discriminant 1. In what follows we take V = Fe ⊕ VD ⊕ Fe′ and define
the quadratic form qV by
qD−(x) = −ν(x), qV (re+ x+ r′e′) = rr′ + qD−(x)
for r, r′ ∈ F and x ∈ D−.
Lemma 2.1. Notation and assumption being as above, there is an F -linear
ring homomorphism Ψ : A(V )→ M2(D) such that
Ψ(βρ) =
(
0 1
1 0
)
Ψ(β)∗
(
0 1
1 0
)
for all β ∈ A(V ) and whose restriction gives isomorphisms
A+(V ) ≃ M2(D), G+(V ) ≃ G1
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Furthermore, for given t ∈ F×, a ∈ D× and z ∈ D−,
(ϑ ◦ Ψ−1)(d(t)m(A))(re + x+ r′e′) = tν(A)re+AxA−1 + (tν(A))−1r′e′,
(ϑ ◦ Ψ−1)(n(z))(re + x+ r′e′) = (r − τ(zx) + r′ν(z))e+ (x+ r′z) + r′e′,
(ϑ ◦ Ψ−1)
((
0 1
1 0
))
(re+ x+ r′e′) = r′e− x+ re′.
Proof. This isomorphism is explained in §§A4.2 and A4.3 of [17], to which
we refer for additional explanation. We shall give a brief account for the
convenience of the reader. Define a map p : V → M2(D) ⊕ M2(D) by
p(v) = (p′(v),−p′(v)), where p′ : V → M2(D) is defined by
p′(re+ x+ r′e′) =
(
x r
r′ −x
)
(r, r′ ∈ F, x ∈ D−).
Notice that p(v)2 = (qV (v), qV (v)) for every v ∈ V . Since the elements
p(v) for all v ∈ V generate M2(D) ⊕ M2(D) (see §4.2 of [17]), the pair
(M2(D) ⊕M2(D), p) is a Clifford algebra of (V, qV ). It can clearly be seen
that
A+(V ) = {(β, β) | β ∈ M2(D)}.
We define Ψ as the projection onto the first factor. The canonical involution
of A+(V ) can be given as above, as this is so for every elements of p(V ).
Hence we know that Ψ(G+(V )) ⊂ G1 and conclude that µ1 coincides with
the similitude character λ1 of G1. To prove the reverse inclusion, we first
observe that
p′(V )
(
0 1
1 0
)
= {β ∈ M2(D) | β∗ = β}.
If g ∈ G1, then
gp′(V )g−1 = λ1(g)−1gp′(V )
(
0 1
1 0
)
g∗
(
0 1
1 0
)
= p(V )
and hence Ψ−1(g) = (g, g) ∈ G+(V ). The last assertion can be verified by a
simple calculation. 
3. Degenerate Whittaker functions
The ground field F is a totally real number field or its completion. Ex-
cluding the case of the real field, we let o be the maximal order of F and fix a
maximal order O of D. In the real case we set ψ = e|R. When F is an exten-
sion of Qp, we define the character ψ of F by ψ(x) = e(−y) with y ∈ Q such
that TrF/Qp(x) − y ∈ Zp. In the global case we put ψ∞(x) =
∏
v∈S∞ e(xv),
ψf (x) =
∏
v/∈S∞ ψv(xv) and ψ(x) = ψ∞(x∞)ψf (xf ) for x ∈ A.
93.1. Degenerate principal series. In this and the next subsections F is
a completion at a nonarchimedean prime. We denote by q the order of the
residue field of the valuation ring o, by α(t) = |t| the normalized absolute
value of t ∈ F× and by χˆt the quadratic character of F× associated to
F (
√
t)/F via class field theory. For B ∈ Sndn we set χˆB = χˆ(−1)
nν(B). We
write Ω(F×) for the group of all continuous homomorphisms from F× to
C×. Continuous homomorphisms of the form αs for some s ∈ C are called
unramified. Define σ(µ) as the unique real number such that µα−σ(µ) is
unitary.
For µ ∈ Ω(F×) the normalized induced representation Jn(µ) is realized
on the space of smooth functions f : Gn → C satisfying
f(d(t)m(A)n(z)g) = µ(tnν(A))|tnν(A)|(2n+1)/2f(g)
for all t ∈ F×, A ∈ GLn(D), z ∈ Sn and g ∈ Gn. We denote its restriction
to Gn by In(µ). Since Gn = {d(t) | t ∈ F×}⋉Gn, these representations can
also be realized on the space of functions f : Gn → C satisfying
f(m(A)n(z)g) = µ(ν(A))|ν(A)|(2n+1)/2f(g)
for all A ∈ GLn(D), z ∈ Sn and g ∈ Gn.
Let B ∈ Sn. We define the character ψB : Sn → S by ψB(z) = ψ(τ(Bz))
for z ∈ Sn. For any smooth representation Π of Gn we put
WhB(Π) = HomSn(Π ◦ n, ψB).
Proposition 3.1 ([10, 12, 23]). (1) If −12 < σ(µ) < 12 , then In(µ) is
irreducible and unitary.
(2) dimWhB(In(µ)) = 1 for all µ ∈ Ω(F×) and B ∈ Sndn .
(3) Assume that µ2 = α. Then In(µ) has a unique irreducible subrep-
resentation An(µ), which is unitary. Moreover, An(µ) is the unique
irreducible subrepresentation of Jn(µ). Furthermore, WhB(An(µ))
is nonzero if and only if χˆB 6= µα−1/2.
Proof. The module structure of In(µ) is determined by Kudla-Rallis [12]
in the symplectic case and by the author [23] in the quaternion case. The
unitarity follows from the general fact on irreducible subquotients of ends
of complementary series explained in Section 3 of [20]. The second part is
proved in [10]. We will prove (3). Since Jn(d(t), µ)An(µ) is an irreducible
submodule of In(µ), we know that Jn(d(t), µ)An(µ) = An(µ) for all t ∈ F×.
It is known that
In(µ)/An(µ) ≃
∑
χˆB′=µα−1/2
Rψn(B
′),
where B′ extends over all equivalence classes of nondegenerate skew hermit-
ian matrices of size n with character µα−1/2 and Rψn (B′) is an irreducible
representation arising via the Weil representation of Gn ×U(B′) associated
to B′, where U(B′) = {g ∈ GLn(D) | B′[g] = B′}. In the symplectic case
WhB(R
ψ
n (B′)) is nonzero if and only if B is equivalent to B′ by Lemma 3.5
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of [12]. One can see that this result is valid in the quaternion case by a basic
calculation based on Lemme on p. 73 of [13]. The claimed fact derives from
the exactness of the Jacquet functor combined with these observations. 
3.2. Jacquet integrals. Put
Rn = Sn ∩Mn(O), Rn = {B ∈ Sn | τ(BRn) ⊂ o}, Rndn = Rn ∩ Sndn .
For an ideal c of o we put
Γn[c] =
{(
a b
c d
)
∈ Gn
∣∣∣∣ a, d ∈ Mn(O), b ∈ c−1Mn(O), c ∈ cMn(O)} .
Define a Haar measure dz on Sn so that the measure of Rn is 1. For g ∈ Gn
the quantity εc(g) is defined by writing g = pk with p = m(A)n(z) ∈ Pn,
k ∈ Γn[c], and setting εc(g) = |ν(A)|. For µ ∈ Ω(F×), f ∈ In(µ) and s ∈ C
we define f (s) ∈ In(µαs) by f (s)(g) = f(g)εo(g)s. For B ∈ Sndn the integral
w
µαs
B (f
(s)) =
∫
Sn
f (s)(Jnn(z))ψB(z) dz
defines a formal Dirichlet series in the variable s, which is absolutely conver-
gent for ℜs > n+ 12−σ(µ). Actually, the integral stabilizes and consequently,
it is a polynomial of q−s, from which we can evaluate wµα
s
B (f
(s)) at s = 0
so as to get a basis vector wµB ∈WhB(In(µ)). From now on we assume that
σ(µ) > −12 and set
wµB(f) = |ν(B)|(2n+1)/4wµB(f)
L
(
n+ 12 , µ
)
L
(
1
2 , µχˆ
B
) n∏
j=1
L(2j − 1, µ2).
We write ̺ (resp. ℘) for the right regular action of Gn (resp. Gn) on the
space of fuctions on Gn (resp. Gn).
Lemma 3.2. Let B ∈ Sndn and µ ∈ Ω(F×). Assume that σ(µ) > −12 .
(1) 0 6= wµB ∈WhB(In(µ)).
(2) When µ2 = α, the restriction of wµB to An(µ) is nonzero if and only
if χˆB 6= µα−1/2.
(3) If t ∈ F× and A ∈ GLn(D), then
wµB ◦ ℘(d(t)m(A)) = µ(tnν(A))−1wµtB[A].
Proof. The first part is clear. The second part is evident from Proposition
3.1. The third part can be verified by obvious changes of variables. 
The following result is derived in [25].
Lemma 3.3. Let f ∈ In(µ). For any compact subset C of Gn there are
positive constants c and M such that for all ∆ ∈ C
|wµB(̺(∆)f)| ≤ c|ν(B)|−M .
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The Siegel series associated to B ∈ Rn is defined by
b(B, s) =
∑
z∈Sn/Rn
ψ′(−τ(Bz))ν[z]−s,
where ν[z] = [zOn + On : On]1/2 and ψ′ is an arbitrarily fixed additive
character on F of order zero. We define the function γ(B, s) by
γ(B, s) = ζ(s)−1L(s− n, χˆB)×

∏n
j=1 ζ(2s − 2j)−1 if D ≃ M2(F ),∏[n/2]
j=1 ζ(2s− 4j)−1 otherwise.
Put F (B, q−s) = b(B, s)γ(B, s)−1. Then F (B,X) is a polynomial of degree
fB with constant term 1 by [8, 25] (see Section 10 for the definition of fB).
We denote the different of F/Qp by d.
Lemma 3.4. If B ∈ Rndn , then there is a constant cs independent of B such
that wα
s
B (ε
s+(2n+1)/2
d ) = cs|ν(B)|(2n+1)/4F (B, q−s−(2n+1)/2). If d = o and
D is not a division quaternion algebra, then cs = 1 and there is a positive
constant M , depending only on n, such that |wαsB (εs+(2n+1)/2d )| ≤ |ν(B)|−M
for all B ∈ Sndn and −12 < ℜs < 12 .
Proof. The first part is Lemma 4.5 of [25]. Ikeda shows that when ℜs > 0,
|F (B, q−s)| ≤ |ν(B)|−(13n2+13n+4)/2
in the proof of Lemma 4.1 of [7], from which we obtain the desired estimate.

3.3. Degenerate Whittaker functions: the archimedean case. We
discuss the case in which F = R and D = M2(R). We define the additive
character of C by e(z) = e2π
√−1z for z ∈ C. Put
S+n = {B ∈ Sn | BBn ∈ Sym2n(R)+}, G+n = {g ∈ Gn | λn(g) > 0}.
We can define the action of G+n on the space
Hn = {Z ∈ M2n(C) | t(ZB−1n ) = ZB−1n , ℑ(ZB−1n ) ∈ Sym2n(R)+}
and the automorphy factor on G+n × Hn by
gZ = (AZ +B)(CZ +D)−1, j(g, Z) = ν(g)−1/2ν(CZ +D)
for Z ∈ Hn and g =
(
A B
C D
)
∈ G+n with matrices A,B,C,D of size n
over M2(R). There is a biholomorphic isomorphism from Hn onto the Siegel
upper half space H2n (cf. §2.3). Define the origin of Hn and the standard
maximal compact subgroup of Gn by
i =
√−1Bn ∈ Hn, Kn = {g ∈ Gn | g(i) = i}.
For ℓ ∈ N and B ∈ S+n we define a function W (ℓ)B : G+n → C by
W
(ℓ)
B (g) = ν(B)
ℓ/2e(τ(Bg(i)))j(g, i)−ℓ .
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Clearly,
(3.1) W
(ℓ)
B (n(z)d(t)m(A)gk) = e(τ(Bz))sgn(ν(A))
ℓW
(ℓ)
tB[A](g)j(k, i)
−ℓ
for z ∈ Sn, A ∈ GL2n(R), t ∈ R×+, g ∈ G+n and k ∈ Kn.
3.4. Degenerate Whittaker functions: the global case. Until the end
of the next section D is a totally indefinite quaternion algebra over a totally
real number field F . For each place v of F and an algebraic group V defined
over F , let Fv be the v-completion of F and put Vv = V(Fv) to make our
exposition simpler. The ade`le group, the finite part of the ade`le group, the
infinite part of the ade`le group and its connected component of the identity
are denoted by V(A), V(Af ), V(A∞) and V(A∞)+, respectively. For an ade`le
point x ∈ V(A) we denote its projections to V(Af ), V(A∞) and Vv by xf ,
x∞ and xv, respectively.
We will denote the group of totally positive elements of F by F×+ . Put
S+n = {B ∈ Sn(F ) | B ∈ Sn(Fv)+ for all v ∈ S∞}.
When n = 1, we write D+− = S
+
1 . For B ∈ Sn(F ) we define the characters
ψB : Sn(A) → S by ψB(z) = ψ(τ(Bz)) whose restriction to Sn(Af ) is
denoted by ψB
f
. For any smooth representation Π of Gn(Af ) we put
WhB(Π) = HomSn(Af )(Π ◦ n, ψBf ).
For v /∈ S∞ and µv, λv ∈ Ω(F×v ) let I(µv, λv) denote the representation
of PGL2(Fv) on the space of all smooth functions f on GL2(Fv) satisfying
f
((
a b
0 d
)
g
)
= µv(a)λv(d)|ad−1|1/2f(g)
for all a, d ∈ F×v ; b ∈ Fv and g ∈ GL2(Fv). This representation I(µv, λv)
is irreducible unless µvλ
−1
v ∈ {α,α−1}. If µvλ−1v = α, then I(µv, λv) has a
unique irreducible submodule, which we denote by A(µv, λv).
In what follows we fix, once and for all, an irreducible admissible uni-
tary generic representation πf of PGL2(Af ) whose local components are not
supercuspidal. Then πf is equivalent to the unique irreducible submodule
A(µ
f
, µ−1
f
) of I(µ
f
, µ−1
f
) = ⊗′v/∈S∞I(µv, µ−1v ) for some character µf of the
finite idele group A×
f
whose restriction to F×v is denoted by µv and which
fulfills the following conditions:
• −12 < σ(µv) ≤ 12 for all v;
• µ2v = α whenever σ(µv) = 12 ;
• µv is unramified and σ(µv) < 12 for almost all v.
Let Sπf be the set of nonarchimedean primes v such that σ(µv) =
1
2 .
Let In(µf ) and Jn(µf ) be the degenerate principal series representations
of Gn(Af ) and Gn(Af ) induced from the character d(t)m(A) 7→ µf (tnν(A)).
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They have factorizations In(µf ) ≃ ⊗′v/∈S∞In(µv) and Jn(µf ) ≃ ⊗′v/∈S∞Jn(µv).
For B ∈ S+n Lemma 3.4 defines a nonzero vector wµfB ∈WhB(In(µf )) by
wµfB (f) =
∏
v/∈S∞
wµvB (fv),
provided that f = ⊗v/∈S∞fv is factorizable. Let us set
An(µf ) = (⊗v∈Spi
f
An(µv))⊗ (⊗′v/∈S∞∪Spi
f
In(µv)).
We can view An(µf ) as the unique irreducible subrepresentation of both
In(µf ) and Jn(µf ). Put
Sπfn = {B ∈ S+n | χˆBv 6= µvα−1/2 for all v ∈ Sπf }.
When n = 1, we will sometimes write Dπf− = S
πf
1 . Proposition 3.1 and
Lemma 3.2 give the following result:
Lemma 3.5. Let B ∈ S+n . Then WhB(An(µf )) is nonzero if and only if the
restriction of wµfB to An(µf ) is nonzero if and only if B ∈ Sπfn .
4. Holomorphic cusp forms on quaternion unitary groups
When F is a smooth function on Nn(F )\Gn(A) and B ∈ Sn(F ), let
WB(g,F) =
∫
Sn(F )\Sn(A)
F(n(z)g)ψB(z) dz
be the Bth Fourier coefficient of F . For ℓ ∈ Zd and B ∈ S+n we define a
function W
(ℓ)
B : Gn(A∞)+ → C by
W
(ℓ)
B (g) =
∏
v∈S∞
W
(ℓv)
B (gv).
Definition 4.1. The symbol Gnℓ (resp. T
n
ℓ , C
n
ℓ ) denotes the space of all
smooth functions F on Gn(F )\Gn(A) (resp. Pn(F )\Gn(A), Gn(F )\Gn(A))
that admit Fourier expansions of the form
F(g) =
∑
B∈S+n
wB(gf ,F)W (ℓ)B (g∞)
which is absolutely and uniformly convergent on any compact neighborhood
of g = g∞gf ∈ Gn(A∞)+Gn(Af ) (resp. g = g∞gf ∈ Gn(A)).
Remark 4.2. Put
Pn = {d(t)p | t ∈ Gm, p ∈ Pn}, P+n = {d(t)p | t ∈ F×+ , p ∈ Pn(F )}.
Since Gn(A) = Pn(F )Gn(A∞)+Gn(Af ), smooth functions on Pn(F )\Gn(A)
can naturally be identified with smooth functions on P+n \Gn(A∞)+Gn(Af ).
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Lemma 4.3. If i : An(µf ) → Tnℓ is a Gn(Af )-intertwining map, then there
are complex numbers cB such that
i(g, f) =
∑
B∈Spifn
cBW
(ℓ)
B (g∞)w
µf
B (̺(gf )f)
for all f ∈ An(µf ), g = g∞gf , g∞ ∈ Gn(A∞) and gf ∈ Gn(Af ).
Proof. Notice that the coefficient wB(gf ,F) is given by
wB(gf ,F) = |ν(B)|−ℓ/2e∞(τ(B(i, . . . , i)))WB(gf ,F).
Recall that |ν(B)|ℓ/2 =∏v∈S∞ |ν(B)|ℓv/2v . In particular, for z ∈ Sn(Af )
wB(n(z)gf ,F) = ψBf (z)wB(gf ,F).
Therefore the C-linear functional f 7→ wB(12n, i(f)) belongs to the space
WhB(An(µf )). There is a complex number cB such that wB(12n, i(f)) =
cBw
µf
B (f) for all f ∈ An(µf ) in view of Lemma 3.5. 
We associate to f ∈ An(µf ), ℓ = (ℓv)v∈S∞ ∈ Zd and complex numbers cB
indexed by B ∈ Sπfn the Fourier series
Fℓ(g; f, {cB}) =
∑
B∈Spifn
cBW
(ℓ)
B (g∞)w
µf
B (̺(gf )f), g = g∞gf ∈ Gn(A),
assuming that the series is absolutely convergent.
Lemma 4.4. Notation being as above, if for any lattice L in Sn(F ) there
are positive constants C and M such that |cB | ≤ CNF/Q(ν(B))M for all B ∈
S+n ∩L, then the series Fℓ(g; f, {cB}) is absolutely and uniformly convergent
on any compact subset of Gn(A) for every f ∈ An(µf ).
Proof. The proof goes along the same lines of the arguments in Section 4 of
[7]. It suffices to show that the series∑
B∈Spifn
cB |ν(B)|ℓ/2wµfB (f)e∞(τ(BZ))
is absolutely and uniformly convergent on any compact subset of Hdn. Put
Rn = Sn(F )∩Mn(O). Take a natural numberN such that wµfB (f) = 0 unless
B ∈ N−1Rn. Lemmas 3.3 and 3.4 say that wµfB (f) ≤ C ′NF/Q(ν(B))M
′
for
all B ∈ Sπfn with constants C ′ and M ′ depending only on f . Note that
NF/Q(ν(B)) ≤ (nd)−nd(TrF/Qτ(B))nd. The number of B ∈ N−1Rn ∩ S+n
such that TrF/Qτ(B) ≤ T is O(T dn(2n+1)). From these estimates the series
converges absolutely and uniformly on
{Z ∈ Hdn | ℑ(ZvB−1n )− ǫ1n ∈ Sym2n(Fv)+ for all v ∈ S∞}
for any positive constant ǫ. 
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Definition 4.5. Let T nℓ (µf ) be the vector space which consists of sets
{cB}B∈Spifn of complex numbers such that the series Fℓ(g; f, {cB}) converges
absolutely and uniformly on any compact subset of Gn(A) for all f ∈ An(µf )
and such that for all B ∈ Sπfn and A ∈ GLn(D(F ))
cB[A] = cBµf (ν(A))
−1 ∏
v∈S∞
sgnv(ν(A))
ℓv .
Let Cnℓ (µf ) (resp. G
n
ℓ (µf )) denote the space of coefficients {cB} ∈ T nℓ (µf )
such Fℓ(f, {cB}) ∈ Cnℓ (resp. Gnℓ ) for all f ∈ An(µf ).
Lemma 4.6. (1) Fℓ(f, {cB}) ∈ Tnℓ for {cB} ∈ T nℓ (µf ) and f ∈ An(µf ).
(2) Let {cB} ∈ Cnℓ (µf ). Then {cB} ∈ Gnℓ (µf ) if and only if ctB =
cBµf (t)
−n for all t ∈ F×+ .
Proof. Fix f ∈ An(µf ) and put w(ℓ)B (g) = W (ℓ)B (g∞)wµfB (̺(gf )f). Then
Lemma 3.2(3) and (3.1) say that
w
(ℓ)
B (n(z)d(t)m(A)g) =
ψB(z)
µf (tnν(A))
w
(ℓ)
tB[A](g)
∏
v∈S∞
sgnv(ν(A))
ℓv
for z ∈ Sn(A), A ∈ GLn(D(F )), t ∈ F×+ and g ∈ Gn(A∞)+Gn(Af ), from
which Fℓ(f, {cB}) is left invariant under Pn(F ).
We can define the function F ′ℓ(g; f, {cB}) : Gn(A∞)+Gn(Af )→ C by
F ′ℓ(g; f, {cB}) =
∑
B∈Spifn
cBW
(ℓ)
B (g∞)w
µf
B (℘(gf )f), f ∈ An(µf ).
Then F ′ℓ(f, {cB}) is left invariant under P+n if and only if ctB = cBµf (t)−n
for all t ∈ F×+ , in which case F ′ℓ(f, {cB}) naturally defines a cusp form in
Gnℓ owing to Remark 4.2. 
5. Hilbert-Siegel cusp forms of half-integral weight
5.1. The metaplectic group. We first review the basic facts about the
metaplectic double cover of Spm(A). This is mostly a well-known material
that can be found in e.g. [6, 16, 2, 3]. Let Sp(Wm) = Spm be the symplectic
group of rank m acting on the 2m dimensional symplectic vector space Wm
over a field F on the left. For a ∈ GLm and b ∈ Symm we define matrices
of size 2m by
m(a) =
(
a 0
0 ta−1
)
, n(b) =
(
1m b
0 1m
)
.
These matrices generate the parabolic subgroup Pm of Sp(Wm) with unipo-
tent radical Un = {n(b) | b ∈ Symm}. Put Symndm = Symm ∩GLm.
Let F be a local field of characteristic zero. We exclude the complex
case. The metaplectic group Mp(Wm) is the nontrivial central extension of
Sp(Wm) by µ2. Let µ2 inject into the center of Mp(Wm). We call functions
on Mp(Wm) or representations of Mp(Wm) genuine if −1 ∈ µ2 acts by
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multiplication by −1. We choose the section s : Sp(Wm) → Mp(Wm) in
such a way that
ζs(g) · ζ ′s(g′) = ζζ ′c(g, g′)s(gg′) (ζ, ζ ′ ∈ µ2; g, g′ ∈ Spm(F ))
where c(g, g′) is the Rao two cocycle on Spm(F ). The restriction of s to Um
is a group homomorphism, by which we view Um as a subgroup of Mp(Wm).
We will write m˜ = s ◦m and n˜ = s ◦ n. Note that
m˜(a)m˜(a′) = χˆdet a(det a′)m˜(aa′), m˜(a)n˜(b)m˜(a)−1 = n˜(ab ta)
for a, a′ ∈ GLm(F ) and b ∈ Symm(F ). For a subgroup H of Spm(F ) we
denote the inverse image of H in Mp(Wm) by H˜. As in Section 1 we define
the function γψ : F×2\F× → µ4, which possesses the following properties:
γψ(tt′) = γψ(t)γψ(t′)χˆt(t′), γψ
t
(t′) = γψ(t′)χˆt(t′).(5.1)
When F is of odd residual characteristic, there is a unique splitting
Spm(o) →֒ Mp(Wm), by which we regard Spm(o) as a subgroup of Mp(Wm).
In other words there is a continuous map ζ : Spm(F ) → µ2 such that
c(k, k′) = ζ(k)ζ(k′)ζ(kk′) for k, k′ ∈ Spm(o). We shall set ζ(g) = 1 in the
real and dyadic cases to make our exposition uniform. We use a cocycle
c(g, g′) = c(g, g′)ζ(g)ζ(g′)ζ(gg′)
with global applications in view, namely, we identity Mp(Wm) with the prod-
uct Spm(F )×µ2 whose group law is given by (g, ζ)(g′, ζ ′) = (gg′, ζζ ′c(g, g′)).
It should be remarked that the section s is now given by s(g) = (g, ζ(g)).
The real metaplectic group acts on the Siegel upper half-spaceHm through
Spm(R). There is a unique factor of automorphy  : Mp(Wm)×Hm → C×
satisfying (ζs(g),Z)2 = det(CZ + D) for ζ ∈ µ2 and g =
(∗ ∗
C D
)
∈
Mp(Wm). For each ℓ ∈ 12Z we put Jℓ(g˜,Z) = (g˜,Z)2ℓ. For each positive
definite ξ ∈ Symm(R) we define a function on the real metaplectic group by
W
(ℓ)
ξ (g˜) = (det ξ)
ℓ/2e(ξg˜(
√−11m))Jℓ(g˜,
√−11m)−1.
If ζ ∈ µ2, a ∈ GLm(R) and g˜ ∈ Mp(Wm), then
(5.2) W
(ℓ)
ξ (ζm˜(a)g˜) = ζ
2ℓγψ(det a)2ℓW
(ℓ)
ξ[a](g˜).
5.2. Representations of the metaplectic group. Now we assume F to
be nonarchimedean. For ξ ∈ Symndm and a smooth representation Π of
Mp(Wm) we set Whξ(Π) = HomSymm(F )(Π ◦ n˜, ψξ). When µ ∈ Ω(F×) and
σ(µ) > −12 , we define the representation Iψm(µ) of Mp(Wm) and the nonzero
functional wµξ ∈Whξ(Iψm(µ)) as in Section 1.
Proposition 5.1 ([22, Lemma 3], [19]). (1) If −12 < σ(µ) < 12 , then
Iψm(µ) is irreducible and unitary.
(2) dimWhξ(I
ψ
m(µ)) = 1 for all ξ ∈ Symndm and µ ∈ Ω(F×).
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(3) Assume that µ2 = α. Then Iψm(µ) has a unique irreducible subrep-
resentation Aψm(µ), which is unitary. Furthermore, Whξ(A
ψ
m(µ)) is
nonzero if and only if the restriction of wµξ to A
ψ
m(µ) is nonzero if
and only if χˆdet ξ 6= µα−1/2.
(4) If F is not dyadic, ψ is of order 0, µ is unramified, ξ ∈ Symndm ∩
GLm(o) and h(k) = 1 for k ∈ Spm(o), then wµξ (h) = 1.
(5) For all ξ ∈ Symndm and a ∈ GLm(F )
wµξ ◦ ̺(ζm˜(a)) = ζmγψ(det a)mµ(det a)−1wµξ[a].
Proof. When m is even, all the results are included in Proposition 3.1 and
Lemma 3.2. The fourth part is Theorem 16.2 of [16]. The other assertions
are included in [19] or can be derived analogously. 
5.3. Holomorphic cusp forms on Mp(Wm). Let F be a totally real num-
ber field. For each place v of F we adopt the notation by adding a subscript
v for objects associated to Fv . We define the adelic cocycle
c : Spm(A)× Spm(A)→ µ2, c(g, g′) =
∏
v
cv(gv, g
′
v)
for g, g′ ∈ Spm(A). Recall that cv(gv, g′v) = 1 for almost all v by the defi-
nition of the local cocycle cv. We write Mp(Wm)A for the central extension
of Spm(A) associated to c.
Let
∏′
vMp(Wm)v denote the restricted direct product with respect to the
subgroups {Spm(ov)}v∤2. There exist a canonical embedding Mp(Wm)v →֒
Mp(Wm)A and a canonical surjection
∏′
vMp(Wm)v ։ Mp(Wm)A. The im-
age of (g˜v) ∈
∏′
vMp(Wm)v is also denoted by (g˜v). Let Mp(Wm)∞ (resp.
Mp(Wm)f ) denote the image of
∏
v∈S∞ Mp(Wm)v (resp.
∏′
v/∈S∞Mp(Wm)v).
If we are given a collection of genuine admissible representations σv of
Mp(Wm)v such that the space of Spm(ov)-invariant vectors in σv is one-
dimensional for almost all v, then we can form a genuine admissible repre-
sentation of Mp(Wm)A by taking a restricted tensor product ⊗′vσv.
It is well-known that Mp(Wm)A splits over the subgroup of rational points
Spm(F ). An explicit splitting is given by
s : Spm(F )→ Mp(Wm)A, s(γ) = (γ,
∏
v
ζv(γ)),
where if γ ∈ Spm(F ), then ζv(γ) = 1 for almost all v. Though the expression∏
v ζv(gv) does not make sense for all g ∈ Spm(A), we will denote the element
(g,
∏
v ζv(gv)) by s(g) whenever it makes sense. For example, s(m(a)n(b))
is defined for a ∈ GLm(A) and b ∈ Symm(A). We will regard Spm(F ) and
Um(A) as subgroups of Mp(Wm)A via s. For ξ ∈ Symm(F ) and a smooth
function F : Um(F )\Mp(Wm)A → C let
Wξ(g˜,F) =
∫
Symm(F )\Symm(A)
F(s(n(b))g˜)ψξ(−b) db
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denote the ξth Fourier coefficient of F .
For ℓ ∈ 12Zd and ξ ∈ Sym+m we define a function W
(ℓ)
ξ on Mp(Wm)∞ by
W
(ℓ)
ξ (g˜) =
∏
v∈S∞
W
(ℓv)
ξ (g˜v).
Definition 5.2. The symbol C
(m)
ℓ (resp. T
(m)
ℓ ) denotes the space of all
smooth functions F on Spm(F )\Mp(Wm)A (resp. Pm(F )\Mp(Wm)A) that
admit Fourier expansions of the form
F(g˜) =
∑
ξ∈Sym+m
wξ(g˜f ,F)W (ℓ)ξ (g˜∞)
which is absolutely and uniformly convergent on any compact neighborhood
of g˜ = g˜∞g˜f , where g˜∞ ∈ Mp(Wm)∞ and g˜f ∈ Mp(Wm)f .
Notation being as in §3.4, we form the restricted tensor product
Aψfm (µf ) = {⊗v∈Spi
f
Aψvm (µv)} ⊗ {⊗′v/∈S∞∪Spi
f
Iψvm (µv)}.
For ξ ∈ Sym+m and a smooth representation Π of Mp(Wm)f we put
Whξ(Π) = HomSymm(Af )(Π ◦ s ◦ n, ψ
ξ
f
).
We can define wµfξ ∈Whξ(Aψfm (µf )) by setting wµfξ (h) =
∏
v/∈S∞ w
µv
ξ (hv) for
factorizable vectors h = ⊗vhv ∈ Aψfm (µf ). Put
Symπfm = {ξ ∈ Sym+m | χˆdet ξv 6= µvα−1/2 for all v ∈ Sπf }, F×πf = Symπf1 .
Proposition 5.1 tells us that Whξ(A
ψf
m (µf )) is nonzero if and only if the
restriction of wµfξ to A
ψf
m (µf ) is nonzero if and only if ξ ∈ Symπfm .
Definition 5.3. Assume that 2ℓv − m is even for every v ∈ S∞. Let
T
(m)
ℓ (µf ) (resp. C
(m)
ℓ (µf )) denote the vector space which consists of sets{cξ} of complex numbers indexed by ξ ∈ Symπfm such that the series
Fℓ(g˜;h, {cξ}) =
∑
ξ∈Sympifm
cξW
(ℓ)
ξ (g˜∞)w
µf
ξ (̺(g˜f )h)
belongs to T
(m)
ℓ (resp. C
(m)
ℓ ) for every h ∈ Aψfm (µf ).
Lemma 5.4. (1) C
(m)
ℓ (µf ) 6= {0} if and only if there is a Mp(Wm)f
intertwining embedding Aψfm (µf ) →֒ C(m)ℓ .
(2) Assume that Fℓ(h, {cξ}) converges for all h ∈ Aψfm (µf ). Then {cξ} ∈
T
(m)
ℓ (µf ) if and only if for all a ∈ GLm(F ) and ξ ∈ Symπfm ,
cξ[a] = cξµf (det a)
−1 ∏
v∈S∞
sgnv(det a)
(2ℓv−m)/2.
(3) If T
(m)
ℓ (µf ) 6= {0}, then µf (−1)(−1)
∑
v∈S∞
(2ℓv−m)/2 = 1.
(4) dimC
(1)
ℓ (µf ) ≤ 1.
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(5) If {ct} ∈ C(1)ℓ (µf ), then {cηt} ∈ C(1)ℓ (µf χˆηf ) for all η ∈ F×+ .
(6) We choose 0 6= {ct} ∈ C(1)ℓ (µf ), assuming that C(1)ℓ (µf ) 6= {0}. Then
ct 6= 0 if and only if t ∈ F×πf and L(1/2, πf ⊗ χˆtf ) 6= 0.
Proof. The proof of (1) is similar to that of Lemma 4.3. Proposition 5.1(5)
and (5.2) prove (2). The third statement is its simple consequence. The
assertion (4) follows from the fact proved by Waldspurger [21] that every
irreducible representation of Mp(W1)A occurring in the decomposition of
the space of cusp forms on Mp(W1) appears with multiplicity one. We
can realize Mp(W1)A as a normal subgroup of a double cover of GL2(A)
constructed by using the Kubota two cocyle. The conjugation action of
{diag[a, 1] | a ∈ F×} on SL2(A) has a lift to Mp(W1)A, which preserves the
subgroup SL2(F ). We obtain A
ψf
1 (µf χˆ
η
f
) by conjugation by diag[η, 1], which
proves (5). The last assertion is Theorem 4.1 of [15]. 
6. Main theorem
6.1. Liftings to inner forms of Sp2n. We write ̺ for the right regular
action of Gn(Af ) on the space of fuctions on Gn(Af ).
Theorem 6.1. Notations and assumptions being as in Theorem 1.2, the
assignment
f 7→
∑
B∈S+n
|ν(B)|(κ+n)/2cην(B)e∞(τ(BZ))wµf χˆ
(−1)nη
f
B (̺(∆)f)
defines an embedding An
(
µ
f
χˆ
(−1)nη
f
)→֒ Cnκ+n for every n and η ∈ F×+ , where
∆ ∈ Gn(Af ) and Z ∈ Hdn.
Remark 6.2. (1) In light of Lemma 4.6(2) the embedding in Theorem
6.1 naturally defines an embedding An(µf χˆ
(−1)nη
f
) →֒ Gnκ+n.
(2) The multiplicity of A1(µf χˆ
−η
f
) in G1κ+1 is one by Corollary 7.7 of [2].
However, we do not know if this result can imply the multiplicity of
A1(µf χˆ
−η
f
) in C1κ+1. If we have assumed that it is one, then we could
have proved that the multiplicity of An(µf χˆ
(−1)nη
f
) in Cnκ+n is one in
the same way as in §8.5.
6.2. Compatibility with the Arthur conjecture. We explain how The-
orem 6.1 can be viewed in the framework of Arthur’s conjecture. For details
of the conjecture, the reader should consult [1]. The conjecture specialized
to our current case is discussed in [2] and Section 14 of [7].
Let L be the hypothetical Langlands group over F . Hypothetically,
there is a bijective correspondence between the set of all equivalence classes
of m-dimensional irreducible representations of L and the set of all irre-
ducible cuspidal automorphic representations of GLm(A). If π is a cuspi-
dal automorphic representation of PGL2(A), then π corresponds to a map
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ρ(π) : L → SL2(C). Let sym2n−1 be the irreducible 2n-dimensional represen-
tation of SL2(C). As is well-known, we may assume that sym
2n−1(SL2(C)) ⊂
Spn(C). Thus ρ(π)⊠ sym
2n−1 gives rise to a homomorphism L× SL2(C)→
SO4n(C). Embedding SO4n(C) into SO4n+1(C) = Gˆn, we get a homomor-
phism L × SL2(C) → Gˆn. One postulates that for each place v there is a
natural conjugacy class of embeddings Lv →֒ L, where Lv is the Weil group
of Fv if v ∈ S∞, and the Weil-Deligne group of Fv if v /∈ S∞. We obtain a
homomorphism ρ(πv)⊠ sym
2n−1 : Lv × SL2(C)→ Gˆn for each v.
The Arthur conjecture suggests that there exists a finite set Πn(πv) =
Π+n (πv)∪Π−n (πv) of equivalence classes of unitary admissible representations
of Gn,v associated to ρ(πv) ⊠ sym
2n−1. Moreover, it is required that if
Gn,v ≃ Sp2n(Fv), then Π+n (πv) contains the Langlands quotient I+n (πv) of
Ind
Sp2n(Fv)
P2,2,...,2(Fv)
(πv ⊗ αn−1/2)⊠ (πv ⊗ αn−3/2)⊠ · · · ⊠ (πv ⊗ α1/2),
where P2,2,...,2 is the standard parabolic subgroup of Sp2n with Levi sub-
group GL2 × · · · × GL2. Choose Πv ∈ Πǫvn (πv) for each v. Then ⊗′vΠv
is an automorphic representation of Gn(A) generated by square-integrable
automorphic forms if and only if
∏
v ǫv = ε(1/2, π).
Let v be a finite place such that Dv ≃ M2(Fv). Let µ ∈ Ω(F×v ). If
σ(µ) > −12 , then we obtain an intertwining map
In(µ)→ IndSp2n(Fv)P2,2,...,2(Fv)(I(µ, µ
−1)⊗ α−(2n−1)/2)⊠ · · ·⊠ (I(µ, µ−1)⊗ α−1/2)
by applying Proposition 4.1 and Lemma 5.1 of [24] repeatedly. Therefore if
−12 < σ(µ) < 12 , then In(µ) ≃ I+n (I(µ, µ−1)). If µ2 = α and µ 6= α1/2, then
An(µ) ≃ I+n (A(µ, µ−1)) by Proposition 3.11(2) of [9]. On the other hand,
An(α
1/2) is the Langlands quotient of
Ind
Sp2n(Fv)
P2,2,...,2(Fv)
A(αn, αn−1)⊠ · · ·⊠A(α2, α)⊠A1(α1/2)
by Proposition 3.10(2) of [9]. We guess that An(α
1/2) ∈ A−n (A(α1/2, α−1/2)).
We presume that the reasoning above is correct even when Dv is division.
Let π ≃ (⊗v∈S∞πv) ⊗ πf be an irreducible cuspidal automorphic repre-
sentation of PGL2(A) on which we impose the following conditions:
(i) πv is a discrete series with extremal weight ±2κv for all v ∈ S∞;
(ii) πf ≃ A(µf , µ−1f );
(iii) µf (−1)(−1)
∑
v∈S∞
κv = 1.
Let v ∈ S∞ and assume that κv is sufficiently large so that W (κv+n)B gener-
ates a holomorphic discrete series representation of Sp2n(Fv). The holomor-
phic discrete series representation with lowest K-type (det)κv+n belongs to
A
(−1)n
n (πv). Put l = #{v /∈ S∞ | πv ⊗ χˆ(−1)
nη
v = A(α1/2, α−1/2)}. Since
ε(1/2, π ⊗ χˆ(−1)nη) = (−1)l+
∑
v∈S∞
κvµf (−1)χˆ(−1)
nη
f
(−1) = (−1)l+nd
for all η ∈ F×+ , the restriction (iii) is compatible with the Arthur conjecture.
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7. Fourier-Jacobi modules
7.1. Jacobi groups. Fix 0 ≤ i ≤ n. Put n′ = n − i. For z ∈ Si and
x, y ∈ Min′(D) we use the notation
v(x, y; z) =

1i x
0 1n′
z − yx∗ y
−y∗ 0
0
1i 0
−x∗ 1n′
 , ηi =

1i
1n′
1i
1n′
 ∈ Gn.
We define some subgroups of Gn by
Xi = {v(x, 0; 0) | x ∈ Min′(D)}, Yi = {v(0, y; 0) | y ∈ Min′(D)},
Zi = {v(0, 0; z) | z ∈ Si}, Ni = {v(x, y; z) | x, y ∈Min′(D), z ∈ Si}.
We identity Xi and Yi with the space M
i
n′(D). We view Gi and Gn′ with
subgroups of Gn via the embeddings
g1 7→

a1 b1
1n′
c1 d1
1n′
 , g2 7→

1i
a2 b2
1i
c2 d2
 ,
where we write a typical element g1 ∈ Gi in the form
(
a1 b1
c1 d1
)
with matrices
a1, b1, c1, d1 of size i over D, and similarly for g2 ∈ Gn′ . Put Ji = Gn′ · Ni.
We sometimes write
m′(A) =
(
A 0
0 (A−1)∗
)
, n′(z) =
(
1n′ z
0 1n′
)
for A ∈ GLn′(D) and z ∈ Sn′ . We will frequently specialize to the case
i = n− 1 in our application to the proof of main theorems.
7.2. Weil representations of Jacobi groups. Let F be a local field.
Fix S ∈ Sndi . We regard S as a homomorphism Zi → Ga by z 7→ τ(Sz).
Then Ni/KerS is a Heisenberg group with center Zi/KerS and a natural
symplectic structure Ni/Zi. The Schro¨dinger representation ωψS of Ni with
central character ψS is realized on the Schwartz space S(Xi) by
(7.1) (ωψS (v(x, y; z))φ)(u) = φ(u+ x)ψ
S(z)ψ(2τ(u∗Sy))
for φ ∈ S(Xi). By the Stone-von Neumann theorem, ωψS is a unique irre-
ducible representation of Ni on which Zi acts by ψS .
This embedding and the conjugating action give a homomorphism Gn′ →֒
Sp(Ni/Zi) and Kudla [11] gave an explicit local splitting Gn′ →֒ Mp(Ni/Zi),
where Mp(Ni/Zi) is the metaplectic extension of Sp(Ni/Zi). The represen-
tation ωψS of Ni extends to the Weil representation of Mp(Ni/Zi)⋉Ni. The
pullback to Pn′ of this representation is given by
(ωψS (m
′(A))φ)(u) = χˆS(ν(A))|ν(A)|iφ(uA),
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(ωψS (n
′(z))φ)(u) = ψS(uzu∗)φ(u),
(ωψS (Jn′)φ)(u) = γ
ψ(S)(FSφ)(u)(7.2)
for φ ∈ S(Xi), u ∈ Xi, A ∈ GLn′(D) and z ∈ Sn′ , where γψ(S) is a certain
8th root of unity and FSφ is the Fourier transform defined by
(FSφ)(u) =
∫
Xi
φ(x)ψ(2τ(x∗Su)) dx.
7.3. The nonarchimedean case. Let F be a finite extension of Qp.
Lemma 7.1. Let f ∈ In(µ) and φ ∈ S(Xi). If σ(µ)≫ 0, then the integral
βψS (g
′; f ⊗ φ¯) = L
(
n+ 12 , µ
)
L
(
n′ + 12 , µχˆS
) i∏
j=1
L(2n′ + 2j − 1, µ2)
×
∫
Yi\Ni
f(ηivg
′)(ωψS (vg′)φ)(0) dv
is absolutely convergent. Moreover, it is meaningful for all ℜµ > −n′− 12 by
analytic continuation and gives an Ni-invariant and Gn′-intertwining map
βψS : In(µ)⊗ ωψS → In′(µχˆS).
Proof. The integral over Zi can be viewed as a Jacquet integral of the re-
striction of f to Gi, which belongs to Ii(µα
n′). Thus it is entire on the
whole of the complex manifold Ω(F×). Since (ωψS (xg
′)φ)(0) = (ωψS (g
′)φ)(x)
for x ∈ Xi, the integral over Xi is convergent for all µ. When D ≃ M2(F ),
Ikeda showed that βψS (f ⊗ φ¯) ∈ In′(µχˆS) in the proof of Theorem 3.2 of [6].
The computation applies equally well to the quaternion case. 
Lemma 7.2. If n = i+ n′, S ∈ Sndi , Ξ ∈ Sndn′ , f ∈ In(µ) and φ ∈ ωψS , then
wµχˆ
S
Ξ (β
ψ
S (f ⊗ φ¯)) = CS |ν(Ξ)|−i/2
∫
Xi
φ(x)wµS⊕Ξ(̺(x)f) dx.
Proof. Since ηi = Jn · Jn′ and Jn′v(0, y, z)Jn′ = v(y, 0, z), we observe that∫
Ni
f(JnvJn′g
′)(ωψS (vJn′g′)φ)(0) dv
=
∫
Zi
∫
Yi
∫
Xi
f(JnxzyJn′g
′)(ωψS (zyJn′g′)φ)(x) dxdydz
=
∫
Si
∫
Mi
n′
(D)
∫
Xi
f(Jnv(0, y; z)Jn′g
′)(ωψS (Jn′v(y, 0; z)g′)φ)(x) dxdydz
=
∫
Si
∫
Mi
n′
(D)
f(ηiv(y, 0; z)Jn′g
′)FS(ωψS (Jn′v(y, 0; z)g′)φ)(0) dydz
=γψ(S)−1
∫
Zi
∫
Xi
f(ηiv(y, 0; z)g
′)(ωψS (v(y, 0; z)g′)φ)(0) dydz
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by (7.1) and (7.2). Since
|ν(Ξ)|(2n′+1)/4L
(
n′ + 12 , µχˆ
S
)
L
(
1
2 , µχˆ
SχˆΞ
) n′∏
j=1
L(2j − 1, µ2)
× L
(
n+ 12 , µ
)
L
(
n′ + 12 , µχˆ
S
) i∏
j=1
L(2n′ + 2j − 1, µ2)
=|ν(S)|−(2n+1)/4|ν(Ξ)|−i/2|ν(S ⊕ Ξ)|(2n+1)/4 L
(
n+ 12 , µ
)
L
(
1
2 , µχˆ
S⊕Ξ) n∏
j=1
L(2j − 1, µ2),
it suffices to prove∫
Sn′
∫
Ni
f(Jnvn
′(u))(ωψS (vn′(u))φ)(0)ψ
Ξ(−u) dvdu
=
∫
Xi
∫
Sn
f(Jnn(z)x)φ(x)ψ
S⊕Ξ(−z) dzdx
for σ(µ)≫ 0. The left hand side is equal to∫
Sn′
∫
Ni
f(Jnn
′(u)v)(ωψS (n′(u)v)φ)(0)ψ
Ξ(−u) dvdu
=
∫
Sn′
∫
Ni
f(Jnn
′(u)v)(ωψS (v)φ)(0)ψ
Ξ(−u) dvdu
=
∫
Sn′
∫
Yi
∫
Zi
∫
Xi
f(Jnn
′(u)yzx)φ(x)ψS(z)ψΞ(−u) dxdzdydu
=
∫
Sn
∫
Xi
f(Jnn(z)x)φ(x)ψ
S⊕Ξ(−z) dxdz.
Since this integral is absolutely convergent for σ(µ) ≫ 0, we can exchange
the order of integration. 
Corollary 7.3. (1) If p 6= 2, D ≃ M2(F ), ψ is of order 0, µ is unramified,
S ∈ Sndi ∩ GLi(O), φ is the characteristic function of Min′(O) and
f ∈ In(µ) satisfies f(k) = 1 for all k ∈ Γn[o], then βψS (12n′ ; f, φ) = 1.
(2) If −12 < σ(µ) < 12 , then βψS (In(µ)⊗ ωψS ) = In′(µχˆS).
(3) If µ2 = α, then βψS (An(µ)⊗ ωψS ) = An′(µχˆS).
Proof. Since CS = 1 in the unramified case, we can derive (1) from Lemmas
3.4 and 7.2. If χˆΞ = µχˆSα−1/2, then χˆS⊕Ξ = µα−1/2, and hence
wµχˆ
S
Ξ (β
ψ
S (f ⊗ φ¯)) = 0
for all f ∈ An(µ) and φ¯ ∈ ωψS by Lemmas 3.2(2) and 7.2. It follows from the
proof of Proposition 3.1 that βψS (An(µ)⊗ ωψS ) ⊂ An′(µχˆS).
Since the target spaces are irreducible, it is sufficient to show the nonvan-
ishing of the intertwining maps. Lemma 3.2 enables us to take Ξ ∈ Sndn′ and
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f so that wµS⊕Ξ(f) 6= 0. Using Lemma 7.2 and choosing φ to be supported
in a small neighborhood, one can show that wµχˆ
S
Ξ (β
ψ
S (f ⊗ φ¯)) 6= 0. 
7.4. The metaplectic case. Fix 0 ≤ i ≤ m. Putm′ = m−i. For z ∈ Symi,
x, y ∈ Mim′ , a ∈ GLm′ and b ∈ Symm′ we use the notation
u(x, y; z) =

1i x
0 1m′
z − y tx y
ty 0
0
1i 0
− tx 1m′
 , ηi =

−1i
1m′
1i
1m′
 ,
m′(a) =
(
a 0
0 ta−1
)
, n′(b) =
(
1m′ b
0 1m′
)
.
We define the subgroups of Spm by Ji = Spm′ ·Ni and
Xi = {u(x, 0; 0) | x ∈ Mim′}, Yi = {u(0, y; 0) | y ∈ Mim′},
Zi = {u(0, 0; z) | z ∈ Symi}, Ni = {u(x, y; z) | x, y ∈ Mim′ , z ∈ Symi}.
For the time being let F be a local field. Fix R ∈ Symndi . The pullback
to Pm′ ⋉Ni of the Weil representation ω
ψ
R of Mp(Wm′)⋉Ni is given by
(ωψR(u(x, y; z))φ)(u) = φ(u+ x)ψ
R(z)ψ(2tr( tuRy)),
(ωψR(n˜
′(b)m˜′(a))φ)(u) = ψR[u](b)γψ(det a)iχˆdetR(det a)|det a|i/2φ(ua)
for φ ∈ S(Xi), u ∈ Xi, a ∈ GLm′(F ) and b ∈ Symm′(F ).
Lemma 7.4. Let F be a finite extension of Qp. Assume that m
′ is odd.
The following integral makes sense for all σ(µ) > −m′2 − 1 and gives an Ni-
invariant and Mp(Wm′)-intertwining map β
ψ
R : I
ψ
m(µ)⊗ ωψR → Iψm′(µχˆdetR):
βψR(g˜
′;h⊗ φ¯) =
[i/2]∏
j=1
L(m′ + 2j, µ2)
∫
Yi\Ni
h(s(ηiv)g˜
′)(ωψR(vg˜′)φ)(0) dv
×
{
1 if 2 ∤ m,
L
(
m+1
2 , µχˆ
(−1)m/2) if 2|m.
Moreover, for T ∈ Symndm′ , h ∈ Iψm(µ) and φ ∈ ωψR
wµχˆ
detR
T (β
ψ
R(h⊗ φ¯)) = CR|detT |−i/4
∫
Xi
φ(x)wµR⊕T (̺(x)h) dx.
We can deduce the following corollary from Proposition 5.1 and Lemma
7.4 by the same reasoning as in the proof of Corollary 7.3.
Corollary 7.5. (1) If p 6= 2, ψ is of order 0, µ is unramified, R ∈ Symndi ∩
GLi(o), φ is the characteristic function of M
i
m′(o) and h ∈ Iψm(µ)
satisfies h(k) = 1 for all k ∈ Spm(o), then βψR(12n′ ; f, φ) = 1.
(2) If −12 < σ(µ) < 12 , then βψR(Iψm(µ)⊗ ωψR) = Iψm′(µχˆdetR).
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(3) If µ2 = α, then βψR(A
ψ
m(µ)⊗ ωψR) = Aψm′(µχˆdetR).
7.5. The archimedean case. When m = i+m′, R ∈ Symndi , T ∈ Symndm′
and x ∈Mim′(F ), we put
RT,x =
(
R 0
0 T
)[(
1i x
0 1m′
)]
=
(
R Rx
txR T +R[x]
)
.
Lemma 7.6. Suppose that F ≃ R, m = i + m′ and R ∈ Sym+i . Define
ϕR ∈ S(Xi) by ϕR(x) = e−2πtr(R[x]) for x ∈ Xi. Then there is a nonzero
constant CR such that for T ∈ Sym+m′ and g˜′ ∈ Mp(Wm′)∫
Xi
W
(ℓ)
R⊕T (s(x)g˜
′)(ωψR(g˜′)ϕR)(x) dx = C
−1
R (detT )
i/4W
(ℓ−i/2)
T (g˜
′).
Proof. Since the Gaussian is an eigenfunction for the action of K˜m′ with
eigencharacter k˜′ 7→ Ji/2(k˜′, i)−1, one can readily verify that
(ωψR(g˜
′)ϕR)(x) = Ji/2(g˜′, im′)−1e(tr(R[x]g˜′(im′)))
for x ∈ Xi and g˜′ ∈ Mp(Wm′). Put Y = ℑg˜′(im′). Since
W
(ℓ)
R⊕T (s(x)g˜
′) =W (ℓ)R⊕T
(
m˜
((
1i x
0 1m′
))
g˜′
)
=W
(ℓ)
RT,x
(g˜′)
by (5.2), the left hand side is equal to
det(R⊕ T )ℓ/2
Jℓ(g˜′, im′)
∫
Xi
e
(
tr
(
RT,x
(
ii
g˜′(im′)
)))(
e(tr(R[x]g˜′(im′)))
Ji/2(g˜′, im′)
)
dx
=W
(ℓ−i/2)
T (g˜
′)(detR)ℓ/2(detT )i/4e−2πtrR(detY )i/2
∫
Xi
e−4πtr(R[x]Y ) dx.
The factor (detY )i/2
∫
Xi
e−2πtr(R[x]Y ) dx is a constant independent of Y . 
7.6. The global case. In the rest of this section D is a totally indefinite
quaternion algebra over a totally real number field F . Fix S ∈ S+i . Take a
subgroupA ofNi(A) containing Zi(A) so that A /KerS is a maximal abelian
subgroup of Ni(A)/KerS to which the character ψS has an extension ψSA .
The Schro¨dinger representation is equivalent to Ind
Ni(A)
A ψ
S
A . Having chosen
A = Yi(A)⊕Zi(A), we obtain the Schro¨dinger model of the Weil representa-
tion ωψS ≃ ⊗′vωψvS realized on S(Xi(A)). If we choose A = Ni(F )Zi(A), then
the space Ind
Ni(A)
A ψ
S
A = C
∞
ψS
(Ni(F )\Ni(A)) consists of smooth functions on
Ni(F )\Ni(A) on which the center Zi(A) acts by ψS . The equivariant iso-
morphism S (Xi(A)) ≃ C∞ψS (Ni(F )\Ni(A)) is given by
Θ(ωψS (v)ϕ) =
∑
x∈Xi(F )
(ωψS (v)ϕ)(x).
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We denote by ωψfS ≃ ⊗′v/∈S∞ω
ψv
S the finite part of the global Weil repre-
sentation ωψS . For φ ∈ S(Xi(Af )) we define a Schwartz function φS on Xi(A)
by
φS(x) = φ(xf )
∏
v∈S∞
ϕS(xv), x = (xv) ∈ Xi(A).
We here write ρ for the right regular action ofGn(Af ) on T
n
ℓ+n. For F ∈ Tnℓ+n
we define the (S, φ)th Fourier-Jacobi coefficient of F by
FSφ (g′) =
∫
Ni(F )\Ni(A)
F(vg′)Θ(ωψS (vg′)φS) dv.
Lemma 7.7. Let S ∈ S+i . Put n′ = n− i. Let
F(g) =
∑
B∈S+n
wB(gf ,F)W (ℓ+n)B (g∞),
be the Fourier expansion of F ∈ Tnn+ℓ. Then FSφ (g′) is equal to∑
Ξ∈S+
n′
NF/Q(ν(Ξ))
i/2W
(ℓ+n′)
Ξ (g
′
∞)
∫
Xi(Af )
wS⊕Ξ(xg′f ,F)(ωψfS (g′f )φ)(x) dx
up to a nonzero constant multiple. Moreover, F ∈ Cnℓ+n if and only if
(ρ(∆)F)Sφ ∈ Cn
′
ℓ+n′ for all ∆ ∈ Gn(Af ), S ∈ S+i and φ ∈ S(Xi(Af )).
Proof. We abuse notation in writing w
(ℓ+n)
B (g,F) = wB(gf ,F)W (ℓ+n)B (g∞).
The calculation in the proof of [4, Lemma 4.1] shows that
FSφ (g′) =
∑
Ξ∈S+
n′
∫
Xi(A)
w
(ℓ+n)
S⊕Ξ (xg
′,F)(ωψS (g′)φS)(x) dx
for g′ ∈ Gn′(A). Employing Lemma 7.6, we arrive at the stated formula.
Recall that we regard Gn′ as a subgroup of Gn as in §7.1. Note that
F(g) =
∑
S∈S+i
FS(g), FS(g) =
∑
Ξ∈S+
n′
∑
x∈Xi(F )
w
(ℓ+n)
S⊕Ξ (xg,F).
Since the subgroups Pn(F ) and Gn′(F ) generate Gn(F ), if FS is left invari-
ant under Gn′(F ) for all S ∈ S+i , then F ∈ Cnℓ+n. For all γ ∈ Gn′(F ),
FSφ (γg′)−FSφ (g′) =
∫
Ni(F )\Ni(FA)
(FS(γvg′)−FS(vg′))Θ(ωψS (vg′)φS) dv.
The function v 7→ FS(γvg) belongs to the subspace of C∞
ψS
(Ni(F )\Ni(A))
spanned by Θ(ωψS (v)φS). Thus FS is left invariant under Gn′(F ) if and
only if (ρ(∆)F)Sφ is left invariant under Gn′(F ) for all ∆ ∈ Gn(Af ) and
φ ∈ S(Xi(Af )). 
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Lemma 7.8. Let {cB}B∈Spifn ∈ T nℓ+n(µf ). Then {cB} ∈ Cnℓ+n(µf ) if and only
if {cS⊕Ξ}
Ξ∈Dpif⊗χˆ
S
f
−
∈ C1ℓ+1(µf χˆSf ) for all S ∈ S+n−1.
Proof. Taking Corollary 7.3 into account, we define a surjection
βψfS = ⊗v/∈S∞βψvS : An(µf )⊗ ωψfS ։ An′(µf χˆSf ).
Lemma 4.6 says that Fℓ+n(f, {cB}) ∈ Tnℓ+n for all f ∈ An(µf ). In view of
Lemmas 7.2 and 7.7 the (S, φ)th Fourier-Jacobi coefficient of Fℓ+n(f, {cB})
equals Fℓ+1(βψfS (f ⊗ φ¯), {cS⊕Ξ}) up to a nonzero constant multiple. Lemma
7.7 finally proves the equivalence. 
8. Proofs of Theorems 1.1 and 1.2
8.1. Theta lifts from Mp(W1). We give a brief discussion of the results
of theta correspondence for the dual pair Mp(W1)× SO(V ). For a detailed
treatment one can consult [2, 13, 24]. Let (V, qV ) be a quadratic space of
dimension l. In the case of interest in this paper V = VD or V = Fe ⊕
VD ⊕ Fe′. In the former case G+(V ) ≃ D× and in the latter case G+(V ) ≃
G1 by Lemma 2.1. We define the symplectic vector space (W,≪ , ≫) of
dimension 2l by W = V ⊗W1 and ≪ , ≫= ( , ) ⊗ 〈 , 〉. We have natural
homomorphisms
Sp(W1) →֒ Sp(W), G+(V )
ϑ
։ SO(V ) →֒ O(V ) →֒ Sp(W).
The groups O(V ) and Sp(W1) = SL2 form a dual pair inside Sp(W).
Fix η ∈ F×. We obtain the representation ωψηV = ⊗′vωψ
η
v
Vv
by pulling back
to G+(V,A) ×Mp(W1)A the global Weil representation of the metaplectic
double cover Mp(W)A of Sp(W,A) associated to ψ
η . Note that ωψ
η
V ≃ ωψηV ,
where ηV is the space V equipped with the quadratic form ηqV . When
l = 1, the local Weil representation ωψvη ≃ ωψ
η
v
1 is realized in S(Fv) and is
the direct sum of two irreducible representations: ωψvη = ω
ψηv
+ ⊕ ωψ
η
v− , where
ωψ
η
v
+ (resp. ω
ψηv− ) consists of the even (resp. odd) functions in S(Fv). Given
an irreducible admissible genuine representation σv of Mp(W1)v the maximal
quotient of ωψvVv on which Mp(W1)v acts as a multiple of σv is of the form
σv ⊠ Θ
ψv
Vv
(σv), where Θ
ψv
Vv
(σv) is a representation of G
+(Vv). We say that
ΘψvVv (σv) is zero if σv does not occur as a quotient of ω
ψv
Vv
. Let θψvVv (σv) be
the maximal semisimple quotient of ΘψvVv (σv). Then θ
ψv
Vv
(σv) is either zero or
irreducible by the Howe conjecture.
It turns out that there is a natural Sp2l(F )-invariant map Θ : ω
ψ
V →
C. Let σ be an irreducible genuine cuspidal automorphic representation of
Mp(W1)A. For h ∈ σ and φ ∈ ωψV we set
θψV (g;h, φ) =
∫
SL2(F )\SL2(A)
h(g˜)Θ(ωψV (g˜, g)φ) dg˜.
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Then θψV (h, φ) is an automorphic form on G
+(V ). We write θψV (σ) for the
subspace of the space of automorphic forms on G+(V ) spanned by θψV (h, φ)
for all h ∈ σ and φ ∈ ωψV .
The first part of the following proposition is a simple consequence of the
Howe conjecture. The second part can be deduced from the Rallis inner
product formula.
Proposition 8.1 (Proposition 2.5 and Theorem 2.8 of [2]). Let σ be an
irreducible genuine cuspidal automorphic representation in A00.
(1) If θψV (σ) is nonzero and contained in the space of square-integrable
automorphic forms on G+(V ), then θψV (σ) ≃ ⊗′vθψvVv (σ∨v ).
(2) Assume that l ≥ 5. Then θψV (σ) is nonzero if and only if ΘψvVv (σv) is
nonzero for all v.
8.2. The work of Waldspurger. Let A00 denote the space of genuine
cusp forms on Mp(W1)A orthogonal to elementary theta series of the Weil
representation ωψη for any η ∈ F×. This space A00 satisfies multiplicity one
but does not satisfy strong multiplicity one: there are nonequivalent cuspidal
automorphic representations σ and σ′ whose local components are equivalent
for almost all places. We say that such σ and σ′ are nearly equivalent.
Waldspurger has described the near equivalence classes of representations
in A00. In his papers [21, 22] he defined a surjective map Wdψv from the set
of irreducible admissible genuine unitary representations of Mp(W1)v which
are not equivalent to ωψ
η
v
+ for any η ∈ F×v to the set of irreducible infinite
dimensional unitary representations of PGL2(Fv). If σv is such a represen-
tation of Mp(W1)v, then precisely one of the representations θ
ψv
V +v
(σv) and
θψv
V −v
(σv) is nonzero, where V
+
v (resp. V
−
v ) stands for a three dimensional
split (resp. anisotropic) quadratic space over Fv of discriminant 1. We
set Wdψv (σv) = θ
ψv
V +v
(σv), provided that it is nonzero. Otherwise the rep-
resentation Wdψv(σv) corresponds to θ
ψv
V −v
(σv) via the Jacquet-Langlands
correspondence.
Given an irreducible infinite dimensional unitary representation πv of
PGL2(Fv), we put Π
ψv(πv) = Wd
−1
ψv
(πv). If πv is a discrete series, then
#Πψv(πv) = 2. Otherwise Π
ψv(πv) is a singleton. In the first case the set
Πψv(πv) has a distinguished element σ
ψv
+ (πv), which is characterized by the
fact that σψv+ (πv) ⊗ πv is a quotient of the Weil representation ωψvV +v . The
other element of Πψvπv will be denoted by σ
ψv
− (πv): it is characterized by the
fact that σψv− (πv)⊗ πv is a quotient of ωψvV −v . In the second case we shall let
σψv+ (πv) be the unique element in Π
ψv (πv), and set σ
ψv
− (πv) = 0. This par-
tition of representations of Mp(W1)v into packets and their parametrization
in terms of representations of PGL2(Fv) depend on the choice of ψv. But it
is quite explicit.
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Proposition 8.2 (Propositions 4, 5, 9 of [22]). (1) If πv is an irreducible
principal series I(µv, µ
−1
v ), then σ
ψv
+ (πv) ≃ Iψv1 (µv).
(2) If πv ≃ A(α1/2, α−1/2), then σψv− (πv) ≃ Aψv1 (α1/2).
(3) If µ2v = α, µv 6= α1/2 and πv ≃ A(µv , µ−1v ), then σψv+ (πv) ≃ Aψv1 (µv).
(4) If v ∈ S∞ and πv is a discrete series with extremal weight ±2κv,
then σψv+ (πv) is the holomorphic discrete series representation with
lowest weight κv +
1
2 .
Bear in mind the assumption that ψv = e|Fv for v ∈ S∞. Given an
irreducible cuspidal automorphic representation π = ⊗′vπv of PGL2(A), we
define a set of irreducible unitary representations of Mp(W1)A by
Πψ(π) = {⊗′vσψvǫv (πv) | ǫv ∈ {±}, and for all most all v, ǫv = +}.
For given σ = ⊗′vσψvǫv (πv) ∈ Πψ(π), we set ǫ(σ) =
∏
v ǫv. Corollaries 1 and
2 on p. 286 of [22] say that
(8.1) A00 ≃ ⊕π ⊕σ∈Πψ(π): ǫ(σ)=ε(1/2,π) σ,
where the sum ranges over all irreducible cuspidal automorphic representa-
tions π of PGL2(A) such that L(1/2, π ⊗ χˆt) 6= 0 for some t ∈ F×.
This theory includes the special case of Theorem 1.1 in which m = 1.
Lemma 8.3. Aψf1 (µf ) appears in C
(1)
(2κ+1)/2 if and only if A(µf , µ
−1
f
) appears
in C2κ and µf (−1)(−1)
∑
v∈S∞
κv = 1.
Proof. For ℓ ∈ Z we denote for the discrete series representation of PGL2(R)
with extremal weight ±2ℓ by D2ℓ and the holomorphic discrete series rep-
resentation of the real metaplectic group of rank 1 with lowest weight ℓ+ 12
by Dℓ+1/2. Put
π = (⊗v∈S∞D2κv )⊗A(µf , µ−1f ), σ = (⊗v∈S∞D(2κv+1)/2)⊗Aψf1 (µf ).
If σ is a cuspidal automorphic representation, then so is π = ⊗′vWdψv (σv).
Let S′πf be the set of nonarchimedean primes v of F such that µv = α
1/2.
Put k = #S′πf . Then
ε(1/2, π) = µf (−1)(−1)k+
∑
v∈S∞
κv .
Proposition 8.2 says that
σ ≃ {⊗v∈S′pif σ
ψv
− (πv)} ⊗ {⊗′v/∈S′pi
f
σψv+ (πv)} ∈ Πψ(π),
Thus ǫ(σ) = ǫ(1/2, π) if and only if µf (−1)(−1)
∑
v∈S∞
κv = 1. We have the
desired conclusion by (8.1). 
Remark 8.4. Lemma 8.3 is consistent with Lemma 5.4(3).
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8.3. Construction of an embedding Aψfm (µf ) →֒ C(m)(2m+κ)/2. We hereafter
assume that m > 1. Fix R ∈ Sym+m−1. Corollary 7.5 gives a Mp(W1)f -
intertwining surjective homomorphism
(8.2) βψfR = ⊗v/∈S∞βψvR : Aψfm (µf )⊗ ωψfR ։ Aψf1 (µf χˆdetRf ).
We associate to φ ∈ S(Xm−1(Af )) the function φR = φ ⊗ (⊗v∈S∞ϕR) ∈
S(Xm−1(A)) and the theta function on Jm−1(F )\Jm−1(A) defined by
Θ(ωψR(vg˜
′)φR) =
∑
l∈Xi(F )
(ωψR(vg˜
′)φR)(l) (v ∈ Nm−1(A), g˜′ ∈ Mp(W1)A).
The (R,φ)th Fourier-Jacobi coefficient of F ∈ T(m)ℓ is defined by
FRφ (g˜′) =
∫
Ni(F )\Ni(A)
F(s(v)g˜′)Θ(ωψR(vg˜′)φR) dv.
Lemma 7.7 gives a nonzero constant CR such that
(8.3) F(2κ+m)/2(h, {cξ})Rφ = CRF(2κ+1)/2(βψfR (h⊗ φ¯), {cR⊕t})
for all {cξ} ∈ T (m)(2κ+m)/2(µf ) and h ∈ Aψfm (µf ).
Lemma 8.5. If {ct} ∈ C(1)(2κ+1)/2(µf ), then {cη det ξ} ∈ C
(m)
(2κ+m)/2(µf χˆ
η
f
) for
all m and η ∈ F×+ .
Proof. The series iηm(h) = F(2κ+m)/2(h, {cη det ξ}) is convergent for all h ∈
Aψfm (µf χˆ
η
f
) by Lemma 4.4 and the estimate of {ct} given in Proposition A.6.4
of [16], and so by Lemma 5.4(2) iηm(A
ψf
m (µf χˆ
η
f
)) ⊂ T(m)(2κ+m)/2. Lemma 5.4(5),
(8.2) and (8.3) show that
iηm(h)
R
φ = i
η detR
1 (β
ψf
R (h⊗ φ¯)) ∈ C(1)(2κ+1)/2
for all R ∈ Sym+m−1 and φ ∈ S(Xm−1(Af )). Lemma 7.7 therefore concludes
that iηm(A
ψf
m (µf χˆ
η
f
)) ⊂ C(m)(2κ+m)/2. 
8.4. Some lemma on quadratic forms. Put
S πfm = {ξ ∈ Sym+m | L(1/2, πf ⊗ χˆdet ξf ) 6= 0, χˆdet ξv 6= µvα−1/2 for v ∈ Sπf}.
Lemma 8.6. If C
(1)
(2κ+1)/2
(µf ) 6= {0} and Ξ ∈ S πf3 represents t1, t2 ∈ F×+ ,
then there are a quadratic form S ∈ Sym+2 representing t1 and represented
by Ξ and a quadratic form T ∈ S πf3 representing both S and t1 ⊕ t2.
Proof. Choose vectors x, y ∈ F 3 such that Ξ[x] = t1 and Ξ[y] = t2. If
Ξ(x, y) = txΞy = 0, then we can take S = t1 ⊕ t2 and T = Ξ. Suppose that
Ξ(x, y) 6= 0. Define functions S : F 3 → Sym2(F ) and T : F 3 → Sym3(F ) by
S(z) =
(
Ξ(x, x) Ξ(x, z)
Ξ(x, z) Ξ(z, z)
)
, T (z) =
Ξ(x, x) Ξ(x, z) 0Ξ(x, z) Ξ(z, z) Ξ(y, z)
0 Ξ(y, z) Ξ(y, y)
 .
31
Clearly, S(z) and T (z) fulfill all the requirements besides the condition that
T (z) ∈ S πf3 . We define a quadratic form Q of three variables by
Q[z] = detT (z) = Ξ(x, x)Ξ(y, y)Ξ(z, z) − Ξ(y, y)Ξ(x, z)2 − Ξ(x, x)Ξ(y, z)2.
By a direct calculation detQ = − detΞ · Ξ(x, x)2Ξ(y, y)2Ξ(x, y)2 ∈ −F×+ .
Let SQ be the set of places of F at which Q is anisotropic. If z 6= 0 and
Ξ(x, z) = Ξ(y, z) = 0, then Q[z] = Ξ(x, x)Ξ(y, y)Ξ(z, z) ∈ F×+ . Thus SQ
consists of finite primes. Since T (z) ≃ t1 ⊕ t2 ⊕ (t1t2)−1Q[z], if Q[z] ∈ F×+ ,
then T (z) is totally positive definite. Then Q represents any element t ∈ F×+
such that t /∈ (detΞ)F×2v for all v ∈ SQ. Let π be as in the proof of
Lemma 8.3. Take η ∈ F×πf such that η /∈ (detΞ)F×2v for all v ∈ SQ. Since
ε(1/2, π ⊗ χˆη) = 1, for any ǫ > 0, Theorem 4 of [22] gives t ∈ F×+ which
satisfies |t− η|v < ǫ and such that L(1/2, π ⊗ χˆt) 6= 0. 
Lemma 8.7. Suppose that C
(1)
(2κ+1)/2(µf ) 6= {0}. For ξ0, ξ3 ∈ S πfm there are
ξ1, ξ2 ∈ S πfm and R1, R2, R3 ∈ Sym+m−1 such that Ri is represented by both
ξi−1 and ξi for all i = 1, 2, 3.
Proof. If m ≥ 3, then ξ0 ⊕ (−ξ3) must have a totally isotropic subspace of
dimension m− 2 and hence there are ξ ∈ Sym+m−2 and ξ′0, ξ′3 ∈ S
π
f
⊗χˆξ
f
2 such
that ξ0 ≃ ξ ⊕ ξ′0 and ξ3 ≃ ξ ⊕ ξ′3. We may therefore assume that m = 2.
Set Ξ = 1⊕ξ0 and Ξ′ = 1⊕ξ3. Choose R2 ∈ F×+ represented by Ξ and Ξ′.
Applying Lemma 8.6 to Ξ, 1 and R2, we find a quadratic form S ∈ Sym+2
representing 1 and represented by Ξ and find a quadratic form T ∈ S πf3
representing both S and 1⊕R2. Put R1 = detS. Then S ≃ 1⊕R1. There
is ξ1 ∈ S πf2 such that T ≃ 1 ⊕ ξ1. Then ξ1 represents R2. Since both
Ξ = 1 ⊕ ξ0 and T ≃ 1 ⊕ ξ1 represent S ≃ 1 ⊕ R1, both ξ0 and ξ1 represent
R1. Similarly, we can find a quadratic form ξ2 ∈ S πf2 representing R2 and
find a totally positive element R3 represented by both ξ2 and ξ3. 
8.5. Multiplicity of Aψfm (µf ). In light of Lemma 5.4(1), giving a Mp(Wm)f -
intertwining map from Aψfm (µf ) into C
(m)
(2κ+m)/2(µf ) is equivalent to giving
complex numbers {cξ}ξ∈Sympifm ∈ C
(m)
(2κ+m)/2. We now prove a stronger result.
Lemma 8.8. Suppose that there is a Mp(Wm)f -intertwining embedding i :
Aψfm (µf ) →֒ C(m)(2κ+m)/2. Then µf (−1)(−1)
∑
v∈S∞
κv = 1, A(µ
f
, µ−1
f
) occurs in
C2κ and there is {ct} ∈ C(1)(2κ+1)/2(µf ) such that i(h) = F(2κ+m)/2(h, {cdet ξ})
for all h ∈ Aψfm (µf ). In particular, dimC(m)(2κ+m)/2(µf ) = 1.
Proof. As mentioned above, Lemma 5.4(1) gives 0 6= {cξ} ∈ C(m)(2κ+m)/2(µf )
such that i(h) = F(2κ+m)/2(h, {cξ}). Hence 0 6= {cR⊕t} ∈ C(1)(2κ+1)/2(µf χˆdetRf )
for all R ∈ Sym+m−1 by (8.2) and (8.3). This together with Lemma 8.3 proves
one implication of Theorem 1.1.
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Fix a basis vector {et} of the one dimensional vector space C(1)(2κ+1)/2(µf ).
For each R ∈ S+m−1 Lemma 5.4(5) gives a nonzero complex number δR
such that cR⊕t = δRet detR for all t ∈ F×π
f
⊗χˆdetR
f
. Let ξ ∈ Symπfm . Take
a ∈ GLm(F ) such that ξ = (R⊕ t)[a]. Then
cξ = δRet detRµf (det a)
−1 ∏
v∈S∞
sgnv(det a)
κv = δRet detR(det a)2 = δRedet ξ
by Lemma 5.4(2). Lemma 5.4(6) tells us that cξ 6= 0 if and only if ξ ∈ S πfm .
Lemma 8.7 now says that
cξ0
edet ξ0
= δR1 =
cξ1
edet ξ1
= δR2 =
cξ2
edet ξ2
= δR3 =
cξ3
edet ξ3
for all ξ0, ξ3 ∈ S πfm , which completes our proof. 
9. Transfer to inner forms
We retain the notation of §2.4. Thus V = Fe⊕VD⊕Fe′ and G+(V ) ≃ G1.
In the first half of this section we switch to a local setting. Thus F = Fv is
a local field of characteristic zero.
9.1. The Schro¨dinger model vs. the mixed model. The Weil repre-
sentation ωψV can be realized on S(V ) and has the following formulas:
(ωψV (ζm˜(t))Φ)(v) = ζγ
ψ(t)|t|5/2Φ(tv),(9.1)
(ωψV (n˜(b))Φ)(v) = ψ(bqV (v))Φ(v),(9.2)
(ωψV (β)Φ)(v) = Φ(ϑ(β)
−1v)(9.3)
for ζ ∈ µ2, t ∈ F×, b ∈ F , β ∈ G1 and v ∈ V . Since the map
(FΦ)(x;u, u′) =
∫
F
Φ(re+ x+ ue′)ψ(ru′) dr
is a C-linear isomorphism from S(V ) onto S(VD ⊕ F 2), we can define the
action ΩψV of Mp(W1)× G1 on S(VD ⊕ F 2) so that
ΩψV (g˜, g)FΦ = F (ω
ψ
V (g˜, g)Φ), (g˜, g) ∈Mp(W1)× G1.
The following formulas are derived easily or read of from Lemma 46 of [22]:
(ΩψV (d(t)m(A))ϕ)(x;u, u
′) = |tν(A)|ϕ(A−1xA; tν(A)u, tν(A)u′),(9.4)
(ΩψV (n(z))ϕ)(x;u, u
′) = ψ(−(τ(zx) − uν(z))u′)ϕ(x− uz;u, u′),(9.5)
(ΩψV (m˜(t))ϕ)(x;u, u
′) = γψ(t)|t|3/2ϕ(tx; tu, t−1u′),(9.6)
(ΩψV (n˜(b))ϕ)(x;u, u
′) = ψ(−bν(x))ϕ(x;u, u′ + ub),(9.7)
(ΩψV (s(J))ϕ)(x;u, u
′) = γψD
∫
D−
ϕ(y;−u′, u)ψ(τ(xy)) dy(9.8)
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for A ∈ D×; t ∈ F×; z, x ∈ D− and b, u, u′ ∈ F , where γψD is a certain 8th
root of the unitary and dy is the self-dual Haar measure on D− with respect
to the Fourier transform defined by
(FDφ)(x) =
∫
D−
φ(y)ψ(τ(xy)) dy, φ ∈ S(D−).
Remark 9.1. Note that n2(z) = n(−z) in the notation of [22].
9.2. Compatibility of Jacquet integrals. We first discuss the nonar-
chimedean case.
Lemma 9.2. Let h ∈ Iψ1 (µ) and Φ ∈ S(V ). If σ(µ) > −32 , then the integral
Γψ(g;h ⊗ Φ) = L(3/2, µχˆ−1)−1
∫
U1\SL2(F )
h(g˜)(ωψV (g˜, g)Φ)(e) dg˜
is absolutely convergent. It gives a Mp(W1)-invariant and G1-intertwining
map Γψ : Iψ1 (µ)⊗ ωψV → J1(µχˆ−1). If F is not dyadic, D ≃ M2(F ), ψ is of
order 0, µ is unramified, Φ is the characteristic function of oe ⊕ R1 ⊕ oe′
and h(k) = 1 for all k ∈ SL2(o), then Γψ(12;h⊗ Φ) = 1.
Proof. The integral defining Γψ(g;h ⊗ Φ) makes sense by (9.2) and equals∫
F×
∫
SL2(o)
h(m˜(a)k)(ωψV (m˜(a)k, g)Φ)(e)|a|−2 dadk
=
∫
F×
∫
SL2(o)
χˆ−1(a)µ(a)|a|3/2h(k)(ωψV (k, g)Φ)(ae) dk da
by (9.1) and (5.1). It is absolutely convergent for σ(µ) > −32 . It follows
from (9.1), (9.4) and Lemma 2.1 that for A ∈ D×, t ∈ F× and z ∈ D−
L(3/2, µχˆ−1)Γψ(d(t)m(A)n(z)g;h ⊗ Φ)
=
∫
U1\SL2(F )
h(g˜)(ωψV (g˜, g)Φ)(t
−1ν(A)−1e) dg˜
=(χˆ−1µα7/2)(tν(A))
∫
U1\SL2(F )
h(m˜(tν(A))−1g˜)(ωψV (m˜(tν(A))
−1g˜, g)Φ)(e) dg˜
=(χˆ−1µα3/2)(tν(A))L(3/2, µχˆ−1)Γψ(g;h ⊗ Φ).
Therefore Γψ(h⊗ Φ) ∈ J1(µχˆ−1). 
Lemma 9.3. Let h ∈ Iψ1 (µ), Φ ∈ S(V ) and Ξ ∈ Dnd− . Put ϕ = FΦ ∈
S(VD ⊕ F 2). If σ(µ) > −32 , then
Γψ(J2;h⊗ Φ) = L(3/2, µχˆ−1)−1
∫
SL2(F )
h(g˜)(ΩψV (g˜)ϕ)(0; 1, 0) dg˜ .
Proof. The product L(3/2, µχˆ−1)Γψ(J2;h⊗Φ) equals∫
U1\SL2(F )
h(g˜)(ωψV (g˜, J2)Φ)(e) dg˜ =
∫
U1\SL2(F )
h(g˜)(ωψV (g˜)Φ)(e
′) dg˜
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by (9.3) and Lemma 2.1. The Fourier inversion says that
(F−1ϕ)(re+ x+ r′e′) =
∫
F
ϕ(x; r′, u)ψ(−ru) du.
We use this formula and (9.7) to see that the left hand side equals∫
U1\SL2(F )
h(g˜)F−1(ΩψV (g˜)ϕ)(e
′) dg˜
=
∫
U1\SL2(F )
h(g˜)
∫
F
(ΩψV (g˜)ϕ)(0; 1, u) dudg˜
=
∫
U1\SL2(F )
h(g˜)
∫
F
(ΩψV (n˜(u)g˜)ϕ)(0; 1, 0) dudg˜.
We combine the integrals over U1 and U1\SL2(F ) into an integral over
SL2(F ) to obtain the stated formula. The integral thus obtained equals∫
SL2(o)
∫
F×
∫
F
|a|µ(a)h(k)|a|3/2χˆ−1(a)(ΩψV (k)ϕ)(0; a, ua−1)|a|−2 dudadk
and converges absolutely for σ(µ) > −32 , which justifies all the manipula-
tions. 
Lemma 9.4. Notation being as in Lemma 9.3, there is a constant C which
is independent of Ξ and such that wµχˆ
−1
Ξ (Γ
ψ(h⊗Φ)) is equal to
C|ν(Ξ)|1/4
∫
U1\SL2(F )
wµν(Ξ)(̺(g˜)h)(Ω
ψ
V (g˜)ϕ)(−Ξ; 0, 1) dg˜.
Proof. By Lemma 9.3 we can write wµχˆ
−1αs
Ξ (Γ
ψ(h(s)⊗Φ)) as the product of
|ν(Ξ)|3/4 L(2s+ 1, µ
2)
L
(
s+ 12 , µχˆ
−1χˆΞ
) = |ν(Ξ)|1/4 · |ν(Ξ)|1/2L(2s+ 1, µ2)
L
(
s+ 12 , µχˆ
ν(Ξ)
)
and the integral∫
D−
∫
SL2(F )
h(s)(Jg˜)(ΩψV (Jg˜,n(z))ϕ)(0; 1, 0)ψ
Ξ (z) dg˜dz
=
∫
D−
∫
SL2(F )
h(s)(Jg˜)(ΩψV (Jg˜)ϕ)(−z; 1, 0)ψ(−τ(Ξz)) dg˜dz
by (9.5). Since the double integral is absolutely convergent for ℜs≫ 0, we
may interchange the order of integration. Using (9.8) and (9.7), we get
1
γψD
∫
SL2(F )
h(s)(Jg˜)(ΩψV (J
2g˜)ϕ)(Ξ; 0,−1) dg˜
=
γψ(−1)
γψD
∫
SL2(F )
h(s)(Jg˜)(ΩψV (g˜)ϕ)(−Ξ; 0, 1) dg˜
=
γψ(−1)
γψD
∫
U1\SL2(F )
∫
F
h(s)(J n˜(b)g˜)ψν(Ξ)(b) db (ΩψV (g˜)ϕ)(−Ξ; 0, 1) dg˜.
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The outer integral converges absolutely for all s. The proof is complete by
evaluating the equality at s = 0. 
Corollary 9.5. (1) If −12 < σ(µ) < 12 , then Γψ(Iψ1 (µ)⊗ωψV ) = J1(µχˆ−1).
(2) If µ2 = α, then Γψ(Aψ1 (µ)⊗ ωψV ) = A1(µχˆ−1).
Proof. If χˆΞ = µχˆ−1α−1/2, then χˆν(Ξ) = µα−1/2, and hence
wµχˆ
−1
Ξ (Γ
ψ(h⊗ Φ)) = 0
for all h ∈ Aψ1 (µ) and Φ ∈ ωψV by Proposition 5.1(3) and Lemma 9.4. We can
therefore infer from Proposition 3.1(3) that Γψ(Aψ1 (µ) ⊗ ωψV ) ⊂ A1(µχˆ−1).
Employing Proposition 5.1 again, we can take Ξ ∈ Dnd− and a test vector h
for which wµν(Ξ)(h) 6= 0. If ϕ = ϕ′ ⊗ ϕ′′ with ϕ′ ∈ S(VD) and ϕ′′ ∈ S(F 2),
then we obtain
wµχˆ
−1
Ξ (Γ
ψ(h⊗ Φ)) = C|ν(Ξ)|1/4
∫
F
∫
F\{0}
ϕ′′(c, a)
× wµν(Ξ)
(
̺
((
a−1 0
c a
))
h
)(
ωψVD
((
a−1 0
c a
))
ϕ′
)
(−Ξ) dadc
by rewriting the formula in Lemma 9.4, where da and dc are Haar measures
on F . This integral can be made nonzero by choosing ϕ′′ to be supported
in a small neighborhood of (0, 1). Thus Γψ is nonzero, which verifies the
claimed results as the target spaces are irreducible. 
Remark 9.6. Corollary 9.5 implies that
θψV (I
ψ
1 (µ)
∨) ≃ J1(µχˆ−1), θψV (Aψ1 (µ)∨) ≃ A1(µχˆ−1).
This result is stated in Propositions 5.2 and 6.3 of [2].
In Lemma 7.6 of [5] Ichino explicitly constructed a Schwartz function
Λ ∈ S(VD ⊕ R2) with the following property.
Lemma 9.7. Suppose that F = R and D ≃ M2(R). There is Λ ∈ S(VD⊕R2)
such that for all Ξ ∈ D+−
W
(ℓ)
Ξ (g) = 2
ℓν(Ξ)1/4
∫
U1\SL2(R)
W
(ℓ−1/2)
ν(Ξ) (g˜)(Ω
ψ
V (g˜, g)Λ)(−Ξ; 0, 1) dg˜
and for all Ξ ∈ −D+−∫
U1\SL2(R)
W
(ℓ−1/2)
ν(Ξ) (g˜)(Ω
ψ
V (g˜, g)Λ)(−Ξ; 0, 1) dg˜ = 0.
9.3. Fourier coefficients for Saito-Kurokawa liftings. Let F be a to-
tally real number field and D a totally indefinite quaternion algebra over
F . We denote by ωψV ≃ ⊗′vωψvVv the Schro¨dinger model of the global Weil
representation and by ΩψV its mixed model. These models are related by the
intertwining map F : S(V (A)) → S(VD(A) ⊕ A2). We write ωψfV and ΩψfV
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for their finite parts. For Φ ∈ S(V (Af )) we define a Schwartz function ΦΛ
on V (A) by
ΦΛ(x) = Φ(xf )
∏
v∈S∞
(F−1v Λ)(xv), x = (xv) ∈ V (A).
Taking Lemma 9.2 and Corollary 9.5 into account, we define a surjective
homomorphism
(9.9) Γψf = ⊗v/∈S∞Γψv : Aψf1 (µf )⊗ ωψfV ։ A1(µf χˆ−1f ).
The following result is nothing but Lemma 47 of [22] (cf. Remark 9.1).
Lemma 9.8. If F ∈ A00, ϕ ∈ S(VD(A)⊕ A2) and 0 6= Ξ ∈ D−(F ), then
WΞ(θ
ψ
V (F , ϕ)) =
∫
U1(A)\SL2(A)
Wν(Ξ)(g˜,F)(ΩψV (g˜)ϕ)(−Ξ; 0, 1) dg˜.
Lemma 9.9. If 0 6= {ct}t∈F×pi
f
∈ C(1)(2κ+1)/2(µf ), then
0 6= {cν(Ξ)}
Ξ∈Dpif⊗χˆ
−1
f
−
∈ C1κ+1(µf χˆ−1f ).
Proof. We have F(2κ+1)/2(h, {ct}) ∈ C(1)(2κ+1)/2 for all h ∈ Aψf1 (µf ) by as-
sumption. We consider its Saito-Kurokawa lift
θψV (g;F(2κ+1)/2(h, {ct}),ΦΛ) =
∑
Ξ∈D−(F )
WΞ(g, θ
ψ
V (F(2κ+1)/2(h, {ct}),ΦΛ)).
Anti-holomorphic discrete series representations of Mp(W1)v do not occur
in the quotient of the Weil representation ωψvVDv
for v ∈ S∞. Consequently,
θψVD
(
C
(1)
(2κ+1)/2
)
= {0}, and so by the tower property, the space θψV
(
C
(1)
(2κ+1)/2
)
consists of cuspidal automorphic forms on G1. It follows that
W0(θ
ψ
V (F(2κ+1)/2(h, {ct}),ΦΛ)) = 0.
Lemmas 9.7 and 9.8 show that
WΞ(θ
ψ
V (F(2κ+1)/2(h, {ct}),ΦΛ)) = 0
unless Ξ ∈ Dπf⊗χˆ
−1
f− , in which case Lemma 9.4 gives a nonzero constant C
which is independent of Ξ and such that
WΞ(g∞, θ
ψ
V (F(2κ+1)/2(h, {ct}),ΦΛ)) = Ccν(Ξ)W (κ+1)Ξ (g∞)w
µ
f
χˆ−1
f
Ξ (Γ
ψf (h,Φ)).
We conclude that
θψV (g;F(2κ+1)/2(h, {ct}),ΦΛ) = CFκ+1(g∞; Γψf (h, ωψfV (gf )Φ), {cν(Ξ)})
for all h ∈ Aψf1 (µf ) and Φ ∈ S(V (Af )). We therefore see by (9.9) that
Fκ+1(f, {cν(Ξ)}) ∈ G1κ+1 ⊂ C1κ+1 for all f ∈ A1(µf χˆ−1f ). The map f 7→
Fκ+1(f, {cν(Ξ)}) is nonzero by Proposition 8.1(2) and Remark 9.6. 
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9.4. End of the proof of Theorem 6.1. Let {ct}t∈F×pif ∈ C
(1)
(2κ+1)/2(µf ).
Fix η ∈ F×+ . Put cB = cην(B) for B ∈ Sπf⊗χˆ
(−1)nη
f
n . Thanks to the esti-
mate of Fourier coefficients given in Proposition A.6.4 of [16], we can in-
voke Lemma 4.4 to guarantee convergence of the series Fκ+n(f, {cB}) for
f ∈ An(µf χˆ(−1)
nη
f
). Moreover, {cB} ∈ T nκ+n(µf χˆ(−1)
nη
f
) by Lemma 5.4(2),
(5). Note that {cην(S)t}t ∈ C(1)(2κ+1)/2(µf χˆ
ην(S)
f
) by Lemma 5.4(5). Since
{cην(S)ν(Ξ)}
Ξ∈Dpif⊗χˆ
−ην(S)
f
−
∈ C1κ+1(µf χˆ−ην(S)f ) = C1κ+1(µf χˆ(−1)
nη
f
χˆSf )
for all S ∈ S+n−1 by Lemma 9.9, our proof is complete by Lemma 7.8.
Remark 9.10. When D(F ) ≃ M2(F ), we have reproved Theorem 1.2.
10. Translation to classical language
The norm and the order of a fractional ideal of o are defined byN(pkv) = q
k
v
and ordv p
k
v = k. We denote the different of F/Q by d, the Dedekind zeta
function of F by ζF (s) and the product of all the prime ideals of o ramified
in D by eD. Put
Γn[d] =
{(
a b
c d
)
∈ Gn(F )
∣∣∣∣ a, d ∈ Mn(O), b ∈ d−1Mn(O), c ∈ dMn(O)} ,
R+n = {B ∈ S+n | τ(Bz) ∈ o for all z ∈ Sn(F ) ∩Mn(O)}.
For t ∈ F× and B ∈ S+n we denote the conductors of χˆt and χˆB by dt and
dB , respectively, and define rational numbers ft, DB and fB by
ft =
√
|NF/Q(t)|
N(dt)
, DB = N(e
D)2[(n+1)/2]NF/Q(ν(2B)), fB =
√
DB
N(dB)
.
We write t ≡  (mod 4) if there is y ∈ o such that t ≡ y2 (mod 4).
For t ∈ F× and a finite prime v we define f tv ∈ Z by f tv = 12(ordv t −
ordv d
t). We define Ψ(t,X) ∈ C[X +X−1] by
Ψv(t,X) =
{
Xf
t
v+1−X−ftv−1
X−X−1 +
(
L
(
1
2 , χˆ
t
v
)−1−1)Xftv−X−ftv
X−X−1 if f
t
v ≥ 0,
0 if f tv < 0.
For B ∈ Sndn we set F˜v(B,X) = X−f
B
v Fv(B, q
−(2n+1)/2
v X), where
fBv = f
(−1)nν(2B)
v +
{
0 if v ∤ eD,[
n+1
2
]
otherwise.
For simplicity we consider the parallel weight case. Let κ be an in-
teger greater than one such that d(κ + n) is even. Suppose that πf ≃
⊗′v/∈S∞I(αsv , α−sv ) appears in S2κ. Then πf is isomorphic as a Hecke mod-
ule to a certain subspace of the space C
(1)
(2κ+1)/2 by the works of Shimura and
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Waldspurger among others. Theorems 9.4, 10.1 and 13.5 of [3] give a Hecke
eigenform h ∈ C(1)(2κ+1)/2 whose Fourier expansion is given by
h(Z) =
∑
t∈o∩F×+ , (−1)nt≡ (mod 4)
c(t)e∞(tZ)fκ−1/2(−1)nt
∏
v/∈S∞
Ψv((−1)nt, qsvv ).
A holomorphic function F on Hdn is called a Hilbert-Siegel cusp form of
weight ℓ with respect to Γn[d] if F|ℓγ = F for all γ ∈ Γn[d] and F|ℓγ has
a Fourier expansion of the form (1.1) for all γ ∈ Gn(F ). We extend c to
a function on F×+ /F
×2
+ when D 6≃ M2(F ). One can obtain the following
explicit result from Theorem 6.1 and Lemma 3.4, which is a strengthening
of Theorems 3.2 and 3.3 of [7].
Theorem 10.1. Notations and assumptions being as above, we define a
function F : Hdn → C by
F(Z) =
∑
B∈R+n
c(ν(2B))e∞(τ(BZ))f
κ−1/2
B
∏
v/∈S∞
F˜v(B, q
sv
v ).
Then F defines a cuspidal Hecke eigenform of weight κ+ n with respect to
Γn[d] whose standard (partial) L-function is equal to
ζe
D
F (s)
2n∏
i=1
Le
D
(
s+ n− i+ 1
2
, π
)
,
where ζe
D
F and L
eD are defined with Euler factors for primes in eD removed.
When n = 1 and F = Q, this lifting is explicitly computed in [14, 18].
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