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Abstract
This paper considers the large sample behavior of the maximum
likelihood estimator of random eﬀects models. Consistent estimation
and asymptotic normality as N and/or T grows large is established
for a comprehensive speciﬁcation which allows for serial correlation
in the form of AR(1) for the idiosyncratic or time-speciﬁc error com-
ponent. The consistency and asymptotic normality properties of all
commonly used random eﬀects models are obtained as special cases
of the comprehensive model. When N or T → ∞ only a subset of the
parameters are consistent and asymptotic normality is established for
the consistent subsets.
Keywords: Panel data; error components; consistency; asymptotic
normality; maximum likelihood.




Ever since the seminal work of Balestra and Nerlove (1966) there has been
a large interest in and use of random eﬀects models. An important further
development was the generalization of the one-way model with individual ef-
fects to allow for serial correlation by Lillard and Willis (1978). This model
captures correlation in the data at the individual level and has been elabo-
rated by, among others, Anderson and Hsiao (1982), MaCurdy (1982) and
Baltagi and Li (1991, 1994) . This is, however, not the only conceivable
source of correlation. It is quite reasonable to expect random time eﬀects to
be correlated as well — reﬂecting serial correlation in the variables driving
unobserved time speciﬁc heterogeneity. There are, consequently, a number
of variations on random eﬀects models allowing for correlation in the time
eﬀect. King (1986) studies a one-way model with serially correlated time
eﬀects, Magnus and Woodland (1988) consider a one-way model with both
serially correlated time eﬀects and idiosyncratic errors in a multivariate set-
ting and Revankar (1979) proposed a two-way model with serially correlated
time eﬀects. Recently Karlsson and Skoglund (2000) derived a straightfor-
ward maximum likelihood estimator as well as hypothesis tests for the latter
model.
While random eﬀects models with serial correlation in the error compo-
nents are being used extensively in empirical work the theoretical aspects
are less well developed. Anderson and Hsiao (1982) consider the consis-
tency properties of the one-way model with individual eﬀects and serially
correlated idiosyncratic eﬀects. Amemiya (1971) proves the consistency and
asymptotic normality of the maximum likelihood estimator of the standard
two-way model as both N and T grows large. This paper extends the work
of Anderson and Hsiao and Amemiya by establishing the asymptotic proper-
ties of a comprehensive random eﬀects speciﬁcation which nests the one-way
models with serial correlation as well as the two-way model with serial cor-
relation.
In contrast to the earlier literature we consider both consistency and
asymptotic normality with traditional large N and ﬁxed T as well as with
large T ﬁxed N and both N and T large. We also pay special attention
to the eﬀects of including time or individual-invariant explanatory variables
in the model. This leads to several new results for the standard one- and
two-way models as well as the more general model with serially correlated
error components.
2More speciﬁcally, the model of interest is







εit = µi + λt + vit
with λt an AR(1),
λt = ρλλt−1 + ut, (2)
and vit an AR(1),
vit = ρvvit−1 + eit, (3)
where xit varies over both individuals and time, dt is individual-invariant and
hi is time-invariant. If there are no time eﬀects we obtain the one-way model
with individual eﬀects and serially correlated idiosyncratic errors and if there
are no individual eﬀects we obtain the one-way model with both serially
correlated time eﬀects and serially correlated idiosyncratic errors. Setting
ρv = 0 obtains the two-way model with serially correlated time eﬀects and
setting ρλ = 0 obtains a model not discussed previously in the literature.
That is, the two-way model with serially correlated idiosyncratic errors and
independent time eﬀects. The standard one-way models and the standard
two-way model are, of course, nested in this speciﬁcation as well.
The organization of the paper is as follows. Section 2 presents the compre-
hensive speciﬁcation and the corresponding maximum likelihood estimator.
Section 3 derives the asymptotic properties and section 4 concludes with
some ﬁnal remarks. All the proofs are in appendix B.
2 The comprehensive speciﬁcation
In matrix form the comprehensive model is written
y = Zδ + ε
ε = Zµµ + Zλλ + ν
with Zµ = (IN ⊗ jT), Zλ = (jN ⊗ IT), Z = (jNT,X,D,H), where X is
k1-dimensional,D = (jN ⊗ d),d =(d1,...,dT)
0 is k2-dimensional and H =
(h ⊗ jT),h = (h1,...,hN)
0 is k3-dimensional, k =
P3
i=1 ki, δ = (α,β0,τ0,ι0)
0 ,
µ0 = (µ1,.....,µN), λ0 = (λ1,....,λT) and jN is a vector of ones of dimension







, ut ∼ N (0,σ2
u) independent of each other and X, d and h. In
addition we assume that ρλ,ρv ∈ (−1,1).












µ(IN ⊗ JT) + σ
2
u(JN ⊗ Ψλ) + σ
2
e(IN ⊗ Ψv)
where JT = jTj0
T a T × T matrix of ones and σ2
uΨλ is the covariance matrix
of λ and σ2
eΨv is covariance matrix of v.
Let A be the covariance matrix of the one-way model with individual









µ(IN ⊗ JT) + σ
2








Following Baltagi and Li (1991) let C be the Prais-Winsten transforma-




















































0 /(1 − ρv)
and E
α
T = IT − J
α
T with d2 = jα0
T jα
T=α2 + (T − 1), α =
p
(1 + ρv)/(1 − ρv).
We then have
A












C = IN ⊗ A
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= IN ⊗ A


















































































Evaluation of the likelihood requires numerical computation of the deter-
minant and inverse of the T × T matrix IT + Nσ2
uΨλA∗. The elements of
the score for the comprehensive log likelihood (5) are given in appendix A.1
and the information matrix in appendix A.2.
3 Asymptotic properties
The asymptotic analysis is complicated by two features of the model. Due
to the inclusion of autocorrelated error components the likelihood can not be
evaluated analytically. This complicates the proofs but is of little conceptual
importance. Far more interesting, and inherent to random eﬀects models, is
the fact that the likelihood contains terms of diﬀerent orders. The implica-
tions of this has not been explored in detail in the earlier literature and it is
this feature of the model that drives the majority of the results in the paper.
3.1 Assumptions
The following assumptions are suﬃcient for the results





, ut ∼ N (0,σ2
u), eit ∼ N (0,σ2
e) independent of each
other and X, d and h. In addition X, d and h have full column
ranks k1,k2 and k3 respectively where (Xi1,...,XiT,hi) is iid across
i, i = 1,...,N and (X1t,...,XNt,dt) is strictly stationary and ergodic
across t, t = 1,...,T with E |Xjit|
2 < ∞, j = 1,...,k1, E |dlt|
2 < ∞,
l = 1,...,k2 and E |hsi|
2 < ∞, s = 1,...,k3
(b) Θ ≡ {θ : δ0δ ≤ c < ∞,0 < σ2
j,lb ≤ σ2
j ≤ σ2
j,ub,−1 < ρi,lb ≤ ρi ≤
ρi,ub < 1}, where ub,lb denote upper and lower bound respectively and
j = µ,u,e, i = λ,v with θ0 the true parameter vector belonging to the
interior of Θ
(c) The normalized moment matrix, 1
NTZ0Z, converge in probability to a
ﬁnite positive-deﬁnite matrix as N → ∞,T → ∞ or N,T → ∞. In







converge in probability uniformly on Θ to a ﬁnite positive-deﬁnite ma-
trix as N → ∞,T → ∞ or N,T → ∞
5The normality assumption on µi,ut and eit in (a) is certainly not neces-
sary for consistency arguments. It is well-known that maximizing a normal
log-likelihood even though the errors are non-normal will in general give con-
sistent estimates given some moment conditions on µi,ut,eit. Inference is
however more complicated so it is convenient to stay in the Gaussian frame-
work.
Assumptions (b) is standard whereas assumption (c) may require some
clariﬁcation. The ﬁrst part of assumption (c) is the usual moment condi-
tion on the explanatory variables encountered in the asymptotic analysis
of least squares models. The second part is concerned with the quadratic
form, Z0Σ−1Z. It amounts to assuming that the normalized quadratic form,
Υ−1Z0Σ−1ZΥ
−1, have the required limit properties. Lemma B.4 in the ap-
pendix derives the scalings necessary for the block diagonal elements to con-
verge to positive deﬁnite matrices given the assumption on plimZ0Z/NT. It












where Fβ is a vector containing k1
√





N respectively. The second part of assumption (c) is
thus essentially an assumption on the behaviour of the oﬀ-diagonal blocks of
Υ−1Z0Σ−1ZΥ
−1.
Contrary to Amemiya (1971) we do not assume that plimN,T→∞ (jNT,X)
0 Σ−1 (jNT,X)/NT
is non-singular. As can be seen from the normalization (6).this is, in fact,
not true The constant needs a diﬀerent normalization than the ordinary
explanatory variables and to complicate matters further the appropriate nor-
malization depends on the relative rate of increase of N and T. This indicates
a general problem with time-invariant and/or individual-invariant explana-
tory variables and in this sense we can interpret assumption (c) as that the
H and D matrices contain variables with ”suﬃcient variation” in the N
and T dimension respectively. In fact, plimT→∞ H0Σ−1H/T (time-invariant
variables) and plimN→∞ D0Σ−1D/N (individual-invariant) are null matrices
whereas plimT→∞ H0Σ−1H and plimN→∞ D0Σ−1D are random matrices. The
appropriate normalizations of these information elements as both N and T
grows large are 1/N and 1/T respectively and in contrast to the constant
term these normalizations do not depend on the relative rate of increase of
N and T. This illustrates that the behavior of the quadratic form, Z0Σ−1Z,
may diﬀer sharply from that of the ”ordinary form”, Z0Z.
The form of the normalization matrix given in (6) is driven by the struc-
ture of Σ and is diﬀerent for one-way models. For the one-way model with in-
dividual eﬀects D0Σ−1D =Nd0A∗d and hence plimN→∞ D0Σ−1D/N is a ran-
6dom matrix. Similarly in the one-way model with time eﬀects plimT→∞ H0Σ−1H/T
is a random matrix. The appropriate normalizations of the information el-
ements D0Σ−1D, H0Σ−1H are 1/NT and 1/N respectively in the one-way
model with individual eﬀects and 1/T and 1/NT respectively in the one-way
model with time eﬀects. The unique scaling matrix for the one-way model
with individual eﬀects is obtained by letting the ﬁrst diagonal element of Υ
be replaced with
√
N and Fτ a vector containing k2
√
NT. For the time
eﬀects case this matrix is obtained by replacing the ﬁrst element of Υ with √
T and letting Fι be a vector containing k3
√
NT.
For the purpose of giving results for the one-way models we deﬁne Θ(i)










. Correspondingly we deﬁne Θ(t) as






u,ρλ) and replace assumption (b) with
(b(i)) Θ(i) ≡ {θ(i) : δ0δ ≤ c < ∞,0 < σ2
j,lb ≤ σ2
j ≤ σ2
j,ub,−1 < ρv,lb ≤ ρv ≤
ρv,ub < 1}, where ub,lb denote upper and lower bound respectively and
j = µ,e with θ
(i)
0 the true parameter vector belonging to the interior of
Θ(i)
(b(t)) Θ(t) ≡ {θ : δ0δ ≤ c < ∞,0 < σ2
j,lb ≤ σ2
j ≤ σ2
j,ub,−1 < ρi,lb ≤ ρi ≤
ρi,ub < 1}, where ub,lb denote upper and lower bound respectively and
j = u,e, i = λ,v with θ
(t)
0 the true parameter vector belonging to the
interior of Θ(t)
Unless otherwise indicated in the following results for the comprehensive
model use assumptions (a)-(c) and results for the one-way model with in-
dividual eﬀects use assumptions (a), (b(i)), (c). Accordingly, results for the
one-way model with time eﬀects use assumptions (a), (b(t)) and (c).
3.2 Consistency
Our ﬁrst result is for the comprehensive model speciﬁed by the log-likelihood




, θ0 = (δ0,γ0) denote the estimator
and true parameters respectively
Theorem 1 (Comprehensive model)
(i) b θ
p
















on Θ as N → ∞
7(iii) b β
p
→ β0, b τ
p
→τ0 on Θ as T → ∞ and if in addition N ≥ 2, (b σ2










The proof proceeds by examining the probability limit of the log-likelihood
standardized by 1
NT. This method is not useful for dealing with the constant
term but it allows us to prove some global consistency results for the variance
parameters which are not easily obtained otherwise. The asymptotic proper-
ties of the constant term are essentially established in lemma B.4 and lemma






consistent and hence the constant is not consistently estimated if only N or
T → ∞. Note that the inconsistency of the constant does not aﬀect con-
sistency of the
√
N consistent parameters as N → ∞. Nor does it aﬀect
consistency of the
√
T consistent parameters as T → ∞. The intuition for
this is that these estimators do not (at least not asymptotically) use infor-
mation about the constant. Analogously, inconsistency of for example τ (the
parameters of individual-invariant explanatory variables) as N → ∞ does
not aﬀect consistency of the
√
N consistent parameters1.







and N ≥ 2 as T → ∞ to achieve iden-
tiﬁcation of the variance parameters (σ2
e,ρv,σ2
u,ρλ). A similar requirement
appears in assumption (a) and these conditions are frequently redundant
when there are time or individual-invariant variables in the model.
A number of special cases emerges from theorem 1. For example, con-
sistency results for the two-way model with serially correlated time eﬀects
and the two-way model with serially correlated idiosyncratic errors follow as
direct corollaries from theorem 1. In addition if ρv = ρλ = 0 and we have
no time or individual-invariant explanatory variables theorem 1 (i) gives the
consistency result of Amemiya (1971) for the standard two-way model. The-
orem 1 (ii) and (iii) then gives consistency results as N → ∞ and T → ∞
respectively not covered in Amemiya (1971)2.
Theorem 1 does not apply to the one-way model with both serially cor-
related time eﬀects and serially correlated idiosyncratic errors since we have
not allowed for σ2
µ = 0. Consistency results for this model are however
straightforward to obtain
Corollary 1 (One-way model with time eﬀects)
1The phrase ”inconsistent parameters” is used here to refer to parameters whose esti-
mator converge to non-degenerate random variables.
2For the standard two-way model it is straightforward to prove global consistency of
b σ2
u,b σ2
e as T → ∞ (assuming N ≥ 2).























(i) b θ(t) p
→ θ
(t)
0 on Θ(t) as N,T → ∞ with arbitrary rates
(ii) b β
p
→ β0, b ι
p




e0,ρv0) on Θ(t) as N → ∞
(iii) b δ
p
→ δ on Θ(t) as T → ∞ and if in addition N ≥ 2, (b σ2






u0,ρλ0) in an open neighborhood of (σ2
e0,ρv0,σ2
u0,ρλ0)
In contrast to the comprehensive model considered in theorem 1 it is in
this case possible to estimate all the parameters consistently as only T → ∞.
This follows since there is no individual eﬀect which confounds with the
constant term or the time-invariant explanatory variables. The constant is
accordingly
√
T consistent no matter what the relative rate of increase of
N and T and ι is accordingly
√
NT consistent. The absence of individual
eﬀects allow for a somewhat weaker identiﬁcation condition on the variance
parameters (σ2
e,ρv) as N → ∞.
A corresponding result for the one-way model with individual eﬀects and
serially correlated idiosyncratic errors is given in the following corollary.
Corollary 2 (One-way model with individual eﬀects)
(i) b θ(i) → θ
(i)
0 on Θ(i) as N,T → ∞ with arbitrary rates
(ii) b δ
p











on Θ(i) as N → ∞
(iii) b β
p
→ β0, b τ
p




e0,ρv0) on Θ(i) as T → ∞
Since no time eﬀect confounds with the constant or the individual-invariant




NT consistent respectively im-
plying that all parameters are consistently estimated as only N → ∞. We
9also note that we do not need N ≥ 2 as T → ∞ to identify the variance
parameters (σ2
e,ρv).
The results in theorem 1 and corollaries 1 and 2 covers a number of
interesting models commonly used in practice and it is useful to summarize
the consistency properties obtained. This is done in Table 1.
3.3 Asymptotic normality
3.3.1 Comprehensive model
In this section our interest centers on the asymptotic distribution of the





statement of the main theorem it is useful to collect some preliminary results
which appear in lemma B.4 and B.5 in appendix B.
Recall that assumption (c) ensures that the part of the limiting informa-
tion matrix which belongs to the explanatory variables is a positive-deﬁnite
matrix as either or both of the indices grow large. When both N and
T → ∞ this limiting matrix, R =plimN,T→∞ Υ−1Z0Σ−1ZΥ
−1, is obviously
non-stochastic. A moments consideration also reveals that this matrix de-
pends on the behavior of the ratio N
T




























where RX = plimN,T→∞
1
NTX0Σ−1X and dλ



























































u, υ1 = ω −
(1−ρλ)2
σ2
u and υ2 = ω − σ−2
µ .
The lemma shows that when both N and T → ∞ the variance formula,
and hence the amount of information in the sample, depends on the behav-
ior of the ratio N/T. Note that this result is driven by the form of Σ and
does not depend on the time-invariant and the individual-invariant explana-
tory variables being regarded as stochastic or ﬁxed. Much of the diﬀerence
disappear and the asymptotic analysis is simpliﬁed if the time-invariant and
individual-invariant variables are centered. In this case R reduces to a block-
diagonal matrix that only depends on the behavior of the ratio N/T through
the constant term and possible RX.
It is instructive to consider how the implied asymptotic variance of the
constant term depends on the limiting behaviour of N/T. If this ratio goes
to inﬁnity there is no contribution from the individual speciﬁc eﬀects to the
asymptotic variance whereas it only depends on the variance of the individual
speciﬁc eﬀect if the ratio goes to zero. If the ratio is bounded there are
contributions from both the time speciﬁc and individual speciﬁc eﬀects to
the asymptotic variance of the constant and the variance is the sum of the
variance for the cases when N/T → ∞ and N/T → 0. Having inﬁnetely
many observations on the individual or time speciﬁc eﬀect relative to the
other random eﬀect eﬀectively removes the uncertainty due to this error
component.
If only N or T → ∞ as in theorem 1 (ii) and (iii) only part of the parame-













, γ(t) = (σ2
e,ρv,σ2
u,ρλ) are consistently esti-
mated as N and T → ∞ respectively. The limiting distribution of the
subsets of consistently estimated parameters is of course only interesting if
the consistent parameters are information block-diagonal to the inconsistent
parameters. The following lemma, which is a direct consequence of lemma
B.5 establishes that this is the case.
Lemma 2 As N → ∞ the information matrix is block-diagonal between θi
and (α,τ0,σ2






Motivated by this lemma the theorem below applies a mean-value expan-
sion to the part of the score vector which belongs to the consistent subvectors.
In addition the elements of the limiting information matrix relating to the
consistently estimated subvectors does not depend on the nuisance parame-
ters (α,τ0,σ2






11T → ∞. This fact is important since it implies that we can obtain use-
ful approximate variance formulas for the subsets of consistently estimated
parameters.
We now obtain the main result of this section. For this purpose deﬁne











































We shall also need notation for limits of submatrices of the quadratic form

























and we further let θ denote a sequence such that plimθ = θ0
Theorem 2 (Comprehensive model)
(i) FNT

b θ − θ0

d −→ N (0,V(θ0)) as N,T → ∞, where
V



















a ﬁnite non-singular matrix, with R = R(θ0) a
P3
i=1 ki+1 dimensional
matrix given in lemma 1 and V−1 (θ0)γ is a diagonal matrix with
V
























b θi − θi
0

d −→ N (0,VN (θi
































a ﬁnite non-singular matrix, with RN = RN (θi

































































b θt − θt
0

d −→ N (0,VT (θt
































a ﬁnite non-singular matrix, with RT = RT (θt



















































































































∂λ , Lv = ∂Ψv










Corresponding asymptotic normality results for the standard two-way
model and the two-way model with serially correlated time eﬀects or serially
correlated idiosyncratic errors follow directly from theorem 2.
133.3.2 One-way models
Asymptotic normality results for the one-way models considered in corollar-
ies 1 and 2 can be derived quite easily given theorem 2. We concentrate
on the one-way model with individual eﬀects in this section, corresponding
qualitative results for the one-way model with time eﬀects follow similarly.
The limiting information matrix is, as in the two-way model, block-
diagonal between consistent and inconsistent parameters. This allows us
to obtain the marginal limiting distribution of the consistently estimated
parameters when T → ∞ in the same manner as for the two-way model.
Also, the limiting information matrix for the consistently estimated parame-
ters does not depend on the inconsistent nuisance parameters, ensuring that
we can estimate the limiting variance consistently in the T → ∞ case. In
contrast to the two-way model all parameters are consistent as N → ∞ and
we obtain joint asymptotic normality for the full parameter vector under
N → ∞ as well as N,T → ∞.



























T are diagonal matrices and Fτ is as in assumption (c(i)). We
also deﬁne θ(i)t =
 
β,τ,γ(i)t
, γ(i)t = (σ2
e,ρv) and with some further obvious
notation we have


































































i=1 ki + 1 di-

























































































































































































































































































































































Comparing the results in the corollary above to the results in theorem 2
we note that
• In contrast to the comprehensive model the information elements of
α,τ and ι does not depend on the behavior of the ratio N/T as both
N and T grows large
• As N → ∞ (or N,T → ∞) the variance matrix of the variance param-
eters γ(i) is the same in both models
That is we have the same large N asymptotics for the variance parameters,
γ(i) in the one-way model with individual eﬀects and the two-way model.
Noting that the one-way model with individual speciﬁc random eﬀects is
typically used in situations where large N asymptotics are appropriate this
indicates that it is asymptotically costless to variance robustify by including
time speciﬁc random eﬀects as well. If in addition h is centered and X is
centered in the N dimension we have the same large N limiting variance in
these models for the parameter vectors β and ι as well.
3.4 Misspeciﬁcation
It is well-known that in the framework of the classical linear model misspeci-
ﬁcation of the variance does in general not aﬀect consistency of the regression
parameters, only eﬃciency. Unfortunately, in the present situation this need
not be true. As indicated by the results in theorem 1 and corollaries 1 and
2 problems arise since the true and the assumed error component structure
need not agree on the appropriate probabilistic orders3. The theorem below
illustrates what can happen
Theorem 3 (Misspeciﬁcation of error components) Suppose assump-
tions (a),(b) and (c) holds and the true model is the comprehensive model
considered in theorem 1 but the estimated model is the one-way model with
individual eﬀects considered in corollary 2. Then, for ki = 1,i = 1,2,3
3Misspeciﬁcation of the error components imply that the variance of the score and the
negative expected hessian need not be equal for the assumed model. In addition they need
not have the same probabilistic orders.
16Table 2 Misspeciﬁcation of the error components













2-way (µi,λt,vit) β ι τ α
1-way (µi,vit) β,τ α,ι
Misspeciﬁed
1-way (µi,vit) X,h uncentered β,τ α,ι
1-way (µi,vit) X,h centered β ι τ α
(i) b γ(i)t is inconsistent as N → ∞,T → ∞ or N,T → ∞ and b σ2
µ is
inconsistent as N → ∞ [Klarare? b γ(i) is inconsistent as N → ∞,T →
∞ or N,T → ∞]
(ii) As both N,T → ∞ b δ
p
→ δ0 on Θ.





→ (β0,τ0) on Θ whereas b α and b ι are incon-
sistent.





may not be consistent.
(a) b β
p
→ β0 and b ι
p
→ ι0 on Θ iﬀ h is centered and X is centered in the







→ β0 on Θ iﬀ X is centered in the N dimension and b ι
p
→ ι0 on





Part one of the theorem is as can be expected. Misspeciﬁcation of the er-
ror components renders all variance parameters inconsistent no matter which
index passes to inﬁnity.
Part two of the theorem is summarized in table 2 and requires some
elaboration. The result might seem counterintuitive in the light of standard
theory for linear regression. The key to understanding the result is to note
that it is the case N,T → ∞, where all regression parameters are estimated
consistently, that corresponds to the standard theory. In the N → ∞ case we
may think of the time eﬀects as dummy variables erroneously excluded from
the model. Consistent estimation of the remaining regression parameters
then requires that the corresponding explanatory variables are orthogonal
to the excluded variables, hence the need for centering. Centering the data
recovers the consistency properties of a correctly speciﬁed two-way model
17and provides partial protection against misspeciﬁcation. Protection is partial
since b τ is
√











N consistent, respectively, as a researcher assuming a one-way model is
led to believe. In addition, and in contrast to the robustiﬁcation result of the
previous section, centering will not lead to the same asymptotic distribution.
There is a loss of eﬃciency and a sandwich-type variance-covariance estimator
should be used since the information matrix equality fails to hold. Also note
that the driving force for the result is the presence of the time speciﬁc eﬀects
per se. Theorem 3 holds wether λt is serially correlated or not.
4 Final remarks
This paper has explored the large sample theory for random eﬀects panel data
models. By considering a general model we are able to obtain consistency
and asymptotic normality results for all random eﬀects models of practi-
cal importance. In contrast to the previous literature we have treated the
constant term appropriately, considered both time and individual-invariant
random variables.and allowed for serially correlated error components.
In terms of the consistency properties our results reveal an interesting
and, perhaps, unexpected diﬀerence between ordinary explanatory variables
and explanatory variables that are time or individual-invariant. Whereas
the parameters of ordinary explanatory variables are always estimated con-
sistently whenever N or T → ∞ the consistency properties of the parameters
of time or individual-invariant explanatory variables depend crucially on the
model. The source of this diﬀerence is confounding with time eﬀects and/or
individual eﬀects and, of course, if there are neither individual nor time ef-
fects these parameters have the desirable properties of the parameters of
ordinary explanatory variables.
Our results on asymptotic normality establish a useful characterization
of the limiting information matrix. The set of consistent parameters (as
N or T → ∞) are information block-diagonal to the set of inconsistent
parameters and the set of consistent mean parameters are always information
block-diagonal to the set of consistent variance parameters. In addition the
elements of information of the consistent parameters do not depend on the
inconsistent parameters, ensuring that the variance matrix of consistently
estimated parameters can be consistently estimated.
As a practical point, centering of the explanatory variables is recomended.
Centering time- and individual-invariant variables simpliﬁes the asymptotic
variance-covariance matrix. Together with centering of the ordinary explana-
18tory variables this also gives some protection against misspeciﬁcation and
makes it asymptotically costless to include a redundant error component.
While we have allowed for autocorrelation in the time eﬀect and idiosyn-
cratic error term this has been restricted to the AR(1) form. The results of
the present paper are thus not directly applicable to, for example the MA(q)
speciﬁcation for the idiosyncratic error of Baltagi and Li (1994) or the MA(1)
or ARMA(1,1) for the time eﬀect proposed in Karlsson and Skoglund (2000).
Noting that the inclusion of an AR(1) form for the error components does
not aﬀect the consistency of other parameters or whether they have a well
deﬁned asymptotic distribution we conjecture that similar results hold for
these models. In this sense ρv and ρλ can be taken as place holders for the
parameters of stationary ARMA-processes for the idiosyncratic error term
and the time speciﬁc eﬀect respectively.
All results in the paper are given for the maximum likelihood estima-
tor. The driving force behind the results for the regression parameters, the
quadratic form Z0Σ−1Z, is however not peculiar to the MLE. We expect any
estimator, such as GLS and variations on GMM, based on minimizing this
or similar quadratic forms to share the consistency properties with the MLE
and the asymptotic normality properties to have the same qualitative nature.
Further possibilities for extending our results include introducing dynam-
ics in form of a lagged dependent variable as well as allowing for the time
trends commonly employed in practice. Given the present results we expect
that a linear time trend is T 3/2 consistent in the two-way model and the one-
way model with time eﬀects but
√
NT 3/2 consistent in the one-way model
with individual eﬀects. These and other issues are left for future work.
19A Score and Information
A.1 The score vector
This appendix derives the elements of the score vector. For the regression
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where B−1 = σ2
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where e ε = (j0
N ⊗ A∗)ε and ε = (j0
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where D is a band matrix with zeros on the main diagonal and iρ
i−1
λ on the






























































A.2 The information matrix
This appendix derives the elements of the information matrix. For the ﬁrst


































α d4 (1 − ρv)
4 − 2Nσ−4


















































































































































N tr(A∗ΨvA∗Lv) − 2N tr(A∗ΨvA∗B−1A∗Lv)
+N2 tr(B−1A∗ΨvA∗B−1A∗LvA∗)

Finally for the elements involving σ2





























































A number of expressions involving the components of the variance matrix Σ
appear frequently in the proofs. A series of lemmas below summarizes some
basic results for these expressions. Unless otherwise indicated in case of joint
convergence (N,T → ∞) no restriction on the indices are needed and joint
limits can also be computed as sequential limits by letting T → ∞ followed
by N → ∞, see Phillips and Moon (1999, corollary 1).
Lemma B.1 Let C be the Prais-Winsten transformation matrix for an AR(1)
process with parameter ρ, Ψ the variance covariance matrix of an AR(1)
process with parameter r and unit variance and let jα
T be a vector with ﬁrst
element
p





1 − r2 −
2(T − 1)



























































































+ (r − ρ)

where c = (1 − r2). Note that theses matrices are independent of N and that
the limits hold when N,T → ∞ as well.









C and consider vechA∗ we







24at the rate T −1 as T → ∞.
Let B = Ψ
−1
λ + Nσ2



























































































































T C → 0 as T → ∞ since d2 = α2 + (T − 1). Next the limit for
vechB−1 as T → ∞ follows from the elementwise convergence of vechA∗ as




mentwise. Then limN→∞ jα0
T A∗B−1jα
T = 0 and limN→∞ tr(A∗B−1A∗Ψ) = 0




T = 0, p > 1 we note that for N ﬁx and T → ∞ vechB−1









which has the form of the inverse of a MA(1) covariance matrix, that is
25the oﬀ-diagonal elements decay exponentially. Since A∗ converges element-
wise to a band-diagonal matrix it follows that A∗B−1 converges elementwise




converges to a constant since this is the sum of the exponentially decaying










T = 0,p > 1
follows.








  = 1 − ρ2
λ and |B−1| < |Ψλ| = 1
1−ρ2
λ.
In addition |B−1| > 0 since B is positive deﬁnite and the results follow.
For ln|B−1| we have ln|B−1| < −ln(1 − ρ2
λ), a lower bound is obtained

























j=1 ln(1 + ρ2
λ + Nk) =
−T ln(1 + ρ2
λ + Nk) where k = maxa∗
jj. Note that k depends on T and
approaches σ2
u (1 + ρ2
λ)/σ2
e as T → ∞































where P0 = (Nσ2
u0Ψλ0 + σ2

































with tr(CΨv0C0) and jα0
T CΨv0C0jα



























































































































α d2 (1 − ρv)
























T = 0 ,j = λ,v
follows from lemma B.1 since σ2
α = O(T) and d2 = O(T). The limits as
T → ∞ of the fourth and ﬁfth term follow from lemma B.1 and lemma B.2
established that the sixth term converges to zero. For the last two terms we








































which is well deﬁned (and non-zero) since the diagonal elements of the matrix
are O(1). Repeatedly using that (A + B)
−1 = A−1−A−1 (A−1 + B−1)
−1 A−1
(Dhrymes (1984, p. 39)) and collecting terms obtains the expression given
in the theorem. This completes the proof of the T → ∞ case.
27Now consider the case when N → ∞. Since all but the three last terms


















































follows since limN→∞ NB−1 = (σ2
uA∗)
−1 elementwise. Collecting terms as in
the T → ∞ case then gives the result.
Finally the result for N,T → ∞ follows by taking sequential limits and
using lemma B.1.
The following lemma gives some basic limit results for the expressions
Z0Σ−1ε, j0
NTΣ−1jNT,D0Σ−1D and H0Σ−1H. In the proof of the results in this
lemma we make extensive use of elementary results on inverses involving sums
(Dhrymes (1984, p. 39)), applying them repeatedly to obtain manageable
expressions.





















































































u (1 − ρλ)
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where EN = IN − JN,JN = 1
NjNj0






















































































































































































where rt denotes the t : th element of C0jα
T and ct denotes an element of





jT. Further Lt,r denotes the tr : th







the tr : th element of the T × T matrix A∗.





















as N → ∞,T → ∞ or N,T → ∞ are straightforward to show since C0jα
T is











we need to consider the properties of ct. First, since ct is the t : th element of
LjT = σ−2
α (1 − ρv)B−1C0jα
T and B−1 converges elementwise to a matrix with
exponentially decaying oﬀ-diagonals, every element of LjT is an exponentially





. This shows that (B.2) is zero as either or both of the indices
grows large.





































C0C is band-diagonal and C0jα













t,rvj,r = 0 (B.3)
as N → ∞,T → ∞ or N,T → ∞ we need to establish some properties
of L−1. For this purpose we let CΨvC0 = IT,Q be the eigenvectors of Ψλ
in the metric of Ψv. That is, CΨvC0= QΛ where Λ is diagonal and Q is
orthogonal. Further let W = C















































TQ is idempotent, D =Nσ2
uΛ + σ2
eIT is diagonal. Since Λ
is diagonal with bounded constant elements setting Λ =ϕIT will not change
the order properties of L−1. Hence, deﬁning E
w























which shows that L−1 is similar to A∗ except that the elements of L−1 are
O(N−1). This shows that (B.3) holds.


























since λt have zero mean and by the properties of L−1. It follows that the
probability limit is zero as both N and T → ∞ as well. This completes the
proof of the ﬁrst result in the lemma. We consider next the limits of the
terms involving the constant.
To obtain results for j0




















































































































































32since κt = j0
TC−1jα









































































































































TCλ and Cλ is the Prais-Winsten transformation matrix for




















u as T →
∞. If T































































































u (1 − ρλ)
−2
This completes the proof for the terms involving the constant and we proceed
to consider the limit results for the terms involving time-invariant explana-



























is a null vector as either T → ∞ or N,T → ∞ it suﬃces to note the properties
of L−1. By the properties of L−1 we similarly have plimN→∞
N
T d0L−1λ 6= 0
and plimN→∞
1
Td0L−1λ = 0. Results for plim 1
NH0Σ−1ε and plim 1
NTH0Σ−1ε
can be shown analogously. Remaining results can be derived by noting that
1
TD0Σ−1D =N









The next and ﬁnal lemma gives some important results about the limit
behavior of the information cross-elements for the mean parameters, δ and
the elements Iδ,γ. Limit results for the elements Iγ,γ appear in theorem 2.
To summarize some of the content in this lemma we can say that the set
of consistent parameters (as N → ∞ or T → ∞) are information block-
diagonal to the set of inconsistent parameters and that the set of consistent
mean parameters and the set of consistent variance parameters are always
information block-diagonal.
Lemma B.5 As either or both of N and T → ∞ the cross-elements (prop-
erly normalized of course) Iβ,(γ,α), Iτ,(γ1,γ2), Iι,(γ2,γ3) and Iα,γ2, converge el-
ementwise to zero in probability (or in expectation), where γ1 = σ2
µ, γ2 =
(σ2
e,ρv) and γ3 = (σ2
u,ρλ). As N → ∞ (no matter what T is) this holds for
Iγ1,(α,ι,τ,γ2), Iγ2,γ3, Iβ,τ and as T → ∞ (no matter what N is) for Iγ2,(α,τ,ι,γ1),
Iγ2,γ3, and Iβ,ι. We now concentrate on mainly the non-zero cross elements




















λ ,(1 − ρλ)j
β




































































































































Proof. These results can be proved with exactly the same methods as
in lemma B.4. In fact the same matrices are involved in the expressions and
the proof is therefore omitted
35B.2 Proofs of Theorems
Next we give the proofs of the theorems in the text.
Proof theorem 1. The method of proof is to examine the probability
limit of the standardized log-likelihood. It is however not useful for deal-
ing with the constant. In fact, the constant drops out of the analysis. The
reason for adopting this method is that we can (in most cases) prove global
consistency results for the other parameters which are not easily obtained
otherwise. Asymptotic properties of the constant term are established sepa-
rately at the end of the proof.















































By theorem 4.1.1 of Amemiya (1985) we need to verify that (i) the param-
eter space Θ is a compact subset of the Euclidean K-space, (ii) φ(δ,γ) is
continuous in θ ∈ Θ for all (y,X) and is a measurable function of (y,X) for
all θ ∈ Θ, (iii) W −1φ(δ,γ) converges to a nonstochastic function, say φ0, in
probability uniformly in θ ∈ Θ as W → ∞ and φ0 is uniquely minimized at
θ0. Since (i) follows from assumption (b) and (ii) is trivial it remains to show
(iii). This involves ﬁnding the limit of W −1φ(δ,γ) as W → ∞ with W = N,
W = T and W = NT respectively.






























































with Rx = plimN,T→∞
1
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2
uΨλA
∗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and it is straightforward to verify that (B.5) is uniquely minimized at β= β0,
σ2
e = σ2
e0 and C = C0. Having established the consistency of maximum like-
lihood estimators b β,b σ2
e, b ρv as N,T → ∞ we obtain the uniform probability
































































































37where we have used lemma B.3 to evaluate limN→∞
1
2NTEε0Σ−1ε, lemmas

















































































Evaluating tr(CΨv0C0) and jα0
T CΨv0C0jα
T as in lemma B.1 we can show that





establishes the consistency of b β,b σ2
e, b ρv as N → ∞ as well as the consistency
of b σ2
µ,b ι as N → ∞ or N,T → ∞.
Consider next the uniform probability limit of (B.4) as N ≥ 2 is ﬁx and
T → ∞. Noting that lemma B.4 and B.5 and assumption (c) ensures that
ψ = (β0,τ0)




















































































where P0 and P are given in lemma B.3. The ﬁrst and second row of (B.7) are
uniquely minimized at σ2
e = σ2
e0, ρv = ρv0. However we cannot evaluate the
38last two rows analytically which complicates showing uniqueness globally4.
We can prove the existence of a consistent root though (cf. Amemiya (1985,
theorem 4.1.2)). Applying matrix diﬀerentiation to (B.7) using standard
results for interchanging the limit and the derivative e.g. Rudin (1976, p
152) it is straightforward to show that the true parameters are a solution to
the ﬁrst order condition. Of course then we also need to verify that the second
derivative matrix is positive-deﬁnite when evaluated at the true parameters.
But this is straightforward to do as well. This proves the global consistency
of b β,b τ as T → ∞ (and also the global consistency of b τ as N,T → ∞) and
the existence of a local consistent root for b σ2
e, b ρv,b σ2
u, b ρλ as T → ∞. Since the
information matrix is positive deﬁnite over the full parameter space when
N,T → ∞ (as shown in theorem 2) this also proves the global consistency
of b σ2
u, b ρλ as N,T → ∞.
Finally we obtain results for the constant term. To obtain a local con-
sistency result for b α as N,T → ∞ it suﬃces to consider lemma B.4. In fact
b α can be shown to be globally consistent as N,T → ∞ by the results in
lemma B.4 and lemma B.5 and the fact that the information matrix is posi-
tive deﬁnite over the full parameter space for the remaining parameters. As
a special case of lemma B.4 we obtain the inconsistency of b α as only N → ∞
or T → ∞
Proof theorem 2. We ﬁrst derive the results when N,T → ∞ and
hence the full parameter vector is consistently estimated. For the purpose
of establishing asymptotic normality of b θ it is useful to structure δ as δ =
(α,τ0,ι0,β0)
0 and we will do so below. By the mean value theorem for random










b θ − θ0

(B.8)

































































which is globally minimized at the true parameters if N ≥ 2.
39where Fβ is a vector containing k1
√





N respectively. We can then write
FNT

























From theorem 4.1.3 of Amemiya (1985) we need to show that (in addition
to local consistency Amemiya (1985, theorem 4.1.2)) (i) l(δ,γ) ∈ C2 in a













converges to a ﬁnite
non-singular matrix
V





















































a ﬁnite non-singular matrix. Note that (i) is trivially satisﬁed and by as-








is straightforward to verify from appendix A.1, and
V1 (θ0) = V(θ0)
follows from the information matrix equality. To show (ii) we take uniform
limits of the appropriately scaled elements of the information matrix obtained
from appendix A.2. The limits for the variance parameters are straightfor-
ward to derive using lemma B.2 and repeatedly using elementary results on
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λ)D with D a band
matrix with zeros on the main diagonal and iρ
i−1













λ (T − 1) + 2(T − 1). Hence







0 0 V−1 (θ0)γ
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

































T → ∞ where dλ


















































































, z = N or T and
V−1 (θ0)γ is a diagonal matrix with
V






















To show (iii) note that the elements of the score for δ is a linear combina-
tion of the normal ε and the score for the variance parameters, γ are linear




for suitable choice of b and symmetric matrix P. We then apply the following
lemma adapted from Amemiya (1971) to the quadratic forms in appendix A.1
Lemma. Let an n-component vector random variable u ∼ N (0,Λ), G




i (1), where the ϕ0s are r non-zero characteristic
roots of ΛG and each χ2
i (1) is an independent chi-square. If H is another
non-negative deﬁnite symmetric matrix, cov(u0Gu,u
0Hu) = 2tr(GΛHΛ).
Asymptotic normality of the appropriately normalized score vector can
then be shown by establishing sequential weak convergence results in case
N
T → ∞ or T
N → ∞ (see Phillips and Moon (1999, section 3.3)) and in case
N,T → ∞ simultaneously a multivariate CLT for triangular arrays may be
applied.
To establish the results as only N or T → ∞ we apply the expansion




































































































To show (ii) for these cases we need to examine the convergence of the in-
formation matrices as N and T → ∞ respectively. As N → ∞ we ﬁnd (using





















































































0)γ(i) is positive-deﬁnite by theorem 1 and
standard results of multivariate calculus.



















































































































































then follows from the results in theorem 1.
These results show that the information elements of the subsets of consis-
tent variance parameters do not depend on the inconsistent nuisance param-
eters as N → ∞ and T → ∞ respectively. To show this for the information
elements of the subsets of consistent regression parameters as well we write,
































































































α = O(T). Similarly one can
show that cross-elements as well as information elements of time-invariant
explanatory variables and individual-invariant random variables do not de-
pend on nuisance parameters as N and T → ∞ respectively. Finally, asymp-
totic normality of the limiting score vectors (suitably normalized of course)
follows from applying a suitable multivariate CLT
Proof theorem 3. The negative of the log-likelihood is (apart from a
















0 (IN ⊗ A
∗)ε+(δ0−δ)
0 Z
0 (IN ⊗ A
∗)ε
Since the parameters ρλ,ρv play no role in what follows we assume ρλ = ρv =

































45which contradicts a consistent root of σ2
µ,σ2
e as N → ∞ and a consistent
root of σ2
e as T → ∞ or N,T → ∞ (and hence also of ρv as N → ∞,T →
∞ or N,T → ∞). To show (ii) we need to investigate the behavior of
Z0 (IN ⊗ A∗)Z, Z0 (IN ⊗ A∗)ε which are explicitly written as
Z


























































































































e. Proceeding as in the proof of theorem 2 then obtains
the results in (ii)
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