A lateral boundary treatment using summation-by-parts operators and simultaneous approximation terms is introduced. The method is similar to Davies relaxation technique used in the weather prediction community and have similar areas of application, but is also provably stable. In this paper, it is shown how this technique can be applied to the shallow water equations, and that it reduces the errors in the computational domain.
Introduction 1
Accurate numerical calculations on large domains are often unfeasible.
2
To reduce the computational effort, a coarse global mesh is often used with The rest of the paper will proceed as follows. In the following section, 48 we define well-posedness of a problem and stability of a numerical scheme. 
Preliminaries

57
Before moving on to the problem under consideration, we will define 58 well-posedness of an initial-boundary value problem (IBVP) and stability of 59 a numerical approximation.
60
Consider the problem 61 ∂u ∂t = Hu + F,r ∈ Ω, t ≥ 0 u(r, 0) = f (r) Lu(r, t) = g(t),r ∈ δΩ
where H is a differential operator, Ω the spatial domain, δΩ the boundary 62 to Ω,r the position vector and F, f, g are known functions. In (1), L is a 
where K 1 c is bounded for finite time and independent of f . Moreover, (1) 
for non-zero g and F . In (2) and (3), ||f ||, ||g|| and ||F || can be expressed in 68 arbitrary norms. The function K 2 c is bounded for finite time and does not 69 depend on f, g and F .
70
Let a global semi-discrete approximation of (1) be 71 ∂v ∂t = Hv + F, t ≥ 0
where v is the numerical approximation of u and H is a discrete operator and the mesh size. For non-zero g and F, we say that (4) is strongly stable 
In (7), a > 0 is a constant and the domain under consideration is x ∈
86
[0, 1], t ≥ 0. Unless stated otherwise, we use subscripts to denote partial 87 derivatives, i.e. u x = ∂u/∂x and u t = ∂u/∂t in (7).
88
For determining well-posed boundary conditions to (7), we multiply with 89 u and integrate over the spatial domain,
By defining the standard L 2 -norm ||u|| = 1 0 u 2 dx and imposing the bound-
91
ary condition u(0, t) = g(t), where g(t) is known boundary data, (8) becomes
After integrating (9) in time, we obtain
Hence, one can conclude that ||u|| satisfy an estimate of the form (3), and (7) 95 with the boundary condition u(0, t) = g(t) is therefore strongly well-posed. Equation (7) is discretized in space using the SBP finite difference oper-
whereẽ 0 = (1, 0, ..., 0), α 0 is a penalty coefficient to be determined and 100 v is the numerical approximation of u. The matrix P is symmetric and 101 positive definite, and the matrix Q satisfies the SBP property:
diag(−1, 0, ..., 0, 1). The SAT-term on the right-hand side of (10) enforces 103 the boundary condition u(0, t) = g(t) weakly; see Carpenter et al. (1994) for 104 more details of this technique.
105
By multiplying (10) with v T P from the left, one obtains
The multiplication with v T P from the left is analogous to multiplication of 107 u and integration over the domain in the continuous setting. Adding the 108 transpose of (11) to itself and using the SBP property of Q results in
where we have chosen α 0 = −a and defined ||v|| P 2 = v T Pv. After integrating
110
(12) in time, one can clearly see that ||v|| satisfies an estimate of the form 111 (6), and (10) is therefore strongly stable. Note also that (12) mimics (9) if
.
113
As the boundary condition is imposed weakly with the SAT, i. 
The multiple penalty technique
119
Consider the problem (7) and assume that data can be obtained at several 120 grid points anywhere in the domain, see Figure 1 for an illustration. We 121 denote the set of grid points where additional data is known as Ω M .
122
By applying penalty terms (SAT's) wherever data is available, (10) can 123 be extended to
125
In (13) 
where we have used α 0 = −a. Equation (14) can be rearranged into
After integrating (15) Consider a slightly altered version of (7),
where F (x, t) is a known forcing function and a = 1. By choosing F (x, t) =
145
−2πsin(2πx) and g(t) = 1, the exact steady-state solution to (16) 
152
We now employ the SBP-SAT technique described above to (16) and mea- 
The shallow water equations
162
Consider the inviscid shallow water equations, 
169
Consider the linearized and symmetrized problem F(x, y, t) is added to the right-hand side. In (18), 
where we have employed Greens theorem and defined 
All boundary operators that bound the right-hand side of (20) (2014)).
198
The boundary operators used in this work are
and Λ 
By using the operators (21), the boundary conditions of (18) becomes
The boundary conditions (22) inserted into (20), leads to 
where g n (x, t) is the boundary data. According to (24), one boundary condi-
218
tion is applied at y = 1. The number of boundary conditions at each boundary 219 is summarized in Table 1 .
220
Remark 2. With different signs ofū,v, the boundary operators will change.
221
For example, ifū < 0, we need
The semi-discrete formulation
223
The semi-discrete approximation of (18) with the boundary operators 224 (21) using the SBP-SAT technique is
where P x,y are symmetric and positive definite, and Q x,y satisfies the SBP-
226
property,
The subscripts on Q and P in (25) indicate what derivative that is ap-228 proximated. In (25), I x,y are identity matrices with the same size as P x,y , 229 respectively, I 3 is a 3 × 3 identity matrix and g e,w,s,n are the boundary data.
230
The symbol ⊗ in (25) denotes the Kronecker product, which for two 231 arbitrary matrices C and D is defined as
where c ij are the elements of C.
233
In (25),Ā ± = I x ⊗ I y ⊗ A ± andB ± = I x ⊗ I y ⊗ B ± and the matrices 234 E 0,N are projection matrices, such that (E 0 ) 11 = (E N ) N N = 1 and zero oth-235 erwise. The penalty matrices Σ w,s,e,n will be determined such that stability 236 is obtained and g w,e,s,n are the boundary data.
237
By multiplying (25) with v T P x ⊗ P y ⊗ I 3 from the left and choosing
238
Σ w,e = α 1,2 I x ⊗ P y ⊗ I 3 , Σ s,n = α 3,4 P x ⊗ I y ⊗ I 3 with α 1,3 = −1, α 2,4 = 1, 239 one obtains
Note that the Coriolis term vanish since C is skew-symmetric, as in the continuous case. By completing the squares, (26) finally becomes
(27)
In (27) 
mimics the remaining integrals. Hence, (27) mimics the continuous energy 253 estimate, given by (23), if the small damping terms are neglected.
254
We summarize the results of this section in the following proposition.
255
Proposition 2. The semi-discrete approximation (25) with
is strongly stable if α 1,3 = −1 and α 2,4 = 1. to (25) with additional penalty terms.
262
By inserting the analytic solution, u, into (25) and subtracting the result 263 from (25) with the numerical solution v, one obtains the error equation
where e = v − u is the error and Te is the truncation error. The terms 
272
By multiplying (28) with e T (P x ⊗ P y ⊗ I 3 ) from the left and adding the 273 transpose of the outcome to itself, one arrives at
since the remaining terms only contribute with a decay of energy, as con- 
We summarize the results in the following proposition.
280
Proposition 3. The MPT applied in (28) preserves stability if
where L
MP i
are arbitrarily chosen boundary operators.
282
In this work, we apply the MPT close to the boundaries and use the operators can easily confirm that these choices satisfy (30).
286
In (28), we have assumed that data is available in the domain Ω M . When
287
considering local area models, as illustrated in Figure 3 , the data in Ω M is 288 obtained by interpolating the results from a global calculation on a coarse 289 mesh. In the general case, however, the required data can be obtained in 290 several ways, for example by measurements.
291
Remark 3. It is easy to show that (30) is satisfied if
any constant γ ≤ 0. Hence, one can always find penalty matrices that fulfills
293
Proposition 3.
294
Remark 4. As illustrated in section 3 and (29), the MPT contributes with 295 additional damping terms. This accelerates the rate of convergence, even at 296 grid points where no data is available. 
Numerical results
298
In our first steady-state test case, we consider (18) For the spatial discretization, we use a third order accurate SBP scheme.
314
The lateral boundary operators used are L 
