We study the spectrum of the Dirac operator D on pseudo-Riemannian spin manifolds of signature (p, q), considered as an unbounded operator in the Hilbert space L 2 ξ (S). The definition of L 2 ξ (S) involves the choice of a p-dimensional time-like subbundle ξ ⊂ T M . We establish a sufficient criterion for the spectra of D induced by two maximal time-like subbundles ξ 1 , ξ 2 ⊂ T M to be equal. If the base manifold M is compact, the spectrum does not depend on ξ at all. We then proceed by explicitely computing the full spectrum of D for R p,q , the flat torus T p,q and products of the form T 1,1 × F with F being an arbitrary compact, even-dimensional Riemannian spin manifold.
Introduction
We investigate the spectrum of the Dirac operator D on pseudo-Riemannian 1 spin manifolds. The Dirac operator D is a first-order differential operator acting on the smooth sections Γ(S) of the spinor bundle S. In contrast to the Riemannian case, there is no canonical pre-Hilbert space structure (i. e. a canonical positive-definite inner product) defined on the space Γ c (S) of compactly supported sections of S. Therefore, there is no canonical Hilbert space in which D acts as an unbounded Hilbert space operator. Following [Bau81] , one can define a positive-definite bundle metric in S by fixing a maximal time-like subbundle ξ of the tangent bundle T M . By means of this construction one defines a positive-definite inner product on Γ c (S) and a Hilbert space L 2 ξ (S). The Dirac operator then is an unbounded operator in this Hilbert space. L 2 ξ (S) additionally carries a Krein space structure (cf. [Bog74, Bau81] ). Using Krein space arguments it can be shown that the spectrum of the Dirac operator has some symmetries with respect to the real and the imaginary axis ( [Bau81, Bau94] ).
Mathematics Subject Classification 53C27,53B30
1 The adjective pseudo-Riemannian always refers to an indefinite metric in the tangent bundle, whereas the adjective semi-Riemannian includes indefinite as well as definite metrics.
How does the spectrum of D depend on ξ?
This is an open question we will only partially answer. After fixing some notation in section 2, we introduce the concept of quasi-isometric bundle metrics in a general vector bundle E in section 3. Quasi-isometric bundle metrics introduce canonically isomorphic L 2 -spaces L 2 (E). Using the notion of quasi-isometric bundle metrics, we then study the dependence of the spectrum of the Dirac operator on the choice of ξ. More specifically, in theorem 3.6, we will show that if the associated Riemannian metrics r g,ξ 1 , r g,ξ 2 induced by two maximal time-like subbundles ξ 1 , ξ 2 ⊂ T M are quasi-isometric, then the spaces L 2 ξ 1 (S) and L 2 ξ 2 (S) are isomorphic in a way compatible with D (as seperable Hilbert spaces they are isomorphic in a non-canonical way anyway). In this case, the spectra of D and its closureD in L 2 ξ 1 (S) and L 2 ξ 2 (S) are the same. In corollary 3.9, we will see that the space L 2 ξ (S) and the spectrum of D does not depend on ξ, if the base manifold M is compact.
After these general results, we turn to explicit calculations of spectra. So far, most explicit computations of (subsets of) spectra of the Dirac operator on pseudo-Riemannian manifolds are concerned only with eigenvalues of the Dirac operator. For example, the point spectrum of the pseudo-Riemannian torus has been computed (cf. [Bau81, p. 166] for σ p (T 2,1 ) and [Lan99, p. 95] for the general case σ p (T p,q )). In both sources the authors derive thatD has empty residual spectrum from an argument involving the symmetry of the point spectrum. To the best of our knowledge, the only remark in the literature concerned with the continuous spectrum ofD can be found in [Kun, p. 36] . There the author states (without proof) the relation σ c (D) = C for R p,q and σ c (D) = C \ σ p (D) for T p,q .
In the remaining sections 4 -6 we explicitely compute the spectrum of D for some example manifolds. The approach we take is based upon Fourier transform and Fourier series. Using this method we show that in our example cases the Dirac operator as an unbounded operator in L 2 ξ (S) is unitarily equivalent to a generalized multiplication operator in the Hilbert space L 2 (Ω, H), where Ω = Z n or Ω = R n and H is a suitable Hilbert space.
Generalized multiplication operators are introduced in section 4, where we also develop a method to compute their spectra. In section 5 we compute the spectrum of the Dirac operator of R p,q with indefinite metric of signature (p, q) for the "canonical" choice of ξ := span(e 1 , . . . , e p ) and the spectrum of the Dirac operator on the flat tori T p,q with indefinite metric of signature (p, q). Section 6 is devoted to the study of the spectrum of the Dirac operator of products of the form T 1,1 × F , where F is a compact even-dimensional Riemannian spin manifold, respectively. All examples share the property that the spectrum of the Dirac operator is C. On R p,q the spectrum consists only of the continuous spectrum, whereas on the compact manifolds the spectrum consists of continuous and point spectrum.
Notation and prerequisites
The purpose of this section is to fix some notation concerning Clifford algebras, spin groups and spinors, spin manifolds and the Dirac operator and its spectrum. Proofs are found in any textbook on spin geometry, e. g. [LM89] , [Bau81] or [Fri00] .
Clifford algebras, spinors and inner products Throughout the paper let p + q = n 2. Let Cl p,q := Cl(R n , ·, · p,q ) be the Clifford algebra of the bilinear form x, y p,q := −x 1 y 1 − . . . − x p y p + x p+1 y p+1 + . . . + x n y n for x, y ∈ R n , where we have the relation
x · y + y · x = −2 x, y p,q for x, y ∈ R n .
The usual Euclidean inner product and corresponding norm on R n will be denoted by (·, ·) n and · n respectively. We write R p,q if we endow R n with the bilinear form ·, · p,q . The corresponding pin and spin groups will be denoted by Pin(p, q) and Spin(p, q), respectively. The connected component of the neutral element e ∈ Spin(p, q) will be denoted by Spin 0 (p, q).
An irreducible representation of the complexified Clifford algebra Cl C p,q is called a Dirac spinor representation. Let e 1 , . . . , e n be the standard basis of R n and let m = [ are well-defined isomorphisms of complex algebras. The symbol ⊗ denotes the Kronecker product of matrices. If n is even, the Dirac spinor representationκ p,q := Φ p,q of Cl C pq is defined by the usual representation of M(2 m , C) on ∆ p,q := C 2 m . If n is odd, we setκ i p,q := pr i • Φ p,q for i = 1, 2. κ i p,q again defines a Dirac spinor representation on ∆ p,q := C 2 m . Up to isomorphy, these are the only Dirac spinor representations. If p + q = 2m + 1, we useκ 1 p,q from now on and let κ p,q := κ p,q p + q even κ 1 p,q p + q odd.
Since Spin(p, q) ⊂ Cl p,q ⊂ Cl C p,q , by restrictingκ p,q (n even) orκ i p,q (n odd) onto Spin(p, q), we find representations of the spin group on ∆ p,q , the so called spin representations. The restriction of κ p,q onto Spin(p, q) will be denoted with the same symbol κ p,q . Thus, κ p,q : Spin(p, q) → GL(∆ p,q ) is a representation of Spin(p, q) with representation space ∆ p,q = C 2 m .
From now on let 0 < p < n with m = [ n 2 ] and let (·, ·) ∆p,q denote the standard positive definite scalar product on ∆ p,q = C 2 m :
Since M ist space-and time-oriented, we can fix a p-dimensional time-like subbundle ξ ⊂ T M and an orthogonal spacelike complement η ⊂ T M . This choice corresponds to a reduction Q ξ of 2 For a principal fibre bundle P over M with structure group G and a representation ρ : G → GL(V ), an open set U ⊂ M , an associated vector bundle E := P ×ρ V , a local section s ∈ Γ(U, P ) and a local section in the vector bundle X ∈ Γ(U, E) we introduce the following notation:
In other words: X s : U → V is the representation of the section X with respect to the frame s.
the Spin 0 (p, q)-principal fibre bundle Q to the maximal-compact subgroupK 0 ⊂ Spin 0 (p, q). We write P ξ := Λ(Q ξ ). The spinor bundle can be represented as
Local frames e ∈ Γ(U, P ξ ) or spin frames s ∈ Γ(U, Q ξ ) are called ξ-adapted. Let
We define a Riemannian metric r g,ξ on T M by
Furthermore, define the vector bundle homomorphism J ξ : S → S locally by Clifford multiplication with the element b := i
with J 2 ξ = id S and [ϕ, ψ] S = J ξ ϕ, ψ S ξ = ϕ, J ξ ψ S ξ . As a pseudo-Riemannian manifold, (M, g) has a canonical volume element dM g . By taking the integral over the whole manifold ·, · S ξ and [·, ·] S give rise to inner products in the space Γ c (S) of compactly supported spinors as follows:
and in the same way
is a pre-Hilbert space, the completion of Γ c (S) with respect to · ξ is denoted by L 2 ξ (S). We use the subscript ξ to emphasize the dependance on the time-like bundle ξ. The indefinite Hermitian inner product [·, ·] ∆p,q on Γ c (S) is non-degenerate. J ξ : Γ c (S) → Γ c (S) as a map between pre-Hilbert spaces is bijective and bounded with respect to · ξ . It is formally self-adjoint with respect to (·, ·) ξ :
Using the relation [ϕ, ψ] = (J ξ ϕ, ψ) ξ , it is easy to see that [·, ·] is continuous with respect to the norm topology in Γ c (S) × Γ c (S). Therefore it can be continued to an inner product in
is a Krein space (for definitions and properties of Krein spaces see [Bog74] ).
is an unbounded operator in the Hilbert space (L 2 ξ (S), (·, ·) ξ ). When we want to emphasize the dependence on ξ, we write D ξ orD ξ when referring to the Hilbert space operators.
The Riemannian Dirac operator is symmetric, and if the underlying manifold is complete, it is essentially self-adjoint. For the pseudo-Riemannian Dirac operator there are analogous results involving the Krein space structure in L 2 ξ (S), e. g. it has been shown that the operator i p D is J-symmetric. An operator in a Krein space with fundamental symmetry is called J−symmetric (J-essentially self-adjoint, J-selfadjoint), iff it is symmetric (essentially self-adjoint, self-adjoint) with respect to the indefinite inner product. We will not further proceed in this direction, although some very interesting results concerning symmetries of the spectrum of the Dirac operator can be deduced from Krein space arguments (cf. [Bog74] , [Bau81] , [Bau94] ).
3. The dependence of the Dirac operator on the time-like subbundle ξ
In this section let E always be a real (or complex) vector bundle over M . All bundle metrics on E are Euclidean (Hermitian), i. e. in particular they are positive definite.
3.1 Definition. Two Euclidean (Hermitian) bundle-metrics h 1 and h 2 on E are called quasiisometric if there is a constant C 1 such that for all sections e ∈ Γ(E) we have
A section e ∈ Γ(E) is called bounded with respect to a bundle-metric h, if the real-valued function h(e, e) is bounded on M . It is easy to see that two bundle-metrics h 1 and h 2 on E are quasiisometric iff they have the same bounded sections. As all continuous functions on a compact manifold are bounded, we immediately derive the following proposition:
3.2 Proposition. If the base manifold M is compact, any two bundle metrics h 1 and h 2 on E are quasi-isometric.
Let dV be a volume element on M , for example induced by a semi-Riemannian metric on M . For any positive definite Hermitian bundle metric h in E there is a positive definite Hermitian scalar product on Γ c (E) defined by
3.3 Lemma. Let the bundle metrics h 1 and h 2 be quasi-isometric, let (·, ·) 1 and (·, ·) 2 be the corresponding L 2 -scalar products on Γ c (E), and let and let L 2
(E) be the completions of Γ c (E) with respect to the respective norms · 1 := (·, ·) 1 and · 2 := (·, ·) 1 . Then the following assertions hold:
(a) A sequence in Γ c (E) is a Cauchy sequence with respect to · 1 iff it is a Cauchy sequence with respect to · 2 .
2 ) considered as a map between preHilbert spaces is a bounded isomorphism with bounded inverse.
It is a well-defined, bounded ismorphism with bounded inverse.
Proof. Let the constant C 1 be chosen as in definition 3.1. In particular, for all e ∈ Γ c (E) we find 1 C e
and analogously e 2 2 C e 2 1 , therefore we conclude
is bounded by √ C and the inverse is bounded by 1 √ C which proves part (b). Part (a) also shows that completions of the pre-Hilbert spaces (Γ c (E), (·, ·) 1 ) and (Γ c (E), (·, ·) 2 ) coincide. Therefore the identity I Γc(E) and its inverse I −1
Γc(E) can be continued to the maps I :
Of course I and I −1
are isomorphisms and again bounded by √ C and 1 √ C which proves statement (c).
3.4 Definition. Let G be a Lie group and let ρ : G → GL(V ) be a representation of G on the finite-dimensional normed vector space (V, · V ). We say that the representation of a subset
The next lemma translates the notion of quasi-isometry into the language of principal fibre bundles.
3.5 Lemma. Let (P, M, G, π) be a principal fibre bundle with structure group G, let ρ :
V be a positive definite inner product on V and let E := P × ρ V be the associated vector bundle. Let G ′ ⊂ G be a Lie subgroup such that (·, ·) V is invariant under ρ |G ′ . Then any two reductions (Q 1 , f 1 ) and (Q 2 , f 2 ) of P to G ′ define two Euclidean (Hermitian) bundle metrics h 1 , h 2 on E as follows: We have
and since G ′ leaves (·, ·) V invariant, we can define bundle metrics h 1 , h 2 in the first and third bundle. Now let A m := {x ∈ G| there exists a 1 ∈ Q 1|m , a 2 ∈ Q 2|m with f 1 (a 1 ) · x = f 2 (a 2 )} and A := m∈M A m , and let A −1 m := {x −1 |x ∈ A m } as well as A −1 := m∈M A −1 m . Then h 1 and h 2 are quasi-isometric iff the representation of both A ⊂ G and
Proof. First let the representations of A and A −1 on (V, (·, ·) V ) be bounded by constants C 1 , C 2 > 0. Let e ∈ E |m and a 1 ∈ Q 1|m , a 2 ∈ Q 2|m , and furthermore x ∈ A m with f 1 (a 1 ) · x = f 2 (a 2 ). Then e f 2 (a 2 ) = x −1 · e f 1 (a 1 ) and thus h 1 (e, e) = (e f 1 (a 1 ) , e f 1 (a 1 ) ) V and h 2 (e, e) = (
as well as
Since A m ⊂ A and A −1 m ⊂ A −1 , the representation of A m and A −1 m is bounded by C 1 and C 2 , respectively. This shows h 2 (e, e) C 2 2 h 1 (e, e) and h 1 (e, e) C h 2 (e, e) h 1 (e, e) C 2 1 h 2 (e, e).
This whole consideration was independent of the point m ∈ M , therefore setting C := max{C 2 1 , C 2 2 } we find 1 C h 2 (e, e) h 1 (e, e) Ch 2 (e, e)
for all e ∈ Γ(E), and this shows that h 1 and h 2 are quasi-isometric.
Now let h 1 and h 2 be quasi-isometric. Suppose the representation of A was not bounded. Then
Choose disjoint open neighbourhoods U j around the m j and local sections s j : U j → Q 2 and smooth maps ω j : M → [0; 1] such that ω i (m j ) = 1 and supp ω j ⊂ U j . Let local vector fields e j ∈ Γ(U j , E) be defined by
This sum is a well-defined vector field e ∈ Γ(M ) since for a given m ∈ M almost all e j (m) = 0. Obviously h 2 (e(m), e(m)) 1 for all m ∈ M , but
Therefore there cannot exist a constant C > 0 with 1 C h 1 (e(m), e(m)) h 2 (e(m), e(m)) for all m ∈ M . This shows that h 1 and h 2 are not quasi-isometric. If A −1 is not bounded, the argument works analogoulsy with the roles of h 1 and h 2 reversed.
After these preparations, we use the concept of quasi-isometric bundle metrics to derive a geometric condition under which the spectrum of the Dirac operator is the same for two maximal time-like bundles ξ 1 , ξ 2 ⊂ T M . As introduced in section 2, let ·,
and r g,ξ 1 , r g,ξ 2 be the positive definite bundle metrics in S and T M , respectively.
3.6 Theorem. If the two Riemannian metrics r g,ξ 1 and r g,ξ 2 are quasi-isometric, the following assertions hold: 
(c) The spectrum and all its parts of D ξ 1 and D ξ 2 as well asD ξ 1 andD ξ 2 coincide.
In particular, the following diagram is commutative: 
D ξ 2
In order to prove the main theorem, we first have to prove the following lemma:
Proof. To prove this lemma, we will turn both Spin(p, q) and SO(p, q) into metric spaces, where the topologies induced by the metrics will coincide with the standard topologies.
(a) To save us some writing, let M p,q be defined as
We introduce the norm
where · M(2 m ,C) is the usual operator norm on M(2 m , C) and pr i : M(2 m , C) ⊕ M(2 m , C) → M(2 m , C) denotes the projection on the i-th summand. (M p,q , · p,q ) is a normed space, and this gives rise to the metric d p,q (A, B) := B − A p,q induced by · p,q . The topology induced by d p,q is the usual topology of M p,q as a finitedimensional complex vector space. Cl C p,q ⊃ Spin(p, q) is isomorphic to M p,q as algebras with Φ p,q : Cl C p,q → M p,q being the isomorphism from section 2. Φ p,q is a homoemorphism with respect to the standard topologies. Let · Cl
) is a normed space. Again, because Φ p,q is a homeomorphism, the
induces the standard topology on Cl
iff its representation on (∆ p,q , (·, ·) ∆p,q ) bounded by a constant C > 0. This can be seen as follows: If p + q = 2m is even, the spin representation is given by κ p,q = Φ p,q , therefore the representation of A on ∆ p,q is bounded by C iff Φ p,q (A) p,q C for all a ∈ A which in turn is equivalent to the fact that the set A ⊂ Spin(p, q) ⊂ Cl . If p + q = 2m + 1 is uneven, things are a bit more complicated: Spin(p, q) has two isomorphic Lie group representations on ∆ p,q = C 2 m , one given byκ
C for all a ∈ A ⊂ Spin(p, q), if and only if the representation of A on ∆ p,q is bounded by C. Note again that at this point the set A cannot be an arbitray subset of Cl C p,q but has to be a subset of Spin(p, q). (c) Let · M(n,R) be the operator norm on the space of real n × n matrices M(n, R), which again gives rise to a metric d M(n,R) on M(n, R). We denote the restriction onto SO(p, q) by d SO(pq) . The topology induced by d SO(p,q) is the usual topology on SO(p, q).
with respect to the metric d SO(pq) . This can be seen as follows: The representation of B is bounded by C > 0 iff
This in turn holds true iff S M(n,R) C for all S ∈ B, which is equivalent to B being bounded with respect to d M(n,R) and thus also with respect to d SOp,q . Now we are able to prove the lemma 3 : Let A ⊂ Spin(p, q) have bounded representation on (∆ p,q , (·, ·) ∆p,q ). By part (b) this is the case iff A is bounded with respect to d Cl
, there exists a compact set K ⊂ Spin(p, q) such that K ⊃ A. Since K is compact and λ is continuous, λ(K) is compact too and therefore bounded with respect to d SO(p,q) . Thus λ(A) has bounded representation on (R n , · n ) by part (d).
On the other hand, let λ(A) have bounded representation on (R n , · n ). Again by part (d) then λ(A) is bounded with respect to d SO(p,q) . Then there exists a compact set K ⊂ SO(p, q) such that K ⊃ λ(A). Choose an open cover (O α ) α∈A of K with the property that for every α ∈ A the set λ −1 (O α ) consists of exactly two disjoint open sets U α 1 , U α 2 ⊂ Spin(p, q) which are mapped homeomorphically onto O α by λ and the preimage of λ −1 (Ō a ) is the disjoint union ofŪ α 1 and U α 2 . This is possible since λ is a two-fold covering map, in particular it is a local homeomorphism. Since K is compact, there exists a finite sub-cover which covers λ(A), i. e. α 1 , . . . , α s ∈ A with 1 i s O α i ⊃ K. As closed subsets of the compact set K, all theŌ α i are compact, and thus thē U α i 1 ,Ū α i 2 are compact too.
Obviously the set 1 i s (Ū α i 1 ∪Ū α i 2 ) is bounded as a finite union of bounded sets, and it covers λ −1 (A). Thus λ −1 (A) is bounded with respect to d Spin(p,q) , and using part (b) this again shows that λ −1 (A) has bounded representation on (∆ p,q , (·, ·) ∆p,q ).
We use this lemma to prove the following fundamental proposition: in the spinor bundle are quasi-isometric iff r g,ξ 1 and r g,ξ 2 are quasi-isometric.
, f 2 ) be the reductions of the Spin 0 (p, q)-bundle Q to the maximal compact subgroupK 0 ⊂ Spin 0 (p, q) which correspond to the two maximal time-like bundles ξ 1 ⊂ T M and ξ 2 ⊂ T M as explained in section 2, and let ·, · S ξ 1 and ·, · S ξ 2 be the corresponding bundle metrics in the spinor bundle S.
and A := m∈M A m , and let A −1 m := {x −1 |x ∈ A m } as well as A −1 :
. We are now in the situation of lemma 3.5: ·, · S ξ 1 and ·, · S ξ 2 are quasi-isometric iff both A and A −1 have bounded representation on (∆ p,q , (·, ·) ∆p,q ). By lemma 3.7 this is equivalent to the fact that that B and B −1 have bounded representation on (R n , · n ). By lemma 3.5 this is equivalent to the fact that the Riemannian metrics r g,ξ 1 and r g,ξ 2 are quasi-isometric.
We conclude with the proof of the main theorem:
proof of theorem 3.6. Since r g,ξ 1 and r g,ξ 2 are quasi-isometric, ·, · S 
(S). This shows (b) and the commutativity of the diagram. Part (c) is now a trivial consequence of (b).
3.9 Corollary. Let the base manifold M be compact. Then the Hilbert space L 2 ξ (S) as a vector space does not depend on ξ. Also, the identity I :
is a bounded isomorphism with bounded inverse for all choices of ξ 1 , ξ 2 . Furthermore, the spectrum of the Dirac operator D and of its closureD does not depend on ξ.
Proof. If the base manifold is compact, by proposition 3.2 for any maximal time-like subbundles ξ 1 , ξ 2 ⊂ T M the two Riemannian metrics r g,ξ 1 and r g,ξ 2 (and of course also the bundle metrics ·, · S ξ 1 and ·, · S ξ 2 on the spinor bundle) are quasi-isometric, and thus theorem 3.6 can be applied.
Generalized multiplication operators and their spectra
In this section generalized multiplication operators are introduced. They are operators acting by pointwise multiplication on L 2 -functions defined on a measure space Ω with values in a Hilbert space H. Matrix multiplication operators are studied in the paper [Hol91] , but the author restricts himself to the case where H is finite-dimensional. The infinite-dimensional case is treated in the thesis [Tom03] of S. Tomaschewski, another very condensend overview can be found in the introduction of the article [Hey12] .
Throughout this section let (Ω, Σ, µ) be a σ-finite complete measure space and (H, (·, ·) H ) a seperable Hilbert space. Let L(H) denote the space of bounded operators defined on the whole space H and let I : H → H denote the identity. For an operator A in H and λ ∈ C let A λ := λI−A, then the different parts of the spectrum of A are defined as
λ is bounded For a measurable set A ⊂ Ω let χ A : Ω → {0, 1} denote its characteristic function. A measurable (complex-valued) function f is called essentially bounded iff it is bounded outside a null set, i. e. there exists a null set N such that |f |Ω\N | is bounded by B ∈ R + . The infimum of all these bounds B is called the essential supremum of f . 
(b) M A acts "by pointwise multiplication with A(ω)":
Conversely, given a family (A(ω)) ω∈Ω , we define the generalized multiplication operator
4.2 Lemma. Let M A be a generalized multiplication operator associated to (A(ω)) ω∈Ω and let the set Inv(A) := {ω ∈ Ω| A(ω) is invertible} be measurable. If Ω\Inv(A) is a null set, then M A is invertible and its inverse is the multiplication operator associated to (A −1 (ω)) ω∈Ω .
Proof. Let Ω \ Inv(A) be a null set, and let M A −1 be the multiplication operator associated to
Using analogous arguments we see that
These calculations also show that
as Hilbert space operators, and finally we conclude (
In the rest of this section we study multiplication operators on the measure spaces N n , Z n and R n .
Proposition.
Let Ω = Z n or Ω = N n and let µ in both cases denote the usual counting measure. Let M A be a generalized multiplication operator associated to (A(k)) k∈Ω such that
The inverse M A is the generalized multiplication operator associated to A −1 (k).
(c) The point spectrum of M A is given by
(e) The Hilbert space adjoint (M A ) * of M A is the generalized multiplication operator associated to A * (k).
(g) M A is bounded iff A(k) is bounded operator in for all k ∈ Ω and there is a constant B ∈ R + such that A(k) < B for all k ∈ Ω.
Proof. (a) Let f ∈ L 2 (Ω, H) and Ω j := {k ∈ Ω : |k l | j for all 1 l n}. Then
The second summand tends to 0 as j → ∞, and the first summand tends to 0 for
(b) One direction is an easy consequence of lemma 4.2: If A(k) is invertible for all k ∈ Ω, Inv(A) = Ω is measurable and Ω \ Ω = ∅ is a null set. Therefore M A is invertible with
For the other direction, suppose there exists a k ∈ Ω such that A(k) is not invertible with x ∈ ker(A(k)). Then χ {k} x is a nontrivial element of ker(M A ), and therefore M A cannot be invertible.
(c) This is a direct consequence of (b): λ−M A is the maximal generalized multiplication operator associated to (λ − A(k)) k∈Ω , therefore by (b) it has nontrivial kernel iff there exists k ∈ Ω such that λ− A(k) : dom(A(k)) → H has nontrivial kernel. This is the case iff λ ∈ σ p (A(k)).
is defined for all k ∈ Ω and densely defined since σ r (A(k)) = ∅ by assumption. Then (b) shows that (λ−M A ) −1 is the multiplication operator associated to (λ−A) −1 (k)) k∈Ω , and therefore (λ − M A ) −1 is densely defined for all λ ∈ C \ σ p (M A ) by (a). This shows σ r (M A ) = ∅.
(e) In (a) we showed that M A is densely defined, thus (M A ) * is well-defined. Furthermore, A * (k) is defined for all k ∈ Ω since A(k) is densely defined for all k ∈ Ω. Therefore also M A * is well-defined.
First we have to show that f (k) ∈ dom(A * (k)) for all k ∈ Ω. Let k ∈ Ω, χ {k} be the characteristic function of {k} and x ∈ dom(A(k)) be arbitrary. Then χ {k} x ∈ dom(M A ), and since
The last step is almost trivial now: Let
(f) Here we use the following theorem: A densely defined operator B in a Hilbert space is closable iff B * is densely defined, and in this caseB = B * * ([Mla91, thm. 3.6.3] ). Since A(k) is closable for all k, dom(A * (k)) is dense in H for all k. (M A ) * = M A * follows from (e), and this operator is then densely defined by (a). Then M A in turn is closable and we havē
Now since A(k) is closable for all k we haveĀ(k) = A * * (k) for all k, and thusM A = MĀ.
(g) Let M A be bounded and suppose for all B ∈ R + there exists a k ∈ Ω and a x k ∈ dom(A(k)) with
4.4 Corollary. Let Ω = (Z n , µ) with the usual counting measure. Let M A be a generalized multiplication operator associated to (A(k)) k∈Z n such that A(k) is densely defined and σ r (A(k))) = ∅ for all k ∈ Z n . Then the spectrum of M A is
Here (λ − A(k)) −1 is considered as "not bounded on Z n " if there exists a k ∈ Z n such that (λ − A(k)) −1 : H → H is unbounded already and (λ − A(k)) −1 does not even exist for this k.
Proof. 
The following proposition is the generalization of [EE87, thm. III.9.2, p. 134] to our needs. There scalar multiplication operators (H = C) are treated, but at least the case dim H < ∞ can be treated in the same way.
4.5 Proposition. Let (E, (·, ·) E ) be a finite-dimensional Hilbert space. Let A : R n → End(E) be measurable and M A be the multiplication operator associated to (A(x)) x∈R n . Let · End(E) denote the operator norm of End(E).
(a) M A is densely defined.
(b) The set Inv(A) from lemma 4.2 is measurable. Furthermore M A is invertible, if R n \Inv(A) is a null set. The inverse M A then is a maximal generalized multiplication operator associated to A −1 (x).
(c) M A is bounded iff A End(E) is essentially bounded. In this case M A = ess sup A End(E) .
and Ω j := {x ∈ R n : A(x) End(E) < j} for j ∈ N. The sets Ω j are measurable, since A is measurable and · End(E) is continuous. Since A(x) as an endomoprhism in the finite-dimensional Hilbert space E is bounded for all x, we have
This proves that dom(M A ) is dense.
(b) det(·) is a continuous function on End(E) and obviously x ∈ Inv(A) ⇔ det(A(x)) = 0. Since A : R n → End(E) is measurable, the composition det •A is measurable. Therefore Inv(A) is measurable, and lemma 4.2 implies the rest of (b).
(c) Since A is measurable and · End(E) is continuous, A(·) End(E) is measurable. Assume for some constant C > 0 there exists a set U ⊂ R n such that µ(U ) > 0 and A(x) End(E) > C for all x ∈ U . W. l. o. g. let λ(U ) < ∞, where λ denotes the Lebesgue measure. Let e 1 , . . . , e j be a basis of E. For every x ∈ U we find an e l such that A(x)e l > C (else A(x) C). For 1 l j define U l := {x ∈ U : A(x)e l > C}, then U = j l=1 U l . Since λ(U ) > 0 and U is the finite union of the U l , there is at least one 1 l j such that
Let M A now be bounded by B > 0, and suppose A(x) was not essentially bounded by B. Then λ({x ∈ R n : A(x)) > B}) > 0. But we just saw that in this case M A > B, contradiction! Conversely, if Ax is essentially bounded by B, one can directly see that M A is bounded by B, too.
(d) Since E is finite-dimensional, A(x) is closed (even continuous) for all x ∈ R n . Using [Tom03, lem. 2.3.4] this shows that M A is closed.
The spectrum of the Dirac operator on R p,q and T p,q
In this section we compute the full spectrum of the Dirac operator of R p,q in the Hilbert space L 2 ξe (S) where we choose the maximal time-like subbundle ξ e to be spanned by the canonical coordinate vector fields e 1 , . . . , e p . Next, we compute the spectrum of the Dirac operator on the pseudo-Riemannian n-dimensional torus T p,q . Since T p,q is a compact manifold, the spectrum does not depend on the choice of the maximal time-like subbundle ξ.
Both for R p,q and T p,q the computation of the spectrum is a straightforward application of the results of the previous section in spirit of the computation of the spectrum of a constant-coefficient differential operator in L 2 (R n ) as carried out e. g. in [EE87, thm. IX.6.2].
The spectrum of the Dirac operator of R p,q
The bundle Q := R n ×Spin 0 (p, q) defines a spin structure for R p,q with the obvious identifications. Since R n is simply-connected, this is the only spin structure. There is a canonical identification Γ(S) ∼ = C ∞ (R n , ∆ p,q ). With respect to this identification, the Dirac operator has the form
with κ j := e j , e j p,q . Let a smooth function A ∈ C ∞ (R p,q , SO 0 (p, q)) be given withÂ ∈ C ∞ (R p,q , Spin 0 (p, q)) and λ A quick calculation shows
For the maximal time-like bundle ξ e spanned by the time-like vectors e 1 , . . . , e p we find ψ 1 , ψ 2 S ξe = (ψ 1 , ψ 2 ) ∆p,q . As always, the space of compactly supported smooth spinors C ∞ 0 (R n , ∆ p,q ) is a preHilbert space with respect to the inner product
and its completion will be denoted by L 2 (R n , ∆ p,q ). Then
is a densely defined operator in the Hilbert space L 2 (R n , ∆ p,q ). Let F denote the Fourier transform of spinors. F is an unitary operator in L 2 (R n , ∆ p,q ). Let ψ ∈ C ∞ 0 (R n , ∆ p,q ) and x ∈ R n , then
where · denotes the Clifford multiplication and θ(x) is the reflection of x through the (n−p)-plane spanned by the spatial vectors e p+1 , . . . , e n . Let M A be the generalized multiplication operator associated to
Note that A(x) depends continuously on x and thus is measurable. Let M 0 be the restriction of
Then the above calculation shows Dψ = (F −1 M A F)ψ for ψ ∈ C ∞ 0 (R n , ∆ p,q ) and D = F −1 M 0 F as Hilbert space operators. In particular, D and M 0 are unitarily equivalent.
5.1 Proposition. M 0 is closable withM 0 = M A . Furthermore, D is closable and for its closurē D holds:
Proof. Since M A is closed by proposition 4.5 (d), M 0 is closable andM 0 ⊂ M A . Since D and M 0 are unitarily equivalent, also D is closable andD = F −1M 0 F. SinceM 0 ⊂ M A , it only remains to show that M A ⊂M 0 . We will prove this in three steps:
(1) Let H(M ) := dom(M A ) be the Hilbert space defined by the graph norm
.
First we show that C ∞ 0 (R n , ∆ p,q ) is dense in H(M ): Let ǫ > 0, and let χ k denote the characteristic function of the sets Ω k := {x ∈ R n | x n < k}. For x ∈ H(M ) the sequence
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Then we have
To this end, let S(R n , ∆ p,q ) be the Schwartz spinor space of (component-wise) rapidly decreasing spinors and W 1,2 (R n , ∆ p,q ) be the Sobolev spinor space, again defined component-wise. First we note that S(R n , ∆ p,q ) ⊂ dom(M A ), since A(x) acts by matrix multiplication with entries polynomial in x. First we show that dom(M 0 ) is dense in S(R n , ∆ p,q ) with respect to · M A : Letŵ ∈ S(R n , ∆ p,q ) and let w := F −1ŵ . Since EE87, p. 222] ), thus there exists a sequence (φ k ) in C ∞ 0 (R n , ∆ p,q ) which converges to w in W 1,2 (R n , ∆ p,q ). Therefore φ k → w and Dφ k → Dw in 4 L 2 (R n , ∆ p,q ), and this in turn means Fφ k → Fw =ŵ and
Proof. Elementary Clifford algebra computations show that
is the inverse of (λ − A(x)). This shows Inv(A λ ) ⊃ {x ∈ R n |λ 2 − x, x p,q = 0}.
To show the converse inclusion, we first prove ker(λ + A(x)) = ∆ p,q only if x = 0 and λ = 0. Let κ p,q the Dirac spinor representation from section 2. Then tr(κ p,q (e j )) = 0 for all j = 1, . . . , p + q, since the trace is multiplicative with respect to the Kronecker product and at least one of the matrices U 1 , U 2 , T from section 2 with trace 0 is a factor in the Kronecker product κ p,q (e j ). Therefore by linearity also tr(κ p,q (x)) = 0 for all x ∈ R n . Let now x = n i=1 x i e i and ker(λ + A(x)) = ∆ p,q . Then A(x) = −λ½ as matrices, where ½ denotes the identity matrix. Since
we deduce λ = 0 and thus A(x) = 0. Then by linearity of κ p,q we find x i κ p,q (e i ) = 0. Since the κ p,q (e i ) are linearly independent it follows x = 0.
Finally we show the inclusion Inv(A λ ) ⊂ {x ∈ R n |λ 2 − x, x p,q = 0} by proving the equivalent statement {x ∈ R n |λ 2 − x, x p,q = 0} ⊂ R n \Inv(A λ ). Let x ∈ R n with λ 2 − x, x p,q = 0. If x = 0, then λ = 0 and obviously x ∈ Inv(A λ ). Let now x = 0. Then ker(λ + A(x)) = ∆ p,q as we have seen above, therefore we can choose ψ 0 ∈ ∆ p,q \ ker(λ + A(x)) and define
Therefore ψ ′ 0 is a non-trivial element of ker(λ − A(x)). This shows that x ∈ Inv(A λ ).
Now we are ready to prove the main theorem:
5.3 Theorem. The spectrum of the Dirac operator D of the pseudo-Riemannian manifold (R n , ·, · p,q ) endowed with the canonical spin structure and maximal time-like subbundle ξ e is the whole complex plane C, in formulas: Mla91, p. 105] ). SinceD and M A are unitarily equivalent by proposition 5.1, the spectra and all its parts coincide by [Mla91, thm. 3.4.3] . It remains to calculate the spectrum of M A .
It is easy to see that M A neither has point nor residual spectrum: Let λ ∈ C. Then λ − M A = M λ−A is a multiplication operator as well, and let A λ be defined as in lemma 5.2. There, we proved
Then R n \ Inv(A λ ) = {x ∈ R n |λ 2 − x, x p,q = 0}, and this is a null set by [EE87, lem. IX.6 .1]. Therefore by lemma 4.2 the inverse of λ − M A = M λ−A is the multiplication operator associated to A −1 λ (x). By lemma 5.2 we have
is well-defined for all λ ∈ C, the point spectrum of M A is empty.
By proposition 4.5 (a), dom(M
Therefore the residual spectrum σ r (D) is empty, too.
It remains to check that (λ−M A ) −1 is unbounded as an operator in the Hilbert space L 2 (R n , ∆ p,q ). By proposition 4.5 (c) it is sufficient to check that A −1 λ (x) End(∆p,q) is not essentially bounded. This will be done in two steps.
(a) Since · End(∆p,q) is continuous, the function
is a continuous function defined on an open set. We first show that A −1 λ (x) End(∆p,q) is unbounded in the usual sense. Let first λ = 0, then the continuous function A λ (x) End(∆p,q) is bounded on the compact Euclidean sphere S n−1 . Since
is unbounded on S n−1 ∩{x ∈ R n | x, x p,q = 0}, the function
is unbounded on S n−1 ∩ Inv(A λ ), and therefore A −1 λ (x) End(∆p,q) is unbounded on Inv(A λ ). Let now λ = 0 and X 0 := e 1 + e p+1 . For a ∈ R + let X a := aX 0 , then X a ∈ Inv(A λ ). By lemma 5.2 we have End(∆p,q) , and by the homogenity of the norm and the reverse triangle inequality we find the estimate
λ (x C ) End(∆p,q) > C + 1. By continuity there exists an open neighbourhood U C of x C with non-zero Lebesgue measure and A −1 λ (x) End(∆p,q) > C for all x ∈ U C . Since C > 0 was arbitrary, this proves that A −1 λ (x) End(∆p,q) cannot be essentially bounded.
5.4 Remark. Note that D 2 is a densely defined differential operator as well, and
Therefore σ(D 2 ) = σ(∆) = R, with ∆ being the Laplace-Operator of R p,q . Then σ(D) = C, whereas σ(D 2 ) = R. Now we are considering maximal time-like subbundles other than ξ e , and therefore we also consider different bundle metrics in the spinor bundle. Let ξ A ⊂ T R p,q be another maximal timelike subbundle, and without loss of generality let ξ A be induced by A ∈ C ∞ (R p,q , SO 0 (p, q)). We are interested in geometric conditions on ξ A under which we can make assertions on the spectrum ofD in the space L 2 ξ A (S).
5.5 Proposition. Let a maximal time-like subbundle ξ A ⊂ T R p,q be induced by
Let the functions A(x) End(R n ) and A −1 (x) End(R n ) be bounded on R n . Let D ξ A denote the Dirac operator in the Hilbert space L 2 ξ A (S) andD ξ A be its closure. Then they have the same spectral properties as in theorem 5.3:
. Lemma 3.5 shows that r g,ξe and r g,ξ A are quasi-isometric.
Let D ξe be the Dirac operator as a operator in L 2 ξe (S) = L 2 (R n , ∆ p,q ). By theorem 3.6 (c) the spectrum and all its parts of D ξe and D ξ A as well asD ξe andD ξ A coincide.
In particular, for any parallel maximal time-like subbundle ξ ′ on R p,q the Dirac operator D ξ ′ has the same spectrum as in theorem 5.3.
5.6 Example. We are now going to discuss one special case in detail: Let n = 2 and p = 1. We have seen that any maximal time-like subbundle ξ A is induced by a function A ∈ C ∞ (R 2 , SO 0 (1, 1). Note that in this case the mapping is one-to-one.
Any such A(m) is of the form
with a ∈ C ∞ (R 2 , R). Therefore we have a one-to-one-correspondence:
a can be interpreted as the "hyperbolic angle" between ξ A and the parallel choice ξ e which of course is induced by a(x) = 0 for all x ∈ R 2 . Now it is easy to see that both A(m) and A −1 (m) are bounded if and only if a(m) is bounded. For a(m) → ∞, the Euclidean angle between ξ A (m) := span(A(m)e 1 ) and the light ray tends to 0. Thus we have a very simple geometric interpretation: If the Euclidean angle between ξ A and the light cone in R 1,1 is bounded from below (by a constant > 0), then D ξ A has the same spectrum as D ξe .
5.7 Remark. Ideally, one could either prove that the spectrum of the Dirac operator on R p,q is always the whole complex plane C -no matter which maximal time-like subbundle ξ one chooses -or could give an example of a maximal time-like subbundle
Clearly not all ξ ′ fulfill the conditions of theorem 3.6. Unfortunately, such a proof or counterexample has yet to be found.
The spectrum of the Dirac operator on the torus T p,q Let Γ be the discrete subgroup of the group of translations in R n generated by e 1 , e 2 , . . . , e n . The n-dimensional flat torus T p,q := R p,q /(2πΓ) of signature signature (p, q) has 2 n spin structures. We calculate the spectrum for the trivial spin structure Q := T p,q × Spin 0 (p, q) corresponding to Hom(Γ, Z 2 ) ∋ χ = 0 (cf. [Bau81, p. 113] ). In this case, Γ(S) ∼ = C ∞ (T p,q , ∆ p,q ) and the Dirac operator of a spinor field ψ ∈ C ∞ (T p,q , ∆ p,q ) has the form
Since T p,q is compact, the space of square-integrable spinors does not depend on the maximal time-like subbundle ξ and is denoted just by L 2 (S) (see corollary 3.9). We again let ξ be spanned by e 1 , . . . , e p , such that the scalar product for
and the Fourier series representation (equally denoted by
Let M A be the generalized multiplication operator associated to
as Hilbert space operators. In particular, D and M 0 are unitarily equivalent.
5.8 Proposition. M 0 is closable withM 0 = M A . Furthermore, D is closable and for its closurē D holds:
Proof. Since ∆ p,q is finite-dimensional, M A is closed by proposition 4.3 (f), and hence
and let χ j denote the characteristic function of the sets Ω j := {k ∈ Z n | k n j}. Then for x j := χ j x we have F −1 (x j ) ∈ C ∞ (T n , ∆ p,q ) and thus x j ∈ dom(M 0 ). Obviously x j → x, and furthermore
5.9 Theorem. The spectrum of the Dirac operator D of T p,q as an unbounded operator in the Hilbert space L 2 (S) is the whole complex plane C, in formulas:
The point spectrum is Mla91, p. 105] ). SinceD = F −1 M A F with F being an unitary transformation, the spectra and all their parts coincide. By corollary 4.4 the spectrum of M A consists only of the point spectrum σ p (M A ) and the continuous spectrum σ c (M A ):
with the relations
Applying lemma 5.2 we find λ ∈ σ p (A(k)) ⇔ λ 2 − k, k p,q = 0, therefore
Let λ ∈ C \ σ p (M A ), in particular λ = 0 from now on. Let a 1 := e 1 + e p+1 and a j := ja 1 for j ∈ N. Choose ψ 0 ∈ ∆ p,q with θ(a 1 ) · ψ 0 ∆p,q = C > 0 and (ψ 0 , ψ 0 ) ∆p,q = 1. By lemma 5.2 we have
Now using the reverse triangle equation we directly see that
The last expression is unbounded for j → ∞, and since ψ 0 ∆p,q = 1 this means that (λ−A(
5.10 Remark. On a compact pseudo-Riemannian spin manifold, given a sequence of spinors
lies in the approximative spectrum ofD. The previous proof shows that on pseudo-Riemannian spin manifolds such a sequence may exist. One example on T p,q with the trivial spin structure is ψ j (x) := e −i2π(x,a j )n ψ 0 . This observation can be used to prove the relation σ(D) = σ p (D) ∪ σ c (D) = C on T p,q for other spin structures than the trivial one by carefully modifying the ψ j .
6. The spectrum of the Dirac operator on a class of compact product manifolds
In this section we compute the spectrum of the Dirac operator of T 1,1 × F with F being an arbitrary even-dimensional compact Riemannian manifold and T 1,1 being the torus endowed with the pseudo-Riemannian metric of signature (1, 1). This section is technically more complicated than the previous ones, although the main ideas are the same. The smooth spinors ϕ ǫ,k l defined in lemma 6.4 form a Hilbert space basis of L 2 (S) and Dϕ ǫ,k l is especially easy to compute, which enables us to do Fourier series representation of spinors in L 2 (S). Along the lines of the previous section we show thatD is unitarily equivalent to a generalized multiplication operator. The spectrum then is computed with the methods developed in section 4.
Notation and preliminaries: The spin structure on T 1,1 ×F Let T 1,1 be defined as in the previous section and let (F, h) be a 2N -dimensional compact Riemannian spin manifold with spin structure (Q F , Λ F ). Let M := T 1,1 × F be endowed with the product metric g of signature (1, 2N + 1). Let P T 1,1 ×F be the connected frame bundle of T 1,1 × F , X 1 and X 2 the canonical coordinate vector fields on the product, pr 2 : T 1,1 × F → F the canonical projection and let P F be the connected frame bundle of F . Consider the reduction of P T 1,1 ×F to the structure group SO(2N ) defined bỹ
Then P × i SO(2N) SO 0 (1, 2N + 1) is isomorphic to the connected frame bundle P T 1,1 ×F with the isomorphism α :
where the action of g ∈ SO 0 (1, 2N + 1) on p ∈P ⊂ P T 1,1 ×F is just the principal fibre action of SO 0 (1, 2N + 1) on P T 1,1 ×F . The linear map i R n : R 2N → R 2N +2 defined by i R 2N (e j ) := e j+2 for j = 1, . . . , 2N induces an embedding i Spin ( Λ is well-defined and (Q, Λ) with Λ = α •Λ is a spin structure for (T 1,1 × F, g ).
Proof.Λ is well-defined: Let h ∈ Spin(2N ), and let [(q, g) 
Remember that h is acting from the right on the associated bundle:
This construction yields one of the four spin structures on T 1,1 × F .
Notation and preliminaries, part II: The spinor bundle and the Dirac operator As always let S := Q × κ 1,2N+1 ∆ 1,2N +1 be the spinor bundle of T 1,1 × F . First we introduce the vector space isomorphism χ : ∆ 1,2N +1 → ∆ 0,2N ⊕ ∆ 0,2N and show that it is an isomorphism of Spin (2N ) representations. Then -by translating this local isomorphism to a global bundle map -we prove that the spinor bundle of T 1,1 × F is isomorphic to pr * 2 S F ⊕ pr * 2 S F . This isomorphism then allows us to handle spinor fields in S as tupels of spinor fields in the spinor bundle S F of F in a very convenient way.
We cite the following lemma from [Bau97, prop. 18]: 6.2 Lemma. Let p + q = 2m. For ǫ = ±1 let u(ǫ) ∈ C 2 denote the vector
is an orthonormal basis of ∆ p,q with respect to (·, ·) ∆p,q . Furthermore: (a) Every ψ ∈ ∆ 1,2N +1 can uniquely be written as ψ = ψ 1 ⊗ u(1) + ψ −1 ⊗ u(−1) with ψ 1 , ψ −1 ∈ ∆ 0,2N . The map χ :
is a vector space isomorphism. (c) For the positive-definite scalare product (·, ·) ∆ 1,2N+1 holds:
(e) If one considers ∆ 0,2N ⊕ ∆ 0,2N as the representation space of the clifford algebra representation of Cl C 1,2N +1 via the isomorphism χ, then the clifford multiplication with a vectors from R 1,2N +1 is given by
Let ξ be the maximal time-like bundle defined by the vector field X 1 . This introduces a positivedefinite bundle metric in the spinor bundle ·, · S ξ . From now on we always denote a point m ∈ T 1,1 × F by m = ([(x 1 , x 2 )], f ) with f ∈ F, [(x 1 , x 2 )] ∈ T 1,1 .
6.3 Lemma. Let S F := Q F × Spin(2N ) ∆ 0,2N be the spinor bundle of F and pr 2 : T 1,1 × F → F be the canonical projection.
(a) The map
is a well-defined vector bundle isomorphism, where for q ∈ Γ(U, pr * 2 Q F ) we define the spin frameq
where ·, · S F is the positive-definite bundle metric of the (Riemannian) spinor bundle S F .
[
Proof. (a) All we have to show is that the definition of B is independent of the choice of q. To this end, let q ′ ∈ Γ(pr * 2 Q F ), with q ′ = q · g and g ∈ Spin(2N ). Then
Therefore ψq ′ = i Spin(2N ) (g −1 )ψq and finally
for all h ∈ Spin(2N ) by lemma 6.2 (b). This proves that the definition of B(ψ) is in fact independent of the spin frame q.
(b) Let q andq be defined as in (a).q is ξ-adapted, so by definition of ·, · S ξ we have
This follows from lemma 6.2 (d).
6.4 Lemma. Let k ∈ Z 2 and ϕ ∈ Γ(S F ). Let the spinor fields ϕ ǫ,k ∈ Γ(S) be defined by
With these definitions the following relations hold for ǫ = ±1:
, and let ξ = (s 1 , s 2 , . . . , s 2N ) = Λ F • s F be the associated local frame in T F . Let s := pr * 2 s F be the pulled back frame, i. e. s ∈ Γ(T 1,1 × U F , pr * 2 Q). Letŝ be defined as in lemma 6.3 (a):
With respect to this frame we obviously have
(b) The frame in T M associated toŝ is Λ •ŝ = (X 1 , X 2 , s 1 , . . . , s 2N ). A quick calculation using the Koszul formula shows
The only non-vanishing of the local connection forms are
Using the local formula of the spinor derivative ([Bau81, p. 216]) we find
and for s 1 , . . . , s 2N :
(c) A quick calculation in coordinates using the product rule shows
and therefore
(d) Next we want to show
By definition we have
Plugging (1) into the equation this equals to
Taking together (a), the fact that s j (e i(k,x) 2 ) = 0 and the relations from lemma 6.2 (e), this equals to
Note that inside the big brackets nothing depends on x, and therefore
An analogous computation for B −ǫ shows the second statment.
(e) Using the local formula of the Dirac operator ([Bau81, Satz 3.1]) and (c), we have
From the definition of ϕ ǫ,k and 6.2 (e) follows
hence B ǫ (X 1 · ϕ ǫ,k = 0 and B ǫ (X 2 · ϕ ǫ,k ) = 0. Therefore, using 6.2 (e), the whole expression equals to
Using the expressions from part (d) this equals to
and this in turn equals to
(f) Again using the local formula of the Dirac operator and (c), we have
we deduce
Since the bundles pr * 2 S F ⊕ pr * 2 S F and S are isomorphic, we can pull back the bundle metric ·, · S ξ by B. The spaces Γ(S) and Γ(pr * 2 S F ⊕ pr * 2 S F ) are isomorphic as pre-Hilbert spaces, and therefore B extends to a map to the completions:
Of course B and B −1 are isometric isomorphisms.
6.5 Remark. Let us fix some notation:
.. , where δ l,j is the Kronecker delta. Then the set {d ǫ l | l ∈ N, ǫ = ±1} with
forms an orthonormal basis of l 2 ⊕ l 2 .
(b) Since F is a compact Riemannian spin manifold, the space L 2 (S F ) has a L 2 -orthonormal basis of smooth eigenspinors ϕ 1 , ϕ 2 , . . . with Dϕ l = λ l ϕ l . From now on let such a basis be fixed.
(c) For ψ ∈ Γ(S), let ψ ǫ := B ǫ (ψ) be the corresponding sections in pr * 2 S F .
6.6 Lemma. The spaces L 2 (T 1,1 , l 2 ⊕ l 2 ) and L 2 (pr * 2 S F ⊕ pr * 2 S F ) are unitarily equivalent. The unitary equivalence is given by
with L :=L 0 being the closure of the operator L 0 defined by
Proof. In this proof we denote points in T 1,1 with two coordinates x 1 , x 2 such that (x 1 , x 2 ) ∈ T 1,1 . This is of course meant as an equivalence class with respect to the translative action of Γ.
(a) We first have to show that L 0 is well-defined:
Since l 2 ⊕ l 2 is a Hilbert space, by the Riesz representation theorem we have
with α ∈ l 2 ⊕ l 2 . Without loss of generality assume (α, d
) is measurable iff x α is measurable. (c) We show that x α is measurable by showing that it is continuous: Let ǫ > 0 and (x 1 , x 2 ) ∈ T 1,1 be fixed. Obviously the function
is continuous, and so is g x 1 ,x 2 (x ′ 1 , x ′ 2 , f ) := ψ(x ′ 1 , x ′ 2 , f ) − ψ(x 1 , x 2 , f ) S F |f where · S F |f denotes the spinor norm in S F |f . g x 1 ,x 2 (x 1 , x 2 , f ) = 0 for all f ∈ F , therefore by the continuity for every f ∈ F there exists an neighbourhood U f ⊂ T 1,1 × F of (x 1 , x 2 , f ) such that
Then for all f ∈ F the exists a δ f > 0 and an open neighbourhood U ′ f ⊂ F of f such that
Since F is compact, already finitely many of the U ′ f cover F , let therefore f 1 , . . . , f n be given such that n j=1 U ′ f j = F. Let δ := min j=1,...,n δ f j and (x ′ 1 , x ′ 2 ) ∈ (x 1 − δ, x 1 + δ) × (x 2 − δ, x 2 + δ). Then for every f ∈ F there exists an f j such that f ∈ U ′ f j , and thus we have 
for (x ′ 1 , x ′ 2 ) ∈ (x 1 − δ, x 1 + δ) × (x 2 − δ, x 2 + δ) with C := S F α(f ) S F |f dh. Thus x α is continuous in (x 1 , x 2 ). Since this consideration works for all (x 1 , x 2 ) ∈ T 1,1 , x α is continuous and hence measurable.
(d) Since this holds true for allα ∈ L 2 (S F ), this proves that L 0 (B(ψ)) is a measurable function.
To show that L 0 is well-defined, it remains to show that the L 0 (B(ψ)) ∈ L 2 (T 1,1 , l 2 ⊕ l 2 ). It is easy to see that L 0 (B(ψ))(x 1 , x 2 ), L 0 (B(ψ))(x 1 , x 2 ) l 2 ⊕l 2 = ∞ l=1, ǫ=±1
S) < ∞ where the last equality follows from lemma 6.3 (b). This both shows that L 0 (B(ψ)) ∈ L 2 (T 1,1 , l 2 ⊕ l 2 ) and that L 0 is an isometry (and therefore bounded). Now L 0 is bounded (and thus closable) and obviously densely defined, therefore its closure L :=L 0 is a bounded operator defined on the whole space.
(e) Of course L is an isometry as well, and therefore it is injective. The surjectivity of L can be seen as follows: For f ∈ L 2 (T 1,1 , l 2 ⊕ l 2 ) Pettis' theorem shows that the f ǫ l (x 1 , x 2 ) := (f (x 1 , x 2 ), d ǫ l ) l 2 ⊕l 2 are Lebesgue-measurable and f ǫ l ∈ L 2 (T 1,1 ). This immediately proves that for all l the function f ǫ l (x 1 , x 2 )ϕ l ∈ L 2 (pr * 2 S F ). Therefore the finite sums
lie in L 2 (pr * 2 S F ⊕ pr * 2 S F ) as well, and since the s j form form a Cauchy sequence, they converge tof in the complete space L 2 (pr * 2 S F ⊕ pr * 2 S F ). Since L(f ) = f , this shows that L is surjective.
6.7 Remark. Fourier coefficients of functions f ∈ L 2 (T 1,1 , H) with (H, (·, ·) H ) being a seperable Hilbert space are defined as in [SNFBK10, chapter 5], i. e. for any ortonormal Hilbert space basis b 1 , b 2 , . . . let and e k l := e i(k,x) 2 b l ∈ L 2 (T 1,1 , H). Then the set B := {e k l |k ∈ Z 2 , l ∈ N} is a Hilbert space orthonormal basis of L 2 (T 1,1 , H). The map F defined by F : B → L 2 (Z 2 , H) e k l → χ k b l can be extended to a unitary transformation F : L 2 (T 1,1 , H) → L 2 (Z 2 , H), which does not depend on the basis B.
6.8 Lemma. Let λ 1 , λ 2 . . . be the sequence of eigenvalues belonging to the smooth orthonormal basis of spinor fields ϕ 1 , ϕ 2 , . . . , of L 2 (S F ). Let k ∈ Z 2 and A(k) be the generalized multiplication operator in l 2 ⊕ l 2 = L 2 (N, C 2 ) associated to the sequence (M l (k)) l∈N of complex 2 × 2 matrices defined by
Let M A be the operator of multiplication associated to (A(k)) k∈Z n . Then for ψ ∈ Γ(S) holds:
or equivalently
Proof. The x ǫ,k l := χ {k} d ǫ l for k ∈ Z 2 , l ∈ N, ǫ = ±1 form an orthonormal basis in L 2 (Z 2 , l 2 ⊕ l 2 ), therefore it is sufficient to show 
Let us make a break here and just compute the integrand: Jϕ 
