Abstract. This work presents new ideas in multidimensional signal theory: an isotropic quadrature filter approach for extracting local features of arbitrary curved signals without the use of any steering techniques. We unify scale space, local amplitude, orientation, phase and curvature in one framework. The main idea is to lift up signals by a conformal mapping to the higher dimensional conformal space where the local signal features can be analyzed with more degrees of freedom compared to the flat space of the original signal domain. The philosophy is based on the idea to make use of the relation of the conformal signal to geometric entities such as hyper-planes and hyper-spheres. Furthermore, the conformal signal can not only be applied to 2D and 3D signals but also to signals of any dimension. The main advantages in practical applications are the rotational invariance, the low computational time complexity, the easy implementation into existing Computer Vision software packages, and the numerical robustness of calculating exact local curvature of signals without the need of any derivatives. Applications can be optical flow and object tracking not only limited to constant velocities but detecting also arbitrary accelerations which correspond to the local curvature.
Introduction
Low level image analysis is often the first step of many Computer Vision tasks. Therefore, local signal features determine the quality of subsequent higher level processing steps. It is important not to lose or to merge any of the original information within the local neighborhood of the point of interest. The constraints of local signal analysis are: to span an orthogonal feature space (split of identity) and to be robust against stochastic and deterministic deviations between the actual signal and the model. Image signals f ∈ L 2 (Ω) with Ω ⊂ R n will be locally analyzed on a low level. The assumed local signal model is defined as a hyper-sphere κ = 0 the hyper-sphere degrades to a hyper-plane. One important local structural feature is the phase φ which can be calculated by means of the Hilbert transform [6] . Furthermore all signals will be analyzed in Poisson scale space P{·} [3] since the Hilbert transform can only be interpreted for narrow banded signals. The Poisson kernel of the applied low pass filter reads
with A n+1 as the surface area of the unit sphere S n [10] in Euclidian space R n+1 .
Related Work
Local phase and amplitude of 1D signals can be analyzed by the analytic signal [6] . The generalization of the analytic signal to multidimensional signal domains has been done by the monogenic signal [2] . The nD monogenic signal is restricted to i1D signals for all dimensions. The monogenic signal replaces the classical onedimensional Hilbert transform of the analytic signal by the generalized Hilbert transform [1] in Euclidean space
This paper shows, that signal analysis problems can be solved in higher dimensional conformal spaces [9, 11] . Since the original signal will be analyzed in scale space it will be of advantage to summarize the Hilbert kernel and the Poisson to one unified kernel which will be called the conjugated kernel
To enable interpretation of the generalized Hilbert transform, its relation to the Radon transform is the key [12] 
The Conformal Signal
In case of visual motion analysis a three dimensional isotropic quadrature filters are needed [7, 4] . The conformal signal of a 3D signal f ∈ L 2 (Ω) with Ω ⊂ R 3 delivers amplitude, 3D orientation, phase and curvature. For image sequences (3D signals) the concept of planes in 3D Radon space becomes the more abstract concept of hyper-planes in 4D Radon space. These 4D hyper-planes determine 3D spheres on the 4D hyper-sphere in 4D conformal space. Since 3D planes and 3D spheres of the three-dimensional signal domain are mapped to 3D spheres on the 4D hyper-sphere, the integration on these 3D spheres determines points in the 4D Radon space. The general inverse stereographic projection for any dimension n ∈ N which maps the Euclidian space R n to the conformal space
. . .
The inverse stereographic projection maps the Euclidian space R n to the hypersphere in R n+1 with radius 1 2 and the south pole of the hyper-sphere touching the origin 0 ∈ R n of the Euclidian space R n and the north pole of the hypersphere with coordinates (0, 1) ∈ R n+1 . For the signal dimension n = 3 the inverse stereographic projection S −1 known from complex analysis [5] maps the 3D signal domain to the hyper-sphere. This projection is conformal and can be inverted by the general formula
The back-projection S for all elements of the hyper-sphere reads with ξ = (ξ 1 , ξ 2 , ξ 3 , ξ 4 ). This mapping has the property that the origin of the 3D signal domain will be mapped to the south pole 0 of the hyper-sphere and both −∞, +∞ will be mapped to the north pole (0, 0, 0, 1) of the hyper-sphere. 3D planes and spheres of the 3D signal domain will be mapped to spheres on the hyper-sphere and can be determined uniquely by hyper-planes in 4D Radon space. The integration on these hyper-planes corresponds to points (t, θ 1 , θ 2 , ϕ) in the 4D Radon space. Since the signal domain Ω ⊂ R 3 is bounded, not the whole hyper-sphere is covered by the original signal. Anyway, all hyper-planes corresponding to spheres on the hyper-sphere remain unchanged. That is the reason why the conformal signal models 3D planes and all kinds of curved 3D planes which can be locally approximated by spheres. To provide the generalized Hilbert transform more degrees of freedom, the original three-dimensional signal will be embedded in an applicable subspace of the conformal space by the so called conformal signal c ∈ R (R 4 ) of the original 3D signal f
by which the even signal part c e = (c * p 4 )(0; s) can by defined. Thus, the 4D generalized Hilbert transform can be applied to all points on the hyper-sphere. The center of convolution in spatial domain is the south pole where the origin of the 3D signal domain meets the hyper-sphere. At this point the generalized Hilbert transform will be evaluated in spatial domain by convolution for each test point
The conformal signal for 3D signals is defined by the even part and the four odd parts of the 4D Hilbert transform. Note that the coordinates are relative to the local coordinate system for each test point of the original 3D signal and 0 = (0, 0, 0, 0) are the corresponding relative coordinates in conformal space, i.e. this is no restriction. The Hilbert transform of the 3D signal embedded in the conformal space can also be written in terms of the 4D Radon transform and its inverse . Right figure: Corresponding 3D Radon space representation of the i2D signal spanned by the parameters t, θ and ϕ. Since the Radon transform on circles directly on the plane of the original 2D signal is not invertible, the Radon transform has to be done in higher dimensional 3D conformal space where circles correspond to planes.
This representation of the Hilbert transform is essential for the subsequent interpretation of the conformal signal. Remember that without loss of generality the signal will be analyzed at the origin of the local coordinate system of the test point of local interest. Compared to the monogenic signal the conformal signal is based on a Hilbert transformation in conformal space. Analogous to the interpretation of the monogenic signal in [12] , the parameters of the hyperplane within the 4D Radon space determine the local features of the curved 3D signal. The conformal signal can be called the generalized monogenic signal for 3D signals, because the special case of planes in the original 3D signal can be considered as spheres with zero curvature. These planes are mapped to spheres passing through the north pole in conformal space. The 3D curvature corresponds to the parameter ϕ of the 4D Radon space,
Besides, the curvature of the conformal signal naturally indicates the intrinsic dimension of the signal. The parameters (θ 1 , θ 2 ) will be interpreted as the orientation of the signal in the original 3D space
and θ2 = arctan
The amplitude and phase are defined by
In all different intrinsic dimensions the phase indicates a measure of parity symmetry. Note that all proofs are analogous to those for the monogenic signal shown in [12] . 
Implementation
The computational time complexity is in O(n 3 ) with n as the convolution mask size in one dimension. //Generalized Hilbert transform in conformal space double a = pow(x1,2)+pow(x2,2)+pow(x3,2)+pow(x4,2); double pf = pow(pow(Fine ,2) + a,-2.5); double pc = pow(pow(Coarse,2) + a,-2.5); double f = Image3D(x + cx,y + cy,z + cz); double c = f * (pf -pc); rp += f * (Fine*pf -Coarse*pc); r1 += x1 * c; r2 += x2 * c; r3 += x3 * c; r4 += x4 * c; } Curvature = atan(r2/r1); Direction1 = asin(sqrt(pow(r1,2)+pow(r2,2))/r4); Direction2 = atan2(sqrt(pow(r1,2)+pow(r2,2)+pow(r3,2)),r4); Phase = atan2(sqrt(pow(r1,2)+pow(r2,2)+pow(r3,2)+pow(r4,2)),rp); Amplitude = sqrt(pow(rp,2)+pow(r1,2)+pow(r2,2)+pow(r3,2)+pow(r4,2));
In practical applications such as medical image analysis [4] or 3D optical flow (5) the convolution mask sizes must be DC-free. This can be achieved by removing their mean value after precalculating them. 
Conclusion
In this paper a new fundamental idea for locally analyzing multidimensional signals has been presented. The n-dimensional domain of the original signal is always limited to its n-dimensional Radon space, which restricts the related feature space. To extend the dimension of the related feature space, this problem can be solved by embedding signals in higher dimensional conformal spaces in which the original signal can be analyzed by generalized Hilbert transforms with more degrees of freedom. Without steering and in a rotationally invariant way, local signal features such as amplitude, phase, orientation and curvature can be determined in spatial domain by convolution. The conformal signal can be computed efficiently and can be easily implemented into existing low level image processing steps of Computer Vision applications. Furthermore, exact curvature can be calculated with all the advantages of rotationally invariant local phase based approaches (robustness against brightness and contrast changes) and without the need of any partial derivatives. Hence, lots of numerical problems of partial derivatives on discrete grids can be avoided. All results can be proved mathematically as well as by experiments. Applications of the conformal signal such as object tracking [8] with arbitrary acceleration on three-dimensional data will be part of our future work.
