Machine Learning for Scent: Learning Generalizable Perceptual
  Representations of Small Molecules by Sanchez-Lengeling, Benjamin et al.
Machine Learning for Scent: Learning Generalizable
Perceptual Representations of Small Molecules
Benjamin Sanchez-Lengeling1*, Jennifer N Wei1*, Brian K Lee1, Richard C Gerkin2, Alán
Aspuru-Guzik3, and Alexander B Wiltschko1,†
1Google Research, Brain Team
2School of Life Sciences, Arizona State University
3Department of Chemistry, University of Toronto
3Department of Computer Science, University of Toronto
3Vector Institute for Artificial Intelligence, Toronto, Ontario, Canada
3Canadian Institute for Advanced Research, Toronto, Ontario, Canada
*Contributed equally
†Email: alexbw@google.com
Abstract
Predicting the relationship between a molecule’s structure and its odor remains
a difficult, decades-old task. This problem, termed quantitative structure-odor
relationship (QSOR) modeling, is an important challenge in chemistry, impacting
human nutrition, manufacture of synthetic fragrance, the environment, and sensory
neuroscience. We propose the use of graph neural networks for QSOR, and
show they significantly outperform prior methods on a novel data set labeled by
olfactory experts. Additional analysis shows that the learned embeddings from
graph neural networks capture a meaningful odor space representation of the
underlying relationship between structure and odor, as demonstrated by a strong
performance on two challenging transfer learning tasks. Machine learning has
already had a large impact on the senses of sight and sound. Based on these early
results with graph neural networks for molecular properties, we hope machine
learning can eventually do for olfaction what it has already done for vision and
hearing.
1 Introduction
Predicting properties of molecules is an area of growing research in machine learning [1, 2], particu-
larly as models for learning from graph-valued inputs improve in sophistication and robustness [3, 4].
A molecular property prediction problem that has received comparatively little attention during this
surge in research activity is building Quantitative Structure-Odor Relationships (QSOR) models (as
opposed to Quantitative Structure-Activity Relationships, a term from medicinal chemistry). This is a
70+ year-old problem straddling chemistry, physics, neuroscience, and machine learning [5].
Odor perception in humans is the result of the activation of 300-400 different types of olfactory
receptors (ORs), expressed in millions of olfactory sensory neurons (OSNs), embedded in a small 5
cm2 patch of tissue called the olfactory epithelium. These OSNs send signals to the olfactory bulb,
and then to further structures in the brain [6, 7]. Advances in deep learning for vision and audition
suggest that we might be able to directly predict the end sensory result of an input stimulus. Progress
in deep learning for olfaction would aid in the discovery of new synthetic odorants, thereby reducing
the ecological impact of harvesting natural products. Additionally, new representations of molecules
derived from a model trained on odor recognition tasks may contribute our understanding of sensory
perception in the brain [8].
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Figure 1: Structurally similar molecules do not necessarily have similar odor descriptors. A.
Lyral, the reference molecule. B. Molecules with similar structure can share similar odor descriptors.
C. However, a small structural change can render the molecule odorless. D. Further, large structural
changes can leave the odor of the molecule largely unchanged. Example from Ohloff, Pickenhagen
and Kraft [28].
Here, we curated a dataset of molecules associated with expert-labeled odor descriptors (in QSOR,
odor descriptors refer to the properties we wish to predict, as opposed to their usage in chemoin-
formatics, where they refer to the input features of a model). We trained Graph Neural Networks
(GNNs) [4, 9] to predict these odor descriptors using a molecule’s graph structure alone. We show
that our model learned a representation of odor space that clusters molecules based on perceptual
similarity rather than purely on structural similarity, on both a global and local scale. Further, we
show that this representation is useful for making predictions on related tasks, which is a developing
area in chemistry applications of machine learning [10, 11]. These results indicate that our modeling
approach has captured a general-purpose representation of the relationship between a molecule’s
structure and odor, which we anticipate to be useful for rational molecular design and screening.
2 Prior Work in QSOR: A Decades-Long Pursuit
The problem of QSOR is ancient [12], but in the scientific literature emerges with Amoore, Schiffman
and Dyson, among others [13, 14, 15]. Modern attempts to solve this problem in a directly data-driven
and statistical manner began a few decades ago [5], and even included early applications of neural
networks [16]. However, the number of odor descriptors used in these early studies was small (less
than ten, usually one), and the number of total stimuli was limited (usually 10s, rarely 100s of
molecules) [17, 18, 19]. This has remained an open problem for so long due to its difficulty—very
small changes in a molecule’s structure can have dramatic effects on its odor, a phenomenon known in
medicinal chemistry as an activity cliff [20, 21]. A classic example is Lyral, which is a commercially
successful molecule that smells of muguet (a floral scent often used in dryer sheets). Its structural
neighbors are not always perceptual neighbors, and some of its perceptual neighbors share little
structural similarity (Figure 1).
Recently, the DREAM Olfactory Challenge spurred applications of traditional machine learning
approaches to QSOR prediction [22]. This challenge presented a dataset where 49 untrained panelists
rated 476 molecules on 21 odor attributes on an analog scale. The winning models of the DREAM
challenge primarily relied on either the Dragon molecular features [23] or Morgan fingerprints [24]
as a featurization of molecules. These features were used by random forests to make predictions, an
approach with a long track record of success in chemoinformatics. We use these methods as baselines
in this work.
We wish to highlight a few modern machine learning approaches to QSOR. Tran and colleagues [25]
have revisited the use of neural networks for this task and have developed a convolutional neural
network taking as input a custom 3D spatial representation of molecules. Nozaki et al. [26] used the
mass spectra of molecules and natural language processing tools to predict textual descriptions of
odor. Gutierrez et al. [27] used word embeddings and chemoinformatics representations of molecules
to predict odor properties.
2.1 Classic Approaches to Featurizing Molecules and Modeling Their Properties
QSOR has historically used many computational techniques from chemoinformatics and medicinal
chemistry. For predicting molecular properties, molecules are typically transformed into fixed-length
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vectors using hand-crafted features, and fed to a prediction model such as a random forest or fully-
connected neural network [2, 29]. We describe the details of baseline approaches to featurizing
molecules below.
2.1.1 Dragon and Mordred Features
There are several available hand-crafted featurizations for molecules, which are popular in the field
of olfactory neuroscience. Both Dragon (closed source, [23]) and Mordred (open source, [30]) are
approaches that include many thousands of computed molecular features. They are an agglomeration
of several types of molecular information and statistics, such as counts of atom types, graph topology
statistics, and acid/base counts. Some of these features are easily interpretable (e.g. number of
Carbon atoms) and some are not (e.g. spectral moment of order 4 from distance/detour matrix). We
use Mordred in the present work because it is open source, and we found no appreciable difference in
predictive performance between these features and Dragon features (data not shown).
2.1.2 Molecular Fingerprints
Molecular fingerprints encode topological environments of a molecular graph into a fixed-length
vector. An environment is a fragment of the molecular graph, and indicates the presence of a single
atom type or a functional group, e.g. an alcohol or ester group. This approach to featurizing molecules
is popular in the field of medicinal chemistry; traditionally, bit-based Morgan fingerprints have been
used in chemoinformatics for retrieving nearest neighbor molecules using Tanimoto similarity [31].
When these environments are atom-centered and constructed via adjacent atoms, they are called
Extended-Connectivity Fingerprints, or Morgan fingerprints [32] and when they are constructed via
paths through the graph they are path descriptor fingerprints [33]. The more commonly used bit
variant records the presence of a given environment (e.g., is there an ester in this molecule?), while
the count variant records the number of instances of a given environment (e.g. how many ester groups
are there in this molecule?). This information is hashed into a fixed-length vector. There are two
tunable parameters: max topological radius and fingerprint vector size. The max topological radius
determines the largest fragment which the fingerprint can represent. Fingerprint vector size affects
how likely a hash collision can occur. We tune both of these parameters to maximize predictive
performance.
In our baseline experiments, we explicitly compare bit-based path descriptors fingerprints (bFP) and
count-based Morgan fingerprints (cFP). The cheminformatics package RDKit was used to generate
both types of fingerprints [34]. Molecular properties are typically predicted using models such as
random forests or support vector machines, so we use random forests as the predictive model for each
of the bFP and cFP features.
3 Graph Neural Networks
Most machine learning models require regularly-shaped input (e.g. a grid of pixels, or a vector of
numbers) as input. Recently, Graph Neural Networks (GNNs) have enabled the use of irregularly-
shaped inputs, such as graphs, to be used directly in machine learning applications [35]. Fields of use
include predicting friendships in social network graphs, citation networks in academic literature, and
most germane for this work, classification and regression tasks in chemistry [1].
3.1 Graph Neural Networks for Predicting Molecular Properties
By viewing atoms as nodes, and bonds as edges, we can interpret a molecule as a graph. GNNs are
learnable permutation-invariant transformations on nodes and edges, which produce fixed-length
vectors that are further processed by a fully-connected neural network. GNNs can be considered
learnable featurizers specialized to a task, in contrast with expert-crafted general features [4, 9].
GNNs have achieved state-of-the-art results in the prediction of biophysical, biological, physical,
and electronic quantum properties of molecules [1], and thus, we believe their use in QSOR to be
promising.
The GNN consists of message passing layers, each followed by a reduce-sum operation, followed by
several fully connected layers. Architectural details can be found in the the appendix, Table 8. The
final fully-connected layer has a number of outputs equal to the number of odor descriptors being
3
predicted. Figure 2 illustrates our model. We implement these GNN models using the TensorFlow
software package [36].
Figure 2: Model Schematic. Each molecule is first featurized by its constituent atoms, bonds,
and connectivities. Each Graph Neural Network (GNN) layer, here represented as different colors,
transforms the features from the previous layer. The outputs from the final GNN layer is reduced to a
vector, which is then used for predicting odor descriptors via a fully-connected neural network. We
retrieve graph embeddings from the penultimate layer of the model. An example of the embedding
space representation for four odor descriptors is shown in the bottom right; the colors of the regions
in this plot correspond to the colors of odor descriptors in top right.
3.2 Learned Graph Neural Network Embeddings
All deep neural network architectures build representations of input data at their intermediate lay-
ers. The success of deep neural networks in prediction tasks relies on the quality of their learned
representations, often referred to as embeddings [37]. For instance, ImageNet embeddings are often
used as-is to make predictions on unrelated image tasks [38, 39], and with the advent of the BERT
model and its cousins, this ability to use pre-trained embeddings is becoming common in natural
language processing [40]. The structure of a learned embedding can even lead to insights on the task
or problem area, and the embedding can even be an object of study itself [8, 41].
We save the activations of the penultimate fully connected layer as a fixed-dimension “odor embed-
ding”. The GNN model must transform a molecule’s graph structure into a fixed-length represen-
tation that is useful for classification. Although the utility of learned neural network embeddings
of molecules is still young and relatively unproven [42, 43], we still anticipate that a learned GNN
embedding on an odor prediction task may include a semantically meaningful and useful organization
of odorant molecules. We explicitly test the utility of this odor embedding in later sections in this
work.
4 A Curated QSOR Dataset
We assembled an expert-labeled set of 5030 molecules from two separate sources: the GoodScents
perfume materials database (n = 3786, [44]) and the Leffingwell PMP 2001 database (n = 3561,
[45]). The datasets share 2317 overlapping molecules. Molecules are labeled with one or more odor
descriptors by olfactory experts (usually a practicing perfumer), creating a multi-label prediction
problem. GoodScents describes a list of 1–15 odor descriptors for each molecule (Figure 3A),
whereas Leffingwell uses free-form text. Odor descriptors were canonicalized using the GoodScents
ontology, and overlapping molecules inherited the union of both datasets’ odor descriptors. After
filtering for odor descriptors with at least 30 representative molecules, 138 odor descriptors remained
(Figure 3B), including an odorless descriptor. Some odor descriptors were extremely common, like
fruity or green, while others were rare, like radish or bready. This dataset is composed of materials
for perfumery, and so is biased away from malodorous compounds. There is also skew in label counts
resulting from different levels of specificity, e.g. fruity will always be more common than pineapple.
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There is an extremely strong co-occurrence structure among odor descriptors that reflects a common-
sense intuition of which odor descriptors are similar and dissimilar (Figure 3C). For example, there
is a dairy cluster that includes the dairy, yogurt, milk, and cheese descriptors, indicating that they
often co-occur as descriptors in individual molecules. There is also a fruity cluster with apple, pear,
pineapple etc., and a bakery cluster that includes toasted, nutty, and cocoa, among others. Previous
approaches in QSOR often train one model per odor descriptor. To take advantage of this correlation
structure, we apply a GNN to predict all 138 odor descriptor tasks at once.
Figure 3: Dataset overview. A. Distribution of odor descriptor frequencies. B. Distribution of label
density. C. Co-ocurrence matrix for odor descriptors. The 10 most frequent descriptors are removed
for visual clarity, and remaining descriptors re-ordered using spectral clustering. Main odor groups
with examples are highlighted. The color range is on a log-scale, and normalized such that each row
and column sums to 1.
5 QSOR Prediction Performance Benchmark
We benchmark classification performance for each odor descriptor in our dataset, as a multi-label
classification problem. We compare the GNN model against random forest models (RF) and k-nearest
neighbor models (KNN) on bit-based RDKit fingerprints (bFP), count-based Morgan fingerprints
(cFP), and Mordred features. We report several metrics (Table 1), as each metric can highlight
different performance characteristics. For the rest of the analysis, we primarily compare models on
mean AUROC, averaged across odor descriptors; AUROC performance by descriptor is shown in
Figure 4. We trained non-graph based fully-connected neural networks on cFP and bFP features, but
their performance is indistinguishable from the RF model (data not shown).
6 Evaluating Odor Embeddings
An odor embedding representation that reflects common-sense relationships between odors should
show structure both globally and locally. Specifically, for global structure, odors that are perceptually
similar should be nearby in an embedding. For local structure, individual molecules that have similar
odor percepts should cluster together and thus be nearby in the embedding. We examine both of these
properties in sequence.
6.1 Examining the Global Structure of a Learned Odor Space
We take our embedding representation of each data point from the penultimate-layer output of a
trained GNN model. In the case of our best model, each molecule gets mapped to a 63-dimensional
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AUROC Precision F1
GNN 0.894 [0.888, 0.902] 0.379 [0.351, 0.398] 0.360 [0.337, 0.372]
RF-Mordred 0.850 [0.838, 0.860] 0.311 [0.288, 0.333] 0.306 [0.283, 0.319]
RF-bFP 0.832 [0.821, 0.842] 0.321 [0.293, 0.339] 0.295 [0.272, 0.308]
RF-cFP 0.845 [0.835, 0.854] 0.315 [0.280, 0.332] 0.295 [0.272, 0.311]
KNN-bFP 0.791 [0.778, 0.803] 0.328 [0.305, 0.347] 0.323 [0.299, 0.335]
KNN-cFP 0.796 [0.785, 0.809] 0.333 [0.307, 0.351] 0.316 [0.292, 0.327]
Table 1: Odor descriptor prediction results. mean, 95% CI [lower, upper] bounds reported.
Numbers reported are an unweighted mean across all 138 odor descriptors; see Supplemental Table 8
for results reported by odor label. Precision/recall decision thresholds are optimized for F1 score on a
cross-validation split created from the training set. The best values for each metric are in bold. Models
include graph neural networks (GNN), random forest (RF) and k-nearest neighbor. Featurizations
include bit-based RDKit fingerprints (bFP), count-based Morgan fingerprints (cFP), and Mordred
features. There was no statistical winner as measured by recall, and thus it is omitted; these scores
ranged from 0.365 to 0.393, with high overlap amongst all models.
Figure 4: Comparison of RF-cFP and GNN, broken down by odor descriptor. Each dot repre-
sents an odor descriptor, with size representing the number of positive examples. GNN outperforms
RF-cFP on nearly all odor descriptors.
vector. Qualitatively, to visualize this space in 2D we use principal component analysis (PCA) to
reduce its dimensionality. The distribution of all molecules sharing a similar label can be highlighted
using kernel density estimation (KDE).
The global structure of the embedding space is illustrated in Figure 5. In this example, we find that
individual odor descriptors (e.g. musk, cabbage, lily and grape) tend to cluster in their own specific
region. For odor descriptors that co-occur frequently, we find that the embedding space captures a
hierarchical structure that is implicit in the odor descriptors. The clusters for odor labels jasmine,
lavender and muguet are found inside the cluster for the broader odor label floral. If we examine the
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pairwise distances between all odors in our learned embedding, we see the block structure apparent
in Figure 3C is reflected by the learned GNN embedding, but not with molecular fingerprints (Figure
S1). Further, a dimensionally-reduced molecular fingerprint does not share the same degree of
organization and interpretability (Figure S3).
Figure 5: 2D representation of a GNN model embeddings as a learned odor space. Molecules
are represented as individual points. Shaded and contoured areas are kernel density estimates of the
distribution of labeled data. A. Four odor descriptors with low co-occurrence have low overlap in the
embedding space. B. Three general odor descriptors (floral, meaty, alcoholic) each largely subsume
more specific labels within their boundaries. See Supplemental Figure S3 for the equivalent analysis
with molecular fingerprints.
6.2 Evaluating the Local Structure of a Learned Odor Space
We tested whether molecules nearby in embedding space share perceptual similarity. Specifically,
we asked whether molecules with small cosine distances in our GNN embeddings were perceptually
similar. As a baseline, we used Tanimoto distance, which is equivalent to Jaccard distance on
bFP features. Tanimoto distance is a commonly used metric for molecular database lookup in
chemoinformatics. However, molecules with similar structural features do not always smell the same
(Figure 1), so we anticipated that nearest neighbors using bFP features may not be as perceptually
similar as neighbors in using our embeddings.
We trained a k-nearest neighbors (KNN) classifier (k = 20) to predict odor descriptors from GNN
embeddings and bFPs. GNN embeddings (AUROC = 0.818, 95% CI [0.806, 0.830] ) outperformed
bFP (AUROC = 0.782, 95% CI [0.773, 0.797]). Inspecting the nearest neighbors found by each
method (Figure 6) reveals that both methods yield molecules with similar structural features, but
retrieval using GNN embeddings yields molecules that are more perceptually similar to the source
molecule. This suggests that our representations are better able to cluster molecules by their odor
perceptual similarity than bit-based fingerprints. Figure S2 and Table S4 show additional results
comparing odor perceptual similarity and embedding distance between molecules using different
distance metrics with bFPs and GNN embeddings.
We have shown that our embedding space has global and local structure that reflect the common-
sense and psychophysical organization of odor descriptors. In the following sections, we show that
this organization is useful, and that this embedding can be used to make predictions on adjacent,
challenging tasks.
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Figure 6: Nearest neighbor retrieval. The top-five nearest neighbors to damascone carboxylate are
shown for cosine similarity on GNN embeddings and for Tanimoto distance on bit-based Morgan
fingerprints. The AUROCs are shown for k-Nearest Neighbor classifier (k = 20) performance
averaged over all odor descriptors, trained with the corresponding feature representation.
6.3 Transfer Learning to Previously-Unseen Odor Descriptors
An odor descriptor may be newly invented or refined (e.g., molecules with the pear descriptor might
be later attributed a more specific pear skin, pear stem, pear flesh, pear core descriptor). A useful odor
embedding would be able to perform transfer learning [46] to this new descriptor, using only limited
data. To approximate this scenario, we ablated one odor descriptor at a time from our dataset. Using
the embeddings trained from (N − 1) odor descriptors as a featurization, we trained a random forest
to predict the previously held-out odor descriptor. We used cFP and Mordred features as a baseline for
comparison. The results are shown in Figure 7. GNN embeddings significantly outperform Morgan
fingerprints and Mordred features on this task, but as expected, still perform slightly worse than
a GNN trained on the target odor. This indicates that GNN-based embeddings may generalize to
predict new, but related, odors.
Figure 7: Mean AUROC on a previously held-out odor. Average AUROC scores across all labels
on the single label ablation task. The error bars denote 95% confidence intervals. The top bar denotes
the performance of the model trained on all of the labels. The middle bar denotes the performance of
a random forest model trained using the GNN embeddings from a model trained on (N − 1) odor
labels. The bottom bar denotes a random forest trained on counting Morgan fingerprints.
6.4 Generalizing to Other Olfaction Tasks: the DREAM Olfaction Prediction Challenge
The DREAM Olfaction Prediction Challenge [22] was an open competition to build QSOR models
on a dataset collected from untrained panelists. The DREAM dataset has several differences from
our own. First, it was a regression problem —– panelists rated the amount that a molecule smelled
of a particular odor descriptor on a scale from 1 to 100. Second, it had 476 molecules compared to
our ∼ 5k (although our dataset contains nearly all of the DREAM molecules). Third, the ratings
were provided by a large panel of untrained individuals over a short period of time, whereas ours
were gleaned from a small set of experts over many years. The DREAM challenge measured model
performance as the Pearson’s r correlation of model predictions with the mean reported intensity of
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each odor descriptor, which we show in Figure 8. Additional statistics such asR2 and 95% confidence
intervals are found in Figures S4, S5.
Figure 8: Predictive performance of GNN and best baseline model on the the DREAM Olfac-
tion Prediction Challenge. Pearson’s r for DREAM challenge winner (for most odors, a random
forest on a subset of Dragon features) versus a RF trained on GNN embeddings, broken down by
odor descriptor. Dotted gray represents equal performance for both models. Data points above the
diagonal line indicate better GNN predictive performance. Although mean values are generally higher
for the GNN model, both the state-of-the-art model and GNN are statistically indistinguishable.
The winning DREAM model used random forest models with a combination of several sources of
features, primarily Dragon and Morgan fingerprints, among other sources of information [22]. Using
only our embedding with a tuned random forest model, we achieve a mean Pearson’s r = 0.55
while the state-of-the-art model described above achieved a mean Pearson’s r = 0.54. While we can
have better average performance in 13 tasks, when taking into account confidence intervals, we find
the performance is indistinguishable between the two models for both r and R2 regression scores
(Figures S4, S5).
Overall, this indicates that our QSOR modeling approach can generalize to adjacent perceptual tasks,
and captures meaningful and useful structure about human olfactory perception, even when measured
in different contexts, with different methodologies.
7 Conclusion
We assembled a novel and large dataset of expertly-labeled single-molecule odorants, and trained a
graph neural network to predict the relationship between a molecule’s structure and its smell. We
demonstrated state-of-the-art results on this QSOR task with respect to field-recognized baselines.
Further, we showed that the embeddings capture meaningful structure on both a local and global
scale. Finally, we showed that the embeddings learned by our model are useful in downstream tasks,
which is currently a rare property of modern machine learning models and data in chemistry. Thus,
we believe our model and its learned embeddings might be generally useful in the rational design of
new odorants.
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Supporting Information
Hyperparameter Tunning and GNN Architecture
We consider two types of GNNs: Message Passing Neural Networks (MPNN) [4] and Graph
Convolution Networks (GCN) [9]. With both variants, we utilize a shared trunk that consists of
message passing layers, followed by a reduce-sum operation, followed by several fully connected
layers.
For the GCN and MPNN, we optimized the hyperparameters of our model using 5-fold cross-
validation in our training set of ∼4,000 molecules, and tuned ∼30 hyperparameters (including
learning rate, momentum, architecture depth & width, etc) using 500 trials of random search. Each
model fit took less than 1 hour on a Tesla P100. We present results for the model with the highest
mean AUROC on the cross-validation set.
We found that MPNNs and GCNs perform similarly. Both MPNNs and GCNs significantly outperform
all baseline models. Because MPNNs and GCNs perform similarly, and GCNs are architecturally
simpler, the analysis of GNN results in this work are reported on the GCN model.
For our RF baseline methods, we tuned an exhaustive space of configurations of fingerprinting
methods (bits, radius, counted/binary, RDKit/Morgan), and RF hyperparameters. The RDKit software
was used to calculate all features [34].
For the KNN baseline methods, we also tuned fingerprinting options along with the number of
neighbors. This resulted in a binary RDKit fingerprint of 4096 bits with radius 6. The optimal k = 20
was found with an elbow analysis over k = 3 to 100 using the Jaccard distance. KNN predictions are
weighted by distance.
Since our multi-label problem had highly unbalanced labels, we used second-order iterative stratifica-
tion to build our train/test/validation splits [47]. Iterativative stratification is an iterative procedure for
stratified sampling that attempts to preserve many-order label ratios, prioritizing more unbalanced
combinations. For second order, this means preserving ratios of pairs of labels in each split.
Confidence Intervals
Confidence intervals were constructed by bootstrap resampling. We resampled the test dataset with
replacement n = 1000 times, and computed AUROC on each sample. The training set and model
remained fixed. We report the [2.5, 97.5] percentile boundaries to construct a 95% CI interval.
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GCN MPNN
Message Passing Layers
concatenation message type, 4
layers of dim: [15,20,27,36],
selu activation, max graph
pooling
edge-conditioned matrix
multiply message type, 5 layers
of dim 43, GRU-update at each
layer
Readout
Global sum pooling with
softmax, 175 dim, one per MP
layer and summed
Global sum pooling with
softmax, 197 dim, one per MP
layer with residual connections
and summed
fully-connected neural net 2-layers of dim [96, 63] withrelu, batchnorm, dropout of 0.47
3-layers of dim 392 with relu,
batchnorm, dropout of 0.12 and
l1/l2 regularization
Prediction Multi-headed sigmoid, 138 tasks
Training Weighted-cross entropy loss, optimized with Adam,used learning rate decay with warm restarts, 300 epochs
Table S1: Tuned GNN architectures. Hyperparameter settings from GCN and MPNN architectures.
AUROC Precision Recall F1
MPNN 0.890 [0.882, 0.898] 0.379 [0.352, 0.399] 0.387 [0.366, 0.408] 0.362 [0.335, 0.375]
GCN 0.894 [0.888, 0.902] 0.379 [0.351, 0.398] 0.390 [0.365, 0.412] 0.360 [0.337, 0.372]
Table S2: GCN and MPNN performance. AUROC, Precision, Recall, and F1 results for odor
prediction tasks for GCN and MPNN models. There are no appreciable differences between the
MPNN and GCN performance. In the main text, GNN model refers to the GCN model.
Table of Per-Descriptor Results
AUROC and AUPRC performance results by descriptor for the GNN model and the Random Forest
model with counting fingerprint features.
AUROC AUPRC
GNN RF-cFP GNN RF-cFP
Alcoholic 0.961 0.960 0.796 0.532
Aldehydic 0.961 0.923 0.327 0.320
Alliaceous 0.967 0.897 0.286 0.281
Almond 0.943 0.933 0.509 0.132
Amber 0.931 0.911 0.240 0.210
Animal 0.812 0.837 0.198 0.183
Anisic 0.791 0.881 0.383 0.101
Apple 0.917 0.878 0.446 0.371
Apricot 0.930 0.821 0.220 0.157
Aromatic 0.855 0.766 0.056 0.029
Balsamic 0.910 0.873 0.539 0.553
Banana 0.961 0.913 0.541 0.207
Beefy 0.976 0.953 0.231 0.261
Bergamot 0.959 0.959 0.568 0.337
Berry 0.858 0.808 0.142 0.127
Bitter 0.719 0.801 0.241 0.071
Black currant 0.984 0.861 0.473 0.328
Brandy 0.982 0.867 0.514 0.034
Burnt 0.903 0.853 0.245 0.184
Buttery 0.881 0.900 0.224 0.171
Cabbage 0.977 0.913 0.189 0.332
Camphoreous 0.951 0.916 0.410 0.239
Caramellic 0.904 0.865 0.474 0.322
Cedar 0.969 0.945 0.235 0.160
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Celery 0.878 0.753 0.201 0.041
Chamomile 0.956 0.896 0.564 0.627
Cheesy 0.920 0.882 0.315 0.191
Cherry 0.905 0.926 0.198 0.230
Chocolate 0.925 0.787 0.188 0.063
Cinnamon 0.880 0.840 0.403 0.574
Citrus 0.918 0.897 0.517 0.441
Clean 0.878 0.786 0.072 0.122
Clove 0.947 0.939 0.322 0.698
Cocoa 0.938 0.927 0.355 0.388
Coconut 0.959 0.860 0.525 0.348
Coffee 0.938 0.911 0.392 0.457
Cognac 0.979 0.950 0.488 0.298
Cooked 0.848 0.795 0.243 0.193
Cooling 0.973 0.878 0.342 0.299
Cortex 0.759 0.629 0.181 0.024
Coumarinic 0.950 0.873 0.565 0.160
Creamy 0.808 0.674 0.185 0.092
Cucumber 0.983 0.976 0.464 0.345
Dairy 0.884 0.742 0.123 0.098
Dry 0.731 0.679 0.206 0.124
Earthy 0.745 0.728 0.234 0.190
Ethereal 0.915 0.852 0.577 0.424
Fatty 0.898 0.871 0.595 0.546
Fermented 0.895 0.776 0.555 0.251
Fishy 0.915 0.845 0.527 0.469
Floral 0.852 0.843 0.539 0.535
Fresh 0.756 0.715 0.263 0.222
Fruit skin 0.840 0.710 0.123 0.146
Fruity 0.859 0.842 0.797 0.743
Garlic 0.986 0.979 0.610 0.522
Gassy 0.986 0.871 0.566 0.214
Geranium 0.905 0.829 0.327 0.204
Grape 0.953 0.944 0.454 0.304
Grapefruit 0.929 0.873 0.315 0.387
Grassy 0.845 0.834 0.300 0.308
Green 0.818 0.764 0.668 0.583
Hawthorn 0.942 0.906 0.241 0.060
Hay 0.775 0.690 0.045 0.032
Hazelnut 0.987 0.992 0.330 0.654
Herbal 0.766 0.723 0.246 0.222
Honey 0.872 0.836 0.444 0.321
Hyacinth 0.943 0.880 0.268 0.236
Jasmine 0.951 0.943 0.454 0.321
Juicy 0.907 0.646 0.089 0.209
Ketonic 0.966 0.886 0.590 0.586
Lactonic 0.919 0.898 0.339 0.205
Lavender 0.961 0.920 0.364 0.286
Leafy 0.842 0.776 0.218 0.126
Leathery 0.830 0.698 0.070 0.041
Lemon 0.855 0.804 0.387 0.272
Lily 0.937 0.971 0.217 0.392
Malty 0.888 0.586 0.045 0.004
Meaty 0.945 0.896 0.482 0.396
Medicinal 0.906 0.969 0.496 0.411
Melon 0.884 0.843 0.214 0.344
Metallic 0.758 0.705 0.386 0.156
Milky 0.849 0.825 0.133 0.231
Mint 0.898 0.846 0.488 0.472
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Muguet 0.922 0.900 0.262 0.115
Mushroom 0.910 0.889 0.476 0.374
Musk 0.917 0.832 0.659 0.521
Musty 0.774 0.731 0.114 0.169
Natural 0.811 0.752 0.077 0.053
Nutty 0.844 0.827 0.508 0.372
Odorless 0.973 0.955 0.754 0.660
Oily 0.833 0.801 0.375 0.331
Onion 0.979 0.961 0.673 0.559
Orange 0.933 0.901 0.201 0.172
Orangeflower 0.973 0.815 0.643 0.363
Orris 0.910 0.855 0.228 0.138
Ozone 0.957 0.887 0.120 0.467
Peach 0.839 0.810 0.189 0.180
Pear 0.952 0.926 0.456 0.351
Phenolic 0.949 0.948 0.679 0.487
Pine 0.956 0.895 0.306 0.207
Pineapple 0.954 0.939 0.541 0.501
Plum 0.862 0.791 0.109 0.346
Popcorn 0.977 0.992 0.316 0.266
Potato 0.983 0.973 0.282 0.246
Powdery 0.881 0.831 0.150 0.132
Pungent 0.886 0.845 0.554 0.433
Radish 0.923 0.830 0.451 0.056
Raspberry 0.827 0.737 0.190 0.146
Ripe 0.911 0.868 0.162 0.055
Roasted 0.932 0.907 0.510 0.431
Rose 0.920 0.877 0.477 0.457
Rummy 0.812 0.807 0.186 0.086
Sandalwood 0.963 0.968 0.376 0.615
Savory 0.944 0.877 0.254 0.298
Sharp 0.810 0.701 0.210 0.044
Smokey 0.909 0.903 0.343 0.305
Soapy 0.885 0.764 0.154 0.114
Solvent 0.857 0.580 0.078 0.017
Sour 0.839 0.718 0.259 0.039
Spicy 0.813 0.784 0.432 0.384
Strawberry 0.909 0.873 0.062 0.073
Sulfurous 0.983 0.982 0.666 0.754
Sweaty 0.914 0.773 0.083 0.052
Sweet 0.747 0.706 0.523 0.455
Tea 0.745 0.744 0.061 0.245
Terpenic 0.995 0.892 0.629 0.305
Tobacco 0.877 0.899 0.104 0.269
Tomato 0.941 0.925 0.151 0.147
Tropical 0.848 0.782 0.367 0.256
Vanilla 0.985 0.970 0.733 0.678
Vegetable 0.884 0.816 0.232 0.242
Vetiver 0.907 0.912 0.090 0.097
Violet 0.833 0.753 0.254 0.142
Warm 0.815 0.696 0.117 0.093
Waxy 0.902 0.887 0.417 0.524
Weedy 0.748 0.524 0.021 0.023
Winey 0.902 0.833 0.359 0.284
Woody 0.873 0.859 0.593 0.478
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Figure S1: A comparison of embedding distances with odor label co-occurrence . We compare
the odor label co-occurrence (center) with the Morgan fingerprint embedding (left) and the GNN
embedding (right). For the fingeprint embedding and the GNN embeddings, the cosine distance
between the embeddings of two molecules sharing the corresponding label are depicted. The
correlation coefficient between the GCN embedding image and the label co-occurrence matrix is
0.43, and the correlation coefficient between the fingerprint embedding and the label co-occurrence
matrix is 0.22. The color range for each matrix is on a log-scale, and the matrix is normalized such
that per-row and per-column sums equal 1.
Figure S2: Label distance vs. embedding distance under different metrics. We found that label
distance (as measured by Jaccard distance) correlated with distance in embedding space for different
choices of embedding space and distance metrics. We calculated all pairwise distances between our
training set and test set molecules, for the following spaces and metrics: GNN embeddings/Euclidean
distance, GNN embeddings/cosine distance, Morgan bFP embeddings/Jaccard distance, Morgan bFP
embeddings/cosine distance.
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Embedding space / distance metric Kendall τ
GCN embeddings with Euclidean distance 0.280
GCN embeddings with cosine distance 0.235
Morgan bit-FP with Jaccard distance 0.187
Morgan bit-FP with cosine distance 0.180
Table S4: Kendall Tau coefficient of embedding spaces and distance metrics. To assess which
distance metric best correlated with label distance, we computed the Kendall Tau coefficient for each
embedding space and metric. The Kendall Tau coefficient can be thought of intuitively as the fraction
of the time that two pairwise distances are ordered correctly, ranging from [-1, 1] for reverse-sorted
to sorted.
Figure S3: 2D representation of molecular fingerprints as an unlearned odor space. Fingerprints
are dimensionally-reduced to two dimensions using PCA. For clarity, molecules are assigned a z-score
based on a Gaussian fit of the data, and molecules with z > 2.5 are not shown. Contoured and shaded
areas are computed via KDE of positive labeled data identically to Figure 5. A. Labels with low
co-occurrence are spread across the embedding space, but show substantial overlap, as opposed to
the GNN-based embeddings. B, C and D each show an individual general label (Floral, Alcoholic
and Meaty), and three more specific versions that should be contained in each label. On the whole,
the embedding space does not reflect the hierarchical organization of odor descriptors as reflected in
both the co-occurrence matrix (Figure 3C) or the GNN embeddings learned from the data (Figure 5).
17
Figure S4: DREAM Pearson’s r with confidence intervals. Bar chart of Pearson’s r for DREAM
challenge winner versus a RF trained on GNN embeddings, broken down by odor descriptor and
approach. 95% CI intervals are computed via bootstrap. The predictions transfer-learned using
a random forest on GNN embeddings are statistically indistinguishable from the state-of-the-art
DREAM model.
Figure S5: DREAM olfaction challenge R2 with confidence intervals. Bar chart of R2 for
DREAM challenge winner versus a RF trained on GNN embeddings, broken down by odor de-
scriptor and approach. 95% CI intervals are computed via bootstrap. The predictions transfer-learned
using GNN embeddings are statistically indistinguishable from the state-of-the-art DREAM model.
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