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The optical spectra of two-dimensional (2D) periodic systems provide a challenge for time-
dependent density-functional theory (TDDFT) because of the large excitonic effects in these materi-
als. In this work we explore how accurately these spectra can be described within a pure Kohn-Sham
time-dependent density-functional framework, i.e., a framework in which no theory beyond Kohn-
Sham density-functional theory, such as GW , is required to correct the Kohn-Sham gap. To achieve
this goal we adapted a recent approach we developed for the optical spectra of 3D systems [Cavo,
Berger, Romaniello, Phys. Rev. B, 101, 115109 (2020)] to those of 2D systems. Our approach relies
on the link between the exchange-correlation kernel of TDDFT and the derivative discontinuity
of ground-state density-functional theory, which guarantees a correct quasi-particle gap, and on a
generalization of the polarization functional [Berger, Phys. Rev. Lett. 115, 137402 (2015)], which
describes the excitonic effects. We applied our approach to two prototypical 2D monolayers, h-BN
and MoS2. We find that our protocol gives a qualitative good description of the optical spectrum of
h-BN, whereas improvements are needed for MoS2 to describe the intensity of the excitonic peaks.
I. INTRODUCTION
In recent years the research on 2D materials, such
as graphene, hexagonal boron nitride (h-BN), and
transition-metal dichalcogenides, has grown exponen-
tially in the fields of condensed matter physics, materials
science, chemistry, and nanotechnology. Thanks to geo-
metric confinement and reduced dielectric screening these
materials exhibit unique features such as strong light-
matter interaction and enhanced many-body effects. For
example, transition-metal dichalcogenides MX2 (X=S,
Se, Te; M=transition metal) represent a particularly in-
teresting class of 2D materials comprising both semicon-
ductors and metals. The prototypical family member
MoS2 is well known to undergo a transition from indi-
rect to direct band gap semiconductor when its thickness
is thinned down to a monolayer. Furthermore, excitons
couple strongly to light and lead to a substantial modifi-
cation of the optical spectrum both below and above the
QP band gap.1–9
The standard theoretical approach to calculate the op-
tical spectra of 2D materials is by solving the Bethe-
Salpeter equation (BSE)10 on top of a GW 11–15 band-
structure calculation. This method is usually very accu-
rate since the BSE approach explicitly takes into account
both the electron and the hole that make up the excitons.
However, there are also some shortcomings, in particu-
lar: 1) the large computational cost of a BSE calcula-
tion which, in its standard implementation, scales as N6
(with N the number of electrons) and 2) the difficulty to
converge BSE calculations because of the large number
of convergence parameters involved. Due to these two
shortcomings the GW+BSE is, for example, not (yet)
suitable for high-throughput screening.
An alternative way to capture the same physics but
at a much lower computational cost (N3 or N4 de-
pending on the implementation) and with fewer conver-
gence parameters is time-dependent density functional
theory (TDDFT). As is well-known, the main difficulty of
TDDFT is to find good approximations to the exchange-
correlation kernel fxc. In the specific case of optical spec-
tra, the challenge is two-fold: 1) to capture the two-
particle electron-hole interaction within an inherently
single-particle picture and 2) to transform the underly-
ing Kohn-Sham (KS) band structure into a quasi-particle
band structure. Almost all recent TDDFT kernels16–21
address the first part but not the second. Instead, a scis-
sors shift22 is often used to correct the KS band gap.
The scissors parameter is then obtained either from ex-
periment or from a theory beyond TDDFT such as GW
or extended KS theory using hybrid functionals.23–26
We have recently proposed the Pure functional27 as
an approximation to fxc which describes both the exci-
tonic effects and the quasi-particle effects in the optical
spectra of solids, i.e., 3D materials. The spectra we ob-
tained were in good agreement with experimental data.27
It would be interesting to establish the accuracy of the
Pure functional for 2D materials. However, the Pure
functional depends explicitly on the macroscopic dielec-
tric function which is meaningless in 2D materials (see,
e.g., 28–30). Therefore, in this work, we propose a mod-
ified Pure functional for 2D materials and we assess its
accuracy when applied to the calculation of the optical
spectra of these materials. We note that very recently
Suzuki and Watanabe31 have also used TDDFT to cal-
culate the optical spectra of 2D materials.
The paper is organized as follows. In Sec. II we give a
brief description of the Pure functional derived in Ref. 27.
We report the computational details of our calculations
in Sec. III. In Sec. IV we show and discuss the results we
obtained for tho prototypical 2D materials, namely h-BN
and MoS2. We finally draw conclusions and perspectives
in Sec. V
2II. THEORY
The TDDFT problem can be written as a two-point
Dyson equation for the polarizability χ(ω) according to
χ(ω) = χKS(ω) + χKS(ω) [vc + fxc(ω)]χ(ω), (1)
where χKS is the Kohn-Sham (KS) polarizability, vc is the
Coulomb potential, and fxc is the exchange-correlation
kernel, which is the quantity that has to be approximated
in practical applications. A useful decomposition of the
exact fxc is given by
32
fxc(1, 2) = χ
−1
KS(1, 2)− χ−10 (1, 2)︸ ︷︷ ︸
f
(1)
xc
−i
∫
d345χ−10 (1, 5)G(5, 3)G(4, 5)
δΣ(3, 4)
δρ(2)︸ ︷︷ ︸
f
(2)
xc
, (2)
where χKS and χ0 = −iGG are the Kohn-Sham and in-
dependent quasi-particle polarizability, respectively, and
G(1, 2) and Σ(1, 2) are the one-body Green function
and the self-energy, respectively. The collective index
(1) = (x, t) = (r, σ, t) contains the space, spin and time
coordinates. The above decomposition reveals that fxc
has two separate contributions: f
(1)
xc which shifts the
poles of the KS polarizabilty to those of the independent
quasi-particle polarizability and f
(2)
xc which takes into ac-
count the interactions between (quasi-)particles, and, in
particular, the electron-hole interaction.
A. The 3D Pure functional
We have recently shown27 that f
(1)
xc can be linked to the
derivative discontinuity ∆dd of density-functional theory
which is defined as the difference between the fundamen-
tal gap and the KS gap. Moreover we have shown that
the effect of f
(1)
xc on the polarizability can be accounted
for by solving the following modified Dyson equation,
χ(ω) = χ
(1)
KS(ω) + χ
(1)
KS(ω)
[
vc + f
(2)
xc (ω)
]
χ(ω), (3)
where χ
(1)
KS(ω) is a modified KS response function defined
as
χ
(1)
KS(x1,x2, ω) =
∑
i,j
(fj − fi)φi(x1)φj(x2)φ∗j (x1)φ∗i (x2)
ω − (ǫi − ǫj)− sgn(ǫi − ǫj)∆dd + iη ,
(4)
where φi is a KS spin orbital, ǫi its energy, fi its oc-
cupation (0 and 1 for unoccupied and occupied orbitals,
respectively), and η is a positive infinitesimal that en-
sures causality.
We will use the GLLB33 model to approximate the
derivative discontinuity.34,35 In this model ∆dd is given
by
∆dd =Kxc
N∑
i=1
[√
ǫCBM − ǫi −
√
ǫVBM − ǫi
]
× 〈φCBM| |φi|
2
ρ0
|φCBM〉, (5)
where φCBM is the KS spinorbital corresponding to ǫCBM,
the conduction band minimum (CBM), ǫVBM is the va-
lence band maximum (VBM), ρ0 is the ground-state den-
sity and Kxc = 8
√
2/(3π2) ≈ 0.382. The calculation of
the ∆dd scales linearly with the system size and, there-
fore, the numerical speed-up with respect to, for example,
a GW calculation is enormous. Moreover, only ground-
state KS quantities enter in Eq. (5), it is hence free of
convergence problems which can affect the calculation of
the GW self-energy. Fundamental gaps calculated using
the derivative discontinuity in Eq. 5 have been reported
for a large number of 3D and 2D materials.34,36–39 In
general, the results are excellent.
For f
(2)
xc we will use the polarization functional (PF)19
which was designed to take into account excitonic effects
in solids. It is based on a model describing a system with
a small dielectric constant and a strongly bound exciton
having a large spectral weight. Nevertheless, we have
shown that the PF works well also for systems such as
Si and GaAs, which have a large macroscopic dielectric
constant and no strongly bound excitons.
The polarization functional is a simple correction to
χRPAe (ω), the electric susceptibility in the random-phase
approximation (RPA), according to19,40
[χe(ω)]
−1
=
[
χRPAe (ω)
]−1 − α, (6)
where χe(ω) is the electric susceptibility and α is given
by18,19
α =
4π
[εRPAM (0)− 1]εRPAM (0)
, (7)
with εRPAM (0) the RPA macroscopic dielectric function at
ω = 0. From the electric susceptibility the macroscopic
dielectric function is obtained as ǫM (ω) = 1 + 4πχe(ω).
The imaginary part of ǫM (ω) yields the optical absorp-
tion spectrum. We note that the original polarization
functional contains an additional dynamical part.19 Since
this part is mainly important for the description of the
Drude-like tail in the absorption spectra of metals41,42
we will not include it here. Furthermore, the polarization
functional was originally presented in the framework of
time-dependent current-density functional theory (TD-
CDFT)43–46 in which α is a 3 × 3 tensor instead of a
scalar. The details of the practical advantages of our
TDCDFT approach can be found elsewhere.47–51
The Pure functional is simply defined as the sum of
the two contributions, i.e.,
fPurexc = f
(1,GLLB)
xc + f
(2,PF)
xc . (8)
3It is important to note that the above expression im-
plies that the modified polarizability in Eq. (4) has to
be used to evaluate χRPAe in Eqs. (6) and (7). Thanks
to the simplicity of Eqs. (4)-(7), the cost of a calcula-
tion with the Pure functional equals the cost of a simple
RPA calculation. However, despite the simplicity of the
expressions, the Pure functional accurately describes the
optical spectra of standard semiconductors and wide-gap
insulators.27
We note that, although α leads to a simple shift of
[χRPAe (ω)]
−1, the result is an expression for χe(ω) which
mixes the real and imaginary parts of χRPAe (ω) in a non-
trival way. In particular, the imaginary part of χe(ω),
which is related to the absorption spectrum, becomes
Imχe(ω) =
ImχRPAe (ω)
[1− αReχRPAe (ω)]2 + [αImχRPAe (ω)]2
. (9)
It can be readily verified that for α = 0 this expres-
sion reduces to χRPAe (ω). Excitonic peaks arise when
1 − αReχRPAe (ω) = 0 for an energy smaller than the di-
rect gap, since for such an energy ImχRPAe = 0. This
equation will prove to be useful in our analysis of the
optical spectra of h-BN and MoS2 in Section IV.
B. The 2D Pure functional
Given the success of the Pure functional for 3D ma-
terials, it would be interesting to see if it can also be
successfully applied to 2D materials. Unfortunately, the
PF part of the Pure functional cannot be straightfor-
wardly applied to 2D materials since the macroscopic di-
electric function, which appears in Eq. (7), is ill-defined
in 2D.28–30 However, following Ref. 52, for monolayers we
can define the following in-plane (ε2D‖ ) and out-of-plane
(ε2D⊥ ) macroscopic dielectric functions,
ε2D‖ (ω)=1 +
[
ε3D‖ (ω)− 1
] Lz
d
, (10)
ε2D⊥ (ω)=
{
1 +
[
1
ε3D⊥ (ω)
− 1
]
Lz
d
}−1
, (11)
where ε3D‖ and ε
3D
⊥ are the in-plane and out-of-plane di-
electric functions of a 3D supercell, Lz is the length of the
3D supercell in the direction perpendicular to the mono-
layer and d the thickness of the monolayer. The latter
is defined as the interlayer distance of the corresponding
bulk material. An expression for α that is equivalent to
Eq. (7) can then be defined as
α =
4π
[ε2D,RPA‖/⊥ (0)− 1]ε2D,RPA‖/⊥ (0)
. (12)
The 2D Pure functional thus uses Eq. (12) for α instead
of Eq. (7).
III. COMPUTATIONAL DETAILS
For our calculations we used two DFT-based codes,
namely the Amsterdam Modeling Suite (AMS),78 to
calculate the derivative discontinuity within the GLLB
model, and the Vienna Ab-initio Simulation Package
(Vasp)79,80 with the projector-augmented wave (PAW)
method,81 to calculate the RPA dielectric function.
The polarization functional is applied through a post-
processing procedure.93
As explained below, we studied both the monolayer
and the bulk of h-BN and MoS2. For the calculations of
the bulk systems we used the following lattice parame-
ters: a = 2.50 A˚ and c = 6.66 A˚ for bulk h-BN, a = 3.18
A˚ and c = 12.7 A˚ for bulk MoS2. For the computation
of the monolayer systems we used a periodic supercell of
length Lz in the direction perpendicular to the plane; we
used Lz = 25 A˚ for h-BN and Lz = 20 A˚ for MoS2.
The calculations of the derivative discontinuity are
done within the GLLB-SC xc potential,35,82,83 which is
based on the PBEsol84 correlation potential and uses the
GLLB approximation to the exchange optimized effective
potential. We use the QZ4P (quadruple-ζ+4 polariza-
tion functions) basis set for h-BN and TZ2P (triple-ζ+2
polarization functions) basis set for MoS2 provided by
AMS.
The dielectric functions are calculated on top of
an LDA, for h-BN, and a GGA-PW91,85 for MoS2,
ground-state calculation. The LDA/GGA gaps are cor-
rected using the following shift (∆shift = Edir,GLLBg −
E
dir,LDA/GGA
g , with Edirg the direct band gap): 3.43 eV
for monolayer h-BN, 3.27 eV for bulk h-BN, 0.61 eV for
monolayer MoS2, and 0.44 eV for bulk MoS2.
For MoS2 we also included relativistic effects (scalar
and spin-orbit coupling). Since in AMS the spin-orbit
correction is not available yet for the GLLB function-
als, we have estimated this correction at the level of
LDA/GGA.94
For the calculation of the dielectric functions we used a
60×60×1 k point grid for monolayer h-BN, a 60×60×4
k point grid for bulk h-BN, a 100 × 100 × 1 k point
grid for monolayer MoS2, and a 70× 70× 4 k point grid
for bulk MoS2. We used an energy cutoff of 250 eV for
both h-BN and MoS2. Local fields are included in all
the calculations. The calculated dielectric functions are
broadened with a Lorentzian of 0.1 eV for h-BN, and 0.02
eV for MoS2.
IV. RESULTS AND DISCUSSION
In this section we discuss our results for the dielectric
functions of monolayer h-BN and MoS2. Furthermore,
to get more insights into the performance of our protocol
we also calculated the dielectric functions of bulk h-BN
and MoS2.
Let us first have a look at the band gaps of these ma-
4Table I: Calculated and measured direct (Edirg ) and indirect band gaps (E
ind
g ) (in eV) of monolayer and bulk h-BN and MoS2.
The GLLB-SC values include the derivative discontinuity ∆dd. The DFT values are obtained using LDA for h-BN and GGA
for MoS2. We note that for MoS2 we report the values that are corrected for relativistic effects. We also report the measured
optical gap (Eoptg ).
E
dir/ind
g E
opt
g
DFT GLLB-SC GW Exp Exp
mono h-BN 4.52 7.95 7.25–7.77a 4.67.0 b >5.85c,∼6.17d
bulk h-BN dir. 4.44 7.71 6.28–6.47e 5.971f , 6.4g 5.822h
ind. 3.97 7.27 5.80–5.95i 5.955j
mono MoS2 1.62 2.23 2.40–2.84
k 2.40–2.5l ,2.86m 1.83–1.92n
bulk MoS2 dir. 1.60 2.04 2.07
o, 2,23p 1.96q 1.42r,1.88s
ind. 1.05 1.62 1.23–1.79t 1.23u, 1.29v
aSee Refs. 53–57
bSee Ref. 58
cSee Ref. 59
dSee Ref. 60
eSee Refs. 61–63
fSee Ref. 64
gSee Ref. 65
hSee Ref. 64
iSee Refs. 61–63
jSee Ref. 66
kSee Refs. 7, 67, 56, 6, 8, 68 and references therein
lSee Refs. 69,70
mSee Ref. 71
nSee Refs. 1, 72, 73, 69,71
oSee Ref. 74
pSee Ref. 7
qSee Ref. 75 and references therein
rSee Ref. 71
sSee Ref. 75 and references therein
tSee Ref. 7,74,75
uSee Ref. 76
vSee Ref. 77
terials which are important for the correct description of
the absorption onset. In Tab. I we report the GLLB-SC
values we obtained for the direct and indirect gap for all
the systems studied. For comparison we report exper-
imental (when available) as well as GW values, which
are, however, quite sensitive to the choice of the trun-
cated Coulomb interaction, the level of self-consistency,
and various other convergence parameters. We observe
that the GLLB-SC functional tends to overestimate the
gaps with respect to experiment, except for monolayer
MoS2. Nevertheless, it seems that the GLLB-SC gaps
are in reasonable agreement with the GW gaps except
for bulk h-BN.
Let us now study the dielectric functions of the mono-
layers.
A. Monolayer
1. h-BN
In the upper panel of Fig. 1 we report the absorption
spectra, i.e., the in-plane component of the imaginary
part of the dielectric function, of monolayer h-BN calcu-
lated using the Pure functional with the dielectric func-
tion defined in Eq. (10). Unfortunately we have not found
experimental spectra for the monolayer (to the best of our
knowledge experimental data are available only for h-BN
on a substrate), therefore we compared our results with
BSE results from literature. The spectrum obtained with
the Pure functional shows two characteristic structures:
an intense peak at 7.86 eV, which can be identified as a
bound exciton because for this energy the denominator
of Eq. (9) vanishes, i.e., 1− αReχRPAe (ω = 7.86 eV) = 0,
and a broad shoulder around 8.5 eV. These structures are
in qualitative agreement with the BSE results57 also re-
ported in Fig. 1. We note, however, that the peak at 6.5
eV in the BSE spectrum is also a bound exciton, contrary
to the Pure functional spectrum, where the shoulder can
be traced back to the underlying RPA spectrum, i.e., to
interband transitions. The Pure functional, in its static
approximation, can indeed reproduce only one bound ex-
citon. The spectrum is blue shifted by about 2 eV with
respect to the BSE results. This is caused by the large
difference in the exciton binding energies. The Pure func-
tional predicts an excitonic binding energy of about 0.09
eV, while the BSE excitonic binding energies reported in
literature are in the range of 1.50–2.19 eV (see Ref. 86
and references therein).
Increasing α shifts the main peak towards the BSE
5main peak but at the cost of a huge overestimation of its
intensity as shown in Fig. 2. The fact that the intensity
of the exciton increases by increasing α is explained in
App. A.
2. MoS2
In the lower panel of Fig. 1 we report the absorption
spectrum, i.e., the in-plane component of the imaginary
part of the dielectric function, of monolayer MoS2 calcu-
lated using the Pure functional, with the dielectric func-
tion defined in Eq. (10). We compare our results with
those obtained in experiment87 and with BSE results.7,95
The experimental spectrum shows a double-peak struc-
ture at low energy (specifically at 1.86 eV and 2.01 eV),
which is also visible in the BSE spectrum, although blue-
shifted by ≈ 0.3 eV. This double-peak structure appears
as a double shoulder in the spectrum calculated using
the Pure functional, which is blue shifted by 0.07 eV
with respect to the BSE spectrum, and by 0.38 eV with
respect to experiment. Moreover the excitonic binding
energy calculated by the Pure functional is zero as in the
RPA, while the BSE predicts a value of 0.24 eV,7, and
experiment give a value of 0.48 eV.69 This is caused by
an underestimation of α, for which the Pure functional
yields 0.11, whereas one would need a much larger value
for the exciton to appear. In Fig. 2 we show how the
absorption spectrum changes by increasing α. We note
that the peak that appears for α = 0.5 is not yet a bound
exciton, i.e., a solution of 1 − αReχRPAe (ω) = 0. To ob-
serve a bound exciton as in h-BN one would need an even
larger α (α > 0.7), which, however, could deform the rest
of the spectrum.
In conclusion our TDDFT protocol can describe the
qualitative features of the optical spectrum of mono-
layer h-BN, although the spectrum is blue-shifted and the
binding energy is underestimated with respect to BSE
results from the literature. Unfortunately there are no
experimental data to compare with. Similar trends are
observed for monolayer MoS2 when compared to BSE as
well as to experimental spectra; for this system, however,
the double-peak exciton is reproduced only as a double
shoulder.
B. Bulk
To better understand the results we obtained for the
monolayers, and, in particular, to distinguish between the
role played by the Pure functional and the role played by
the 2D macroscopic dielectric functions in Eqs. (10)-(11),
we studied the optical response of the corresponding bulk
materials as well. In this case we can use the standard
definition of the macroscopic dielectric function and test,
hence, the performance of the Pure functional.
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Figure 1: Dielectric function of monolayer h-BN (upper panel)
and MoS2 (lower panel): imaginary part of the in-plane com-
ponent ε‖ within RPA (violet dotted line), BSE
7,57 (orange
dashed line), and Pure functional (green solid line). For MoS2
we also report the experimental spectrum.87 Vertical lines
indicate the position of E
dir,LDA/GGA
g (violet dotted line),
E
dir,GW
g (orange dashed line), and E
dir,GLLB
g (green solid
line).
1. h-BN
In Fig. 3 we report the in-plane (ε‖) and out-of-plane
(ε⊥) components of the real and imaginary parts of the
dielectric function of bulk h-BN. Our results obtained
with the Pure functional are compared to the RPA spec-
tra, the BSE spectra reported in Refs. 62 and 88, and to
experiment.89 As for the monolayer, bulk h-BN exhibits
a strongly bound exciton. This exciton, which appear in
the experimental spectrum around 6 eV, is completely
absent in the RPA spectrum. Except an overall blue
shift of about 1.6 eV, the Pure functional gives a spec-
trum in qualitative agreement with the experimental and
the BSE spectrum, with a bound exciton at 7.64 eV and
a broad shoulder at about 8.4 eV. The blue shift is due to
the overestimation of the direct band gap by the GLLB-
SC model as can be seen in Table I, but in part also to
the PF. Overall, when comparing our spectra to those
obtained within the BSE, we observe a similar trend as
for monolayer h-BN. This seems to validate the expres-
sion for the 2D macroscopic dielectric function defined in
Eqs. (10)-(11).
The exciton binding energy predicted by the Pure func-
tional is 0.07 eV, which is about half the binding energy
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Figure 2: Dielectric function of (from left to right) monolayer h-BN, bulk h-BN, monolayer MoS2 and bulk MoS2: imaginary
part of the in-plane component ε‖ within the Pure functional (solid lines of different colors according to the value of α), within
BSE7,57,62,88 (orange dashed line), and from experiments87,89,90 (circles). The Pure functional curves are vertically shifted for
clarity.
found in experiment, which is 0.149 eV.64 The BSE bind-
ing energy is 0.75 eV,62,88 largely overestimating the ex-
perimental value.A similar trend is found also for the
out-of-plane component of the dielectric function, with a
slightly better description of the binding energy (0.12 eV
from the Pure functional). By increasing the value of α,
the main excitonic peak becomes much more prominent
and moves to lower energies and the binding energy im-
proves, as shown in Fig. 2, where we reported the in-plane
component ε‖ (a similar trend occurs for the out-of-plane
component as well). We notice that the optimal value of
α to get the experimental binding energy is ≈1.57, which
is rather close to the value of 1.39 calculated with the
Pure functional.
Since the Pure functional is sensitive to the RPA
macroscopic dielectric constant (see Eq. (7)) we report
them in Tab. II for the materials we study here using
various methods. The RPA dielectric constants calcu-
lated on top of a GLLB-SC corrected LDA/GGA band
structure (RPA@LDA/GGA+∆shift in Table II) are sys-
tematically smaller than those calculated on top of a
LDA/GGA band structure (RPA@LDA/GGA). We note
that, by definition, εPureM (0) = ε
RPA
M (0) + 1, which can
be verified from Eqs. (6) and (7). This increase of the
static dielectric constant improves the agreement with
experiment, although they are still smaller. The impor-
tant point is that the dielectric constant for bulk h-BN
is relatively small; together with the fact that the spec-
trum is dominated by a bound exciton, h-BN is similar to
the model the polarization functional was derived from.
This might explain why the spectra calculated using the
Pure functional are in relatively good agreement with the
experiments for bulk h-BN.
2. MoS2
The dielectric function of bulk MoS2 is reported in
Fig. 4. Unfortunately we were not able to find any ex-
perimental nor BSE data for the out-of plane component
(ε⊥), but we reported, nevertheless, our results for com-
pleteness. Also in this case we find a similar trend as for
the monolayer. The value of α calculated using Eq. (7)
is too small (α = 0.09) due to the large value of the
macroscopic dielectric constant (see Tab. II). This case
is beyond the model employed to derive the PF. In this
case 1− αReχRPAe (ω) = 0 in the denominator of Eq. (9)
has no solution and the various terms in Eq. (9) sim-
ply rescale the RPA spectrum (See Fig. 4). Indeed the
spectrum calculated using the Pure functional is similar
to the RPA spectrum (except for the larger absorption
onset). As for the monolayer the two peaks in the experi-
mental spectrum90 at 1.84 eV and 2.02 eV are reproduced
as shoulders by the Pure functional. Moreover the two
structures are blue shifted by about 0.25 eV with respect
to experiment. In the BSE spectrum the two structures
are more evident but also blue shifted, by about 0.35 eV.
The experimental binding energy of 0.08-0.09 eV75,92 is
underestimated by both the BSE, with a binding energy
of 0.03 eV7 corresponding to the BSE spectrum reported
in Fig. 4 (although other values reported in literature
overestimate experiment, see e.g. Ref. 75) and the Pure
functional, with a binding energy of 0 eV. Finally we note
that a low-frequency peak emerges in the Pure functional
spectrum by increasing α. As shown in Fig. 2, a peak be-
comes quite visible at α = 0.5, but, as for the monolayer,
this is not yet a bound exciton.
In conclusion our TDDFT protocol can describe the
7Table II: Calculated and measured macroscopic dielectric constant [Reε‖/⊥(ω = 0)]
RPA@LDA/GGA RPA@LDA/GGA+∆shift Pure Exp
bulk h-BN ε‖ 4.60 3.55 4.55 4.95
a
ε⊥ 2.52 2.17 3.17 4.10
a
bulk MoS2 ε‖ 13.42 12.10 13.10 15–16
b
ε⊥ 4.84 4.59 5.59
aSee Refs. 89,91
bSee Ref. 90
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Figure 3: Dielectric function of bulk h-BN: real and imaginary parts of in-plane component ε‖ (left panel) and of the out-of-
plane component ε⊥ (right panel) within RPA (dotted violet line), BSE
62,88 (dashed orange line) and Pure functional (solid
green line) compared to experiment89 (circles). A Lorentzian broadening of 0.1 eV is applied to all calculated spectra. Vertical
lines indicate the position of E
dir,LDA/GGA
g (violet dotted line), E
dir,GW
g (orange dashed line), and E
dir,GLLB
g (green solid line).
qualitative features of the optical spectrum of bulk h-
BN, although the spectrum is blue-shifted and the bind-
ing energy is halved with respect to experiment. How-
ever, the computationally more expensive BSE produces
a blue-shifted spectrum too and moreover largely overes-
timates the binding energy. The situation is exacerbated
in bulk MoS2, where, moreover, as in the monolayer, the
two lowest-energy peaks in the experimental spectrum
are reproduced as shoulders by our protocol. However,
also the BSE produces a blue-shifted spectrum and un-
derestimates the binding energy.
V. CONCLUSIONS AND PERSPECTIVES
We explored the description of the optical response of
2D monolayers within a pure density-based approach us-
ing the Pure functional. Our protocol, originally devised
for bulk materials, is generalized by using a well-behaved
2D macroscopic dielectric function. When applied to
h-BN monolayer, which shows a strong bound exciton,
this approach can well reproduce the optical spectra, ex-
cept for a rigid blue shift with respect to the BSE results
(unfortunately experimental data are not available). In-
stead, in MoS2 monolayer, the excitonic peaks are only
described as shoulders. We found a similar trend also for
the corresponding bulk systems of h-BN and MoS2. This
validates the 2D macroscopic dielectric function we use
in our approach and traces back the observed trends to
the Pure functional.
The Pure functional has been designed for isotropic
systems with a small dielectric constant. While h-BN
has a relatively small macroscopic dielectric constant (an
experimental value of 4.95 for the in-plane component in
the bulk), MoS2 has a rather large dielectric constant (an
experimental value of 15–16 for the in-plane component
in the bulk). While we have found that the Pure func-
tional yields accurate spectra also for 3D isotropic sys-
tems with a large macroscopic dielectric constant such
as Si and GaAs, it seems that for layered materials it
is more sensitive to the value of the macroscopic dielec-
tric constant. This suggests that the dependence of α on
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Figure 4: Dielectric function of bulk MoS2: real and imaginary parts of the in-plane component ε‖ (left panel) and of the
out-of-plane component ε⊥ (right panel) within RPA (violet dotted line), BSE
7 (orange dashed line) and Pure functional (green
solid line) compared to experiment90 (circles). A Lorentzian broadening of 0.02 eV and 0.05 eV is applied to the Pure functional
and BSE spectra, respectively. Vertical lines indicate the position of E
dir,LDA/GGA
g (violet dotted line), E
dir,GW
g (orange dashed
line), and Edir,GLLBg (green solid line).
ǫM (0) has to be modified and/or that the macroscopic
dielectric function does not provide enough information
about the screening of the electron-hole interaction in
layered systems and one should include information from
the microscopic dielectric function.
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Appendix A: Dependence of the excitonic intensity
on α
We start from Eq. (9). In the vicinity of ωbe we can
approximate Imχe(ω) as
Imχe(ω) ≈ Imχ
RPA
e (ω)
[αB(ω − ωbe)]2 + [αImχRPAe (ω)]2
=
1
α2|B|
η
(ω − ωbe)2 + η2 ,
where we Taylor expanded up to first order ReχRPAe (ω)
and we used the condition 1/α = ReχRPAe (ωbe), necessary
to get an exciton. Here B =
dReχRPA
e
(ω)
dω |ω=ωbe and η =
ImχRPAe (ω)/|B|.
Since ImχRPAe (ω) = 0 in the vicinity of ωbe, we can
consider the limit η → 0+. We get
Imχe(ω) =
π
α2|B|δ(ω − ωbe).
To get an estimate of the dependency of the excitonic
intensity on α, we should make explicit the dependence
of B on α. We assume that ReχRPAe (ω) has the following
form for ω < Edirg :
ReχRPAe (ω) = χ
∞ +
A
ω − ω¯ ,
with A < 0 and χ∞ = ReχRPAe (ω →∞) > 0.
9Since to get an exciton the condition 1/α =
ReχRPAe (ωbe) has to be satisfied, we then get
ReχRPAe (ωbe) = χ
∞ +
A
ωbe − ω¯ = 1/α
from which
ωbe =
A
1/α− χ∞ + ω¯
and
B = − A
(ωbe − ω¯)2 = −
(1− αχ∞)2
α2A
The intensity of the excitonic peak is thus
π
α2|B| =
π|A|
(αχ∞ − 1)2 .
We note that a necessary condition to have ωbe > 0 is
1/α > ReχRPAe (0) = χ
∞ − A/ω¯ > χ∞, where we have
used the fact that A < 0 and ω¯ > 0. It can be readily
verified that in the domain αmin < α < 1/Reχ
RPA
e (0),
with αmin > 0 the minimum value of α to get an exci-
ton, the excitonic intensity increases monotonically with
respect to α.
∗ Electronic address: pina.romaniello@irsamc.ups-tlse.fr
1 K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F.
Heinz, Phys. Rev. Lett. 105, 136805 (2010), URL
https://link.aps.org/doi/10.1103/PhysRevLett.105.136805.
2 A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim,
C.-Y. Chim, G. Galli, and F. Wang, Nano
Letters 10, 1271 (2010), pMID: 20229981,
https://doi.org/10.1021/nl903868w, URL
https://doi.org/10.1021/nl903868w.
3 C. Zhang, A. Johnson, C.-L. Hsu, L.-J. Li, and
C.-K. Shih, Nano Letters 14, 2443 (2014), pMID:
24783945, https://doi.org/10.1021/nl501133c, URL
https://doi.org/10.1021/nl501133c.
4 S. Balendhran, S. Walia, H. Nili, J. Z. Ou, S. Zhuiykov,
R. B. Kaner, S. Sriram, M. Bhaskaran, and K. Kalantar-
zadeh, Advanced Functional Materials 23, 3952 (2013),
https://onlinelibrary.wiley.com/doi/pdf/10.1002/adfm.201300125,
URL https://onlinelibrary.wiley.com/doi/abs/10.1002/adfm.201300125.
5 T. Cheiwchanchamnangij and W. R. L. Lam-
brecht, Phys. Rev. B 85, 205302 (2012), URL
https://link.aps.org/doi/10.1103/PhysRevB.85.205302.
6 A. Ramasubramaniam, Phys. Rev.
B 86, 115409 (2012), URL
https://link.aps.org/doi/10.1103/PhysRevB.86.115409.
7 A. Molina-Sa´nchez, D. Sangalli, K. Hummer, A. Marini,
and L. Wirtz, Phys. Rev. B 88, 045412 (2013), URL
https://link.aps.org/doi/10.1103/PhysRevB.88.045412.
8 D. Y. Qiu, F. H. da Jornada, and S. G. Louie,
Phys. Rev. Lett. 111, 216805 (2013), URL
https://link.aps.org/doi/10.1103/PhysRevLett.111.216805.
9 K. S. Thygesen, 2D Materials 4, 022004 (2017), URL
https://doi.org/10.1088%2F2053-1583%2Faa6432.
10 G. Onida, L. Reining, and A. Rubio, Rev. Mod. Phys. 74,
601 (2002).
11 L. Hedin, Phys. Rev. 139, A796 (1965).
12 F. Aryasetiawan and O. Gunnarsson, Rep. Prog. Phys. 61,
237 (1998).
13 W. G. Aulbur, L. Jo¨nsson, and J. W. Wilkins, in Solid
State Physics (Academic, New York, 2000), vol. 54, p. 1.
14 L. Reining, Wiley Interdisciplinary Reviews: Computa-
tional Molecular Science 8, e1344 (2018).
15 D. Golze, M. Dvorak, and P. Rinke, Frontiers in Chemistry
7, 377 (2019).
16 S. Sharma, J. K. Dewhurst, A. Sanna, and E. K. U. Gross,
Phys. Rev. Lett. 107, 186401 (2011).
17 P. E. Trevisanutto, A. Terentjevs, L. A. Constantin, V. Ol-
evano, and F. Della Sala, Phys. Rev. B 87, 205143 (2013).
18 S. Rigamonti, S. Botti, V. Veniard, C. Draxl, L. Reining,
and F. Sottile, Phys. Rev. Lett. 114, 146402 (2015).
19 J. A. Berger, Phys. Rev. Lett. 115, 137402 (2015), URL
https://link.aps.org/doi/10.1103/PhysRevLett.115.137402 .
20 Z.-h. Yang, F. Sottile, and C. A. Ullrich, Phys. Rev. B 92,
035202 (2015).
21 A. V. Terentjev, L. A. Constantin, and J. M. Pitarke, Phys.
Rev. B 98, 085123 (2018).
22 Z. H. Levine and D. C. Allan, Phys. Rev. Lett. 63, 1719
(1989).
23 J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys.
118, 8207 (2003).
24 J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys.
124, 219906 (2006).
25 Y.-i. Matsushita, K. Nakamura, and A. Oshiyama, Phys.
Rev. B 84, 075205 (2011).
26 J. H. Skone, M. Govoni, and G. Galli, Phys. Rev. B 93,
235106 (2016).
27 S. Cavo, J. A. Berger, and P. Romaniello,
Phys. Rev. B 101, 115109 (2020), URL
https://link.aps.org/doi/10.1103/PhysRevB.101.115109.
28 F. Hu¨ser, T. Olsen, and K. S. Thyge-
sen, Phys. Rev. B 88, 245309 (2013), URL
https://link.aps.org/doi/10.1103/PhysRevB.88.245309 .
29 P. Cudazzo, I. V. Tokatly, and A. Ru-
bio, Phys. Rev. B 84, 085406 (2011), URL
https://link.aps.org/doi/10.1103/PhysRevB.84.085406 .
30 M. L. Trolle, T. G. Pedersen, and V. Ve´niard,
Scientific Reports 7, 39844 (2017), URL
https://doi.org/10.1038/srep39844 .
31 Y. Suzuki and K. Watanabe, Phys. Chem.
Chem. Phys. 22, 2908 (2020), URL
http://dx.doi.org/10.1039/C9CP06034K.
32 F. Sottile, V. Olevano, and L. Reining, Phys. Rev. Lett.
91, 056402 (2003).
33 O. Gritsenko, R. van Leeuwen, E. van Lenthe, and E. J.
Baerends, Phys. Rev. A 51, 1944 (1995).
34 M. Kuisma, J. Ojanen, J. Enkovaara, and T. T. Rantala,
Phys. Rev. B 82, 115106 (2010).
35 E. J. Baerends, Phys. Chem. Chem. Phys. 19, 15639
(2017), URL http://dx.doi.org/10.1039/C7CP02123B.
36 E. J. Baerends, Phys. Chem. Chem. Phys. 19, 15639
(2017).
10
37 I. E. Castelli, T. Olsen, S. Datta, D. D. Landis, S. Dahl,
K. S. Thygesen, and K. W. Jacobsen, Energy Environ. Sci.
5, 5814 (2012).
38 F. Hu¨ser, T. Olsen, and K. S. Thygesen, Phys. Rev. B 87,
235132 (2013).
39 F. A. Rasmussen and K. S. Thygesen, J. Phys. Chem. C
119, 13169 (2015).
40 P. L. de Boeij, F. Kootstra, J. A. Berger, R. van Leeuwen,
and J. G. Snijders, J. Chem. Phys. 115, 1995 (2001).
41 J. A. Berger, P. Romaniello, R. van Leeuwen, and
P. L. de Boeij, Phys. Rev. B 74, 245117 (2006), URL
https://link.aps.org/doi/10.1103/PhysRevB.74.245117.
42 Ferrada´s, R., Berger, J.A., and Romaniello,
Pina, Eur. Phys. J. B 91, 119 (2018), URL
https://doi.org/10.1140/epjb/e2018-90122-9.
43 A. K. Dhara and S. K. Ghosh, Phys. Rev. A 35, 442 (1987).
44 S. K. Ghosh and A. K. Dhara, Phys. Rev. A 38, 1149
(1988).
45 G. Vignale, Phys. Rev. B 70, 201102 (2004).
46 D. Sangalli, J. A. Berger, C. Attaccalite, M. Gru¨ning, and
P. Romaniello, Phys. Rev. B 95, 155203 (2017).
47 F. Kootstra, P. L. de Boeij, and J. G. Snijders, J. Chem.
Phys. 112, 6517 (2000).
48 P. Romaniello and P. L. de Boeij, Phys. Rev. B 71, 155108
(2005).
49 J. A. Berger, P. L. de Boeij, and R. van Leeuwen, Phys.
Rev. B 71, 155104 (2005).
50 J. A. Berger, P. Romaniello, R. van Leeuwen, and P. L.
de Boeij, Phys. Rev. B 74, 245117 (2006).
51 J. A. Berger, P. L. de Boeij, and R. van Leeuwen, Phys.
Rev. B 75, 035116 (2007).
52 A. Laturia, M. Van de Put, and W. Vandenberghe, npj 2D
Mater Appl 2, 6 (2018).
53 T. Galvani, F. Paleari, H. P. C. Miranda, A. Molina-
Sa´nchez, L. Wirtz, S. Latil, H. Amara, and F. m. c.
Ducastelle, Phys. Rev. B 94, 125303 (2016), URL
https://link.aps.org/doi/10.1103/PhysRevB.94.125303.
54 F. Hu¨ser, T. Olsen, and K. S. Thyge-
sen, Phys. Rev. B 87, 235132 (2013), URL
https://link.aps.org/doi/10.1103/PhysRevB.87.235132.
55 F. Ferreira, A. J. Chaves, N. M. R. Peres, and R. M.
Ribeiro, J. Opt. Soc. Am. B 36, 674 (ts), URL
http://josab.osa.org/abstract.cfm?URI=josab-36-3-674 .
56 Computational 2D Materials Database (C2DB),
https://cmr.fysik.dtu.dk/c2db/c2db.html.
57 L. Wirtz, A. Marini, and A. Rubio,
Phys. Rev. Lett. 96, 126104 (2006), URL
https://link.aps.org/doi/10.1103/PhysRevLett.96.126104 .
58 A. Nagashima, N. Tejima, Y. Gamou, T. Kawai, and
C. Oshima, Phys. Rev. B 51, 4606 (1995), URL
https://link.aps.org/doi/10.1103/PhysRevB.51.4606.
59 Y. Stehle, H. M. Meyer, R. R. Unocic, M. Kidder,
G. Polizos, P. G. Datskos, R. Jackson, S. N. Smirnov, and
I. V. Vlassiouk, Chemistry of Materials 27, 8041 (2015),
https://doi.org/10.1021/acs.chemmater.5b03607, URL
https://doi.org/10.1021/acs.chemmater.5b03607.
60 K. Ba, W. Jiang, J. Cheng, J. Bao, N. Xuan,
Y. Sun, B. Liu, A. Xie, S. Wu, and Z. Sun,
Scientific Reports 7, 45584 (2017), URL
https://doi.org/10.1038/srep45584.
61 L. Sponza, H. Amara, C. Attaccalite, S. Latil,
T. Galvani, F. Paleari, L. Wirtz, and F. m. c.
Ducastelle, Phys. Rev. B 98, 125206 (2018), URL
https://link.aps.org/doi/10.1103/PhysRevB.98.125206.
62 W. Aggoune, C. Cocchi, D. Nabok, K. Re-
zouali, M. A. Belkhir, and C. Draxl,
Phys. Rev. B 97, 241114 (2018), URL
https://link.aps.org/doi/10.1103/PhysRevB.97.241114 .
63 B. Arnaud, S. Lebe`gue, P. Rabiller, and M. Alouani,
Phys. Rev. Lett. 96, 026402 (2006), URL
https://link.aps.org/doi/10.1103/PhysRevLett.96.026402.
64 K. Watanabe, T. Taniguchi, and H. Kanda, Na-
ture Materials 3, 404 (2004), ISSN 1476-4660, URL
https://doi.org/10.1038/nmat1134.
65 L. Museur, G. Brasse, A. Pierret, S. Maine, B. Attal-
Tretout, F. Ducastelle, A. Loiseau, J. Barjon,
K. Watanabe, T. Taniguchi, et al., physica status
solidi (RRL) Rapid Research Letters 5, 214 (2011),
https://onlinelibrary.wiley.com/doi/pdf/10.1002/pssr.201105190,
URL https://onlinelibrary.wiley.com/doi/abs/10.1002/pssr.201105190.
66 G. Cassabois, P. Valvin, and B. Gil, Nature Photonics 10,
262 (2016), 1512.02962.
67 S. Haastrup, M. Strange, M. Pandey, T. Deil-
mann, P. S. Schmidt, N. F. Hinsche, M. N.
Gjerding, D. Torelli, P. M. Larsen, A. C. Riis-
Jensen, et al., 2D Materials 5, 042002 (2018), URL
https://doi.org/10.1088%2F2053-1583%2Faacfc1.
68 D. Y. Qiu, F. H. da Jornada, and S. G. Louie, Phys.
Rev. B 93, 235435 (2016), and references therein, URL
https://link.aps.org/doi/10.1103/PhysRevB.93.235435 .
69 Y. L. Huang, Y. Chen, W. Zhang, S. Y. Quek, C.-H. Chen,
L.-J. Li, W.-T. Hsu, W.-H. Chang, Y. J. Zheng, W. Chen,
et al., Nature Communications 6, 6298 (2015), ISSN 2041-
1723, URL https://doi.org/10.1038/ncomms7298.
70 A. R. Klots, A. K. M. Newaz, B. Wang, D. Prasai,
H. Krzyzanowska, J. Lin, D. Caudel, N. J. Ghimire, J. Yan,
B. L. Ivanov, et al., Scientific Reports 4, 6608 (2014), ISSN
2045-2322, URL https://doi.org/10.1038/srep06608.
71 W. Li, A. G. Birdwell, M. Amani, R. A. Burke,
X. Ling, Y.-H. Lee, X. Liang, L. Peng, C. A. Richter,
J. Kong, et al., Phys. Rev. B 90, 195434 (2014), URL
https://link.aps.org/doi/10.1103/PhysRevB.90.195434 .
72 J. O. Island, A. Kuc, E. H. Diependaal, R. Brats-
chitsch, H. S. J. van der Zant, T. Heine, and
A. Castellanos-Gomez, Nanoscale 8, 2589 (2016), URL
http://dx.doi.org/10.1039/C5NR08219F.
73 S. Tongay, J. Zhou, C. Ataca, K. Lo, T. S. Matthews, J. Li,
J. C. Grossman, and J. Wu, Nano Letters 12, 5576 (2012),
pMID: 23098085, https://doi.org/10.1021/nl302584w,
URL https://doi.org/10.1021/nl302584w.
74 H. Jiang, The Journal of Physical Chemistry C 116,
7664 (2012), https://doi.org/10.1021/jp300079d, URL
https://doi.org/10.1021/jp300079d .
75 H.-P. Komsa and A. V. Krasheninnikov,
Phys. Rev. B 86, 241201 (2012), URL
https://link.aps.org/doi/10.1103/PhysRevB.86.241201 .
76 K. K. Kam and B. A. Parkinson, The Jour-
nal of Physical Chemistry 86, 463 (1982),
https://doi.org/10.1021/j100393a010, URL
https://doi.org/10.1021/j100393a010.
77 Gmelin Handbook of Inorganic and Organometallic Chem-
istry (Springer-Verlag, Berlin, 1995), 8th ed., Vol. B7.
78 ADF2018 (modified version), SCM, Theoretical Chem-
istry, Vrije Universiteit, Amsterdam, The Netherlands,
www.scm.com.
79 G. Kresse and J. Furthmu¨ller, Phys.
Rev. B 54, 11169 (1996), URL
https://link.aps.org/doi/10.1103/PhysRevB.54.11169.
11
80 M. Shishkin and G. Kresse, Phys.
Rev. B 74, 035101 (2006), URL
https://link.aps.org/doi/10.1103/PhysRevB.74.035101.
81 G. Kresse and D. Joubert, Phys.
Rev. B 59, 1758 (1999), URL
https://link.aps.org/doi/10.1103/PhysRevB.59.1758.
82 M. Kuisma, J. Ojanen, J. Enkovaara, and T. T.
Rantala, Phys. Rev. B 82, 115106 (2010), URL
https://link.aps.org/doi/10.1103/PhysRevB.82.115106.
83 O. Gritsenko, R. van Leeuwen, E. van Lenthe, and
E. J. Baerends, Phys. Rev. A 51, 1944 (1995), URL
https://link.aps.org/doi/10.1103/PhysRevA.51.1944.
84 J. P. Perdew, A. Ruzsinszky, G. I. Csonka, O. A. Vy-
drov, G. E. Scuseria, L. A. Constantin, X. Zhou, and
K. Burke, Phys. Rev. Lett. 100, 136406 (2008), URL
https://link.aps.org/doi/10.1103/PhysRevLett.100.136406.
85 J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A.
Jackson, M. R. Pederson, D. J. Singh, and C. Fi-
olhais, Phys. Rev. B 46, 6671 (1992), URL
https://link.aps.org/doi/10.1103/PhysRevB.46.6671.
86 F. Ferreira, A. J. Chaves, N. M. R. Peres, and R. M.
Ribeiro, J. Opt. Soc. Am. B 36, 674 (2019), URL
http://josab.osa.org/abstract.cfm?URI=josab-36-3-674 .
87 Y. Li, A. Chernikov, X. Zhang, A. Rigosi, H. M. Hill,
A. M. van der Zande, D. A. Chenet, E.-M. Shih, J. Hone,
and T. F. Heinz, Phys. Rev. B 90, 205422 (2014), URL
https://link.aps.org/doi/10.1103/PhysRevB.90.205422.
88 Http://dx.doi.org/10.17172/NOMAD/2018.06.05-1.
89 C. Tarrio and S. E. Schnatterly,
Phys. Rev. B 40, 7852 (1989), URL
https://link.aps.org/doi/10.1103/PhysRevB.40.7852.
90 A. R. Beal and H. P. Hughes, Journal of Physics
C: Solid State Physics 12, 881 (1979), URL
https://doi.org/10.1088%2F0022-3719%2F12%2F5%2F017 .
91 R. Geick, C. H. Perry, and G. Rup-
precht, Phys. Rev. 146, 543 (1966), URL
https://link.aps.org/doi/10.1103/PhysRev.146.543.
92 E. Fortin and F. Raga, Phys. Rev. B 11, 905 (1975), URL
https://link.aps.org/doi/10.1103/PhysRevB.11.905.
93 We checked that the dispersion of the bands within GLLB-
SC (calculated with ADF) and the dispersion of the bands
in LDA/GGA (calculated with Vasp) only differ slightly.
For example, by aligning the LDA/GGA and GLLB-SC
direct band gap, the error on the indirect band gap is 0.03
eV for bulk h-BN and 0.13 eV for bulk MoS2. These dif-
ferences can be deduced from the gaps reported in Table I.
94 We found that spin-orbit coupling reduces the direct band
gap by 0.04 eV in the bulk and by 0.08 eV in the monolayer.
95 We note that for MoS2 (both monolayer and bulk) the BSE
spectra found in literature are presented in arbitrary units;
for a comparison with our spectra we have hence rescaled
them in such a way that the corresponding RPA spectra
are roughly on top of ours.
