We consider a general class of degenerate elliptic problems of the form Au + g(x, u, Du) = f , where A is a Leray-Lions operator from a weighted Sobolev space into its dual. We assume that g(x, s, ξ ) is a Caratheodory function verifying a sign condition and a growth condition on ξ . Existence of renormalized solutions is established in the L 1 -setting.
Introduction
Let Ω be a bounded domain in R N , p be a real number with 1 < p < ∞, and X := W 1,p 0 (Ω, ω) be the weighted Sobolev space associated with a vector of weight functions ω = {ω i (x)} 0 i N , endowed with the usual norm · 1,p,ω . Assume that:
• The expression
is a norm defined on X and is equivalent to · 1,p,ω .
• There exists a measurable strictly positive function σ on Ω and a parameter q ∈ ]1, +∞[, such that
with q = 
where k(x) is a positive function in L p (Ω) ( 
and g(x, r, ξ ) h |r|
for r ∈ R, ξ, ν ∈ R N , a.e. on Ω, where h : R + → R + is continuous and increasing and c(x) ∈ L 1 (Ω) is positive. Conditions (2)-(4) are classical in the study of elliptic problems in divergence form (see cf. [15] ). In [1] , an existence result for E(f ) has been proved in the variational setting under the assumptions (2)- (6) . Roughly speaking, the authors have proved that for every f ∈ W −1,p (Ω, ω * ), there exists u ∈ W 
Here, we extend this existence result to general data f ∈ L 1 (Ω). It is well known (see [4, 8] and [14] ) that the existence of a weak solution in the usual distributional sense is not expected for L 1 data f and p < 2 − 1 N . Indeed, the solution constructed via approximation methods is not necessarily in W 1,1 (Ω, ω) and has not necessarily a gradient in the usual sense. In order to solve this difficulty, we argue as in [4] and seek a solution in a new space τ
in which we can give a sense to the gradient of v which is in general not in L 1 (Ω). In fact, we consider only the truncations T k v of v which turn out to be in W 1,p 0 (Ω, ω). This leads to the notion of renormalized (or entropy) solution precisely defined in Section 2. We prove its existence under the hypothesis (2)-(6) and its uniqueness under some additional assumptions on a and on g.
The plan of the paper is as follows: in the next section we give some preliminaries, then we define renormalized solutions for E(f ). In Section 3, we announce and prove the existence result of such a solution. Finally, in the last section, we give some further remarks and discuss possible extensions of our result. In particular, we give some additional conditions on a and g which assure uniqueness of a renormalized solution for E(f ).
Preliminaries, definitions
Throughout this section we assume that the vector field a : Ω × R × R N → R N satisfies assumptions (2)-(4) and g satisfies (5) and (6) .
Let ω = {ω i } 0 i N be a vector of measurable weight functions strictly positive a.e. on Ω, such that
We denote by W 1,p (Ω, ω) the space of all real-valued functions u ∈ L p (Ω, ω 0 ) such that the derivatives in the sense of distributions satisfy
Endowed with the norm [2, 13, 17] and [18] .
We recall, cf. [5] that for 0 < q < ∞, the Marcinkiewicz space M q (Ω) can be defined as the set of measurable functions f : Ω → R such that the corresponding distribution functions φ f (k) = meas{x ∈ Ω: |f (x)| > k}, k > 0, satisfies an estimate of the form φ f (k) Ck −q , C < ∞.
As usual, for k > 0, we denote by T k the truncation function defined by
and moreover,
This definition in rather classical in the theory of differential equations in L 1 with operators in divergence form (see for example [4, [10] [11] [12] 16] and the bibliography cited in).
Remark 2.2. Note that in (9) and (10) each term is well defined. Indeed, the term on the righthand side of (9) has to be understood as (11) is well defined. Similarly, the integral in (10) has to be understood as
which is meaningfull by the assumptions on a and v. Throughout the paper we use the integral in (9) and (10) only as a notation for the corresponding integral (11) and (12).
Existence results
The main result of this section is the following:
Then there exists at least a renormalized solution u of E(f ).
Proof.
We proceed by approximation: for n ∈ N, let f n = T n (f ) and v n satisfying
The function v n exists by the results of [1] . Moreover,
. By a convenient choice of test functions in (13), we prove thanks to (5) and (4) that
Thus, thanks to (1), we can extract a subsequence denoted also (v n ) n such that
and
By (3), we can also assume that
Moreover, due to (1)
Let us define the set τ
In the following, we prove that
To this end, we adapt the ideas of [1] (see also [9] ) to the L 1 -setting.
We prove that lim sup
Indeed,
Taking into account (14) and that DT k v = 0 a.e. on {|v| = k}, it is easily shown that
Moreover, due to assumption (2), we have for l k,
Invoking (14),
Moreover,
Consequently,
Letting l → +∞, we get lim sup n→+∞ I 1 n 0. As far as I 3 n is concerned, this term is split into
where
It is clear that lim n→+∞ I 3 n,2 = 0. Moreover, by (2) ,
Then by (4),
To prove assertion (19), it remains only to estimate
Let Z be a smooth positive nondecreasing function with supp(Z ) compact and such that Z(r) = 1 for |r| k and Z(0) = Z (0) = 0. We first estimate
Then by (13) ,
Invoking (14) and as Z(0) = 0, the first term in the right-hand side converges to 0 when m and n → +∞ respectively. The last term of (24) reads as
As Z is nondecreasing and H ε (r) 0 for all r ∈ R, the first term on the right-hand side is negative. The second is estimated as follows: (14) , (15) and that Z (0) = 0, we deduce that the right-hand side converges to 0 when m, n → +∞.
Finally, we have shown that
which in turn implies that
In order to estimate I 3 n,1 , we must go to the limit when ε → +∞ in (27).
In view of (14) it weakly converges in W
Using (14) and (6), it follows that
Hence, letting ε → +∞ in (27), we get
Taking into account the definition of Z, we deduce that lim sup
This completes the proof of assertion (19). Second step: Let
We prove that lim sup n→+∞ J n 0.
Let us define the functions z n := (v + n − T l v + ), ρ λ : s → se λs 2 and
Through the choice of T j +1 (v n ) − T j (v n ) and B j (v n )ρ λ (z − n ) respectively as test functions in (13), we get
When v n 0, we have g(x, v n , Dv n ) 0 and since ρ λ (z − n ) 0, we obtain:
For j l, define
Using (31) and (32), we get
Hence, 
Now, as (T j +1 v n ) n is bounded in X, we can assume thanks to (4) that
Letting n → +∞, we get
Now, for j 2l, the second term in the right-hand side reads as lim sup
Invoking (14) and (15), we deduce
This implies
On the other hand,
We have already shown that lim n→+∞ H 1 n = 0 and it is easily shown that
As far as H 2 n is concerned, this term is split into
Thanks to (15) and (14), the second term in the right-hand side converges to 0 when n → +∞. The first term can be estimated as follows: for k > K > 0, we write
Invoking again (2), it yields
The first term in the right-hand side reads as
Now, using 1 k T k v n as a test function in (13), letting k → 0, we get thanks to (4) and (5),
Going to the limit on n in the equality
Hence, as DT k+K (v) = 0 a.e. on {v = k},
Thus L = 0. Now, we are going to prove that lim n→+∞ lim m→+∞ M = 0, where
With the same notations as before, M reads as
As (a(x, θ
Hence
we get by (36), (15) and (14),
a.e. on {v = k} ∩ {v = k + K}. This implies as before that
Hence, The estimates of G 1 m,n and G 2 m,n are very similar to that of I 3 n,1 in the first step and are dropped for convenience.
The proof of assertion (29) is now complete. Using the same techniques as in step 1 and step 2, we can prove that
which in turn with (19) and (29) yields that for a subsequence
0 (Ω, ω) and a.e. in Ω, (Dv n ) n → Dv a.e. in Ω.
This implies
On the other hand, for any measurable set E of Ω, we have 
Proof. Let H ε ∈ W 1,∞ (R) be defined by H ε (r) = H ( r ε ) where H ∈ W 1,∞ (R) with H (r) = 0 for r 0, H (r) = r for 0 < r < 1, H (r) = 1 if r 1. As v 1 , v 2 are renormalized solutions,
Taking the difference yields
For convenience, the preceding equality is written
There is no difficulty to pass to the limit on ε → 0 in K i , i = 1, 3, 4. As far as K 2 is concerned, this term is split into
Thus, thanks to (2) and (39),
where all the integrals are well defined: indeed, as v 1 and v 2 are ε-close on the integration set, cutting of one of these two functions implies truncation of the other. Note that the integrand in the first term on the right-hand side belongs to L 1 (Ω) and thus the integral converges to 0 when ε → 0. In order to estimate the remaining term, denote L j := sup B j . Then, for ε sufficiently small, 1 ε
Using the same arguments as above, we prove that the term on the right-hand side converges also to 0 when ε → 0. Hence, lim ε→0 K 2 = 0 and (41) yields Then, we can suppose that (v n ) n converges strongly in L q (Ω) (for every q > 1) to v ∈ L ∞ (Ω) and that (v n ) n converges weakly in W 
Using ( 
