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Summary
Summary
This dissertation examines the suitability of Computational Fluid Dynamics (CFD)
modelling for the production of realistic flowfields and temperature fields within a
series of vortex combustion chambers of differing geometries and operating under
various conditions. Initial validation of the CFD predictions was obtained through
modelling of a series of isothermal vortex chambers for which a comprehensive set of
experimental data was available. It was observed that CFD did indeed produce
representative flowfield predictions for chambers of various geometries and operating
conditions. A vortex unit used for the incineration of sewage sludge (US Navy Waste
Incinerator) was subsequently investigated, and it was shown that due to the high
moisture content of the waste material used, temperature profiles obtained with a
modified coal combustion model were similar to those obtained with a more
straightforward and computationally less expensive spray drier model. Results from
both models were similar to experimentally observed conditions. However,
comprehensive validation was not possible. In order that full validation could be
provided for a CFD model of a vortex combustion unit, a model was developed of a
commercial thermal oxidiser used for the incineration of liquid and gaseous wastes.
CFD temperature predictions for the BASF Thermal Oxidiser were validated by a
series of experimental measurements obtained from the operating unit. In general, it
was found that the Reynolds Stress Model for turbulence produced the most
representative velocity flowfields, with the less computationally demanding k-e model
being applicable only under certain limited circumstances. Furthermore, insufficient
grid refinement resulted in significantly distorted velocity profiles.
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1. Introduction
1. Introduction
As industrial society continues to expand, environmental pollution problems can no
longer be easily solved and public and legislative pressure demands more stringent
environmental protection practices. Untreated effluents which might previously have
been dumped in holes, rivers or the ocean are now required by legislation to be treated
and disposed ofin a more environmentally friendly fashion. Some of the waste disposal
options available include:
• Dumping and covering to allow bacterial decay to decompose some of the waste
• Microbiological degradation to slowly decompose the waste to harmless or even
beneficial materials
• Chemical neutralisation
• Containerisation and long term storage (used for example in intermediate and high
level radioactive waste storage)
• Incineration
Dumping is no longer the first choice for waste disposal, and is now often seen as
socially unacceptable and dangerous. Microbiological and Chemical methods may be
time consuming and expensive and long term storage is simply the only available
option for intermediate and high level radioactive wastes. Incineration provides
perhaps the most ecologically sound and efficient method of disposal of a large variety
ofwaste products. (Moles and Tate 1984)
The term incinerate (literally 'reduce to ashes') was initially used to describe plants
employed to burn municipal rubbish, the first of which was built in Nottingham,
England in 1874. Many of these units were constructed in subsequent years, usually
combined with a pressure steam boiler for electricity generation. As incineration is
simply burning of a waste material, its performance will be dependent on its
combustion ability and thus on how well the combustion air and waste material or fuel
is mixed and maintained at temperature for sufficient time. The requirements for a
good incineration system include:
• Highest possible combustion efficiency
13
I. Introduction
• Ability to handle varying waste compositions
• Ability to handle varying flows - waste may be produced continuously or in batches
• Appropriate air pollution control equipment
• Ability to maintain combustion performance over long timescales
• Reliable start-up - essential for a standby incinerator
• High availability - if the incinerator unit is unavailable, the process plant may require
shutting down, thus incurring major costs
• Low maintenance costs
• Compliance with regulatory requirements
Any incinerator should be capable of burning a wide range of waste material with only
minor modifications and be designed to deal with several waste streams entering an
individual unit at the same time. Any unburnt products should be removed from the
stack gases prior to discharge to the atmosphere though ideally complete combustion
should occur, entailing a lengthy residence time, highly efficient mixing and a high
combustion temperature. Vortex Combustion has been shown to provide such a highly
flexible and efficient method of incineration. (FCT 1996)
Vortex Combustors rely upon the setting up of an inwardly spiralling airflow within a
cylindrical combustion chamber by use of one or more tangential air inlets and an axial
flue. Fuel may then be injected into the chamber for combustion in a turbulent swirling
air stream. The establishment of a stabilised vortex flow within the combustion
chamber is used to obtain a relative movement between the combustion air and fuel
particle, resulting in a supply of oxygen to the fuel particle much in excess of that
which would be obtained through the diffusion process alone. Correct exploitation of
the unique properties of the vortex airflow within the chamber can result in complete
and efficient combustion at heat release rates well in excess of IMWm-3atm-1• (Moles
and Tate 1984)
This investigation into the use of Computational Fluid Dynamics as a modelling tool in
the design and development of vortex combustors was carried out as part of an
Engineering and Physical Science research Council CASE award, in association with
Fuel and Combustion Technology International Limited (FCT). FCT has designed and
14
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commissioned a considerable number of vortex combustors for a wide variety of
purposes. These include the use of vortex combustors as air heaters , powder driers,
asphalt driers and for the incineration of materials including contaminated kerosene,
domestic waste, leather waste, paper sludge, sewage sludge, alcohols, volatile organic
compounds (VOCs) and liquid distillate. In addition, vortex combustion units have
been applied to novel techniques such as smoke generators producing soot particles of
well defined dimensions, and in the production of glass ballotini. Figure 1.1 below
shows a photograph of a vortex combustor sited at Belfast, Northern Ireland, used for
the incineration of methane extracted from a landfill site on top of which an industrial
estate now lies. Landfill gas represents a significant primary energy source with the gas
exploited directly at source or else upgraded and sold as fuel. In the UK alone there are
over 30 gas utilisation schemes providing over 145,000 tons coal equivalent energy per
year (Broadley and Moles 1992). All of the above mentioned fuels are combusted
under a wide range of operating conditions with various inlet velocities and fuel
injection configurations. The use of CFD as a design tool would allow the potential of
various combustion scenarios to be investigated, without the requirement of the
construction ofa series of time consuming and complicated physical models and/or test
ngs.
Figure 1./ Vortex Combustor used for the Incineration of Methane.
The design of fuel-fired plant has previously varied enormously depending on the skills
of the engineer and the techniques at their disposal, with often a process being
15
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employed based on judgements derived from practical experience of designing similar
plant. Historically such approaches typically might involve over-design or simply a
'suck it and see' approach to process plant design and commissioning. However, with
greater demands on process efficiency, reliability and safety, methods much more
scientific in basis are required. Thus physical and mathematical modelling has become
an indispensable aid, contributing to the scientific understanding of combustion,
aerodynamics and heat transfer ofmodem fuel-fired plant. (Rhine and Tucker 1991)
The objective of any modelling process is to replicate selected aspects of the process
plant, and subsequently to be able to provide predictions as to how the process
behaves and responds to specific changes in design and/or operating conditions. The
information required from a modelling study may include:
• Energy consumption and efficiencyofplant
• Surface heat fluxes and chamber wall temperatures (thus leading to insulation
requirements)
• Flue gas temperatures
• Plant start-up requirements
Modelling techniques may be used in a wide range of circumstances and may provide a
large amount of information. Some of their potential applications include: fundamental
studies on combustion; simulation of existing plant in order to evaluate changes in its
operation or to diagnose performance problems; design of new plant; scaling of
existing designs and development and testing of new conceptual designs. Modelling
possesses a number of advantages over traditional methods of prototype construction
and experimental programs including:
• Design and thermal performance can be obtained relatively cheaply and safely
• Practical limitations may exist in taking certain measurements on operating plant -
such limitations may not exist within a modelling context
• Plant modifications can be evaluated without risk of loss ofproduction
• Wide ranges of process modifications can be investigated, thus increasing the scope
for technical innovation
• Models may provide visual impact m understanding plant behaviour and m
explanation oftechnical detail to non-specialists
16
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Mathematical and physical modelling may be used independently or in complement. If
used in association for instance, information obtained from a physical model may be
used as input to a mathematical one. In this investigation.. physical models of the
sewage sludge atomiser were employed to obtain particle size distributions which were
subsequently input to the CFD model. (Rhine and Tucker 1991)
Physical modelling will typically involve construction of a scaled model of the plant or
a small section ofthe equipment or a simplified representation. As far as possible this is
based on 'similarity' between the rig and plant, where the similaritiesof interest are:
• Geometrical
• Mechanical, including Kinematic similarity where the corresponding fluid or solid
particles follow geometrically similar paths in comparable time intervals and
Dynamic similarity where relative importance of the various forces acting in the
plant is maintained
• Thermal similarity where corresponding temperature differences are maintained in
constant ratio to one another
• Chemical similarity where corresponding concentration differences maintain a
constant ratio to one another
The above similarity criteria can be specified in terms of intrinsic dimensionless ratios
of measurements, forces or rates. The constructed physical model will subsequently
allow the obtaining of qualitative information such as flow visualisation or quantitative
information on flow characteristics such as velocity, pressure drop and heat transfer
coefficients. Detailed measurements have been obtained on many semi-industrial scale
furnaces, often with very accurate, non-intrusive laser techniques and these are
important for obtaining data for validation of mathematical models. However, scaling-
up of burner tests to large scales is not well understood for example, and neither are
the interactions between burners on multiple burner combustion plants - thus
investment in the development, validation and application of mathematical modelling is
increasing rapidly. (Rhine and Tucker 1991, Pourkashanian et of 1998)
Mathematical modelling is the theoretical or numerical simulation of those factors that
govern the thermal behaviour of the fuel-fired plant such as fluid flow, mixing,
17
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combustion and heat transfer. Equations describing the physical phenomena as listed
above are solved within the constraints of the relevant conservation equations of mass,
energy and momentum. As required, the dominant factors affecting plant performance
are identified and simplifications made relating to those less significant influences.
Finally the mathematical model must be validated against reliable experimental data in
order to assess its predictive ability and range of applicability. (Rhine and Tucker
1991)
In this investigation, a commercial CFD code (CFX) was employed to investigate
thermal and flow conditions within a series of vortex chambers. CFX is a 3D,
multipurpose code developed by CFDS Incs of AEA Technology in the UK. The
combustion models were derived from the HTFS code PCOC, which in turn was based
upon the TEACH code ofICSTM.
This dissertation will show that CFD simulation may be used to produce reliable
predictions of the aerodynamics and thermal conditions within a series of vortex
chambers. These chambers were constructed in a wide range of geometries, operated
under a wide range of conditions and were utilised as isothermal research tools, and as
incinerators for the incineration of various waste products including sewage sludge,
distillate and vent gas drawn off an ink processing plant. CFD will therefore be shown
to be of great value in the design and development of vortex combustion units to be
constructed in the future.
18
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2.1 General Introduction to Vortex Combustion
Vortex combustion, or combustion in a confined swirling flow relies on the setting up
of an inwardly spiraling air-flow within a cylindrical chamber through the use of
tangentially aligned inlets and an axial flue. If exploited properly, this allows for the
complete and efficient burn-out ofmany materials at high heat release rates. The strong
centrifugal force field produced enhances the residences times of solid fuels, allowing
them to burn out before exiting the chamber whilst the secondary flows generated
create favourable conditions for the combustion of a gaseous fuel. Both these features
are achieved at the expense ofpressure loss. (Vatistas et a11986)
The potential field induced by the inlet tangential air is balanced by a rotational field at
the axis, with the tangential velocity of the potential field increasing with decreasing
radius, and the tangential velocity of the rotational field increasing with radius. Where
these two regions meet, an active and highly turbulent boundary layer is formed which
may support intense combustion. The overall pressure distribution within the chamber
results in particles entering at one end following a helicoidal path towards the exit at
the periphery, returning back up the chamber at a smaller radius, and finally leaving
through the exit via an even smaller diameter helicoidal path. Such a path length results
in a residence time up to 15 times longer than that required for the air to pass through
the chamber under isothermal conditions. (Agrest 1964)
2.2 Origins of Vortex Combustion
Hurley (1931) conducted a review. into the principles of combustion of finely
pulverised fuel in an attempt to design a novel form of combustion chamber of
'unusually small dimensions'. The size of a combustion chamber is governed by the
time necessary to burn out any given fuel particle and therefore by the rate of
19
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combustion and the path and velocity ofthat particle. The rate of combustion of such a
fuel is described by Hurley as being determined by :
• The temperature in the combustion chamber.
• The concentration of the mixing of air and fuel; with which may be included the
intimacy of mixing and the effect ofdilution by inerts such as Nitrogen and Carbon
Dioxide.
• Turbulence, in so far as it results in the movement of fuel particles relative to the
oxygen molecule.
• The chemical and physical properties of the fuel itself. '
Hurley calculated that particles of pulverised fuel would fairly rapidly attain the
velocity of a surrounding airstream, with an associated reduction in the relative
movement between oxygen and fuel, i.e. pulverised fuel particles are soon enveloped in
an inert atmosphere of their own combustion products as opposed to surroundings of
fresh oxygen supplies as required for rapid combustion. He therefore proposed that a
centrifugal force acting transversely across air flowing in streamlines would be more
appropriate for bringing oxygen to the combusting particle rather than turbulent
transfer alone. In such a cyclonic chamber, the fuel particle is acted upon by a
tangential force due to the 'drag' of the carrying air, an outward radial force due to it's
rotation and finally the resistance of the air to radial motion. The fuel particles rapidly
acquire the velocity of the carrying air and will move in a circular orbit only when the
centrifugal force and radial drag force due to the air are balanced. Thus particles would
rotate around the central axis at a fixed radius forming a cylinder through which the air
for combustion would be forced to flow. The results of tests on an experimental rig
showed an improvement in combustion efficiency over conventional pulverised fuel
firing which was in agreement with his theory of improved oxygen supply, with the
time taken by the air to travel through the chamber greater than that necessary for the
combustion of a fuel particle.
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2.3 Characteristics of Vortex Combustors
It is thus seen that to increase understanding of the principles and operation of vortex
incinerators. it is necessary to possess a detailed knowledge of the aerodynamics within
the chamber and the kinetics of the fuel particles within the flow. Previous work on the
aerodynamics of vortex chambers can generally be divided into a number of fields:
• Purely theoretical studies ofvortex flow.
• Purely experimental or qualitative investigations ofvortex flow.
• Experimental investigations of flow in actual vortex combustors together with a
mathematical treatment ofthe results in order to relate experiment to theory.
2.3.1 General Flow Characteristics
Vortex chambers are generally cylindrical in construction. with a central axial outlet
and one or more tangential inlets. As can be seen from 2.1. depicting a typical vortex
chamber design. a number of characteristic annular flow zones may be differentiated.
Two coaxially rotating downward flows exist. carrying the main body of the gas via an
axially located flow (3) and a wall flow (1). Within these flows the maxima of
tangential and axial velocity are located. These two flows are separated by a reverse
flow (2), where the direction of the axial velocity component is reversed and the
tangential velocity component reduces in magnitude. Additionally (5), two slightly
twisted axial flows move contra to each other. a direct flow from the top and a reverse
flow in the exit region. These central flows are twisted as they move by the central
axial flow (3) due to turbulent mass transfer through the axial intermediate zone (4),
where the axial velocity component is directed towards the top of the chamber.
(Baluevand Troyankin 1967a, 1967b)
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Figure 2.1 Aerodynamics ofa Vortex Chamber (Ba/uev and Troyankin 1967a. 1967b).
As the fluid enters the chamber. it is divided into two main streams of which the first
propagates along the wall towards the exit before being directed towards the exit close
to the base plate (in association with a comer located eddy motion), and the second
propagates towards the central axis through an area close to the top plate. The
tangential velocity for both paths is reduced through a boundary layer, thus reducing
the centrifugal force. Thus it might be expected that the lower stream would exit the
chamber close to the central axis where the centrifugal acceleration is at a minimum.
However the static pressure may have dropped significantly below the ambient
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centrally at the exit, and an induced reverse flow may force the stream to reach the
outlet at a larger radius. (Vatistas, et a/ 1986)
2.3.2 Tangential Velocity Profile
Previous work in this field (Havemann 1953, Reydon and Gauvin 1981, Baluev and
Troyankin 1967 and others) has shown that in a cylindrical coordinate system (r,z,e)
with the velocity given by ~ = ut + v~ + w~, the tangential velocity component (v)
dominates the velocity distribution, being generally an order of magnitude greater than
either the radial (u) or axial (w) velocities. Therefore tangential velocity distributions
have been investigated to a greater extent, with many studies assuming a tangential
velocity profile consisting of two distinct regions with different radial dependencies as
in a Rankine vortex. Rotary flows can be classified (Smithson 1972) in terms of a
power law, which assumes that the tangential velocity v is a function of radial position
r only, according to
(2.1)
where k is a constant, and n is termed the power law exponent. Setting n--I. the
tangential velocity increases linearly with radial distance and is the case of solid-body
rotation (forced vortex region). Setting n=+ 1 represents a flow where there is
conservation of angular momentum, and is usually referred to as potential flow (free
vortex region). In the case of a confined vortex flow, Hurley's original analysis only
assumed a flow that was of free vortex nature, though a potential type flow cannot
exist throughout the entire radius as it will lead to infinite velocity at the centre of
rotation. (Hurley 1931)
In order to represent the tangential velocity distribution in practical confined vortex
flows, the combined or Rankine model is used, where the flow is divided into two
zones of differing characteristics sharing a common boundary. The maximum
tangential component of velocity is located at the boundary between the central region
of solid body rotation and the peripheral region of potential flow, as can be seen in
Figure 2.2.
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Figure 2.2 Rankine Vortex Profile.
In a later theory of vortex combustor design, Havemann (1953) made the distinction
between two different types of vortex flow, but obtained results holding only for the
outer parts of the vortex and not in the neighborhood of the axis where the fluid
motion resembles a fixed core. A further characteristic of this work is that instead of a
simple relationship of the form v=k/r, the theoretical relationship describing the free
vortex was defined as:
(2.2)
where n is a constant, in practice found to lie between 0.5 and 1.0 for air at
atmospheric pressure. Though Havemann mentions that the value ofn may vary over r,
he makes no attempt to quantify such a distribution, beyond describing that it may be a
function ofchamber geometry and gas properties.
Having completed a theoretical investigation on the characteristics of the airflow,
Reydon and Gauvin (1981) considered the effects of the inlet gas flow rate and the
angle of inlet flow on the static pressure and velocity fields, as a function of position in
the chamber. It was observed that the radial position of the transition region between
fixed and free vortex motion remained constant with axial position and flow rates, with
slight deviations being attributed to the unsymmetric flow induced by having only one
tangential inlet. It was also found that the tangential velocities were always much
larger than the axial velocities and of a more symmetric nature. with the maximum
axial velocity occurring in the region of maximum tangential velocity with relatively
high axial velocities near the wall. It was found that the tangential inlet velocity or air
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flow rate passing through the chamber increased the tangential component of velocity,
and that an inlet angle effect was negligibleat positions not too near the entrance.
From multiple regression analysis of the experimental data, Reydon and Gauvin
obtained modified forms of their theoretically derived tangential velocity expressions
for fixed and free vortex flow respectively.
v =14.97vRro.72
v =1.35vRrexp(-0.153v~17r) (2.3)
It is suggested (Tate 1982, Reydon and Gauvin 1981) that these forms of the
expressions proposed for the two regions of flow have sufficient generality to be
applicable to all cylindrical and conical configurations of confined vortex flow,
however the terms which may have accounted for geometric conditions have been
included only as constants, with the possibility that such equations are thus limited in
scope to a limited range ofchamber geometries.
Hottel and Pearson (1953) also found that there was no significant change in the radius
of transition between fixed and free vortex motion, irrespective of whether tests were
made on a combusting or cold chamber, with the conclusion that the transition radius
was fixed by the system dimensions, especially the chamber and outlet diameter. It was
noted that the boundary between these two regions was extremely turbulent and the
site ofcombustion when the vortex chamber was operated on gaseous fuel. Hottel also
found that the expression of the tangential velocity as a function of the inlet velocity
led to a reduction of the data onto one curve. However, though he noted the
importance of geometrical parameters, his experiments were carried out only at
different flow rates and combustion conditions, with no investigation of similar
chambers ofdiffering dimensions.
Baluev and Troyankin (l967a, 1967b) in similar investigations of the aerodynamics of
a vortex chamber also noted the fixed/free vortex distribution and the dominance of the
tangential component of velocity. Investigations were made on a series of combustion
chambers with various geometries, through changes in chamber height, diameter of flue
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exit, relative cross sectional area of the tangential inlets and relative roughness of the
walls. An expression was derived for the tangential velocity for each of the two regions
of vortex flow though it's extreme complexity signifies a possible lack of generality.
The chamber itselfwas quite unsymmetric with it's placement oftwo tangential inlets at
0° and 90°giving rise to a lack ofangular symmetry for all velocity components.
2.3.3 Theoretical Pressure Profiles
In designing an industrial combustor, the pressure drop across the device will be of
great importance - usually it is desired to be as low as possible to enable adequate
loadings to be supplied by medium sized blowers. (Styles et al 1979)
For incompressible fluids rotating about the vertical axis (assuming negligible fluid
friction and energy dissipation), the pressure on a fluid element will depend on the sum
of a gravitational and a centrifugal component (acting in the horizontal direction and a
function of the tangential velocity v and the radius of rotation r). The pressure of a
fluid element is then given by:
(2.4)
This equation may be solved when the variation of co with r is specified, the two cases
required for Rankine vortex flow considered as below. (Coulson and Richardson 1996)
2.3.3.1 Forced Vortex
In the forced vortex region, angular velocity ro is independent of the radius r, and it can
be shown that the pressure distribution is given by Eq. 2.4 which produces lines of
constant pressure as paraboloids of revolution as shown in Figure 2.3.
(2.5)
where Po and Zo denote the values ofP and z at r=O.
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Figure 2.3 Forced Vortex Pressure Profile.
The total energy per unit mass of fluid (dependent on velocity, pressure and position
according to Bernoulli's equation) may then be determined according to Eq. 2.5 below.
(2.6)
As can be seen from the above equation, the energy per unit mass increases with
radius, resulting in instability in the vortex due to the tendency of the shear stresses
within the liquid to make qJ constant throughout. Such instability requires that the
vortex be maintained by an external influence, preventing the forced vortex from
decaying into a free vortex.
2.3.3.2 Free Vortex
In this case the energy per unit mass of fluid is constant. and thus the free vortex is
inherently stable. It can be shown that the angular momentum is equal everywhere to a
constant value K =vr, and that the pressure is then given by Eq. 2.6 as shown in
Figure 2.4
pK 2
P-P", =(z",-z)pg--z2
. r
where Pco and Zoo are the pressure and vertical displacement at infinity.
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Figure 2.4 Free Vortex Pressure Profile.
Setting P00 equal to the atmospheric pressure, the energy per unit mass will be given by:
(2.8)
where '¥ is constant by definition and equal to the value at r = 00 where v = O. The
free vortex may be modified by the frictional effect exerted by the external walls.
2.3.4 Pressure Characteristics ofVortex Combustors
The theoretical descriptions shown previously are comparable to results obtained
(Reydon and Gauvin 1981) in an analysis of static pressure distributions as shown in
Figure 2.5. A negative static pressure relative to the atmospheric pressure was
observed to exist near the axis of the vortex and a greater pressure near the wall of the
chamber. Lower static pressures were generally observed at lower axial positions, with
an inversion of this trend at small radial positions which would lead to reverse flows
(upwards in the chamber) near the axis. The turning point of the pressure distribution
(positive to negative static pressure) occurred at the same dimensionless radial position
in the chamber irrespective of the inlet velocity, this point being in the region of the
maximum tangential velocities i.e. forced-free changeover point.
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Figure 2.5 Static Pressure Profiles (Reydon and Gauvin J98/)
Reydon and Gauvin in subsequent investigations examined the influence of the outlet
diameter on the chamber internal pressure profile. It was observed that a decrease in
the inlet flow rate or an increase in the outlet diameter would cause reverse flow to
occur in the exit region, in association with a reduction in the exit pressure loss. Hottel
and Pearson (1953) also describe such a situation with a similar decrease in the
pressure along the axis due to the viscous dissipation of the horizontal vortex towards
the exit flue, with the resultant gradient along the axis giving rise to a net flow inwards
from the flue. Reydon and Gauvin (1981) determined that this reverse flow was
dependent on the exit flue diameter and flow rates, with a possible critical combination
of flow rate and exit flue diameter existing whereby a decrease in the flow rate or an
increase in the outlet diameter would have caused reverse flow to occur. Moles and
-f'
Ashe (1990), also observed how the change between reverse flow and no reverse flow
was determined by the outlet flue diameter. It was observed that chamber geometry
was of crucial importance in determining the internal flow and pressure characteristics
* Private communication
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of a vortex chamber, and the core size was subsequently found to be independent of
inlet velocity. (Vatistas et aJ 1986)
Smithson (1972) attempted to fit a senes of experimental results of the radial
distribution of static pressure to a simple model based on the Rankine vortex model.
As in the aforementioned relationships, (Eq, 2.4 and Eq. 2.6) Smithson described a
pressure distribution of two components dependent on the characteristics of the two
separate regions of flow. The merge point of the pressure distribution was taken to be
that radius where the maximum tangential component ofvelocity occurred, assumed to
be equal to the exit nozzle radius. Step-wise computation in the radial direction was
used to obtain pressure profiles which were then compared to experimental
measurements. Experimentally, it was found that a decrease in exit nozzle diameter had
no effect on the shape of the scaled static pressure profile in the outer regions of the
chamber, but a significant difference was observed in regions close to the central axis,
with an increased pressure drop associated with a reduced diameter exit nozzle. The
theoretical pressure profiles in the central region of the chamber were found to vary
greatly from those obtained experimentally due to inaccuracies in the defining of the
location of the maximum tangential component of velocity, which to a first
approximation, had been taken to be equal to that of the exit nozzle. It was observed
that the maxima could be located in fact at -60% of the radial distance to the exit
nozzle, thus leading to an incorrect crossover point in the theoretically derived
pressure profile. Modification of the theoretical pressure profile to include the exact
location ofthe maxima improved predictions considerably.
Smithson's investigations showed that static pressure profiles determined
experimentally could be fitted satisfactorily to the pressure profiles corresponding to a
combined or Rankine vortex model. Less satisfactory was the detailed prediction of the
pressure profiles towards the central axis, due to exit nozzle effects propagating
upwards through the centre of the chamber (axial symmetry was assumed for the
theoretical predictions). Instead of reaching a minimum according to theory, the
pressure towards the centre of the chamber increases again at radii smaller than that of
the exit flue, and it is suggested that with reverse axial flow into the chamber through
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the exit nozzle, the static pressure profile may tend to show a central region at
atmospheric pressure. Smithson's predictions depended upon the peripheral value of
tangential velocity, the power law exponent n. and the radial position of maximum
tangential component ofvelocity.
Vatistas et al (1986) attempted to show that the position of the maximum tangential
velocity could be obtained directly from the equations of motion and energy,
neglecting viscous effects. The dimensionless core size (where the core is defined as
the space bounded by a cylindrical surface having the same radius as for the maximum
tangential velocity), pressure drop and the radial pressure distribution were found to
depend solely on the geometrical parameters of the chamber, assuming uniform exit
axial velocity, negligible exit radial velocity and a Rankine vortex tangential velocity
profile. With a decrease in the exit radius, the core size reduced resulting in a greater
potential flow area associated with a greater pressure drop from the wall to the core.
The dimensionless pressure drop was found to increase dramatically by a factor of ten
with a decrease in the relative exit radius from 0.5 to 0.2.
The characterisation of the total pressure drop through a vortex chamber was
described by Tager (1971), who expressed the total drag of the cyclone chamber Mas
the sum of the pressure drop due to the tangential inlets M a and the pressure drop
from the tangential inlets to the chamber exit M cc according to:
sr =;: 1Y,; p
a ~a 2g (2.9)
(2.10)
Where the tangential velocity at inlet is given by Win and the average exit throat
velocity is denoted by 00. ~a is the pressure loss coefficient across the tangential inlet
(with value 1.3 to 1.4) and is increased by the addition to the system of valves,
discontinuities or coaxial gas fuel pipes. ~cc is mainly a function of outlet geometry,
with convergent exits producing the lowest loss coefficients and cyclone dust separator
type outlets producing the highest loss coefficients. The dependence of pressure drop
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on chamber configuration is shown for a number of examples in Figure 2.6. This term
was previously defined in three separate components, though the further complexity
failed to provide major additional benefits. (Troyankin and Baluev 1969)
IL__
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Figure 2.6 Pressure Loss Coefficients for various Outlet Geometries (Tager /97/).
Tager expressed the relative resistance of the combustiori chamber as the ratio of the
actual drag of the chamber to the drag of the chamber when the relative size (De/Do)
of the exit throat/flue diameter to the main chamber diameter was 0.45, and thus
obtained a formula to obtain the pressure drop in terms of the standard DelD=0.45
values. These results as given in Figure 2.7 showed that the reduction of relative exit
flue diameter lead to an increase in drag.
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Figure 2.7 Dependence ofRelative Drag ofCyclone Chambers on De/Do (Tager 197/).
It had previously been shown that the pressure drop depended strongly on the relative
radius of the exit, the ratio of the inlet area to the cross-sectional area of the chamber.
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and the inlet flow angle.(Vatistas et al 1986) Subsequent work (Vatistas et al 1989)
showed the dimensionless pressure drop of the chamber to be a function of a single
dimensionless number ~ which involved the above mentioned geometric parameters.
On comparison with previous expressions for the pressure drop across a chamber, it
was shown that considerable disagreement existed between the empirical relationship
obtained by Troyankin and Baluev (1969) and the work of Vatistas, whilst Tager's
(1971) results agreed reasonably well over a range of relative exit radii. However a
lack of inlet effects on Tager's relationship leads to significant discrepancies in
predicted pressure drop at relative exit radii less than 0.3 and greater than 0.8. In
summary, the following relationships were described:
The dimensionlesspressure drop is given by:
(2.11)
for fluid density p, total velocity at the inlet qin, exit radius ~, chamber radius Ro. inlet
flow angle <p and static pressure difference between the inlet and outlet ~p The
dimensionless pressure drop M as a function of dimensionless core size at the exit
plane XeF is given by:
_ 1- X~A2InXcF+ 1)
M= 2 ( 2 )2XCF 1- XCF
(2.12)
where the core size XeF within the chamber may be given in terms of the geometrical
parameter ~ according to:
X~F(2InXcF -1) + 2X~F[(P + 1)-lnXcF] -1 = 0 (2.13)
Similar relationships were described by Lewellen (1971) and Shakespeare and Levy
(1980) and are given below in (2.13) and (2.14) respectively.
X 2 +p 1/3X 213 -1 = 0CF CF
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Vatistas et al (1989) subsequently produced a high order polynomial empirical general
equation for the core radius and pressure drop suitable for a wide range of design
conditions. Such a relationship may prove extremely useful in the validation of CFD
predictions.
2.3.5 Vortex Combustor Modulation
The aerodynamic structure within a vortex chamber, and it's associated rmxmg
capabilities are highly susceptible to small changes in the geometry and operating
,
conditions. Previous studies on a 150mm diameter combustion chamber supplied with
partially premixed gas and air, have indicated the presence of three distinct modes of
combustion as described in Figure 2.8 below for a number of different fuel/air mixture
ratios rp. The Modal behaviour of the cyclone combustor was found to be affected by
geometric characteristics such as inlet configuration, and believed to be due to the
effects of incoming inlet flow being entrained into the outlet by the inner vortex before
having travelled the full length ofthe chamber. (Styles et a11979)
Mode I (cp s 1.0)
At a rich to near stoichiometric mixture, insufficient air is supplied initially to sustain
combustion within the cyclone and combustion takes place downstream of the exit.
The flame is characteristic of a swirl burner with a large recirculation zone forming.
Mode II (1<cp<2)
This is defined as the mixture ratio for which complete combustion occurs within the
combustor with no visible burning at the exit. Burning occurs against the walls of the
chamber at an axial position dependent on the mixture ratio, and residence times of
reactant/product mixture are increased with good mixing between the wall and inner
vortex flow.
Mode III (2<cp<3)
A rapid change in aerodynamics occurs between Mode II and Mode III, with a much
thinner recirculation zone stretching down the central axis to the base plate within the
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burning central core. Combustion IS effectively stabilised by the decrease in axial
momentum in the inner flow.
Recirculation zone
Location of Combustion
Mode I M elI Mode III
Figure 2.8 Schematic Diagram ofPartially PremixedCyclone Combustor/or Three Modes ofOperation (Styles
et 0//979).
2.3.6 Precessing Vortex Core
The behaviour of highly swirling flows is complicated by several different instabilities
and changes in flow pattern with a variation in Reynolds number and Swirl number S,
where swirl number S is a non-dimensional number representing axial flux of swirl
momentum divided by axial flux of axial momentum times equivalent nozzle radius
(Gupta et at 1984) A three-dimensional time dependent rotating instability called the
Precessing Vortex Core (PVC) was found to normally occur as soon as a swirl
generated central recirculation zone was formed. In a PVC, the central region of
forced vortex flow starts to precess about the axis of symmetry, with the PVC being
located on the boundary of the mean reverse flow zone. The frequency of the PVC
increases linearly with flowrate, and is also a function of both swirl number and burner
configuration. (O'Doherty et at 1998, Bowen et al 1998) Under combustion conditions
the amplitude of the PVC may either be damped by an order of magnitude for several
forms of diffusion controlled natural gas combustion due to the decreased swirl
number due to the combustion process, or excited by premixed or partially mixed
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combustion. Generally consideration of the effects of PVCs have been ignored within
the context of modelling of large power station boilers, and the PVC is of greater
significance when considerable ignition delay may occur as in the case of solid-fuel
burners. However significant difficulties have arisen in obtaining satisfactory isothermal
models of swirling flows using commercial Computational Fluid Dynamics
packages.(Syred et al 1994).
In the case of cyclone chambers, PVCs may occur in a number of circumstances:
• if the cyclone chamber is long (LID>4) and if the tangential inlets are grouped near
the exit
• PVC associated with vortex breakdown confined mainly to the exit region,
analogous to that found in swirl burners
• bands ofPVCs associated around some ofthe outer zones of recirculation.
However, the first type due to long chambers will be unlikely to occur as most cyclone
combustion chambers have an LID<4, and the third type seems only to appear in long
thin chambers at very high swirl numbers and thus is unlikely to appear in most
combustors. The second type ofPVC causes the 'vortex whistle', but does not have any
detrimental effects on cyclone chambers due to the possible damping of the PVC in the
chamber exit. In swirl burners, such PVC effects are associated with interactions with
the region of reverse flow and the shedding of eddies at the exit, having their most
significant influence on the region between the exit and one exit nozzle diameter
downstream (Syred and Beer 1974). In this dissertation however the outlet pressure
boundary is taken to be the end of the exit flue, and no consideration is given to
downstream effects associated with the flow of the swirling air into a sudden
expansion. This, and the low LID ratios in all chamber configurations examined in this
dissertation has led to the use of steady state computational models and the ignoring of
potential PVC effects.
2.4 Vortex Combustion in Practice
A general review of swirling combustion (Syred and Beer 1974) divides the subject
into two main subject areas: Swirl inducing burner chambers where the combustion is
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outside the swirl inducing chamber, and swirl combustion chambers where the
combustion is confined within the swirl inducing chamber (as in the vortex or cyclone
combustor). A number of different types of cyclone combustor are in use, and they
may be divided into two main groups:
2.4.1 Slagging Combustors
This type of combustor (Type II according to Syred and Beer's classification) operates
at high swirl numbers and is usually used for high ash content fuels. The high swirl in
the combustion chamber causes the fuel to be thrown outwards on to the walls where
it becomes embedded in the slag coating. Trapped, the particle is exposed to a
relatively fast flowing airstream thus providing an enhanced oxygen supply. The
thickness of the slag layer is maintained by fresh fuel being embedded on the wall with
excess ash (if fluidised) running down the chamber walls and out of a tapping hole
provided at the base. The maintaining of the required thickness of slag on the chamber
wall requires close control of its viscosity and temperature. A build up of slag due to a
low temperature and high viscosity will lead to impeding of the aerodynamics of the
system whereas low viscosity and high temperature slag will result in too thin a layer
exposing the walls to damage. Problems with the layer of slag may be highly localised
in association with impingement by the flame or the cold inlet tangential air on the
walls (Tate 1984). Early cyclone combustors of this type possessed only one tangential
inlet, but subsequent work has shown that a symmetrical arrangement of inlets
produces more uniform flow patterns, optimises recirculation zones and provides
better flame stabilisation and heat release characteristics (Gupta et ai 1984). However
the nature of combustion on a surface as takes place on the walls of the chamber leads
to incomplete combustion of the fuel.
2.4.2 Non-Slagging Combustors
Non-slagging vortex combustors (Types I or III) are usually used where ash and slag
generation are not a problem and higher calorific value fuels are to be used. The fuel
particles are kept within the body of the chamber during combustion and prevented
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from contacting the walls of the chamber. Thus the walls of the chamber may be
operated at lower temperature and constructed out ofless expensive materials.
2.5 Tate's Aerodynamic Analysis
Validation of an isothermal CFD model of a vortex chamber was provided by
comparing CFD velocity profiles with results previously obtained by Tate (1982). This
section describes in detail the work carried out and the conclusions drawn by Tate.
In order to determine the effects of chamber geometry and operating conditions on
flow characteristics within a vortex chamber, Tate (1982) completed a series of
experimental investigations. Two methods ofphysical modelling were employed:
• a water model for flow visualisation using flow tracers
• an air model facilitating measurement ofvelocity profiles.
2.5.1 Water Model Investigations
A perspex model of an operational vortex incinerator (1/12 scale of the Peabody
Rototlame Vortex Incinerator Model LP295) was constructed, to allow for visual and
photographic observation of flow patterns within the chamber through the use of
polystyrene beads or nigrosine dye. The water model was employed in a qualitative
fashion to study the effects of varying the angle of the inlets incident to the main body
of the chamber. A number ofconclusion were drawn:
• Change in inlet angle over the range 0°<8<45° (where 0° represents a true tangent)
had no apparent significant effect other than in the region immediately adjacent to
the inlet.
•. A decrease in the tangential velocity towards the base of the chamber due to wall
effects resulted in a smaller fixed vortex region.
• Changes in the inlet angle 9>70° resulted in the flow dividing into two distinct
regions, with the vortex flow, which had previously occupied the majority of the
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chamber volume. now restricted to a small central region. The remainder of the flow
was of a random nature, with no distinct rotation observable. The vortex flow was
thus restricted to a small section ofthe chamber, leaving the rest of the chamber as a
dead backwater region.
2.5.2 Air Model Investigations
The velocity profiles within a series of vortex chambers were obtained, and the
dependence on Chamber Length (L), Chamber Diameter (D), Exit Diameter (De), Inlet
Length (11), Inlet Width (Iw), Inlet Position (lp) and Inlet Air Mass Flow (M) was
investigated. The geometry of the chamber could be varied through the use of various
construction components allowing chambers of a range of sizes and shapes to be
constructed. A summary ofall experimental conditions is given below in Table 2-1.
_.
L D Do II I.. 110 JJoID WI.
I 380 400 220 130 15 095 055 OJ4
2 380 400 220 130 15 095 0.55 034
J 380 400 220 130 15 095 0.55 0.34
4 380 400 220 130 15 0.95 0.55 034
5 380 400 220 130 15 0.95 055 034
6 190 400 220 65 15 0.48 055 034
7 190 400 220 65 15 0.48 0.55 034
K 380 400 100 130 15 0.95 025 0.34
9 190 400 100 65 15 048 025 0.34
10 190 400 220 65 15 048 0.55 034
II 190 400 70 65 15 048 018 0.34
12 190 400 70 65 15 048 018 0.34
13 190 400 100 65 15 0.48 025 034
14 190 400 150 65 15 0.48 0.38 034
15 230 400 70 97 15 058 018 042
16 230 400 70 97 15 058 0.18 042
17 230 400 100 97 15 058 0.25 0.42
18 90 400 70 90 15 023 0.18 1.00
19 90 400 150 90 15 023 038 100
20 90 400 100 90 15 023 0.25 100
21 190 400 100 130 15 0.48 0.25 068
22 190 400 100 97 15 0.48 0.25 05\
23 190 400 100 65 15 048 0.25 034
24 190 400 100 33 15 048 025 017
25 190 400 100 130 15 048 025 068
26 380 400 100 130 15 095 0.25 034
27 230 400 100 130 15 058 0.25 0.57
28 90 400 100 90 15 023 025 100
29 380 400 150 130 15 095 038 034
30 380 400 220 65 15 095 055 017
3\ 380 400 100 33 15 0.95 025 009
32 380 400 100 65 15 095 025 017
33 380 400 100 97 15 095 025 026
34 380 400 100 130 15 0.95 025 034
J5 90 400 220 90 15 0.23 0.55 1.00
36 130 400 70 130 15 033 0.18 1.00
37 130 400 100 130 15 033 0.25 100
38 130 400 150 130 15 o3J 038 1.00
39 130 400 220 130 15 033 0.55 100
39B 130 300 70 130 15 0.43 023 100
40 130 300 100 130 15 0.43 0.33 1.00
41 130 300 150 130 15 043 0.50 1.00
42 130 300 100 130 10 043 033 100
43 90 300 100 90 15 030 033 100
Tab/e 2-1 Experimental Conditions for Air Mode/Investigations (Tate 1982;.
Velocity profiles were obtained using a five channel pitot static tube traversing in the
axial and radial directions. All three components of velocity were scaled by dividing the
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absolute radial position and velocity data by the radius of the chamber and the
tangential velocity at the periphery of the chamber - this facilitated comparison with
theoretical velocity profiles obtained by Tate and described in Section 2.5.3.
2.5.2.1 Effect ofAxial Position on Flow Profiles
Generally, it may be assumed that flow profiles are independent of axial position.
However this does not hold in the regions of the chamber close to the exit , the back
wall, and in the case of inlets not running the full length of the chamber, in the vicinity
of the reduced length inlets. Furthermore, it was observed that there was a slight shift
/
in the radial position (-5%) of the maximum tangential velocity towards the axis of the
chamber as the exit end of the chamber was reached. This shift is shown in Figure 2.9
below.
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Figure 2.9 Effect ofAxial Position on flow profiles (fate 1982).
2.5.2.2 Effect ofMass Flow Rate on Flow Profiles
It -was found that the change in absolute velocity profile for all conditions of inlet mass
flow was simply in direct proportion to the change in magnitude of the inlet mass flow.
No change in the form of the velocity profiles was observed.
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2.5.2.3 Effect ofExit Radius on Flow Profiles
From a number of investigations using a range of different forms of chamber geometry,
Tate concluded that the flow profile was solely determined by the chamber exit radius.
As can be seen in Figure 2.10, the point of maximum tangential velocity R(Max)
(where the fixed vortex region meets the free) for each geometry was located within
5% of the radius of the chamber exit (denoted by an arrow). The magnitude of the
maximum velocity component decreased for those geometries with greater exit
diameters. Figure 2.11 shows that the major axial component flow is similarly
determined by the exit radius. The existence of reverse flow regions is also seen to be
determined by the size of the exit. For an exit of sufficient size, a region of reverse
flow with air flowing into the chamber exists axially within the exit. The main flow
exits the chamber at the periphery of the exit throat. Further investigation of the effect
of the chamber exit radius showed that not only was the initial exit radius of the
chamber important, but also any further reduction downstream in the radius of the flue
would have an effect on the flow characteristics within the chamber. Any disturbance
in the flowfield by a downstream decrease in the flue radius quickly propagates
upstream into the main chamber.
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Figure 2. 10 Effect ofExit Radius on Tangential Velocity Profiles (fate 1982).
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Figure 2.11 EffectofExit Radius on Axial Velocity Profiles (Tate 1982).
2.5.2.4 Effect ofInlet Geometry on Flow Profiles
As shown in Figure 2.12, Tate investigated the effect that the inlet geometry had on
the dimensionless velocity profiles for a number of inlet configurations over a range of
different chamber geometries, but however found no significant effect.
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Figure 2.12 EffectofInletGeometry on Flow Profiles (Tate 1982).
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When inlets of length less than that of the chamber were used, the tangential velocity
showed a localised increase adjacent to the reduced length inlet and a corresponding
decrease elsewhere. In addition the reduced length inlet caused an axial flow away
from the reduced length inlet towards the region of the chamber without inlets. The
radial flow showed no significant change in profile. When the inlets were reduced in
width rather than length, no change in any ofthe velocity components was observed.
In general, Tate observed only localised limited effects on the flow profiles, coupled
with a general lowering ofthe overall velocity within the chamber said to be due to the
reduced efficiency with which the smaller inlets drive the vortex.
2.5.2.5 Effect ofoverall Chamber Geometry on Flow Profiles
A characteristic term often used to describe the overall geometry of the chamber is the
ratio of chamber length to diameter (LID). Comparison of the dimensionless velocity
profiles obtained from a range of differing LID ratios showed little change. However it
was noted that for larger values of LID, the radius of the peak tangential velocity (and
indeed the axial and radial components) moved slightly nearer to the central axis, as
shown in Figure 2.13.
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Figure 2./3 Effect a/Overall Chamber on Flow Profiles (fate 1982).
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2.5.3 Mathematical Modelling
Tate describes a solution to the Navier Stokes equations after Burgers (1948) for a
cylindrical coordinate system (r,z,6) with the velocity given by !1. = u~ + v~+ w~,
where axial symmetry is assumed and the component velocities (u.v.w) are a function
ofone coordinate direction only as given by:
liI tV Ow
-=-=-
0(} 0(} 0(}
u= f(r); v = g(r); w= h(z)
(2.16)
(2.17)
(2.19)
The axial velocity component is given by Eq. 2.17 and it can be shown that the u
component ofvelocity is given by Eq. 2.18.
w= Kz (2.18)
I
u=--Kr
2
The scaled tangential velocity v (velocity relative to the wall velocity V) as a function
of scaled radius r can be shown to be given by:
_ 1 ( _cii1 )
v=,l-e (2.20)
This relationship describes the tangential velocity component for confined vortex flow,
with a well defined transfer region between fixed and free vortex flow (as opposed to
previous relationships described in Section 2.3.2). The radius f at which the peak
velocity occurs will also be the radius of the transfer between the fixed and free vortex
type flow, i.e. the maximum turning point ofEq. 2.18, and will be given by:
A2 1.2564
r =
a
(2.21)
Alternatively, Eq. 2.18 shows that the peak tangential velocity is solely dependent on
chamber geometry via constant a.. If this radius is known, then the velocity profile may
be given by:
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_ 1 ( _ 1.2~r2 J
v= = l - e r
r
(2.22)
Tate described how the axial velocity was in fact a function of radius, and that the
radial component of velocity was only comparable with theoretical profiles in the outer
regions of the vortex chamber. The tangential velocity profiles however were of similar
form to Eq. 2.20 , with the peak of maximum tangential velocity closely related to
chamber geometry. In order to improve the fit between experimental and theoretical
tangential velocity profiles, Tate added variable exponents m and n to Eq, 2.20 in place
of the fixed values to which the radii were raised. A best fit analysis to a series of
velocity profiles resulted in the following modified theoretical velocity profile, with
m=3 and n=3/4 :
_ 1 ( _( 2~~67)rJJ
v =-- l - e
- 314
r
(2.23)
The above relationship provides a reasonable mathematical representation of the
tangential velocity profiles for a number of different chamber geometries as shown in
Figure 2.14 below. This mathematical representation was used in particle tracking
computer programs developed by Tate (see Section 2.7.3.).
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Figure 2.J4 Comparison between Theoretical and Experimental Tangential Velocity Profiles (fate 1982).
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2.6 Priprem's CFD Analysis
Priprem (1990) utilised a commercial CFD package (PHOENICS) in order to develop
a combustion model of a working vortex chamber. Previous isothermal results obtained
from Tate (1982) were used as a validation tool. The purpose of the investigation was
to develop CFD as a tool in the design of vortex chambers and also as an aid in testing
modifications in operating conditions ofexisting units.
2.6.1 Model Features
Due to CPU limitations, the grid constructed by Priprem was extremely coarse.
consisting of only 1000 cells. Even this however resulted in run times in excess of five
days for only 1000 iterations. A 2D grid was constructed reducing run times
considerably, but resultant velocity profiles were significantly different from those
obtained in the 3D case. Only one particular vortex chamber configuration was
modelled and thus the flexibility ofthe completed model was undetermined.
Priprem found that the Prandtl mixing length model produced velocity profiles closest
to those obtained experimentally. As in the case of the k-s model, the Prandtl mixing
length model relies upon the presumption that there exist an analogy between the
action of viscous stresses and Reynolds stresses on the mean flow. The model attempts
to describe the stresses by means of simple formulae for III as a function of position,
whereas the k-e model allows for the effects of transport of turbulence properties by
the mean flow and diffusion and for the production and destruction of turbulence.
Though easy to implement and cheap in terms of CPU resources, the Prandtl mixing
length model only calculates mean flow properties and turbulent shear stress and is
incapable ofdescribing flows with separation and recirculation.
Priprem's analysis indicated some design requirements for complete combustion of
waste materials within vortex combustor units. However, the CFD model was not
sufficiently validated against experimental results. and the particle tracking was added
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essentially only as a post-process with no coupling between particle source terms and
the continuum. CPU resources were the limiting factor in the investigation.
2.7 Particle Modelling
2.7.1 Particle Dynamics
The trajectory of an individual particle will be of great importance when considering
residence times within the chamber, and this can be de~ermined by calculating the
forces acting on the particle and therefore obtaining the equations of motion (see
Chapter 4). The calculations can be simplified if interactions with neighbouring
particles are ignored and the particle of interest is taken to be spherical.
The forces incident on the particle will consist of the gravitational force, plus the drag
force due to the surrounding air. The drag force will depend on the coefficient of drag
CD, which will change throughout the life of the particle, as it undergoes combustion
with associated mass loss. In relation to liquid drops (as opposed to similar sized solid
spheres), a reduction in the drag coefficient may occur due to the appearance of
circulation currents in the liquid of the drop caused by the viscous drag of the passing
flow, and an increase may occur due to deformation of the drop due to the impact
pressure of the passing flow. However, surface tension forces will tend to oppose both
of these forces with the result that smaller sized particles (as produced by fuel
atomisers), with greater surface tension force domination, will behave similar to solid
spheres of comparable size (Tate 1982).
2.7.2 Particle Evolution
In general, the mass (m), density (p) and diameter (d) ofa particle will all be functions
of time as the particle ages. Thus after initial conditions (mo, do, po), the conditions at
time t will be given by (m, d, p) according to:
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(2.24a,b,c)
If combustion commences with an ignition delay period tig and is extinguished at tex
then:
(2.25)
The terminal components will depend on the composition of the original particle. The
rates of change In, d, p will differ according to whether the combustion is of a solid or
liquid particle. An expression for mass decrease m for liquid particles can be obtained.
and the values ofd and p will depend on the type of fuel the particle is composed of.
p= 0, d = d(m,p,m) for Light Fuel
d=0, p=;i...m,d) for Heavy Fuel
(2.26)
(2.27)
The combustion of solid fuel particles will occur in two sequential phases. consisting of
the combustion of the volatile mass fraction followed by the combustion of the solid
mass fraction. Combustion will take place at constant radius, with the creation of
cenospheres that disintegrate rapidly only at the very final stages of combustion. (Tate
1982, Field et al 1967, also see Chapter 4)
2.7.3 Particle Modelling within a Vortex Combustor
A code was written by Tate (1982), to perform simulations of the particle behaviour
within a vortex chamber. An iterative solution to the equations of motion in addition to
the solution of equations describing the particle composition allowed the position and
mass ofan individual particle as a function of time to be determined. In an investigation
of the slagging properties of chambers, results from a computational analysis indicated
that fuel particles should be injected from an axial position as opposed to from the
periphery with the tangential air. Such tangential injection would tend to lead to rapid
impaction on the chamber wall. The computational model was also applied to the
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design of a novel processing method for the reheating of granular silicate in a vortex
combustion chamber. (Aston et at 1982)
Priprem (1990) simulated the combustion of Black Liquor within a vortex chamber, a
liquid waste originating in the Pulp and Paper Industry from the KRAFT pulping
process. The CFD package PHOENICS was used to obtain a flowfield through which
the particle passed, with the trajectories of representative particles followed through
the gas phase field and serving as sources of mass, momentum and energy to the
gaseous phase. In general, the calculation is begun by solving the gas flowfield with no
particles present, and then calculating particle trajectories, along with size and
temperature histories. Solving for particle trajectories is done using a moving frame of
reference in a Lagrangian approach. The mass, energy and momentum source terms for
each cell throughout the flowfield are then determined followed by the re-calculation of
the flowfield incorporating said source terms. The new gas field is subsequently used
to obtain new droplet trajectories and temperature histories which constitute the effect
of the gas phase on the droplet. After a number of such iterations, satisfactory
convergence is generally obtained. Priprem used a simplified version of this model to
investigate various configurations of vortex chamber, specifically variations in fuel
spray angle and velocity, However no iterative process occurred, and the particle
tracking occurred essentially as a post process in an isothermal temperature field.
49
3. Computational Fluid Dynamics Modelling
3. Computational Fluid Dynamics Modelling
3.1 Mathematical Formulation
In this section, the governing equations for laminar and turbulent flows are presented
in Cartesian tensor notation. Turbulence models such as the k-& model and the
Reynolds Stress Model are also discussed, together with wall boundary conditions for
turbulent flow.
Of the commercially available codes based on the finite volume method, the most
widely used are CFX, FLUENT, STAR-CD and PHOENICS. CFX has been used
throughout the course of this work, and AEA Technology (1995), Fluent Inc. (1996),
Versteeg and Malalsekera (1995) and Anderson (1995) are referred to in this section.
3.1. 1 Laminar Equations
The basic set of equations that require solving if a description of laminar fluid flow is
required, comprise ofequations for:
(i) conservation of mass
(ii) conservation ofmomentum (in the three co-ordinate directions)
(iii) conservation ofenergy.
The general form of the mass continuity equation as shown below IS valid for
compressible and incompressible flows:
ap +~(pu,)=o
at Ox,
where p is the fluid density, t the time, and u the flow velocity.
(6.1)
The conservation of momentum in the ith direction in an inertial (non-accelerating)
reference frame is given by:
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(6.2)
B, is a body force in the ith direction. It includes contributions from gravitational
acceleration and external body forces. The stress tensor, Gij is given by:
(6.3)
with the final term being the effect of volume dilation (zero for an incompressible
fluid). The pressure and molecular viscosity are denoted by p and J1 respectively. In
addition, a general scalar advection-diffusion equation for a dependent variable, t/J is
given by:
(6.4)
where F is the diffusion coefficient, and S a source or sink term representing creation
or destruction of ¢. CFX allows the solution of any user defined scalars that obey a
transport equation ofthis form.
For a fully compressible flow, the energy transport equation is solved for the total
enthalpy, H according to:
(6.5)
where A is the thermal conductivity, and T the temperature. H is expressed in terms of
the static enthalpy, h according to:
I 2H=h+-u
2
Ph=V +-te p
(6.6)
(6.7)
For weakly compressible and incompressible flow, the kinetic energy term (Y2u2) is
assumed to be negligible compared to the internal term, Vie. The pressure work term,
pip may also be safely ignored.
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The above equations, also known as the Navier-Stokes equations, represent five
transport equations in the seven unknown field variables u, v, w,p, p, h, T. The thermal
equation of state provides a sixth equation relating density, p to temperature, T and
pressure, p (in CFX, by default this is the Ideal Gas Law for compressible gases). The
seventh equation required to close the entire system is a thermodynamic relation
between state variables. In CFX, this equation defines the function of static enthalpy in
terms oftemperature and pressure, i.e. h = h(T,P). The fluid is assumed to be thermally
perfect, and hence the static enthalpy is a function of temperature only.
3.1.2 Turbulence Equations
This section details the treatment of turbulent flows in CFD. The turbulence models k-
E and Reynolds Stress Model (RSM) are described, both ofwhich are used throughout
the course of this work.
3.1.2.1 Turbulence Characteristics
At higher Reynolds numbers, flows become turbulent and exhibit a chaotic and random
state of motion with continuously changing velocity and pressure characteristics.
Particles of fluid initially separated by a significant distance can be brought closer
together by the eddying motions in turbulent flows, and therefore heat, mass and
momentum can be very effectively exchanged. Due to the large amount of eddies in a
typical turbulent flow, direct calculation of fluid motion would require extremely large
computational resources. Therefore, using a time averaging procedure commonly
known as Reynolds averaging, conservation equations used for turbulent flows are
obtained from those for laminar flows.
Each flow property tfi..-t), may be considered to be the sum of a mean flow property (/J,
and a random time varying component £P'(t) such that:
(6.8)
where time averaging gives:
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(6.9a)
(6.9b)
LIt should in theory be taken as the limit towards infinity, but in practice it is sufficient
that it exceeds the time scales of the slowest variations of flow property ¢i...t). With the
fluctuating components substituted into the Navier-Stokes equations, and utilising
standard rules governing the averages ofthe fluctuating properties, one obtains:
(6.10)
A comparison of Equations (6.2) and (6.10) reveals that the time-averaging process
has introduced new terms involving products of fluctuating velocities which constitute
convective momentum transfer due to the velocity fluctuations. These extra stress
terms, or Reynolds stresses, produced consist of three normal and three shear stresses,
and are usually large compared with the viscous stresses in turbulent flow. The
convective transport due to turbulent velocity fluctuations will thus act to enhance
mixing over and above that caused by thermal fluctuations at the molecular level. The
scalar transport equation exhibits similar additional terms, and the enthalpy equation
will contain a contribution from the turbulent kinetic energy. k as well as the mean
kinetic energy, where:
1 I---:Zk=- u2 I
I
(6.11)
Turbulence models provide closure for the flow equations by providing models for the
computation ofthe Reynolds stresses and the scalar transport terms.
3.1.2.2 The k-s Turbulence Model
This eddy-viscosity type model relies on the assumption that there exists an analogy
between the action of viscous stresses and Reynolds stresses on the fluid flow. The
Reynolds stresses are assumed to be proportional to the mean velocity gradients with
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the turbulent or eddy viscosity, IJt as the constant of proportionality. Utilising this
Boussinesq hypothesis, one therefore obtains:
-,-, 2 IS. [ au, au} ] 2 au, ~
-puu. =-p-MJ+II -.+-. --II-U
, J 3 IJ rt Ox Ox 3 rt Ox IJ
J' ,
(6.12)
Similar to the molecular viscosity u; the turbulent viscosity Pt is equal to the product of
density and kinematic turbulent viscosity Yr, i.e. IJt =p- Yr.
By substituting the expressions for o if and -pu;u; given in Equations (6.3) and (6.12)
respectively, into Equation (6.10), it follows that:
where Jleff = Jl + Jl,
(6.13)
(6.14)
It can therefore be seen that modified Reynolds averaged momentum equations remain
similar to the laminar equations, though the molecular viscosity u, is replaced by an
effective viscosity f.Jeff. In addition, the pressure is replaced by a modified pressure p'
such that:
2 2 au,
P' =.p+-pk+Jl -Jl-3 eff 3 Ox, (6.15)
The turbulent viscosity, PI is obtained by assuming that it is proportional to the product
of a turbulent velocity scale and length scale according to:
Jl = p . C .(!{)
I J.1 E (6.16)
The velocity scale is taken to be kl /2, and the length scale k3/2/ e. where C is the
dissipation rate of k. Cj.J is an empirical constant. The values of k and C required for
substitution into Equation (6.16) are obtained by the solution of the following two
transport equations:
~(Pk)+~(PUlk)=~(~'OkJ +Gk +Gh -pEat Ox/ ax, o k Ox/
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(6.18)
The coefficients CI E, C2E, and C3E are empirical constants, and Ol: and O'e are Prandtl
numbers governing the turbulent diffusion of k and c. G, is the rate of production of
turbulent kinetic energy, and G, is the generation of turbulence due to body force.
A number ofgeneral features ofthe k-c model include:
(a) Simplest turbulence model for which only initial and/or boundary conditions need
to be supplied.
(b) Good performance for many industrially relevant flows.
(c) Well established, and the most widely validated turbulence model.
(d) Assumes turbulent viscosity is isotropic, i.e. the ratio between Reynolds Stresses
and mean rate ofdeformation is the same in all directions. This assumption leads to
a poor performance in cases such as rotating flows, and flows with extra large
strains (e.g. swirling flows).
3.1.2.3 Reynolds Stress Model
The isotropic assumptions made in the k-c model may prove inadequate in flows where
the velocity and length scales can vary significantly with direction. The Reynolds Stress
Model (RSM) involves solving equations for the individual components of the
Reynolds stress. In the Algebraic Stress Model (ASM), these equations are solved
algebraically whereas in the Differential Stress Model (DSM), transport equations are
solved. Assumptions are made about the six transport equations for the six Reynolds
Stresses, and the resulting partial differential equations (PDEs) are solved in
conjunction with the transport equation for the rate of dissipation of turbulent kinetic
energy, c.
~(u,u,)+u ~(u,u,)=
at 'J k axk 'J
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Production terms
Pressure Strain term
Cij = Dissipation term
Rotational Term
(6.19)
A number ofgeneral features ofRSM include:
(a) Only initial and/or boundary conditions need to be supplied
(b) A more general turbulence model is produced.
(c) Accurate calculation of mean flow properties and all Reynolds Stresses for many
simple and more complex flows.
(d) Large CPU resources required to solve the additional PDEs.
(e) Not as widely validated as the k-cmodel.
3.1.3 Wall Boundary Conditions for Turbulent Flow
Turbulent flows in the near wall region are affected by the presence of the walls.
Firstly, the mean velocity field is affected through the no-slip condition which has to be
satisfied at the wall. In addition, turbulence is also changed by the presence of the wall
in non-trivial ways. As a result, accurate representation of the flow in the near wall
region and successful predictions ofwall-bounded turbulent flows go hand in hand.
It is well documented in the literature and backed up by experimental evidence that, in
fully developed turbulent flow, the cross-section of the flow can be largely divided into
three layers (Coulson and Richardson 1996, Fluent Inc. 1996). In the innermost layer,
called the laminar or viscous sublayer, the flow is almost laminar and molecular
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transport plays a dominant role in the transfer of momentum, heat and mass. The outer
layer is called the fully-turbulent layer, where the contribution of eddy transport is
much greater than that of molecular transport, and so the latter can be neglected.
Finally, there is an interim region between these two layers called the buffer layer,
where the effects of molecular and eddy transport are of comparable importance. To
obtain expressions for the velocity distribution over the whole flow cross-section,
dimensional analysis is used together with experimental evidence and a series of
assumptions based on the relative importance of certain flow variables. Using these,
the structure ofthe velocity profile near a surface can be approximated by the universal
velocity profile. In the fully-turbulent layer, velocity profiles obey a logarithmic law. In
the computation of flows near surfaces, there are two models to account for flows in
the near wall regions, namely the wall function method and the near-wall approach.
3.1.3.1 Wall Function Method
With the wall function method, semi-empirical formulas are employed to bridge the
region between the wall and the fully-turbulent region. In most high-Reynolds-number
flows, this method substantially saves computational resources as computations do not
have to be performed right to the wall, where the solution variables change most
rapidly. In addition, this method is robust and reasonably accurate. However, this
method is inadequate in situations where low-Reynolds-number effects are present.
For the k-e model and RSM, boundary conditions are specified using equilibrium wall
functions. These functions connect the wall conditions (e.g. wall shear stress) to
dependent variables at the near-wall grid node. This grid node is presumed to lie in
fully-turbulent fluid, with a y T value greater than 11, where y+ is the dimensionless
sublayer thickness or the point at which the wall functions are matched to the inner
solution. Near the wall, it is found that the wall shear stress, r is related to the
turbulence kinetic energy by:
2 C 2 k 2
't = l'.p .
The wall functions for mean velocity yield the following scaled variables:
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+ 1 I E +u =-. n( .y)
K
where
and K= von Karman's constant (0.42)
E = empirical constant (9.81)
y = distance to the wall
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(6.21)
(6.22)
(6.23)
The scaled velocity component parallel to the wall and in the x direction is:
{
+ + +y, Y <Yo
+
u = 1
K . In(E .y + ), + +y > Yo
(6.24)
The cross-over point yo+ between the laminar sublayer and the logarithmic region is the
upper root of:
(6.25)
3.1.3.2 Near-Wall Approach
For the near-wall approach, a very fine computational mesh is required to resolve the
viscosity-affected region all the way to the wall. Although fairly accurate for low
Reynolds number flow, this approach is not always very robust. In addition, the
required grid causes simulations involved to be highly expensive in terms of
computational resources.
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3.1.4 Wall Boundary Conditions for Turbulent Heat Transfer
Due to Reynolds' analogy between momentum and energy transfer, the treatment of
the heat transfer boundary conditions is similar to that previously outlined for the
velocity boundary conditions. As for the law-of-the-wall for velocity, the law-of-the-
wall for temperature (or enthalpy) comprises the following two different laws:
(i) Linear law for the thermal conduction sublayer where conduction is important. The
thickness of this layer is, in general, different from the thickness of the
(momentum) laminar sublayer, and changes from fluid to fluid.
(ii) Logarithmic law for the turbulent region where effects of turbulence dominate
conduction.
The enthalpy near the wall layer takes the following form:
{
prH .y+, y+ <y;
H+-
- Pr, I (E +) + +
-. n H'y , Y > YH
K
where
(
C l /4 k1/2)+ p. Il •H = Jif .(Hwall - H)
and Pr, = turbulent Prandtl number
JH = flux ofH at the wall
Hwall = value of H at the wall
(6.26)
(6.27)
(6.28)
In CFX, the formula of Jayatilleke (1969) is used for the calculation of EH, provided
that the value is not larger than 5x1035:
(6.29)
The quantity, Y+1f is the larger root of the following non-linear equation:
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3.1.5 Particle Tracking
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(6.30)
Within the CFX particle transport model, the total flow of the particulate phase is
modelled by tracking a small number of particles through the continuum fluid. The
particles are considered as sources of mass, momentum or energy to the continuous
phase, with source terms produced for each computational cell.
3.1.5.1 Momentum Equations
In order to evaluate the source terms in the gas-phase flow equation due to the
presence ofparticles, it isnecessary to establish droplet trajectories through integrating
the droplet equations of motion. The equations for the rate of change of velocity of the
particle come directly from Newton's second law for a force F on a particle of mass m
and velocity y as given by:
duF=m-=
dt
(6.31)
The major component ofthis force is the drag exerted on the particle by the continuous
phase which has the form:
(6.32)
where the drag factor is given by Eq. 6.33 and the particle Reynolds number is given
by Eq. 6.34. In addition, d is the particle diameter, p and J.l are the density and
viscosity in the continuum and VR is the relative velocity ofthe two phases.
(1+ 0.15 Re 0.687 )
CD =24-'------
Re
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In CFX additional forces on the particle may be specified including a pressure gradient
force (negligible for particles of much higher density than the continuum fluid), a
buoyancy force (optional), an added mass force and a force due to rotating coordinates
(included automatically if the flow includes rotating coordinates). It is also possible to
include the effect of turbulence within the particle transport model by taking the
continuum velocity in the momentum equations above to be the mean velocity plus a
contribution due to turbulence.
3.2 Computational Implementation with CFX
CFX is a finite-volume based code usmg a structured, patched multi-block.
nonorthogonal, curvilinear co-ordinate grid with a collocated variable arrangement.
The basic solution algorithm is the SIMPLEC pressure correction scheme which uses a
variety of linear equation solvers. Spatial discretisation is achieved through the
HYBRID scheme, a second-order upwind scheme, and the third order QUICK scheme.
CFX has models for multi-phase flow, particle transport, gaseous combustion,
chemical species concentration, thermal radiation, compressible and incompressible
flows, porous media flow, and conjugate heat transfer. Turbulent flows are modelled
with six different methods, i.e., the k-c model, a low Reynolds number k-c model. a
RNG k-e model. an algebraic Reynolds stress model. a differential Reynolds stress
model, and a differential Reynolds flux model (AEA Technology 1996).
CFX is structured around a numerical algorithm that can solve fluid flow problems, in
association with user interfaces that allow the input of problem parameters and the
examination of results. Three main elements are contained within the CFX code,
namely pre-processor, solver and post-processor (AEA Technology 1996).
(i) Pre-processor
Pre-processing consists of the input of a flow problem, followed by the transformation
of this input to a form suitable for use by the solver. CFX-MESHBUILD was used in
this work for the definition of the computational domain, grid generation, and
specification of some boundary conditions. Multi-block grids are constructed by
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patching together a number of simple, rectangular grids. Each block of a multi-block
grid is uniform in computational space, but may be bent or stretched without tearing or
folding to follow the problem boundary geometry in physical space.
(tt) Solver
The solver, CFX-F3D integrates the governing fluid flow equations over the control
volumes obtained from the discretisation of the domain. This yields a system of
algebraic equations which are solved by iteration.
(iii) Post-processor
The post-processor allows clear data visualisation through the plotting and display of,
for example, domain geometry, vector plots, shaded contour plots and particle tracks.
CFX-VISUALISE and CFX-VIEW were used in this work.
3.3 Numerical Diffusion and Grid Independence
The applied interpolation scheme and the discretisation ofthe differential equations will
produce numerical errors which will act as an artificial or numerical diffusion in the
final results ofthe calculation. Such effects will be particularly important when the flow
is oblique through the grid lines, while large gradients normal to the flow exist.
Numerical diffusion may be reduced by an increase in the number of cells used in the
problem or by the use of a higher order interpolation scheme. If the number of cells
used in the grid is to be increased, a continuous reduction of the spacing within the
grid will result in a situation where a further decrease will not significantly affect the
predicted distributions of the variables. The solution thus obtained is said to be 'grid
independent', with numerical diffusion not producing drastic effects on the solution
(Visser 1991, Versteeg and Malalasekera 1995).
3.4 CFX Simulations
The ultimate goal of the use of CFD in combustion modelling is to obtain realistic
temperature and flow profiles within any variety of geometry and flow conditions. In
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this dissertation, the aim was to show that CFD techniques may be suitable for the
simulation of the flow patterns and associated temperature distributions within a
number of vortex chambers. Due to the complex flow patterns within a vortex
combustion chamber, the procedure for obtaining a working CFD model was carried
out in two steps. Firstly, the capabilities of CFD in determining the flow within an
isothermal vortex chamber were investigated through the modelling of a number of
chamber geometries as used by Tate in air model studies. Full experimental results for
these studies were available, thus allowing for the validation of CFD in the limited,
isothermal case. These results are detailed in Chapter 5. Subsequently, combustion
models supplied as part of the CFX package could be used to simulate temperature
profiles and conditions within operating vortex combustion chambers, namely the US
Navy Sewage sludge Incinerator (Chapter 6), and the BASF Thermal Oxidiser
(Chapter 7). If CFD could produce reliable results for these systems, then the
possibility for its use as a design and research tool in future vortex combustion
chamber development is validated.
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4. Combustion Modelling
4.1 Numerical Modelling of Combustion
Models capable of predicting non-combusting fluid flow behavior are generally
insufficient when considering engineering applications of CFD that involve not only
fluid flow and heat transfer but also combustion, phase change, multi-phase flow and
chemical reactions.
4.1.1 Initial Assumptions
During combustion, a fuel reacts with an oxidant stream to form combustion products,
generally in a series of complex reactions. The combustion of Methane for example
may involve over 40 elementary reactions. Ifan attempt was made try and model these
numerous intermediate reactions, a considerable amount ofcomputing resources would
be required in the solution of the transport equation for the mass fraction m of each
species j according to:
(4.1)
Conservation of mass would lead to the total of the mass fractions of fuel, oxidant and
inert species being equal to one, and in addition, the chemical energy released as heat
during combustion must be included in the solution of the enthalpy transport equation.
The flow field will of course be affected by changes in temperature and density and so
in addition to the species and enthalpy equations, all the flow equations must be solved,
resulting in a very large set of PDEs. In practice, the modelling of the hundreds of
interconnected chemical reactions involved in the combustion of a fuel cannot be
handled by CFD models due to the enormous computational time involved. A cornmon
practice is to assume a simple one-step chemical reaction where one obtains, as for
example in the case ofMethane:
(4.2)
64
4. Combustion Modelling
None of the chemical reactions in a combusting system can take place until the oxygen
in the oxidant stream is brought into contact with the gas. All combustion processes
therefore take place in the following stages:
MIXING - IGNITION - CHEMICAL REACTION - DISPERSAL OF PRODUCTS
The rate of combustion will be dependent on the slowest of these stages, which in most
industrial combustion systems is MIXING. The rate and completeness of the
combustion process is therefore controlled by the rate and completeness of fuel/air
mixing. Ifwe are concerned with final species concentration only, detailed kinetics are
unimportant and a global one-step, infinitely fast, chemical reaction can be assumed
where the oxidant combines with the fuel in stoichiometric proportions to form
products whenever the gas and air coexist (Versteeg and Malalasekera 1995, FCT
1996). These assumptions form the basis of the Simple Chemical Reacting System.
4.1.2 The Simple Chemical Reacting System (Mixed-is-Bumt)
(i) The oxidant combines with the fuel in stoichiometric proportions to form products
according to:
lkg Fuel + ikgOxidant 4 (1 + i)kg Products
The stoichiometric oxygen/fuel ratio by mass would be given by the product of i and
the molecular weight ofthe oxidant divided by the molecular weight of the fuel.
(ii) Ignoring the intermediate reactions, the transport equations for the fuel and oxygen
may be constructed, and assuming that all the mass exchange coefficients are equal and
constant and that the individual sources will cancel with each other (from the one-step
reaction assumption), these equations may be combined in the single transport
equation:
~x) + v'.(px~)= v.(rx V'x)
where X is defined according to:
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(iii) The non-dimensional variable mixture fraction f can be defined as:
(4.4)
f= X- Xo
XF -Xo
1
FST =--.1+ 1
(4.5)
(4.6)
Where 0 refers to the oxidant and F refers to the fuel stream. The mixture fraction f is
always positive and attains its stoichiometric value FST when X=0.
(iv) The mean F off satisfies a transport equation ofthe form:
opFa + V'.(~F) =v.(rFvF) (4.7)
(v) The assumption of infinitely fast chemistry implies that if there is an excess of
oxidant at a certain point there will be no fuel present in the products and if there is an
excess of fuel at a certain point in the mixture then there will be no oxidant in the
products.
i.e. If rna > 0 then I1lF = 0
If I1lF > 0 then rna = 0
The instantaneous mass fractions (including Illp for products) are then given in terms of
the instantaneous mixture fractions for either side of stoichiometry according to the
following series ofalgebraic equations.
mp = 1- mF ; when f > FS T (4.8)
mo = 1- L; mp = 1- mo; when f < FS TFS T
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The assumptions made above fix algebraic relationships between the mixture fraction
and all the required mass fractions, and thus it is necessary to solve only one PDE to
calculate combustion flows rather than individual PDEs for each mass fraction. The
mean mass fractions of Fuel, Oxidant and Products are obtained from the mean and
variance G of the mixture fraction using an assumed form for the probability density
function of the mixture fraction of a single or double delta function or a beta function.
The mixed-is-burnt model employs the solution of one combustion scalar, the mean
mixture fraction (or additionally the variance of the mean mixture fraction for a double
or beta function), and uses three mass fractions (fuel, oxidant and products) that are
set using the algebraic equations above (AEA Technology 1996, Versteeg and
Malalasekera 1995).
4.2 Coal Combustion Model
The CFX coal combustion model (CCM) combines a particle transport calculation for
the coal particles with a mixed-is-burnt (as above) calculation for the combustion of
the volatile gases in the gas phase. Two separate gases are given off by the combusting
particles, the volatiles (to which the mixed-is-burnt model is applied), and the char
products originating from the burning of carbon within the particle. The equations for
the instantaneous mass fractions can then be derived as before with the inclusion of an
additional char product mass fraction (AEA Technology 1996).
4.2.1 Devolatilisation
The combustion of the coal particles begins with the devolatilisation of the raw coal
particle followed by the oxidation of the residual char to leave incombustible ash. CFX
allows either oftwo devolatilisation models to be used.
4.2.1.1 Devolatilisation Single Reaction
The simple model available is the model of Badzioch and Hawksley (1970). For a coal
particle consisting of fixed fractions ofvolatiles, char and ash, the rate of production of
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volatile gases is related to the mass of volatile gases V already evolved from unit mass
ofcoal and the final yield ofvolatiles Vvaccording to:
(4.10)
The rate constant k, is expressed in Arrhenius form as:
(4.11)
where Tp is the temperature of the coal particle (assumed uniform) and Av and Ec are
empirical constants determined experimentally for that particular coal. The fractional
volatile yield as a function oftime is given by the integration ofEq. 4.9 to obtain:
~ = I - exp( f-kvdt)
VI 0
4.2.1.2 Devolatilisation Double Reaction
(4.12)
Generally, the volatile yield ofa particular coal type is obtained by a proximate analysis
where heating rates are low and the volatiles escaping from the coal may undergo
secondary reactions including cracking and carbon deposition on solid surfaces. The
yield however may increase by up to a factor of two for particles widely dispersed in a
gas and heated quickly to typical temperatures. For volatile yields that are highly
dependent on temperature and heating rate, it is useful to consider two reactions with
different rate parameters and volatile yields which compete to pyrolyse the raw coal
(Ubhayakar 1976). The first reaction dominates at lower particle temperatures and has
a lower yield Y I than the second reaction Y2 which dominates at higher temperatures.
Thus the final yield of volatiles will depend on the temperature history of the particle
and will increase with temperature. The mass fraction of volatiles is specified by the
mass fraction of raw coal (as all this combustible material could be converted to
volatiles) (AEA Technology 1996). The rate of conversion of raw coal will be
determined by the two reaction constants according to:
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(4.13)
The rate ofproduction ofvolatiles and char is thus given by:
(4.14)
(4.15)
4.2.2 Char Combustion
The slower char oxidation determines the burn-out time (typically seconds) of the
pulverized coal in the furnace. The Field model assumes that the combustion of the
particle is limited by the diffusion of oxygen from the oxidant to the external surface of
the char particle through a stagnant boundary layer surrounding the char particle (Field
et of 1967). A more complex Gibb model may be specified (when VOID FRACTION
is not set to zero) where the diffusion of oxygen within the pores of the char particle
may be taken into consideration (Gibb 1985).
An oxidation rate constant is required to be set dependent on the characteristics of the
particular fuel being used, and may vary by up to a factor of three dependent on coal
rank, resulting in considerable uncertainty in determination of burn-out time. If it is to
be assumed that sewage sludge will behave in a similar fashion (see Chapter 6), a value
for this oxidation rate constant must be assumed. Such an assumption however, will be
associated with significant uncertainty in burn-out information provided (Stopford
1996).
4.3 Oil Combustion Model
As in the case of coal combustion modelling described above, oil droplets are modelled
using the Lagrangian particle transport model. Individual representative liquid drops
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are assumed to heat up to their boiling point temperature and then to evaporate at a
rate dependent on the heat transfer to the droplet and the latent heat of the liquid.
Volatiles given off are then treated as for gaseous combustion with calculation of mass
fractions offuel. oxidant and products.
4.3.1 Droplet Combustion
CFX employs the model of Barreiros et al (1993) to describe individual droplets, with
the decrease in droplet diameter determined from evaporative mass loss assuming
constant liquid density. At any instant the droplet is assumed to have diameter Dp, a
uniform temperature Tp, and constant density and specific heat PP and C, respectively.
When the gas temperature Tg exceeds the boiling temperature Tb of the liquid, the rate
ofdecrease ofdroplet diameter is then given by:
(4.16)
C
where the mass transfer number B is given by B = I (Tg - Tb )
C is an empirical correction to account for convective heat transfer (Faeth and Lazar
1971), L the latent heat of vaporisation ofthe liquid, and kg is the thermal conductivity
of the gas.
Heat transfer is modelled by the relationship:
dT 6kgNu ( ) 3L so, 6£ ( 4)
-p = T - T + + I - aT
dt p C D 2 g P C D dt p C D p pppp pp ppp
(4.17)
Both convective and radiative heat transfer is accounted for, with the assumption of
efficient internal heat transfer within the droplet allowing the use of a single droplet
temperature.
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4.4 Spray Drier Model
Modelling of the Sewage Sludge Incinerator as described in Chapter 6, required the
use of a spray drier or evaporator model. Justification of this is given in full in that
chapter. The mathematical details of this model however are given in this section.
4.4.1 Spray Drier Model Description
This model is for particles with one component ofmass transfer and with heat transfer.
The mass transfer depends on whether or not the particle is above the boiling point of
the consitutive liquid.
4.4.1.1 General Particle Heat Transfer
The rate ofchange of temperature is governed by two physical processes: convective
heat transfer, and latent heat transfer associated with mass transfer.
The convective heat transfer Qc is given by:
Qc = nrJANu(TG - T) (4.18)
where X is the Thermal Conductivity of the fluid, TG and T are the temperatures of the
fluid and the particle, and Nu is the Nusselt number given by:
(
C )113
Nu = 2 + O.6Re o.s u ;
where Cp is the specific heat of the fluid.
The heat transfer associated with mass transfer QM is given by the relation:
(4.19)
(4.20)
where the sum is taken over all components of the particle for which heat transfer is
taking place. The latent heat of vaporisation V is temperature dependent through:
(4.21)
where V0 is the latent heat at the reference temperature Tv.
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The rate of change oftemperature for the particle is then obtained from:
(4.22)
where the sum is taken over all components of the particle including those not affected
by mass transfer.
4.4.1.2 Mass Transfer
The particle is said to be boiling when the vapour pressure Pvap at temperature T is
greater than the gaseous pressure, where Pvap is given by the Antoine equation
according to:
P =eXP(A- B )
vap T+C
where A, B, and C are material specific coefficients.
Mass transfer is thus determined by the following relationships:
(4.23)
dm Qe
-=--
dt V
dm = ndDSh We 10g( 1- X )
dt WG 1- X G
(4.24)
(4.25)
where Qe is the convective heat transfer, We and Wa are the molecular weights of the
vapour and the mixture in the continuous phase, X and WG are the molar fractions in
the drop and the gas phase, D is the diffusivity of the mass fraction in the continuum
and Sh is the Sherwood number. The mass transfer rate is set to zero when all of the
non-base substance in the particle has evaporated (ABA Technology 1996).
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5. Isothermal Modelling of Vortex Chambers
Initial CFD modelling was completed on an isothermal basis, in order to complete
investigations of the flow characteristics within the chamber, and aid selection of
suitable parameters of the CFD model. An indication is required of the degree of
fineness of the grid necessary to obtain a truly grid independent solution, and a
turbulence model must be selected that maximises accuracy of flow profiles whilst
minimising computational resources required. Validation offlow profiles is provided by
a set of experimental results obtained from previous air model investigations of vortex
chambers ofvarying geometry (Tate 1982) as described in Section 2.5.
5.1 CFD Modelling
5.1.1 Initial Simulation
A geometry was created to replicate ModeI3?, as described in Table 2.1. Though a set
ofexperimental results was available from Tate's work for all geometric configurations,
Model3? provided the greatest amount ofexperimental data, and thus was chosen as a
validation tool. Figure 5.1 below, shows a scale representation of the vortex chamber
simulated.
r-~ I Exit Pressure
Boundary
Figure 5. J Scale Diagram ofCFD Model ofM37.
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5.1.2 Grid Construction
5.1.2.1 Grid Structure
The grid was constructed in Cartesian, body-fitted co-ordinates, with flow entering the
chamber via two inlets and leaving via a pressure boundary located at the top of the
exit flue (see Figure 5.1). Initial grids possessed explicitly modelled tangential inlets.
allowing the flow to develop along the inlet length before reaching the main body of
the chamber, but it was found that flow profiles obtained did not significantly differ
from when the flow entered undeveloped directly at the wall of the chamber. The use
of a patch type inlet directly on the outer circumference of the main body of the
chamber simplified the grid considerably. In order to avoid cell distortion along the
central axis of the chamber, a square block was created running the length of the
chamber as can be seen in Figure 5.2.
5.1.2.2 Grid Independence
Grid independence was determined by examining individually all three components of
velocity using a series of grids of increasing complexity in one or more block
orientation directions. For example. the axial component of velocity was compared on
a series of meshes of increasing complexity in the k direction (corresponding to the z
direction i.e. axial through the chamber). The final grid consisted of 141,440 cells
subdivided as shown in Figure 5.2 according to Table 5-1 below.
Block Number Approximate Approx. Cell
Dimension of Cells Dimension (mm) Dimension(mm)
a 52 314-79 6-28
b 10 130 13
c 52 314-79 6-2
d 5 20 4
e 32 150 5
f 10 130 13
Total Number of 141,440
Cells
Table 5-1 Grid Subdivision/or Motk137.
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Figure 5.2 Grid Subdivision for Model 37.
The resultant grid for Model 37 is shown in Figure 5.3 below. As can be seen, the grid
was concentrated towards the centre of the chamber, where the peak of the tangential
velocity was expected to occur. A region of coarser cells existed between a radius of
approximately 30mm and 50mm towards the outer limits of the flue region, where only
solid-body rotation was expected to occur.
Figure 5.3 Grid Structure along Z and Yplanes for Model 37.
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The extremely fine grid in the centre of the chamber was a consequence of grid
construction, and the large number of cells required in the tangential direction in order
to reach a state of grid independence. In this direction, cells were required to subtend
an angle of less that 2° before grid independence could be assumed.
It was observed that the tangential velocity profile changed as the number of cells in
the tangential direction for the grid increased. Generally, if the angular size of the cells
was too large, the maximum tangential velocity was too low. As the number of cells
increased however in the tangential direction, the maximum tangential velocity tended
to a constant value and grid independence could therefore be assumed. The asymptotic
nature of the dependence of maximum tangential velocity (scaled with relation to the
final, unchanging value) is shown in Figure 5.4 below. This graph provides an
indication of the level of grid independence attained as a function of the number of
cells in the tangential direction. Therefore if it is not possible due to CPU resources to
increase the number of cells of a particular grid, an estimate may at least be made of
the 'accuracy' of the tangential component of velocity. The attainment of a grid
independent solution however will depend on the inlet velocity and chamber geometry,
and the relationship described in Figure 5.4 below must be assumed to be valid only for
chamber characteristics similar to those used in the grid independence analysis.
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Figure 5.4 Relative Maximum Tangential Velocitydependence on Number ofTangential Cells.
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5.1.3 Model 37 Velocity Profiles
Flow conditions were set up to replicate as closely as possible conditions described by
Tate. One major drawback of utilising Tate's results, though, was that the velocity at
the inlet of the chamber was not measured, and the flow conditions were instead
controlled through the use of a mass flow meter which was required to be positioned
considerably upstream of the inlets in a section of straight undisturbed pipe. Thu ,
though this value was used to calculate the inlet velocities, the profiles obtained from
within the chamber required scaling in a manner similar to that employed by Tate,
where the scaling factor was defined to be the extrapolated near wall velocity within
the chamber. It will be shown subsequently that this near wall extrapolated velocity is
directly proportional to the inlet velocity.
5.1.3.1 Tangential Velocity Profiles
A typical set of tangential velocity profile results is given below in Figure 5.5.
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Figure 5.5 Model 37 Tangential Velocity Profile.
For a centrally located vortex with Cartesian velocity vector 11. = uZ + v1+ wk. the
tangential velocity component is obtained from the u component of!! along the y-axis
(see Figure 5.3 for orientation of chamber geometry), or from the v component of' u
along the x-axis. Either axis may be u ed, though in the outer regions of the chamber
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the profiles along the x-axis are distorted due to the presence of the inlets. As shown in
Figure 2.9 the slight distortion ofthe Rankine vortex peak throughout the length of the
chamber as observed by Tate and described in Section 2.5.2.1 is visible in the CFD
results, with the relative height of the central peak increasing. With a profile such as
that above obtained, the scaled tangential velocity component may be calculated to
allow direct comparison with Tate's results as shown in Figure 5.6 below. The error
bars shown on the graph are derived from the scaling procedure. which relied on
visually determining (with an associated uncertainty) the near wall velocity from the
tangential velocity profiles. As can be seen from Figure 5.6, CFD is able to predict the
tangential velocity well when a Reynolds Stress type model is employed - both the
height and location of the velocity maximum are within approximately 5% of results
obtained by Tate with the full profiles matching closely within the error bars.
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Figure 5.6 Predicted tangential velocity components.
When a k-s turbulence is used however, as also shown on Figure 5.6, it is apparent
that it is highly deficient in predicting the characteristics of the highly swirling flow. It
seems to provide a reasonable approximation of the region of fixed vortex flow, but
fails totally in the region of potential vortex flow which in the case of Model 37
extends over 75% of the chamber diameter. Though it is computationally less
expensive than using a full RSM model, the economy is false and for this geometry at
least and under these flow conditions the k-s turbulence model is not suitable for use.
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The tangential velocity throughout the length of the chamber as obtained using CFD is
compared with experimental results in Figures 5.7 and 5.8. It is seen that the
computational results agree very well with experiment throughout the length of the
chamber.
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The increase in maximum tangential velocity towards the chamber exit is observed, and
the location and magnitude of the velocity peak remains within approximately 5% of
the experimental value. A noticeable difference however exists towards the boundary
ofthe chamber, with CFD giving a much more significant drag on the rotating airflow
due to the presence of the wall. This results in velocities very close to the wall being
lower by up to 30%. However this wall region is where the 5-hole pitot tube employed
by Tate would be significantly affected by the close proximity of the wall resulting in
an increased uncertainty in the readings. Thus the agreement between CFD and
experimental results is still acceptable, with CFD providing information on conditions
in the wall regions where experimental readings are difficult to obtain with reliability.
5.1.3.2 Location ofTangential Velocity Maximum
As described in Section 5.1.3.1, the position ofthe maximum oftangential velocity was
found to be within 5% of the radial position as determined by experiment. However it
is also possible to compare these results with predictions obtained through the use of
relationships described in Section 2.3.4. For the geometry of Model 37, the values for
the position of maximum tangential velocity were obtained as shown in Table 5-2.
Each theory gives a reasonable value for the radial position of the tangential velocity
peak, though CFD modelling has provided the value closest to that achieved
experimentally.
Model Radial Position % Error Relative to
fml Chamber Radius (0.2m)
Experimental (Tate 1982) 0.055
-
Theory (Vatistas et al 1986) 0.041 7
Theory (Lewellen 1971) 0.043 6
Theory (Shakespeare and Levy (1980) 0.044 6
CFD 0.048 4
Table 5-2 Radial Position ofMaximum Tangential Velocity.
5.1.3.3 Axial Velocity Profiles
The axial component of velocity for both turbulence models is compared with Tate's
experimental results in Figure 5.9 below. At an axial position of 50mm from the base
of the chamber, the profiles as shown in Figure 5.9 are seen to differ significantly at
80
5. lsothennal Modelling of VortexChambers
radii less than that of the exit flue. The reverse flow at a radius of 20mm observed in
experiment is not shown in the CFD predictions. No reverse flow is apparent in the
predictions obtained using the k-s model, and only one centrally located peak of axial
velocity is apparent. In the case of the RSM model however, a region of reverse flow
has begun to develop at the centre ofthe chamber.
0.2
0.15
-0.1
-0.15
0.14
-Tate I
~ RSM'
--k-e
-0.2 L-~~~~~---~ ----
Radlus[m]
Figure 5.9 Predicted axial velocity components.
The three dimensional plots (see Figure 5.10, Figure 5.11 and Figure 5.12) of the axial
component of velocity show that neither the RSM or k-s turbulence model is able to
exactly replicate the nature of the complex flow structure within the chamber. The
RSM however exhibits a more realistic structure towards the centre of the chamber,
with a region of reverse flow clearly developing along the axis from the exit flue. The
difference in the two turbulence models is most clearly evident close to the exit flue
itself, and from there differences extend into the main body of the chamber. These
differences can be seen in Figure 5.13 which shows shaded contour plots of axial
velocity for both models. The reverse flow coloured red is clearly developed in the
RSM case, and extends from the outlet pressure boundary almost into the main
chamber itself In the k-s case however, there is only a minor region of weak reverse
flow located very close to the exit boundary.
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Figure 5.10 Experimental Axial Velocity component (Tate 1982).
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5.1.3.4 Radial Velocity Profiles
The radial component of velocity obtained u ing the 0 M turbulence model is
compared with Tate's experimental results in Figure 5.14 below. As can be seen, the
form of the velocity profile is reasonably well predicted, with a region of positive radial
velocity (outwards) adjacent to a region of negative radial velocity (inwards flow) with
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the boundary between these regions located close to the exit radius. The magnitude of
the velocity component however is not as well predicted.
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Figure 5.J4 Predicted radialvelocity components.
For a Cartesian velocity vector !:!. = U! + vJ+ wk the radial velocity component is
obtained from either the v component of !! along the y-axis (see Figure 5.3 for
orientation ofchamber geometry), or from the u component of'j; along the x-axis. This
assumes that the centre of the vortex (that point where the tangential component of
velocity is zero) lies exactly at the geometric centre of the chamber. Such an
assumption may be appropriate for the symmetrical geometry of Model 37. but for
other geometries the centre of rotation may be observed to precess about the
geometrical centre of the chamber along the chamber length. Thus the radial velocity
component as defined above relates to movement in the direction of and away from the
geometrical centre of the chamber as opposed to the centre of the vortex itself For this
reason, radial velocity components were not discussed in detail in subsequent chapters
concerning those chambers where the centre of rotation was observed to precess about
the central geometrical axis. The variation in position of the centre of rotation could be
observed through consideration of the axial component of velocity, where a centrally
located region of axial flow in the direction of the exit was strongly associated with the
central region of the vortex. In the case of the waste incinerator geometry for example
(see Figure 6.3.2), this region of peak axial flow coloured light green was observed to
lie significantly offset from the central axis.
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5. I .3.5 Chamber Internal Flow Structure
The R M turbulence model produces an internal structure of reverse flow regions
which differs from the generalised picture as portrayed in Figure 2. I . Instead of a series
of concentric annular zones of negative (towards the exit) and positive (reverse flow)
axial velocity, the flow consists ofa number of features as described below.
Vector plots are given below in Figure 5. I6 for both turbulence models, for a region of
the chamber as shown in Figure 5.15. Using the RSM turbulence model, air flows
axially outwards from the axial midpoint of the chamber body in the outer regions of
the chamber as shown in Figure 5.16a below. Use of the k-s turbulence model however
leads to flow towards the axial midpoint of the main chamber body as shown in Figure
5. I6b, with two large recirculation regions located towards the outer wall of the
chamber. The tangential velocity component flows directly into the page.
Figure 5.15 Position ofRegions as shown in Figure 5. 16.
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Figure 5.16/nternaljlow structures ofModel 37.
85
5. Isothermal Modelling of Vortex Chambers
The regions of greatest axial velocity within the main chamber body (neglecting at
present the strong exit flow towards the chamber exit) are concentric and toroidal in
form. Figure 5.17 below shows these regions in the form of surfaces of equal axial
velocity of±O.2ms-l .
Figure 5.17 3D Internal Flow Structure ofModel 37.
Green solids refer to an axial velocity surface of +O.2ms-1 (away from the exit), whilst
straw coloured regions refer to an axial velocity surface of -O.2ms-1 (towards the exit).
Figure 5.17a shows clearly the reverse flow region originating from the exit pressure
boundary propagating towards the main chamber body. In addition a collar of reverse
flow surrounds the boundary between the exit flue and the main chamber body. The
two large toroidal regions of reverse flow are exactly mirrored by two regions of flow
in the direction of the exit flue, as shown by two straw coloured toroids in Figure
5.17b. The main exit flow is centrally located, and extends throughout the axial length
of the chamber from the base to the pressure boundary.
The expected form of the axial velocity components consisted of concentric regions of
flow towards and away from the exit of the chamber as described in Section 2.3.1.
However these annular regions were not identified in the CFD simulations of Model 37
above. The axial velocity profiles as described above may have been heavily influenced
by the adverse aspect ratio of the chamber, whereby wall effects associated with the
upper and lower chamber walls are predominant. Model 37 possesses an LID ratio of
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0.33, which is not generally encountered in practical systems. It might be expected that
the concentric regions of positive and negative axial velocity would become apparent
in more elongated vortex chambers, such as those investigated in subsequent chapters.
5.2 Variation of Chamber Geometry and Flow Conditions
As described in Section 2.5, Tate completed a number of investigations into the effect
of various operating conditions on the nature of the vortex flow. These included inlet
velocity effects, and change in the chamber geometry. A number of these investigations
were repeated using CFD to investigate whether similar effects might be seen and
therefore similar conclusions drawn.
5.2.1 Effect ofInIet Velocity on Flow Profiles
Using the geometry of Model 37, the inlet velocity was varied through 10, 15, 20, 30
and 40ms- j in order to examine the effect of mass flow rate on velocity profiles. The
tangential velocity profiles obtained are given below in Figure 5.18.
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Figure 5.18 CFD Modelled Effect of Inlet Velocity on Velocity Profiles.
Using these results, the near wall velocity was extrapolated in order to follow the
scaling procedure as described previously, thus obtaining the scaled velocity profiles as
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given below in Figure 5.19. Results obtained agree generally with those obtained by
Tate: namely that the change in velocity profile is in direct proportion to the inlet
velocity, and that the resultant scaled velocity profiles are quite similar in form.
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Figure 5.19 CFD Modelled Effect ofInlet Velocity on Scaled Velocity Profiles.
The error bars in the above graph are as before a consequence of the scaling
procedure. Error bars are only given for 40ms-1 and 20ms-\ to aid analysis ofthe 40ms-1
profiles as compared to the remaining flow profiles. As can be seen in Figure 5.19, the
scaled velocity profile for 40ms-1 differs from other velocities in that the height of the
maximum tangential peak is significantly higher. The assumption that the velocity
profiles are universally scaleable may not in fact be correct, and scaling may only be
applicable over a limited range of velocities. Thus the characteristics of the flow within
a vortex chamber may change fundamentally over a wide range of inlet velocities. The
results obtained above are not conclusive and further investigations at a greater range
of inlet velocities are required. However the results for 40ms-\ above indicate that as
the inlet velocity increases, the height of the central peak increases relative to other
regions of the chamber. Conversely, if the height of the tangential velocity peak also
decreases with lower inlet velocities, then it might be expected that the tangential
velocity profile of a lower inlet velocity chamber would be more comparable to that of
simple solid body rotation. It has been observed previously that a reasonable
representation ofthe tangential velocity profile associated with solid body rotation may
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be obtained through the use of the k-s turbulence model. Thus for low inlet velocity
chambers, the tangential velocity profile as obtained through the use of the k-s
turbulence model might be more acceptable.
With the results obtained above, it is possible to obtain a relationship between inlet
tangential velocity and the near wall extrapolated velocity used in Tate's scaling
procedure. The values obtained for the scaling velocity are plotted against inlet
velocity in order to obtain the graph as shown below in Figure 5.20. As can be seen
from this graph, a linear relationship exists between the extrapolated near wall velocity
(W) used for scaling procedures and the inlet velocity (I) which is given by W =0.84/ .
Tate used a scaling value of 12.5ms-l , which corresponds using the above relationship
to an inlet velocity of l Sms". The value used in the CFD predictions as obtained from
Tate's mass flow measurements of 20ms-1 may therefore be assumed to be a suitable
representation of the experimental conditions.
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Figure 5.20 Relationship between Near Wall and Inlet Velocities.
5.2.2 Effect ofInIet Velocity on Pressure Profiles
For the various inlet velocities described in Section 5.2.2, pressure profiles were taken
across the midpoint of the chamber. These profiles are shown below in Figure 5.21.
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Figure 5.21 CFD Modelled Effect a/Mass Flow Rate on Pressure Profiles.
The pressure profiles are of similar form to those described by Reydon and Gauvin
(1981), where pressure profiles for a number of different inlet velocities were
compared. It can be observed that an increase in the inlet velocity into the chamber
leads to a reduction of the pressure in the central region of the chamber. This is
associated with the onset of reverse flow within such high inlet velocity chambers.
5.2.3 Effect ofExit Radius on Flow Profiles
As previously stated, Tate described how the structure of the vortex flow within a
chamber was highly dependent on the size of the exit flue as shown in Figure 2.10.
CFD was used in order to attempt to replicate these results by obtaining flow solutions
for a number of different geometries. These geometries (MI8, M19, M20 and M35
according to Table 2.1) consisted of a main chamber of diameter 400m and height
90mrn with a series of exit flues of different radii. Tangential velocity profiles obtained
for each geometry are given below in Figure 5.22. where arrows denote the radial
extent of the exit flue. As can clearly be seen, the position of the maximum tangential
velocity is located close to the radial extent of the edge of the exit flue as described
previously (Smithson 1972, Tate 1982, Vatistas and Lin 1986). Figure 2.10 provides a
direct comparison between CFD and experimental results.
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Figure 5.22 CFD Modelled Effect ofExit Radius on Tangential Velocity Profiles .
CFD predicts the radial location of the maximum tangential velocity well, though for
De/D=O.25 and De/D=O.38 the magnitude of tangential velocity is less than that found
experimentally. The grids employed for the chambers were similar in construction to
that developed for Model 37, and it was assumed that these were grid independent
(though of a different geometry). If however grid independence in the tangential
direction had not been achieved. then it might be expected that the magnitude of the
tangential velocity profiles for those geometries would be slightly diminished, as
observed in Figure 5.22.
5.2.4 Flowfield Characteristics ofVarious Chamber Geometries
Shaded contour plots of speed across the Y=O plane are shown for the four different
chamber geometries in Figure 5.23 below. It can be seen that the regions of high speed
(associated with the regions of high tangential velocity) coloured red/orange are
located close to the exit radius of the chambers as expected. As the radius of the exit
increases, the regions of low speed extend outwards from the centre of the chamber,
pushing the high velocity outflows towards the very edge of the exit flue. Regions of
reverse flow (coloured light to dark blue) are also seen to develop and extend into the
main chamber interior. The onset of reverse flow within the chamber has been of
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considerable interest to previous workers (Reydon and Gauvin 1981), and these results
show that CFD may prove extremely useful in such investigations.
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Figure 5.23 SpeedCharacteristics within Vortex ChambersofDiffering Geometry.
5.2.5 Turbulence Model and Chamber Geometry
As can be seen in Figure 5.22, the shape of the velocity profiles for those geometries
with a large relative exit diameter becomes less peaked and more like simple solid body
rotation for a large part of the chamber diameter. For these geometries, the tangential
velocity profiles obtained through the use of the k-E turbulence model become less
unreasonable. caled velocity profiles for such a chamber with a large exit radius
(Model 35, DelD=O.55), are given in Figure 5.24, where both turbulence models have
been used. The tangential velocity profiles obtained from using each turbulence model
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show much less discrepancy than for a smaller exit radius chamber. The k-e turbulence
model was shown in Section 5.1.3.1 to be particularly inaccurate in the region of the
free vortex flow. For larger exit radii however, this region is limited only to that radius
greater than the radius ofthe exit flue, which is less than 40% ofthe chamber diameter
in the case of Model 35. Thus the more significant deficiencies in the k-s turbulence
model are limited in extent, producing a more representative tangential velocity
profiles.
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Figure 5.24 Tangential Velocity Profiles/or Large Exit Radius Chamber.
5.3 Theoretical Velocity Profiles
As previously shown in Section 2.5.3, Tate (1982) described a function for a
theoretical tangential velocity profile which produced velocity profiles similar to those
obtained experimentally. Velocity profiles obtained using both the original form of the
function (Model I, Eq. 2.20) and the modified form (Model II, Eq. 2.21) were
compared with experimental profiles for the Model 37 geometry, as shown in Figure
5.25 below. As expected, Model II can be observed to provide a much more suitable
representation of the tangential velocity profile in contrast to Model I. In addition, it
may be seen that the peak of tangential velocity profile (labelled R(Max)=0.28) is
displaced outwards from the location of the exit throat radius (labelled DelD=0.25).
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Thus, it is not directly possible to predict the form of the tangential velocity profile
from the geometric information alone.
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Figure 5.25 Theoretical Velocity Profiles/or Model 37.
The location of the central peak of tangential velocity has already been shown to be
highly dependent on the radius of the exit throat, and theoretical profiles are given
below in Figure 5.26 for the four chamber geometries described previously in Section
2.5 and 5.2.3. For each chamber geometry of various OelD values, a theoretical
velocity profile dependent on various R(Max) values is given.
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Figure 5.26 Theoretical Profiles/or Various Chamber Geometries.
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From the above results it was possible to compare the location of the tangential
velocity maximum with the radius of the exit throat. This comparison is shown in
Figure 5.27. The radial location R(Max) of the tangential velocity maximum was found
to be directly proportional to the radial extent Re of the exit flue according to:
R( Max) =1.08 Re (5.1)
This relationship allows prediction of the location of the tangential velocity maximum
from geometrical information only, thus allowing the generation of a theoretical
tangential velocity profile suitable for validation studies.
It may be possible to identify any dependence of the indices m and n (see Section
2.5.3) on other components of chamber geometry. However a change in LID from
0.23 to 0.33 did not significantly affect the predictive capabilities of Eq. 5.1 (the
location of the Model 37 tangential velocity maximwn (L/D=0.33) was predicted
reasonably well from the radius of the exit flue only), suggesting no major dependence
on chamber geometry of the value of the indices. Further investigations of potential
sensitivity would be required however before definite conclusions might be drawn.
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5.4 Discussion
This chapter has described the development of a CFD model of an isothermal vortex
chamber. This initial step was taken in order to investigate the influences of the grid
construction and turbulence model employed on the obtaining of a realistic flowfield
solution. Detailed flowfield measurements on a series of vortex chambers of differing
dimensions were available from a previous investigation (Tate 1982) and thus it was
decided to develop a working CFD model ofthese experimental units.
Grid independence was determined by investigating the flowfield produced on a series
of coarsening meshes, and it was found that a grid of a high degree of complexity
(-140,000 cells) was required before grid independence could reasonably be assumed.
Such a large number of cells however required a significant amount of CPU resources
and overly long computational times. For those subsequent models involving
combustion, additional sets of equations would require solution thus further increasing
the computational burden on the available resources. In such cases where it might in
fact be impractical to completely refine the grid, it was required that information be
obtained on the likely effects of an insufficiently refined grid on the flowfield
predictions. It was found that for coarser grids, a lack of cells in the tangential
direction for instance resulted in a significantly reduced maximum in the tangential
velocity component. Further work is required on the influence of differencing schemes
on the determination of grid independence. It might be expected that the use of a
higher order scheme other than the HYBRID and UPWIND schemes used in these
investigations would result in a stable flowfield obtained with a less fine grid.
However, use of schemes such as QUICK introduced stability problems, and in
addition CFX limited the use of certain differencing schemes in association with
Reynolds Stress Models. (AEA Technology 1996)
Two turbulence models were employed in the course of this investigation: the k-s
model where the Reynolds stresses are assumed to be proportional to the mean
velocity gradient, and the Reynolds Stress Model (RSM) where equations are solved
96
5. Isothermal Modelling of Vortex Chambers
for the individual components of the Reynolds stresses. I It was observed that the
choice of turbulence model had a significant effect on the characteristics of the
flowfield obtained within the chamber. Most significantly, the k-e model failed to
reproduce the tangential velocity profile for the Model 37 vortex chamber geometry,
whereas the DSM model produced a profile that closely followed the experimental
profile. As described in Section 5.1.3.1, the k-s model was able to provide a reasonable
approximation to the flow conditions in the forced vortex region, but failed in the outer
free vortex regions of the chamber. As the tangential velocity component is the most
dominant within the vortex chamber, this deficiency would tend to preclude the use of
the k-s turbulence model for the simulation of the aerodynamics within a vortex
chamber. However a number of other results indicated that the k-s model might
perhaps produce tangential velocity profiles reasonably representative of flowfield
conditions within chambers of specific geometries and operating under specific
conditions. Results described in Section 5.2.1 indicate that a reduction in the inlet
velocity is associated with a reduction in the relative height of the peak region of the
tangential velocity profile, resulting in a profile more closely resembling that of simple
solid body rotation. In such cases oflow inlet velocity, it might be expected that the k-
s turbulence model would in fact produce tangential velocity profiles that were
consistent in form with those obtained through the use of the more complex DSM
model. In addition, it was observed that chambers with large De/D ratios (those with
large exit radii), exhibited tangential velocity profiles that were again more directly
comparable to simple solid body rotation. In these cases as described in Section 5.2.5,
the region of solid body rotation would be expected to extend to a greater radial extent
within the chamber. Conversely, the region of free vortex flow is constrained to the
outer radial extremities of the chamber and is limited in its influence. As the k-s model
is most deficient in predicting the free vortex region of the tangential velocity profile,
its deficiencies are similarly limited and as in the previously described circumstances. it
therefore produces velocity profiles that are more consistent in form with those
obtained through the use ofthe DSM model.
I The differennal stress model (DSM), where transport equations are solved directly for the components ofRevnolds Stress has
been employed exclusively in this investigation and as such the acronyms RSM and DSM have been used interchangeably
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Velocity flowfields produced through use of the DSM and k-e turbulence models differ
also in the form of the axial velocity component. As described in Section 5.1.3.5, the
use of a particular turbulence model results in dramatically different axial velocity
profiles, with the DSM turbulence model producing air flows directed outwards from
the axial midpoint of the chamber whilst the k-e turbulence model however leads to
flow towards the axial midpoint of the main chamber body as shown in Figure 5.16b.
The dependence of axial velocity components on turbulence model employed may be
seen more clearly in Section 6.3.1, which describes the series of concentric toroidal
regions of alternative positive and negative axial velocity regions existing within a
longer vortex chamber. These regions were observed in previous experimental work
(Agrest 1964, Baluevand Troyankin 1967), but however are not observed when the k-
e turbulence model is employed.
Tate (1982) investigated a series of vortex chambers in a wide range of geometric
configurations, and Model 37 was chosen for detailed CFD modelling due to there
existing the greatest amount of experimental data for this particular configuration.
Other geometries modelled, such as Models 18,19,20 and 35 (see Section 5.2.4) were
selected in order to replicate exactly results described by Tate. The majority of
chamber geometries investigated however had aspect ratios (LID) of significantly less
than one, resulting in rather thin chambers (see Model 37 with LID=33 as shown in
Figure 5.1). Most practical chambers however have LID>1.5, and it might be expected
that the tlowfields within the chamber exhibit some differences. For instance in the case
of studies of Model 37, the annular regions of positive and negative axial velocity
expected were not apparent and instead, the axial velocity components seemed greatly
influenced by the proximity of the upper and lower extremeties of the chambers. If air
model investigations were to be repeated, it would be desirable for them to be carried
out on chamber geometries more characteristic ofactual operating units.
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6. Modelling of Waste Incinerator
The United States avy employs Vortex Combustors for the incineration of various
wastes including sewage sludge. The high degree of compactness is of considerable
advantage onboard, and a number of units have been installed on 00-963 class ships.
CFO was used to produce a full combustion model of such a waste incineration unit,
and the model was to be validated through construction of a test unit. The validated
model was then to be used to investigate implications of variation in combustion
conditions, specifically a 50% increase in waste throughput. This increase was the
result ofenvironmental legislation to be introduced in the USA extending the minimum
distance from shore where waste might be ocean dumped. (Santoleri 1996)
6.1 U avy Wa te Incinerator
The general form of the chamber is shown in Figure 6.1, which is a shaded 3D
representation ofone of the computational grids constructed (see ection 6.2).
Tangential
Inlet
Chamber
Exit
Figure 6./ ary' Waste Incinerator Geometry.
ewage sludge or other aqueous waste is directed axially into the incinerator chamber
from the back wall, whilst a high velocity burner directs hot products of substantially
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complete combustion tangentially into the chamber adjacent to the introduction of the
sewage sludge. Air is injected into the combustion chamber in the form ofjets directed
angularly inward towards the sludge in order to spray the sludge outwardly into the
rapidly moving products of combustion and quickly atomise the aqueous solution. The
off centre jet of hot gases directed into the chamber follows a swirling path adjacent to
the periphery of the chamber starting at the rear of the chamber and proceeding
forwards in the direction of the exit. The hot gases in effect wrap around the spray of
aqueous material with the result that the hot gases and not the liquid from the spray of
waste material are in contact with the walls of the incineration chamber. At the same
time, the solid particles to be incinerated are entrained in the rotating mass of hot gases
and carried downstream toward the conical end of the incinerator. Towards the exit. a
discharge pipe or collar extends into the main chamber interior and provides a central
discharge opening for the products of combustion. This collar also serves as a baffle to
retain the solid particles within the chamber until they are completely combusted or
oxidised and prevents ash from being carried out of the incineration chamber with the
gaseous products ofcombustion. (Santoleri 1974)
The incinerator to be modelled was primarily designed for the incineration of sewage
sludge, though it is also suitable for the incineration of various aqueous waste
materials. For aqueous waste containing sewage sludge, a minimum temperature of
950K together with a retention time of approximately 0.5s is necessary for complete
incineration of the solid materials and elimination of all odours. The liquid portion of
the sewage sludge is vaporised quickly due to the atomisation process, whilst the solid
particles are retained in the incineration chamber for a time sufficient for complete
combustion or oxidisation. Any ash which might remain after incineration of the solid
particles can be removed from the chamber when necessary through a small access
opening in the rear wall of the combustion chamber. (Santoleri 1974)
DUring its typical onboard lifetime, there is only intermittent operation of the
incinerator dependent on the demand for incineration of waste material. The sewage
sludge to be incinerated is collected as it is discharged from lavatories and wash basins
in a holding tank where it is maintained in a stirred or agitated condition until the
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material in the tank reaches a predetermined level. At this time, operation of the
incinerator is started and the material in the tank is pumped under pressure and injected
into the incinerator. Incineration of the sewage sludge continues until the storage tank
is substantially empty, at which time the pump is stopped and operation of the
incinerator is halted. (Santoleri 1974)
6.1.1 Operating Conditions
6.1.1.1 Waste Generation Rates
A number of different waste materials were incinerated in each vortex unit , with
projected waste generation rates for DD-963 Class Ships as given below in Table 6-1.
Typically, two incinerators were located on each ship operating for a maximum of 16
hours per day. For the purposes of this study, only the combustion of sewage sludge
was to be modelled. This entered the chamber at tlowrates of 30 and 45gph
(augmented rate) with support fuel firing rates of 7 and 10gph respectively. (Santoleri
1996)
Waste Stream Total Ship Incinerator Maximum Flow
(eaVdav) Loadlaa (eaVdav) Rates (eaVhr)
Blackwater (Sewage) 960 480 30
Gravwater Concentrate 143 72 7.2
Oily Wastewater Concentrate 50 25 6
(99% Water)
Total Aaueous Waste 1153 577 43.2
Waste Oil 50 25 15
Table 6-1 Projected Waste Generation Ratesfor DD-963 Class Ships.
6.1.1.2 Characteristics of Sewage Sludge
The characteristics of various sewage sludges as determined by a number of different
research groups (Clean Coal Technology Programme 1992-1994) are compared to the
composition of a typical bituminous coal in Table 6-2. As can be seen from this table,
quite a wide range of characteristics exist in the proximate analysis of sewage sludge.
Sample 7a (Thames) has been used to provide input data for the CFD model as the
bulk density has been provided in addition to the proximate analysis. However, lacking
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any detailed information on the characteristics of the actual sludge in the Navy waste
stream. such a choice is arbitrary and it must be assumed that the sample chosen is
relatively characteristic of a typical sludge. Variation in the composition of a dry
sample will nonetheless be dominated by the high water content ofthe waste stream.
Dry Sewage Drv Sewaze Slude:e Properties for Various Samples
Property la Ib Ic Id 2 3 4a 4b
Moisture 3.6 17.9 3.4 6.7 15.9 2.8 4.1 5.8
Volatiles 25.7 28.8 39.7 52.0 31.9 57.9 42.3 46.0
Ash 55.6 41.0 54.5 38.6 46.0 53.5 47.4 52.0
Fixed Carbon - - - - - - - -
IDIV - - - - - 12.7 10.9 11.8
LHV 12.0 15.6 9.9 13.1 13.7 - 10.0 10.9
Bulk Densitv - - - - - - - -
Dry Sewage Dry Sewaze Sludl!:e ProPl rties for Various Samples Typical Bit.
Prooertv 5 6a 6b 78 7b 8 Coal
Moisture 7.6 3.6 5.3 4.0 3.0 3.1 1.7
Volatiles 42.8 45.9 51.1 52.0 46.6 50.3 34.0
Ash 48.2 47.5 46.6 31.0 44.2 46.3 5.0
Fixed Carbon 9.0 6.6 2.5 13.0 6.2 5.4 59.3
IDIV 11.8 - - - - - -
LHV - 10.5 10.9 11.97 11.34 12.24 32.26
Bulk Densitv 610.0 609.0 603.3
Table 6-2 Properties of Various Sewage Sludges (Clean Coal Technology Programme /992-/994).
6.1.1.3 Combustion of Sewage Sludge
For sewage sludge sample 7a (see Table 6-2), values from the literature (Abbas et al
1994) were obtained for the ultimate in addition to the proximate analysis of the dry
sewage sludge. These values were then adjusted to take into account the high
percentage of water in the Navy waste with the final composition of the waste stream
used in the modelling process as shown in Table 6-3 below.
Ultimate Analysis Mass Fraction Proximate Analysis Mass Fraction
of Sewaee Sludl!:e Dry Wet of Sewaee Siudee Dry Wet
Carbon 0.309 0.00618 Ash 0.31 0.0062
Hvdroaen 0.046 0.00092 Moisture 0.04 0.9808
Nitr02en 0.045 0.00090 Fixed Carbon 0.13 0.0026
Sulphur 0.011 0.00022 Volatiles 0.52 0.0104
Chlorine 0.001 0.00002
Oxvaen 0.238 0.00476
Table 6-3 Ultimate and Proximate analysis.
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Assuming that the sewage sludge behaved in a manner similar to a coal of low calorific
value, the composition information was used to input model parameters required for
the CFD modelling, including energy released from volatiles and combustion of the
fixed carbon.
6.1.1.4 Support Fuel
The combustion of the support fuel required in the tangentially firing burner was not
modelled explicitly, and instead calculated temperatures, mass fractions and velocities
of the tangential inlet flow were added as boundary conditions of the computational
,
model. In addition to the flow of combustion products due to the combustion of the
JP4 fuel oil, additional combustion air at ambient temperatures was added to the
tangential inlet flow. This combustion reduced the mass fraction of oxygen in the inlet
flow to approximately 50% of standard conditions. A summary of the resulting
incinerator operating conditions is given in Table 6-4 below. (Santoleri 1996)
Incinerator Characteristic 30GPHCase 45GPH Case
Fuel Firinl! Rate 7gph (O.OO7kgs· l ) 9.98gph (O.Olkgs· l )
Waste Water Flowrate 30gph (O.03kgs· ') 45IIDh (O.05klZS· I )
Combustion Products Flowrate I172acfin 1672acfin
Combustion Products 1873K 1873K
Temperature
Additional Air Flowrate 70acfin@288K IOOacfinCal,288K
Inlet Flowrate 1242acfin I773acfin
Inlet Temperature 1430K 1430K
Inlet Velocitv 72ms" 102ms·1
Table 6-4 Incinerator Operating Conditions.
6.1.2 Spray Characteristics
Spray characterisation studies were performed on a version of the liquid waste
atomiser in order to provide information for input conditions to the CFD model. Liquid
flowrates were varied in the range 0-45gph and atomisation air pressure was varied in
the range IO-50psig. Initial commissioning studies were performed using water to
simulate the waste water stream. with subsequent tests performed using oily waste
water as incinerated within the vortex unit. A typical configuration with associated
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spray pattern is shown in Figure 6.2. It was expected that the droplet size distribution
derived from the analysis of the water and waste oily water spray would also be
representative 0 f the black water and sewage streams. (FCT 1996a)
Figure 6.2 Oily Water Characterisation, 50psig air, 45gph.
From the spray characterisation results (peT 1996a), a simplified particle distribution
was determined. From the numerical distribution in size, three size ranges were
described with as close to one third as possible of the partic les by number lying in each
category. Subsequently, a mass distribution was calculated (using the weighted average
size of each category of particle) for the two required flow rates of waste stream. The
resultant mass distribution (as given in Table 6-5) was used to calculate Particle Mass
Fractions for 8 or 56 particles entering the chamber with a velocity of Sms", at an
included spray angle of 80°.
!Size Ranee S2S.5-S7.2Su,m 49.4-1S.2u,m 13.1-3.65Jlm
Number Distribution 29.3% 30.8% 40%.4
Iweighted Average 86.2Jlffi 30.4ll ffi 9.lllffi
Size of Cateeory
Mass Distribution 95.5% 4.5% - 0%
Table 6-5 Part icle Mass Distribution.
In the eight particle case, the origin was at the co-ordinate origin ofthe chamber (the
centre of the back wall), whereas for the 56 particle case, the particles originated from
a circle of radius 5mm located at the centre ofthe back wall.
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6.2 Grid Construction
Two grids of slightly different design were constructed. The initially constructed Grid-
A was improved in order to create Grid-B which was a construction specifically
designed to reduce cell distortion in the region of the inlet. It was initially believed that
these distortions caused significant problems with convergence of the combustion
model (Stopford 1997).
6.2.1 Grid A Construction
Figure 6.3 indicates the structure of the computational grid referred to as Grid-A.
where two variations were used (m04.geo and m06.geo). Table 6-6 details the
distribution of cells within the computational domain for each case, consisting of
86,660 and 47,240 cells in total respectively. Each letter in the table refers to a
SubGridIBlock dimension where the number of cells can be independently set. All
other sub-divisions are set by these values or by the resolution of the constraints
employed in the construction of the grid, which is shown in Figure 6.4.
Figure 6.3 Grid-A Sub-division.
A number of simplifications were made in the construction of the computational grid
from the original design drawings (see attachment), specifically concerning the inlet
region and the base of the combustion chamber. In the case of the inlet. a number of
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complex features were simplified by replacing them with a quarter circumference
region of reduced radius in the region of Z=O.Om to Z=O.242m (see Figure 6.4a). In
addition. the curved base of the chamber was represented by a flat base. of distance
Z=O.964m from the inlet end of the combustion chamber.
Block Number of Cells Approximate Aoprox. Cell Dimension(mm)
Dimension m04.geo m06.geo Length(mm) m04.geo m06 .geo
a 20 12 459-152 23-8 38-13
b 5 3 38 8 12
c 15 8 113 6 14
d 5 3 44 9 15
e 15 15 242 16 16
f 20 15 570 29 38
g 10 10 152 / 15 15
h 10 10 153 15 15
1 10 10 402-208 40-21 40-21
J 20 10 - 130 7 13
k 12 12 459-152 23-8 38-13
Total Number of 86.600 47.240
Cells
Table 6-6 Grid-A Sub-division.
a) b)'-- - - - --'
Figure 6." Grid-A Structure in a)XY Planeand b) yz Plane.
6.2.2 Grid A Independence
The sensitivity of Grid-A was investigated through comparing results obtained for
m06.geo (RI) I and m04.geo (R2) where the number of cells varies by a factor of - 2.
I Run numbers RI. R2. etc. refer to run descriptions as used in FCT Report RM592 ( 1996)
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Axial and tangential velocity components were compared for both grid types across the
Y=O plane at a series of axial displacements along the chamber's length in the Z
direction. The results of this comparison as given in Figure 6.14 and Figure 6.15
below, show that the velocity profiles within the chamber are quite similar in both
cases. Slight differences of approximately lms' occur, but the results have led to the
conclusion that the velocities obtained using the RSM turbulence model in a non-
isothermal chamber are grid independent for the grid geometry m04.geo.
Of the above two cases, the coarser grid proved more difficult in producing well
converged velocities using the RSM, and was associated with higher Enthalpy
residuals. This is not unusual, as the RSM will generally require a fine grid. In order to
gain some further indication ofpotential grid sensitivity, the k-s turbulence model was
used to obtain a further two sets of results (R3 and R4) for the same two grids as
examined above. Comparisons for Axial, and Tangential Velocity are given in Figure
6.16 and Figure 6.17 respectively. As before, the velocity profiles are similar for both
grids, providing some indication of grid independence. Any significant variations in
velocity occur in the region of the inlet, where velocities are highest and residuals also
generally are higher.
The independence of these grids may also be examined through comparison with those
grids constructed for isothermal studies of Tate's work (see Section 5.1.2.2). Grid-A
(m04.geo) has a total of 64 cells in the tangential direction, which indicates that the
maximum tangential velocity may be only approximately 65% ofthat obtained with the
ideal number of cells in the tangential direction. In the radial direction however, the
number of cells compares well to that number previously shown to be required for full
grid independence and accurate positioning of the peak of maximum tangential
velocity.
6.2.3 Grid B Construction
In an attempt to reduce cell distortion near the inlet region associated with Grid-A, a
complex arrangement of blocks was included in Grid-B in this region. Also, the flat
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front end of the chamber was replaced with a geometrically accurate curved wall, as
can be seen in Figure 6.5. Table 6-7 below details sub-divisions employed in variations
of Grid-B. Details of the geometry file m37.geo (as used in R6) are not given as they
are similar to those of m39.geo apart from in the region of the inlet, where the
dimension 'e' is sub-divided into only 10 cells.
n
,....
,j
e f •.J.•
(b-e)I ~( D 1\I-- 8/ >-- \ IPdrr:r . \If7 0\\ 11!:11L..~
k II
Figure 6.5 Grid-B Sub-division.
Figure 6.6 Grid-B Structure.
108
6. Modelling of Waste Incinerator
Block Nwnber ofCells Approximate Approx. Cell Dimension(mm)
Dimension m24.geo m39.geo Length(mm) m24.geo m39.geo
a 15 10 459-152 30-10 46-15
b+c 12 8 38 13 5
d 4 2 44 I 1 22
e 15 15 242 16 16
f 20 15 570 29 38
g-I 10 10 128 13 13
h 10 6 153 15 26
1 15 10 402-208 27-14 40-21
j 15 10 ~130 9 13
k 12 10 459-152 23-8 46-15
I I 1 24 24 24
m 10 6 145 15 24
n 3 2 30 10 15
0 15 10 -200-70 13-5 20-7
Total Nwnber
,
93726 35,540
of Cells
Table 6-7 Grid-B Sub-division.
6.2.4 Grid B Independence
Table 6-7 above describes sub-divisions for three (m37.geo as for m39.geo with e=lO)
geometries of varying coarseness. Axial (Figure 6.18) and Tangential (Figure 6.19)
Velocity components are given as before on a series of Z planes through the chamber,
allowing comparison between velocity profiles obtained using m24.geo (RS), m37.geo
(R6) and m39.geo (R7). Examination of these graphs indicate some significant
differences in velocity profiles between those obtained for R5 (the most fine grid) and
those obtained for R6 and R7 where the coarse grid was used. There is minimal
variation between velocity profiles for R6 and R7 though there is an additional -5000
cells in the inlet region of m39.geo (R7). Though the m24.geo geometry is almost a
factor of three more fine than the other two grids, the velocity profiles obtained are
broadly comparable. It thus seems reasonable to assume that independence of the finer
grid is likely.
On comparison with grid independence studies on isothermal chambers (see Section
5.1.2.2), the number of cells in the tangential direction does not however indicate a
good tangential velocity profile. In fact, according to previous results (see Figure 5.4),
the magnitude of the peak of tangential velocity may in fact be only 60% of the
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expected value. Again. as in the case of Grid-A, the behaviour in the radial direction
however might be expected to be more comparable to a flowfield obtained with a grid
of much greater complexity. Computational limitations however preclude any
significant increase in the number of cells in the tangential direction and the grid
described above must suffice.
6.2.5 Grid A/Grid B Similarities
As previously mentioned, the physical geometry of Grid-A differs from that of Grid-B
in the region of the exit, where the end wall is either flat or curved. In subsequent
investigations, it was found to be extremely difficult to obtain spray drier model results
using Grid-B. If Grid-A is therefore to be used to obtain all such spray drier results, it
would be useful to know the effect on the flowfield of variations in the geometry of the
domain. Figure 6.20 and Figure 6.21 show that there are in fact no major differences in
flowfield predictions obtained from either grid, especially in the high Z regions where
the geometrical differences are located. In addition, the use of the flat-bottomed Grid-
A has minimal effects on pressure profiles within the chamber. Though geometry
changes have been shown to have little effect on the flowfield within the chamber, the
changes in the computational grid may have significant effects on the convergence
behaviour of the solution. This may be due to the distortion in cells required to model
the curved end wall or in fact due to the complex block structure in the region of the
inlet which attempted to resolve previous grid problems associated with this region of
the domain. It was initially suspected that high residuals associated with the inlet
region block construction in Grid-A were preventing convergence, and therefore Grid-
B was constructed to address these issues through a much more complex but smoother
grid structure. It was subsequently found however that convergence difficulties were
mostly consequential to the modified CCM and not in fact to grid irregularities
(Stopford 1997). For this reason Grid-B with its convergence difficulties was not used
inproduction of the final results. These results show however that there are no major
differences in flowfields produced through the use of either a grid of type A or B, and
that the use of a simpler geometry is not significantly detrimental to results quality.
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6.3 Turbulence Model Suitability
Previous work (see Chapter 5) has shown that CFD can produce flowfields which are
directly comparable to experimentally obtained results and as before, two options for
turbulence modelling are available for selection in this work. In terms of CPU
resources, the k-s would be less demanding than the RSM, though it exhibits well
documented weaknesses in the prediction of velocity flowfields in cases (such as this)
of highly swirling flow. In order to determine the flowfield dependence on turbulence
model for this design of vortex chamber, comparison studies were made using the
spray drier model (see Section 6.4) with both the k-e and RSM turbulence models.
6.3.1 Axial Velocity Profiles
Vector plots along the X=O axis of the flowfields produced through use of the k-e and
RSM turbulence models are compared with experimental results (Baluev and
Troyankin 1967) previously described in Chapter 2, where the pictorial representation
of the flowfield (Figure 6.7c)) has been scaled and flipped in order to more closely
reflect the Navy incinerator geometry. Notwithstanding the lack of an interior collar
which results in differences in flowfield close to the exit, the experimental chamber is
quite comparable to that modelled. In addition, axial velocity is plotted as a series of
shaded contours along the same plane. In both Figure 6.7a) and Figure 6.7b) the
effects of the inlet flow can be observed where it strikes the opposite wall and
separates into two flows travelling in opposite directions, shown as regions of
increased positive and negative axial velocity. It can be seen however that the RSM
model is more successful than the k-e model in replicating the regions of reverse flow
(coloured blue) which lie at a radius slightly greater than that of the exit and extend
towards the back wall of the chamber. These regions can be seen in the experimental
results (Baluev and Troyankin 1967), though they do not extend as far towards the exit
as in the CFD case - most likely due to exit effects, with the collar within the Navy
incinerator constraining the flow in the region of the exit. The k-e model does not
produce such well defined regions of reverse flow and the vectors show little such
recirculation motion.
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a) RSM Turbulence Model
b) k-E Turbulence Model
Figure 6.7 Flowfield Dependence on Turbulence Model .
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Axial velocity profiles for both the k-s (R4) and RSM (R2) cases are shown in Figure
6.22 , and the 'smoothing' of the profiles when the k-s model is employed may be
observed throughout the chamber (the reduced axial velocities are associated as in the
case of isothermal studies (see Chapter 5) with increased tangential velocity
components as seen in Figure 6.23. The regions of reverse/negative axial flow also
seen to be much more well defined in the RSM case along the chamber length.
6.3.1.1 Asymmetry of Axial Velocity Profiles
As described in Section 5.1.3.4 , the centre of rotation of the vortex may not lie exactly
along the central axis of the chamber. The position of the votex core will affect the
flow characteristics, and may be inferred from the nature of the axial velocity
distributions. A region of strong axial flow in the direction of the exit for instance will
be associated with the centre of rotation. Shaded contour plots of the axial velocity
along a series of planes perpendicular to the central axis are given below in Figure 6.8.
The central region of axial flow towards the exit (coloured green) is seen to be
displaced from the central axis of the chamber, and a clockwise precession is apparent
in close proximity to the inlet region where velocity asymmetries are at their greatest.
The displacement of the central region of axial velocity is damped througout the length
of the chamber, and is no longer apparent beyond the exit collar. These plots also serve
to illustrate the three dimensional form of the axial velocity profiles in general. A
region of positive axial flow towards the exit exits close to the central axis, surrounded
by a concetric region of reverse flow coloured blue. The aforementioned positive axial
flow along the walls may also be observed, coloured green and yellow.
Z=O.lm Z=O.2m
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Z=O.6m
Z=O.9m
"
7.2mJs I
5.2mJs
I 3.2mJs II 1.2mJs
I -O.8m1s
1-2.7mJSI
-4.7mJs Figure 6.8 Axial Velocity across a series ofplanes perpundicular to the Z Axis.
6.3.2 Temperature Profiles
Temperature profiles produced with both the k-s (R2)and RSM (R4) turbulence
models are shown in Figure 6.24 below. The flowfield produced utilising the k-e model
produces a more mixed temperature profile within the chamber, which is almost flat in
cross-section throughout most of the chamber length. Use of the RSM model however
results in a well defined temperature dip in the central region of the chamber. The
difference between these two temperature fields in the central region of the chamber
towards the exit (where one thermocouple measurement from a working incinerator
was available in order to provide an initial crude temperature validation) was up to
lOOK. A full examination of measured temperature distribution within the chamber
would be required to ascertain how flat the temperature profile actually is - any
significant temperature variation in the radial direction would further prejudice the use
of the k-e turbulence model.
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6.4 Spray Drier Model
As a fuel, sewage sludge must first undergo drying with evaporation of the high water
content. In fact, the 98% water content leads to the assumption that the process of
'incineration' can be approximated by considering only the evaporation of the water
component. Thus combustion of the 2% solid component is ignored and the problem
becomes one of a simple spray drier, with particles undergoing mass and heat transfer
as described in Sections 4.4.1.1 and 4.4.1.2. It is however possible to modify the
simple spray drier model in order to account for any heat release associated with the
combustion of the solid fraction of the sewage sludge. Assuming that changes to the
chemistry within the chamber are small due to combustion of the 2% solid material,
and that the combustion process will be dominated by mixing and transfer of heat, the
effect of any combustion will be to in effect reduce the Latent Heat of Vaporisation
(LHY) ofthe water component.
From the sewage sludge data (see Section 6.1.1.3), a number of characteristics of the
fuel may be determined as shown in Table 6-8, if it is assumed that the Higher Heating
Value of the Fuel is due to contributions from the total oxidation of the fixed carbon.
the vaporisation of the water content, with the remainder being the contribution from
the combustion of the volatiles. The LHY of the water in the spray drier model is taken
either to be 2.07MJkg-1 (assuming only the combustion of volatiles adds heat to the
incoming stream) or 1.98MJkg-1 (assuming complete combustion of the fixed carbon).
These two values may thus be used to provide an indication of the temperature
implications of the sewage combustion characteristics, though the variation of less than
5% indicates the small amount of heat that may actually only be released by the
combustion of the solid component ofthe waste stream.
Sew3ee ShJdee Ener2Y Characteristics (MJk2:-
')
Higher Heating Value of Fuel 0.2394
Latent Heat Required for Water in fuel 2.22
Energy from Combustion of Fixed Carbon 0.089
Energy from Volatiles 0.15
Heat of Fuel
-2.07
Table 6-8 Sewage Sludge Energy Characteristics.
115
6. Modelling of Waste Incinerator
6.4.1 30USGal/hr Waste Stream
The temperature profiles across both the X=O and Y=O planes are given below in
Figure 6.9, where the RSM model has been used with LHV=1.98MJkg-' (R2) for the
evaporating water (results for LHV=2.07MJkg- 1 (R9) are not shown as little difference
is apparent on the shaded contour plot).
~---------t------i x=o Plane
K
K
K
~~ -+-__-1 Y=O Plane
Figure 6.9 Temperature Profiles across x=o and Y=O planes (R2, 30gph Spray Drier Model) .
The inlet flow of high temperature combustion products is visible in the Y=O plane
temperature profile as a red oval towards the back wall of the chamber and offset to
one side. The stream of waste material is visible as a colder blue coloured region
originating from the centre of the back wall. The spiral nature of the waste stream flow
due to the highly swirling flow is apparent as discontinuities in the regions of lowest
temperatures consequential to the taking of planar temperature profiles. Detailed
temperature profiles across the chamber parallel to the x-axis are given below in Figure
6.25 for both values of LHV. Temperature plots for chamber temperature profiles
without the input of a waste stream are given to aid comparison. The temperature in
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the region of the exit would be given from the Z=0.8m graph, which indicates a
temperature of between 920-740K, dependent on where exactly the temperature is to
be measured. On comparison to an expected temperature at the exit of approximately
977K, these temperatures are lower by up to 20%. The temperature profiles for both
values of LHV are very similar in form, differing by less than 20K throughout the
chamber. The temperatures across the chamber for the lower 1.98MJKg-' LI-IV value
are consistently higher than those for the 2.07MJkg-1 case
6.4.2 45USGal/hr Waste Stream
The temperature profiles across both the X=O and Y=O planes are given below in
Figure 6.10, where the RSM model has been used with LHV=1.98MJkg-1 (R8) for the
evaporating water (results for LHV=2.07MJkg-1 (RIO) are not shown as little
difference is apparent on the shaded contour plot). Detailed temperature profiles across
the chamber parallel to the x-axis are also given below in Figure 6.26 for both values of
LHV.
1-------6 -r------------t-----j x=o Plane
K
K
K
~--=- ~~----------+---4 Y=O Plane
Figure 6./0 Temperature Profiles across x =o ad Y=Oplanes (R8. 45gph Spray Drier Model) .
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As before, the temperature in the region of the exit would be given from the Z=0.8m
graph, which in the 45gph case indicates a temperature of again between 920-740K,
dependent on where exactly the temperature is to be measured. Use of two differing
values for the LHY ofwater proved to have minimal effect on the temperature profiles
within the chamber. In the case of the 45gph waste stream flow, variations were
inconsistent with the reduced LHY value resulting in both slightly raised and slightly
lowered temperature profiles at various chamber positions. It is perhaps the case that
the small change in the LHY is near the 'detectable limit' of the well converged CFD
model. If this is the case and if the assumptions applied in determining the LHYs are
justified, then it serves to perhaps illustrate the minor effect of the combustion of the
2% organic material, and the difficulty of observing its impact on the temperature field
within the chamber.
6.4.3 Variation of the Inlet Flow
The results for 30USGaVhr waste stream inlet rate produced temperatures in the
region of the exit collar (-Z=O.8m) of between 740K and 920K. As these values were
lower than the measured thermocouple temperature in this approximate region
(-977K), the inlet conditions were altered to remove the additional cooling air added
to the tangential combustion products inlet. Removal of cooling flow and adjustment
of inlet parameters would serve to give an indication of the sensitivity of temperature
predictions to cooling air effect. With the cooling flow removed, the inlet tangential
velocity decreased from 71.8ms-1 to 67.9ms-1 and the temperature increased from
1430K to 1873K. The resultant temperature predictions are given in Figure 6.27 and
show that whilst removal of cooling air components increases the average temperature
within the chamber, the temperature within the central stream remains low as in
previous runs.
6.5 Sewage Sludge Combustion Model
In the standard CFX Coal Combustion Model (CCM), either a single or double
reaction model may be specified according to how the volatile yield relates to
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temperature and heating rate. Arrhenius type rate constants for the reaction determine
the rate of conversion of the raw coal, which may take place in a few milliseconds or
several minutes depending on coal size and type. The residual mass, enriched in carbon
and depleted in oxygen and hydrogen and still containing some nitrogen, sulphur and
most of the mineral matter forms the char. In the specific case of sewage sludge, the
amount of volatiles (volatile plus moisture) will be over 99% of the mass of the sludge
particle, with the remaining char possessing approximately 20% the amount of fixed
carbon of a typical bituminous coal. With such a high percentage volatile matter
(water), it no longer seems reasonable to assume that as in the standard CCM,
devolatilisation takes place at a constant radius. Thus the standard CCM has been
modified to allow a decrease in particle radius as devolatilisation occurs. Instead of an
Arrhenius type rate of devolatilisation, the rate is now set to be proportional to the
diameter of the particle as in the CFX Spray Drier Model. The modified FORTRAN
subroutines are given in Appendix 2. Two sets of modifications to the FORTRAN
subroutines are given, of which the first modifications (Appendix 2.1) were used to
create the first combustion model, where the effects of the high water content resulted
in a negative heat of fuel. The second set of FORTRAN subroutines (Appendix 2.2)
separated the enthalpy contributions to the gas field.
An oxidation rate constant was required to be set dependent on the characteristics of
the particular fuel being used, which for coal may vary by up to a factor of three
dependent on rank. This results in considerable uncertainty in determination of burn-
out time. If it is to be assumed that sewage sludge will behave in a similar fashion to
coal, a value for this oxidation rate constant must be assumed. Such an assumption
however, will be associated with significant uncertainty in burn-out information
provided.(Stopford 1997).
The most important process in the treatment of the sewage sludge fuel is the
evaporation of the water content, which accounts for over 98% of the mass of each
individual spray particle. The characteristics of the CFX Spray Drier model were
therefore employed in the modified CCM to treat the devolatilisation stage. However,
it is the remaining fraction of the fuel that requires consideration - which the spray
119
6. Modelling of Waste Incinerator
drier model cannot provide. The success or failure of the spray drier model as a
predictive tool for interior chamber conditions will depend on whether or not the
remaining 2% of the fuel is significant as a source of energy, and whether any
information that may have been provided by the coal combustion model concerning the
nature ofthe product flow may be neglected.
6.5.1 Convergence Characteristics ofthe Modified CCM
From the spray characterisation results and using the sewage sludge data as given in
Table 6-3, the command file input to the refined CCM was constructed. A typical CFX
command file is given in Appendix 1. Due to severe numerical problems however, it
was not possible to obtain a well converged solution using the initial modified
FORTRAN subroutines as given in Appendix 2.1. A large number of various
convergence strategies were attempted, following a close consultation process with the
CFX code developers (Stopford 1997) without success. Despite making substantial
modifications to the grid in an attempt to eliminate potential sources of numerical
diffusion, and simplifying the solution process as much as possible, the modelled
temperature within the chamber remained unrealistically high due to insufficiently
reduced Enthalpy residuals. The sewage sludge combustion model was subsequently
refined more fundamentally in order that any numerical instability problems associated
with the use ofa negative heat of fuel might be avoided. This model (see Appendix 2.2
for FORTRAN modifications) was able to produce a well converged set of results, and
temperature predictions could thus be obtained for both the 30gph (R13) and 45gph
(RI4) cases. Use of the RSM turbulence model introduced significant convergence
difficulties, and thus only the k-e was employed. This model however would as before
be associated with particularly flat temperature profiles across the width of the
chamber as observed in Figure 6.24.
6.5.2 30USGaVhr Waste Stream
Temperature profiles for the 30gph waste stream are given in Figure 6.11, which
represents profiles across the vertical and horizontal central planes of the chamber (Le.
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X=O and Y=O). These profiles are seen to be more uniform across the width of the
chamber than the planar temperature profiles given in Figure 6.9, where the spray drier
model was used in association with a RSM turbulence model.
Figure 6.11 Temperature across X=Oand Y=OPlanes fo r CCM (R13. 30gph. k-c).
1200 K
1040 K
880 K
720 K
560 K
400 K
Figure 6.12 Temperature across x=oPlane for Spray Drier (R4. 30gph. k-e).
When compared with the spray drier model employing the k-s turbulence model, the
temperature profiles across for example the X=O plane (see Figure 6.12) are observed
to be much more comparable in the region of the chamber towards the exit. The spray
drier model however is up to 200K cooler than the modified CCM in the region close
121
6. Modelling of Waste Incinerator
to the waste stream spray cone, as can be observed in Figure 6.28 which shows
temperature profiles along the x-axis at varying distances from the back wall of the
chamber. On consideration of enthalpy balances within the system, it was found that
for the spray drier model there was a discrepancy of approximately 5% between
enthalpy entering (HIN) and leaving (RoUT) the system. However for the CCM, a
difference of 15% existed between HIN and RoUT with a positive imbalance within the
chamber. Though the CCM model was tested for stability with no further convergence
observed after running for several thousand more iterations, it may not have in fact
reached an entirely satisfactory level of convergence. As higher residuals were
associated strongly with the regions of the chamber close to the inlet and the waste
stream spray these would be associated with higher than expected temperatures. Such
numerical instabilities might explain the higher temperatures produced by the CCM in
the :first quarter of the chamber. Towards the exit of the chamber, it can be observed
that the temperature profiles are quite similar, with differences in temperature of only a
few tens of degrees in magnitude. Such results serve to justify the use of the more
straightforward spray drier model as a very good approximation to temperature
profiles obtained using the much more computationally expensive and numerically
unstable CCM. The temperature in the region of the exit would be given from the
Z=O.8m graph which indicates a temperature of between 950K-830K dependent on
where exactly the temperature is to be measured.
6.5.3 45USGalIhr Waste Stream
As in the 30gph case, shaded contour plots of temperature are given across the vertical
(X=O) and horizontal (Y=O) planes of the chamber in Figure 6.13, and detailed
temperature profiles at a series of displacements in the Z direction from the back wall
of the chamber are given in Figure 6.29. Results are similar to those for the 30gph
case, with temperatures in the region of the exit very close to those obtained using the
simplified spray drier model. As before, significant differences in temperature profiles
exist only in the region of the inlet and towards the base of the waste stream spray
cone.
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Figure 6.13 Temperature Profiles across x =oand Y=O Planes fo r CCM (RI -I. 45gph. k-e).
6.6 E perimental Va lidat ion
As described in the introduction to Chapter 6, these CFD studies were to be validated
through construction of a test unit. This unit was to be constructed as part of a
commercial contract of which the CFD modelling was only a part. To date this unit ha
not been constructed and thus no detailed validation has been possible. The validation
information available was a single thermocouple reading located in the exit region of
the unit as described previously, which indicated a temperature within an operating unit
of 977K. This corresponds reasonably well to temperatures obtained computationally
for both the pray Drier and CCM cases. In conclusion, results obtained with the
modified Coal Combustion Model compared very favourab ly with those obtained using
the pray Drier Model. Though thi adds weight to both sets of predictions, a full set
of temperature measurements within the combustion chamber is required before any
conclusive validation may take place.
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6.7 Discussion
This chapter described the development of a CFD model of a vortex unit used for the
incineration of various waste materials. This work was carried out as part of a
commercial contract to produce a CFD model applicable as a design and development
tool in future work on incinerator unit modification.
Grid independence was investigated by exammmg whether significant differences
existed between flowfield predictions obtained from both a relatively coarse grid and a
grid or grids where the number of cells had been greatly increased. If the velocity
profiles obtained were reasonably comparable, then grid independence was assumed. A
more systematic approach was not possible due to time limitations consequential to the
commercial requirements, but as this method indicated that there were not significant
changes in flowfield predictions between grids differing in numbers of cells by a factor
of up to three it was held that an assumption of grid independence was a reasonable
one. Ideally however, a more systematic approach as employed in CFD model
development work as described in Chapters 5 and 7 would be employed. Such work as
described in Chapter 5 provides an indication of the level of grid complexity required
before full independence could be assumed and under this criterion, the grids employed
in modelling of the waste incinerator would seem to require further modification.
Significant physical differences exist however between those units modelled
isothermally in Chapter 5 and the waste incinerator described in Section 6.1, and thus
information obtained from grid independence studies of small, 'shallow' isothermal
chambers must serve only as a general guideline towards assessing the suitability of the
waste incinerator grid.
Simplifications in grid construction were required due to the complex physical
geometry of the incinerator unit. The geometry was refined in the region of the inlet
and in the region of the exit wall. It was observed that modifications in the region of
the exit, namely the simplification of the conical exit wall to a flat wall did not
significantly affect the velocity or pressure profiles. Potential effects of simplifications
in the inlet region on flowfield predictions however could not be fully investigated as it
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was not possible to explicitly model the complex geometry. The computational grid
employed however, was assumed to be sufficiently representative of the physical
geometry.
Flowfield predictions obtained for the waste incinerator serve to clearly illustrate the
effectiveness of the DSM turbulence model in reproducing the complex flow structures
within the chamber. As shown in Section 6.3.1.1, the anular form of the axial velocity
component was apparent only when the more sophisticated DSM turbulence model
was used. Concentric rings ofreverse flow away from the exit were clearly observed in
Figure 6.8 and appeared in section along the length of the chamber as a blue coloured
strip in the shaded contour plot of Figure 6.7a. These results confirmed experimental
observations made by Baluev and Troyankin (1967) and described in Figure 2.1. The
k-s turbulence model however did not produce clear concentric regions of alternate
forward and reverse axial flow. As these complex flow patterns were observed in the
waste incinerator model and not in the isothermal modeling studies as described in
Chapter 2, it was concluded that the adverse aspect ratio of for instance Model 37 (see
Figure 5.1) precluded the formation of significant axially symmetric flow patterns.
Their appearance in the waste incinerator model where LID>1.5 however indicates the
ability of CFD to replicate such features in considerable detail.
The CFD model of the waste incinerator was required to produce temperature profiles
within the chamber in order to monitor wall temepratures and to ensure that waste
material resided for the required time at the required temperature. To this end, a
combustion model was to be developed. The nature of the waste material however led
to the approximation of the combustion process as a modified drying process, where
the latent heat ofvaporisation of the water content was reduced in order to account for
any energy release through combustion of the waste material solid component. A
standard CFX model could therefore be used, thus saving model development time and
perhaps more importantly computational time. The modified spray drier model was
found to be numerically stable, and to require considerably fewer computational
resources than a full combiustion model. However, a full combustion model was in
addition required as part of the commercial contract, and this was developed in a
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consultation process with the CFX code developers, AEA Technology. The model was
based upon the standard CFX coal combustion model, with the modification that the
refined 'coal' was ofa reduced calorific value (representing the dry sewage sludge) with
an extremely high moisture content. The energy released from combustion of the
volatile component would therefore be negative, representing the evaporation of the
high water fraction. Severe convergence difficulties were experienced however on
attempting to run this model, and in fact no converged solution could be obtained.
These difficulties were intially suspected to be associated with the grid construction,
and a number of intricate modifications were made to the grid in an attempt to reduce
residuals associated with regions of the grid possessing, particularly distorted cells.
However the source of divergence was ultimately traced to the use of a negative heat
of fuel as part of the standard CFX coal combustion model. The problem was resolved
through complete separation of the 'volatile' component from the modified coal
combustion model, with the energy loss due to evaporation of the water component
being added to the continuous phase as a distinct process. Temperature predictions
could now be obtained utilising both the combustion model and the modified spray
drier model. It was observed that the temperature profiles obtained from these models
differed significantly only in the immediate vincinity of the fuel spray and in the region
of the exit they differed by only a few tens of degrees. Unfortunately no experimental
validation was possible, and thus the reliability of both models could not be examined.
However the temperature predictions for both models were very similar which, whilst
not providing validation of the tempature fields does lend some weight to both
computational models. The solitary experimental thermocouple measurement available
(located in the exit region of a working chamber) did in addition compare reasonably
favourably with CFD predictions, differing by between 50K and 220K. If this exit
region thermocouple was bare and unshielded, it would not give a 'local' true gas
temperature due to radiation effects, and it might therefore be expected that the true
temperature would be lower. This would lead to closer agreement between theory and
experimental measurement.
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7. Modelling of Thermal Oxidi er
As no experimental validation was obtained for the CFD modelling of the ewage
Sludge Incinerator, a CFD model was developed for an operational vortex combustor
where measurement of the internal chamber characteristics cou ld be obtained with
relative ease. A Thermal Oxidiser designed by FCT Int. Ltd. and utilised by SA F
Printing ysterns Ltd. for the incineration of liquid and gaseous waste was investigated
in the course of this tudy.
7.1 B F Thermal Oxidi er
The Thermal Oxidiser is used by BA F Printing ysterns Ltd. at it's Resin Plant located
at linfold, England. It is operated continuously for the incinerat ion of liquid waste
distillate and gaseous vent gas drawn off the process plant, with a support fuel of gas
oil. The support fuel and distillate are injected axially into the chamber and the vent gas
is introduced tangentially into the chamber through one of the two tangential swirl
inducing inlets (see Figure 7.1), located on the far side of the chamber and not visible
in the diagram below.
Exit
Flue
Figure 7./ BASF Thermal Oxidiser.
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The vortex chamber itself is of a more complex form than those previously described.
Instead of simple tangential inlets entering the chamber directly, an inner can is located
within the main chamber body. The tangential inlets enter the outer can, and air flows
around the inner can before entering it via two slots running the entirety of its length.
The air flow between the inner and outer cans serves to cool the walls of the inner can
thus allowing the use of materials of a lower heat tolerance and rendering the use of a
refractory lining within the chamber itself unnecessary. The integrity of the inner can is
highly dependent on the aerodynamics of the swirl inducing flow. Inner can inlet Slot B
which faces the vent gas inlet, is not shown in the diagram above but lies at the base of
the inner can. The inner can may be seen in Figure 7.1 as the region of more solid
green colouring, lying within the visible outer can.
CFD was used to examine the operating conditions of the thermal oxidiser, under
isothermal and combusting conditions. Isothermal studies examined the mixing of the
vent gas with the combustion air within the chamber and the uniformity of the air flow
emerging from slots A and B. Combustion models provided temperature profiles that
were to be validated through experimental measurements obtained on the operating
unit.
7. 1.1 Thermal Oxidiser Operating Conditions
Current operational data was obtained (BASF 1997), including details of the support
fuel. and flowrate and composition of both the distillate and vent gas. Results from
spray characterisation studies on the atomisers allowed the particle size distributions to
be obtained in order that accurate fuel droplet sizes could be input to the CFX
Combustion Model.
7.1.1.1 Support Fuel Characteristics
Gas Oil Type 'a' (Mobil Heat) was used as a support fuel at a flow rate varying
between 5 and 35lh,I dependent on the distillate loading requirements. Other physical
properties of the gas oil required by the model included density (830kgm,3) and gross
calorific value (45.5MJkg,I).
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7.1.1.2 Distillate Characteristics
Distillate was sprayed into the chamber at a tlowrate of between 15 and 50kg h- I , with
other characteristics as given in Table 7-1 below. Depending on the distillate
composition, the average distillate calorific value varied between 16 and 19MJkg-I.
Distillate ComOOSitiOD
Water 30-40%
Methanol 30-50%
Xylene and C9 Hydrocarbons 3-6%
Creosols and Xylenols 18-24%
Ethylene Glycol 2.5%
Other Organics <3%
Table 7-1 Thermal Oxidiser Distillate Composition.
7.1.1.3 Vent Gas Characteristics
Vent Gas entered the chamber via the smaller 4" diameter tangential inlet at a
volumetric tlowrate of 245m3 h-I (corresponding to a velocity at the inlet of the CFD
model of8.4ms-1) , with other characteristics as given below in Table 7-2.
Vent Gas ComoositioD
Nitrogen 75-80%
Oxygen 18-20%
Methanol 2000-4000 mgm"
Naphtha 400-1000 mgm"
Xylene 400-1500 mgm"
Water
-9%w/w
Table 7-2 Thermal Oxidiser rent Gas Composition.
7.1.1.4 Combustion Air Characteristics
Combustion air entered the chamber via the larger 6" diameter tangential inlet at a
mass tlowrate of approximately 900kg h-I, corresponding to a velocity at the inlet of
the CFD model of 11.2ms-'.
7.1.1.5 Atomiser Characteristics
For the CM Atomiser used tor the gas oil support fuel. FCT had produced a drop size
distribution- Using these results. the droplets were binned into three groups by number
145
7. Modelling ofThennal Oxidiser
in order that a relatively simple size distribution could be input to the oil combustion
model. The resultant weighted average sizes obtained were 75, 43 and 21101111. with
each group then having a mass flow associated with it. The velocity of the droplets
leaving the atomiser tip was taken to be 30ms-l , according to spray characterisation
information supplied by FCT. (FCT 1998)
The geometrical distribution of the droplets in space was of three cones of
approximately 15° width. aligned at 40° to the central axis and equally spaced from
each other at 1200 separation. Initially these were assumed to originate from one point
at the base of the inner can. However on running the model, rapid divergence occurred
when the particles were introduced to the chamber. This may have been to due to high
enthalpy loading near to the origin of the spray, associated with all the support fuel
originating within one cell. In an attempt to remedy this, the spray cones were
separated from each other by approximately 5rnm (a closer representation of the
atomiser tip itself) and the droplets within the cone were further distributed in direction
according to their size. Nevertheless, divergence problems prevented the procurement
of a CFD solution when the oil droplets were introduced to the flowfield. As it was not
practicable to further refine the grid in the region of the nozzle due to limited CPU
resources. it was decided to simplify the geometrical modelling of the emerging spray.
Though not exactly reflecting the physical spray, a hollow cone type spray was
modelled similar to that employed in previous modelling studies of the sewage sludge
incinerator as described in Chapter 6. Thus 56 particles were modelled entering the
chamber from a circle of diameter 5mm located at the inner can base. spreading at
speeds of30ms-1 to form a spray of 80° included angle.
7.1.1.6 CFD/Thermal Oxidiser Fuel Variations
CFX Version 4.1 was used for the course of this work with the resultant limitation that
only one fuel could be modelled at anyone time. Thus, it was not possible to consider
the combustion of the vent gas flow simultaneously with the support fuel or distillate.
However. as the vent gas consisted of mostly air, it was modelled as such with no
volatile components included. which is not an unreasonable assumption. In addition. it
was not possible to completely model the co-combustion of the support fuel and the
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distillate, which were injected into the chamber via two separate atomisers located at
approximately 20mm above and below the centre of the back wall of the inner can.
Instead, the modelled atomiser was positioned exactly at the centre of the back wall
and introduced only oil support fuel into the chamber at a rate of 35lh-l . During
experimental investigation of the chamber, two modes of operation were employed as
set out below in Table 7-3. reflecting the variation in distillate and support fuel
proportions possible during thermal oxidiser operation.
Mode A ModeD
Oil Flowrate 121h- t 261h- 1
Distillate Flowrate 50kgh-J 20kgh·1
Distillate Calorific Value Equivalent Oil F10wrate Required
16 33.2 34.8
19 37.2 36.4
17.5 (Average) 35.21h-1 35.61h'l
Table 7-3 Oil Flowrate Equivalencies for operation under Modes A and B.
The assumption that only oil is consumed within the chamber at a flowrate of 35lh-
'
can be seen to be a close approximation to the heat loading from the co-combustion of
distillate and support fuel in tandem for both modes ofoperation. Therefore though the
mass fractions of oxidant. combustion products and fuel may vary within the inner
chamber. the temperature profiles will be quite similar if one assumes comparable heat
release rates. The positioning of the atomiser tip within the inner can will most likely
not have a significant effect on the temperature profiles of the CFD model when
compared to effects due to the simplified shape of the oil spray, and thus any possible
effect due to a single tip being modelled only have been ignored.
7. 1.1.7 CFD/Thermal Oxidiser Geometry Variations
Physical structures which are present in the Thermal Oxidiser but which have been
ignored in the CFD model because of the extreme added model complexity (for little
added model value) include support structures in the inner can slots, tubes extending
across the boundary between the inner and outer cans associated with gas pilot.
atomisers etc .. and more significantly a swirl plate located at the base plate of the inner
can. This was not incorporated and air was able to move freely between the inner can
and the outer voidage via a circular aperture of similar diameter to the swirl plate.
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7.2 Inn er Ca n
The geometry of the Thermal Oxidiser was complex, and a number of preliminary
geometries were created in order to address some grid independence issues and
investigate grid construction possibilities.
7.2.1 Inner Can Grid
The inner can only was initially modelled, with two tangentia l full length inlets as
shown in Figure 7.2. Grid independence was investigated and it was found that a grid
structured according to Table 7.4 below was required in order to approach
independence. The design of the inner can required a grid of considerable comple ity,
and the use of a multi-block approach in association with full face constraints where
possible, resulted in a large number of blocks arranged in an intrica te fashion. The
resultant grid suffered from a lack of synunetry (as een in Figure 7.3 below). with the
result that is was not always possible to exert detailed control over grid fineness.
Increases in grid fineness in, for example, the tangential direc tion wo uld generally lead
to an associated increase in the radial direction and vice-versa.
Exi t
Flue
.to. . "
Inner an lot B
./ t
.. h
Figure 7.2 Grid Subdivi ion/or Thermal Oxidiser (Inner Can Only).
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Block umber of Length (mm) Approximate Cell
Dimension Cells Dimension (mm)
a 15 774 52
b 10 146 15
c 18 109-40 6-2
d 7 48 7
e 22 21 8-80 10-4
f 18 206 II
g 18 206 II
h 18 109-40 6-2
Total Number 87,960
of Cells
Table i--I Grid Subdivision/or Inner Can Grid.
Figure i .3 Typical Computational Grid / or Inner Can..
Such an increase in the number of cells in the radial directio n would lead to extreme
fineness of the grid towards the inlets. with cells of overly large aspect ratios.
However, previous results from validated isothermal CFD models (see Chapter 5)
indicate that a large number ofcells are required in the radial direction if the location of
the tangential velocity maximum is to be accurately predicted. As in this example, the
design of the grid involved compromise between limiting the number of cells used (in
order to minimise CP resources required) and obtaining as close to an independent
grid as possible. The number of cells in the radial direction was reduced in order to
limit the total number of cells in the grid. though this in turn led to an increase in the
error in the location of the maximum of tangential velocity to approximately 15%.
Thus. the location of the maximum of tangential velocity in the CFD Thermal Oxidiser
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model would be expected to be located at a radial position which is approximately
85% ofwhat might be expected in reality.
7.2.2 Inner Can Flowfield
A number of CFD simulations were carried out for a number of different inlet
velocities and utilising different turbulence models (k-s and Differential Stress Model.
DSM). The fIowfield produced can subsequently be compared with those obtained for
the validated vortex chamber model as described in Chapter 5.
7.2.2. I Tangential Velocity Profile
Velocity profiles obtained utilising both k-s and DSM turbulence models are given
below in Figure 7.4 for inlet velocities of Sms" through both inner can slots. The
velocities are taken parallel to the x-axis at an axial distance of O.5m from the base of
the chamber (approximately the midpoint of the inner can). The radial position of the
exit flue is marked by a vertical line.
r--- -,
I-- k-e I I. ,~~ ~ I
0.25 0.30
__ J
0.200.10 0.15
Radius [m]
-------
0.05
0.6 :-
0.0 1
0.00
2.2 -
2.0 -
1.8 :-
1.6 -:-
~ 1.4 :-
'8 :
Qi 1.2 -
> .
aI 1.0 ;-
~ :
I rn 0.8 T
Figure 7..1 Inner Can Tangential Velocity Profile.
The location of the maximum tangential velocity according to the approximations
described in the previous section should lie approximately O.02m radially outwards
from the maximum of the 0 M tangential velocity profile. This places it almost exactly
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coincident with the location of the exit radius as would be expected from Tate's and
others investigations. If the magnitude of maximum tangential velocity component can
be related to the number of cells in the tangential direction as described in Figure 5.9,
then with over 150 cells in the tangential direction in the inner can grid, the maximum
of tangential velocity shown in Figure 7.4 lies within approximately 10% of the true
value.
7.2.2.2 Effect of Axial Position on Flow Profiles
The variation of the tangential velocity component with axial position in the chamber is
shown in Figure 7.5 below.
2.5 T
--0.1m
0
. 0
e ,-o- o.3m
2.0 - e
--0.5m~ 0 Q I· -<> . 0.7m1
"1 >0- 1I'g 1.5 - c
I Qj
> 1
I ~ 1
l'3 1.0 -
en
I
0.5 -
0.0
0.0 0.1 0.1 0.2 0.2 0.3 0.31
Radius 1m]
---
Figu re 7.5 Effect a/Axial Position on Tangential Velocity Profi le.
The tangential velocity was obtained using a DSM turbulence model and is plotted at
0.2m intervals from the base of the inner can towards the exit flue. The vortex
develops in the direction of the exit flue with the maximum tangential velocity toward s
the exit being 50% higher than that at the inner can base. The general form of the
tangential velocity profile is as described previously by Tate ( 1982) with the location of
th~ maximum migrating gradually towards the centre of the chamber as axial
displacement from the base is increased.
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7.2.2.3 Axial Velocity Profile
As shown previously in Chapter 5, the use of turbulence model affects the form of the
axial velocity profile in addition to that of the tangential velocity. Therefore the axial
velocity profiles obtained for both turbulence models are given below, at a series of
distances from the base of the inner can. The DSM profile is quite simple in form, with
only a single major peak of velocity in the direction of the exit located towards the
centre of the inner can. This peak increases in magnitude towards the exit flue, which
holds with previous results (see Figure 5.11). 0 significant regions of reverse flow
can be observed, apart from a region of weak reverse flow located towards the
periphery of the inner can close to the can back wall. No reverse flow in the region of
the exit is 0 bserved.
3.5 T
J
, 0
3.0 7
1
2.5 r
1
o
o
1-: 0.1ml
1
-<>- 0.3mj
--0.5m
0 - 0.7m l
1 >- 2.0 :
·13 0
1..2
·Ql •I ~ 1.5 r
1 .9.! •10
0 1.0 :-en
0.5 ~
0.30:0.250.200.150.100.05
O.O ~. =====~~~~~~~~~~~....Q---i
0.00
-0.5 -
Radius [m]
Figure 7.6 Axial Velocity Profi le (DSM Model).
The axial velocity profiles as obtained using the k-e turbulence model are shown in
Figure 7.7 below. The velocities are generally of smaller magnitude than those
obtained with the DSM modeL and in addition the profiles are of a more complex
nature. The small peak in axial velocity located at 0.1m from the chamber base at a
radial position of 0.16m is analogous to that seen previously in Figure 5.12 and
appears to indicate the existence of a similar recirculation region at the base of the
chamber as that seen in Figure 5.15b. The small peak in axial velocity in the positive
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direction at O.7m axial and O.27m radial position indicates the presence of the opposite
reverse flow region towards the top of the chamber again observed in Figure 5.15b.
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Figure 7.7 Axial Velocity Profi le (k-e Model).
7.3 Outer Can
~ • • 0 • • • 0
~t·. o· · •. o • • • oO ' · 'o .~ ;
0.20 0.25 ' 0.30
I
In order to model fully the Thermal Oxidiser, it was necessary to explicitly model the
surrounding outer can. This allowed the cooling effects of the swirling air to be
included and also the uniformity of airflow into the inner can to be investigated.
7.3.1 Outer Can Grid
Constructing the outer can involved 'wrapping' the inner can with a cylinder of radius
370mm and length 922mm and projecting the combustion air and vent gas inlets onto
the outside of the outer can. For isothermal models. the inner can walls were treated as
thin surfaces whereas for heat transfer models. they were explicitly gridded in order
th~t effects of the outer can circulating cooling air could be investigated on the 3mm
thick Inconel wall. The grid shown below is subdivided according to the Figure 7.9 and
Table 7-5.
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Figure 7.8 Computational Grid/or BASF Thermal Oxidlser (Outer can included).
•I .
IrExitFlue
Iq
Pt=
In
'\ Inner CanWall
1m 8
I,
bI=
10
Figure 7.9 Grid Subdivision/or BASF Thermal Oxidiser (Outer can included).
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Grid Length Number of Cells Cell LenlEth (mm)
Subdivision (mm) m68.geo m78.geo m68.geo m78.geo
a -200-90 8 8 25-11 25-11
b 3 3 2 I 1.5
c -390-45 12 12 33-4 33-4
d -390-45 12 12 33-4 33-4
e 43 3 3 14 14
f 21 2 2 10 10
2 -170-29 8 10 21-4 17-3
h -170-29 8 to 21-4 17-3
i 30-3 3 3 to-t 10-1
i 30-3 3 3 to-I 10-1
k 57 5 5 11 11
I 215 10 6 22 36
m 300 12 12 25 25
n 253 10 6 25 42
0 123 6 4 21 31
p 3 3 2 I 1.5
Q 46 6 3 8 15
r 100 6 4 17 25
s(comb) -315 15 15 21 21
t(vent) -265 15 15 18 18
Total Number of Cells 128,840 99,210
Table 7-5 Grid Subdivision/or BASF Thermal Oxidiser (Outer can included).
7.3.2 Outer Can Flowfield
An isothermal model of the Thermal Oxidiser unit was developed, with inlet velocities
of 11.2 and 8Arns" for the combustion air and vent gas respectively.
7.3.2.1 Slot Velocity Profile
The flowfield obtained using CFD exhibited velocity profiles at the inner can slots as
shown in Figure 7.10 below, where the combustion air inlet is described as 'Comb', and
the vent gas inlet as 'Vent'. It can be seen that choice of turbulence model at this stage
has little effect on the flowfield produced, and that the average velocity across both
slots is approximately Sms". The peaks of slot velocity are closely related to the axial
location (0.368m) of the two inlet pipes, though they are located approximately 40mrn
downstream. The non-uniformity of the slot profiles however decays very rapidly once
the flow enters the inner can itself: and no influence on tangential velocity profiles can
be observed (see Figure 7.11 and Figure 7.12).
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7.3.2.2 Tangential Velocity Profile
The velocity profiles within the inner can produced by the above slot velocities are
shown below, where Figure 7.11 tangential velocity profiles have been obtained
utilising the DSM turbulence model and those in Figure 7.12 using the k-s turbulence
model. The axial positions are given in intervals of 100mm from the base of the inner
can. The profiles follow the previously described trend of the vortex intensilYing in the
direction of the exit flue, behaving as if the driving flow was increasing down through
the length of the inner can. In addition. a peak in tangential velocity occurs at the outer
radial extremity of each profile. reflecting the influence of the nearby combustion air
inlet. The vent gas inlet has a much less significant effect on the inner can velocity
profile and such a peak is not apparent on the corresponding flow profile (i.e. that
profile in the opposite radial direction).
Variation of turbulence model used has a much less significant effect in altering the
flow profiles within the chamber as compared to the initial inner can only simulations.
The velocities obtained by the k-s model however are approximately 20% greater in
magnitude than those obtained with the DSM model.
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7.3.2.3 Chamber Flowfield
The flowfield produced across the chamber width is shown in Figure 7.13, where
vectors across the chamber width are plotted in addition to shaded contours indicating
speed (where a red colouring indicates maximum speed, and blue indicates minimum).
The plane shown lies at the centre of the inlet pipes, at a displacement 0 f O.516m from
the base of the outer can.
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Figure 7. 13 Flowfield at Axial Midpoint ofThermal Oxidiser.
Figure 7. 14 Enlarged Flowfield at Axial Midpoint ofChamber .
The peak observed in the tangential velocity profiles towards the outer radial extent of
the inner can, is apparent in Figure 7.13 as a region of higher speed (co loured a lighter
green) following the course of the right hand inner can wall. An interesting feature may
also be observed in the upper left of Figure 7.13, consisting of a region of significantly
reduced flow (coloured light to darker blue). This area is enlarged in Figure 7.14
above. The low velocity region is due to the high velocity inlet stream originating from
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the combustion air inlet acting as a barrier to and interfering with the clockwise
circulating flow, which has to split into two flows and pass either side of the inlet flow.
As the inner can walls are cooled by the circulating flow, a low velocity region such as
that described may lead to a local increase in wall temperature. However wall
temperature profiles obtained when a full combustion model was employed showed
that the localised increase was less than 20°C, much less than the temperature gradients
along the axial length of the chamber under normal operating conditions. Another
interesting feature of the above figure is that the inlet flows do not pass immediately
into the inner can via their respective nearest slots, but in fact a substantial component
of flow completes a half revolution of the outer can before entering via the opposite
slot. This result confirms previous investigations carried out on similar geometries by
FCT. This can be seen quite clearly in Figure 7.18e, where the vent gas flow has been
traced separately from the combustion airflow. The red coloured vent gas flow and the
purple coloured combustion air flow can both be seen to make a half revolution around
the outer can before entering the chamber.
7.4 Variation of Thermal Oxidiser Operating Conditions
The amount of vent gas produced by the BASF plant may significantly vary throughout
the operational period of the thermal oxidiser. Therefore a series of runs were
completed with varying flowrates of vent gas entering the chamber, in order to assess
the implications tor the structure of the inner can flowfield.
7.4.1 Variation of Vent Gas Flowrate
A number of CFD models were produced. with inlet conditions as described below in
Table 7-6. For all these simulations. the combustion air flowrate was kept constant at
11.2ms·' (equivalent to 900kgh,I). The model descriptor 'Normal' describes the inlet
conditions simulated relating to standard operational parameters. The tangential
velocity profiles across the entire chamber width (including the outer can region) are
thus given below in Figure 7.15 tor all the operating condition variations.
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Vent Gas Vent Gas Model
Volumetric Flowrate ImJlb1 In let Velocity Ims·11 Descriptor
292 10.0 RIO
245 8.4 Normal
175 6.0 R6
117 4.0 R4
58 2.0 R2
0 0.0 RO
Table 7-6 Vent Gas Flowrate Variation.
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Figure 7.15 Tangential Velocity Dependence on Vent Gas Flowrate Variation (k-«: 2 =0.7m).
The above profiles are taken at an axial displacement of 0.7m from the base of the
outer can. approximately 0.2m downstream of the two circular inlets. The graph shows
that reduction in the velocity at the vent gas inlet does not create any asymmetries
within the inner can, a picture that is replicated throughout the entire inner can length.
The tangential velocity is simply reduced by a factor proportional to the reduction in
the total tlowrate input to the can. Between the inner and outer cans, or at a radial
distance greater than 0.294m. the velocities can be seen to similarly be reduced equally
on either side of the chamber. This again is repeated throughout the entire chamber
length except in regions within approximately 0.1m of the inlets - here. there is little
change in the outer can velocities immediately prior to the vent gas inlet (towards the
right hand side of the chamber), though there is a major reduction in those velocities
prior to the combustion air inlet. This is shown in Figure 7.16 below.
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The above results show that though reduction in the amount of vent gas will
proportionally weaken the vortex flow, it will do so in a symmetrical fashion within this
unit. The only asymmetrical changes will be outside of the inner can combustion
region, and limited to close proximity to the inlets. In normal operating practice, the
vent gas flowrate is constant to within 10%, or well within the bounds set by RIO and
R6, and thus such variation of vent gas flowrate appears to have no significant impact
on chamber aerodynamics.
7.5 Thermal Oxidiser Mixing Properties
An investigation was carried out into the mixing properties of the thermal oxidiser.
Specifically, the mixing between the vent gas introduced to the outer can via the
smaller 4" inlet and the main combustion air. CFX treatment of multi-component
mixtures assumes that all physical properties of the mixture concerning molecular
transport (molecular viscosity, thermal conductivity and scalar diffusivities) are the
same as those of the background fluid (in this case, air). Such an approximation is valid
for such a highly turbulent flow as exists within a vortex combustor, where molecular
transport is negligible to turbulent transport.
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7.5.1 Definition ofMass Fraction
The concentration CA of species A is the mass per unit volume of species A. The mass
fraction MA of A at a point is the ratio of the mass of A to the total mass of the
mixture, in a small control volume around the point. Thus:
CAlv/A=-
P
(7.1)
The mass fraction is the most convenient variable for describing mass transfer by
convection and diffusion, as it obeys a transport equation of the same form as the
generic scalar advection -diffusion equation, with zero source term (assuming no
creation or destruction of species A by chemical reactions or by change of
thermodynamic phase) and molecular diffusion coefficient assumed to be a constant.
7.5.2 Thermal Oxidiser Mixing Characteristics
The mixing characteristics of the thermal oxidiser were investigated by specifying the
vent gas as the component of interest, and considering its transport through the
chamber. Results provided the mass fraction of vent gas at any point within the
chamber as a consequence of isothermal mixing. Figure 7.17 shows the mass fraction
ofvent gas across a vertical section through the midpoint of the thermal oxidiser.
rTfl0.8
0.6
0.4
0.2
0.0
Figure 7. / Mixing of "em Gas across Thermal Oxidiser Sec/ion.
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The maximum mass fraction of vent gas is immediately downstream of the 4" vent gas
inlet pipe and can be observed in Figure 7.17 as the red oval at the base of the image.
The combustion air inlet which has zero vent gas mass fraction is shown as a larger
purple region towards the top of the chamber.
Though not immediately apparent from the above image, once the vent gas flow
emerges from the vent gas inlet and passes around the outer can towards the
combustion air inlet, it is forced to braid around the high combustion air flow (passing
around the low velocity region described in 7.3.2.3). The two tails of vent gas can thus
be observed in the above figure as two regions of higher vent gas mass fraction
(coloured light blue) located either side of the combustion air inlet. The separate flows
continue for a further half revolution of the outer can and can be seen again at the base
of Figure 7.17 as two distinct regions of high mass fraction relative to the
surroundings, though of slightly reduced mass fraction relative to the regions towards
the top. The braiding can be seen again in Figure 7.18, which shows mass fraction on a
series ofZ planes (i.e, chamber cross-sections) at intervals ofO.lm from the base of the
outer can. Regions of higher mass fraction towards the top of the chamber can be
observed either side of the combustion air inlet (located at Z=O.516m), i.e. at
approximately Z=O.3m and Z=O.7m.
The splitting of vent gas flow described above serves to mix it extremely well with the
combustion air before it has entered the inner can. As can be seen in Figure 7.17 and
Figure 7.18, the mass fraction of vent gas within the chamber is quite uniform, There is
however a funnel of higher vent gas mass fraction extending form the base of the
chamber, where the back swirling plate is located on the actual unit. It would be
expected that if the swirl plate had been modelled explicitly, this concentration would
be reduced significantly due to less flow entering the chamber via the swirler and the
mixing effects of the swirler itself
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Figure 7. / Mass Fraction of Vent Gas throughout Chamber Length.
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7.6 Thermal Oxidiser Combustion Model
A senes of combustion models were developed in order that the temperature
predictions obtained could be validated with experimental measurements obtained on
the BASF unit. The series varied in turbulence model employed, computational grid
used, and whether or not radiation was included in the solving process. One of the
major considerations at this stage however concerned CPU usage. It was found that
limited CPU resources (DEC6400, lOB RAM) forbade certain computationally
expensive model combinations. Thus, it was not for example possible to model
combustion with radiation whilst utilising an DSM turbulence model - even if the
computational grid was significantly reduced in complexity.
7.6.1 Experimental Results
Experimental measurements were carried out on the operating thermal oxidiser,
located at BASF Printing Systems Ltd., Slinfold. Two modes of operation were
investigated, as described in Section 7.1.1.6. Temperature measurements were
obtained utilising an FCT constructed suction pyrometer passing chamber samples to a
thermocouple and temperature logger capable of recording temperatures up to 1650K.
This instrument was capable of extracting samples from within the inner can to a
distance of approximately 1.lm from the base of the outer can, thus covering almost
the entire axial extent of the inner can. Two sample ports at the base of the outer can
were used to gain access to the inner can. Their position is as shown in Figure 7.19.
Relative to the co-ordinate system shown with its origin located at the geometrical
centre of the chamber, Port 1 is located at (0.170m. 0.170m) and Port 2 is located at
(0.0m, -0.2m).
In addition, a Land Combustion Analyser was used to analyse gas composition just
inside the inner can via the sampling ports. It was not possible however to sample
within the main body of the inner can with the equipment available.
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Figure 7.19 Sample Ports Position Relative to CFD Geometry.
7.6.1.1 Temperature Profile
Temperature profiles obtained for each of the sampling ports for each of the modes of
operation are given below in Figure 7.20.
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Figure 7.20 Experimental Temperature Profiles f or BASF Thermal Oxidiser.
The abscissa de cribes the axial distance in metres from the back wall of the inner can
which is it elf located at the axial location of the swirl plate. Therefore temperature
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located at negative axial distances are those between the inner can and the base of the
outer can. within the sampling port access tube itself. The profile for Mode A (see
Table 7.3) at Port 1 exhibits a plateau at 1650K corresponding to the maximum
temperature measurable using the equipment available. All other temperatures were
recordable. The inner can length is 774mm, and thus only the final 74mm layout of
range of the sampling probe. As can be seen from the figure below, the temperature
profiles for Port 2 are in both modes of operation lower than those of Port I , by up to
400K for Mode A and up to 200K for Mode B.
7.6.2 Grid Sensitivity
As described previously, CPU limitations required that the memory required for each
simulation was minimised. Therefore the complexity of the original computational grid
m68.geo as described in Table 7-5 was changed through reduction in the number of
cells by approximately 25% from 128,840 to 99,210. Increasing grid coarseness was
not found to have a significant effect on flow profiles within the chamber as shown in
Figure 7.21 below.
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Figure 7.2/ Tangential Velocity Profi les fo r m68 and m78 Geometries.
The tangential velocity profiles for both geometries are plotted. where the distance
marked relates to length along a virtual probe lying parallel to the horizontal midplane
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of the chamber at the axial midpoint close to the tangential inlets. The edge of the inner
can may be inferred from the sharp dip in velocity profiles due to drag associated with
the boundary wall.
Temperature profiles for each .grid are shown in Figure 7.22. A number of differences
are apparent due to no radiation modelling having been applied to simulations using
m78.geo, with peaks in temperature profile observed coincident with the inner can
walls (see Section 7.6.3). However the general profiles are very similar, and it was
therefore assumed that the grid alterations made did not have a significant effect on
solutions obtained.
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Figure 7.22 Temperature Profiles/or m68 and m78 Geometries (k-e).
7.6.3 Radiation Model
As described previously, it was not possible to run certain computationally expensive
model combinations, such as those employing both radiation modelling and DSM
turbulence modelling. The effect of removing the Radiation solving process on the
temperature profiles was previously shown in Figure 7.22. with inner can wall
temperatures differing by up to 400K. The implications of removal of the radiation
solving process are further considered in this section.
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7.6.3.1 Radiation Effects on Temperature Profile
The temperature profiles throughout the entire inner can length are shown in Figure
7.24 below. The profiles are taken at a series of axial displacements from the back wall
of the inner can (at the spray nozzle end) towards the exit of the chamber.
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Figure 7.23 Temperature Profi les through Inner Can with/without Radiation Solver .
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It can be seen that the use of a radiation solver leads to higher wall temperatures
throughout the inner can and gas temperatures approximately lOOK hotter in the
regions towards the back wall of the inner can where the main flow of combustion
products has not yet reached the side walls. The temperature profiles for the model not
utilising a radiation solver exhibit central temperatures up to 200K hotter than those
with radiation.
The difference in temperature profiles throughout the entire chamber is shown in a
different format in Figure 7.24 and Figure 7.25 below, which show temperature
contours across the vertical midsection of the chamber for two simulations, only one of
which has employed a radiation solver. As previously, the k-s turbulence model has
been used, and oil spray at 20ms-1 has been modelled. The temperature ranges from
300 to 2300K as indicated by the twenty-two colour keys shown where each colour
interval corresponds to 91K. The temperature plots show the hotter temperatures
associated with the spray combustion products spreading outwards towards the side
walls of the inner can. The regions described in the previous paragraph where the
radiation modelled gas temperatures are higher than those without radiation can be
observed as triangular areas in the upper and lower left hand comers of the inner can.
The difference in wall temperature is also evident with the walls of the radiation
included model clearly visible as higher temperature strips coloured blue.
Axial extent of the
Inner Can is marked
with arrows.
Figure 7.24 Temperature Profile across .\"=0 Plane for Radiation Solver Included.
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Figure 7.25 Temperature Profile across x=o Plane without Radiation Solver.
7.6.3.2 Validation Implications
The above section described how the use of a Radiation Model affected the
temperature profiles obtained throughout the inner can. Validation of the combustion
models however relies upon the set of temperature data shown previously in Figure
7.20. Therefore it would be beneficial to examine the effects of radiation model usage
on a temperature profile obtained in a direction lying parallel to the central axis of the
inner can, i.e. corresponding to Ports I and 2. uch a comparison is shown in Figure
7.26.
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Figure 7.26 Temperature Profiles with/without Radiation olver at Sampling Ports.
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It can be seen clearly that the lack of a radiation model component leads to -lOOK
underestimation of gas temperatures towards the back wall of the inner can and -lOOK
overestimation of gas temperatures towards the exit of the chamber. The temperature
gradient within the first two thirds of the inner can actually reduces by approximately
30% (from approximately 2000Km,l to 1450Km,I) when a radiation model is employed
in the model calculations.
7.6.4 Validation ofCFD Model
The final combustion models simulated the injection of oil support fuel into the
Thermal Oxidiser at a tlowrate of 35lh,I . Other conditions were as described in
Section 7.1.1. As in previous simulations both the k-s and an DSM turbulence model
were employed, though as radiation could not be included in the solving process if the
DSM model was used due to CPU limitations. this was not included in either of the
final simulations. This allowed direct comparison of temperature profiles obtained
using each turbulence model. The implications of ignoring the radiation solving process
have been addressed previously in Section 7.6.3.
Temperature profiles were taken from the CFX results file at positions corresponding
to the experimental suction pyrometer obtained results described in Section 7.6.1.1.
The CFD predictions and experimental temperature profiles are compared in Figure
7.27 and Figure 7.29 below for results obtained with both turbulence models. As can
be seen from Figure 7.27, temperature profiles produced with the DSM turbulence
model do not match the experimental results. The temperature across the length of the
chamber is up to 800K cooler than the operational chamber, and the temperature
profile remains flat. This is an unexpected result, as previous investigations have
indicated the value of the DSM turbulence model in CFD model development. The
extremely low temperature profiles obtained when the DSM turbulence model is used
can be explained when the temperature field across the entire inner can is considered as
shown in Figure 7.28 below. The high temperature regions associated with combustion
products remain tightly constrained along the central axis. without reaching the inner
can walls. The virtual probes through Port I and 2 thus lie within the low temperature
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regions marked purple in the figure below. Little mixing appears to have occurred
within the inner can, and as radiation has not been included, the temperature close to
the walls remains relatively low.
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Figure 7.27 Temperature Predictions Obtained using DSM Turbulence Model.
Figure 7.28 DSM Temperature Profile across .\"=0 Plane.
se of the k-e turbulence model however as shown in Figure 7.29 leads to CFD
temperature profiles that are much closer to experimental results . Though there are
some significant differences. the temperature profiles for Port 2 for both modes of
Thermal Oxidiser operation are well predicted using CFD. Mode A in particular is
predicted to well within lOOK throughout most of the inner can. ignificant variation
exists however between experimental and CFD temperature profiles obtained through
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Port 1, with CFD underpredicting temperature by several hundred degrees throughout
the entire length of the inner can.
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Figure 7.29 Temperature Predictions Obtained using k-c Turbulence Model.
The k-s turbulence model produces regions of high temperature that extend across the
entire width of the inner can as shown below in Figure 7.30 and Figure 7.31, which
show shaded contour plots across both the horizontal and vertical bisecting planes of
the Thermal Oxidiser. Line temperature profiles for both the k-s and DSM model
results files, taken across the chamber width at 0.1m intervals along the inner can
length (starting at O.052m from the inner can back wall), are given in Figure 7.32
below.
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Figure 7.30 k-c Temperature Profile across X=O Plane.
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Figure 7.3/ k-c Temperature Profile across r=o Planes.
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Figure 7.32 Temperature Profiles through Inner Can.
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The above temperature profiles show clearly the major discrepancies between
temperature profiles obtained through the use of the k-s and DSM turbulence models.
Previous work on isothermal vortex chambers indicated that the k-s turbulence did not
successfully predict good tangential velocity profiles, and that the DSM model was
required. Work on the BASF Thermal Oxidiser shows however that the DSM model
produces inadequate temperature predictions due to the hot combustion products
remaining within a well defined central zone. Minimal mixing occurs outside of this
region with resultant high temperature gradients and cool regions near the walls. A
number of reasons may be suggested as to why the k-s turbulence model does not
exhibit as many deficiencies as described previously, and these are described in the
following paragraph.
The k-e turbulence model seems to be more applicable due to the relatively low driving
flow into the chamber relative to that used in the isothermal studies (approximately
20ms' l into a 200mm diameter can as opposed to Sms" into a 600mm can). For lower
inlet velocities the tangential velocity peak at the crossover point between fixed and
free vortex regions is less defined (see Section 5.2.1), and the k-s turbulence velocity
profiles are therefore less unrepresentative of the flowfield within the chamber. The
tangential velocity profiles for both turbulence models are comparable and mostly
differ only in magnitude. Studies on isothermal chambers have indicated that the k-e
turbulence model would tend to produce tangential velocity profiles up to 20% higher
in magnitude than those associated with the DSM model (see Section 7.3.2.2). In
contrast. studies on the effects of grid complexity on magnitude of tangential velocity
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profile (see Figure 5.9) indicate that for such a computational grid employed as in this
work, the tangential velocity profiles would be expected to be reduced by at least 20%.
Therefore it may be the case that the k-s tangential velocity profile is closely
representative of a DSM profile obtained with a refined grid. The 20% difference in
tangential velocity magnitudes would result in a difference in centrifugal acceleration of
over 40%, with a resulting 40% variation in the centrifugal force in the radial direction.
Thus for those reduced tangential velocity cases the fuel spray is not spread sufficiently
outwards, does not penetrate the free region of the vortex and instead remains
confined within the central regions ofthe chamber.
The CM Atomiser could not be modelled accurately due to numerical difficulties (see
Section 7.1.1.5) and instead a number of simplifications were made, reflecting the
atomiser used in previous vortex combustor studies. Thus instead of three cones of
spray of approximately 15° width, aligned at 40° to the horizontal and equally spaced
from each other at 120° separation, a pseudo hollow cone spray of 80° included angle
was modelled. With regions of high temperature aligned with the fuel sprays, it might
be expected that the model temperature profiles would be approximately constant at
constant radius whereas the Thermal Oxidiser would exhibit temperature variation
according to angular position. Thus, one might expect three peaks in temperature in a
full 360° circulation, and three troughs. The model temperature profiles would exhibit
no such variation with instead a near constant temperature equivalent to some average
of the Thermal Oxidiser temperatures. Figure 7.29 shows that for the CFD model Port
1 is consistently of lower temperature than Port 2, as might be expected on
consideration of the radial temperature distributions as shown in Figure 7.32a-h.
Experimental results show however that for both modes of combustion Port I is
consistently at a higher temperature than Port 2, indicating either a positive
temperature gradient towards the inner can wall in the radial direction. or a
temperature variation associated with angular position. Such an angular dependence on
temperature seems consistent with the nature of the fuel sprays. Port 2 CFD
Temperature predictions match well with experimental results whereas Port I
temperatures are considerably cooler than those measured experimentally. Thus it may
be inferred that Port I lies extremely close to one of the three fuel spray cones.
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whereas Port 2 lies at some angular position between the temperature maximum and
minimum. In these circumstances. CFD predictions for Port I would tend to
underestimate experimental temperatures whereas those for Port 2 would not. This
may be observed in Figure 7.29.
7.6.4.1 Errors in Temperature Profile
CFD temperature profiles are interpolated as part of the post-processing of the dump
file, and as such reflect temperatures interpolated between one or more cells. The
suction pyrometer however samples over a larger volume, with the tip itself 3/4" in
diameter. As the temperature gradients are quite large in both the radial and axial
directions, an error was associated with the CFD temperatures reflecting the possible
variation of temperature within the pyrometer sampling area itsel£ Thus the
temperature gradient at the CFD sampling position was used to obtain a temperature
range over a distance corresponding to the width of the pyrometer. This resulted in an
error in temperature averaged over the length of the chamber of ±45K. In addition the
experimental temperature measurements themselves varied rapidly over time, and an
estimated error of ±40K was associated with them. These errors are shown on the
temperature profiles obtained using the k-e turbulence model in Figure 7.33 below
(previously shown in Figure 7.27).
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7.6.4.2 Oxygen Mass Fraction
The Land Combustion Analyser was used to obtained Oxygen concentrations through
Port 2, though equipment limitations prevented the obtaining of profiles through the
entire length of the inner can. Only a single measurement a short distance into the can
could be obtained. This measurement is plotted alongside Oxygen Mass Fraction
profiles along the length of the inner can obtained from CFD results in Figure 7.34
below. As can be seen, the oxygen predictions for Port 2 agree well with the
experimental results.
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Figure 7.34 Oxygen Concentrations through Inner Can.
7.7 Di cos ion
The BASF Thermal Oxidiser presented a number of obstacles to the construction of a
CFD model. These included the complexity of the unit geometry, the number of fuels
to be co-combusted, the atomiser spray characteristics and the large CP
requirements.
CPU resource limitations forbade the use of certain prohibitively expensive model
combinations, namely the use of a DSM turbulence model in association with full
radiation modelling. As far as possible however. investigations were completed into the
likely effects of such additional models. In the case of radiation modelling for example.
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it was found that the use of a radiation model raised wall temperatures and lowered
central region temperatures when the k-s model was employed (see Section 7.6.3).
Assuming that similar effects would be observed whilst using the DSM model, the
temperature profiles obtained would not be significantly altered. These temperature
profiles throughout the chamber are several hundreds of degrees cooler than those
obtained with the k-e model and it can thus be seen that radiation effects in this context
are relatively minimal.
Grid construction was similarly restricted by CPU resources available and increasing
the number of cells in the grid beyond 128,840 (m68.geo) would have resulted in
unacceptable demands on memory in association with prohibitively long run times.
Thus it was not possible to continue to increase the number of cells in order to fully
investigate grid independence issues. Models constructed for isothermal Vortex
Chambers however did possess grids that were as far as could be determined
independent, and these results were used to estimate possible distortions on the BASF
flowfield. These isothermal grid independence studies aided in the design of the BASF
grid through for instance providing information on the number of cells required in the
tangential direction if the correct velocity profile was to be obtained. With access to
such results, the resources available were allocated as efficientlyas possible.
As described in Chapter 3, CFX4.1 was used in the course of this work with the
resultant limitation that only one fuel could be modelled at anyone time. Thus the
distillate and support fuel were 'combined' into an equivalent calorific value of support
fuel only (35Vh gas oil) for both Modes A and B operating conditions. This
simplification will lead to some errors in the mass fractions of fuel, oxidant and
products within the chamber. However if the differences in heat release rates between
the distillate and support fuel are assumed to be small, then the temperature field will
remain valid.
Experimental measurements were carried out on the operating thermal oxidiser, with
temperature measurements obtained using an FCT constructed suction pyrometer
passing chamber samples to a thermocouple and temperature logger capable of
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recording temperatures up to 16S0K. Access to the chamber was obtained via two
sample ports located at the base of the outer can. with the suction pyrometer capable
of extracting samples from within the inner can to a distance of approximately 1.lm
from the base of the outer can. Though most of the axial extent of the can was
therefore covered, regions towards the back end of the chamber could not be sampled.
In addition, only two radial positions could be investigated. To obtain a fuller picture
of conditions within the combustion chamber would require more sampling ports
located at a series of different radii. Due to the asymmetrical nature of the fuel spray
sampling would furthermore be needed at several different radii at a series of angular
positions (relative to an axial co-ordinate system) in' order that the full three
dimensional nature of the temperature profile might be obtained.
Isothermal studies of the BASF Thermal Oxidiser indicated that tangential velocity
profiles obtained through the use of the k-e and DSM turbulence models differed only
in magnitude (by approximately 20%) and not significantly in form. This was believed
to be due to the relatively low driving velocity (-Srns- l ) entering the inner can which
served to induce a tangential velocity profile with a reduced peak at the crossover
point between the fixed and free vortex regions. Such a profile had previously been
shown to be more successfully reproduced with use of the k-e turbulence model than
profiles associated with high inlet velocity chambers exhibiting large peaks in tangential
velocity (see Section 5.2.1). Modelling results indicated that CFX was able to produce
a very reasonable set of temperature predictions within the chamber. However
significant differences existed between temperature profiles obtained from using the k-
E or DSM turbulence models. In the DSM model, combustion products were confined
to a narrow axial band within the chamber and did not spread out towards the inner
chamber wall . Thus the temperature profiles associated with the hot combustion
products showed a well defined maximum in the region close to the central axis of the
chamber, with temperatures remaining relatively low in the outer regions of the
chamber. Use of the k-s model however resulted in temperature profiles higher in the
outer regions of the chamber which more closely reflected actual operational
conditions. It was believed that the differences in profiles were due to the DSM
tangential velocity component being lower than expected (due to grid deficiencies) and
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thus producing a lower centrifugal acceleration on the oil spray and combustion
products. The k-s had been previously shown to overpredict the magnitude of
tangential velocity profiles by approximately 20% compared to the DSM profiles, and
this serves to compensate for the reduction in tangential velocity magnitude associated
with grid coarseness. As the two profiles are similar in form, the k-s turbulence model
produces a tangential velocity profile similar to that which would be expected if the
DSM model had been employed with a truly independent computational grid.
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8. Conclusion
The purpose of this investigation was to examine the suitability of a CFD code for the
production of realistic flowfields and temperature fields within a series of vortex
combustion chambers of differing geometries and operating under various conditions.
If CFD was found to produce a good representation of conditions within an operating
vortex combustion unit, then its potential as an investigative aid and design tool would
be confirmed.
The investigation proceeded in two stages. Initially, the flowfield predictions for an
isothermalchamber were to be validated through comparison with experimental results
obtained previously on an air model. (Tate 1982). This would serve to provide
information on construction of the computational grid. including grid complexity and
structure. In addition the influence of turbulence model employed on the flowfield
obtained could be investigated, with conclusions drawn on the turbulence model to be
used in any future studies. With such information, CFD models of more complicated
vortex chambers could subsequently be developed including detailed modelling of the
combustion conditions within the units. Thus. the second stage of the investigation
consisted of the development of combustion models of two vortex chambers in order
that experimental measurements might be obtained. These results would serve to
validate the CFD models. In case of the first vortex chamber studied. that of a US
Navy Waste Incinerator unit, experimental data was not available. However,
subsequently a CFD model was constructed of a Thermal Oxidiser operated by BASF
and a series of experimental temperature profiles were obtained from the unit under
two sets of operating conditions. These experimental results were used to validate the
CFD model. A detailed description of the conclusions drawn from the above
investigation is given in the following paragraphs.
Isothermal studies indicated that CFD could indeed produce realistic tlowfield
predictions for a series of vortex chambers of various geometries. The grid
construction had a marked influence on the velocity profiles obtained. and it was
observed that the degree of fineness of the grid could systematically influence the
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magnitude of velocity components. In the case of the tangential velocity component,
this resulted in a maximum of tangential velocity that was reduced for those grids with
an insufficient number of cells in the tangential direction. A systematic investigation of
the influence of number of cells in the tangential direction on the tangential velocity
profile indicated that the maximum of tangential velocity tended to a constant value as
the number of cells increased and the angular size of each cell approached one degree.
The relationship described provided an indication of the degree of independence of the
grid, with insufficient cells in the tangential direction resulting in tangential velocity
profiles reduced in magnitude. Assuming that such a relationship was not wholly
dependent on the individual chamber geometry and could be freely applied to other
geometries, it could be used to obtain an indication of grid quality in cases where it
was not possible further to increase the number of cells due to limitations in CPU
resources.
As expected. it was observed that the turbulence model applied had a marked effect on
tangential velocity profiles. The DSM turbulence model produced tangential velocity
profiles most closely reflecting the flowfield within the chamber whereas use of the k-e
turbulence modelled to distorted profiles more resembling of solid body rotation with
resultant overprediction of velocity magnitude in the outer regions of the chamber. In
the context of the isothermal chambers investigated, this led to the conclusion that only
the DSM model ought to be employed. and that the k-e model was unsuitable. This
conclusion was further borne out with the development of the computational models of
the US Navy Waste Incinerator. In this case, reverse flow regions previously described
in the literature (see Section 2.1) could be obtained through use only of the DSM
model, with the k-E model failing to describe the concentric regions of alternate
positive and negative axial flow expected. Such regions were observed to dissipate
close to the rear and forward walls of the chamber in experimental investigations. and
thus had not been obtained in the isothermal cases due to the unusually low aspect
ratios (-0.3) of the very shallow chambers investigated. In the isothermal chambers.
the regions close to the wall where the axial flow structures would have dissipated.
would actually in effect extend throughout the entire length of the chamber and thus
the complex axial tlow structures would not have space to develop. On analysis of the
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flowfields produced for the US Navy Waste Incinerator, it was concluded that only the
DSM produced flowfields that were representative of actual conditions within the
chamber.
Subsequent studies indicated that under certain conditions, the velocity profiles
produced using the k-s would actually serve as reasonable representations of the
flowfield within the chamber. These conditions were when the tangential velocity
profile more closely resembled that of solid body rotation, without a dominant free or
potential vortex region. Such a profile was obtained when the chamber possessed a
large exit radius and the solid body rotation region extended further towards the wall
of the chamber (as the radial extent of the solid body region of the Rankine vortex was
closely associated with the radial extent of the exit flue, it would be expected that for
those chambers with large DelD rations, the region of solid body rotation would
extend further across the chamber width). In addition, it was observed that a reduction
in the inlet velocity for a particular chamber would result in a reduction in the
magnitude of the tangential velocity profile relative to the near wall velocity. Such a
reduction would again result in a profile more closely resembling to that of solid body
rotation. This criterion was met under the operating conditions of the BASF Thermal
Oxidiser, where the inlet velocity was considerably lower than that employed in other
chambers. Thus the tangential velocity profiles obtained through use of the DSM and
the k-s turbulence models were observed to be similar in form for this chamber and
differed only in magnitude. with the k-s turbulence model tending to overpredict the
tangential velocity component by approximately 20%. Analysis of the grid complexity
however indicated that a lack of grid fineness in the tangential direction tended to
result in a tangential velocity component smaller by 20% than that which might be
obtained for a fully independent grid. It was therefore concluded that the k-s tangential
velocity profile obtained was similar in both form and magnitude to that velocity profile
which would have been expected through application of the DSM turbulence model in
association with a fully independent grid. It was observed that the k-e turbulence did in
fact produce temperature predictions much more representative of the experimental
results. with the reduced DSM tangential velocity profile resulting in the fuel spray not
reaching the outer regions of the chamber. This lead to the severely distorted CFD
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temperature profiles observed, with high temperatures being restricted to a narrow
band running the length of the chamber.
In conclusion, the decision as to which turbulence model should be employed in the
construction of a CFD model was not as straightforward as initially thought. On the
whole, the DSM will provide the more realistic profiles (both tangential and axial) and
the k-s will fail to produce tangential velocity profiles of the correct form. However,
under certain conditions as described above, the differences between the two profiles
will be minimised resulting in tangential velocity profiles that are quite similar in form.
With tangential velocity being the dominant component 'in confined vortex flow, it
might therefore be justifiable to use the k-e turbulence model in such limited
circumstances, especially when computational resources are limited.
Combustion modelling was completed for both the US Navy Waste Incinerator and the
BASF Thermal Oxidiser. In the case of the Waste Incinerator, a modified spray drier
model was also developed on consideration of the high water content of the waste
material. In this model, the energy required to evaporate the 98% water content of the
waste material was reduced by an amount equivalent to the energy released by the
combustion of the less than 2% combustible material. It was found that this modified
spray model produced temperature predictions that were very close to those obtained
through application of a full combustion model. The combustion model was
computationally expensive, subject to instability, and required further development and
refinement. Conversely, the modified spray model was stable, relatively straightforward
to develop and required much less computational resources before arriving at a well
converged solution in considerably less time. This serves to illustrate how construction
of a model of an industrial process does not always require full detailed modelling of
the process in all its complexity, and a few simplifications can result in major
improvements in development and process time without prejudicing the reliability of
the final result.
With the CFD models now validated for both isothermal and combustion cases, it may
be applied as an investigative and development tool. Tate constructed a series of
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investigations on vortex chambers in order to investigate the effects of changes in
operating conditions and geometry. Some of this work was repeated and it was found
that CFD could similarly be used to investigate changes in inlet velocity, and chamber
geometry. For example, the dependence of the velocity profiles on exit radius was
again described, with the peak in the tangential velocity profile observed as before to
be closely associated with the radial position ofthe exit flue boundary. The use ofCFD
modelling allows a much wider range of vortex chambers to be investigated, without
limitations due to equipment availability (or even available floor space) or limitations
due to the operating ranges of such equipment. Thus CFD may be used to define a
more comprehensive design protocol applicable to a wider range of possible chamber
geometries. The major advantage of a validated CFD model is that is can be used to
investigate changes in the operating conditions of an functioning unit. This can be
achieved without the potential risk and downtime normally associated with significant
changes to the standard operating conditions of a unit. The effects of throughput
changes, support fuel changes or in fact any process variable can be investigated
without interrupting the process. This may be of great advantage when the unit under
investigation is required to be in continuous operation as in for example the case of
pollutant incineration, where any release due to an interruption in the process may
result in considerable financial penalties being incurred. A validated CFD model may in
addition provide information on conditions within an operational chamber that might
not normally be available through normal monitoring techniques, through restrictions
in physical geometry (a point of interest may simply not be accessible) or limitations
due to extremities in for example temperature or pressure.
Future work that might be carried out would be influenced by further refinements in
the CFX code. At the time of this investigation for instance, only one fuel could be
modelled in a combustion simulation whereas subsequent releases of CFX allow for the
co-combustion of several different fuel types. Thus the BASF Thermal Oxidiser could
be more fully modelled, with the explicit investigation possible of the combustion of
the waste distillate, any combustible material in the vent gas and oil support fuel itself:
However, the decision will remain to be made as to whether such modifications which
add considerable complexity to the CFD model (in association with perhaps greater
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computational instability) will result in sufficient added value. Other code modifications
allow for combustion modelling whilst utilising unstructured grids. Thus the significant
development time required to design a traditional multi-block computational grid will
be considerably reduced and instead closer integration will be possible between various
CAD and CFD packages. Furthermore, computational resources should continue to
increase in processing speed and memory at continually decreasing prices thus allowing
the user to routinely investigate grids of one million cells and above. Experimentally.
work is required on the investigation of the complex three dimensional axial flow
regions that are observed in longer chambers but not within the shallow isothermal air
models for which the experimental results were available. These flow structures would
have a significant influence on particle residence times, mixing and the onset of reverse
flow at the exit. Validation data is required to ensure that CFD can reproduce these
flow structures with sufficient reliability. A validated CFD model of a vortex
combustion chamber allows for interesting and industrially relevant characteristics of
the chamber to be investigated, such as interactions between the fuel spray and
circulation flow and the onset ofadverse affects such as tunnelling.
In summary, CFD has been shown to be an extremely useful supplement to established
modelling techniques in the investigation of vortex combustion chambers. Thus it may
be used as a design and development tool, and also as a method for investigating
changes in a combustion chamber's operating conditions. Both of these can be achieved
at relatively low cost and within considerably reduced time periods when compared to
traditional experimental programs.
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Appendix 1 CFX Command Files
In this section are given examples of CFX command files used in this dissertation.
Command files are given that are characteristic ofeach CFD investigation.
Appendix 1.1 Isothermal ern Modelling
The following command file is typical of those used for isothermal modelling.
»CFXF3D
»OPTIONS
CARTESIAN COORDINATES
AXIS INCLUDED
TURBULENT FLOW
ISOTHERMAL FLOW
INCOMPRESSIBLE FLOW
STEADY STATE
»MODEL DATA
»PHYSICAL PROPERTIES
»STANDARD FLUID
FLUID 'AIR'
STANDARD FLUID REFERENCE TEMPERATURE 288.0
»TURBULENCE PARAMETERS
TURBULENCE MODEL 'K-EPSILON'
»SOLVER DATA
»PROGRAM CONTROL
MASS SOURCE TOLERANCE I.OE-OS
»MODEL BOUNDARY CONDITIONS
»SET VARIABLES
PATCH NAME '1N-19'
U VELOCITY 0.0
V VELOCITY -20.0
W VELOCITY 0.0
KO.9
EPSILON 28.9
»SET VARIABLES
PATCH NAME 'IN-20'
U VELOCITY 0.0
V VELOCITY 20.0
W VELOCITY 0.0
K 0.9
EPSILON 28.9
»SET VARJABLES
PATCH NAME 'OUT-41'
PRESSURE 0.0
»SET VARIABLES
PATCH NAME 'OUT-42'
PRESSURE 0.0
»SET VARIABLES
PATCH NAME 'OUT-43'
PRESSURE 0.0
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»SET VARlABLES
PATCH NAME 'OUT-44'
PRESSURE 0.0
»SET VARIABLES
PATCH NAME 'OUT-45'
PRESSURE 0.0
»STOP
Appendix 1.2 Waste Incinerator Modelling (Spray Drier Model)
The folowing command file is typical of those used for modelling of the Navy Waste
Incinerator whilst employing the modified spray drier model.
»CFXF3D
»SET LIMITS
TOTAL CHARACTER WORK SPACE 900000
»OPTIONS
THREE DIMENSIONS
BODY FITTED GRID
CARTESIAN COORDINATES
TURBULENT FLOW
HEAT TRANSFER
COMPRESSIBLE FLOW
MASS FRACTION EQUATIONS I
STEADY STATE
SPRAY DRIER MODEL
PARTICLE TRANSPORT
USE DATABASE
»MODEL DATA
»SET INITIAL GUESS
»INPUT FROM FILE
READ DUMP FILE
UNFORMATTED
»MATERIALS DATABASE
»SOURCE OF DATA
PCP
»FLUlD DATA
FLUID 'AIR'
MATERIAL PHASE 'GAS'
MATERIAL TEMPERATURE 1000
»PARTICLE TRANSPORT MODEL
»MODEL CHARACTERISTICS
NUMBER OF PARTICLES 8
NUMBER OF ITERATIONS 1
PARTICLE UNDER RELAXATION FACTORS 5*0.3
»INTEGRATION PARAMETERS
TIME LIMIT 12.0
COEFFICIENT OF RESTITUTION 8.0000E-O I
»PARTICLE PROPERTIES
BASE PARTICLE DENSITY 1.0000E+03
BASE SPECIFIC HEAT 4.2000E+03
MASS FRACTION DENSITIES 1.000000E+03
MASS FRACTION SPECIFIC HEATS 4.200000E+03
MASS FRACTION LATENT HEATS 1.98E+06
»SPRAY DRIER MODEL
ANTOINES EQUATION COEFFICIENT A 2.3196E+OI
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ANTOINES EQUATION COEFFICIENT B 3.8164E+03
ANTOINES EQUATION COEFFICIENT C -4.6130E+OI
PARTICLE TYPE 'TEST PARTICLES'
END
»PHYSICAL PROPERTIES
»COMPRESSIBILITY PARAMETERS
WEAKLY COMPRESSIBLE
FLUID MOLECULAR WEIGHT 2.8790E+OI
MINIMUM TEMPERATURE 2.8000E+02
»FLUID PARAMETERS
VISCOSITY 4.0000E-05
DENSITY 0.25
»HEATTRANSFERPARAMETERS
THERMAL CONDUCTIVITY 6.67E-02
FLUID SPECIFIC HEAT 1.230000E+03
ENTHALPY REFERENCE TEMPERATURE 2.8800E+02
»MASS TRANSFER PARAMETERS
»DlFFUSIVITlES
ALL MASS FRACTIONS 2.6000E-05
»MOLECULAR WEIGHTS
ALL MASS FRACTIONS 1.8000E+01
»SPECIFIC HEATS
ALL MASS FRACTIONS 2.000000E+03
»TURBULENCEPARAMETERS
»TURBULENCE MODEL
TURBULENCE MODEL 'DIFFERENTIAL STRESS'
»SOLVER DATA
»EQUATION SOLVERS
ENTHALPY 'AMG'
PRESSURE 'AMG'
END
»PROGRAM CONTROL
MAXIMUM NUMBER OF ITERATIONS 10000
MASS SOURCE TOLERANCE I.OE-06
»MODEL BOUNDARY CONDITIONS
»PARTICLE TRANSPORT BOUNDARY CONDITIONS
BLOCK NAMES 8""BLOCK-NUMBER-1'
POSITIONS IN I DIRECTION 8 * 1.l00000E+01
POSITIONS IN J DIRECTION 8 * 7.000000E+00
POSITIONS IN K DIRECTION 8 * 1.000000E+00
INITIAL PARTICLE DIAMETERS 4*8.62E-05 4*3.04E-05
PARTICLE MASS FLOW RATES 4*II.3E-03 4*5.25E-04
U VELOCITY -2.273 2*2.273 -2.273 +
-2.273 2*2.273 -2.273
V VELOCITY 2*2.273 2*-2.273 +
2*2.273 2*-2.273 +
W VELOCITY 8* 3.830000E+00
TEMPERATURE 8* 2.880000E+02
MOISTURE CONTENT 8* 1.000000E+02
»SET VARIABLES
PATCH NAME 'INLET'
NORMAL VELOCITY 102.0
K20.8)
EPSILON 310 I.9
TEMPERATURE 1430
»SET VARIABLES
PATCH NAME 'OUTLET'
PRESSURE O.OOOOE+OO
199
Appendix 1
Appendix I
»WALL BOUNDARY CONDITIONS
PATCH NAME 'WALL'
TEMPERATURE 8.7300E+02
»STOP
Appendix 1.3 Waste Incinerator Modelling (Modified CCM Model)
The following command file is typical of those employed tor modelling of the Navy
Waste incinerator whilst utilising the modified CCM.
»CFXF3D
»SET LIMITS
TOTAL CHARACTER WORK SPACE 1900000
MAXIMUM NUMBER OF PATCHES 50000
TOTAL REAL WORK SPACE 45000000
TOTAL INTEGER WORK SPACE 11000000
»OPTIONS
THREE DIMENSIONS
BODY FITTED GRID
CARTESIAN COORDINATES
TURBULENT FLOW
HEAT TRANSFER
COMPRESSIBLE FLOW
STEADY STATE
COAL COMBUSTION MODEL
SINGLE REACTION DEVOLATILJSA TION
DOUBLE DELTA FUNCTION
PARTICLE TRANSPORT
»MODEL DATA
»RADIATION
ITERATION FREQUENCY OF RADIATION CALL 20
UNDER RELAXATION FACTOR 0.5
»MODEL INFORMATION
PROGRAM 'SHAH'
RAYS 6
KEEP LAST RESULTS FILE
»VOLUME INFORMATION
ALL RADIATION ZONES
ABSORPTION COEFFICIENT 0.2
»PARTICLE TRANSPORT MODEL
»MODEL CHARACTERISTICS
NUMBER OF PARTICLES 56
NUMBER OF ITERATIONS 20
PARTICLE UNDER RELAXATION FACTORS 6*0.5
PARTICLE RADIATION
COAL EMISSIVITY 0.7
CHAR EMISSIVITY 0.7
»INTEGRATION PARAMETERS
TIME LIMIT 12.0
COEFFICIENT OF RESTITUTION 0.2
PRINT TRACKS ON FINAL ITERATION ONLY
»PHYSICAL PROPERTIES
»COMPRESSIBILITY PARAMETERS
WEAKLY COMPRESSIBLE
MINIMUM TEMPERATURE 288.8
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FLUID MOLECULAR WEIGHT 28.5
»FLUID PARAMETERS
VISCOSITY 4.0E-05
»HEAT TRANSFER PARAMETERS
THERMAL CONDUCTIVITY 6.67E-02
COMBUSTION THERMAL DIFFUSIVITY 2.5857E-05
ENTHALPY REFERENCE TEMPERATURE 288.0
»TURBULENCEPARAMETERS
»TURBULENCE MODEL
TURBULENCE MODEL 'K-EPSILON'
»COMBUSTION PARAMETERS
»MIXED IS BURNT
»COMBUSTION CONSTANTS
HEAT OF FUEL 256000.0
»MASS FRACTION OF OXIDANT
OXYGEN 0.076
»COAL MODEL PARAMETERS
CARBON EVOLVED 30
HYDROGEN EVOLVED 10990
OXYGEN EVOLVED 5479
NUMBER OF MOLECULES EVOLVED 1650
MASS FRACTION OF VOLATILES 0.9912
DENSITY OF VOLATILES 1000.0
AMOUNT COAL SWELLS BY O.OOOOE+OO
MASS FRACTION OF ASH 0.0062
DENSITY OF ASH 610.0
DENSITY OF FIXED CARBON 610.0
HEAT OF REACTION OF CHAR 34.08E+06
FRACTION OF HEAT RETAINED BY CHAR 0.3
OXIDATION RATE CONSTANT 4.9700E+02
OXIDATION ACTIVATION TEMPERATURE 8.5395E+03
VOID FRACTION 0.0
»SOLVER DATA
»DEFERRED CORRECTION
EPSILON START 50000
EPSILON END 50000
END
»PROGRAM CONTROL
MAXIMUM NUMBER OF ITERATIONS 150
MASS SOURCE TOLERANCE 5.000E-05
»EQUATION SOLVERS
ENTHALPY 'AMG'
PRESSURE 'AMG'
END
»REDUCTION FACTORS
U VELOCITY I.OE-02
V VELOCITY I.OE-02
W VELOCITY I.OE-02
ENTHALPY 1.0E-02
K I.OE-02
ED I.OE-02
MASS FRACTION4 I.OE-02
ALL COMBUSTION SCALARS I.OE-02
END
»UNDER RELAXATION FACTORS
U VELOCITY 0.65
V VELOCITY 0.65
W VELOCITY 0.65
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DENSITY 0.3
K 0.7
EPSILON 0.7
VISCOSITY 0.7
ENTHALPY 0.7
ALL COMBUSTION SCALARS 0.7
MASS FRACTlON4 0.7
TEMPERATURE 0.9
END
»MODEL BOUNDARY CONDITIONS
»PARTICLE TRANSPORT BOUNDARY CONDITIONS
BLOCK NAMES 56""BLOCK-NUMBER-l'
POSITIONS IN X DIRECTION -0.004 2"'-0.003 +
2"'0.003 2"'0.004 2*0.003 2*-0.003 -0.004 +
-0.0022*-0.001 0.02*0.001 0.002 +
2*0.004 3*0.005 2*0.004 +
0.0022*0.0010.02*-0.001 -0.002 +
2*-0.0043*-0.005 2*-0.004 +
0.00.0050.0 -0.005 +
12*0.0
POSITIONS IN Y DIRECTION 2·0.003 2*0.004 +
2*0.0032*-0.0032*-0.0042*-0.003 +
2*0.004 3*0.005 2*0.004 +
0.0022·0.001 0.02·-0.001 -0.002 +
2*-0.0043·-0.0052*-0.004 +
-0.0022*-0.001 0.02*0.001 0.002 +
0.005 0.0 -0.005 0.0 +
12*0.0
POSITIONS IN Z DIRECTION 56*0.005
INITIAL PARTICLE DIAMETERS 44*8.62E-05 12·3.04E-05
PARTICLE MASS FLOW RATES 44*6.847E-04 12·1.183E-04
U VELOCITY 3··0.273 6·2.273 3·-0.273 +
4·-1.4373·1.437 +
7*2.874 +
4*1.4373·-1.437 +
7*-2.874 +
1.4372.874 -1.437 -2.874 +
-2.273 - 1.437 1.4372.2732*2.8742.273 +
1.437 -1.437 -2.273 2··2.874
V VELOCITY 6·2.273 6·-2.273 +
7·2.874 +
4*1.4373·1.437 +
7*-2.874 +
4··1.4373"'1.437 +
2.874 -1.437 -2.874 1.437 +
2.2732*2.8742.273 1.437 -1.437 -2.273 +
2*-2.874 -2.273 -1.437 1.437
W VELOCITY 56*3.83
TEMPERATURE 56* 300.0
»SET VARIABLES
PATCH NAME 'INLET'
NORMAL VELOCITY 71.8
K 10.3
EPSILON 1080.2
TEMPERATURE 1430.0
RADIATION TEMPERATURE 1430.0
EMISSIVITY 1.0
ROUGHNESS 1.0
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»SET VARIABLES
PATCH NAME 'OUTLET'
PRESSURE 0.0
TEMPERATURE 975.0
RADIATION TEMPERATURE 975.0
EMISSIVITY 1.0
»STOP
Appendix 1.4 Thermal Oxidiser Modelling
The following command file is typical of those employed tor modelling of the BASF
Thermal Oxidiser under combustion conditions.
»CFXF3D
»SET LIMITS
TOTAL CHARACTER WORK SPACE 2000000
MAXIMUM NUMBER OF PATCHES 50000
»OPTIONS
THREE DIMENSIONS
BODY FITTED GRID
CARTESIAN COORDINATES
TURBULENT FLOW
HEAT TRANSFER
INCOMPRESSIBLE FLOW
OIL COMBUSTION MODEL
SINGLE DELTA FUNCTION
PARTICLE TRANSPORT
STEADY STATE
USE DATABASE
»MODEL DATA
»RADIATION
ITERATION FREQUENCY OF RADIATION CALL 20
UNDER RELAXATION FACTOR 0.5
»MODEL INFORMATION
PROGRAM'SHAH
RAYS 6
KEEP LAST RESULTS FILE
»VOLUME INFORMATION
ALL RADIATION ZONES
ABSORPTION COEFFICIENT 0.2
»MATERIALS DATABASE
»SOURCE OF DATA
PCP
»FLUID DATA
FLUID 'AIR'
MATERIAL TEMPERATURE 1000.0
MATERIAL PHASE 'GAS'
»PARTICLE TRANSPORT MODEL
»MODEL CHARACTERISTICS
NUMBER OF PARTICLES 56
NUMBER OF ITERATIONS 25
PARTICLE UNDER RELAXATION FACTORS
»INTEGRATION PARAMETERS
TIME LIMIT 12.0
COEFFICIENT OF RESTITUTION 0.2
PRINT TRACKS ON FINAL ITERATION ONLY
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»PHYSICAL PARAMETERS
»FLUID PARAMETERS
VISCOSITY 4.0E-05
»HEAT TRANSFER PARAMETERS
THERMAL CONDUCTIVITY 6.67E-02
FLUID SPECIFIC HEAT 1.23E+03
COMBUSTION THERMAL DIFFUSIVITY 2.5875E-05
ENTHALPY REFERENCE TEMPERATURE 288.0
»SOLID HEAT TRANSFER PARAMETERS
PATCH GROUP NUMBER 1
SPECIFIC HEAT 439.0
DENSITY 8510.0
SCALAR CONDUCTIVITY 11.7
»COMBUSTION PARAMETERS
»MIXED IS BURNT
»COMBUSTION CONSTANTS
HEAT OF FUEL 4.55E+07
»TURBULENCE PARAMETERS
»TURBULENCEPARAMETERS
»TURBULENCE MODEL
TURBULENCE MODEL 'K-EPSILON'
»SOLVERDATA
»DEFERRED CORRECTION
K START 50000
K END 50000
EPSILON START 50000
EPSILON END 50000
»PROGRAM CONTROL
MAXIMUM NUMBER OF ITERATIONS 100
MINIMUM NUMBER OF ITERATIONS 50
MASS SOURCE TOLERANCE 1.0E-06
»EQUATION SOLVERS
PRESSURE 'AMG'
»MODEL BOUNDARY CONDITIONS
»PARTICLE TRANSPORT BOUNDARY CONDITIONS
BLOCK NAMES 56*'BLOCK-NUMBER-l'
POSITIONS IN X DIRECTION -0.004 2*·0.003 +
2*0.003 2*0.004 2*0.003 2*·0.003 -0.004 +
-0.0022*-0.001 0.02*0.001 0.002 +
2*0.0043*0.0052*0.004 +
0.0022*0.001 0.02*-0.001 -0.002 +
2*-0.0043*-0.0052*-0.004 +
0.00.005 0.0 -0.005 +
12*0.0
POSITIONS IN Y DIRECTION 2*0.0032*0.004 +
2*0.003 2*-0.003 2*-0.0042*-0.003 +
2*0.0043*0.0052*0.004 +
0.0022*0.001 0.02*-0.001 -0.002 +
2*-0.0043*-0.0052*-0.004 +
-0.0022*-0.001 0.02*0.001 0.002 +
0.005 0.0 -0.005 0.0 +
12*0.0
POSITIONS IN Z DIRECTION 56*0.005
POSITIONS IN X DIRECTION -0.004 2*-0.003 +
2*0.003 2*0.004 2*0.003 2*-0.003 -0.004 +
·0.0022*-0.001 0.02*0.001 0.002 +
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CREATED
02/01/92 NSW COPIED FROM RELEASE 2.4
MODIFIED
01/12/92 NSW CORRECT TREATMENT OF RADIATION TO PARTICLES
04/08/93 NSW PREVENT PARTICLES REACHING UNPHYSICAL TEMPERATURES
04/10/94 NSW PASS GAS PRESSURE TO COXDVL
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Appendix 2 CFX Modified FORTRAN Subroutines
This section details the modified FORTRAN subroutines as employed in modelling of
the Navy Waste Incinerator. Appendix 2.1 details the original two modified
subroutines which treated the sewage sludge waste material as high moisture content
fuel with a net negative heat of fuel, and reduced the diameter of the particle as the
water was evaporated. Further modifications however were required to these
subroutines and others in order to aid convergence. These modified subroutines are
listed in Appendix 2.2.
Appendix 2.1 Modified Coal Combstion Subroutines (Version I)
2.1.1 Coalhm.f
SUBROUTINE COALHM(U,UPRIME,VREL,D,AMDROP,AMDOT)
c····················································· .
C
C THIS SUBROUTINE CALCULATES TIME DERIVATIVES OF ENTHALPY AND MASS
C FRACTIONS FOR THE COAL COMBUSTION MODEL
C
C····················································· .
C
C THIS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C DERIV
C
C····················································· .
C
C
C
C
C
C
C
c····················································· .
C
DOUBLE PRECISION U,UPRIME,VREL,D,AMDROP,AMDOT
DOUBLE PRECISION T,AMVT,AMFCT,TMIN,TMAX,DAMVT,DAMFCT,DAMFCP
+ ,SHERW,ANUSS,DRBU,BLOW,ZETA,EXZETA,SMALL,PI
+ ,HPRIMD,HCDM,PHT,SBZMK,XCOAL,PEM,HCON,HREAC,DBZERO
+ ,HLV,TBOIL
C
LOGICAL LTWSTP
C
COMMON
+ ICOAL! AV.EV,AFC,EFC,ASTAR,TSTAR,AMC,AM02,SWELL,VOIDS,HOLES
+ ,DCOEFF,DIP,DENV,DENA,DENFC,AMV,AMA,AMFC,F02,RDROPO
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+ ,FHCHARFV,FA,VI ,AVI ,EVI,V2,AV2,EV2,LTWSTP
+ ICOALx/ HCHARSTOICC,HGF(6),HFUIN,HOXIN,NHFU,NCFU,NOFU.NMFU
+ ICPARTI FAT.FVT.FFCT
+ IGASPRCI DENG.DENGFS,VISAV.VIS1 3.DlFF,CPAV,CPV,AKG
+ IGASVAR/ UG,VG,WG,RHOG,PG,DPDX,DPDV,DPDZ,TEG,EDG,TG,FG,PCG,CGAS
+ IINTEGR/ NEQ,NTER.IPTT,IPTS,NSUP,NMASS.NVARV
+ IPRADI PRAD,COEMM,CHEMM,NPHT
+ IRDROPCI QL,CPL,PV
C
DIMENSION U(NEQ),UPRIME(NEQ)
C
DATA TMIN,TMAX,DBZERO I 320.0,3000.0,0.0/
DATA SMALL / 1.0E-6 I
DATA TINY / 1.0E-I7/
DATA HLV 12.482006/
DATA TBOIL I 373.000 I
C
PI = 3.1415926
C
T = U(7)
AMVT = U(9)
AMFCT = U(10)
C
C-----LOWER BOUNDS OF VARIABLES
C
T = MAX(T.TMIN)
AMVT = MAX(AMVT,DBZERO)
AMFCT = MAX(AMFCT,DBZERO)
C
C-----CALCULATE HEAT AND MASS TRANSFER COEFFICIENTS
C
CALL CHTMAS(D,VREL,SHERW.ANUSS)
HPRIMD = AKG* ANUSS
HCON = HPRIMD*(TG-T)
C
C-----CHAR OXIDAnON AND DEVOLATILIZATION
C
CALL COXDVL(T,D,AMVT.AMFCT,DAMVT,DAMFCT,DAMFCP.TG.FG,PCG,PG,
+ HCON,HLV,TBOIL)
C
C-----HEAT EQUAnON
C
DRBU = DAMVT-DAMFCP
BLOW = 1.0
ZETA = -CPV*DRBU/(PI*D*AKG* ANUSS)
IF (ABS(ZETA).GE.SMALL) THEN
EXZETA = EXP(-ZETA)
BLOW = ZETA*EXZETAI(I.ODO-EXZETA)
ENDIF
HPRIMD = AKG*ANUSS*BLOW
IF(ABS(VOIDS).GT.SMALL) DAMFCT = DAMFCT*DENGFS
HCDM = -DAMFCT*HCHAR*FHCHAR
DAMFCT = DAMFCT+DAMFCP
C
C PARTICLE RADIATION
C
PHT = 0.0
IF(NPHT.GT.O) THEN
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SBZMK = 5.670-8
XCOAL = FVT/MAX(FV.TINY)
PEM = COEMM·XCOAL+CHEMM·(l.ODO-XCOAL)
PHT = D·PEM·(PRAD-SBZMK·T"4)
ENDIF
C
HCON = HPRIMD·(TG-T)
QL=HLV
HREAC = (QL ·ORBU+HCDM)/(PI·O)
UPRIME(7) = PI·O·(HCON+HREAC+PHT)/(CPL·AMDROP)
IF(T.GE.TBOIL .AND. AMVT.GT.TINY)
+ UPRIME(7) = MIN(upRIME(7),0.ODO)
IF(T.GT.TMAX) UPRIME(7) = MIN(UPRIME(7),0.ODO)
UPRIME(8) = 0.0
IF(AMV.GT.O.O) UPRIME(8) = -SWELL·RDROPO·DRBU/AMV
IF(AMV.GT.O.O) THEN
UPRIME(8) = O·DAMVT/(3.0·AMDROP)
ELSE
UPRIME(8) = 0.0
END IF
C
C-----DlAMETER
C
C
C
C
C-----MASS FRACTIONS
C
UPRlME(9) = OAMVT
UPRlME( 10) = OAMFCT
IF (LTWSTP) UPRlME( 11) = OAMFCP
C
C-----SET MASS OERIVATIVE FOR SOURCE CALCULATION
C
AMOOT = UPRlME(9)+UPRlME(10)
C
RETURN
END
2.1.2 Coxdvl.f
SUBROUTINE COXDVL(T.D.AMVT,AMFCT,DAMVT,OAMFCT,OAMFCP,TG,FG,PCG,PG.
+ HCON.HLV.TBOIL)
C
C····················································· .
C
C THIS SUBROUTINE CALCULATES CHAR OXIDATION AND DEVOLAT1LIZATION
C FOR THE COAL COMBUSTION MODEL
C
C····················································· .
C
C . THIS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C COALHM
C
C····················································· .
C CREATED
C 02/01192 NSW COPIEO FROM RELEASE 2.4
C MODIFIED
C 01/03/94 NSW MODIFY FACTORS IN GIBB MODEL
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C 04/10/94 NSW MODIFY SIMPLE CHAR MODEL TO ALLOW FOR SYSTEM
C PRESSURE VARIAnON
C
C····················································· *
C
DOUBLE PRECISION T,D,AMVT,AMFCT,DAMVT,OAMFCT,DAMFCP
DOUBLE PRECISION CINF,RDROP,TINY,AKCHEM,TMEAN,AKDIFF,AKFC
+ ,OXG,AKCHAR,RSCALE,BETA,FBETA,AEXP,PHI,Q
+ ,AKSUM,AKV,AKVI,AKV2,DBZERO,DBONE,PATMOS
+ ,HLV,TBOIL.PI
C
LOGICAL LTWSTP
C
COMMON
+ ICMBUSTI FST,HFUEL,MAXFU,MAXOX,MAXPR
+ ICOAU AV,EV,AFC,EFC,ASTAR, TSTAR,AMC,AM02,SWELL,VOIDS,HOLES
+ ,DCOEFF,DIP,DENV,DENA,DENFC,AMV,AMA,AMFC,F02,ROROPO
+ ,FHCHAR,FV,FA,YI,AVI ,EVI,Y2,AV2,EV2,LTWSTP
C
DATA TINY,DBZERO,DBONE,PATMOS 11.00-17,0.0,1.0,1.0132505 I
DATA STINY II.OE-17 1
DATA PI 13.141592600 1
C
c-----CHAR OXIDATION MOOELS
C
CINF = 1.0DO-FG/FST-PCG
CINF = MAX(CINF,DBZERO)
CINF = MIN(CINF,DBONE)
C
ROROP = 0/2.0DO
C
OAMVT=O.O
DAMFCT=O.O
DAMFCP=O.O
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C
C
IF «CINF.GT.O.ODO).AND.(AMFCT.GT.TINY» THEN
IF (VOIDS.LT.l.OE-6) THEN
C
C-----SIMPLE MODEL OF CHAR OXIDAnON
C
AKCHEM = AFC·EXP(-EFC/T)
TMEAN = 0.500·(TG+T)
AKDIFF = 2.53D-7/RDROp·TMEAN**0.75DO·PATMOS/MAX(PG,STINY)
AKFC = AKDIFF·AKCHEM/(AKDIFF+AKCHEM)
OXG =0.0
STOIC = 1.0/FST-1.0
IF (FG.LT.( I.O-PCG)·FST) OXG = 1.ODO-PCG-(I.ODO+STOIC)·FG
DAMFCT = -OXG·F02·AKFC·3.141592700·0**2·PG/PATMOS
OAMFCT = OAMFCT·EXP(-20.000·(TINYIAMFCT)**2)
C
ELSE
C
C-----GIBB MODEL OF CHAR OX IDAnON
C
AKCHAR = AFC·T*EXP(-EFC/T)
RSCALE = SQRT(Dlp·VOIDS*HOLES/AKCHAR)
BETA = RDROP/RSCALE
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FBETA = (BETAfTANH(BETA)-I.ODO)/BETA"2
AEXP = ASTAR*EXP(-TSTARlT)
PHI = 2.000*(l.OOO+AEXP)/(2.0OO+AEXP)
Q = PHI*AMC*( 1.000-VOIDS)/(DENFC*AM02)
AKSUM = I.OOO/RDROP+FBETAf(HOLES*(I.ODO-VOIDS»
AKDIFF = DCOEFF/(RDROP**2*(1.0DO-VOIDS»
c
IF (.NOT.LTWSTP) THEN
C
C-----CHAR OXIDATION FOR SINGLE-STEP DEVOLATILIZATION
C
AKCHEM = AKSUM* AKCHAR
+ *(AMFCT/(AMFCT+AMA*DENFCIDENA»**(2.000/3.0DO)
C
ELSE
C
C-----CHAR OXIDATION FOR TWO REACTION DEVOLATILIZATION
C
AKCHEM = AKSUM* AKCHAR
+ *(AMFCT/(AMFCT+DENFC*(AMAIDENA+AMVTIDENV»)**(2.0DO/3.0DO)
c
ENDIF
c
AKFC = 3.0DO*Q*CINF*AKDIFF*AKCHEMI(AKDlFF+AKCHEM)
DAMFCT = -F02*AKFC*AMFCT
c
ENDIF
C
ENDIF
Appendix 2
c
c
IF (AMVT.LE.TINY) RETURN
IF (.NOT.LTWSTP) THEN
C
C SINGLE-STEP DEVOLATILIZATION
C
C AKV = AV*EXP(-EVlT)
IF(T.GE.TBOIL) THEN
AKV = PI*D*HCON/«AMVT+AMFCT+AMA)*HLV)
DAMVT = -AKV* AMVT
ELSE
DAMVT = O.ODO
END IF
c
ELSE
C
C-----UBHAYAKAR ET AL TWO REACTION DEVOLATILIZA TION
C
AKV\ = AV\*EXP(-EVI/T)
AKV2 = AV2*EXP(-EV2/T)
DAMVT = -(AKV1+AKV2)*AMVT
DAMFCP = «l.ODO-Y1)*AKV1+(1.0DO-Y2)*AKV2)*AMVT
c
ENDIF
c
RETURN
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Appendix 2.2 Modified Coal Combstion Subroutines (Version 2)
2.2.1 Coalhm.f (Revised)
SUBROUTINE COALHM(U,UPRIME,VREL,D,AMDROP,AMDOT)
c····················································· .
C
C TIDS SUBROUTINE CALCULATES TIME DERIVATIVES OF ENTHALPY AND MASS
C FRACTIONS FOR THE COAL COMBUSTION MODEL
C
C····················································· .
C
C TIDS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C DERIV
C
C·*··*···*···**········*·*····························*...•..•.•.......•
C CREATED
C 02/01/92 NSW COPIED FROM RELEASE 2.4
C MODIFIED
C 01/12/92 NSW CORRECT TREATMENT OF RADIATION TO PARTICLES
C 04/08/93 NSW PREVENT PARTICLES REACHING UNPHYSICAL TEMPERATURES
C 04110194 NSW PASS GAS PRESSURE TO COXDVL
C
C·**·················································· .
C
DOUBLE PRECISION U.UPRIME,VREL,D,AMDROP,AMDOT
DOUBLE PRECISION T,AMVT,AMFCT,TMIN,TMAX,DAMVT,DAMFCT,DAMFCP
+ ,SHERW,ANUSS,DRBU,BLOW,ZETA,EXZETA,SMALL, PI
+ ,HPRIMD,HCDM,PHT,SBZMK,XCOAL,PEM,HCON,HREAC,DBZERO
+ ,HLV,mOIL
C
LOGICAL LTWSTP
C
COMMON
+ ICOAL! AV,EV,AFC,EFC,ASTAR.TSTAR.AMC,AM02,SWELL,VOIDS,HOLES
+ ,OCOEFF,DlP,OENV,DENA,DENFC,AMV,AMA,AMFC,F02,RDROPO
+ ,FHCHAR.FV,FA,Yl,AVI,EV I, Y2,AV2,EV2.LTWSTP
+ ICOALx/ HCHAR.STOICC,HGF(6),HFUIN,HOXIN,NHFU,NCFU,NOFU,NMFU
+ ICPARTI FAT,FVT,FFCT
+ IGASPRCI DENG,DENGFS,VISAV,VlS1 3,DIFF,CPAV,CPV,AKG
+ IGASVAR/ UG,VG,WG,RHOG,PG,DPDX,DPDY,DPDZ,TEG,EDG,TG,FG,PCG,CGAS
+ IINTEGRI NEQ,NTER.IPTT,IPTS,NSUP,NMASS,NVARV
+ IPRADI PRAD,COEMM,CHEMM,NPHT
+ IRDROPCI QL,CPL,PV
C
DIMENSION U(NEQ),UPRlME(NEQ)
C
. DATA TMIN,TMAX,DBZERO I 320.0,3000.0,0.0 I
DATA SMALL I I.OE-6 I
DATA TINY I 1.0E-171
DATA HLV I 2.482006 I
DATA TBOIL 1373.000 I
C
PI = 3. 1415926
c
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T = U(7)
AMVT= U(9)
AMFCT = U(lO)
C
C-----LOWER BOUNDS OF VARIABLES
C
T = MAX(T,TMIN)
AMVT = MAX(AMVT,OBZERO)
AMFCT = MAX(AMFCT,OBZERO)
C
C-----CALCULATE HEAT AND MASS TRANSFER COEFFICIENTS
C
CALL CHTMAS(O,VREL,SHERW,ANUSS)
HPRIMD = AKG*ANUSS
HCON = HPRIMD*(TG-T)
CPJS
C-----ADO PARTICLE RADIATION BEFORE OEVOL CALC
PHT = 0.0
IF(NPHT.GT.O) THEN
SBZMK = 5.670-8
XCOAL = FVT/MAX(FV,TINY)
PEM = COEMM*XCOAL+CHEMM*( I.OOO-XCOAL)
PHT = O*PEM*(PRAD-SBZMK*T**4)
ENDIF
HCON = HCON + PHT
CPJS
C
C-----CHAR OXIDATION AND OEVOLATILIZATION
C
CALL COXOVL(T,O,AMVT,AMFCT,OAMVT,OAMFCT,OAMFCP,TG,FG,PCG,PG.
+ HCON,HLV,TBOIL)
C
C-----HEAT EQUATION
C
ORBU = OAMVT-OAMFCP
BLOW = 1.0
ZETA = -CPV*ORBU/(PI*O*AKG*ANUSS)
IF (ABS(ZETA).GE.SMALL) THEN
EXZETA = EXP(-ZETA)
BLOW = ZETA*EXZETAI(I.OOO-EXZETA)
ENDIF
HPRlMD = AKO*ANUSS*BLOW
IF(ABS(YOIDS).GT.SMALL) OAMFCT = OAMFCT*OENGFS
HCOM =·OAMFCT*HCHAR*FHCHAR
oAMFCT = OAMFCT+DAMFCP
C
C-----PARTICLE RADIATION
C
CPJS
C PHT = 0.0
C· IF(NPHT.GT.O) THEN
C SBZMK = 5.670-8
C XCOAL = FYT/MAX(FV,TINY)
C PEM = COEMM*XCOAL+CHEMM*(1.0DO-XCOAL)
C PHT = 0*PEM*(PRAO-SBZMK*T**4)
C ENDIF
CPJS
C
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HCON = HPRIMD·(TG-T)
QL=HLV
HREAC = (QL·DRBU+HCDM)/(PI·D)
UPRIME(7) = PI·D·(HCON+HREAC+PHT)/(CPL·AMDROP)
IF(T.GE.TBOIL .AND. AMVT.GT.TINY)
+ UPRIME(7) = MIN(UPRIME(7),0.ODO)
IF(T.GT.TMAX) UPRIME(7) = MIN(UPRIME(7),0.ODO)
UPRIME(8) = 0.0
IF(AMV.GT.O.O) UPRIME(8) = -SWELL·RDROPO·DRBU/AMV
IF(AMV.GT.O.O) THEN
UPRIME(8) = D·DAMVT/(3.0·AMDROP)
ELSE
UPRIME(8) = 0.0
END IF
C
C----DlAMETER
C
C
C
C
C-----MASS FRACTIONS
C
UPRIME(9) = DAMVT
UPRIME( I0) = DAMFCT
IF (LTWSTP) UPRIME(II) = DAMFCP
C
C-----SET MASS DERIVATIVE FOR SOURCE CALCULATION
C
AMDOT = UPRIME(9)+UPRIME( I0)
C
RETURN
END
2.2.2 Coxdvl.f (Revised)
SUBROUTINE COXDVL(T,D,AMVT,AMFCT,DAMVT,DAMFCT,DAMFCP.TG,FG,PCG.PG.
+ HCON.HLv.mOIL)
CC····················································· .
C
C THIS SUBROUTINE CALCULATES CHAR OXIDATION AND DEVOLATILIZATION
C FOR THE COAL COMBUSTION MODEL
C
c····················································· .
C
C THIS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C COALHM
C
c····················································· .
C CREATED
C 02/01/92 NSW COPIED FROM RELEASE 2.4
C MODIFIED
C 01/03/94 NSW MODIFY FACTORS IN GIBB MODEL
C 04/10/94 NSW MODIFY SIMPLE CHAR MODEL TO ALLOW FOR SYSTEM
C PRESSURE VARIATION
C
C····················································· .
C
DOUBLE PRECISION T.D,AMVT.AMFCT,DAMVT,DAMFCT,DAMFCP
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DOUBLE PRECISION CINF,RDROP,TINY,AKCHEM,TMEAN,AKDIFF,AKFC
+ ,OXG,AKCHAR.RSCALE,BETA,FBETA,AEXP,PHI,Q
+ ,AKSUM,AKV,AKVI,AKV2,DBZERO,DBONE,PATMOS
+ ,HLV,TBOIL,PI
e
LOGICAL LTWSTP
e
COMMON
+ ICMBUSTI FST,HFUEL,MAXFU,MAXOX,MAXPR
+ ICOALI AV,EV,AFC,EFC,ASTAR,TSTAR,AMC,AM02,SWELL,VOIDS,HOLES
+ ,OCOEFF,DIP,DENV,DENA,DENFC,AMV,AMA,AMFC,F02,RDROPO
+ ,FHCHAR,FV,FA,YI ,AVI ,EV1,Y2,AV2,EV2,LTWSTP
e
DATA TINY,OBZERO,DBONE,PATMOS 11.00-17,0.0,1.0,1.0132505 I
DATA STINY I 1.0E-17 I
DATA PI I 3.141592600 I
e
e-----CHAR OXIDATION MODELS
e
CINF = 1.000-FG/FST-PCG
eINF = MAX(CINF,DBZERO)
CINF = MIN(CINF.DBONE)
c
RDROP = D/2.0oo
c
DAMVT=O.O
OAMFCT=O.O
DAMFCP=O.O
c
IF «CINF.GT.O.ODO).AND.(AMFCT.GT.TINY» THEN
c
IF (VOIDS.LT.I.OE-6) THEN
C
C-----SIMPLE MODEL OF CHAR OXIDATION
e
AKCHEM = AFC*EXP(-EFC/T)
TMEAN = O.5oo*(TG+T)
AKDIFF = 2.53D-7IRDROP*TMEAN**O.7500*PATMOS/MAX(PG,STINY)
AKFC = AKDIFF*AKCHEM/(AKDIFF+AKCHEM)
OXG = 0.0
STOIC = 1.0/FST-1.0
IF (FG.L T.( I.O-PCG)*FST) OXG = I.ODO-PCG-(I.OOO+STOIC)*FG
OAMFCT = -OXG*F02*AKFC*3.141592700*O**2*PG/PATMOS
OAMFCT = DAMFCT*EXP(-20.000*(TINYIAMFCT)**2)
C
ELSE
C
C-----GIBB MODEL OF CHAR OXIDATION
C
AKCHAR = AFC*T*EXP(-EFC/T)
RSCALE = SQRT(OIP*VOIOS*HOLES/AKCHAR)
BETA = RDROP/RSCALE
FBETA = (BETAlTANH(BETA)-I.OOO)/BETA**2
AEXP = ASTAR*EXP(-TSTARlT)
PHI = 2.000*(1.000+AEXP)/(2.000+AEXP)
Q = PHI*AMC*( 1.000-VOIDS)/(OENFC*AM02)
AKSUM = 1.000/RDROP+FBETN(HOLES*(1.0DO-VOIDS»
AKDlFF = DCOEFF/(ROROP**2*( 1.000-VOIDS»
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C
IF (.NOT.LTWSTP) THEN
C
C----CHAR OXIDATION FOR SINGLE-STEPDEVOLATILIZATION
C
AKCHEM = AKSUM*AKCHAR
+ *(AMFCT/(AMFCT+AMA*DENFC/DENA»**(2.0DO/3.0DO)
C
ELSE
C
C----CHAR OXIDATIONFOR TWO REACTION DEVOLATILIZATION
C
AKCHEM = AKSUM*AKCHAR
+ *(AMFCT/(AMFCT+DENFC*(AMA/DENA+AMVT/DENV»)**(2.0DO/3.0DO)
C
ENDIF
C
AKFC = 3.0DO*Q*CINF*AKDIFF*AKCHEM/(AKDIFF+AKCHEM)
DAMFCT = -F02* AKFC*AMFCT
C
ENDIF
C
ENDIF
C
IF (AMVT.LE.TINY)RETURN
C
IF (.NOT.LTWSTP) THEN
C
C-----SINGLE-STEP DEVOLATILIZATION
C
C AKV = AV*EXP(-EV/T)
IF(T.GE.TBOIL) THEN
AKV = PI*D*HCON/«AMVT+AMFCT+AMA)*HLV)
DAMVT = -AKV*AMVT
CPJS
C-----PREVENT POSSIBILITY OF MASS INCREASE
IF(DAMVT.GE.O.O) DAMVT = O.ODO
CPJS
ELSE
DAMVT = O.ODO
END IF
C
ELSE
C
C-----UBHAYAKAR ET ALTWO REACTION DEVOLATILiZATION
C
AKVl = AVI*EXP(-EVlIT)
AKV2 = AV2*EXP(-EV2/T)
DAMVT= -(AKVl+AKV2)*AMVT
DAMFCP = «1.0DO-YI)*AKVl+(1.0DO-Y2)*AKV2)*AMVT
C·
ENDIF
C
RETURN
END
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CREATED
02/01192 NSW COPIED FROM RELEASE 2.4
MODIFIED
01/03/94 NSW SET LATENT HEAT TP ZERO IN TWO STEP MODEL
Appendix 2
2.2.3 Dpropc.f
SUBROUTINE DPROPC(T,D)
C
C******·····················*··················*····*· .
C
C THIS SUBROUTINE CALCULATES THERMODYNAMIC DROPLET PROPERTIES
C FOR THE COAL COMBUSTION MODEL
C
C*·*····*··················**··*···············*······ .
C
C THIS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C GASPRO SPRAY
C
C*·****····*·······*·*·······*······***·*······*······ .
C
C
C
C
C
C·***····················*···*·*····*··*·············· .
C
DOUBLE PRECISION T,D
DOUBLE PRECISION T2,FJCAL,CPV,CPA,CPFC
C
LOGICAL LTWSTP
C
COMMON
+ /COAL/ AV,EV,AFC,EFC,ASTAR,TSTAR,AMC,AM02,SWELL,VOIDS,HOLES
+ ,DCOEFF,DIP,DENV,DENA,DENFC,AMV,AMA,AMFC,F02,RDROPO
+ ,FHCHAR,FV,FA,YI,AVI,EVI,Y2,AV2,EV2,LTWSTP
+ /COMPRS/ GASCON,WMOL,PREF,TREF
+ /CPART/ FAT,FVT,FFCT
+ /RDROPC/ QL,CPL,PV
C
T2 = T*T
FJCAL = 4.182
C
C-----SPECIFIC HEAT CAPACITY (J/KG/K)
C
CPV = n.95DO+55.l7D-3·T-30.78D5/T2
CPA = 1I.22DO+8.2D-3·T
CPFC = 4. lDO+1.02D-3·T-2.ID5/T2
CPV = FJCAL·CPV·1OOO.ODO/ 142.000
CPA = FJCAL·CPA·IOOO.000/92.0DO
CPFC = FJCAL·CPFC·IOOO.OOO/12.0DO
C
C-----COAL SPECIFIC HEAT FOR 2 REACTION PYROLYSIS
IF(LTWSTP) CPV = 1225.0DO
C
CPL = FVT*CPV+FAT*CPA+FFCT·CPFC
C
C-----LATENT HEAT OF VAPOURISAnON (J/KG)
C
CPJS LATENT HEAT OF SLUDGE WATER
C QL = 6.279E5
QL = 2.482E+6
CPJS
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CREATED
17/03/92 NSW COPIED FROM CSSRMY VERSION OF DRPSRC
IN RELEASE 2.4
MODIFIED
09/06/92 NSW CORRECT SETTING OF PARAMETER MAXPTH
MODIFY LOOP OVER INDX
06/08/93 NSW MODIFY HEAT TRANSFER TO ALLOW FOR MODIFICATION
OF REFERENCE ENTHALPY DEFINITION
15/10/93 NSW INCLUDE OIL COMBUSTION
11/01/94 NSW CALCULATE VOLUME FILLED BY PARTICLES. ARGUMENT
LIST CHANGED.
10/02/94 PJS CORRECTION TO COAL PARTICLE MODEL
(l-FHCHAR) TERM REMOVED FROM ENTHALPY SOURCE
24/02/94 NSW CHANGE MAXPTH TO 30
IF(LTWSTP) QL = 0.0
C
C--PV
C
PV = I.OE-2
IF (FVT.GT.O.OI) PV = 133.322·10··(1 I.0-3656.0/T)
IF (PV.GE.PREF) PV = PREF-I.OE-2
C
RETURN
END
2.2.4 Parsrc.f
SUBROUTINE PARSRC(IFLAG,IPATH.NPATH.VPART,SUP.PNUM
+ ,RHOPARCPPARCPVAP,VAPO,PVFRAC,T,TOLD,VOLOLD)
C
C····················································*.*...•.*..*.*••...
C
C THIS SUBROUTINE CALCULATES SOURCES TO THE GAS PHASE FROM
C INDIVIDUAL PARTICLES FROM SUB-PATHS
C
C·····*·····*····**·······*··························· .
C
C THIS SUBROUTINE IS CALLED BY THE FOLLOWING SUBROUTINES
C TRACK
C
C··············································*······ .
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C···*·················································....*...........•.
C
PARAMETER (MXMASS=20,MAXPTH=30)
C
LOGICAL LMASS,LHEAT,LCOAL,LSPRAY,LPBUOY,LPTURB,LPGRAD,LTWSTP
C
COMMON
+ IALU NBLOCK.NCELL.NBDRY,NNODE.NFACE.NVERT.NDIM
+ ICMBUST/ FST.HFUEL,MAXFU,MAXOX.MAXPR
+ /COAU AV.EV,AFC,EFC,ASTAR,TSTAR,AMC.AM02.SWELL.VOIDS.HOLES
+ .DCOEFF.DIP,DENV,DENA.DENFC,AMV,AMA,AMFC.F02.RDROPO
+ ,FHCHAR.FV,FA.YI,AVI.EVI,Y2.AV2,EV2.LTWSTP
+ ICOALXI HCHAR,STOICC,HGF(6),HFUIN.HOXIN,NHFU,NCFU,NOFU,NMFU
+ ICOMPRS/ GASCON. WMOL.PREF.TREF
+ IGASPRSI VISCOS. TDIFF, TCOND.CPFLU
216
Appendix 2
+ IGEOORPI CSFAC,SAFAC,IDRGEO
+ IINTEGR/ NEQ,NTER,IPTT,IPTS,NSUP,NMASS,NVARV
+ /LOOPARI LMASS,LHEAT,LCOAL,LSPRAY,LPBUOY,LPTURB,LPGRAO
+ INIJKBI NIB,NJB,NKB,IPCB,IPVB
+ IOILCMBI IOILC
+ IRDROPCI QL,CPL,PV
+ IRDROPOI RHOO,CPO,QO,TBOIL
+ IRPARTI DIAM,AMOC,RHO,CPBPAR,TVAP
C
DIMENSION IFLAG(2),IPATH(3,MAXPTH),VPART(NEQ),SUP(NCELL,NSUP)
+,RHOPAR(·),CPPAR(·),CPVAP(*),VAPO(*),PVFRAC(NCELL)
DIMENSION Z(MXMASS+4)
C
OATA PI 13.14159261
C
C-----MASS COMPONENTS AND ENTHALPY
C
IF (LCOAL) THEN
C
D = VPART(8)
VOL = PI·O*·3/6.0
AMVT = VPART(9)
AMFCT=O.O
IF (IOILC.NE.l) AMFCT = VPART(10)
AMFCP=O.O
IF (LTWSTP) AMFCP = VPART(II)
AMOROP=AMVT+AMA+AMFCT
C
AMASS = PNUM* AMDROP
AMASV = PNUM·AMVT
AMASFC = PNUM*AMFCT
AMASFP = PNUM*AMFCP
C
CPJS
C-----REMOVE LATENT HEAT OF FUEL FROM GAS SlOE
IF (lOILC.NE.I) DELTAH = CPL·VPART(7)
+ +«HFUEL-QL)*(AMVT+AMFCP)+HCHAR·(AMFCT-AMFCP»)/AMOROP
IF (IOILC.EQ.l) OELTAH = CPO·VPART(7)+HFUEUAMVT/AMDROP
CPJS
C
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C
C
c
Z(l) = AMASV+AMASFP
2(2) = DELTAH·AMASS
IF (IOILC.NE.l) 2(3) = AMASFC-AMASFP
ELSE IF (LSPRAY) THEN
Z(l) = PNUM*VPART(7)
Z(2) = PNUM*( AMDC·CPBPAR*VPART(8)
+ + (YPART(7)-AMDC)·(CPPAR(I)*YPART(8)-VAPO(I)
-t- +(CPVAP(I)-CPPAR(I»*TVAP-CPFLU·TREF»
AMOROP = VPART(7)
IF (lORGEO.EQ.I ) THEN
VOL =ABS(AMDROP-AMDC)/RHOPAR( I) + AMDC/RHO
ELSE
VOL = PI*DIAM"3/6.0
ENOIF
ELSE IF (LMASS) THEN
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C
VOL = AMDC/RHO
DO 50 IMASS=l,NMASS
C
VOL = VOL + ABS(YPART(6+IMASS»/RHOPAR(IMASS)
Z(lMASS) = PNUM*YPART(6+IMASS)
C
50 CONTINUE
IF (IDRGEO.EQ.2) VOL = PI*DIAM**3/6.0
C
ELSE
C
VOL = PI*DIAM**3/6.0
C
ENDIF
C
IF (LHEAT) THEN
C
Z(NMASS+1) = PNUM* AMDC*CPBPAR*YPART(IPTT)
IF (LMASS) THEN
DO 60 IMASS= 1,NMASS
C
Z(NMASS+l) = Z(NMASS+I) + PNUM*YPART(6+IMASS)*
+ (CPPAR(lMASS)*YPART(lPTT)-VAPO(IMASS)
+ +(CPVAP(IMASS)-CPPAR(IMASS»*TVAP-CPFLU*TREF)
C
60 CONTINUE
END IF
C
END IF
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Appendix 3
Appendix 3 Sewage Sludge Characteristics
The sewage sludge characteristics as shown in Table 6-2, Chapter 6 (also given below)
were obtained from the Final Report of the Clean Coal Technology Programme 1992-
1994, Combined Combustion of Biomass/Sewage Sludge and Coals, Yolume II: Final
Reports. The sewage sludge sample identifying numbers (1a, Ib, etc.) relate to the
following investigations and samples used.
Dry Sewage Dry Sewaae Sludlle Prooerties for Various Samnles
Property la Ib lc Id 2 3 48 4b
Moisture 3.6 17.9 3.4 6.7 15.9 2.8 4.1 5.8
Volatiles 25.7 28.8 39.7 52.0 31.9 57.9 42.3 46.0
Ash 55.6 41.0 54.5 38.6 46.0 53.5 47.4 52.0
Fixed Carbon - - - - ,_. - _. "
HHV - - - - .~ 12.7 10.9 11.8
LHV 12.0 15.6 9.9 13.1 13.7 _. 10.0 10.9
Bulk Densitv - - - - - - -
Dry Sewage Dry Sewage Sludae Properties for Various Samples Typical Bit.
Pronerrv 5 6a 6b 7a 7b 8 COlli
Moisture 7.6 3.6 5.3 4.0 3.0 3.1 1.7
Volatiles 42.8 45.9 51.1 52.0 46.6 50.3 34.0
Ash 48.2 47.5 46.6 31.0 44.2 46.3 5.0
Fixed Carbon 9.0 6.6 2.5 13.0 6.2 5.4 59.3
HHV 11.8 - - - ,- - -.
LHV - 10.5 10.9 11.97 11.34 12.24 32.26
Bulk Densitv 610.0 609.0 603.3
Table 6-2 Properties of Various Sewage Sludges (Clean Coal Technology Programme 199]·199-11,
Sample Set 1: Probst, H., Fechner GmbH & Co KG
Co-Combustion of Sewage Sludge and Coals, B19
la = BASF
1b = BETREM 50/50
lc = AV Saar
Id = SW Dusseldorf
Sample Set 2: Deininger, L., Hohn, R., Kleicker, J.; Berzelius Stolberg GmbH
Use of Coal/Sewage Sludge Mixtures as Environmentally Compatible Reduction Agent
in a New Metallurgical Process. 818
2 = BETREM 80/20
Sample Set 3: Hey, W., Pelz, W., Romey, I., Sowa, F.; DMT
Combined Combustion of Biomass/Sewage Sludge and Coals of High and Low Rank
in Different Systems 0 f Serni-Teehnical Scale, 817
3 = Sewage Sludge (No details given)
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Sample Set 4: Billotet, T.; Saarbergwerke AG
Combustion Tests with Dried Sewage Sludge in a Coal-Fired Power Plant. B20
4a = min range of various Sewage Sludge samples
4b = max range ofvarious Sewage Sludge samples
Sample Set 5: Van Doorn, J., Bruyn, P., Kos, B., Hanse, J.; ENC
Combined Combustion ofBiomass. Municipal Sewage Sludge and Coal in a
Atmospheric Fluidised Bed Installation. B12
5 = Sewage Sludge obtained from a commercially operated rotary drum drier.
Sample Set 6: Kicherer, A., Gerhardt, Th., SpliethotT, H.,Hein, K.R.G.; IVD
University Stuttgart
Co-Combustion ofBiomass/Sewage Sludge with Hard Coal in a Pulverised Fuel Semi-
Industrial Test Rig, Bl
6a = Sewage Sludge 1 (No details given)
6b = Sewage Sludge 2 (No details given)
Sample Set 7: Abbas, T., Costen, P., Glaser, K., Hassan, S., Lockwood, F., Ou .1.-
J.; Imperial College
Combined Combustion ofBiomass. Municipal Sewage Sludge and Coal in a Pulverised
Fuel Plant. B3
7a = Thames Water pIc
7b = Wessex Water pIc
Sample Set 8: van de Kamp, W.L.,Morgan, D.J.; IFRF
The Co-Firing of Pulverised Bituminous Coals with Biomass and Municpal Sewage
Sludge for Application to the Power Generation Industry. B4
8 = Municipal Sewage Sludge (No details given)
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