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ABSTRACT
Although LIGO has detected six gravitational waves so far, people are still conducting
research to improve the sensitivity of the detectors in different aspects. At low frequency
band, one of the main sources of noise is seismic vibration. Lowering the noise level in
this band, helps us to follow the coalescence of compact binary systems earlier in their
transformation and increase the signal-to-noise ratio. It also allows us to detect merger of
more massive objects. Hence, an isolation system is required to reduce the seismic noise.
As a part of isolation system (which can be a passive or an active isolation), inertial
sensors play an important role in monitoring the seismic vibration and disturbances. How-
ever, these sensors have a weakness. They cannot distinguish between translation motion
and tilt motion at low frequency and the signal is dominated by tilt motion.
One solution could be suspending the inertial sensor to attenuate the transmitted
tilt to the sensor. Nevertheless, suspending the sensor makes it sensitive to any external
excitation such as air current.
I have designed and built a thermal enclosure for the suspended sensor to minimize
the effect of the air current, and reduce the ambient temperature variations. The theoretical
model of the enclosure, as well as the experimental measurements are presented in this study.
The results show that the horizontal motion of the suspended sensor is decreased by several
orders of magnitude after using the thermal enclosure.
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CHAPTER 1
INTRODUCTION
1.1 LIGO
From 1916 when Einstein predicted the existence of gravitational waves [1], it took almost
a century for scientists to make the first direct detection. Gravitational waves were first
measured by the Laser Interferometer Gravitational-Wave Observatory (LIGO). GW150914
was produced by the merger of two black holes with 29+4−4 M and 36
+5
−4 M initial masses
[2]. LIGO’s detection began a new era of gravitational-wave astronomy.
LIGO [3] consists of two observatories placed in Livingston, LA (L1) and Handford, WA
(H1) in the USA (see Fig. 1.1). Each observatory has a modified Michelson interferometer
with L = 4 km long arm lengths which measure strain, h(t), caused by gravitational-waves.
When a gravitational wave passes through the observatories, it changes the arm lengths of
interferometers and produces a time-dependent strain in the x and y directions, ∆L(t) =
δLx−δLy = h(t)L. The produced displacement will generate a signal on a photodiode placed
at the output of the interferometer. A comprehensive description of Advanced LIGO can be
found in [3].
To attain the required sensitivity for gravitational wave detection, several improvements
such as adding Fabry-Perot cavities and a power-recycling mirror have been carried out
[4, 5, 6]. The strain noise of LIGO during the first detection is shown in Figure 1.1 on
the top right. The strain noise 8 × 10−24/√Hz around 100 Hz which corresponds to 3.2 ×
10−21m/
√
Hz displacement for the 4 km long observatories.
The strain noise is composed of various sources and can be categorized in different fashions.
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One fashion is to arrange the noise sources into two groups: displacement and sensing noises.
Displacement noises (e.g. seismic noise, thermal noise and actuator electronic noise) directly
affect the test masses by moving them whereas sensing noises emerge in the readout signal
(e.g. laser amplitude noise, shot noise, readout electronics) [7].
Another fashion is to sort them into three groups: fundamental, technical and environ-
mental. Fundamental noises include thermal noise and quantum noise. Technical noises
originate from electronics and control loops and environmental noises encompass seismic
motion and acoustic noises [8, 9].
Fig. 1.2 shows the displacement noise budget of Advanced LIGO in Handford. The
measured noise is the sum of all noise sources. The thermal, seismic, Newtonian and quantum
noise are predicted values. The seismic noise is the suppressed ground motion using the
seismic isolation system (brown curve). The other DOF refers to the cross coupling from the
auto-alignment system and from the auxiliary lengths [10].
Based on the estimated signal strengths of several gravitational wave sources (e.g. neutron
stars, the merger of black holes), the displacement of the test masses should be less than
10−19 m/
√
Hz at 10 Hz, which is about nine orders of magnitude less than the generic ground
motion at the sites [11]. Hence, to achieve the design sensitivity of Advanced LIGO, the
noises should be reduced as much as possible.
There are different methods to reduce the mentioned noise sources. However, this study
will focus on the seismic noise and ways to diminish it.
2
Figure 1.1: A simplified version of an Advanced LIGO interferometer. A laser source emits a beam and
the beam travels in two orthogonal arms after leaving the beam splitter. The photodetector receives the
returned signal. Fig. 1a shows the distance between two sites and their locations. Figure 1b displays the
typically measured strain noise spectra for the Livingston (L1) and Handford (H1) interferometers during
first observing run (O1). This is an amplitude spectral density and the figure comes from Ref. [2].
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Figure 1.2: Displacement noise budget of Advanced LIGO in Handford. The measured noise is the sum of
all noises sources. [10].
1.2 Seismic motion
As it was mentioned, seismic noise is one of the major sources of noise at low frequency.
Seismic motion can be produced by ocean waves, human activities (such as people walking
near the detector or a car driving by) and many other reasons. This motion introduces vibra-
tion to the interferometer mirrors and makes it difficult to distinguish between gravitational
waves and mirror vibrations. Therefore, a very high-performance isolation system should be
implemented to isolate the interferometer mirrors from seismic motion.
There are two main types of seismic isolation system: passive isolation system and active
isolation system. Passive isolation refers to the reduction of vibration by using methods
such as mechanical springs and dampers or rubber pads. This method is very common due
to its simplicity and low cost. However, making a good passive isolation system at low-
frequency is difficult because of low-frequency resonance problems. These kind of systems
only attenuate the transmission of seismic motion above the resonant frequency of their
4
configurations [12]. In active isolation, on the other hand, seismic vibration is measured
and corrected using actuators. These systems have a high performance in low frequency.
In initial LIGO, passive stacks were used for suspended mirrors [13]. Initial LIGO also
had active vibration isolation. For the Advanced LIGO, an upgrade of initial LIGO with
much more sensitive, active seismic isolation platforms are developed which provide the very
low-frequency isolation [14].
Since seismic motion affects the LIGO sensitivity at low frequency, active isolation system
could be a good choice to reduce this kind of noise.
1.3 Tilt-free seismometer
As a part of an active isolation system, inertial sensors play an important role in moni-
toring the seismic vibration and provide input for the isolation system. The sensor measures
the disturbances and sends a signal to the actuator to apply required forces and neutralize
the disturbances.
While the inertial sensors are employed to measure the translation displacement, they are
also sensitive to tilt motion due to the effect of gravity force along the sensitive axis of the
instrument. Hence, they can not recognize horizontal motion from tilt motion. This effect is
called tilt-horizontal coupling and is problematic in low frequency [15]. The tilt-horizontal
coupling exists in all horizontal inertial sensors.
1.3.1 Problem/Solution
Fig. 1.3 displays an inertial sensor, simplified as a mass-spring-damper system, subjected
to tilt motion θ0 and translation acceleration x¨0. The initial position of the mass is denoted
by S0. The location of the mass after perturbation is called S, and δ = S0−S. The position
of the mass in the x-y coordinate could be x = S cos θ0 and y = S sin θ0. Hence, y = x tan θ0.
To compute the equation of motion of the system, Lagrangian method is used. The kinetic
5
Figure 1.3: A horizontal inertial sensor subjected to translation and tilt motion.
energy for the system with mass m is:
T =
1
2
mv2 =
1
2
m(x˙2 + y˙2) (1.1)
where
y˙ = x˙ tan θ0 + xθ˙0(1 + tan
2 θ0) (1.2)
Plugging Eq. 1.2 into Eq. 1.1 gives
T =
1
2
m[x˙2 + x˙2 tan2 θ0 + x
2θ˙20(1 + tan
2 θ0)
2 + 2xx˙ tan θ0θ˙0(1 + tan
2 θ0)] (1.3)
With the small angle approximation tan θ0 ≈ θ0, Eq. 1.3 can be written as
T =
1
2
m[x˙2 + x˙2θ20 + x
2θ˙20(1 + θ
2
0)
2 + 2xx˙θ0θ˙0(1 + θ
2
0)] (1.4)
The potential energy is:
V =
1
2
kδ2 +mgy =
1
2
kδ2 +mg(S0 − δ) sin θ0 (1.5)
where k is the stiffness of the spring. Hence, the Lagrangian would be:
L = T−V = 1
2
m[x˙2+ x˙2θ20+x
2θ˙20(1+θ
2
0)
2+2xx˙θ0θ˙0(1+θ
2
0)]−
1
2
kδ2−mg(S0−δ) sin θ0 (1.6)
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Substituting Lagrangian into the Euler-Lagrangian equation d
dt
∂L
∂δ˙
− ∂L
∂δ
= Fnon−conservative
and replacing x = (S0 − δ) cos θ0 ≈ S0 − δ gives
mδ¨ + cδ˙ + kδ = mgθ0 +mx¨0 (1.7)
where c is damping coefficient. It is assumed that the second order effect is negligible. cδ˙
and mx¨ are the viscous force of damper and the applied force along S, respectively. Eq. 1.7
can be rearranged by defining the natural frequency ω =
√
k
m
and damping ratio µ = c
2
√
km
.
δ¨ + 2µωδ˙ + ω2δ = x¨0 + gθ0 (1.8)
Going from the time domain to Laplace domain (s = iω) changes Eq. 1.8 to the following:
s2δ(s) + 2µωsδ(s) + ω2δ(s) = s2x0(s) + gθ0(s) (1.9)
or
δ(s) =
s2x0(s) + gθ0(s)
s2 + 2µωs+ ω2
= H(s)[s2x0(s) + gθ0(s)] (1.10)
which
H(s) =
1
s2 + 2µωs+ ω2
(1.11)
H(s) is the frequency response function of the sensor. Dividing the signal by H(s) makes
the analysis independent from the sensor mechanical specifications. Hence, the mass motion
normalized by the sensor response is:
δˆ =
δ(s)
s2H(s)
= x0 + θ0
g
s2
(1.12)
which includes the translational injection and the tilt injection. However, the tilt injection
has a factor of 1/s2 that shows the frequency dependence of the tilt motion (Fig. 1.4).
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Figure 1.4: Response of a horizontal inertial sensor subjected to translation (blue dashed) and tilt motion
(red). The dashed dotted curve shows the ratio of the response of the sensor to tilt over the response of the
sensor to translation motion which has 1/f2 slope. The values of the parameters are chosen arbitrary (k=10
N/m, c=2 N.S/m, m=1 kg.)
The measured motion of the sensor is dominated by tilt motion at low frequency, and by
translational motion at high frequency. This fact causes a dual sensitivity for the inertial
sensors. Since the inertial sensors are used in active isolation systems at LIGO, this would
be troublesome for the seismic isolation system at low frequency [17].
To solve this issue, researchers have examined several approaches [18]. One solution is to
suspend the inertial sensor, placing the sensor on a platform and then hang the platform
from a support. In this way, the transmitted tilt to the inertial sensor will be mechanically
filtered by suspending the sensor [20, 40]. Fig. 1.5 shows a schematic of the suspended inertial
sensor. The suspended platform can rotate around the upper rotation point with angle α
(the corresponding frequency is called pendulum frequency), and the lower suspension point
8
Figure 1.5: A schematic of an inertial sensor suspended from a support. The platform rotates around two
points. The distance between the lower suspension point and the center of mass of the system (C.o.M) is
denoted by d.
with angle θ (the corresponding frequency is called tilt frequency). d is the distance between
the center of mass of the platform and the lower rotation point.
With the small angle approximation for α, and assuming a point mass system, the pen-
dulum frequency can be estimated. The kinetic energy and the potential energy of the point
mass system are:
T =
1
2
mV 2 =
1
2
m(lα˙)2 (1.13)
V = −mgy = −mgl cosα (1.14)
where m is the mass of the platform, l is the length of the pendulum, and g is the gravitation
acceleration. The Lagrangian, hence, is
L = T − V = 1
2
mV 2 =
1
2
m(lα˙)2 +mgl cosα (1.15)
Using Euler-Lagrangian equation, the equation of motion will be
α¨ +
g
l
α = 0 (1.16)
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Therefore, the pendulum frequency can be calculated as
fpendulum ≈ 1
2pi
√
g
l
(1.17)
For estimating the tilt frequency, the Newton’s 2nd law for rotation (τ = Iθ¨) is applied. The
weight of the platform produces a torque with respect to the lower suspension point. Thus,
assuming a small angle θ,
Iθ¨ +mgdθ = 0
θ¨ +
mgd
I
θ = 0
(1.18)
where I is the moment of inertia of the platform, and d is the distance between center of
mass and lower suspension point of the platform. The tilt frequency can be estimated as
ftilt ≈ 1
2pi
√
mgd
I
(1.19)
The purpose of the above calculation is to give an idea about the design parameters of
the suspended platform. For instance, the higher the moment of inertia, the lower the tilt
frequency. Another important parameter is d value which plays an important role in the tilt
frequency.
F. Matichard et al. computed the transfer function of the suspended platform [21]. They
showed that the suspended inertial sensor has a flat response to the tilt injection (at the sup-
port) in the frequency band between tilt frequency and pendulum frequency. This response
is several order of magnitude lower than response of a ground inertial sensor subjected to
the tilt motion (Fig. 1.6).
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Figure 1.6: The response of the suspended platform to the injected translation and tilt motion. The two
expected frequencies, pendulum and tilt are shown. The flat region between these frequencies is called
translation sensitivity. This figure is based on the calculation in [21].
1.3.2 SUMCON Model
I used a Mathematica-based SUspension Model CONstructor (SUMCON) built by T.Sekiguchi
at KAGRA (Kamioka Gravitational Wave Detector) [22] to model the discussed suspended
platform. I compared the results of a SUMCON model with the approximated tilt frequency.
The result includes the natural frequencies and the transfer function of the model.
In SUMCON, the first step is constructing the rigid bodies. The mass, moment of inertia,
dimension, shape and initial positions of the bodies should be defined in SI units. The
second step would be the connections between the defined rigid bodies. There are five types
of connections: wires, vertical springs, inverted pendulum, heat links, and dampers. The
vertical and horizontal positions of the suspension points can also be determined in this
section of the code. Hence, the d value can be selected.
I have modeled a pendulum suspended with one wire and two wires (Fig. 1.7). The
hanging object is a cube with the same dimensions of the suspended platform worked with,
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Figure 1.7: The suspended cube is hanged from a support structure with one wire (left) and two wires
(right). All the chosen parameters are very similar to the built suspended platform.
and the wires have the same properties of the actual wire that we used, E = 195 Gpa and
D = 0.4 mm. The length of the wire is 14 inch (356 mm).
The SUMCON calculates the first six eigenvalues and eigenmodes of the model. The pitch
frequency and z frequency in the SUMCON refers to the tilt frequency and the pendulum
frequency in the previous model, respectively. In the previous model, the approximated
formula for the tilt frequency was: ft ∼ 12pi
√
mgd
I
(m: mass of the rigid body, d: distance
between center of mass and center of rotation and I: rigid body’s moment of inertia).
To compare the results, the same values are used to construct the model except for d
value. Because of approximations in the previous model, the eigenvalues differ from the
SUMCON. As it is shown in Fig. 1.8, the percentage difference ( ωmodel−ωSUMCON
(ωmodel+ωSUMCON )/2
∗ 100)
between the tilt frequency of the SUMCON and the previous model decreases as the d value
increases until a certain point. This trend is seen in both cases, using one wire (blue dots)
or two wires (red triangles) for suspension. The difference is reasonable (less than 5%) for
d values in the range of 15 mm to 45 mm (for a pendulum with two wires). Therefore, the
approximations for the previous model are only valid in this range.
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Figure 1.8: Percentage difference between tilt frequency of the SUMCON model and the F. Matichard model.
The blue dots represent the one wire model, and the red triangles indicate two wires model.
Figure 1.9: The SUMCON model response to the tilt and translation input. Pitch and Z in the figure refer
to the tilt motion and translation motion respectively. Platform means the suspended platform and g means
ground. The x-axis represents the frequency domain.
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Fig. 1.9 shows the SUMCON model responses to the tilt and translation input. The
responses are very similar to the model responses shown in Fig. 1.6. Both models have two
peaks, one for pendulum resonance and one for the tilt resonance. The response to the input
translation is unity below the pendulum frequency for both models. The response of both
models to the tilt input was the similar 1.
This study was one indication that the SUMCON is reliable in some ranges and with
some constraints. More studies should be done to testify the SUMCON, and make a proper
model of the suspended inertial sensor. The SUMCON model gives us the ability to study the
various properties of the suspended seismometer concept, e.g. the effect of the different length
of the wires. It also has some weaknesses such as the limited defined type of connections
between rigid bodies or saving plots in an inappropriate format.
1.3.3 Tilt Frequency Range
One important parameter of the suspended platform is the tilt frequency. The approxi-
mated tilt frequency is given as
ft ≈ 1
2pi
√
Mgd
I
(1.20)
where M is the total mass of the platform, g is the acceleration of gravity, d is the distance
between center of rotation (C.o.R) and center of mass (C.o.M), and I is the mass moment
of inertia. To study the effect of the d value on the title frequency, a vertical threaded rod
is placed under the ceiling of the suspended platform, as shown in Fig. 1.10. Then, a cubic
nut is screwed to the threaded rod. By rotating the nut, it travels up and down along the
vertical threaded rod, and changes the center of mass of the platform and consequently the
d value.
I have modeled the suspended platform in SOLIDWORKS to find the moment of inertia
1I was not able to save the data from the SUMCON to plot both graphs at the same figure (after looking
for a way to do so, it seemed that I am not the only one. The saving data problem was reported in other
studies too).
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Figure 1.10: A schematic of the suspended platform with the threaded rod for d value estimation.
of the system (I0). Adding the extra mass to the system changes the moment of inertia.
Therefore, Inew = I0+mz
2 where m is the added mass, z represents the distance between the
added mass and the axis of rotation, and Inew is the new moment of inertia of the system.
The three locations of the extra mass (nut) on the threaded rod is shown in Fig. 1.10 (L2,
L3 and L4). The tilt frequency of the system is measured for each mass location. By using
Eq. 1.20, the d value is calculated. The center of mass of the system Csys can be computed
from Csys = C.o.R− d. Then the center of mass of the platform can be computed using the
following relation:
Csys =
MpCp +MmCm
Mp +Mm
(1.21)
where Csys is the center of mass of the system after adding the extra mass, Mp and Cp are
the mass and center of mass of the platform (without extra mass) respectively, and Mm and
Cm are the mass and center of mass of the extra mass. Then, the average of Cp is calculated.
Using platform center of mass, the tilt frequency can be computed for different positions of
the extra masses on the platform. Fig. 1.11 shows the tilt frequency range by changing the
location of the extra mass on the platform. The minimum tilt frequency could be ∼ 140
mHz and the maximum can be ∼ 210 mHz. Moreover, one rotation of the extra mass on the
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Figure 1.11: The area between the two black lines is the tilt frequency range for the designed suspended
platform using the vertical block as the only way to tune the tilt frequency.
threaded rod results in 1 mm displacement of the mass in vertical direction (based on the lead
of the threaded rod). Hence, the d value changes by 1 mm. Using the nonlinear relationship
of d and the tilt frequency, the variation in the tilt frequency due to the rotation (resolution)
can be computed which is ∼ 3-4.5 mHz per rotation in the mentioned tilt frequency range.
1.3.4 Current Source Circuit
In order to estimate the response of the suspended sensor to the input motion, a tilt
signal should be injected. This injection is provided using an electromagnet. A current
source is designed to supply an electric current to the electromagnet independent of the
voltage across it. Moreover, the electromagnet impedance is experimentally measured using
the current source.
The current source was already built by Veronica Leccese [23]. However, building a current
source by using a transistor does not allow the negative values of a sinusoidal voltage to be
produced. Therefore an offset is designed to avoid this issue. Moreover, the offset should not
be directly connected to the current source because it changes the behavior of the resistors
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of the current source circuit. Hence, a buffer is placed between the offset and the current
source. In this way, the same voltage enters the current source. The entire circuit is shown
in Fig. 1.12. In the following part, the current source design and characterization is briefly
explained. Then the electromagnet impedance is measured.
Figure 1.12: The entire circuit which includes an offset, a buffer and a current source, from the left to the
right. The op-amps are LT1124CN8.
1.3.4.1 Offset
The offset circuit is composed of a non-Inverting summing amplifier and resistors. It has
two input voltages: the offset voltage that comes from a DC power supply, and a sinusoidal
signal that comes from the signal analyzer (Fig. 1.13). Input signals are connected to the
Figure 1.13: Offset circuit with two inputs: Voffset and VSA
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non-inverting terminals of the operational amplifier (op-amp). Since for an ideal amplifier
current in the input is zero (IF = II), the output voltage can be written as
IF = II → Vout1 − V−
RF
=
V− − 0
R3
→ Vout1 = V−(1 + RF
R3
) (1.22)
Also for point a, the total current is zero (I1 + I2 = 0). Therefore
Voffset − V+
R2
+
VSA − V+
R1
= 0→ V+ = RT (Voffset
R2
+
VSA
R1
) (1.23)
where RT =
R1R2
R1+R2
. In an ideal op-amp V−=V+, hence plugging Eq. 1.22 into Eq. 1.23 gives:
Vout1 = (1 +
RF
R3
)RT (
Voffset
R2
+
VSA
R1
) (1.24)
By using the same resistors for R1 and R2 and putting RF=R3, the output voltage will be
the summation of the offset voltage and the signal analyzer voltage 2
Vout1 = Voffset + VSA (1.25)
1.3.4.2 Buffer
The direct connection of the offset and the current source gives a different input voltage
to the current source than it is expected. A buffer is utilized between two circuits (offset
and current source) to keep the input voltage of the current source unchanged. The buffer
output voltage is the same as its input voltage:
Vout2
Vout1
= 1 (1.26)
2Selection of the resistors is based on the maximum differential input current of op-amp (25mA). If
differential voltage exceeds 1.4V , the input current should be limited to 25mA. With the selected resistors,
the maximum amplitude of input voltage could be 11 V .
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Figure 1.14: The buffer circuit with a NPN BJT transistor and three resistors
As it is shown in Fig. 1.14, the buffer circuit includes three resistors and a transistor. The
barrier voltage for the internal diode of transistor is VBE. The transistor voltage can change
from VBE to Vcc. The input signal Vout1 should fall in this range to avoid clipping. One
choice could be the voltage at the base VB in midway between Vcc and VBE. The resistors
should be selected in a way to get the desired VB at the base. Therefore, by assuming a
value for one of the resistors, we can solve for the next one using VB = Vcc
R4
R4+R5
.
1.3.4.3 Current Source
The current source circuit is composed of an operational amplifier (op-amp), a transistor
and four resistors, Fig. 1.15. The input current goes into two directions IIN = I1 + I. Based
on an ideal op-amp, V+ = V− = V ′. The current for R6 can be computed as I1 =
V+−Vout2
R6
.
On the other hand, the current for R7 is I1 = (−V+)/R7. Therefore the op-amp voltage is
given as
V+ =
Vout2 ×R7
R6 +R7
(1.27)
The output current has the following relation:
Iout =
V ′ − Vout2
R
→ Iout = Vout2 ×
R6
R× (R6 +R7) (1.28)
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Eq. 1.28 shows that the output current of the circuit does not depend on the load resistance
RL.
Figure 1.15: Current source with an op-amp and a BJT transistor
To characterize the current source, the circuit is connected to the power supply. The
output current is measured by a multimeter. Fig. 1.16 displays the output current versus
the input voltage. The blue dots are the measured values, and the red line is the predicted
result. The current source is able to deliver up to ∼ 100 mA. With higher voltage, the current
source shows a nonlinear behavior which comes from saturation voltage of the transistor.
1.3.4.4 Electromagnet Impedance
The current source is connected to the signal analyzer to estimate the transfer function
of the circuit, and then to find the impedance of the coil. To find the impedance of the coil,
four known resistors are employed as RL (load resistance). The output current does not
depend on RL, the voltage changes as the load resistance changes. The current can also be
computed by Iout = Vout/RL. On the other hand, the transfer function (TF) of the current
source is computed by TF = Vout/Vin. By keeping the Vin constant, the following relation
can be written:
TFL =
RL
Ri
TFi → RL = RiTFL
TFi
(1.29)
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Figure 1.16: Current source characterization, a linear relation between current and voltage, V=RI
where TFL is the transfer function in the case of using coil as resistance load, and TFi
and Ri represents the transfer function and resistance of the load for each measurement,
respectively. For this experiment, the offset voltage was 5 V and the signal analyzer voltage
was 0.5 V. The measurement is repeated for four known loads (Ri resistors). The results are
shown in Fig. 1.17. The horizontal lines are for the case of using a know resistor. The curve
with the two peaks (blue curve) represents the transfer function of the coil as a load. There
are two peaks on the coil transfer function, at 6.5 Hz and 10 Hz. Since the coil is mounted on
a platform with two springs, the peaks can be due to the platform natural frequencies. Fig.
1.18 displays the coil resistance using four different load resistances. The average measured
impedance of the coil is 1.614 ±0.159 Ω. The uncertainty is calculated using the equation
∆R = Rmax−Rmin
2
√
N
which N is the number of measurements.
1.4 Inertial Sensors
A sensor which measures the relative motion with respect to an inertial reference is called
an inertial sensor [24]. It measures an absolute quantity such as velocity in some frequency
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Figure 1.17: Measured coil resistance using four different load resistances. Transfer functions of the known
resistors are plotted in horizontal lines and transfer function of the coil is shown in blue curve.
Figure 1.18: Four measured RL values. The horizontal red line at 1.614 Ω shows the average of these four
values.
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band. Fig. 1.19a displays the working principle of an inertial sensor. A mass m is attached to
a spring k and a dashpot c. The absolute displacement of the mass is denoted by x. y is the
relative displacement of the mass with respect to the base, and w is the input displacement
of the base (y = x− w).
Using the Newton’s law, the equation of the motion is given by
−k(x− w)− c(x˙− w˙) = mx¨ (1.30)
assuming the system is in static equilibrium position. Substituting y = x−w into the above
equation gives
my¨ + cy˙ + ky = −mw¨ (1.31)
Transfer from the time domain to the Laplace domain (s = iω)
ms2Y (s) + csY (s) + kY (s) = −ms2W (s) (1.32)
Hence, the transfer function of the inertial sensor which is the ratio of output Y (s) over
input W (s) in Laplace domain can be:
Twy(s) =
Y (s)
W (s)
=
−ms2
ms2 + cs+ k
(1.33)
The Twy states the ratio of the base motion which will be transferred to the seismic mass.
Fig. 1.19b shows the frequency response of the transfer function Twy(jw) which ω is the
excitation frequency. Above the natural frequency of the system, the response equals unity
which implies that the movement of the mass follows the base movement. In other words, y
perfectly predicts the base motion. Below the natural frequency of the sensor (ω0 =
√
k
m
),
the signal is filtered out, and Twy(s) is not flat anymore.
There are a wide range of inertial sensors with different configurations. C. Collette et al.
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[24] explained the working principle of some inertial sensors. However, there is no identical
classification for the inertial sensors. Each company or research institute designed, built and
named an inertial sensor based on their needs and the applications. Here, I categorized them
due to the measured physical quantity. A displacement sensor measures the position changes
of the objects. A geophone output is proportional to the velocity of the basis. Replacing the
relative velocity with relative acceleration gives the working principle of an accelerometer.
(a) A schematic of an inertial sensor. (b) Transfer function of a sensor with ω0 = 0.5Hz
Figure 1.19: Working principle of an inertial sensor
Since in the suspended inertial sensor project a geophone (L4C) is used, I focused on the
working principle of this inertial sensor.
1.4.1 Geophone
A geophone is an inertial sensor. A proof mass m is mounted on a spring k and a dashpot
c. A coil encompasses the mass and loaded by a resistance R. The output is a voltage
proportional to the difference between the velocity of the mass and its housing, Fig. 1.20a.
The relative motion of the magnet and the coil induces current. The current interacts with
the magnetic field and produces a Lorentz force.
~F = q( ~E − ~v × ~B) = −q~v × ~B = −it l
t
~B = −il ~B = −i(2pinr) ~B = −iT (1.34)
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where T = 2pinr ~B, r is the radius of the coil and n is the number of turns. The generated
magnetic field induces electromotive force in opposite direction of the magnet motion. Hence,
the equation of motion of the proof mass is:
−k(x− w)− c(x˙− w˙)− Ti = mx¨→ mx¨+ c(x˙− w˙) + k(x− w) + Ti = 0 (1.35)
Using the Kirchhoff’s circuit law, we have
L
di
dt
− T (x˙− w˙) +Ri = 0 (1.36)
where Ldi/dt is voltage due to the coil inductance (L), T (x˙ − w˙) is because of induced
electromotive force by the magnet motion 3, and V0 = Ri is the voltage across the resistance.
Transferring to the Laplace domain (s = iω)and replacing y = x− w into Eq. 1.35 and Eq.
1.36 gives
ms2Y (s) + csY (s) + kY (s) + TI(s) = −ms2W (s) (1.37)
and
LsI(s)− TY (s) +RI(s) = 0 (1.38)
Eq. 1.37 and Eq. 1.38 can be arranged in the form of
Y (s)(ms2 + cs+ k) + TI(s) = −ms2W (s) (1.39)
and
TsY (s) = I(s)(Ls+R) (1.40)
Replacing I(s) from Eq. 1.40 into Eq. 1.39 gives
Y
W
=
−ms2
ms2 + cs+ k + T
2s
Ls+R
(1.41)
3F = qV B and F = Eq. Hence E = V B. We know E = V olt/l. Therefore V olt = lV B = TV
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which is the ratio between the relative motion of the mass and the support and the absolute
displacement of the ground. Since the output of the geophone is the voltage V0 through the
resistor (V0 = RI based on Ohm’s law), the transfer function of the geophone can be written
as
V0
sW
=
−mTs2
ms2 + s(c+ T 2/R) + k
(1.42)
where sW is the velocity of the support in the frequency domain (w˙ in time domain). The
transfer function is shown in Fig. 1.20b (the values are chosen arbitrary). The transfer
function has a flat response above the natural frequency of the sensor. This implies that the
sensor can measure the velocity of the base in a certain frequency range (above its natural
frequency). There are several methods to improve the response of the sensor at low frequency,
such as putting a capacitor in series with the resistance [25] or making a feedback geophone
[26].
(a) A schematic of a geophone [24].
(b) Transfer function of a geophone
Figure 1.20: On the left, a schematic of a geophone including the proof mass (magnet) and the coil. On
the right side, the transfer function of the geophone which is the ratio of the output voltage over the input
velocity.
Table 1.1 shows several inertial sensors with different configurations. In the last column
the measurement system for each sensor is provided. The electromagnetic coil method was
explained above. In the capacitor method, the proof mass is placed on piezoelectric crystals.
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Model
Freq. Range
(Hz)
Natural
Freq. (Hz)
Sensitivity
Physical
Quantity
Measurement system
L4C1 1 - 1 276 V/m/s Velocity Electromagnetic coil
FBA232 DC - 50 50 2.5 V/g Acceleration Capacitor
GS-131 0.5 - 1 2180 V/m/s Velocity Electromagnetic coil
T2401 0.005 - 35 1200 V/m/s Velocity Electromagnetic coil
Table 1.1: Different examples of commercial inertial sensors with their features which are commonly used at
LIGO: 1. Geophone [28], 2. Accelerometer [29].
When the sensor experiences vibration, the proof mass inertia causes a compression/stretch
in the piezoelectric and then a charge (and current) will be generated. The produced current
is proportional to the injected acceleration [16].
1.4.2 Sensor noise floor
One of the main sources of noise is the sensor noise that restricts the proficiency of
vibration isolation. The lower noise floor of sensor results in the higher resolution of the
measurement. The sensor noise includes thermal noise, electronic noise and shot noise. Fig.
1.21 shows the noise horizontal motion for four kinds of inertial sensors which are commonly
used in LIGO. There are many other sensors that may have a lower noise level. The data
are taken from producers and [17].
Although the output of the sensors are different, the vertical axis in Fig. 1.21 represents
the displacement of the sensor. The oscillation of a single-degree-of freedom system excited
by f(t) = f0 sinωt is observed to be of the form xp(t) = A sinωt where ω is the frequency
and A is the amplitude of the forced response. The velocity and acceleration are calculated
by taking the first derivative x˙(t) = Aω cosωt and the second derivative x¨(t) = −Aω2 sinωt.
The displacement equation is different from the velocity equation by a factor of ω and a
phase pi/2 4. Hence, the velocity should be divided by iω to get the displacement. The same
approach should be used to convert acceleration to velocity.
4The phase shift is useful for comparison.
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Figure 1.21: Comparison of the noise floor of different inertial sensors commonly used in LIGO. Data are
taken from the manufacturer and [17].
Figure 1.22: The phase shift of the displacement, velocity and acceleration for a sinusoidal motion with
frequency 1 rad/s and amplitude 1.
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CHAPTER 2
GROUND MOTION MEASUREMENT
In this chapter, I discuss the noise floor of the measuring devices used for the experiments.
Then the ground motion of the gravitation lab at the University of Mississippi is shown.
2.1 Power Spectral Density
Throughout this chapter, a term called power spectral density (PSD) is used frequently.
The power spectral density of a time series explains where and how the power of a signal is
distributed as a function of frequency [30].
The Fourier transform of a signal in time series gives the frequency content of the signal.
For the signal f(t), the Fourier transform can be computed as
F (ω) =
∞∫
−∞
f(t)e−iωtdt (2.1)
where ω is the angular frequency. Power Spectral Density (PSD) is the Fourier transform of
auto-correlation function of the time series. It can be calculated as [31]
P (f) ≡ 1√
2pi
∞∫
−∞
f ? f(τ)e−iωτdτ (2.2)
where the auto-correlation function is defined as
f ? f(τ) ≡
∞∫
−∞
f(t)f(t+ τ)dt (2.3)
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τ is the lag.
The square root of power spectral density is defined as the amplitude spectral density
(ASD). If f(t) has a unit of voltage V , unit of P (f) will be V 2/Hz, and ASD is measured
in V/
√
Hz.
2.2 Noise Floor Measurement
For the measurements presented in this study, the Keysight 35665A Dynamic Signal
Analyzer is employed 1 [32]. This analyzer has one source channel and two input channels
(with impedance 1MΩ). Its maximum display resolution is 800 points, and it can measure
the power spectral density and amplitude spectral density of a signal.
A SR560 low-noise preamplifier [33] is used to amplify and filter the signal in the different
frequency range. It has two inputs and two outputs with the input impedance of 100MΩ.
Based on the preamplifier manual, the noise floor of the device must be less than 4 nV/
√
Hz
at 1 kHz.
In the rest of the chapter, SA and SR560 stand for signal analyzer and low-noise pream-
plifier, respectively. Also, the input range of the SA for each set of measurements is kept
unchanged because changing the input range will alter the noise floor of the SA. Higher input
range results in the higher noise floor. Therefore, to be able to compare two measurements
this parameter should be kept constant.
Before connecting any other instruments to the SA and SR560, we need to know the noise
floor of these devices to make sure that the measured signal is an actual signal, not a noise.
If the amplitude of the desired signal is less than the amplitude of the noise floor of the
instruments, a proper gain should be selected on the SR560 to amplify the signal.
Fig. 2.1 illustrates a schematic of the experimental setup for the noise floor measurement
1This analyzer is borrowed from Dr. Cremaldi.
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Figure 2.1: A schematic of the experimental setup for noise floor measurement of the SA.
of the SA. Channel 1 is used for the noise floor measurement. As it was mentioned, the
input impedance of the SA is very high. A 50 ohm terminator is placed on the channel 1 to
reduce the noise. The 50 Ω resistor is in parallel to the 1MΩ input impedance of the SA.
Hence the total input resistance would be ∼ 50 Ω. Reducing the resistor value decreases the
noise of the resistor. The terminator also avoids reflection of the signal at the end part of the
circuit. Fig. 2.2 shows the noise floor of the SA with and without using a terminator. The
amplitude of the noise using the terminator is ∼10 times lower than not using it. The two
extra peaks in the red curve may be due to the reflection of the signal at the output. The
behavior of the curves below 20 Hz is not an actual measurement. Due to the SA frequency
resolution (4Hz), there are few actual points in this range. The measurements are repeated
for 100 times.
To measure the noise floor of the SR560, the output of the SR560 is connected to channel
2 (or channel 1, there is no preference) of the SA. A terminator is plugged into the SR560
input.
The relationship between signals is described in Eq. 2.4. Since the SR560 is connected to
the SA, the signals have the following relation:
(ASDoutput)
2 = (ASDSA)
2 + (G ∗ ASDSR560)2 (2.4)
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Figure 2.2: The noise floor of the SA with the terminator (dashed blue curve) and without using a terminator
(red curve).
where ASDoutput is the total noise floor measured by SA, ASDSA is the ASD of the noise
floor of SA itself, G is the SR560 gain, and ASDSR560 is the ASD of the noise floor of SR560.
All the ASDs are frequency-dependent. The SR560 gain simply is:
G =
Output
Input
(2.5)
Therefore Eq. 2.4 can be written as
ASDoutput = Gain ∗ ASDSR560 ∗
√
1 +
(ASDSA)2
(Gain ∗ ASDSR560)2 (2.6)
When the ratio under the square root is very small, the entire square root approaches one.
Then
ASDoutput ≈ G ∗ ASDSR560 (2.7)
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Figure 2.3: The experimental setup for the noise floor measurement of the SR560.
The noise floor of the SR560 is measured with three different gains, as shown in Fig. 2.4.
The measurements are taken for more than one time to know if the results are reproducible.
The gain of SR560 should be selected in a way to not to overload the SA. Each measured
signal is normalized by its gain of the SR560. All the three signals are almost coincident.
The input noise of the SR560 is ∼ 3nV/√Hz. The peak at 50 Hz represents the power line
frequency in the US. The measurements are repeated for 100 times (Number of averages
=100).
The previous measurements were done in the range of 10 Hz to 1000 Hz. I have made the
noise floor measurements at the low frequency range (0.1 Hz - 10 Hz) as well. Two different
gains are selected, and the measurements are repeated for 100 times (Number of averages
=100). Fig. 2.5 displays the noise floor of the SA, and the noise floor of the SR560 for
two gains in low frequency range. The values are not normalized by the gain of the SR560.
The SR560 signals are above the noise floor of the SA. Both curves show a 1/f slope at low
frequency range.
Fig. 2.6 shows noise floor measurements of SR560 in both high frequency (red dots) and
low frequency (blue dots). The dot graphs are the same graphs presented in Fig. 2.4 and Fig.
2.5. The dots are used this time to make the plot more clear after adding the asymptotic
curve. The asymptotic curve is drawn in black. I have drawn two lines corresponds to each
data set. The intersection frequency of the two lines is called corner frequency which is ∼
20 Hz. Above the corner frequency, the noise may come from the fluctuations of electron
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Figure 2.4: The noise floor measurement of SR560 with three different gains at high frequency band. All
the data are normalized.
density in a resistor [33]. The noise below the corner frequency is called 1/f noise which is
due to the resistance fluctuations when a current flows in a resistor. It is also named Flicker
noise. The measured noise floor of the SR560 matches the device manual.
2.3 Ground Motion Measurement
To measure the ground motion at the gravitation lab 2, an inertial sensor (L4C) is engaged.
The response of the suspended inertial sensor to the ground motion is also investigated.
The experimental setup is displayed in Fig. 2.7. The non-suspended sensor is clamped
to the platform. The platform is mounted on a structure which is located on the ground.
Hence, the sensor experiences both ground motion and platform vibration. The sensor is
2The gravitation lab is in the basement of the physics department at the University of Mississippi.
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Figure 2.5: Noise floor of the SA, and noise floor measurement of SR560 with two different gains in low
frequency band. The values are not normalized (not divided by the gain). This graph shows the frequency
dependency of the SR560 noise floor in low frequency range.
Figure 2.6: Asymptotic curve of SR560 noise floor measurement. Two lines are drawn corresponds to each
data set. The intersection frequency of the two lines is called corner frequency which is ∼ 20 Hz. The
measured noise floor of the SR560 matches the device manual.
35
connected to the input of the SR560. Then, the output of the SR560 is connected to the
channel 1 of the SA.
Figure 2.7: The experimental setup for ground motion measurement.
To understand the effect of human activities on the vibration of the ground, measurements
are taken during the day and the night at the frequency band 1 Hz - 10 Hz. Our lab is close
to the main bus station which causes more ground vibration as we might expect.
Fig. 2.8 compares the amplitude spectral density (ASD) of the horizontal displacement of
the sensor due to the ground motion during the day (solid red curve) and during the night
(black dashed curve). The noise floor measurement is shown in dot blue curve. The sensor
(L4C) produces signal in volt which is proportional to the velocity. A gain of 273 Volt/m/s
[34] is used to convert volt to velocity. This gain is extracted from some individuals who
calibrated the L4C. Then, the velocity is transformed to the displacement (divide the ASD
values by its frequency).
The ground vibration is lower during the night that the day due to the less human activity
such as fewer buses driving by or fewer people walking by. The discrepancy between ASD
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of the day and the night is higher in the frequency range 1 Hz - 20 Hz. Above 20 Hz, they
almost follow each other since there was not any activity related to this band such as heavy
vehicles.
Figure 2.8: Comparison of the horizontal motion of the ground during the day and during the night from 1
Hz to 100 Hz. Due to the less human activity during the night, the ground motion is less (between 1 Hz -
20 Hz). The noise floor measurement is shown in dot blue curve.
Furthermore, the ground motion of our lab is compared with the J. Peterson seismic
background noise taken from a network of seismograph places all over the world [35]. The
raw data can be found here [36]. New Low Noise Model (NLNM) and New High Noise
Model (NHNM) are derived from vertical and horizontal component seismometers from 75
stations around the world. Fig. 2.9 displays the NLNM and NHNM in comparison with
our gravitation lab. It shows that the horizontal motion of our lab is similar to New High
Noise Model up to 7 Hz. However, the Noise models (both low and high) show lower ground
motion above 7 Hz which can be due to the fact that the non-suspended sensor is placed on
a platform not on the ground. The sensor records not only the ground motion but also the
platform vibration. The SA and the SR560 noise floor and L4C noise floor, shown in blue
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Figure 2.9: Comparison of the horizontal motion of the ground (at day and night) to the Peterson high and
low noise model. The ground motion of our lab is higher than high noise model.
and red dots, are below the measured ground motion of the laboratory which confirms that
the measured signal comes from the ground motion, not the instruments noise floor.
Fig. 2.10 depicts the ground motion at low frequency band. The lab seismic motion is
placed between two models below 1 Hz. The second harmonic peak is visible at 0.25 Hz
which is caused by water waves in the oceans. Above 1 Hz, the ground motion of the lab
and the high noise model (NHNM) are almost the same. The reason for the flat motion of
the ground below the second harmonic is not clear.
The measurement is repeated for the suspended sensor. To estimate the motion of the
suspended sensor, its transfer function3 is multiplied by the ground motion. Fig. 2.11
displays the estimated motion of the suspended sensor (dashed blue curve), the measured
3I used the calculated transfer function from [?].
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Figure 2.10: Comparison of the horizontal motion of the ground with the Peterson high and low noise model
in low frequency band. The ground motion of our lab is normalized by the gain of the SR560 which was
10. It falls between the two models below 1 Hz. The noise floor of the SA and the SR560 are below the
measured motion (before normalizing).
motion of the suspended sensor (dotted red curve), and the ground motion as an input
(yellow curve). The estimated motion of the suspended sensor has lower amplitude than
the measured one. It seems that the suspended sensor undergoes another input motion in
addition to the ground motion. One possibility is the motion caused by the air current. The
suspended sensor is very sensitive to the air draft. Walking next to the experimental setup
will result in the vibration of suspended sensor which is not a desired input. Therefore, we
have decided to design and build a thermal enclosure to reduce the effect of the air current.
In the next chapter, the procedure of building a thermal enclosure is explained, and the
effect of using it on the suspended sensor is shown.
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Figure 2.11: The estimated motion of the suspended sensor (dashed blue) has lower amplitude than the
measured one (dot red curve) which may be due to the air current close to the suspended sensor.
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CHAPTER 3
THE THERMAL ENCLOSURE
A thermal enclosure is built for the suspended inertial sensor to reduce the ambient
temperature variations, to isolate the suspended inertial sensor from drafts, and to minimize
air currents.
The set temperature is denoted by TS which is higher than the room temperature TR. A
higher temperature is selected because using a heater would be enough to keep the enclosure
temperature (TE) constant while a set point lower than the room temperature, needs both
heater and cooler to keep TE constant. Although increasing temperature will introduce noise
to the system, in this study we focused on reducing the effect of air currents.
In this chapter, the methods to simulate the dynamic behavior of the thermal enclosure
is explained. The design parameters of the enclosure are discussed. Then, the procedure of
building a thermal enclosure is described. Moreover, the amplitude spectral density (ASD)
of the suspended inertial sensor (while it is inside the enclosure) is measured to compare the
results with the case of not using the thermal enclosure.
3.1 Heat Transfer Theory
The first law of thermodynamics states that the total energy of a system is conserved.
To change the energy of the system, the energy needs to pass through the boundaries of the
system. The energy can be heat transfer through the boundaries and work done on/by the
system. Hence,
∆E = Q−W (3.1)
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where ∆E is the change in the total energy stored in the system, Q is the net heat transferred
to the system, and W is the net work done by the system [37]. All the three terms have unit
of joule.
For a time period ∆t, the first law of thermodynamics can be explained as the amount
of the energy enters the control volume minus the amount of the energy leaves the control
volume equals the change in the amount of stored energy in the control volume [37].
The total energy includes mechanical energies (kinetic energy and potential energy) and
internal energies (e.g. thermal energy and chemical energy). In the heat transfer study,
the concentration is on the mechanical and thermal energy. However, we can not say the
summation of the mechanical and thermal energy is conserved due to conversion of other
forms of internal energy such as chemical energy. Nevertheless, conversion of the other kinds
of internal energy results in increase/decrease of the thermal energy. Hence, we can define
a term of heat generation (qgen) which describes the transformation of any other internal
energy to the thermal energy [37].
Therefore, the first law of thermodynamics used in heat transfer theory for a system in a
time period ∆t can be defined as
(
Change in the amount of energy in the C.V.
)
=
(
Energy enters the C.V.
)
−(
Energy leaves the C.V.
)
+
(
Amount of thermal energy generated in the C.V.
) (3.2)
where the term energy includes mechanical and thermal energy, and C.V. means the control
volume. All the terms are measured in joules. Fig. 3.1 shows a system with the selected
control volume. For example, the system can be a beaker containing a chemical mixture. The
input energy comes from a flame which warms the beaker. The thermal energy is generated
within the C.V. by the chemical reaction of the mixture (thermal energy generated). The
energy can leave the system through the lead of the beaker as well as the walls (output
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Figure 3.1: A thermal system with input energy, output energy, and energy generation.
energy). The first law must be also valid at each moment of time t (energy rate). Hence,
the relation 3.2 can be rewritten as [39]
(
Rate of energy accumulated within the C.V.
)
=
(
Rate of heat entering the C.V.
)
−(
Rate of heat leaving the C.V.
)
+
(
Rate of heat generated within the C.V.
)
+(
Rate of work done upon the C.V.
)
(3.3)
where the rates are measured in joules per second (W).
Eq. 3.3 can be written in the following form.
qaccumulated = qin − qout + qgen + dW
dt
(3.4)
Q is the energy transferred with unit joule, and q is the heat transfer rate with unit joule
per second or watt.
For a stationary system consists of a material with mass m and specific heat cp, the accu-
mulated energy rate is qaccumulated = mcp
dT
dt
. The term dT
dt
represents the rate of temperature
43
change in the system.
The heat transfer to/from the system can be categorized in three mechanisms: conduction,
convection, and radiation. In conduction, the heat transfer happens along the medium (solid
or fluid) due to the temperature gradient [37]. In convection, heat transfers from a surface
to a moving fluid. In radiation, the internal energy transfers in the form of electromagnetic
waves. All matter emits thermal radiation if its temperature is higher than absolute zero [38].
Based on the temperature range of our study, heat transfer through radiation is negligible.
There are several parameters related to the heat transfer which is employed in this chapter.
I review them here:
 Thermal conductivity coefficient k: It describes the ability of the material to
conduct heat. Thermal conductivity’s unit is W/mK in the SI system. The lower the
thermal conductivity, the lower the heat transfer, the better the insulation.
 Heat transfer coefficient h: It is used in calculating the heat transfer by convection
or phase transition between a fluid and a solid. Its SI unit is W/m2K.
 R-value: It is a measure of a thermal resistance. Higher R-value of material results
in lower thermal conductivity. The higher the R-value, the lower the heat transfer.
R-value is measured in Km2/W . The unit of this parameter in the U.S. system is
defined as ft2◦Fh/BTU . In this study, the latter unit is used in the figures since they
are common in the market. However, the SI unit is employed in the calculations.
When a thermal system in equilibrium undergoes some changes, it takes a while for the
system to reach its equilibrium again. In our case, we want to increase the temperature
of the enclosure by ∆T above the room temperature. Therefore, the system should pass a
transient phase to reach the new steady-state condition. The time it takes for the system to
reach 1− 1/e ≈ 63.2 % of its final asymptotic value is called the time constant (response to
step input). Fig. 3.2 shows the two phases of a thermal system.
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Figure 3.2: Transient phase and Steady-state phase of a first-order mathematical model with zero initial
condition TE(t) = βe
−t/τ + α.
I have started with a small size thermal enclosure and have modeled the enclosure to
choose the design parameters, e.g., R-value. Then I built it and compared the predicted
thermal behavior of the enclosure with the measured ones. Afterwards, by learning from the
small size, the same procedure is repeated for the full-size enclosure.
3.2 Design Parameters
Several parameters should be considered for designing and building the thermal enclosure.
3.2.1 Size
We want to build an enclosure which encompasses the suspended inertial sensor and the
non-suspended inertial sensor. Since the external cage of the suspended platform is clamped
to the optic table, it is not possible to include the external cage in the enclosure. The
injection platform is also an obstacle to cover the entire system. Hence, the best choice
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Figure 3.3: A 3D model of the full size thermal enclosure. The top holes are for the T-block.
could be placing the enclosure inside the external cage. However, the limited space between
the external cage and the suspended platform makes the installation hard.
Moreover, the enclosure should not touch the platform at all because applying any external
forces will change the dynamics of the suspended platform. Therefore, based on the current
setup of the system, the enclosure is designed. Fig. 3.3 shows a 3D CAD model of the full
size thermal enclosure. It is a box with a rectangular cross-section. The dimensions of the
top and bottom sides are 18” x 18”. The right and left sides have 35” x 16” dimensions,
and the front and back sides are 35” x 18”. The two holes on the top are made for the
T-block which is used to hang the platform. The front side, a sliding door, is designed to be
removable for having access to the platform.
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3.2.2 The Enclosure Material
There are various kinds of insulation materials with their pros and cons. EPS, XPS and
Polyiso are the most common ones [41]. Expanded Polystyrene (EPS) is the cheapest in
the three types of the foams. It is a lightweight and rigid insulation. The R-value for this
foam varies between 3.6 to 4.2 per inch. Extruded Polystyrene (XPS) has high compressive
strength with R-value 5 per inch. Polyisocyanurate (Polyiso) has the highest R-value: 6 to
6.5 per inch. Based on the other parameters and by using a mathematical model, one of
these foams will be chosen.
3.2.3 Temperature
The set temperature is 5  above the ambient temperature. A higher temperature is
selected because using a heater would be enough to keep the enclosure temperature (TE)
constant while a set point lower than the room temperature, needs both heater and cooler
to keep TE constant.
3.2.4 Time Constant
As mentioned above, it takes a while for any thermal system to reach the equilibrium
(after experiencing any disturbances). We select ∼ 1 hour for our project.
3.2.5 Controller
A control system should be used to adjust the temperature of the enclosure. It can be a
feedback control system. This part will be explained in the next section with more details.
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Figure 3.4: An open-loop control system.
3.3 Methodology
In order to keep the temperature of the enclosure constant, a control system is needed.
This control system should read the temperature of the enclosure in every t seconds and
compare it with the desired value Ts. If the recorded value is less than the desired value, the
heater should be turned on.
A control system can have an open-loop configuration or a closed-loop configuration. In an
open-loop control system (Fig. 3.4), the control action from the controller does not depend
on the process output [42], e.g. a washing machine. On the other hand, in the closed-loop
control system, the difference between the output and the desired value (or the reference
value) is computed. Then the controller sends a control signal to the system to correct the
output. A cruise control of a car is an example of a closed-loop control system.
We are interested in the latter configuration. Fig. 3.5 shows a schematic of the closed-
loop control system of our thermal enclosure. We set the temperature (reference or set
temperature). A sensor measures the output temperature (enclosure temperature) and sends
a signal to the controller. The controller compares the reference value with the measured
value, and a command will be sent to the actuator. Then actuator applies the required
operation to the system and corrects the system. The sensor measures the output again,
and this process repeats.
For the controller,a Raspberry Pi 3 Model B is used as a micro-controller. It easily
communicates with the hardware parts. For the sensor, a thermometer is employed to
measure the temperature. Also, a heater plays the role of the actuator. The features of each
component is explained in detail in the experimental setup section.
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Figure 3.5: A closed-loop control system.
An important part of any control system is the process. Here, the process refers to the
dynamic behavior of the thermal enclosure. Without having a solid idea of the process,
we can not properly implement the control system. Therefore, the thermal behavior of the
enclosure using the heat transfer theory is studied. A mathematical models is proposed and
the result is compared with the measured values.
3.3.1 The Mathematical Model
The heat loss of the enclosure should be as low as possible to keep the temperature
variations inside the enclosure constant. Hence, the enclosure must be made of a material
with low thermal conductivity (or high R-value). The temperature inside the enclosure will
be higher than the room temperature. Hence there are heat losses through the material by
conduction. Moreover, there will be a heater inside the enclosure to generate heat and raise
the temperature (qgen).
3.3.1.1 Model
To apply the heat transfer theory in our system, the control volume should be specified.
Since the heater has a different temperature than the air inside the enclosure during the
transient phase, two control volumes are selected (Fig. 3.6). The first control volume contains
the heater and the aluminum sheet, and the second control volume includes everything inside
the enclosure but the heater. To understand the thermal dynamics of the system, the energy
balance for both control volumes is written. In the first control volume (C.V.1), the heater
generates heat qgen, and the output heat is the heat convection between the surface of the
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Figure 3.6: The enclosure model. Two control volumes are chosen. The first control volume is the heater
and the second control volume is all the material inside the enclosure but the heater.
heater and the air qout = hAH(TH−TE). The rate of energy accumulated in the heater could
be written as qaccumulated = mHcH
dTH
dt
. The energy balance, therefore, is:
qaccumulated = −qout + qgen
mHcH
dTH
dt
= −hAH(TH − TE) + qgen
(3.5)
In the second control volume (C.V.2), the input heat is the heat which comes from C.V.1
qin = hAH(TH −TE), and the output heat is due to the heat conduction across the enclosure
walls. The heat flux is determined by Fourier’s law in the one-dimensional plane:
qx = −kdT
dx
(3.6)
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where k is the thermal conductivity (W/m/K) of the foam. To simplify Fourier’s law for our
system, the temperature gradient may be calculated as
dT
dx
=
TE − T∞
L
(3.7)
where L is the foam thickness, TE is the temperature inside the enclosure, and T∞ is the
ambient temperature. Thus multiplying the heat flux by A, the total surface area of the
enclosure gives
qout =
kA
L
(TE − T∞) (3.8)
No heat is generated within the C.V.2 qgen = 0. Hence, the energy balance for C.V.2
could be:
qaccumulated = qin − qout
maca
dTE
dt
= hAH(TH − TE)− kA
L
(TE − T∞)
(3.9)
To get TE, Eq. 3.5 and Eq. 3.9 should be solved simultaneously. The parameters are
reported in Table 3.1.
In this model, it is assumed that the temperature distribution of the aluminum sheet,
which has the heater on it, is uniform. Base on the Lumped mass theory [39], if the Biot
number (a non-dimensional constant) of a solid object is less than 0.1, the assumption of
uniform temperature distribution within the object is valid. In our case, the Biot number is:
Biot =
Lh
k
=
0.00165 ∗ 30
205
= 0.00024 << 0.1 (3.10)
It is also assumed that the temperature of the enclosure’s outside surface equals the
ambient temperature. Due to the high thermal resistance of the insulation foam and low
temperature gradient between inside and outside of the enclosure, this assumption is reason-
able. The conduction heat transfer through the foam is one dimensional. This assumption
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Symbol Title Value Unit
mH Heater mass 0.19 kg
cH Heater specific heat 904 J/kg/K
ma Air mass 0.1773 kg
ca Air specific heat 1010 J/kg/K
A Enclosure area 1.7786 m2
AH Heater area 0.027 m
2
h Heat transfer of air 10 W/m2/K
k Thermal conductivity of the foam 0.0288 W/m/K
T∞ Room temperature 297.15 K
Table 3.1: Parameters of the energy balance equations for computing the thermal enclosure temperature.
is valid because the thickness of the foam is small compared to the width and height of the
enclosure. Furthermore, it is presumed that the heat capacity and heat convection coefficient
do not depend on the temperature.
In Table 3.1, the parameters and the values used for the simulation are defined. The
masses and the areas are based on the designed thermal enclosure and the heater. The
specific heats, the heat transfer coefficient, and the thermal conductivity values are the
typical values [47].
Fig. 3.7 shows the response of an ideal passive thermal enclosure for different heat gen-
erated within the system assuming a constant R-value. The time constant decreases by
increasing the generated heat into the system. In Fig. 3.8 , the heat generated is fixed at
20 watt and R-value is changing. With R-value > 3, the set temperature is attainable in a
reasonable time.
3.3.1.2 Experimental Setup
Based on the above analysis, a material with R-value 5 and a heater with at least 20 W
power could be enough to increase the temperature of the material inside the enclosure up
to Tset=30 .
For the foam, XPS with R=5 and dimensions 24” x 24” from [43] is selected due to the
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Figure 3.7: The response of an ideal passive thermal enclosure to different heater powers (W) assuming a
constant R-value=5.
Figure 3.8: The response of an ideal passive thermal enclosure for different R-values (ft2.◦F.h/BTU) as-
suming a constant heater power 20 W.
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(a) Top view of the heater. (b) Bottom view of the heater.
Figure 3.9: Top and bottom view of the heater and the aluminum sheet
availability, easy to cut and low cost. Also, a foamboard VOC adhesive is purchased to bond
the enclosure sides together. It is compatible with the selected foam [44].
To measure the temperature, a DS18B20 digital thermometer is provided. The DS18B20
does not need any external power since it can derive power directly from the data line. The
resolution of the thermometer is adjustable [45]. The highest resolution (12 bits) is used in
this study, Fig. 3.13.
For the heater, a flexible silicone rubber heat sheet (5”x2”) with adhesive back and total
power of 50 W is utilized. The heater is attached to an aluminum sheet with four Teflon
stands since the direct attachment of the heater to the foam burns the foam. The required
voltage is 120V AC (Fig. 3.9).
A Raspberry Pi 3 (RPi3) Model B with Quad-Core 1.2 GHz and 1 GB RAM is employed
as a controller, Fig. 3.10. Raspberry Pi operates with several programming languages. I
have used Python.
A relay is provided to be a part of the actuator. It acts as a switch by turning off and
on the heater. This relay is a single 5V relay for high voltage usage, 120V AC with 3.3V to
5V DC input signal. Fig. 3.11 shows the pin connections of the relay. ‘NC’ and ‘NO’ on the
relay stand for normally closed and normally open, respectively.
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Figure 3.10: A Raspberry Pi 3 (RPi3) Model B with Quad-Core 1.2 GHz and 1 GB RAM [46].
Figure 3.11: A schematic of the connections between the relay, the heater and Raspberry Pi.
To measure the temperature, the thermometer (DS18B20) is connected to the Raspberry
Pi through a circuit. Fig. 3.12 shows the designed circuit to read the temperature. There is
a resistor in the circuit named as a pull-up resistor. It is used for the data line, and also helps
to keep the data transfer stable. Fig. 3.14 displays a schematic of the entire experimental
setup.
To solve the two energy balance equations, the Simulink tool in MATLAB is utilized.
Since I have used the full size enclosure parameters, I discuss the solving method in the
following section.
3.4 The Full Size Enclosure
While I was working on the mathematical model, I built the full size enclosure. The same
foam (XPS) is used as for the small size enclosure. A 4 ft. x 8 ft foam is cut in different
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Figure 3.12: The thermometer is connected to the Raspberry Pi via a circuit. The Raspberry pi has 40 pins
[46].
Figure 3.13: Resolution and conversion time of the thermometer [45].
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Figure 3.14: The schematic of the experimental setup. The red block is the heater.
sizes (based on the design), and the sides are glued together. The glue is left to be dried
for a day. Furthermore, the internal sides of the enclosure are covered by a thin layer of an
aluminum foil which helps to distribute the heat uniformly in the enclosure.
The relay is connected to the heater and Raspberry Pi (Fig. 3.15). Therefore, we do have
all the components of the closed-loop control system.
3.4.1 Predicted Response of the Enclosure
The thermal enclosure closed-loop control system is shown in Fig. 3.16. The error is the
difference between the output (enclosure temperature) and the reference (set temperature).
Raspberry Pi and relay play the role of a controller. Since the relay has an off/on status, this
type of controller is called an on/off controller. I modeled this system in MATLAB/Simulink
which is a very common tool in the control system analysis.
Every block represents a part of the system. Inside the process block, the two energy
balance equations (Eq.3.5 and Eq. 3.9) of the enclosure are modeled (Fig. 3.18). The two
ordinary differential equations (ODEs) are connected together using integral and gain blocks.
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Figure 3.15: A rely which is connected to Raspberry Pi (left wires) and the heater (right wires).
Figure 3.16: The closed-loop control system of the thermal enclosure.
A relay block is employed from Simulink Library to model the controller behavior (Fig.
3.19). The set temperature and the output (measured) temperature should be connected to
the relay block. Then the relay block is connected to a heater input. In the heater block, the
input comes from the controller which tells the switch to add the heater gain to the system
(Fig. 3.20). The output of the heater is joined to the input of the process. We can see the
behavior of the system by using scope blocks at any part of the system. To save data, a
workspace block is employed.
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Figure 3.17: The Simulink model of the thermal enclosure closed-loop control system.
Figure 3.18: The Simulink model of the process block which has two energy equations. All the parameters
are explained in the main Matlab code. TH is the heater temperature. TR is the enclosure temperature.
x-H, x-R, x-RH are constants. L is the foam thickness, and A is the area inside the enclosure.
Figure 3.19: The Simulink model of the controller block which has a relay. The relay compares the set value
with the actual value.
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Figure 3.20: The Simulink model of the heater block which has a gain block for the heater (qgen).
3.4.2 Experimental setup
Fig. 3.21 shows the entire setup of the full size enclosure. To start the measurement, I
have placed the heater inside the enclosure. Two thermometers are placed inside, one on
the bottom and the other one a little above the middle of the enclosure. The relay and
Raspberry Pi are located outside of the enclosure. Raspberry Pi is connected to a monitor, a
keyboard, and a mouse. I have written a piece of code in Python to control the heater1. The
code (as a controller) does the following. After running the code, it records the enclosure
temperature measured by the two thermometers. Then it takes the average of these two
values. If the average is less than TS, it sends a signal to the relay to close the circuit and
turn on the heater. The heater starts generating heat into the system. This loop repeats
every two seconds. If the average temperature becomes higher than TS, the heater will be
turned off by the relay. The measurement is taken for about half an hour.
Fig. 3.22 shows both the measured temperature and the predicted temperature. The
mathematical method follows the measured values very closely. The small difference in the
transient phase may come from the temperature dependency of the specific heat and the
thermal conductivity of air. Furthermore, the temperature variation in the steady-state
1Niamke Buchanan, a summer student, wrote a code to save the data from thermometers. I have used
his code to do so. However, I have changed the saving method wholly by using the Unix time. I have also
added the averaging and relay part to the code. The entire code is in the appendix.
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phase is less than 0.2 % of the set value which is significantly low. The maximum overshoot
MP of the system is
Mp =
Tmax − Tss
Tss − T (0) =
45.125− 45
45− 24.25 = 0.006 = 0.6% (3.11)
This value shows that the distortion of the system is well-damped. The system response
convinced us to continue using the on/off controller in the rest of the project.
3.5 Disturbance Sensitivity
The control system of the enclosure was discussed in the previous section. In this part, I
am going to compute the response of the system to disturbances. We see how robust is our
system against external perturbations.
In general, one purpose of any closed-loop control system is to keep the system in its
desired condition. In our case, one source of disturbance is the fluctuations in the room
temperature. This fluctuation sometimes happen in our laboratory in the physics department
due to the power outage which turns off the air conditioner.
The output variations of the control system and the disturbance variations are denoted by
∆TE and ∆T∞, respectively. The robustness of the system is evaluated in two cases: open-
loop and closed-loop. The ratio of the output variations over the disturbance variations at
steady state is defined as steady-state disturbance sensitivity SD [39] which is
SD =
∆TE
∆T∞
(3.12)
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Figure 3.21: The full size enclosure with one heater (the brown piece on the aluminum sheet), two ther-
mometers (red circles), a relay (black box on the left bottom) and a Raspberry Pi (red rectangular).
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Figure 3.22: The predicted and measured results for the full size thermal enclosure. There are heater and
air inside the enclosure. For the predicted result, the mathematical model is used, and a feedback control
system (designed in Simulink) is employed.
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Using the final value theorem, 2 Eq. 3.12 can be written in the form
SD =
lims→ 0 sTE(s)
lims→ 0 sT∞(s)
(3.13)
assuming zero input.
In the mathematical model, two equations (Eq. 3.5 and Eq. 3.9) were derived for describ-
ing the dynamics of the thermal system. The equations are transformed into the Laplace
domain to compute the disturbance sensitivity. The Laplace transforms of the equations are:
sTH(s) = −xHTH(s) + xHTE(s) + 1
mHcH
Q(s) (3.14)
sTE(s) = xEHTH(s)− xETE(s) + x∞T∞(s) (3.15)
As a reminder, TH is the heater temperature and TE represents the enclosure temperature.
T∞ indicates the room temperature. xH , xEH , xE and x∞ are the constants named to simplify
the rest of the calculations.
xH =
hAH
mHcH
xEH =
hAH
maca
xE =
LhAH + kA
macaL
x∞ =
kA
macaL
(3.16)
Plugging Eq. 3.14 to Eq. 3.15 and rearranging the equation gives the following relation-
2In mathematical analysis, if a function in time domain has a finite limit in infinity, it can be written in
frequency domain as limt→∞ f(t) = lims→0 sF (s) [48].
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ship for the open-loop control system.
TE(s) =
xEH
mHcH((s+ xE)(s+ xH)− xEHxH)Q(s) +
(s+ xH)x∞
(s+ xE)(s+ xH)− xEHxH T∞(s)
(3.17)
For simplicity, the coefficient of Q(s) and the coefficient of T∞(s) are denoted by GQ and
GT . Hence,
TE(s) = GQ(s)Q(s) +GTT∞(s) (3.18)
Here, Q(s) can be interpreted as an input and T∞ can be seen as a disturbance. The block
diagrams of the open-loop of the control system using the last equation is drawn in Fig.
3.23. Although our system is a closed-loop system, it is useful to analyze the open-loop
configuration of our system to have a better understanding of the disturbance sensitivity.
The disturbance sensitivity of the open-loop system, assuming Q = 0 and the disturbance
T∞ as a step function (1/s), can be calculated by using Eq. 3.13.
SD =
lims→ 0 sTE(s)
lims→ 0 sT∞(s)
=
lims→ 0 sT∞(s)GT (s)
lims→ 0 sT∞(s)
=
lims→ 0 s1sGT (s)
lims→ 0 s1s
= GT (0) =
x∞
xE − xEH = 1
(3.19)
Eq. 3.19 shows that any variation in the room temperature will change the enclosure
temperature with the same magnitude in an open-loop system.
The closed-loop disturbance sensitivity is also computed. The output of the system is
different from the previous case. By looking at the diagram (Fig. 3.24), the output can be
written as
TE(s) =
T∞(s)GT (s)
1 +GQ(s)
(3.20)
assuming Q = 0. Using the Eq. 3.13, the disturbance sensitivity of the closed-loop system
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Figure 3.23: Open-loop control system with disturbance T∞.
Figure 3.24: Closed-loop control system with disturbance T∞.
can be computed as
SD =
lims→ 0 sTE(s)
lims→ 0 sT∞(s)
= lim
s→ 0
GT (s)
1 +GQ(s)
=
kA
kA+ L
=
1
1 + L/kA
(3.21)
presuming the disturbance T∞ as a step function (1/s). The term L/kA is called the gain
which is a positive value. The SD is a value less than one for a closed-loop control system.
Hence, the sensitivity of the system to disturbances in a closed-loop system is less than the
open-loop system. The higher the gain, the less sensitive is the system to perturbations.
For our full-size thermal enclosure, SD =0.65. It means that, for instance, 1 degree changes
in the ambient temperature will alter the enclosure temperature by 0.65 degree. Using a
foam with higher thickness or lower thermal conductivity will decrease SD, and enhances the
performance of the system by making it more robust against ambient temperature variations.
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3.6 Frequency Modal Analysis
A frequency modal analysis is done for the thermal enclosure. For a box with dimensions
W (width), H (height) and L (length), the resonance frequencies can be computed using the
following equation [50]:
f =
C
2
√√√√( p
L
)2
+
(
q
W
)2
+
(
r
H
)2
(3.22)
where C is the speed of sound in air (334m/s at 21). p, q and r represent the modes we are
looking for. For instance, one mode can be p=1, q=0, r=0. In our case, the first resonance
frequency is important for us, since the frequency band of interest of our suspended platform
is below 10 Hz. Therefore, using the actual dimensions of the thermal enclosure, the first
resonance frequency is
f = (
334
2
)
√
(
1
0.406
)2 + (
0
0.406
)2 + (
0
0.762
)2 = 219.16Hz (3.23)
which is well above our desired frequency range, fortunately.
3.7 Noise Floor Measurement with the Thermal Enclosure
In this section, I explain the procedure of placing the suspended sensor inside the en-
closure, and the experimental setup for the noise floor measurement. The results will be
discussed with suggestions for the next prototype.
To place the thermal enclosure inside the external cage, the small diagonal aluminum
frames are removed from two sides of the external cage to make the placing easier. Then,
the enclosure (without the upper surfaces and the door) is put inside the external cage.
Afterwards, the upper surfaces are mounted on the top of the enclosure and taped to the
enclosure. The upper surfaces are two separate foam which is cut in a way to cover the
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T-block.
Now, the suspended platform including the ground inertial sensor is covered by the thermal
enclosure. Two holes are made on the enclosure for passing the inertial sensor’s cables and
thermometers’ wire. The upper hole is used for crossing the ground sensor cable and the
thermometer wire. The lower hole is employed for passing the suspended sensor cable, the
thermometer’s wire and the heater. Kapton tape is used around the holes to avoid heat loss
through the holes.
Moreover, a U-shape aluminum sheet (16” x 16” x 30”) is utilized. This aluminum sheet
not only helps to have a uniform temperature distribution inside the enclosure but also gives
us more freedom to add extra heaters to the system.
The output port of the inertial sensor is a female DB-9 pin. To read the signal from the
inertial sensor, a male DB-9 pin is soldered to a solderable BNC connector. Then, all the
parts are put in a box, and the box is screwed to the aluminum sheet (it is not possible to
attach any components to the foam). Fig 3.25 illustrates the enclosure and the suspended
platform.
The two thermometers are taped to the foam, one at the bottom and the other one at
the top part of the enclosure. The heater attached to the aluminum sheet is located at the
bottom of the enclosure. The experimental setup for the control system is the same as the
previous experiment.
The sensor’s output is connected to a preamplifier (SR650), and the preamplifier is con-
nected to the signal analyzer. The gain of the SR560 for the ground sensor is one, and for the
suspended sensor is 10. The horizontal displacement of the ground sensor and the suspended
sensor subjected to the ground motion is measured in the frequency band of interest, 93.7
mHz - 1.66 Hz. The number of averages for each measurement is 75.
After closing the enclosure door, I have made two kinds of measurement. In the first one,
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the heater is off. The enclosure temperature equals the room temperature. In this way, we
can see the effect of the insulation itself. The second measurement is made when the control
system is applied, and the temperature inside the enclosure is set at TS = 30 .
Fig. 3.26 compares the horizontal displacement spectral density of the suspended sensor
subjected to the ground motion for two cases: with the enclosure (blue curve), and without
the enclosure (red curve). The peak at ∼ 0.85 Hz represents the pendulum resonance of
the suspended platform, and the peak at ∼ 0.293 Hz shows the tilt resonance. The peak
in the middle may be due to the yaw motion of the platform (In the SUMCON model, this
peak appears by changing the relative length of the suspension wires). The results show
that the insulation reduces the suspended sensor motion by several orders of magnitude. For
instance, at 0.5 Hz, the displacement of the platform inside the enclosure is 10 times lower
than the platform without the enclosure. At 0.2 Hz the reduction factor is even higher, ∼
65 time. It seems the insulation causes lower air current around the platform which results
in less motion of the platform due to strikes of air molecules.
Fig. 3.27 shows the non-suspended sensor response to the ground motion with and without
the thermal enclosure. The peak at ∼ 0.3 Hz represents the microseismic (due to ocean
waves). The two graphs almost follow each other. Hence, the insulation does not affect the
response of the ground motion. The difference above 1 Hz may come from the fact that the
ground motion due to human activity was different during the two measurements.
After studying the effect of the insulation on the sensors, the next step is to investigate
the effect of the control system on the system. In the following measurements, the heater is
employed and the set temperature is 30.
Fig. 3.28 shows the suspended platform response to the ground motion in three cases.
In the first case, the suspended sensor does not have any enclosure (the dash red curve).
In the second case, the suspended sensor has the thermal enclosure but the heater is off
(the dash-dotted black curve). In the last case, the suspended sensor is inside the enclosure
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Figure 3.25: The thermal enclosure with the suspended platform. One side of the enclosure plays the role
of a door to access the platform.
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Figure 3.26: Horizontal displacement ASD of the suspended sensor due to ground motion.
Figure 3.27: Horizontal displacement ASD of the non-suspended sensor due to ground motion.
71
and the temperature is set at 30 (solid blue curve). The second case shows the lowest
amplitude and then the third case. It seems that the generating heat into the thermal
enclosure introduces noise to the system. The generated heat may increase the air molecule
vibrations which hit the suspended platform and results in extra motion. The amplitude of
the middle peak (assumed to be due to the yaw motion of the suspended platform) has the
highest value in the case of generating heat. A changing temperature gradient would also
affect the suspension dynamics.
The thermal enclosure with TS = 30  does not alter the response of the non-suspended
sensor, as expected.
To estimate the motion of the suspended platform, the transfer function of the suspended
platform 3 is multiplied by the ground motion. Fig. 3.29 displays the estimated motion of the
suspended platform (blue dash curve), the measured motion of the suspended platform with
the enclosure (solid purple curve), the measured motion of the suspended platform without
the enclosure (red dotted curve), and the ground motion (yellow curve). The estimated
motion of the platform has lower amplitude than the platform without enclosure. However,
using the enclosure helped to reduce the motion of the platform and reach to the amplitude
of the estimated displacement. This is a promising result. It implies that the air current is
the main source of the external vibration of the suspended platform. The small difference
between the estimated and the measured motion (with enclosure) may be due to not having
a perfect insulation which can be built as the second prototype. Putting the platform in the
enclosure for a longer time will also decrease the motion due to air current.
Although the first prototype of the thermal enclosure reduced the horizontal motion of
the suspended platform dramatically, there are still more things to do. The way we build the
enclosure and attach sides together play an important role in insulating the system. In our
case, all the sides were properly glued together except the door. However, on the top surface
3The transfer function is given in [21].
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Figure 3.28: Horizontal displacement ASD of the suspended sensor due to ground motion for three cases.
The suspended sensor inside the insulation (with the room temperature) undergoes the lowest motion.
and the door we could avoid the heat loss due to the setup of the suspended platform. For
the next prototype of the suspended platform, we must consider the thermal enclosure from
the beginning of the suspended platform design.
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Figure 3.29: Horizontal displacement of the suspended sensor due to ground motion. The estimated motion
of the suspended sensor (blue dashed curve) subjected to the ground motion follows the measured motion
of the suspended sensor while it is inside the thermal enclosure (purple curve).
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CHAPTER 4
CONCLUSION
The goal of this study was to investigate the effect of a thermal enclosure on a suspended
inertial sensor. The concept of the suspended inertial sensor is discussed and the working
principle of an inertial sensor is explained.
We have designed and built a thermal enclosure to minimize the effect of the air current
and reduce the ambient temperature variations on the suspended inertial sensor.
A mathematical model is proposed for describing the thermal behavior of the enclosure.
This model is derived using the heat transfer theory and is simulated in MATLAB/Simulink.
The results illustrated that predicted temperature of the enclosure almost follows the mea-
sured temperature.
Furthermore, a feedback control system is designed and employed to adjust the tempera-
ture of the enclosure based on the set temperature.
The results showed that the horizontal motion of the suspended sensor is decreased by
orders of magnitude using the thermal enclosure. Comparing the expected motion of the
suspended sensor to the measured one implies that the air current is the main source of noise
for the suspended sensor.
As it was mentioned earlier, the noise of other DOF is dominant at low frequency. The
other DOF refers to different sources of noise. One of them can be explained as angular
control system noise. To keep the relative displacement of the mirrors zero, longitudinal
forces should be applied on the mirrors to compensate the vibration of mirrors due to different
noise sources such as ground motion. Since the actuation system would not behave perfectly,
75
Figure 4.1: A schematic of the suggested position of the suspended inertial sensor at LIGO. The green box
denoted by s is an inertial sensor which is placed on a suspended platform (brown structure). FB refers to
the feedback control system.
angular motion (tilt/yaw) will be introduced to the mirrors inadvertently. The angular
control system is employed to control this unwanted motion. However, the angular control
system itself is noisy which limits the strain noise. Therefore, we need to avoid using the
angular control system. To avoid that, injecting forces on the mirrors should be prevented.
To do so, one way is to apply forces on the tables instead of mirrors. Hence, a precise
measurement of the table is needed to correct the table vibration as a part of feedback (or
feedforward) control system. Fig. 4.1 shows a schematic of the suggested position of the
suspended inertial sensor.
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APPENDIX A: VIBRATION ANALYSIS OF THE THERMAL ENCLOSURE
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I have modeled the thermal enclosure with SOLIDWORKS to compute the eigenfrequen-
cies and the eigenmodes of the enclosure, and see if the natural frequencies are below or
above our frequency band of interest (100 mHz - 10 Hz).
In the simulation, the dimensions of the actual full-size enclosure is used. The contacts
between the sides are defined as ”Bonded” which is equivalent to gluing the sides of the foam
in practice. There are no external forces but gravity. No fixture is applied to the system.
The selected material is XPS(extruded polystyrene) with the density of 21 kg/m3 and tensile
strength of 448159 N/m2 [49].
Fig. A.1 illustrates one of the eigenmodes of the enclosure. Colors represents the relative
amplitude of the motion. For instance, the value written in front of the red color is 2, and
the value written in front of blue color is 1. It means that the parts of the box that has red
color moves twice than the parts with blue color.
In Table A.1, the first ten eigenfrequencies of the thermal enclosure are shown. Fortu-
nately, the natural frequencies of the enclosure do not fall in the frequency band of interest
(100 mHz - 10 Hz). Hence, there should not be any extra resonances in the noise floor mea-
surements of the suspended platform when the enclosure is added to the system. A material
with lower density or lower tensile strength may reduce the eigenfrequencies below 1 Hz.
Mode No. Frequency (Hz)
1 748.7
2 1128
3 1201.4
4 1201.6
5 1210.7
Table A.1: The first five eigenfrequencies of the thermal enclosure.
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Figure A.1: The third mode shape of the thermal enclosure.
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APPENDIX B: PYTHON CODE FOR THE CONTROL SYSTEM OF THE THERMAL
ENCLOSURE
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This code reads and saves the data of the thermometers. It also controls the temperature
inside the enclosure by turning off/on the heater. The command is sent through a relay.
from os import chdir, walk, fsync
from sys import *
from subprocess import *
from threading import Timer
from sched import *
from time import localtime, strftime, gmtime
import datetime
import numpy
import sys
import os.path
import RPi.GPIO as GPIO
from w1thermsensor import W1ThermSensor
import time
import datetime
from time import sleep
location = "/sys/bus/w1/devices/"
currentSensor = 0
writeFile = open("/home/pi/Documents/Reza/Thermalenclosure/
Data_gnd1016", ’r+’)
writeave= open("/home/pi/Documents/Reza/Thermalenclosure/
Dataave_gnd1016", ’r+’)
datareader=[]
setrecursionlimit(99999)#Increase max amount of times this code can be
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run at once.
def wait():
writeFile.flush()
fsync(writeFile.fileno())
writeave.flush()
fsync(writeave.fileno())
s = scheduler(time.time, time.sleep)
s.enter(0.5, 0, main, ())
s.run()
######################## A function to save data
def main():
writeFile.seek(0, 2)
writeave.seek(0, 2)
chdir(location)
getData(0)
######################## A function for running the relay
def loop(dataave):# Writing a pin to GPIO.HIGH will drive it to 3.3V,
and GPIO.LOW will set it to 0V.
RelayPin=13
GPIO.setmode(GPIO.BOARD) # Set GPIO as numbering
GPIO.setup(RelayPin, GPIO.OUT)
GPIO.output(RelayPin, GPIO.HIGH)
GPIO.setwarnings(False)
#while True:
#sensor = W1ThermSensor()
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#tempr = sensor.get_temperature()
#print(data2)
result = float(dataave)
print(result)
tempHI = 30.00
tempLOW = 30.00
if result < tempLOW:
GPIO.output(RelayPin, GPIO.HIGH) #turn GPIO Relay pin on
print (’Heater on’)
elif result >= tempHI:
GPIO.output(RelayPin, GPIO.LOW) #Turn GPIO Relay pin off
time.sleep(1)
print (’Heater off’)
############################## clean the GPIO
#time.sleep(1)
def destroy():
GPIO.output(RelayPin, GPIO.HIGH)
GPIO.cleanup() #release any resources your script may be using
############################## read the data from thermometers and save them
def getData(currentSensor):
i=0
for dirs in walk(location):
num = 1+len(dirs)
#print(dirs)
directories = dirs[1]
#print(num,directories)
tuple(directories)
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#print(num,directories)
#z=currentSensor
while True:
i=i+1
dataread=[]
while currentSensor <= num:
t = str(int(time.time()))
sensor=str("%s") % (currentSensor)
try:
chdir(location)
this = directories[currentSensor]
#currentSensor = currentSensor + 1
#print("this",this)
if currentSensor <= num and this[0:2] == "28":
chdir(this)
readFile = open("w1_slave", "r")
temp = str(readFile.read())
data = sensor+" " +t+" "+" "+temp[69:71]
+ "." + temp[71:75]
data2=" "+temp[69:71] + "." + temp[71:75]
writeFile.write(data)
#print(’less’)
currentSensor = currentSensor + 1
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#print(currentSensor,num)
dataread.append(float(data2))
elif currentSensor > num:
#print(’longer1’)
wait()
else:
chdir(location)
currentSensor = currentSensor +1
#print(’else’)
except IndexError:
#print (’longerrr’)
#print(’dataread’,dataread)
dataave=[]
dataave=str(sum(dataread)/len(dataread))
data_ave =""+t+" "+dataave+ ’\n’
#print(dataave)
#datamiddle=str(dataread[2])
#print(’middle sensor’,datamiddle)
#data_middle =""+t+" "+datamiddle+ ’\n’
writeave.write(data_ave)
loop(dataave)
#dataave=[]
wait()
except UnboundLocalError:
print("NO SENSORS DETECTED")
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wait()
# Start the program
if __name__ == ’__main__’:
try:
main()
#print(’really’)
except KeyboardInterrupt: # When Control C is pressed program
will destroy()
destroy()
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and frequency analyses. Made transfer function measurements.
– Designed a thermal enclosure with an active control system for the
seismometer.
• University of Mississippi, Department of Mechanical Engineering 2015
Projects:
– Investigated the dynamic response of different pultruded hybrid composites
subjected to high velocity impact (Split Hopkinson Pressure Bar).
– Studied high-strain rate tensile characterization of different nanocomposites.
• Polytechnic University of Milan 2013
Projects:
– Simulated a multi-body system (tractor’s cabin) using MATLAB/Simulink.
– Studied optimization methods for a dynamic system.
Technical Sale Engineer, Conti s.n.c, Italy 2014
Duties:
- Developed robust customer relationships based on strong technical ability
and operational performance.
- Engaged in technical discussions with customers for new product designs.
Intern, Taghtiran, Iran 2008
- Designed a car lift with a capacity of 3500 kg using Abaqus and applying
stress analysis theories.
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Skills Programming: Python, MATLAB/Simulink
3D CAD: Pro Engineer, SOLIDWORKS, CATIA
Finite Element Analysis: ABAQUS
Document Processing: Microsoft Office Word, Excel, Power Point, LATEX
Teaching
Experience
Teaching Assistant,University of Mississippi 2015-2017
- Taught Physics, Dynamic and Vibration.
- Taught Machine Design, Strength of Materials and Statics.
Honors and
Awards
- Student Travel Grant at 84th Annual Meeting of American Physical Society
(APS) Southeastern Section, Georgia College and State University, GA. 2017
- First Place award for poster presented at 7th Annual Research Symposium,
University of Mississippi. 2017
- First Place award for poster presented at Second annual Physics Research
Symposium, Mississippi State University. 2017
- Full scholarship for graduate studies, University of Mississippi, MS.2015-2017
- Award for the best international student of the year 2013 (DSU Award) at
Polytechnic University of Milan, Italy. 2013
Publications For an updated list of publications, please check my Google Scholar page.
Conference
Presentation
M.Afrough, C.Cocchieri, N.Buchanan, K.Dooley, “Enhancing seismometer
performance at low frequencies through tilt-decoupling”, 84th Annual Meeting of
the APS Southeastern Section, Milledgeville, GA, Nov. 2017.
M.Afrough, C.Cocchieri, K.Dooley, “Development of a tilt-free seismometer”,
Mississippi Academy of Science 81st Annual Meeting, Hattiesburg, MS, Feb. 2017.
M.Afrough, T.Pandya, “Pultruded glass-graphite/epoxy hybrid composites
under different high strain-rate compression loading”, Proceeding ECTC 2015,
Alabama, Nov. 2015.
Professional
Affliction
LIGO Scientific Collaboration
American Physical Society (APS)
American Society of Mechanical Engineers (ASME)
Acoustical Society of America (ASA)
President of Iranian Student Association at the University of Mississippi
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