In this paper we prove an analog of Perron-Frobenius theorem for multilinear forms with nonnegative coefficients.
Introduction
Note that for d = 2 and p 1 = p 2 = 2, ξ 1 , ξ 2 are the left and right singular vectors of the nonnegative matrix F ∈ R m 1 ×m 2 .
The tensor F is associated with an undirected d-partite graph G(F) = (V, E(F)), the vertex set of which is the disjoint union
(We will show that for d > 2 this definition of irreducibility is different from the definition in [1] .) We call F indecomposable if for each proper nonempty subset ∅ = I V , the following condition holds: Let J := V \I. Then there exists k ∈ {1, . . . , d}, i k ∈ I∩V k and i j ∈ J ∩V j for each j ∈ {1, . . . , d}\{k} such that f i 1 ,...,i d > 0. We will show that if F is indecomposable then F is irreducible. The main result of this paper is. Proof. Assume to the contrary that F is not irreducible. So the graph G(F) is not connected. So there exists ∅ = I V such that there is no edge from I to
, which contradicts our assumption.
Assume that d = 2. It is straightforward to show that if F irreducible then F is decomposable.
2
For a nonnegative d-form (1.1) define the following homogeneous map F : C → C of degree one:
To avoid trivial cases we assume that F i j ,j is not identically zero for each j and i j , i.e.
Note that if F is irreducible, then this condition is satisfied. We identify
>0 , the interior of the cone C, with R
In what follows we assume the condition
Then F is monotone on C o . Recall the definition of the di-graph
Equivalently, there is a di-edge from i k ∈ V k to i l ∈ V l if and only if the variable x i l ,l effectively appears in the expression of F i k ,k . The following lemma is deduced straightforwardly.
Lemma 2.2 Let f be a nonnegative multilinear form given by (1.1). Assume that the conditions (2.2) and (2.3) hold. Then, (r, s) is a di-edge of the di-graph G(F ) = (V, E(F )) if and only if at least one of the following conditions holds:
3. r = s belongs to V k and p > p k .
In particular, if F is irreducible then G(F ) is strongly connected. F ((ξ 1 , . . First recall that F is nonexpansive with respect to the Hilbert metric. Hence the condition (a) of Theorem 2.5 is satisfied. Since F (ty) = tF (y) the first condition of (b) trivially hold. We now show that the second condition of (b) also holds. Clearly each coordinate of F is a smooth function on C o . Let F (y) = ty, y ∈ C o . Denote by
the derivative of F at y. The directed graph G(A), induced by the nonnegative entries of A, is equal to G(F ). The assumption that G(F ) is strongly connected yields the second condition of (b). Hence F has a unique positive eigenvector y = (x 1 , . . . , x d ), up to a product by a positive scalar.
It is left to show the condition (2.4) for the eigenvector y. Raise the equality F i j ,j (x 1 , . . . , x d ) = µx i j ,j to the power p − 1 and divide by x p−p j i j ,j to obtain the equality
Multiply this equality by x i j ,j and sum on i j = 1, . . . , m j to obtain
which is equivalent to (2.4). Assume that p 1 = . . . = p d = p and F is indecomposable. Lemma 2.1 yields that F is irreducible. Lemma 2.2 implies that G(F ) is strongly connected. Hence the conditions 1-2 hold. that I ∩ V k = V k , and for each i k ∈ I ∩ V k we have the equality
Hence f i 1 ,...,i d = 0 for each i k ∈ I ∩ V k and i j ∈ J ∩ V j for each j ∈ {1, . . . , d}\{k}. This contradicts the assumption that F is indecomposable. Assume now that (1.2) holds. Then F ((x 1 , . . . ,
Assume now F is indecomposable. We claim that (1.2) implies that λ > 0 and x j > 0 for j = 1, . . . , d. Assume to the contrary that (x 1 , . . . , x d ) is not a positive vector. Let ∅ = I, J ⊂ ∪ d j=1 V i be the set of indices where (x 1 , . . . , x d ) have zero and positive coordinates respectively. I.e. i k ∈ I ∩ V k if and only if z i k ,k = 0. Since x k p k > 0 for each k = 1, . . . , d it follows that I ∩ V k = V k , and for each i k ∈ I ∩ V k we have equality
Hence f i 1 ,...,i d = 0 for each i k ∈ I ∩ V k and i j ∈ J ∩ V j for each j ∈ {1, . . . , d}\{k}. This contradicts the assumption that F is indecomposable. So (x 1 , . . . , x d ) must be a positive vector, and so λ > 0. The previous arguments show that the system (1.2) has a unique solution (x 1 , . . . , x d ), which is positive. 2
Examples and remarks
We first give numerical examples showing that the conclusion of Theorem 1.1 no longer holds for p < d. Consider first the positive tensor F 1 ∈ R 2×2×2 with entries
So the trilinear form is
Clearly, the system (1.2) for p 1 = p 2 = p 3 = p > 1 has a positive solution
For this tensor, the system (1.2) has a unique solution
2), in addition to the above positive solution, has two other positive solutions
There are irreducible tensors for which the conclusion of Theorem 1.1 can fail for p very close to d. As an example, we consider the positive tensor F 2 ∈ R 2×2×2 with entries
For tensor F 2 , the system (1.2) has additional two positive solutions: C is called reducible in [1] if for for some nontrivial subsets ∅ = I {1, . . . , n}, J = {1, . . . , n}\I one has the equality c i,j,k = 0 for i ∈ I, j, k ∈ J. Equivalently, for y = (y 1 , . . . , y n ) ⊤ ∈ R n such that y i = 0, y j = 1 for i ∈ I, j ∈ J respectively the lefthand side of (3.4) is zero for i ∈ I. C ≥ 0 is called irreducible if it is not reducible. The Perron-Frobenius theorem in [1] is proved for irreducible tensors. We now show that the induced tensor C by the tensor F is reducible. To this end let n = m 1 + m 2 + m 3 and define
Then the system (1.2) for d = 3, p = 3 can be written as the system (3.4). We claim that C is always reducible in the sense of [1] . Indeed, choose y corresponding to x 1 = x 2 = 0, x 3 = 1. Clearly, the left-hand side of (1.2) is zero for all equations.
Hence the left-hand side of (3.4) is zero for all i = 1, . . . , n. Hence C is reducible. We close this paper with a variation on the classical Perron-Frobenius theorem on bilinear form x ⊤ Ay, where A ∈ R For the same matrix, if p 1 = 1.2 and p 2 = 2.5, the system (1.2) also has three positive solutions.
