Acyclic 4-choosability of planar graphs  by Chen, Min et al.
Discrete Mathematics 311 (2011) 92–101
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Acyclic 4-choosability of planar graphs
Min Chen a,b,∗, André Raspaud b, Nicolas Roussel b,c, Xuding Zhu c,d
a Department of Mathematics, Soochow University, Suzhou 215006, China
b LaBRI UMR CNRS 5800, Université Bordeaux I, 33405 Talence Cedex, France
c National Sun Yat-Sen University, Kaohsiung, Taiwan
d National Center for Theoretical Sciences, Taiwan
a r t i c l e i n f o
Article history:
Received 6 January 2010
Received in revised form 25 September
2010
Accepted 4 October 2010
Available online 23 October 2010
Keywords:
Acyclic coloring
Choosability
Acyclic choosability
Planar graph
Cycle
a b s t r a c t
A proper vertex coloring of a graph G = (V , E) is acyclic if G contains no bicolored cycle.
Given a list assignment L = {L(v) | v ∈ V } of G, we say G is acyclically L-list colorable if
there exists a proper acyclic coloring π of G such that π(v) ∈ L(v) for all v ∈ V . If G is
acyclically L-list colorable for any list assignment with |L(v)| ≥ k for all v ∈ V , then G is
acyclically k-choosable. In this paperwe prove that planar graphswithout 4, 7, and 8-cycles
are acyclically 4-choosable.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a graph with vertex set V (G) and edge set E(G). A proper vertex coloring of G is an assignment π of integers (as
colors) to the vertices of G such that π(u) ≠ π(v) if the vertices u and v are adjacent in G. A k-coloring is a proper vertex
coloring using k colors. A proper vertex coloring of a graph is acyclic if there is no bicolored cycle in G. The acyclic chromatic
number of a graph G, denoted by χa(G), is the smallest integer k such that G has an acyclic k-coloring.
Acyclic coloring of graphs was introduced by Grünbaum in [13] and studied by Mitchem [17], Albertson and Berman [1]
and Kostochka [15]. In 1979, Borodin [2] proved Grünbaum’s conjecture that every planar graph is acyclically 5-colorable.
This bound is best possible. In 1973, Grünbaum [13] gave an example of a 4-regular planar graph which is not acyclically
4-colorable. Furthermore, bipartite planar graphs which are not acyclically 4-colorable were constructed in [16]. The girth
of a graph G, denoted by g(G), is the length of a shortest cycle.
In 1999, Borodin et al. [10] considered planar graphs with large girth. More specifically, they proved the following
theorem.
Theorem 1. (1) If G is planar with g(G) ≥ 5, then χa(G) ≤ 4;
(2) If G is planar with g(G) ≥ 7, then χa(G) ≤ 3.
Given a list assignment L = {L(v)|v ∈ V } of a graphG, we sayG is acyclically L-list colorable if there is an acyclic coloringπ
of the vertices such thatπ(v) ∈ L(v) for every vertex v. The coloringπ is called an acyclic L-coloring of G. If G is acyclically L-
list colorable for any list assignment Lwith |L(v)| ≥ k for all v ∈ V , then G is acyclically k-choosable. The acyclic list chromatic
number or acyclic choosability of G, denoted by χ la(G), is the smallest integer k such that G is acyclically k-choosable.
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Borodin et al. [6] first investigated acyclic list coloring of planar graphs. They proved that every planar graph is acyclically
7-choosable. They also put forward the following challenging conjecture:
Conjecture 1. Every planar graph is acyclically 5-choosable.
This conjecture attracted much recent attention. Efforts are made to verify the conjecture for planar graphs with restric-
tions on the existence of short cycles. Wang and Chen [21] proved that every planar graph without 4-cycles is acyclically
6-choosable. Some sufficient conditions for a planar graph to be acyclically 5-choosable were established in [19,12,7,22].
In particular, in [7], Borodin and Ivanova proved that a planar graph G is acyclically 5-choosable if G does not contain an
i-cycle adjacent to a j-cycle where 3 ≤ j ≤ 5 if i = 3 and 4 ≤ j ≤ 6 if i = 4. This result absorbs most of the previous work
in this direction, including [19].
Let G be a planar graph. Recently, χ la(G) ≤ 3 was proved if g(G) ≥ 7 by Borodin et al. [5]; or if G contains no cycles of
lengths from 4 to 12 by Hocquard andMontassier [14], which was strengthened to the absence of 4- to 11-cycles by Borodin
and Ivanova [8].
It is proved in [3] that χa(G) ≤ 4 if G contains neither 4-cycles nor 5-cycles. Moreover, χ la(G) ≤ 4 was obtained in
the following cases: g(G) ≥ 5 by Montassier [18], which extends the conclusion (2) of Theorem 1; or if G has no {4, 5, 6}-
cycles, or without {4, 5, 7}-cycles, or without {4, 5}-cycles and intersecting 3-cycles by Montassier et al. [20]; or neither
{4, 5}-cycles nor 8-cycles having a triangular chord by Chen and Raspaud [11]; or neither 4-cycles nor 6-cycles adjacent to
a triangle by Borodin et al. [9].
The purpose of this paper is to give a sufficient condition for planar graphs to be acyclically 4-choosable. More precisely,
we prove the following theorem.
Theorem 2. Every planar graph without {4, 7, 8}-cycles is acyclically 4-choosable.
2. Notation
Only simple graphs are considered in this paper. A plane graph is a particular drawing of a planar graph in the Euclidean
plane. For a plane graph G, we denote its face set by F(G). For an integer k, we denote by k+ (respectively, k−) any integer
which is at least (respectively, atmost) k. A k-vertex is a vertex of degree k, and a k+-vertex and k−-vertex is a vertex of degree
at least k and at most k, respectively. Similarly, we define a k-face, k+-face, k−-face, etc. We say that two cycles (or faces)
are adjacent if they have at least one common edge. We say cycles (or faces) C1 and C2 are adjacent with crossing edge e if e
is a common edge of C1 and C2. A triangle is synonymous with a 3-cycle. For x ∈ V (G) ∪ F(G), let n2(x), and t(x) denote the
number of 2-vertices, and 3-faces adjacent or incident to x, respectively. For a vertex v ∈ V (G), letm5(v) denote the number
of 5-faces incident to v. Let N(v) denote the set of neighbors of a vertex v. For f ∈ F(G), we use b(f ) to denote the boundary
walk of f andwrite f = [u1u2 · · · un] if u1, u2, . . . , un are the boundary vertices of f in clockwise order. Sometimes, wewrite
simply V (f ) = V (b(f )). A 3-face f = [v1v2v3] is called an (a1, a2, a3)-face if the degree of the vertex vi is ai for i = 1, 2, 3.
An edge uv is a (b1, b2)-edge if d(u) = b1 and d(v) = b2. A 3+-vertex u is called a sponsor of a 3-face f if u is not incident to
f but adjacent to a 3-vertex v which is incident to f . Denote by s(u) the number of 3-faces sponsored by u.
Suppose v is a 4-vertex. Let v1, v2, v3, v4 be the neighbors of v in a cyclic order. Let fi be the face with vvi and vvi+1 as
two boundary edges for i = 1, 2, 3, 4, where indices are taken modulo 4. We call v aweak vertex if the following conditions
hold:
(1) d(v1) = 2;
(2) d(f3) = 3;
(3) d(f2) = d(f4) = 5.
Fig. 1 shows a weak vertex v. A 4+-vertex v is called a strong vertex if it is not weak. For all figures in this paper, a vertex
is represented by a solid point when all of its incident edges are drawn (see Fig. 2); otherwise it is represented by a hollow
point.
3. Structural properties
In order to complete the proof, we assume that G is a counterexample to Theorem 2 with the least number of vertices.
Thus G is connected. We first study the structural properties of G, then use Euler’s formula and discharging technique to
derive a contradiction.
First, we have Lemmas 1–3, whose proofs are provided in [20,18,11], respectively.
Lemma 1 ([20]).
(C1) There are no 1-vertices.
(C2) No 2-vertex is incident to a 3-face.
(C3) No 2-vertex is adjacent to a 3−-vertex.
(C4) A 3-vertex is adjacent to at most one 3-vertex.
(C5) A 4-vertex is adjacent to at most one 2-vertex.
(C6) No 3-face is incident to two 3-vertices and one 4-vertex.
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Fig. 1. v is a weak vertex.
Fig. 2. Some of reducible configurations in Lemma 1.
(C7) No 5-vertex is adjacent to four 2-vertices.
(C8) No 5-vertex is incident to a 3-face and adjacent to three 2-vertices.
(C9) G does not contain G0 as a subgraph.
(C10) G does not contain G1 as a subgraph.
(C11) G does not contain G2 as a subgraph.
(C12) G does not contain G3 as a subgraph.
Lemma 2 ([18]).
(F1) No 5-vertex is adjacent to three 2-vertices and one 3-vertex.
(F2) No 6-vertex is adjacent to five 2-vertices.
(F3) No 6-vertex is adjacent to four 2-vertices and one 3-vertex.
Lemma 3 ([11]). Let v be a 5-vertex with t(v) = 2. If a 3-face incident to v is a (3, 3, 5)-face, then n2(v) = 0.
Lemma 4 was proved in [4] for acyclic 4-colorings, and in [9] the proof was transferred to acyclic 4-choosability without
substantial changes.
Lemma 4 ([9]). No 3-vertex can be a sponsor.
In what follows, let L be a list assignment of Gwith |L(v)| = 4 for all v ∈ V (G).
Lemma 5. If f = [x1x2 · · · x5] is a 5-face with d(x1) = d(x4) = 2 and d(x2) = d(x3) = 4, then f is not adjacent to any 3-face.
Proof. Since a 2-vertex is not incident to a 3-face, it suffices to show that f is not adjacent to a 3-facewith crossing edge x2x3.
Assume to the contrary that f ∗ = [x2x3u] is a 3-face adjacent to f . Let N(x2) = {x1, x3, u, y1} and N(x3) = {x2, x4, u, y2}.
By the minimality of G, G− {x1} admits an acyclic L-coloring π . If x2 and x5 have different colors, then color x1 properly, we
obtain an acyclic L-coloring of G. Assume π(x2) = π(x5) = 1. If there is a color c ∈ L(x1) \ {1, π(y1), π(u), π(x3)}, then
color x1 with color c , we again obtain an acyclic L-coloring of G. Thus we may assume that L(x1) = {1, 2, 3, 4}, π(x3) = 2,
π(y1) = 3, and π(u) = 4. If π(y2) ≠ 1, then color x1 with color 2, we obtain an acyclic L-coloring of G. Thus we assume
further thatπ(y2) = 1. If L(x2) ≠ L(x1), we recolor x2 with a color in L(x2)\L(x1) and then color x1 properly. If L(x2) = L(x1),
then we recolor x2 with 2, x3 with a color a ∈ L(x3) \ {1, 2, 4}, x4 with a color different from 1, a, π(x4), and finally color x1
with 3. This completes the proof of the lemma. 
4. Proof of Theorem 2
We define a weight functionω on the vertices and faces of G by lettingω(v) = 2d(v)−6 if v ∈ V (G) andω(f ) = d(f )−6
if f ∈ F(G). It follows from Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2 and the relation∑v∈V (G) d(v) = ∑f∈F(G) d(f ) =
2|E(G)| that the total sum of weights of the vertices and faces is equal to−
v∈V (G)
(2d(v)− 6)+
−
f∈F(G)
(d(f )− 6) = −12. (1)
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Fig. 3. A non-simple 6-face [v1v2v3v4v2v6].
Fig. 4. f is a non-simple 8-face.
We shall design appropriate discharging rules and redistribute weights accordingly. Once the discharging is finished, a
newweight functionω∗ is produced. The total sum of weights is kept fixedwhen the discharging is in process. Nevertheless,
after the discharging is complete, the new weight function satisfies ω∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G). This leads to the
following obvious contradiction,
−12 =
−
x∈V (G)∪F(G)
ω(x) =
−
x∈V (G)∪F(G)
ω∗(x) ≥ 0
and hence demonstrates that no such counterexample exists.
Suppose f ∈ F(G) and k is an integer. Let mk+(f ) be the number of k+-faces adjacent to f , where a k+-face f ′ sharing
t ≥ 2 edges with f is counted t times. Let n∗(f ) be the number of strong 4+-vertices incident to f . A face f is called simple if
its boundary forms a cycle. Otherwise, f is called non-simple.
Lemma 6. The following claims follow from the assumption that G has no cycles of lengths 4, 7, 8.
(1) There is no 4-face and no 7-face.
(2) If f is a non-simple 6-face, then its boundary consists of two edge-disjoint triangles, as shown in Fig. 3.
(3) If f is an 8-face then the boundary of f consists of either a 5-cycle and a 3-cycle, or two 3-cycles joined by a cut-edge, as
depicted by Fig. 4.
(4) No 6-cycle or a non-simple 6-face is adjacent to a 3-cycle.
(5) No 5-cycle is adjacent to two 3-cycles.
(6) For a vertex v ∈ V (G), t(v) ≤ ⌊ d(v)2 ⌋.
(7) A 5-cycle cannot share two consecutive edges with a 6-face.
(8) If two 5-cycles are adjacent, then they share exactly two consecutive edges. In particular, if two 5-faces are adjacent, then
their boundaries share a 2-vertex.
(9) A 5-cycle is adjacent to at most one 5-cycle.
(10) If two 5-cycles are adjacent, then none of them is adjacent to a 3-cycle.
(11) If a 3-vertex v is incident to a 3-face and a 5-face, then the other face incident to v is a 9+-face.
(12) If f is a face with t(f ) ≥ 2, then f is a 9+-face.
(13) If v is a weak vertex, then the other face incident to v (the face different from the 3-face and the two 5-faces) is a 9+-face.
(14) For any vertex v, m5(v) ≤ ⌊2d(v)/3⌋.
Our discharging rules are as follows:
For x, y ∈ V (G) ∪ F(G), let τ(x → y) denote the amount of weights transferred from x to y.
R0: Every 4+-vertex sends 1 to each adjacent 2-vertex and 12 to each sponsored 3-face.
R1: Suppose that f = [v1v2v3] is a 3-face with d(v1) ≤ d(v2) ≤ d(v3). We use (d(v1), d(v2), d(v3))→ (c1, c2, c3) to denote
that the vertex vi gives f the amount of weight ci for i = 1, 2, 3.
R1a: Ifm8+(f ) = 0, then (4+, 4+, 4+)→ (1, 1, 1).
R1b: Ifm8+(f ) = 1, then• (3, 3, 5+)→ (0, 0, 53 );
• (3, 4+, 4+)→ (0, 1312 , 1312 );
• (4+, 4+, 4+)→ ( 89 , 89 , 89 ).
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R1c: Ifm8+(f ) = 2, then
• (3, 3, 5+)→ (0, 0, 43 );
• (3, 4+, 4+)→ (0, 1112 , 1112 );
• (4+, 4+, 4+)→ ( 79 , 79 , 79 ).
R1d: Ifm8+(f ) = 3, then
• (3, 3, 5+)→ (0, 0, 1);
• (3, 4+, 4+)→ (0, 34 , 34 );
• (4+, 4+, 4+)→ ( 23 , 23 , 23 ).
R2: Suppose f is a 5-face. Ifm8+(f ) ≤ 2, then each strong 4+-vertex incident to f sends 1−m8+ (f )/3n∗(f ) to f .
R3: Every 8+-face sends 13 to each adjacent 3-face and 5-face.
R4: If a 9+-face f is adjacent to a 6+-face f ′ by a common (4, 2)-edge uv, then τ(f → u) = 13 .
In the following, we show that ω∗(x) ≥ 0 for all x ∈ V (G) ∪ F(G).
Lemma 7. For every face f , ω∗(f ) ≥ 0.
Proof. Depending on the degree of f , we divide the proof into five cases.
Case 1. d(f ) = 3.
The initial charge is ω(f ) = −3. Let f = [v1v2v3] such that d(v1) ≤ d(v2) ≤ d(v3). By (C2), (C4) and (C6), f is either a
(3, 3, 5+)-face, or a (3, 4+, 4+)-face, or a (4+, 4+, 4+)-face. Let fi be the face adjacent to f with crossing edge vivi+1, where
i is taken modulo 3.
If m8+(f ) = 0, then each fi is a 5-face for i = 1, 2, 3. If d(v1) = 3, then by (C1), (C3) and Lemma 4, the other neighbor
of v1 is a 4+-vertex. So f1 and f3 have a common (3, 4+)-edge, which contradicts (8) of Lemma 6. So f is a (4+, 4+, 4+)-face
and thus ω∗(f ) ≥ −3+ 1× 3 = 0 by (R1a).
If m8+(f ) = 1, then f takes 13 from its adjacent 8+-face by (R3). If f is a (3, 3, 5+)-face, then for i = 1, 2, let ui
be the other neighbor of vi. By (C4), d(ui) ≥ 4 and hence is a sponsor of f . As each sponsor sends 12 to f , we have
ω∗(f ) ≥ −3 + 13 + 12 × 2 + 53 = 0 by (R1b). If f is a (3, 4+, 4+)-face, then another neighbor of v1 not on b(f ) is a 4+-
vertex and thus ω∗(f ) ≥ −3+ 13 + 12 + 1312 × 2 = 0 by (R1b). If f is a (4+, 4+, 4+)-face, then each incident 4+-vertex sends
8
9 to f . So ω
∗(f ) ≥ −3+ 13 + 89 × 3 = 0.
If m8+(f ) = 2, then f takes 13 × 2 = 23 from its adjacent two 8+-faces by (R3). Similarly as in the previous paragraph,
depending on f is a (3, 3, 5+)-face, or a (3, 4+, 4+)-face, or a (4+, 4+, 4+)-face, by (R1c), we have ω∗(f ) ≥ −3+ 23 + 12 ×
2+ 43 = 0, or ω∗(f ) ≥ −3+ 23 + 12 + 1112 × 2 = 0, or ω∗(f ) ≥ −3+ 23 + 79 × 3 = 0.
If m8+(f ) = 3, then f totally takes 13 × 3 = 1 from all its adjacent 8+-faces by (R3). Again depending on f is a
(3, 3, 5+)-face, or a (3, 4+, 4+)-face, or a (4+, 4+, 4+)-face, by (R1d), we have ω∗(f ) ≥ −3 + 1 + 12 × 2 + 1 = 0, or
ω∗(f ) ≥ −3+ 1+ 12 + 34 × 2 = 0, or ω∗(f ) ≥ −3+ 1+ 23 × 3 = 0.
Case 2. d(f ) = 5.
By (R2) and (R3), to show that ω∗(f ) ≥ 0, it suffices to show that n∗(f ) ≥ 1. Assume f = [v1v2v3v4v5]. Since every
3-vertex is adjacent to at most one 3-vertex (by (C4)) and every 2-vertex is adjacent to no 3−-vertex, there exist non-
consecutive indices i, j (i.e., j ≠ i± 1(mod 5)) such that vi and vj are 4+-vertices. By definition, if a 4-vertex incident to f is
weak, then it lies on the intersection of a 5-face and a 3-face. Since f is adjacent to at most one 3-face (by (5) of Lemma 6),
one of vi, vj is a strong vertex. Thus n∗(f ) ≥ 1 and ω∗(f ) ≥ 0.
Case 3. d(f ) = 6.
The initial charge is 0 and no charge is sent out. So ω∗(f ) = ω(f ) ≥ 0.
Case 4. d(f ) = 8.
The initial charge isω(f ) = 2. By (3) of Lemma 6, the boundary of f consists of either one 5-cycle and one 3-cycle, or two
3-cycles and a cut-edge.
If the boundary of f consists of one 5-cycle C = v1v4v5v6v7v1 and one 3-cycle C ′ = v1v2v3v1, then by (5) of Lemma 6,
f is adjacent to at most one 3-face. By (C3), there are at most two 2-vertices in V (C). Furthermore, (9) of Lemma 6 implies
that C is incident to at most one 5-face which shares two common edges with f . As C ′ is incident to at most three 5-faces,
we conclude thatm5(f ) ≤ 5. Therefore, ω∗(f ) ≥ 2− 13 × 5− 13 = 0 by (R3).
If the boundary of f consists of two 3-cycles C = v1v2v6v1 and C ′ = v3v4v5v3 and a cut-edge v2v3, then f is not adjacent
to any 3-faces and is adjacent to at most six 5-faces. Therefore, by (R3), ω∗(f ) ≥ 2− 13 × 6 = 0.
Case 5. d(f ) ≥ 9.
Letm6(f ) denote the number of 6-faces adjacent to f by a common (4, 2)-edge. Letm5(f ) denote the number of 5-faces
adjacent to f . Since a 2-vertex is not adjacent to any 3−-vertex, t(f )+m5(f )+2m6(f ) ≤ d(f ). By (R3) and (R4), we conclude
that ω∗(f ) ≥ d(f ) − 6 − 13 (t(f ) + m5(f ) + 2m6(f )) ≥ d(f ) − 6 − 13d(f ) = 23d(f ) − 6 ≥ 0. This completes the proof of
Lemma 7. 
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It remains to show that for each vertex v,ω∗(v) ≥ 0. Let v ∈ V (G). By (C1), d(v) ≥ 2. In the following, let v1, v2, . . . , vd(v)
denote the neighbors of v in a cyclic order, and let fi denote the incident face of v with vvi and vvi+1 as two boundary edges
for i = 1, 2, . . . , d(v), where indices are taken modulo d(v).
If d(v) = 2, then the initial charge is ω(v) = −2. By (C3), v is adjacent to two 4+-vertices. Therefore, ω∗(v) ≥
−2 + 1 × 2 = 0 by (R0). If d(v) = 3, then the initial charge is 0 and no charge is sent out, since v cannot be a sponsor
by Lemma 4. So the final charge is also 0.
In the following, we consider the charge of 4+-vertices. The following observation follows easily from (R1).
Observation 1. Assume f is a 3-face incident to v.
1. If d(v) = 4, then τ(v→ f ) ≤ 1312 ;
2. If d(v) ≥ 5, then τ(v→ f ) ≤ 53 .
The amount of charge sent from v to incident 5-faces is more complicated. To estimate the amount of charge sent from
v to a 5-face f , we divide the 5-faces incident to v into four types.
Suppose f = [vv1w1w2v2] incident to v.
• If d(v1) = d(v2) = 2, then f is of type 1 with respect to v.
• If d(v1) = 2 and v2 is incident to a 3-face sponsored by v, then f is of type 2 with respect to v.
• If d(v1) = 2 and vv2 is adjacent to a 3-face, then f is of type 3 with respect to v.
• Otherwise, f is of type 4 with respect to v.
For i ∈ {1, 2, 3, 4}, let Ti(v) denote the set of 5-faces of type iwith respect to v and letmi5(v) = |Ti(v)|. So
∑4
i=1 m
i
5(v) =
m5(v).
Observation 2. If f = [vv1w1w2v2] is a 5-face incident to v, then τ(v→ f ) ≤ 12 . Moreover,
(1) if f ∈ T1(v) ∪ T3(v), then τ(v→ f ) ≤ 16 ;
(2) if f ∈ T2(v), then τ(v→ f ) = 0.
Proof. If v is not strong, then τ(v→ f ) = 0. In the following, we assume that v is a strong vertex.
Let f ′ and f ′′ be the faces adjacent to f with crossing edge vv1 and vv2, respectively.
If f is of type 1, then by (C2), (1) and (7) of Lemma 6, each of f ′, f ′′ is either a 5-face or an 8+-face. Moreover, by (9) of
Lemma 6, at least one of f ′, f ′′ is a 9+-face. So m9+(f ) ≥ 2. By (C5), v is a 5+-vertex, and w1, w2 are 4+-vertices. If both
w1, w2 are 4-vertices, then by Lemma 5, f is not adjacent to any 3-face and hence bothw1, w2 are strong. Otherwise, at least
one ofw1, w2 is a 5+-vertex. In any case, n∗(f ) ≥ 2 and hence τ(v→ f ) ≤ 1−
2
3
2 = 16 by (R2).
If f is of type 3, then v1 is a 2-vertex and f ′′ is a 3-face. By (1), (7) and (10) of Lemma 6, f ′ is a 9+-face. By (C3), w1 is a
4+-vertex. As f is not adjacent to any other 3-faces (by (5) of Lemma 6), w1 is a strong vertex. If v2 is a strong vertex, then
n∗(f ) ≥ 2 and thus τ(v → f ) ≤ 1− 232 = 16 by (R2). Otherwise, assume v2 is a weak 4-vertex. By (13) of Lemma 6, the face
adjacent to f by crossing edge v2w2 is a 9+-face. It follows immediately that m9+(f ) ≥ 3 and thus v sends nothing to f by
(R2).
If f is of type 2, then by (1), (7), (10) and (11) of Lemma 6, f ′ and f ′′ are 9+-faces. Hencem9+(fi) ≥ 3 and τ(v → f ) = 0
by (R2).
Assume f is of type 4. If n∗(f ) ≥ 2, then τ(v→ f ) ≤ 12 by (R2).
Assume n∗(f ) = 1, i.e., v is the only strong vertex incident to f . As f is adjacent to at most one 3-face and any weak
4-vertex incident to f is contained in the intersection of f and a 3-face, we conclude that, including v, f is incident to at most
three 4+-vertices. On the other hand, by (C4), f is incident to at least two 4+-vertices.
If f is incident to exactly two 4+-vertices, then these two 4+-vertices are not consecutive. We may assume that w1 is a
weak 4-vertex and v1, v2, w2 are 3−-vertices. By definition of a weak vertex,w1 is adjacent to a 2-vertex and eitherw1v1 or
w1w2 is incident to a 3-face, contrary to (C10).
Assume f is incident to three 4+-vertices, say v, x, y and x, y are weak 4-vertices, where {x, y} ⊆ {v1, v2, w1, w2}. As f is
adjacent to at most one 3-face, by definition of weak vertices, we conclude that f is adjacent to a 3-face with crossing edge
xy. Let x′ and y′ be the other neighbor of x, y, respectively on the boundary of f . By (13) of Lemma 6, the faces adjacent to f
with crossing edges xx′ and yy′ are 9+-faces. Hencem9+(f ) ≥ 2 and τ(v→ f ) ≤ 1− 23 = 13 by (R2). 
The calculation of the new charge of 4+-vertices is more complicated. We use three lemmas to take care of 4-vertices,
5-vertices and 6+-vertices separately.
Lemma 8. If d(v) = 4, then ω∗(v) ≥ 0.
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Proof. The initial charge isω(v) = 2. By (R0), Observations 1 and 2, v sends 1 to each adjacent 2-vertex, 12 to each sponsored
3-face and atmost 1312 to each incident 3-face and atmost
1
2 to each incident 5-face. Soω
∗(v) ≥ 2−n2(v)− 12 s(v)− 1312 t(v)−
1
2m5(v).
By (6) and (14) of Lemma 6, t(v) ≤ 2 andm5(v) ≤ 2. By (C5) and (C9), n2(v) ≤ 1 and if n2(v) = 1, then s(v) = 0.
First we consider the case that t(v) = 0. If n2(v) = 1, then s(v) = 0 and hence ω∗(v) ≥ 2 − 1 − 12 × 2 = 0. Assume
n2(v) = 0. If s(v) ≤ 2, then ω∗(v) ≥ 2− 12 × 2− 12 × 2 = 0. If s(v) ≥ 3, then it follows from (5) and (10) of Lemma 6 that
s(v)+m5(v) ≤ 4, and hence ω∗(v) ≥ 2− 12 × 4 = 0.
Next we consider the case that t(v) = 2. In this case, n2(v) = s(v) = 0. Assume f1 = [vv1v2] and f3 = [vv3v4] are
3-faces. By (12) of Lemma 6, f2 and f4 are both 9+-faces, and hence m5(v) = 0 and m9+(fi) ≥ 2 for i ∈ {1, 3}. Therefore,
ω∗(v) ≥ 2− 1112 × 2 = 16 by (R1c).
In the following we assume that t(v) = 1, say f1 = [vv1v2] is a 3-face. By (C2), d(v1) ≥ 3 and d(v2) ≥ 3. So
n2(v)+ s(v) ≤ 2. Depending on the value of n2(v) and s(v), we consider two cases.
Case 1. n2(v) = 0.
If s(v) = 2, then by (12) of Lemma 6, f2, f3, f4 are 9+-faces, and by (C11), [vv1v2] is a (4, 4+, 4+)-face. So m9+(f1) ≥ 2
and hence τ(v→ f1) ≤ 79 by (R1c). Therefore, ω∗(v) ≥ 2− 79 − 12 × 2 = 29 by (R0).
If s(v) = 1, then w.l.o.g., we may assume v3 is incident to a 3-face sponsored by v. By (12) of Lemma 6, f2 is a 9+-face. By
(10) of Lemma 6, m5(v) ≤ 1. If d(f4) ≥ 8, then m8+(f1) ≥ 2 and thus ω∗(v) ≥ 2 − 1112 − 12 − 12 = 112 by (R1c). Otherwise,
suppose f4 = [vv4w1w2v1] is a 5-face. Then f3 is a 9+-face by (8) of Lemma 6. By (5) of Lemma 6, at least one vertex of v4, w1
andw2 is strong. So v sends at most
1− 13
2 = 13 to f4 by (R2). Hence, ω∗(v) ≥ 2− 1312 − 12 − 13 = 112 .
Assume s(v) = 0. By (10) of Lemma 6,m5(v) ≤ 2. Ifm5(v) ≤ 1, then ω∗(v) ≥ 2− 1312 − 12 = 512 by Observations 1 and 2.
Otherwise, f2 = [vv3u1u2v2] and f4 = [vv4w1w2v1] are both 5-faces. Since v3, v4 are 3+-vertices, v is a strong 4-vertex. If f1
is a (4, 4+, 4+)-face, then τ(v→ f1) ≤ 1 and thusω∗(v) ≥ 2−1− 12 ×2 = 0 by Observation 2. Otherwise, by (C6), [vv1v2]
is a (4, 3, 4+)-face. By (11) of Lemma 6, the face adjacent to f4 with crossing edge v1w2 (which is also adjacent to f1 with
crossing edge v1v2) is a 9+-face. Moreover, by Lemma 4, d(w2) ≥ 4. By (10) of Lemma 6, f4 is not adjacent to a 3-face other
than f1. It means that w2 is a strong vertex and thus τ(v → f4) ≤ 1−
1
3
2 = 13 by (R2). Hence ω∗(v) ≥ 2− 1312 − 12 − 13 = 112
by Observation 2.
Case 2. n2(v) = 1.
W.l.o.g., assume that v3 is a 2-vertex. By (R0), v sends 1 to v3. By (C10), [vv1v2] is a (4, 4+, 4+)-face. By (C9), s(v) = 0.
Assume first thatm5(v) = 0. By (R0) and (R1),ω∗(v) ≥ 2−1−1 = 0. Ifm5(v) = 2, then it follows from (10) of Lemma 6
that d(f2) = d(f4) = 5. Consequently, v is a weak 4-vertex and thus v sends nothing to each of f2 and f4 by (R0) to (R4). So
ω∗(v) ≥ 2− 1− 1 = 0 by (R0) and (R1).
Assume next thatm5(v) = 1. If f2 = [vv3w1w2v2] is a 5-face, then d(w1) ≥ 4 by (C3) and d(f3) ≥ 9 by (8) of Lemma 6. As
d(f4) ≠ 5, we assert that d(f4) ≥ 8. By (R1b) and (R1c), τ(v→ f1) ≤ 89 . Since a 5-face is adjacent to at most one 3-face by (9)
of Lemma 6,w1 is a strong vertex. If the face adjacent to f2 by the crossing edge v2w2 is of degree at least 9, thenm9+(f2) ≥ 3
and thus v sends nothing to f2 by (R2). Otherwise, we confirm that v2 cannot be a weak vertex by (13) of Lemma 6, which
implies that v sends at most
1− 23
3 = 19 to f2. Therefore, ω∗(v) ≥ 2− 89 − 1− 19 = 0 by (R0).
If f3 = [vv4w1w2v3] is a 5-face, then f2 and f4 are 9+-faces and hence m9+(f1) ≥ 2. By (R1c), τ(v → f1) ≤ 79 . Moreover,
sincem9+(f3) ≥ 3, v sends nothing to f3 by (R2). Thus, ω∗(v) ≥ 2− 1− 79 = 29 .
If f4 = [vv4w1w2v1] is a 5-face, then f3 is either a 6-face or a 9+-face and f2 is a 9+-face. So m9+(f1) ≥ 1, hence
τ(v → f1) ≤ 89 by (R1b). By (R4), τ(f2 → v) = 13 . By (5) of Lemma 6, there exists at least one strong vertex among
v4, w1 andw2. If v1 is a strong vertex, then n∗(f4) ≥ 3 and thus v sends at most 13 to f4. If v1 is a weak 4-vertex, then by (13)
of Lemma 6, m9+(f4) ≥ 1 and thus τ(v → f4) ≤ 1−
1
3
2 = 13 . In any case, ω∗(v) ≥ 2 − 89 − 1 − 13 + 13 = 19 . This completes
the proof of Lemma 8. 
Lemma 9. If d(v) = 5, then ω∗(v) ≥ 0.
Proof. The initial charge of v is ω(v) = 4. By (6) of Lemma 6 and (C7), t(v) ≤ 2 and n2(v) ≤ 3. Depending on the value of
t(v), the proof is divided into three cases.
Case 1. t(v) = 2.
Without loss of generality, assume f1 = [vv1v2] and f4 = [vv4v5] are 3-faces. It follows easily from (5) of Lemma 6 that
s(v) + m5(v) ≤ 1, implying that the charge sent from v to incident 5-faces and sponsored 3-faces is at most 1/2 in total.
If v3 is a 3+-vertex, then ω∗(v) ≥ 4 − 53 × 2 − 12 = 16 . If d(v3) = 2, then by Lemma 3, for each i = 1, 4, fi cannot be a
(3, 3, 5)-face and thus τ(v→ fi) ≤ 1312 by (R1). Hence ω∗(v) ≥ 4− 1312 × 2− 1− 12 = 13 .
Case 2. t(v) = 1.
Let f1 = [vv1v2] be the 3-face incident to v. In this case, it follows easily from (5) of Lemma 6 that s(v)+m5(v) ≤ 3. So
the charge sent from v to incident 5-faces and sponsored 3-faces is at most 3/2 in total. By (C8), n2(v) ≤ 2. Depending on
the value of n2(v), we consider three subcases below.
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If n2(v) = 0, then ω∗(v) ≥ 4− 53 − 32 = 56 by Observation 1.
If n2(v) = 1, then one of the following holds:
• s(v) + m5(v) ≤ 2, implying that the charge sent from v to incident 5-faces and sponsored 3-faces is at most 1 in total
and hence ω∗(v) ≥ 4− 53 − 1− 1 = 13 .• s(v)+m5(v) = 3 and there is a 5-face, say f ′, incident to vwhich is of type 2 or type 3with respect to v. By Observation 2,
τ(v→ f ′) ≤ 16 , and hence ω∗(v) ≥ 4− 53 − 1− 1− 16 = 16 .
In the following of the proof of Case 2, we assume that n2(v) = 2. It is obvious that s(v) ≤ 1. If s(v) = 1, then by (C12),
f1 is a (5, 4+, 4+)-face. By (R1), τ(v → f1) ≤ 1. Moreover, m5(v) ≤ 2 and any 5-face incident to v is of type 1, 2, or 3 with
respect to v. By Observation 2, ω∗(v) ≥ 4− 1− 2− 12 − 16 × 2 = 16 . Thus we also assume that s(v) = 0.
If f1 is not a (5, 3, 3)-face, then by (R1), τ(v→ f1) ≤ 1312 . In this case, one of the following holds:
• m5(v) ≤ 1, and hence ω∗(v) ≥ 4− 1312 − 2− 12 = 512 .• m5(v) = 2 and one of the 5-face incident to v is not of type 4 with respect to v. In this case, by Observation 2, v sends at
most 12 + 16 to the two 5-faces and hence ω∗(v) ≥ 4− 1312 − 2− 12 − 16 = 14 .
In the following, we assume that f1 is a (5, 3, 3)-face. Let f ′ be the face adjacent to f with crossing edge v1v2. Since v1, v2
are 3-vertices, f ′ is adjacent to f2 and f5 as well. If f ′ is a 5-face or an 8-face, then by (11) of Lemma 6, f2, f5 are 9+-faces.
Hence τ(v → f1) ≤ 43 by (R1) and m5(v) ≤ 2. If m5(v) ≤ 1, then ω∗(v) ≥ 4 − 43 − 2 − 12 = 16 . Otherwise, f3, f4 are both
5-faces and d(v4) = 2. This implies that at least one of f3 and f4 is a 5-face of type 1. So, by Observation 2, we deduce that
ω∗(v) ≥ 4− 43 −2− 12 − 16 = 0. Now, assume that f ′ is a 9+-face. If both f2, f5 are 9+-faces, then τ(v→ f1) = 1 by (R1) and
ω∗(v) ≥ 4−1−2−2× 12 = 0. If both f2 and f5 are 5-faces, denoted by f2 = [vv2w1w2v3] and f3 = [vv5u1u2v1], then neither
f3 nor f4 is a 5-face by (10) of Lemma 6.Moreover, as n2(v) = 2, one of v3, v5 is a 2-vertex, say v5. It follows that f4 is a 9+-face
by (7) of Lemma 6 andm9+(f5) ≥ 3. It means that v sends nothing to f5 by (R2). On the other hand, we see that d(w1) ≥ 4 by
(C4) andw1 is a strong vertex by (5) of Lemma 6. Therefore τ(v→ f2) ≤ 13 and hence ω∗(v) ≥ 4− 53 − 2− 13 = 0. Assume
exactly one of f2, f5 is a 5-face, say f2 is a 5-face. Then f5 is a 9+-face. As m9+(f1) = 2, we have τ(v → f1) = 43 . If v3 is a
2-vertex, then f2 is of type 3with respect to v and τ(v→ f2) ≤ 16 byObservation 2. Thereforeω∗(v) ≥ 4− 43−2− 16− 12 = 0.
Assume v3 is a 3+-vertex. Then v4, v5 are 2-vertices and f3 is a 6+-face by (10) of Lemma 6. So, we have τ(v → f2) ≤ 23
sincem9+(f2) ≥ 1. If f4 is further a 5-face, then f3 is a 9+-face by (7) of Lemma 6. We immediately deduce thatm9+(f4) ≥ 4
and thus v sends nothing to f4. Consequently, we have ω∗(v) ≥ 4− 43 − 2− 23 = 0. This completes the proof of Case 2.
Case 3. t(v) = 0.
By (C7) and (14) of Lemma 6, n2(v) ≤ 3 and m5(v) ≤ 3. Assume first that n2(v) = 3. By (F1), s(v) = 0. If m5(v) ≤ 2,
then ω∗(v) ≥ 4 − 1 × 3 − 12 × 2 = 0 by (R0) and Observation 2. Assume m5(v) = 3. By (9) of Lemma 6, w.l.o.g., we may
assume that f1, f2, f4 are 5-faces. Hence v2 is a 2-vertex. As n2(v) = 3, it follows easily that there exist s, t ∈ {1, 2, 4} such
that m9+(fs),m9+(ft) ≥ 2. Let v′ be the other neighbor of v2. By (C3), v′ is a 4+-vertex, and is obviously a strong vertex.
So n∗(f1), n∗(f2) ≥ 2. If m9+(f1),m9+(f2) ≥ 2, then τ(v → fi) ≤ 16 for i = 1, 2. Otherwise, m9+(f4) ≥ 2 and hence
τ(v → f4) ≤ 13 , and moreover, τ(v → f1) + τ(v → f2) ≤ 16 + 13 . In any case, τ(v → f1) + τ(v → f2) + τ(v → f4) ≤ 56 .
Therefore, ω∗(v) ≥ 4− 1× 3− 56 = 16 .
Next we consider the case that n2(v) = 2. In this case, s(v) ≤ 3. If s(v)+m5(v) ≤ 4, thenω∗(v) ≥ 4−1×2− 12×4 = 0.
So we assume that s(v)+m5(v) ≥ 5, which implies that s(v) ≥ 2. If s(v) = 3, then it follows from (5) and (10) of Lemma 6
thatm5(v) ≤ 2, and hencem5(v) = 2. Moreover, at least one of the 5-faces is of type 2 with respect to v. By Observation 2,
v sends nothing to such a 5-face. Therefore ω∗(v) ≥ 4− 1× 2− 12 × 3− 12 = 0. If s(v) = 2, thenm5(v) = 3. Similarly as
above, at least one of the 5-face is of type 2 with respect to v, and hence ω∗(v) ≥ 4− 1× 2− 12 × 3− 12 = 0.
Finally we consider the case that n2(v) ≤ 1. It is obvious that s(v) + n2(v) ≤ 5. If s(v) ≥ 4, then m5(v) ≤ 1 by (5)
and (10) of Lemma 6. Thus, by (R0), ω∗(v) ≥ 4 − 1 − 12 × 4 − 12 = 12 . If s(v) ≤ 3, then since m5(v) ≤ 3, we have
ω∗(v) ≥ 4− 1− 12 × 3− 12 × 3 = 0.
This completes the proof of Lemma 9. 
It remains to consider 6+-vertices. First we have the following observation.
Observation 3. For any vertex v, we have that n2(v)+ s(v)+ 2t(v)+m45(v) ≤ d(v).
Proof. Suppose that v is a 6+-vertex. Let
A = {u ∈ N(v) : d(u) = 2},
B = {u ∈ N(v) : u is incident to a 3-face sponsored by v},
C = {u ∈ N(v) : vu is contained in a triangle}.
It follows from the definition that A, B, C are disjoint and n2(v) = |A|, s(v) = |B| and 2t(v) = |C |. Moreover, if
fi = [vviw1w2vi+1] is a 5-face of type 4 with respect to v, then it follows from (10) of Lemma 6 that one of vi and vi+1, say vi,
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is a 3+-vertex not incident to a 3-face sponsored by v andmoreover vvi is not contained in a triangle and vi, i.e., vi ∉ A∪B∪C .
This implies thatm45(v) ≤ d(v)− |A ∪ B ∪ C | and hence n2(v)+ s(v)+ 2t(v)+m45(v) ≤ d(v). 
Lemma 10. If d(v) ≥ 6, then ω∗(v) ≥ 0.
Proof. By Observation 1, each 6+-vertex sends at most 53 to each incident 3-face. Therefore, by (R0), Lemma 6 and
Observations 2 and 3, we obtain
ω∗(v) ≥ 2d(v)− 6− 5
3
t(v)− n2(v)− 12 s(v)−
1
6
m15(v)− 0 ·m25(v)−
1
6
m35(v)−
1
2
m45(v)
≥ 2d(v)− 6− 5
3
t(v)− (d(v)− s(v)− 2t(v)−m45(v))−
1
2
s(v)− 1
6
m15(v)−
1
6
m35(v)−
1
2
m45(v)
= d(v)− 6+ 1
3
t(v)+ 1
2
s(v)+ 1
2
m45(v)−
1
6
m15(v)−
1
6
m35(v)
≥ d(v)− 6+ 1
3
t(v)+ 1
2
s(v)− 1
6
(m15(v)+m35(v))
≥ d(v)− 6+ 1
3
t(v)+ 1
2
s(v)− 1
6
·

2d(v)
3

≥ d(v)− 6+ 1
3
t(v)+ 1
2
s(v)− 1
6
· 2d(v)
3
= 8
9
d(v)− 6+ 1
3
t(v)+ 1
2
s(v).
If 89d(v) − 6 + 13 t(v) + 12 s(v) ≥ 0, then we are done. Assume 89d(v) − 6 + 13 t(v) + 12 s(v) < 0. Then d(v) = 6 and
4 > 2t(v)+ 3s(v), which implies that s(v)+ t(v) ≤ 1.
First we consider the case that t(v) = 0. By (F2), n2(v) ≤ 4. By (14) of Lemma 6,m5(v) ≤ 4. Ifm5(v) = 4, thenw.l.o.g., we
may assume that d(f1) = d(f2) = d(f4) = d(f5) = 5. By (10) of Lemma 6, s(v) = 0. Thereforeω∗(v) ≥ 6−1×4− 12×4 = 0.
Assumem5(v) ≤ 3. As n2(v) ≤ 4 and s(v) ≤ 1, we have ω∗(v) ≥ 6− 1× 4− 12 − 12 × 3 = 0.
Next we assume t(v) = 1, say f1 = [vv1v2] is a 3-face. Then s(v) = 0. It is easy to see that n2(v) ≤ 4 andm5(v) ≤ 3.
If n2(v) ≤ 2, then ω∗(v) ≥ 6− 53 − 1× 2− 12 × 3 = 56 by (R0) and Observation 2.
If n2(v) = 3, then one of the following holds:
• m5(v) ≤ 2, and hence ω∗(v) ≥ 6− 53 − 1× 3− 12 × 2 = 13 .• m5(v) = 3 and at least two of the 5-faces incident to v are of type 1 or 3 with respect to v. Hence ω∗(v) ≥
6− 53 − 1× 3− 12 − 16 × 2 = 56 .
If n2(v) = 4, then by (F3), [vv1v2] is (6, 4+, 4+)-face. It follows from (R1) that v sends at most 1 to f1. Asm5(v) ≤ 3 and each
incident 5-face is adjacent to at least two9+-faces by (5) and (7) of Lemma6,we conclude thatω∗(v) ≥ 6−1−1×4− 13×3 =
0. 
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