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ABSTRACT
Iterative stencil computations are important in scientific computing and more also in the
embedded and mobile domain. Recent publications have shown that tiling schemes that
ensure concurrent start provide efficient ways to execute these kernels. Diamond tiling
and hybrid-hexagonal tiling are two tiling schemes that enable concurrent start. Both
have different advantages: diamond tiling has been integrated in a general purpose opti-
mization framework and uses a cost function to choose among tiling hyperplanes, whereas
the greater flexibility with tile sizes for hybrid-hexagonal tiling has been exploited for
effective generation of GPU code.
In this paper we undertake a comparative study of these two tiling approaches and
propose a hybrid approach that combines them. We analyze the effects of tile size and
wavefront choices on tile-level parallelism, and formulate constraints for optimal diamond
tile shapes. We then extend, for the case of two dimensions, the diamond tiling formu-
lation into a hexagonal tiling one, which offers both the flexibility of hexagonal tiling
and the generality of the original diamond tiling implementation. We also show how to
compute tile sizes that maximize the compute-to-communication ratio, and apply this
result to compare the best achievable ratio and the associated synchronization overhead
for diamond and hexagonal tiling.
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1. Introduction
Stencil computations are an important computational pattern in both scientific and
engineering applications and they are becoming increasingly important in the em-
bedded and mobile domain. Computational electromagnetics [23] and the numerical
solution of partial differential equations [21] are common use cases of stencils in high
performance computing, whereas image and video processing are driving forces in
the embedded market. Even though manual and automatic optimizations of stencil
computations have been addressed by numerous studies, the generation of efficient
code remains a challenge especially for higher-dimensional stencils and for highly
parallel platforms with multi-level hardware parallelism. With the increased use of
parallel hardware in mobile markets as well as the foreseeable increase of 3D pro-
cessing in upcoming embedded devices, a need emerges for solutions that facilitate
the automatic generation of high-performance stencil codes for different devices.
For stencil computations, the tiling strategies that enable reuse along the time
dimension have shown to be most efficient. The standard approach uses parallel
wavefronts in a skewed index space. Skewed wavefronts reduce tile-level parallelism
[15] and induce load-imbalanced prologue and epilogue phases. Split tiling [7, 15] and
overlapped tiling [12, 15] address this problem by enabling concurrent start along
one of the original iteration space dimensions. In other words, the tile schedule
allows a wavefront of tiles parallel to one of the original dimensions of the index
space to be executed in parallel. However, these two tiling techniques require either
periodically alternating tile shapes or induce redundant computations. In contrast,
the recently published diamond tiling [2] and hybrid-hexagonal tiling [8] schemes
successfully obtain concurrent start without the need for redundant computations
or multiple tile shapes.
Diamond tiling is a tiling strategy that uses a single n-dimensional parallelo-
topea that is constructed in such a way that it is possible to create a tiling where
the number of tiles executable in parallel remains consistent throughout the com-
putation, meaning that the tile schedule enables concurrent start. The advantages
of diamond tiling are its integration in a general purpose compilation framework
and the use of an adaptable cost function to determine tile shapes [2]. Hybrid
hexagonal-classical tiling [8] is a tiling scheme that uses hexagonal tile shapes to
enable concurrent start and to provide flexible tile size choices on one dimension. On
the remaining dimensions it uses classical parallelogram tiling. The more domain
specific formulation of hybrid-hexagonal tiling does not optimize tile shapes for a
certain cost function, but always uses the most narrow dependence cone to derive
the tile shape. On the other side, hybrid-hexagonal tiling has the advantage that it
allows the adjustment of the time-tile height and the tile width along the spatial
dimension independently. It also permits the creation of tiles with a flat top and can
ensure that tiles not only have the same rational shape, but also identical integer
aA general term for what is known in 2D as parallelogram and in 3D as parallelepiped.
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point placements by construction. Besides these advantages, there are also some
open problems. Even though the diamond tiling paper generally explains how to
derive tiling hyperplanes that enable concurrent start, a tile schedule that includes
both the tile sizes as well as the parallel wavefront coefficients necessary to obtain
concurrent start was not presented. This paper combines the two tiling strategies
to benefit from the advantages of diamond and hexagonal tiling.
Our contributions are: a) an in-depth analysis of the constraints that diamond-
tiling imposes on tile-sizes and wavefront coefficients, b) a formulation of conditions
that ensure identical placement of integer points within the tiles, c) an extension
of the original diamond tiling algorithm to a hexagonal tiling algorithm for 2 di-
mensional problems (1 time dimension, 1 space dimension), d) analysis of tile sizes
to optimize the compute-to-communication ratio and synchronization overhead.b
We note that while practically effective schemes based on diamond tiling [2] and
hexagonal tiling [8] have been implemented, this paper focuses on a more abstract
treatment. The development and evaluation of effective practical implementations
based on the newly proposed ideas is beyond the scope of this short paper.
The paper is structured as follows. Section 2 revisits diamond tiling, providing
insights on tile size and wavefront coefficient constraints, and discussing constraints
and important properties of diamond tiles. We then introduce the unified hexagonal
tiling scheme in Section 3 which includes a full formulation for two-dimensional
tiling. Section 4 studies tile sizes that maximize the compute-to-communication
ratio and compares the synchronizations induced by diamond and hexagonal tile
shapes. We discuss related work in Section 5 and conclude in Section 6.
2. Diamond Tiling
The main contribution of diamond tiling [2] is the combination of affine transforma-
tions and a form of rectangular tiling that enables concurrent start. It is particularly
effective on stencil computations. The idea of concurrent start is to ensure that the
wavefront of tiles that are executed in parallel is aligned to a concurrent start hy-
perplane (normally an iteration space boundary) such that the number of tiles that
are executed in parallel remains constant throughout the entire computation. This
ensures that already at the beginning of the computation a sufficient amount of par-
allelism is available. Even though the name “diamond” suggests that the tile shapes
are rhombi or rhombohedra (a.k.a. diamonds) and Figure 12 in Bandishti et al. [2]
also uses edges of identical length, the tile shapes formed by diamond tiling are not
restricted to diamonds, but can be more general parallelograms (parallelotopes in
higher dimensions) as can be seen in Figure 3. However, some restrictions to the
tile shape and sizes must be enforced to ensure that concurrent start is possible.
b This is an extended version of a paper presented at the HiStencils 2014 workshop [9]. The tile
size analysis is entirely new content not appearing in [9].
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2.1. The Pluto Optimizer
Diamond tiling was presented and implemented as an extension to Pluto [3], a
general-purpose optimizer for data locality and parallelism. In contrast to other
approaches that directly tile the iteration space (e.g., [7, 8]), the original Pluto
tiling as well as diamond tiling are implemented as a two phase process. As a
first step a program transformation is calculated that exposes sequences of loops
(bands) that are tileable with rectangular tiles. In the second step a rectangular
tiling is performed on these bands. Combined, this yields tiles with a possibly not
rectangular, but parallelotope tile shape. There are several benefits of separating
these two concerns. First, when calculating the parallel bands Pluto can and does
perform other optimizations, e.g., data locality optimizations such as loop fusion.
Second, tiling of the transformed program makes the tile shapes independent of the
tiling hyperplanes, which makes the tiling easier to describe and analyze.
Pluto calculates program transformations on a polyhedral representation. In
this representation the set of executed program statements (the iteration space)
is modeled with a multi-dimensional integer set where each element represents
an individual statement iteration. The execution order of elements of the itera-
tion space is described by the schedule, an integer map that assigns a possibly
multi-dimensional relative execution time to each element of the iteration space.
Program transformations are performed by modifying the schedule. For a sin-
gle statement and a k-dimensional execution time such a schedule has the form
S = {x→ (h0 · x, . . . ,hk · x)}, where x is an element of the iteration space, hi, for
i ∈ {0, . . . , k}, are tiling hyperplanes represented by their normal vectors and hi · x
denotes the sum of the per element products of hi and x. The result of Pluto’s first
step are exactly these tiling hyperplanes, selected such that the distance between
two statements that depend on each other is not only lexicographically nonnegative
(needed for validity of the schedule), but also nonnegative at each individual dimen-
sion. As input, the algorithm takes an overapproximation of the pairs of statement
instances that depend on each other, described using affine constraints. For the ex-
act algorithm on how to select such hyperplanes, we refer to [3]. For the present
paper, it is sufficient to understand that the all-nonnegative dependence vectors
make rectangular tiling valid.
We present the Pluto rectangular tiling as a schedule only transformation which
we believe is easier to understand than the actual Pluto transformation which mod-
ifies the iteration space as well. Conceptually, there should be no difference. Given
a schedule S and a set of tile sizes si, i ∈ {0, . . . , k} a rectangularly tiled schedule of
S consists of two partial schedules. The first one, St, is placed at the outer level and
enumerates the tiles itself. This is called the tile schedule. The second one, Sp, is
placed at the inner level and enumerates the points within each tile and is called the
point schedule. We define {St = (x0, . . . , xk) → (b(h0 · x)/s0c, . . . , b(hk · x)/skc)}
and Sp = S. This tiled schedule may already expose parallelism, but exploit-
ing it may involve a skewed wavefront schedule at the outermost tile dimension.
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Then, such a wavefront schedule carries itself all dependences and ensures that
the inner loops can be executed in parallel. This yields S′t = {(x0, . . . , xk) →
(λ0b(h0 · x)/s0c + · · · + λkb(hk · x)/skc, b(h1 · x)/s1c, . . . , b(hk · x)/skc)} with
λi ∈ Z≥0, i ∈ {0, . . . , k}. The λi coefficients control the construction of different
wavefronts. We call λ0 = · · · = λk = 1 the default wavefront coefficients. The hy-
perplanes computed by the original Pluto algorithm allow the formation of such
a wavefront schedule, but those hyperplanes may not allow to form a wavefront
schedule in the direction of a given concurrent start face (represented by its normal
vector f).
2.2. The Diamond Tiling Extensions
Diamond tiling [2] extends the Pluto algorithm in a way that ensures that for the
tiling hyperplanes computed there always exist wavefront coefficients that yield
concurrent start. From the original publication [2] we know that “a transformation
enables tilewise concurrent start along a face f if and only if the tile schedule is in
the same direction as the face and carries all inter-tile dependences”. It also shows
that “concurrent start along a face f can be exposed by a set of hyperplanes if and
only if f lies strictly inside the cone formed by the hyperplanes, i.e., if and only
if f is a strict conic combination of all the hyperplanes”. For a concurrent start
hyperplane f , it finds tiling hyperplanes hi such that the following equality holds:
mf = λ1h1 + · · ·+ λkhk with λi,m ∈ Z≥0. (1)
The main focus of the diamond tiling paper is to prove the conditions necessary to
ensure that the calculated hyperplanes can be used to construct a concurrent start
schedule as well as to give an algorithm that actually calculates such hyperplanes.
We therefore refer to this publication for details. One question that was explored
less is under which conditions, especially for which tile sizes and for which wavefront
coefficients, the rectangularly tiled schedule achieves concurrent start. Specifically,
the paper does not investigate for which values of λi, sj the following holds:
mx · f = λ0b(h0 · x)/s0c+ · · ·+ λkb(hk · x)/skc (2)
2.3. Relation between Tile Sizes and Wavefronts
Even though the diamond tiling yields tiling hyperplanes that allow concurrent
start, to construct the full tile schedule the tile sizes si as well as the wavefront
coefficients λi still need to be chosen. Choosing the correct values is important, not
only to ensure that the tiles executed within the wavefront are started concurrently,
but also to control the horizontal distance between neighboring tiles in the parallel
wavefront and its ratio to the size of the tiles. We call this ratio the density of the
schedule, a property important to understand the amount of computation that can
be performed in parallel. Before suggesting good values, we explore the impact of
different choices. Let us first consider a simple example with symmetric dependences:
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for t:
for i:
A[t+1][i] = A[t][i-1] + A[t][i+1]
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Fig. 1: Symmetric dependences & square tiling (original/transformed)
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Fig. 2: Symmetric dependences & non-square tiling (original/transformed)
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Fig. 3: Asymmetric dependences & square tiling (original/transformed)
Pluto’s diamond tiling implementationc calculates for this kernel the transfor-
mation {(t, i) → (t − i, t + i)} and applies rectangular tiling in the transformed
space. The default wavefront coefficients λ0 = λ1 = 1 are then used to enable
cTested with version 0.10.0-50-g1a4ac17 from git://repo.or.cz/pluto.git
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parallel execution. This results in the tile schedule {(t, i) → (b(t − i)/s0c + b(t +
i)/s1c, b(t+ i)/s1c)}. The default square tile shapes (s0 = s1) yield both concurrent
start as well as a high density of tiles. Figure 1 illustrates this for s0 = s1 = 4
with the tile wavefront highlighted in red and the concurrent start hyperplane high-
lighted in black. The two hyperplanes being parallel tells us that the tile wave-
front has concurrent start. When different tile sizes are chosen for the two dimen-
sions, the default wavefront no longer yields concurrent start. In Figure 2 we il-
lustrate for s0 = 4, s1 = 6 that the default wavefront (red) is no longer parallel
to the concurrent start hyperplane (black). Concurrent start is still possible with
the non-default wavefront coefficients λ0 = 2, λ1 = 3, which yield the schedule
{(t, i) → (2b(t − i)/6c + 3b(t + i)/4c, b(t + i)/4c)}. Unfortunately, a non-default
wavefront causes a large loss in tile-level parallelism throughout the computation.
This effect is illustrated by the yellow wavefront in Figure 2, which is parallel to
the concurrent start hyperplane (black). Next we analyze a kernel with asymmetric
dependences:
for t:
for i:
A[t+1][i] = A[t][i-1] + A[t][i+2]
Pluto derives from this kernel the transformation {(t, i) → (t − i, 2t + i)}. This
transformation combined with square tiling and the default wavefront coefficients
allows concurrent start as shown in Figure 3 for s0 = s1 = 4. The reason for this,
possibly surprising, result is that for a 2 dimensional stencil (1 space, 1 time) with
dependence distance 1 in the time direction, the coefficient of the space dimension in
the normal will always be ±1. This ensures that when adding the two hyperplanes
together their coefficients for the space dimension cancel out and we get again
the concurrent start hyperplane. The default wavefront coefficients combined with
square tile sizes therefore yield a concurrent start wavefront. As already found
earlier, non-square tile sizes will prevent concurrent start with these coefficients.
Another interesting observation is that even though the rational tile shapes in
Figure 3 are identical throughout the original iteration space, the set of contained
integer points is not. The reason for this difference is that even though we use inte-
gral tile sizes in the transformed space, the borders may become non-integral in the
original space. Varying integer point placements between tiles can cause problems
due to additional conditions in the generated code. As a next step we consider a
case of dependence distances with different lengths on the time dimension.
for t:
for i:
A[t+1][i] = A[t][i-1] + A[t-2][i+1]
For this kernel, the Pluto implementation derives the transformation {(t, i) →
(t−i, t+i)}. The same transformation was already chosen for the example illustrated
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Fig. 4: Multiple time steps. Square tiles reduce parallelism. (original/transformed)
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Fig. 5: Multiple time steps. Non-square tiles maximize parallelism. (orig./trans.)
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Fig. 6: Diamond tiling (original/transformed)
in Figure 1 and according to our understanding of the cost function in Pluto, this
is in fact the transformation that the algorithm of [2] would choose. The resulting
tiling yields 8 computations for a per-tile memory footprint of 3.
Another valid diamond tiling transformation is {(t, i) → (t + 3i, t − i)}. The
hyperplanes in this transformation are the ones hybrid-hexagonal tiling would read
off directly from the dependence cone. Given a different cost function, Pluto may
also choose this transformation. The interesting point here is, that the normal of
the concurrent start hyperplane in the transformed space is not anymore (1,1), but
rather (1,3). In this case, the standard square tiling illustrated in Figure 4 only yields
concurrent start if, instead of the default wavefront coefficients, λ0 = 1, λ1 = 3 are
chosen. As shown earlier, this severely reduces tile-level parallelism. On the other
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hand, for the same memory footprint as before, this tiling executes 16 computations.
We can restore concurrent start with the default wavefront by using non-square
tile sizes. Figure 5 shows a non-square tiling (s0 = 12, s1 = 4) which enables con-
current start, has maximal tile-level parallelism and reaches 12 computations for a
memory footprint of three. We therefore prefer this tiling over the previous two.
2.4. Optimal Tiles with Default Wavefront
As seen in the previous section, the use of the default wavefront coefficients is nec-
essary to ensure high tile-density. However, by itself this choice guarantees neither
concurrent start nor a shared integer point placement for all tiles. As those proper-
ties are important, we present the conditions under which they can be reached.
4 2 0 2 4 6 8
t
4
2
0
2
4
6
8
i
10 5 0 5 10 15
t+2i
12
10
8
6
4
2
0
2
4
6
t-i
Fig. 7: Hexagonal-tiling (original/transformed)
We first explore the integer point placement. Forming the rows of matrix H from
the tiling hyperplane normals hi, then tile sizes that are multiples of the determinant
of H will ensure that all tiles have the same configuration of integer points since
det(H) ·H−1 is an integer matrix. For example, the hyperplanes used in Figure 3
yield
H =
(
1 −1
2 1
)
with det(H) = 3. As s0 = s1 = 4 are not multiples of 3, the tiles may differ in
integer point placement, as illustrated in the figure. On the other hand, tile sizes
s0 = s1 = 3 would ensure a uniform integer placement across all tiles. The above
condition is sufficient independently of the chosen wavefront schedule.
Next, we investigate the conditions on tile sizes to ensure concurrent start with
the default default wavefront coefficients. Let hx,0 be the first component of hx
and hx,1 the second. The default wavefront then is b(h0,0t + h0,1i)/s0c + b(h1,0t +
h1,1i)/s1c. Now, to achieve concurrent start, we need to ensure that the default
wavefront schedule only depends on the time dimension t and that all space dimen-
sions (i.e., i) are eliminated. This is true under the condition s0/|h0,1| = s1/|h1,1|.
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Note that the wavefront may still depend on the fractional part of the space di-
mension, but this only results in a variation within a fixed range, independently
of the size of the domain. We can see that in Figure 1, where we reach concurrent
start for the default wavefront, this condition holds with 4/1 = 4/1. On the other
hand, when changing the tile sizes to s0 = 4 and s1 = 6 as in Figure 2, the previous
condition turns into 4/1 = 6/1 and concurrent start is not possible with the default
wavefront. The above shows that to obtain concurrent start the two tile sizes can-
not be chosen independently, but need to be scaled together. To make this more
clear we introduce a new variable s which can be chosen freely and which is then
used to define s0 = s|h0,1| and s1 = s|h1,1| such that concurrent start is obtained.
Interestingly, this condition of a single parameter defining the tile size is exactly
what is required by the parametric tiling approach of Iooss et al. [14].
3. Unified Diamond and Hexagonal Tiling
In this section we present for a two-dimensional iteration space an extended formu-
lation of diamond tiling which allows the creation of hexagonal tiles. The hexagonal
tiles calculated are similar to those presented in [8], but are not identical in shape.
To obtain such a schedule we start from the diamond tiling approach, which
means we first calculate a set of tiling hyperplanes, transform the index space with
these hyperplanes and then apply rectangular tiling in the transformed space. We
then (optionally) transform the rectangular tiling by “stretching” the rectangular
tiles along the concurrent start hyperplane. The stretched rectangular tiles in the
transformed space form hexagonal tiles in the original space. As a result we have
a single schedule that describes diamond tiling, if tiles are stretched by a vector of
length zero, and hexagonal tiling, if they are stretched by a non-zero-length vector.
In the following description, we assume that the tiling hyperplanes h0, h1 are
computed by the diamond tiling algorithm as described in [2]. We focus on the
description of the (possibly) stretched tiling scheme in the transformed space. As
input for the stretched tiling scheme, we take the tile sizes s0, s1 as well as a vector
v = (v0, v1), which is parallel to the concurrent start hyperplane (in the transformed
space). We also require this hyperplane to have a normal n = (n0, n1) that is strictly
positive in all components, as guaranteed by the algorithm of [2].
We first model diamond tiling using a standard 2D rectangular tiling in the
transformed space. In this tiling the symbols s0, s1 define the tile sizes along the
dimensions d0, d1 while T0, T1 are the resulting tile schedule dimensions (we ignore
the point schedule dimensions, as this mapping is not interesting for this discussion).
The following map describes such a rectangular tiling.
{(d0, d1)→ (T0, T1) | s0T0 ≤ d0 < s0(T0 + 1) ∧ s1T1 ≤ d1 < s1(T1 + 1)} (3)
Our goal is to achieve and maintain concurrent start using the default wavefront.
Consequently s0 and s1 cannot be chosen freely (see Section 2.4). We require the
user to choose tile sizes that ensure concurrent start. Figure 6 illustrates the above
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rectangular tiling using the transformation {(t, i) → (t + 2i, t − i)}, as well as the
tile sizes s0 = 6, s1 = 3. The red tiles show the concurrent start wavefront.
Starting from this rectangular tiling we want to stretch the contained tiles by
a vector v with components v0, v1, where v is parallel to the concurrent start hy-
perplane. More formally, we want to compute for each tile represented by T the
set of points contained in a new tile T’. T’ is defined as the Minkowsky sum
T + V , where V = {tv | 0 ≤ t ≤ 1} and the Minkowsky sum of is defined as
A + B = {a + b | a ∈ A, b ∈ B}. In addition we translate the new tiles to again
reach a space filling tiling. In principle, v can have either of two possible directions,
but to simplify the schedule formulation we choose v such that v0 < 0 ∧ v1 > 0.
Figure 7 shows a stretching as we obtain it for v = (−4, 2) and n = (1, 2).
Before we implement the actual stretching, we first add two additional con-
straints to each tile. The first one bounds each tile at its lexicographic minimal
point with the concurrent start hyperplane, the second one bounds each tile at its
lexicographic maximal point with the same (but translated) hyperplane. We imple-
ment the lower boundary by placing the hyperplane at the origin and by offsetting it
for each tile according to the tile sizes. To offset the tile along d0 we adjust the right
hand side of the lower bound by n0s0T0 and n1s1T1. The upper boundary is imple-
mented by reversing the lower hyperplane. The location of the upper hyperplanes
for tile (T0, T1) is the origin of tile (T0 + 1, T1 + 1).
{(d0, d1)→ (T0, T1) | (4)
s0T0 ≤ d0 < s0(T0 + 1)
∧ s1T1 ≤ d1 < s1(T1 + 1)
∧ n0s0T0 + n1s1T1 ≤ n0d0 + n1d1
∧ n0d0 + n1d1 < n0s0(T0 + 1) + n1s1(T1 + 1)}
As a last step, we now stretch the tiles along v. This requires us to increase the
size of the rectangular tiles by v0 in the d0 dimension and v1 in the d1 dimension.
We also account for the shifted positions of the rectangular tiles by adding some
offsets o0, o1 to the upper and lower tile boundaries that will be derived later in
this section. Finally, we adjust the locations of the concurrent start planes by using
c0 = n1(s0 + v0) + n0v1 and c1 = n1(s1 + v1) + n0v0.
{(d0, d1)→ (T0, T1) | ∃o0 = −v0T0 + v0T1, o1 = −v1T0 + v1T1 : (5)
s0T0 + o0 + v0 ≤ d0 < s0(T0 + 1) + o0
∧ s1T1 + o1 ≤ d1 < s1(T1 + 1) + v1 + o1
∧ c0T0 + c1T1 ≤ n0d0 + n1d1
∧ n0d0 + n1d1 < c0(T0 + 1) + c1(T1 + 1)}
Figure 8 illustrates the last step in detail. On the left side, the red tiles are the
original square tiles (0,0), (1,0) and (1,1), each of size 6 × 4. On the right side,
the same tiles have been stretched along v. The rectangular tile shapes have been
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extended by 4 along d0 and by 2 along d1 resulting in the light blue tile shapes (the
dark blue tile shapes illustrate the contained integer points). We can also see that
the position of the red tile shape of tile (0,0) has not moved. However, when going
one step up to tile (1,0) which means increasing the tile number T0 by one, we offset
the tile by −v0 along d0 as well as −v1 along d1. Similarly, when going from tile (1,0)
to tile (1,1) which means increasing the tile number T1 by one, we offset the tile
by v0 along d0 and v1 along d1. Combined this yields the offset o0 = −v0T0 + v0T1
for d0 and o1 = −v1T0 + v1T1 for d1. The new values c0 and c1 do now also take
into account the offset of the plane. When varying T0 we now do not only need to
take the vertical tile size s0 into account, but in addition we include the additional
vertical offset v0 as well as the changed horizontal offset v1. To support concurrent
start hyperplanes of different orientations such offsets are scaled by the relevant
components of n. The corresponding changes have been added when adjusting c1.
A very important observation is that tiles (T0, T1) as well as (T0+1, T1+1) have
overlapping rectangular parts. However, the concurrent start hyperplanes added at
the position of v ensure that tiles are non-overlapping and still tile the full space.
Also, as stretching and translation are carried along the concurrent start hyperplane,
no dependences are violated. Finally, if the previous tiling had concurrent start,
stretching along the concurrent start hyperplane preserves this property.
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Fig. 8: The stretching in the transformed space (unstretched/stretched)
4. Tile Sizes that Maximize Compute/Communication
In this section we analyze how to maximize the compute-to-communication ratio
and show how the tiling strategy choice affects both compute-to-communication
ratio and synchronization overhead. Using a simple theoretical compute model, we
derive for diamond and hexagonal tiles basic characteristics such as the number of
operations executed, the amount of communication, the usage of local memory as
well as the amount of synchronization needed for parallelism. We use these char-
acteristics to understand the effectiveness of the different tile shapes. We use the
following 3-point heat stencil as illustrative compute pattern.
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for t:
for i:
S: A[(t+1)%2][i] = A[t%2][i-1] + A[t%2][i] + A[t%2][i+1];
For this analysis the iteration space boundaries are not of relevance, but we obtain
the dependences D = { S(t, i)→ S(t+1, i′) | i′−1 ≤ i ≤ i′+1} (transitively covered
dependences removed), which are for this specific example code identical to the set
of flow dependences (DF = D). Furthermore, we obtain mappings AR = {S(t, i)→
A(t mod 2, i′) | i − 1 ≤ i′ ≤ i + 1} and AW = {S(t, i) → A((t + 1) mod 2, i)}
specifying for each statement instance the data locations read from and written to.
From this information we compute, e.g., using Pluto, the concurrent start tiling
hyperplanes t+ i and t− i. However, instead of using now the full unified schedule
(5) to tile the space, we derive a description of the set of iterations that belong to
the single tile that will be placed at the origin. We use this tile as our tile shape
model. To obtain its description we take the unified schedule from (5) and extract
the set of input values that correspond to T0 = T1 = 0:
{(d0, d1) | v0 ≤ d0 < s0 (6)
∧ o1 ≤ d1 < s1 + v1
∧ 0 ≤ n0d0 + n1d1
∧ n0d0 + n1d1 < n1(s0 + v0) + n0v1 + n1(s1 + v1) + n0v0}
We then set (n0, n1) = (1, 1) according to the tiling hyperplanes we computed for
our example and we set (s0, s1) = (T, T ) and (v0, v1) = (−B,B) to introduce two
variables T and B that control the size of the tile.
{(d0, d1) | −B ≤ d0 < T ∧ 0 ≤ d1 < T +B ∧ 0 ≤ d0 + d1 ∧ d0 + d1 < 2T} (7)
As a final step, we use our tiling hyperplanes to translate this tile shape description
back into the original space.
I = {S(t, i) | −B ≤ (t+ i) < T ∧ 0 ≤ (t− i) < T +B
∧ 0 ≤ (t+ i) + (t− i) ∧ (t+ i) + (t− i) < 2T} (8)
The result is I, a parametric tile shape description. It can be expressed with affine
constraints despite the fact that a parametric description of all tiles can not. The
tile shape we obtained has the form of a hexagon. In the illustration in Figure 9a
we can see the two parameter that define its size: T defines the width of the tile
along the time dimension t, and B defines the distance by which the tile is extended
along the space dimension i. When B = 0 the tile shape degenerates to a diamond
shape.
We now present the data access model we use for the computations in this tile.
Figure 10 illustrates the first steps. At the first time step (t = 0), five elements are
computed. Seven elements are read from array A[0] (dark small squares) and the
resulting five elements are written into the scratchpad (dark small triangles). At
the second time step (t = 1) seven elements are computed. We already have seven
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Fig. 9: 1D hexagonal tiling (T = 6, B = 4)
elements in our scratchpad that have been previously read (light large squares) and
five elements that have been previously computed (dark large squares). For the
computation we need to read nine elements from array A[1] and seven elements
are stored back to the scratchpad. From the nine elements read five can be read
from the scratchpad (light small squares). Similarly, when computing the nine new
elements of the third time step (t = 2), from the eleven elements read, seven have
been computed in a previous time step. Going further in time we see, that with
exception of t = 3 all time steps in the decreasing phase (t = 4 and t = 5) only
read data that has been computed in previous time steps. Combining the memory
accesses we can derive the set of data elements read (large squares) and the set
of data elements written (small squares) in a tile. For the data elements read, we
can distinguish between the data elements that at least once need to be read from
external memory (dark large square) and those that can directly be read from the
local scratchpad (light large square). Similarly, for the data elements written we
distinguish between the data elements that will be used by later tiles (light small
square) and the ones that are only needed in this very tile, but do not need to be
written out (dark small square). This is illustrated in Figure 9b.
We compute the following per tile characteristics: the number of compute oper-
ations (O), the number of data locations read (RALL), the number of data locations
read not considering data previously computed in the same tile (RREDUCED), the
number of data locations written to (WALL), the number of data locations written
to and needed by later computations (WREDUCED), the number of synchronization
steps (S), as well as the footprint (F ), i.e., the set of all data locations accessed.
As these characteristics correspond to the number of integer points in certain sets,
we can derive parametric closed form expressions by using barvinok [27] to count
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Fig. 10: The first two time steps of 1D hexagonal tiling (T = 6, B = 4)
these points. We perform the following computations: O = |I|, RALL = |AR(I)|,
WALL = |AW(I)|, F = |AR(I) ∪ AW(I)|. There are only two slightly more compli-
cated computations. First, RREDUCED = |AW(D−1F (I)\I)|, the set of data locations
that are read from within the tile without any statement in the tile having writ-
ten to them previously. We compute this as the set of data locations written from
statements that are at the origin of a flow dependence that ends in the tile, but are
themselves not within the tile. Second, WREDUCED = |AW(D−1F (U \ I)∩ I)|, the set
of data locations written to inside the tile and later read by a statement instance
outside of the tile without being overwritten in between with data computed after
the execution of the tile finished. We compute this starting from the universal set
from which we remove the statement instances inside the tile to obtain the instances
that are not in this tile. By applying the reverse flow dependences and intersecting
with the tile again, we obtain the set of instances in the tile that write values that
are used outside of the tile. We get the corresponding data locations by applying
AW.
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The resultsd we obtain from barvinok are the following formulas:
O(T,B) =
1
2
T 2 + TB , S(T ) = T − 1
RALL(T,B) = 2T + 2B + 2 , WALL(T,B) = 2T + 2B − 2
RREDUCED(T,B) = 2T +B + 1 , WREDUCED(T,B) = 2T +B − 1
F (T,B) = 2T + 2B + 2
As a next step we compute certain properties. We start with the compute-per-read
ratio r(T,B) = O(T,B)/RALL(T,B) and maximize it for a fixed “cache size” c,
i.e., the number of data elements that fit in the scratchpad. For this we formu-
late an optimization problem and use the computer algebra system Mathemat-
ica [13] to solve it symbolically. The result is maxT,B r(T,B)
∣∣
F≤c =
(c−2)2
8c and
arg maxT,B r(T,B)
∣∣
F≤c = (1/2(c−2), 0). We make two observations here: first, r(c)
increases linearly with the available cache size; second, the optimal tile shape has
B = 0. This means it degenerates to a diamond.
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5 10 50 100 500 1000
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1.20
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s (c)
s (c)◇
(b) Compute-to-sync
Fig. 11: Relation between hexagonal and diamond tiling ratios
When maximizing the ratio r′(T,B) = O(T,B)/RREDUCED(T,B) we ob-
tain: r′7(c) = maxT,B:F (T,B)≤c r′(T,B) = c − 12
√
c(3c− 4) − 1 at T7 =
1
2
(√
21c2 − 4
(
3
√
c(3c− 4) + 7
)
c+ 8
√
c(3c− 4) + 4 + 2c−√c(3c− 4)− 2) and
B7 = c − 12
√
c(3c− 4) − 1. We see that the optimal ratio is obtained with B 6= 0,
a hexagonal tile shape not degenerated to a diamond. We now derive the optimal
ratio with the additional constraint B = 0, which limits our search to diamond
shaped tiles. We obtain r′(c) = maxT :F (T,0)≤c r
′(T, 0) = (c−2)
2
8c at T = 1/2(c− 2).
We can see that both r′7 and r′ increase linearly with c, showing that hexagonal
tiles are more efficient than diamond tiles. To understand how much more efficient
dThe formulas have been simplified under the assumptions T mod 2 = 0 ∧B mod 2 = 0.
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they are, Figure 11a captures the evolution of r′7/r′, making clear that as soon as
the scratchpad can hold more than about 100 data elements, hexagonal tiles yield a
ratio O/RREDUCED that is more than 7% higher than diamond tiles. As WALL and
WREDUCED only differ by a small constant from the corresponding read properties,
for sufficiently large scratchpads ratios similar to the ones we computed for the read
properties will be obtained and similar conclusions can be taken.
Another interesting property is the amount of synchronization steps necessary
per tile. For this we compute s7 = O(T7, B7)/S(T7) and s = O(T, B)/S(T)
which give an idea of how much computation can be performed for a certain number
of synchronization steps. Figure 11b illustrates s7/s to compare the hexagonal and
diamond tiling strategies. We see that the graph quickly converges to a value above
26%. This means 26% more computations can be executed for the same amount of
synchronization when using hexagonal tiling. As these results are computed on a
model, they obviously do not directly translate to a specific piece of hardware, but
they show that for hardware where in-tile synchronization is costly hexagonal tiling
can result in significant improvements.
5. Related Work
Aside from the already discussed diamond and hybrid-hexagonal tiling [2, 8], there
has been a lot of successful research in generating code to efficiently perform stencil
computations.
Christen et al. [4] propose the PATUS stencil compiler, a system which given
the description of a parameterizable code generation and parallelisation strategy as
well as the specification of a specific stencil generates efficient code using autotun-
ing. Han et al. [10] develop with PADS pattern-based optimization of stencil codes
for CPUs and GPUs using a proposed extension to OpenMP. Similar to PATUS,
code generation strategies can be provided by the user. The different strategies pro-
vided together with PATUS and PADS are to our understanding all space tiling
strategies which do not exploit reuse along the time dimension. Datta et al. [6, 5]
develop an optimization and auto-tuning framework for stencil computations, tar-
geting multi-core systems, NVIDIA GPUs, and Cell SPUs. Membarth at al. [17]
discuss with HIPAcc a source to source compiler for image processing kernels that
can use abstract hardware models to generate GPU code that addresses the differ-
ent performance characteristics of various GPU models. Similarly to the previous
systems, the last two approaches do not consider time tiling.
Tang et al. present with Pochoir [24], a domain-specific C++ framework that
uses cache-oblivious parallelograms to generate C++ code. Pochoir takes advantage
of thread level parallelism through the Cilk runtime system. Henretty et al. [11] use
a DSL-based approach relying on different versions of split tiling in combined with
a data layout transformation to generate efficient SIMD CPU code. Strzodka [22]
uses an in-tile wavefront traversal technique to achieve efficient cache use even with
tile sizes larger than the available cache memory. All these approaches generate ef-
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ficient CPU code. Then, there are a set of general optimizers. PPCG [26] generates
parallel CPU and GPU code using classical (time) tiling. It relies on affine trans-
formations to extract parallelism and improve locality, using a variant of the Pluto
algorithm [3]. Reservoir Labs’ R-Stream is also a reference polyhedral compiler tar-
geting GPUs [16, 25]. Par4All [1] is an open source parallelizing compiler developed
by Silkan targeting multiple architectures. The compiler is not based on the polyhe-
dral model, but uses abstract interpretation for array regions, performing powerful
inter-procedural analysis on the input code. Finally, there are tools that generate
efficient GPU code. Here Holewinski’s Overtile [12] and Grosser’s split tiling [7]
compilers represent, besides [8], the state-of-the-art for the automatic generation of
efficient GPU code relying on overlapped and split tiling, respectively.
Computing optimal tile sizes has a long history [20]. Our approach of symboli-
cally computing a closed form solution using a computer algebra system is closely
related to the positivity based tile size selection framework of Renganarayana and
Rajopadhye [19], with the difference that we derive parts of our cost model by
counting integer points. Also the use of such an approach to compare hexagonal
and diamond tiling schemes is new. Orozco et al. [18] use the dependency graph
to find the optimal tile shape for stencil computations. They conclude, just like us,
that diamond tiling is the most efficient tile shape, if the full read set RALL is con-
sidered. They do not give information about optimal tile shapes when considering
the ratio between computation and reduced read sets (RREDUCED) or computation
and synchronization overhead.
6. Conclusion
We presented a formulation of hexagonal tiling that combines the benefits of dia-
mond tiling and hybrid-hexagonal tiling. For diamond tiling, we formalized condi-
tions on tile sizes and wavefront coefficients to ensure concurrent start among tiles.
We also formulated a condition to ensure the same integer point placement across
all tiles. And most importantly, we extended the original diamond tiling algorithm
to hexagonal tiles. Using a simple cost model, we performed a comparative analysis
of the compute-to-communication ratio of diamond and hexagonal tiling schemes as
a function of tile sizes and characterized the optimal aspect ratio for hexagonal tiles
and the benefit over diamond tiles. The analyses and hybrid approaches developed
in this paper could serve as the basis for practical implementations that improve on
the current state-of-the art in tiling stencil computations.
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