is coded separately using some standard technique that In this paper we consider a number of extensions to current exploits the spatial correlation between pixels, such as difadaptive compression methods for color images. One, we use ferential pulse code modulation (DPCM) [25] , transform clustering or segmentation procedures to determine self-similar coding [25, 30], and vector quantization [12] , developed image regions. Two, for each such region we use a Karhunen-initially for encoding monochrome images. This approach Loeve compression method to model the important spatio-is often restrictive, insofar as it fails to completely decorrechromatic information. Three, we employ linear prediction to late the source tristimulus signals and the redundancy reencode the resultant eigenimages. Finally, comparisons are tained between the color planes usually affects the coding made with current methods and improvements are demonperformance. Additionally, most of the standard algostrated particularly for low bit-rate coding of color textured rithms are based entirely on information theory, and, thereimages such as those that occur in aerial photography. © 1997 fore, are not adapted to particular characteristics of images;
used as the basis vectors for the KL expansion. As a result, techniques for parameter estimation in this case would require additional constraints. For this reason, we applied a set of decorrelated coefficients is obtained, and the reduction in bit-rate is achieved by transmitting only lower-a simpler approach to model the color textures in this paper by which we incorporate an implicit GMRF assumporder coefficients, i.e., those corresponding to the larger eigenvalues. The optimality of the KL transform is re-tion. That is, under the assumed texture model the color components within a given small 3-D neighborhood can flected in the fact that for a given total number of bits, the error incurred is minimized in the mean-square sense. This be treated as being jointly Gaussian distributed. This distribution is approximately stationary within each given image transform also has the highest energy compaction comparing to the deterministic transforms, such as Discrete Cosine segment-due to the segmentation process. Since the KL transform performs optimally under the stationarity condiTransform (DCT), Fourier transform, and Hadamard transform.
tion, we then apply this transform to decorrelate color image components R(x, y), G(x, y), and B(x, y) (spatioThe KL transform has found numerous applications for encoding monochrome and color images [7, 30, 31 , chromatic information) within small 3-D image blocks, where a separate optimal KL transform is designed for pp. 126-131, 33], as well as for coding, enhancement, and restoration of multispectral imagery [15, 24, 34] . In many each extracted segment.
The processing steps of the proposed scheme for regioncases of processing color or, in general, multichannel images, however, the within-band and between-band correla-based coding of color images is shown in block diagram in Fig. 1 . After segmentation and separate encoding of the tions were treated separately, and the KL transform was often computed under the assumption of image stationar-image segments using the KL transform, the remaining spatial correlations between the transform coefficients are ity, i.e., without taking into account the fact that the images are inherently nonstationary [14] . For these reasons the removed using linear predictive coding (LPC). The prediction error is further encoded as a stream of code words optimal performance of the KL transform was of limited practical value. We mention that there exists several techniques for the restoration of multichannel images based on the methods other than the KL transform, which utilize both between-band and within-band correlations and process the image channels simultaneously as a single entity. Such techniques apply least-squares methods [9, 11] , Kalman filtering [10] , and processing of the multichannel images in the frequency domain [19] .
The segmentation-based approaches to image compression provide a framework for dealing with the inherent nonstationarity of image data. These techniques also enable the higher levels of scene interpretation to be directly incorporated in the compression process. Several researchers have investigated the segmentation-based approaches to compression of both monochrome and color images [6, 20, 22, 23, 38] and very good results have been reported. Kwon and Chellappa [23] applied a merge-and-threshold method to decompose the monochrome image and differentiated the following image features: contours, uniform regions, and textured regions. The extracted textured regions were modeled as Gaussian Markov Random Fields (GMRF's) and were constructed using texture synthesis technique based on this model. The parameters of the GMRF's were computed using the least-squares estimation technique. The uniform image regions were encoded using nth order polynomials, and an arithmetic coding-based technique was employed to encode the contours.
GMRF's have been used for modeling the spatial statistical interdependencies between neighboring components of 2-D textures in many other applications [3, 4, 26, 27, 37] . This model can also be extended to three dimen- sions and used to represent 3-D textures, but the use of that take values from a four-letter alphabet. The code is algorithm, and the coordinates provide information about spatial vicinity between the feature vectors, forcing the designed on the joint probability of occurrences of similar quantization bin indices over several eigenimages at the clusters to be spatially contiguous. To define and control the scale of each of the feature vector components, they particular spatial location. The resulting stream of code words is compressed using adaptive multilevel arithmetic are weighted by scaling factors denoted as Ͱ, ͱ, and Ͳ (Ͼ0) from (1). By adjusting the factors Ͱ, ͱ, and Ͳ the results coding.
This coding algorithm also distinguishes between region of clustering can be much improved. At present this adjustment has been done empirically. The subscript n used in interiors and borders. The border pixels of all regions in the image are extracted and grouped together to form a (1) denotes the use of z-scores: each variable being normalized to zero-mean and unit variance, as, for example separate segment. The functional values of such ''border'' segments are encoded using the above procedure (i.e., the same procedure for encoding region interiors) while the I 1n (x, y) ϭ I 1 (x, y) Ϫ Ī 1 I 1 . positions of the border pixels are coded separately (and are also used to store the position and shape of the image regions).
To cluster the feature vectors K xy we have used the In Section 2 we describe, in detail, the procedure for CLUSTER algorithm presented in [18] . The algorithm itersegmenting color images. Section 3 then presents the opti-ates through two phases, with the first phase being the mal KL transform encoding technique applied to coding K-means (minimax) pass which creates a sequence of partieach of the segments separately. The LPC scheme for en-tions containing 2, 3, . . . , L clusters, where L is specified coding the transform coefficients is discussed in Section 4, by the user. In the second phase another set of partitions and Section 5 describes the method used for encoding is created by merging existing clusters two at a time to see the prediction error. Finally, Section 6 presents practical if better clustering can be obtained. The iterations continue implementation of the proposed coding method and the until a square-error criterion is minimized. results obtained from the computer simulation and com-
The complexity of CLUSTER is O( pL), where p is the parisons to other methods.
number of feature vectors to be clustered. To improve the execution time, the number of feature vectors can be
SEGMENTATION OF COLOR IMAGES
reduced by sampling every rth row and cth column in the image [13] . The remaining pixels are assigned to the cluster To extract homogeneous regions in color images a seg-with the closest cluster center. Values of parameters r and mentation procedure based on the clustering of 8-compo-c depend on image size, and we set r ϭ c ϭ 20 for an nent feature vectors K xy is applied, where, original image size of 512 ϫ 512. We have used the method proposed by Hoffman and
Jain [13] for finding the ''best'' clustering. For each cluster i, the method computes the average within-cluster interpoint
The first three components of the vector K xy are calculated as the linear combinations of the original tristimulus where d represents Euclidian distance, c(i) is the centroid of cluster i, and G i is the set of points belonging to cluster
(2) i. Using (5) the statistics M(i) which indicates isolation and
(3) compactness of cluster i, is defined as indicate more acceptable clustering, but the problem in ances R (x, y), G (x, y), and B (x, y) are included in the feature vector to provide some elementary information practical applications is that M ave achieves the absolute maximum for a very small number of clusters, i.e., 2 or 3. about the image second order statistics to the clustering For this reason the best clustering is chosen as the one for where e ik is the kth eigenvector (k ϭ 1, . . . , p) of the ith segment and ik is its corresponding eigenvalue. The which M ave achieves the local maximum for the largest number of clusters within the cluster range.
eigenvectors calculated from (8) . Each vector X ij from the ith image segment (n ϭ 4 for our examples). All blocks that are composed is then processed by the linear transform of pixels belonging to two or more different segments (i.e., the border pixels) are called ''border'' blocks and are
grouped together to form a separate border segment, as shown in Fig. 2b . All other segments in the image contain
The components of the vectors Y ij are completely uncorren ϫ n blocks in which all pixels belong exclusively to that lated, i.e., segment. In the rest of the paper we refer to such segments as ''interior'' segments or regions.
REGION-BASED KL TRANSFORM OF COLOR IMAGES
The aim of the segmentation process was to partition the original color image into a number of internally homogeneous regions so that techniques based on the assumption of signal stationarity could be used. At the next step all segments are separately spatio-chromatically decorrelated The number of the components of vectors Y ij , L i is chosen using the optimal discrete KL transform. That is, the mean such that values of the tristimulus signals R(x, y), G(x, y), and B(x, y) within segments are computed and subtracted from these
signals at each segment coordinate (x, y). Each nonoverlapping n ϫ n block in the ith (mean-subtracted) segment,
The parameter D i in (13) represents the allowed distori ϭ 1, . . . , N, is then mapped to a d-dimensional vector tion within a segment and we define the value of this X ij , where d ϭ 3n 2 , by sequentially scanning each location parameter for each of the image segments separately. In in the block and taking its corresponding tricomponent order to set the desired level of ''detail'' in the encoding color signals. Here N denotes the total number of segments procedure we have used the following model. Analogous to be encoded.
to the Fourier power spectrum properties of images we Since the segments are implicitly modeled as separate can characterize the image detail for color and spatial resomultivariate Gaussian Markov random fields, the sets of lution (local contrast variations) in a given region to be vectors X ij created in this way are assumed to have jointly inversely proportional to the exponential rate of decay of zero-mean Gaussian distributions. The d ϫ d covariance the region-specific eigenvalues. We therefore fit an expomatrix R i of each such stationary zero-mean Gaussian nential function K i exp(Ϫ i x) to the eigenvalues of each source, where i ϭ 1, . . . , N, is now estimated as individual segment (with all eigenvalues less than 0.05 i1 approximated by zero) and use the inverse of the estimated exponential constant 1/ i as the measure of the spatio- 
Here, c 1 and c 2 are positive constants, which we set to R i e ik ϭ ik e ik ,
characteristics of each segment, and we set veniently represented as one-dimensional signals.
To quantize the difference signal (k, p, q) a separate its value to 1.0 for the ''region'' segments and to 0.75 for the ''border'' segment.
optimal uniform quantizer is assigned to each segment. The quantization step ͳ i for the ith segment is computed Since color images may often contain two or more spatially distinct regions with the same texture, it is desirable using the allowed distortions D i (defined by (13)) ͳ i ϭ ͙12D i (for more details on the design the optimal uniform to process such segments using the same set of basis vectors. For this reason, prior to computing the region-specific quantizer see [17, p. 103 
]).
The quantization function applied for the ith segment eigenvectors, the covariance matrices of the separate image segments are mutually compared (using Euclidian dis-is then simply defined by tances) and merged together if similar. In this way, one covariance matrix common for each group of similarly
textured segments is obtained and used to compute the basis vectors for the KL expansion as explained above.
where (k, p, q) is the respective quantization bin index Having encoded all image segments, the resulting KL (QBI) assigned to the difference signal (k, p, q) as transform coefficients (i.e., the components of the transform vectors Y ij ) are arranged in ''eigenimages'' in such a way that the region-based alignment of the original image
is retained. These eigenimages, denoted by ⍀ k , form a tridimensional structure with all coefficients computed from n ϫ n block samples within a region ordered ac-with [x] representing the largest integer Յ x. cording to the decreasing values of their respective regionspecific eigenvalues. In this structure the number of the
ENCODING THE QUANTIZATION BIN relevant eigenimages corresponding to the ith image seg-

INDICES (QBIs
The encoding process now reduces to encoding this region-based hierarchy of eigenimages. In
The QBIs (k, p, q) obtained as the result of quantizing the prediction error (k, p, q) in all eigenimages in the addition, region locations and descriptions are also encoded, and this has been implemented by using the quad-hierarchy are first encoded as one stream of code words that take values from a four-letter alphabet. In this coding tree method [5] .
procedure, the QBIs (k, p, q) are compared (with respect to their magnitudes) to a set of thresholds, where the
LINEAR PREDICTIVE CODING OF EIGENIMAGES
thresholds are ordered in decreasing order. The greatest threshold T 0 is chosen to be equal to the maximum (absoThe KL transform decorrelates the nonoverlapping n ϫ lute) value of the QBIs in the hierarchy and the remaining n blocks of different image segments. However, neighthresholds from the set are then computed from T 0 acboring n ϫ n blocks of the original color images will typicording to T m ϭ T mϪ1 Ϫ 1 and for T m Ն 1. A QBI (k, p, cally be very similar and, consequently, some amount of q) is ''active'' with respect to a threshold T m if its magnitude correlation will also exist between spatially adjacent pixels ͉(k, p, q)͉ is equal or greater than the threshold. If, howin eigenimages. To remove such correlations a simple firstever, the magnitude of the index is less then the threshold, order linear predictive model is applied where the current the index is termed ''inactive.'' pixel is predicted only by the previously encoded neigh-
The code utilizes the notion that, conditioned upon the boring pixel in the same row. In this, a separate predictor occurrence of an inactive QBI (k, p, q) in the eigenimage is designed for each eigenimage within each of the image ⍀ k with respect to the threshold T m , it is also, to a certain segments. For the kth eigenimage ⍀ k and the ith segment, degree, probable that the QBIs at the same spatial location the linear prediction of the current pixel at the coordinate ( p, q) in all eigenimages ⍀ l for which k Ͻ l Ͻ L i will ( p, q) is defined as also be jointly inactive. This assumption is based on the eigenimages being ordered according to decreasing eigen-
values (representing the variances of the KL transform location ( p, q) , where i indexes the image segment which is coefficients and the corresponding decoding process can be stopped whenever a predefined bit rate or the required used to generate the transform coefficients at this location.
The coding procedure consists of M passes, where M is image quality is achieved. This flexibility in our coding method is not possible due to the fact that LPC is applied. the number of the thresholds in this set. At each coding pass the QBIs in all eigenimages, starting from the topmost That is, to reconstruct the LPC coded signal, all the LPC error values are required by the decoder simultaneously. eigenimage, ⍀ 0 are compared to one particular threshold from the set (in the raster scan fashion). The thresholds However, this method enables low bit rates encoding of the QBIs and is easy to implement. are ordered such that the one used in the previous pass is always greater than the threshold in the current pass. When in the mth coding pass an inactive index (k, p, q) is de-
EXPERIMENTAL RESULTS
tected in the eigenimage ⍀ k , the activities of all quantization bin indices (l, p, q) in eigenimages ⍀ l at the spatial The coding algorithm was implemented in the C programming language on a Silicon Graphics Challenge M location ( p, q) and for k Ͻ l Ͻ L i are checked. Whenever all such descendants of an inactive root index (k, p, q) with four R40400SC CPUs. In our experiments we have used several RGB images with 24-bit color resolution. The are also jointly inactive with respect to the threshold T m , the whole vertical string of indices (l, p, q), k Յ l Ͻ L i overall bit rate for encoding a color image by the proposed method was calculated as the sum of the bit rate for encodat the location ( p, q) is encoded using the code word ''inactive index string'' (''IIS''). In the current pass all such ing the quantized prediction error and the bit rates for encoding the side information. The side information conindices are considered encoded and are not compared to the same threshold any more. Consequently, a list of coor-tains the mean-values of the tristimulus signals R(x, y), G(x, y), and B(x, y) within segments, the segment KL dinates of all the indices encoded by ''IIS'' is kept throughout each coding pass. If an inactive index (k, p, q), how-transform basis vectors (i.e., the engenvectors) and the parameters of the LPC for the hierarchy of eigenimages ever, has at least one active descendant (l, p, q) in the lth eigenimage, k Ͻ l Ͻ L i , only this current index is within each separate segment. The shape and position of the segments, represented by the position of the n ϫ n encoded by the code word ''inactive index'' (''II'').
In the cases when the current QBI is found to be active, blocks in the border segment is encoded using the quadtree code. Additionally, the quantization step ͳ i , along with the i.e., when its magnitude is equal to the threshold value in the current coding pass, its sign is checked, and, depending number of the eigenimages within each segment and the initial (maximum) threshold value used for encoding the on this, the index is encoded by either the code word ''active positive'' (''AP'') or ''active negative'' (''AN''). QBIs need also to be available to the decoder.
The LPC parameters are quantized to 8-bit precision, The coordinates of the index are appended to the second list, which is maintained and updated throughout the whole as with the mean-values of the tristimulus signals. The eigenvectors, however, can be quantized more crudely encoding process. Simultaneously, this current QBI is set to zero and this value is kept in the subsequent coding passes. without seriously affecting the image quality, and we quantize them to 5 bits. The quantization of the basis vectors The resulting stream of code words (''IIS,'' ''II,'' ''AP,'' and ''AN'') is entropy coded using the adaptive arithmetic takes place before the KL transform of the image segments and to exploit the redundancy of this set of vectors, they coding, which provides an effective mechanism for removing redundancy of the code words, and utilizes the standard are encoded using the standard arithmetic coder [36] .
To illustrate the performance of the proposed regionarithmetic coder [36] . This coder is based on an adaptive model by which the frequencies of symbols are updated based image coder we have used two different test images with 8-bits resolution per color component (total 24 bits/ each time a new symbol is presented. Initially, all the frequencies are set to the same value (e.g., one) reflecting pixel). The test images were the 700 ϫ 700 Aerial Photography image shown in Fig. 2a and the 512 ϫ 512 image the fact that the coder has no previous knowledge. As the coding process proceeds, a more accurate estimation of Mandrill shown in Fig. 4a .
Examples of the coded versions of the test images using the data distribution in the form of a histogram is obtained at each coding step. In our application the data model is the proposed region-based image coder are shown in Figs. 3a and b and Fig. 4b and c, respectively. In coding the test initialized at the beginning of each coding pass, i.e., whenever a new threshold value is applied. The advantages of images the size of the nonoverlapping image blocks was set to 4 ϫ 4. using a small encoder alphabet has been discussed in [32] .
This technique for coding the QBIs of the prediction In order to evaluate the coding performance of the proposed region-based compression scheme and to compare error within the hierarchy of eigenimages bears significant similarity to the embedded coder of the image wavelet it with other coding procedures, we have used two different coding fidelity measures. The first one was the commonly transform coefficients described by Shapiro [32] . However, by the coding method described in [32] transmitting the used mean-square error (MSE) which is separately calcu- 
Although MSE is an objective measure which enables the comparison of coding fidelity among different schemes it does not indicate how well perceptually important strucwhere f i (x, y) represents the original color component im- 16.67 method for encoding color images. The novelty of the method lies in modeling the images as composed of the structural features of regions and borders. The proposed tures in the image, such as edges, lines, and corners are compression algorithm includes the extraction of the image encoded. For this reason, in addition to MSE we have used features by a specifically designed segmentation technique a measure of ''spatial stability'' of edges in the image. This and feature encoding using the optimal discrete Karhumeasure of coding fidelity involves computing the MSE nen-Loeve transform. An important, though often overbetween ''edge stability'' maps of the original and the re-looked property of color images is that their color compoconstructed color component images, which we denote as nents are correlated both spatially and spectrally. In Q i (x, y) and Q i (x, y), respectively. Edge stability maps are contrast to the standard waveform coding techniques which calculated by combining zero-crossings of a number of treat the spectral and the spatial correlations separately, different band-pass images (resulting from filtering the im-therefore failing to completely decorrelate the tristimulus age by different band-pass isotropic ٌ 2 G filters) into a color signals, the discrete Karhunen-Loeve transform is single gray value corresponding to the evidence for applied to spatio-chromatically decorrelate the original ''edges'' over all scales. Accordingly, the fidelity measure color signals with respect to the nonoverlapping n ϫ n for each color component image based on the edge stability image blocks. maps is calculated as
The remaining spatial correlation that exists between the transform coefficients is further exploited by an adaptive linear predictive coding scheme and the prediction error
of the LPC is progressively coded as a stream of code words which take values from a four-letter alphabet. This code is based on the joint probabilities of the occurrences and the total measure, EMSE, is obtained by adding toof particular values of indices over several consecutive gether the measures computed for each respective trieigenimages as they are compared to a set of thresholds. stimulus color component. An outline of the method for This code provides substantial coding gains over the stancomputing image edge stability map is presented in the dard techniques for encoding the transform coefficients Appendix (see Bischof and Caelli [2] for more details).
and is easily and efficiently compressed using the adaptive We have compared the proposed method with the JPEG arithmetic coder. image compression standard [35] with respect to both of We used two aspects of measuring the coding efficiency the above-defined coding fidelity measures. The resulting for comparison with the JPEG image coding standard. The MSE and EMSE of the test images for the proposed regionfirst involves the comparison of image quality measured based coder (RBC) and for the JPEG compression stanby the average difference between input and compressed dard as functions of the bit rate are shown in Table 1. versions. The second involves using edge maps to evaluate From these results it can be concluded that, for the test comparison between original and compressed versions images, the proposed method attains smaller values of with a direct least-square error measure. Using these two MSE than JPEG, while remaining the comparable permeasures of performance evaluation as a function of the ceived quality of coded images, as measured by the EMSE, compression rate we have shown that the performance of with the performance of the RBC having distinctly better the proposed region-based method offers improved perforcharacteristics for the low bit-rate encoding.
mance compared to the JPEG compression standard. HowExamples of edge stability maps which are generated ever this method also provides a representation for images for the original test images and for their compressed verin terms of encoded region and boundary features and, as sions in order to compute the coding fidelity measure EMSE are shown in Fig. 5. Here, Fig. 5a shows the edge such, can be used for other purposes such as recognition, detection, and region-specific analysis. stability map of the color component R(x, y) of original 
Calculating Edge Stability Maps
(21) As described in [2] , the image f (x, y) is first filtered by a digital approximation of the Laplacian of Gaussian filter
Filter parameter is varied in increments of octave, starting from ϭ 1.0, resulting in 17 scale space images ٌ
