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SUMMARY 
We extend the theory of nonlinear observability due to Hermann- 
Krener [51 to the non-regular case, in which the observability co- 
distribution is not constant dimensional, and we obtain results in 
some sense dual of the ones already known for accessibility. 
We discuss a conjecture of P. Varaya [151, namely that the 
isomorphism of two locally controllable gradient systems is an isometry 
for the underlying pseudo Riemannian manifolds, proving it to be false 
without further, or different, assumptions; we also prove some positive 
results, and the analogue of the above for Hamiltonian systems, with 
weaker conditions: an isomorphism of reachable Hamiltonian systems is 
a symplectomoýphism. 
Finally we prove that a Hamiltonian system with finite-dimensional 
Lie algebra, satisfying standard conditions, has an accessible Hamiltonian 
realization, constructed in a canonical way. 
(iii) 
INTRODUCTION 
The basic definitions, results and notation follow, as much as 
possible, those adopted in [51 and [11-131, when concerning control 
theory, and in Ill where relative to differential geometry. 
The construction of a locally weakly observable system, made in 
chapter II, is based on a result (proposition 11.2.3) that can be 
7 formulated without reference to control systems: If -9 is a 
codimension q foliation on M, and D is a family of complete 
vector fields on M leaving Y invariant and spanning the tangent 
space at every point, the leaf space M, = M/-: '-- can be given the 
structure of a paracompact. Hausdorff manifolds of dimension q such 
that the canonical projection w,: M -* M, is a submersion, and moreover 
a fibre map (a fibration in the C"O case). 
In chapter IV, the construction of an accessible realization of a 
Hamiltonian system is inspired by the use made in Mechanics of the 
"method of orbits" introduced in [71 to study Hamiltonian systems with 
symmetry and obtain a reduced phase space. 
CHAPTER I -' NONLINEAR ACCESSIBILITY 
In this chapter we present the known results on nonlinear 
accessibility that are needed later, essentially based on the 
work by H. Sussmann [11,131. 
- 
I -. Control Systems 
A CK (K = -, w) control system is a 4-tuple E= (M, Sl, fU) 
veri fyi ng: 
i) The state space M is a n-dimensional CK differentiable 
manifold, which we assume to be Hausdorff, paracompact and connected. 
ii) The control space n is a metric space, usually a m-dimensional 
Euclidian space or discrete. 
iii) The dynamics f: M x -* TM is such that, for any 
xu= f(., u) :M -)- TM is a CK vector field. 
iv) The class of admissable controls 1L is a family of functions 
IR -* ý2 defined on intervals of the form [o. T] with TcR and closed 
under concatenation, i. e., if u [0, Tl] -)- si and v : [O, T2] n are 
in 'LL , the 
. 
map u*v : [0, Tl +T 21 Q defined by u*v I [0, Tl] u ', 
U*V ICT,, T, +T 2] 
1' v(, - T, ) is also in It. 
Let Itm be the set of functions IR -* Q with domains on above, such 
that every uc 11m is the limit almost everywhere of a sequence of piece- 
wise constant K-valued functions, where Kc9 is compact, and let UPC 
be the set of piecewise constant a-valued functions with the same type 
.. of 
domain. We assume 1) c IL cIL PC m 
In order to ensure the existence and uniqueness of solution of 
f(x, u), X(O) =x0 for every xo eM and ucU, we assume that 
- 
the family of associated vector fields D= {X uJuco satisfies a local 
Lipschitz condition uniformly in u over any compact subset K of 0 
i. e., given x0cM and a compact K=a there is a chart U around 
x0 and a constant CcR+ such that every component of the local 
representatives in U of [Xu lucK is Lipschitz with constant C 
We denote by w(x 0 u; 
t) the solution at time t of the equation 
f(x, u) , X(O) =x0. 
The following approximation lemma [12J allows us, from now on, to 
consider U= Jýc in every case: 
Lemma I. 1.1. 
Let r be a control system and {u i)a sequence of admissible 
controls defined on [0, T] with values in the compact set K, = a If 
fu iu almost everywhere and w(x 0 u; 
t) is defined on [0, T] then, 
for sufficiently large i, 7r(x 0 u,; 
t) is defined on Co, T2 and 
lim 7r(x 
0 
ui; t) -ý 7r(xo, u; t) 
i4-w 
2- Distributions 
A distribution (codistribution) A on a manifold M is the assignment 
to each xcM of a subspace A(x) of TM (T*M) xx 
A is aCk (co)distribution if it is spanned by a family D of Ck 
vector fields (1-forms),, i. e., if A(X) is the linear subspace of 
- 
TxM (TxM) spanned by the family {X(x)) with XcD for every xcM 
A Ck distribution A is involutive if whenever the vector fields 
x I, X2 belong to A (i. e. X'(x) c A(x) for i=1,2 and xc M) so 
does Ix23 
We say A is r-dimensional if A(x) has dimension r for each 
cM. 
Let D be a family of vector fields; the pseudo group GD (pseudo 
semigroup S D) of D is the set of all finite products of elements 
belonging to the pseudo-groups of flows (pseudo-semigroups of flows for 
non-negative time) of vector fields in D. 
We say that A is D-invariant if for every ge GD and xc dom(g) 
we have g,, (A(X)) C-- A(gX) , or in the case of codistributions 
g A(gx). = AN - 
rf--ý We denote bY AD the distribution spanned by D, by Y (D) the 
smallest involutive distribution containing AD, and by PD the smallest 
D-invariant distribution containing AD* 
A submanifold S of M is said to be an integral submanifold of A 
if TxS = A(x) for xcS, and a maximal integral submanifold of 
is a connected integral submanifold of A maximal for the relation of 
inclusion. 
A is integrable if through every point of M there passes a maximal 
-b- 
integral submanifold of A. 
The orbit of D containing x-M is the set GDx. 
Theorem 1.2.1[11]: 
pD is an integrable distribution, and the maximal integral sub- 
manifolds are the orbits of D. 
This in particular implies (D)c PD 
Theorem 1.2.2[11]: 
Let A be aCK distribution spanned by a family D of vector 
fields. A is integrable iff A=PD* 
As corollaries we have 
Nagano Theorem 1.2.3 [11,8]: 
An analytic involutive distribution is integrable. 
Frobenius Theorem 1.2.4: 
A C* constant dimensional involutive distribution is integrable. 
-6- 
3- Reachability and accessibility 
Let r be a control system, and D the family of associated vector 
fields. 
Y: is said to have the reachability (controllability) property if 
GDx=m (SD x= M) for any xcM- 
z is accessible at xcM if SDx has non-empty interior in M 
and locally accessible at x if for any neighbourhood U of x the 
set of points attainable from x, i. e. of the form y= gx with 
gC SD I with trajectories not 
leaving U has non-empty interior in M 
Equivalently, we can say E is locally accessible at xcM if its 
restriction to any neighbourhood of x is accessible at x 
Accessibility and local accessibility are defined in the natural 
way; and clearly local accessibility implies accessibility. 
Chow Theorem [11] 1.3.1: 
z is reachable iff PD has dimension n. 
We say that E satisfies the controllability rank condition at 
xeM if dim. 7(D) (x) =n. 
Theorem 1.3.2 [5]j 
If E satisfies the controllability rank condition at xeM, then 
it it locally accessible at x. 
We have a partial converse for the above theorem: 
- 
Theorem 1.3.3 [5]: 
If r is locally accessible, the controllability rank condition 
is satisfied on an open dense set in M. 
71: In the analytic case PD =-5ý(D) (Nagano theorem) and the same 
is true if, ýý(D) is constant dimensional, from Frobenius theorem. 
Thus we get 
Theorem 1.3.4: 
If z is an analytic system, or -7-(D) has constant dimension, 
reachability, accessibility and local accessibility are equivalent. 
It is quite easy to construct counter examples to the above result 
for the C. case, where Jý(D) has not constant dimension. 
Example 1.3.5: 
Let M= IR 2 and D be {-l , ý(x) -L) where ý(x) =0 if x>0 ax ay 
and ý(x) = exp (-l/x) if x<0- 
Then the corresponding control system has the reachability property, 
but E is not accessible at a point x= (x,, x 2) if x, >0 (and a 
it is not locally accessible at the same points). 
Example 1.3.6: 
Consider now the abov, e example changing ý into ý, defined by 
e(x) = WO - 
-8- 
The corresponding system is then accessible but it is not locally 
accessible at points x= (xl, x 2) 
if x1<0. 
Strong accessibility 
A system is said to be strongly accessible at xcM if, for some 
t cIR 
+. the set of points attainable from x in time t has non-empty 
interior. Strong accessibility is defined in the natural way. 
C-7 - Let YO(D) be the distribution spanned by all sums Z1+Z2 
where Z, is a linear combination of vectors in D such that the sum 
of the coefficients is zero, and Z2 is an element in the derived Lie 
algebra of. -5r(D) , i. e. Z2 E; 
V(D) 7ý(D)] if we interpretg-(D) as a 
Lie algebra of vector fields. 
Lema I 
9ý-(D) is an ideal of Y(D) of codimension one or zero, as Lie 0 
algebras, and at each xcM , 
7-(D) (x) and 7' (D) (x) are subspaces 0 
of TxM such that the codimension of 0 
(D) (x) in 9-. '(D) (x) is zero 
or one. 
Define P0 as the distribution spanned by the differences of vector D 
fields belong to PD 
Lemma 1.4.2. [4]: 
Po is a D-invariant'distribution, and its codimension in P is zero DD 
or one. If the system is analytic P0 is the distribution spanned by D 
-9- 
V S, 0 
0 
(D) , in general 
VO(D)c: PD 
Theorem 1.4.3 [1_3]: 
(7-1 An analytic system isstrongly accessible iff V0 (D) is n-dimensional. 
Theorem 1.4.4 [4]: 
If z is strongly accessible, P0 is n-dimensional. D 
A particular case is of interest: suppose we are given aCk system, 
zi 
in which f(x, u) = Xo(x) +Eu. X (x) , where X 0,1,..., n are i=1 I 
complete vector fields in M, and ! I(D) is a finite dimensional Lie 
al gebra. 
Theorem 1.4.5 L6] : 
i) V-(D) is the Lie algebra generated by {XO, X',,... sXt) , and 
every element of 5-(D) is a complete vector field. 
17-' s11zI- 
0 
(D) i' the ideal of 7(D) generated by IX q... qX 
If we define ad 
K0 by ad 00X=X, ad 
K0X= [Xo, ad 
K01 X3 
xxxx 
for K>0,9-(D) is the Lie algebra generated by 0 
fad r0x19i=1,2,..., K: r=0,11o ... I x 
From this theorem, it follows that control systems as above are 
strongly accessible iff they are accessible and X O(X) C90 (D) (X) at 
every- xcM- 
- 10 - 
CHAPTER II - NONLINEAR OBSERVABILITY 
Our aim is to extend the results of Hermann-Krener [51 
to the non-regular case, obtaining some kind of duality of the 
known results about accessibility, presented in the previous 
chapter. 
After the basic definitions in the first section, section two 
consists of the construction of strongly equivalent complete locally 
weakly observable and weakly observable systems from a given complete 
reachable system. 
The construction is used in section three to give criteria for 
observability, and section four presents the duality with corresponding 
results for accessibility. 
In section five we give some examples of the application of these 
results, and section six contains the basic notions about minimal 
realizations that are used later. 
- 11 - 
1- Systems : basic definitions 
A CK system is a a-tuple E= (M, n, f, U, N, h) where 
i) (M, ý2, f, U) is aCK control system 
ii) N is a t-dimensional Euclidean space 
iii)h: M -)- N is aCK map. 
N is called the output space, and h the output map. Properties 
of the associated control system, also denoted by z, will be 
attributed to the system E. 
We say two points xOqxl in M are (weakly) indistinguishable 
if for every Yc SD (y c GD) , such that yx 0 and yxl are 
defined, 
we have hoY-XO = hoy XI* We denote by SD h (G h) the set of functions 
of the form hoy, yc SD(Y cG D) * 
E is (weakly) observable if no two points are (weakly) indistinguishabli 
E is strictly locally (weakly) observable at xeM if. there exists 
an open nhd U of x such that the restriction of Z to any nhd of 
VaU is (weakly) observable. 
r is locally (weakly) observable at x if there exists a nhd U 
of x such that there areýno two points in U (weakly) indistinguishable. 
Clearly the weak definitions are equivalent to the usual ones if E is 
- 12 - 
symetric, i. e. XcD => -X cD, or analytic. 
If the system is complete (every XeD is a complete vector 
field) the domain of any ye GD is the whole state space; in that case, 
or if the system is analytic, indistinguishability and weak indistinguishability 
are equivalence relations f12]. 
Example I I. 1 .1. 
Let M be the bounded open set enclosed by the following polygonal: 
Let h: M -).. ]R be defined by h Iml =0 and h(x, y) = exp(-l/(x-1) 
if (X, Y) cM Let D={3,31 2* ax 1 ay 
Then, if xo = (1/2,1/2), x, = (1/2,3/2) and )ý2 = (1/2,5/2) 
we have xOqxl and xl, x2 indistinguishable, but xO and x2 are 
not indistinguishable. 
Given two systems Z, and E21 with the same control class and 
output space, we say x, c M, and x2 c M2 are (weakly) indistinguishable 
if h, o g, x, = h, o g. x. where g, e Sn (g, c Gn ) and q, is obtained 
- 13 
using the same piecewise constant control as the one involved in. g, 
If rI and Z2 are not complete, the above equality has to be 
satisfied when x, c dom g, and x2 c dom 92 * 
E1 and E2 are strongly equivalent if every state in rI is 
weakly indistinguishable from some state in E2 and vice-versa. 
2- Construction of strongly equivalent weakly observable system 
We assume E is a complete, reacha ble system with output map 
h: M -ý-Rz ,h= (h is .... hz). We construct the two following codistributions:, 
i) Oýe (D) is the smallest codistribution containing dhi 9i=1,2 t 
and closed for Lie differentiation by elements of D. 
r? iiJ (D) is the smallest D-invariant codistribution containing 
dhi 1) i=. 
From the definition of Lie derivative, it is clear that X(D)c 6-ý'(D) . 
Since E is reachable, i. e. M is an orbit of D, 
P(D) is 
constant dimensional. We denote by q its dimension. 
Let FD be the smallest subspace (over IR) of C 
K(M) 
containing 
hi 9i=1, ..., z and closed under Lie differentiation by elements of D 
Since the exterior differentiation commutes with Lie derivative on functions, 
i-I(D) dF D in the sense that X(D) is the codistribution spanned by the 
differentials of the functions in FD 
- 14 - 
Let ED be the smallest subspace of CK (M) containing h, 9 
i= and closed for the action of GD on CK (M) defined by 
(g, f) -* g*f . Then, 
9(D) = dE D' as above, since 
dg *f=g* df . 
Let A be the CK distribution defined by A= KerO(D) , i. e. 
A is spanned by the vector fields XeVK (M) such that, for any 
differential form a belonging to 
60(D) 
, a-X =0. Equivalently, 
we can characterize X by Xý s0 for every ýc ED * 
Lemma 11.2.1: 
is an integrable distribution. 
Proof: 
Since 9(D) is constant dimensional, So is A 
Let X, Y be two vector fields belonging to A and c ED 
Then: 
[X, Ylv = X(YO - YN) = X. 0 - Y. 0 =0 
and thus [X, Y] is in A, therefore A is involutive. By Frobenius 
theorem, it is integrable. 
Lema 11.2.2: 
The maximal integral submanifolds of A are closed, and any two of 
them 'are diffeomorphic. 
- 15 - 
Proof: 
It follows from the definition of A that its maximal integral 
submanifold containing some point xcM is the connected component 
of the set {x' eM: ý(x) = V(x') ýcED) containing x. As the 
connected component of a closed set is closed, the first part of the 
lemma is proved. 
Now let L, L' be two maximal integral submanifolds of A passing 
through x, x' respectively. As the system is reachable, there exists 
gcG such that gx = xI . 
For every geG, if X is a vector field in A, 9., X is also 
in A (i. e. A is D-invariant): 
9*X. ý= dý. gj = (g*dflX = X. (g%) =0 
since cEED 
Thus g takes maximal integral submanifolds into maximal integral 
submanifolds, and as gx = xI we have gL = L' . 
Proposition 11.2.3: 
There exists a Hausdorff paracompact CK manifold M, of dimension 
q, and a map w,: M -* M, such that: 
i) 7r, is a submersion. 
- 16 - 
ii) The fibres of 7r, are the maximal integral submanifolds 
of 
is a fibre map, and in the C. case it is a fibration. 
Given two manifolds E, M and a map p: E -ý-M we say p is a 
fibre map if M has an open cover of sets {Ui} su ch that, for every 
i there exists a diffeomorphism ýi : p- 
1 (Ui) -* UixF making the 
following diagram commutative 
p- 
1 (Ui --+U 1 xF 
p P, 
u 
where pI is the projection on the first factor, F is a manifold 
called the fibre. 
Proof: 
Consider the equivalence relation R defined on M by xNy *ýý x 
and y belong to the same maximal integral submanifold of A. Let 
M M/R and w be the natural projection. 
Take [x3 c M, , 
Cx] = 7r, (x 
, 
We can find qcED such 
that dý, (x),..., dýq(x) span ! ý2(D) (x) . Then this 
is also true for an 
open. nhd U1 of x. 
- 17 
Let U, = Trl (U' ) and 
dý,,..., dý 
q span 
90) 
on 
dý(y) /0 for some ýcED 
every point of the maximal 
U IT We want to show that 
U it is enough to show that if 
and ycM, then dý is non-zero in 
integral submanifold Ly passing though y 
Let y' cLy and suppose dý(y') *-- 0. Then for every vector 
field X in D' = G, D (i. e. Xc D' iff there exists 9eG and 
YcD such that X g*Y) we have LXý(y') = dý(y'). X(y') =0 
We remark that if A is D-invariant it is also D'-invariant, 
and as the system is reachable P(D) and therefore D' span the tangent 
space at all points. Clearly if A is W-invariant so is P(D) . 
Now LXý is constant on the maximal integral submanifolds of, A 
C7 I since d(L X ýj is contained in Y(D) 
d(L xe) =Lx0 
a nd from DI-invariance we have Lx dý r. g(D) . Thus Lx ý(y) =0 
for 
every Xe D' , or equivalently dý(y) . X(y) =0 as D'(y) spans 
TM we conclude 0(y) =0, and the contradiction proves our claim. y 
If we denote by ý: M 4-Rq the map ý(y) = (ýI(Y)q ... 9ýq 
(y)) we 
see that ý is a submersion at every point of U Moreover the equivalence 
relation R considered on U is the same as xy <=> ON = MY) - 
- 18 
Then, by C3, pg. 91] we have the following commutative diagram 
Kl 
(Z 
11 
Ul 
where ý(U) fi(U, ) is an open set, since ý is an open map and 
O(U) = O(Ul) 0, is a diffeomorphism onto its image and )rl is a 
submersion on U. 
This way, when we vary [xj in M, we construct an atlas on 
M, . with charts (Ul, ý, ) , and if 
M, is given the CK structure 
defined by this atlas 7r, is a submersion, with the maximal integral 
submanifolds of A as fibres. 
As the induce d topology on M, is the quotient topology, M is 
paracompact [3]. 
Let [x] c M, . and consider a chart 
(Uj, ý, ) around 
constructed as above. Take xcU 
We have vector fields X 
1'... 
'Xq c D' 
S(x) spanned by X 
I(X),..., Xq(x) verifies 
the map o: R 
qxLx 
-)- M by -ý(t 1 5..., t q1y) 
this map has rank n at (O, x) , so it is 
open set A r- Rq xLx containing (O, x) 
N of x. 
such that the linear subspace 
S(x) @ A(x) = TxM . Define 
x1o... o Xq q; clearly ti tq 
a diffeomorphism of some 
onto an open neighbourhood 
- 19 - 
We can take N4= U. and A with the form CxW, when C is 
an open cubic neighbourhood of the origin in Rq and W is an open 
neighbourhood of x in Lx. 
Then a "": 'ffl 0 'ýIA is a submersion, and by DI-invariance the 
fibres of that map have the form Isl xW with seC. So we have: 
C is diffeomorphic to Ala . then to o(A) = V, . i. e. we have the 
commutative diagram; 
A= CxW -Am 
P1 
a 
Ir 
a 
caM 
where a, is a diffeomorphism onto its image. 
Define the map TY Ix Lx -* M by taking T=0 o(o-l 
I, id) 
it is aCK map,. and its image is contained in V= ir-, 
I (Vl) - 
Define o: V -). V xLx by O(Y) = (wl(y), Xqs 0 ... 0 Xi sA -q-I 
where (sl, .... Sqo 1(y) . Clearly o is aiK map. 
It is trivial to check that Too= id V and 0oT= 
idV 
1 xL x 
therefore 0 is a diffeomorphism and if pl: V, xLx -ý-Vl denotes the 
projection on the first factor, we have the commutative diagram: 
- 20 - 
7r (Vl v1xL 
7ri 
I 
P1 
v1 
Since we can obtain a cover of M, by this process, we have 
proved that w, is a fibre map. 
Now let [x] = 7r, (x) , 
ýj = ,, (y) be two distinct points in M1* 
We can find an open nhd U' of x such that TALY =0 
Let V, be an open uhd of [x] over which We have as before 
V= 7r 11 (Vl 
0 V, 1 xL 
id) 
-L 
7r 
v1p 
'U'c -1 We can assume V if U 7r, (7r, (U')) we can see, using 
the above diffeomorphism onto CxL that 'U is the union of the 
maximal integral submanifolds of A passing through '11 , and hence 
Ly 
Then we can find an open nhd W' of Y, such that iil nE=0; 
W Ir as before, if we take ('ff, (W')) we can assume 'W n -u 0 
As U, W are open sets, n, (U) and irl(W) are open uhds of EX2 
and (y] respectively, and moreover they are disjoint. Therefore M 
is Hausdorff- 
- 21 
In the C". case, if 7r,: M -*. M, is a fibre map and M1 is a 
paracompact Hausdorff manifold, then wl is a fibration [103. 
Corollary 11.2.4: 
The maximal integral submanifolds of A are regular submanifolds 
of M, of dimension n-q . 
Proof: 
Since wl is a submersion, and the maximal integral submanifolds 
of A are the inverse image of (then regular) points in M, 9 the 
result follows. 
A is then called a regular submanifold, from the regularity 
properties of its maximal integral submanifolds. 
Theorem 11.2.5: 
Let E be a complete system Then we can construct a locally weakly 
observable system El , complete, such that E and E1 are strongly 
equivalent. 
Proof: 
.. Consider, as in the previous proposition, the fibre map n,: M -,. M, 
Define a family of vector fields D, by taking X, c D, <=> X, = n, * x 
this is well defined, since as A is D-invariant the projection Xl( x3) E 
is independent of the point taken on the fibre above Moreover if 
x= f( u) with ucU, then XI= fl( U) for the same UcU with 
- 22 
f1= -ffl*f , which is similarly well defined. 
Since the output map is constant along maximal integral submanifolds 
of A we have 
mN 
7ri 
Let El = (Mlj2, fl, U, N,, h 
I); it is a complete system, from the 
construction of the associated vector fields. 
Since Xthi with XeD is constant on the fibres of w, we 
have 
Xth 
*I 
Clearly n=X1 hi , and hence the way we cons. truct the charts t 
(Ul4l) around each point [X] in M, shows that z1 is locally 
weakly observable (the points in UI can be distinguished). 
From the construction we see that x and itl(x) are indistinguishable, 
concluding the proof. 
The proof that EI is defined on a Hausdorff manifold does not 
assume local accessibility, or better, the controllability rank condition 
- 23 
satisfied at every point, for the system E. 
In the proof that Z1 is Hausdorff is involved a family of vector 
fields for which the distribution A is invariant; the family D is 
not rich enough, in general, but as Hermann-Krener used it in [5] they 
had to assume the controllability rank condition at every point to do 
the job. 
In our proof, instead of using D we used D' which trivially 
satisfies the controllability rank condition, since in fact D' spans 
the tangent space at every point. 
Related to this, we can remark that example 3.10 in [5], which is 
meant as a counter-example for the non-assumption of the controllability 
rank condition, is misleading: the important fact is that: the original 
system is not reachable in that example, not that it is not locally accessible. 
The equivalence relation used for the construction of M, has as 
equivalence classes the connected components of the sets on which all 
cED are constant; the resulting system r, is only locally weakly 
observable. 
If we take as equivalence classes the sets (and not their connected 
components) on which ED is constant, we will be able to obtain a new 
system Z2 1 now weakly observable. 
Clearly the new manifold M2 thus 
defined will be the same as the one obtained from M, with the equivalence 
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relation jx] -, [y] <=> EDI( Cx] ED (M) i. e. we have the 
following commutative diagram: 
m Tr 
M2 
Proposition 11.2.6: 
There exists a Hausdorff paracompact CK manifold M2 of dimension 
q, and a map "2: Ml -"*M2 such that: 
i) "2 is a covering projection. 
ii) the fibres of Tr 2 are the equivalence classes 
for the weak 
indistinguishabili ty relation -. on M, , 
iii) 'T207rl is a fibre map, and its fibres are the equivalence 
classes for the equivalence relation R on M xR <=> #ED ý(x) y .ý 
i. e. Ay => x, y are weakly indistinguishable. 
Proof: 
iii) is a consequence of i) and ii) and the previous remarks. 
Let M2 = MI /-- and "2 the natural projection. 
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Take llxll e M2 and IXI CM 1 such that wx 2(CJ3 ý 
(EX31 
Construct around Cx3 a chart (U 1 41) as in proposition 4. 
Then any two points in U1 are weakly indistinguishable, and 
therefore ff2JU 
I 
is a bijection onto its image. 
Let U2= 7r 2(Ul ). Then (U21 ý1 0("21 UI)- 
1) is a chart for M2 
it is clear that in this way we can construct aC structure in M2 
for which 'T2 is a local diffeomorphism; since the induced topology is 
the quotient topology, M2 is paracompact. 
If we prove 7r 2 is a covering projection, then it results, as in 
proposition 4, that M2 is Hausdorff. 
Now, noting that the flows of the vector fields in D, take 
equivalence dlasses into equivalence classes, i. e. fibres of 'ff 21 we 
can use the same reasoning as in the proof of proposition 4 to show 
that every point . 
([x]] has an open nhd V2 such that 
Ir 2 (V 2) --> V2X jr 2( 
(H) ) 
Pl 
V2 
2 (IMI) is a discrete space, 
i. e., its tangent space is 
{01 at every point. 
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This shows that "2 is a covering projection, and the proof is 
complete. 
Theorem 11.2.7: 
Let E be a complete system. Then we can construct a weakly 
observable complete system E21 such that E and E2 are strongly 
equivalent. 
Proof: 
The proof is in any way the analogue of the one of theorem 5. 
3- Observability and local observability 
We assume E is a complete CK system, as previously. 
E is said to satisfy the observability rank condition at xcM 
if dim X(D)(x) =n. 
Theorem 11.3.1: 
E is locally weakly observable iff P(D) has dimension n. 
Proof: 
If 670) has dimension less than n we can construct, as in the 
previous chaper, a strongly equivalent system of lower dimension. Then 
any two points in the same fibre are weakly indistinguishable, and so 
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the original system is not locally weakly observable (note that the 
fibre is at least one dimensional). 
On the other hand, if dim. (2(D)(x) =n we can take ý1, ... 5ýn ED 
such that {dýi n=, span P(D)(x) and T* i XM - 
By the inverse function theorem, ý: M -* Rn given by ý : -- (fi'-'Od 
is a diffeomorphism on some neighbourhood U of x; then if xltx2 cU 
we can find ýi such that ýi(xl) ý ýi(Y * 
Since in our definition of weak indistinguishability we can substitute 
ED for GDh, it follows that no two points in U are weakly 
indistinguishable. As the construction can be made for any xcM, E 
is locally weakly observable. 
Theorem 11.3.2 [5]: 
If E satisfies the observability rank condition at xcM, then 
E is strictly locally observable at x. 
Theorem II. 3.3_Dl: 
If E is strictly locally observable, the obseryability rank condition 
is satisfied on an open dense subset of M. 
As when considering accessibility, we have the following: 
Theorem 11.3.4: 
If . 7((D) has constant dimension, in particular when z is analytic, 
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local observability, local weak observability and strict local 
observability are equivalent. 
Proof: 
Let A= KerX(D) ; if cý'(D) is constant dimensional so is a 
Now, following [9]. A is D-invariant if and only if, for every 
locally defined vector field Y contained in A and every XcD 
we have [X, Y ] contained in A (note that constant dimensionality 
is essential). 
Take ýcFD; then dý[X, Y] = X. (dýY) - Y. (dýX) - ddý(X, Y) =0 
and so [X, Y] is in A. 
If A is D-invariant, so is X(D) and then g(D) =Z(D) . 
This proves the equivalence stated above. The proof of theorem 
3.12 in [5] shows that if the system is analytic bM(D) is constant 
dimensional . 
Duality 
Comparing the results of the previous section with, those in 1.3 we 
can see we have some kind of duality, in the sense that theorems 11.3.1, 
11.3.2,11.3.3,11.3.4 can be obtained from the ones in the first chapter 
(and vice-versa) using a table of 
ýorrespondences as follows: 
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controllability rank condition 
(I. 3.2)j; 1ý(I. 3.3) 
local accessibility 
Jý n (1 . 3.4) 
accessibility 
jj. Jý(I. 3.4) 
reachability 
, 
fý( 1.3.1 
dim PD=n 
observability rank condition 
(H. 3.2)jjý 1ý(H. 3.3) 
strict local observability 
.U 
*q(II. 3.4) 
local observability 
4, ý ý(I1.3.4) 
local weak observability 
ý(I 1.3.1 
dimvgD) =n 
Note that ý2(D) and ýY(D) , apart from having dual rotes of 
PD and 9-(D) as shown above, have dual constructions, in the sense 
that: 
9'(D) (OT(D)) is the (co)distribution spanned by all the 
Lie derivatives with respect to vector fields in D of vector fields 
in D (of differentials of the output map components). 
p pD (J (D) ) is the smallest D-invariant (co)distribution 
containing D (dh). 
Thus, in a certain sense, the vector fields in D are "dual" of 
the differentials of the components of the output map. 
As another case of duality we have the following result: 
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Proposition 11.4.1: 
Whenever SD 7' GDI controllability and reachability are 
equivalent, and so are weak observability and observability. In 
particular, that is true for systems defined on compact Lie groups. 
5 -. Examples 
Example 11.5.1: Consider the system defined on R2 the family 
of vector fields D= {-L , ý(x) -L }, where ý(x) = e- 
I/x 2 for ax By 
2 
x<0, and ý(x) =0 for x>0, and h: IR -*IR , h(x, y) = sin x 
This system is reachable, but not accessible, and it is not weakly 
observable, since any two points in IR 
2 
with the same first coordinate 
are weakly indistinguishable. 
If we construct dr(D) we see it is spanned by cos x dx , i. e., 
it is not constant dimensional, since it has dimension 1 on IR 
2-A 
where A= {(x, y) c R2 ,x:, - 7r/ 2+k with kc Z) , and dimension 
zero on A. On the other hand P(D) is spanned by dx , and has 
constant dimension, equal to 1. 
The construction in proposition 2.4 gives rise to the system El 
define on IR , with D {-L) and h IR -*R , h, (x) = sin x ax 
This new system is accessible, and locally observable : we can distinguish 
any two points xl, x2 in positive turn, if xx2J 2K7r with KeZ 
The construction in proposition 2.6 gives the system E2 1 defined 
on M2 = Sl , with D2 consisting of the unit tangent vector, and 
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h2: S1 -*R given by the sinus. This system is accessible and observable. 
2 
The maps w, and 12 are the usual projections IR -*R and R ->. Sl 
respectively. 
Example 11.5.2:. In general, the final system z2 we obtain is 
not accessible or observable. 
Let r be defined on IR 
3 by D= {- --L , ý(-x)-L , -L) with ax ay az 
as above, and hýR 
3 
-1, IR 
2. h(x, y, z) = (ý(-x), y) . Then El 2 is 
defined on R2 by 0=D= {- 
a, and hh2 -),. IR 
2 
12 ax Dy 2: 'R 
the map (x, y) (0(-X), Y) - 
E1 is not accessible, because the set of points attainable from 
(x, y) with x<0 is {(xl, yl) , x' <x and y' = yj , which has 
empty interior in any nhd of (x, y) . But it is reachable. 
Also, it is not observable, since the points (xl, y) and (x 21y) 
with xl, x2 <0 are indistinguishable, but it is weakly observable 
because that type of pair can be distinguished if we allow the negative 
trajectories of 
a 
ax 
6- Minimal Realizations 
Given an initialized system (E, X) , i. e. a pair where E is a 
system and x some point in M, its input-output map u(z, x) is the 
map from U into the set of curves in N defined as follows if U,. It, 
with*domain LO, T] , V(z, x) 
(u) is the curve t -+ ho7r(x, u; t) , which has 
a domain 3 such that 0eJ r- 
EO, T] - 
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An input output map, with inputs U and outputs in N, is a 
map p such that, if ue ?i is as above, p(u) is some curve in 
N, with domain -7, r[O, T] and 0e ýl . 
We say two input-output maps are equivalent, V=v, if for 
every ueU, p(u) and v(u) coincide in the common domain of 
definition. 
An initialized system (z, x) is a realization of the input-output 
map V if p(Elx) =p. A realization is called minimal if E is 
reachable and weakly observable, and quasi-minimal if E is reachable 
and locally weakly observable. 
Given two systems Ell E2 we say F: M 1 -* M2 is an isomorphism 
of systems if 
i) F is aCK diffeomorphism 
ii) f=F, f1 2 
iii) h1=Fh2 
F is an isomorphism of initialized systems (ElIXI) I (EVY 
if it is an isomorphism of the systems z, and E2 and moreover 
F (xl X2 
Theorem 1[ 
.6 .1: 
Given a complete initialized system (E, x) there exist a minimal 
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and a quasiminimal equivalent complete realization. Moreover the 
complete minimal realizations are unique up to isomorphism. 
Proof: 
To prove existence, we first obtain a reachable realization of 
(E, x) : if S is the orbit of x under D, the system (ES, X) , 
obtained by restriction to S, is an equivalent reachable complete 
realization. 
Now if El and E2 are the locally weakly observable, respectively 
weakly observable, systems obtained from E by using the constructions 
of proposition 2.4 and 2.5, (El, 7r, (x)) and (E 21 ff2(x)) are the 
required realizations. 
The uni4ueness of the complete minimal realizations has been proved 
by Sussmann [12]. Of course we need a slight adaptation, in view of 
the differences in the definitions. 
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CHAPTER III - GRADIENT SYSTEMS 
We discuss a conjecture presented by P. Varaya [151, and then 
proved for the linear case : an isomorphism of two locally controllable 
gradient systems in an isometry of the underlying pseudo-Riemannian 
manifolds. 
In the first section we present the basic definitions and results, 
extending the class of systems to allow for the non-synmtric case. 
In section two we prove: 
i) the conjecture is false (example 2.4), but some positive 
results can be obtained, with different kinds of conditions. 
ii) the above conjecture is true for Hamiltonian systems, 
assuming-only reachability instead of local controllability 
(theorem 2.3). 
Section three is the statement and proof of a positive result 
for "bilinear" gradient systems. 
Following [15 1, we consider a nonlinear RLC electrical network, 
with k1 capacitors, k2 inductors, s1 current sources and s2 voltage 
sources. 
Let q: R ->. ]R 
k, 
be the change on the capacitors as function of time, 
and OR -)-]R 
2 be the fluxes through the inductors. We denote by - 
i -. R -)- IR 
k1 
xR 
k2xRS1 
xR 
s2 
and v: R -)- IR 
k1x 
IR 
k2x 
'IR s1 
xR 
s2 
the current 
and voltage. 
Assuming the capacitors are voltage controlled and the inductors 
current-controlled, we have 
qa(t) =q 
a(va(t)) a 
TOM = to (i a+k I 
(t)) 0=I..., k 2 
k1kIk2k2 
for some -q: R -* R and T: R -)ý R 
F 
By Maxwell's equations 
d ýa (t) dv 
I 
d 
Vk Zý"o 
+k 
'a+k 
1 
or denoting 
d ýf, by Ca , and 
d by L -v a U, a a+k I 
i 
a(t) 
= CCL (v am) 
ýam 
L (i 1 (t) kl+ß ß ß+k 1 
(t» 'kl+ß 
We assume C. and L0 are positive. 
as converting 
kl 
a=1,..., k 2 
We can think of the network 
+k +S *V +k +S Z (vi 3" - lovkl kj+l kIA 2' kI +k 2 +1 "'k 121k121 +1 kI +k 2'-s 1 +S 2 
into 
kl'vkl+l"*'Vkl+kl'vkl+k 2 +1'***'Vkl+k 2 +S I"kl+k 2 +S Ik1 +k 2 +S 1 +S 2 
and we assume there is a map f: R x IR 
2x IR 1x IR 2 -1- R1xR2x IR 
1x IR 2 
making the conversion. 
If the netw&k is reciprocal, i. e. 
af is a symmetric matrix, there 
exists a map P: R 
k1 
xR 
k2x 
IR 
s1 
xR 
s2 
-* R 
az 
such that fPI We az 
can then write 
cl 
c (v (t))ý (t) = -L p CL aaa az 
IV 
I 
(i 1 (t) = -L kl+a(t) 
:k1 
+a az k 
p 
k1A2 +y 3z kj+k 2+y 
ss 1 
p kl+k 2 +S 1 46 azk1A2 +S 1 +6 
6=1, 
)... 3's 2* 
If we take xeR12 as x (vi ýVkj *i k1 +1 kIA2 
uc IR 
sI +S 
as u= (i %. 90. - 30i $IV kIA2 +1 kIA2 +S, k1A2 +S 1 +1 
V and yc IR 
sI +S 2 
as y (V 3'. 9V 9 k1A2 +S 1 +S 2k1A2 +1 k1A2 +Sl 
ikI 
+k 2 +S 1+1'**"'k IA2 +S 1 +S 2) 
the above equations can be written: 
A(X); = -2-. Pý(x, u) ax ýi 
y= -L P(x, u) au 
where A= diag (-Cl...., -C k, 9L I ..., L k)' 
We can generalize the above model assuming it is only a local 
description, and allowing for mutual inductance we substitute a diagonal 
matrix by a non-singular symmetric matrix. 
Then we can take the state space as M, akI +k 2 dimensional 
- is Ar k A-ii - 
matrix, E as a nondegenerate symmetric bilinear tensor field on M 
and assuming P is globally defined we have 
f (X, U) 
y h(x, u) 
where 
x IR 
tf TM 
pl\ 
m / 
is a commutative diagram, f(-, u)-IE = dP(-, u) and h(x, u), = -1 P(x, u) bu 
r 
Systems of this form, with C non-degenerate but not necessarily 
symmetric, will be called gradient systems, and if E is a symplecdc 
form, i. e. skew symmetric and closed, the system will be said to be 
Hamiltonian. 
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I- Gradient systems 
Gradient systems are defined on Ck manifolds having additional 
structure, namely a non-singular bilinear tensor field E. This means 
that at every xcM, C(X) is a non-singular bilinear map Tx MxT xM -* 
R 
If z: M -)- R is aCK map, we can define grad &z as the vector field 
X such that ý(x) (X(x), v) dz(x)-v , for every xeM and vcTxM 
or equivalently XJý= dz 
The systems we will consider are defined as follows. Let P: M x Be -1-IR 
be aCK map, and denote by Pu the map x t* P(x, u) . Define f(x, u) = 
= grad P (x) . ýu 
The control system will be E= (M, 
e, flk Some difficulty arises PC 
with the definition of the output space and output map. We want the output 
to be y(x, u)'= 
lu P(x, u) ; if we consider it as being a family of maps DU 
{yu Ju. 0 with yu :M yu(x) = y(x, u) we see that the output space 
is not finite dimensional. 
The results of the previous chapter can be carried through, if we 
adopt the following definition of indistinguishability: two points xl, x 2 
in M are (weakly) indistinguishable if for every ycSD (y cG D) such 
"that -yx I and yx 2 are 
defined, we have yu0 -Y x10 Yu 0Y X2 for every 
U Co. 
It is clear that the results in chapter II do not depend on the system 
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having just one output map or having a family of output maps. Thus our 
system will be E= (MJe, f, %pc, O, (yuI) . 
Thus give an intuitive meaning to the above definition of 
indistinguishability we can prove: 
Lemma III-1.1: X1 and x2 are indistinguishable iff, for any 
ucU, y(w(xl, u; t), u(t)) = y(Q u; t), u(t)) , whenever t is in PC 2' 
the Common domain of definition of w(x,, U;. ) and w(x2'u; *) 
Proof: 
It is clear that indistinguishability implies the above result: for 
s implicity assume u assumes two values, uI in [o, tl] and u2 in 
Itl 
st2l * 
Then for tcE, tll * Y(, ff(xisu; t), u(t)) :; Y ul 
(7r(xisu; t)) and thus 
the property is verified on Co, t, ] . Similarly, if te 
It 
l9t21 
Y(7r(xi$u; t) , U(t)) =yu2 (7r(xi, u; t)) and our claim follows. Clearly 
the reasoning is independent of the number of values u assumes. 
Consider ycSD and let vcU PC 
be the corresponding control, 
. 
defined on [o, T] . consider the control v' such that v' =v on 
[o, T[ and v' =u on CT, T] 
By assumption y(ir(x 1; v "t), V, (t , 
)) ý Y("(x2'v"t)l V'(t)) for every 
tc [o, T] . Then on 
CT, T'j we have yu (7r(Xl 9VI ; t) = Yu (IT(x 2'vl ; t) and 
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by continuity, if we let t-T we get yu (YX 1) '2 Yu(YX2) 
Since u can be chosen arbitrarily, this concludes the proof. 
The two main cases we are interested in are: i) ý is symmetric; 
ii) ý is skew-symmetric, thus a 2-form. 
In case ii) if we assume ý is closed, we obtain what we will call 
a Hamiltonian system. We list now some properties and definitions about 
Hamiltonian vector fields, that are used in the sequel. 
Let (M, w) be a symplectic manifold, i. e. w is a closed non- 
degenerate 2-form on M. A vector field X on M is said to be 
Hamiltonian if Xj w= df for some function f on M, which we call 
the Hamiltonian of X. 
Since K is non degenerate, given any function f we can find a 
vector field Xf such that Xf -j w= 
df 
Proposition 111.1.2: 
i) X is Hamiltonianian iff Lxw=0. 
The set of Hamiltonian vector fields is a subalgebra of the Lie 
algebra of vector fields. 
Denote by ff, g) = w(XfqX 9). 
Then we have 
Proposition 111.1.3: 
i)x {f, gl ý 
EX9 x fl 
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A map ý: M I ->. M 2 between two symplectic manifolds is a symplecto- 
morphism iff w2=W1* The diffeomorphisms associated to a Hamiltonian 
vector field are symplectomorphisms. 
Nonlinear equivalence 
Assume we are given two equivalent gradient systems Z, and E2 ' 
i. e. there exists an isomorphism o between them. We are interested in 
knowing how o acts on more precisely, we want to study conditions 
under which 2 
There are two specially interesting cases: 
i) ýI and 2 are pseudo-Riemannian metrics, and we want o to be 
an isometry; 
ii) El and E2 are symplectic forms, i. e. are skew-symetric, thus 
differential 2-forms, and closed, dý, = dý2 m0, and then we want D to 
be a symplectomorphism. 
Proposition 111.2.1 DO: 
Let zl9z2 be two equivalent systems, and o an'isomorphism 
. ý: 
M I -). M2 between them. Then if o ý2 - ýl ' there exists a map 
S: Ml ->. ]R such that f, ( u)-j E' = dS for every uc0- 
Proof: 
if E and z are equivalent, we have -L P 12 au l(XIu) ý 
23-U P2(0(x)'U) 
- 39 - 
and so there exists S: M -*]R such that P2(0(x)lu) 0 Pl(xlu) + S(X) * 
Differentiating with respect to x, we obtain 
dP 2u : -- dP lu , dS = f, ( u) -1 + dS 
On the other hand dP 2u ;ý 'D (f 2( 'u) -1 ý2 
) and as 
f2 ( 'u) 'ý 'ýIl fl ( 'u) we get 
ý2) ýf I( u) -j El + 
dS 
The first member is f( lu)-j 0 ý2 and so 
f 1( 'u) -j "ý2 = 
fl ( u) -1 &1 + 
dS 
or 
fl(.. U)-J V= dS . 
A system z is said to be locally controllable at xcM if, given 
any neighbourhood U of x, we can find a neighbourhood V of x such 
that any point in V can be attained from x, following a trajectory 
.. not leaving U. 
We remark that local controllability 
not 
implies, but isCimplied by, 
controllability. 
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Lema 111.2.2: 
If one of the following conditions is verified, then dS =0, i. e. 
S is constant: 
ý12 C2 are skew-symmetric, and E is reachable. 
[15] C19 C2 are symmetric and E is locally controllable. 
Proof: 
Assume i) is verified. Then if X c DI we have LxS= E'(X, X) =0 
since V is skew-symmetric when both ý, and C2 are. 
This means S is constant along trajectories of vector fields in 
D, , and as EI is reachable, S is constant. 
Now suppose ii) is verified. Then LxS is independent of the vector 
field X in D, ; let X, Y c D, then LyS = dS. Y = E'(X, Y) = E'(Y, X) = 
dS. X =LxS since the symmetry of c, ýnd ý2 implies the symmetry of 
If L XS(x) >0, let U be an open neighbourhood of x on which 
LXS is still positive, we can find V as in the definition of local 
controllability. 
A point x, cV is attainable from x, and therefore S(xl) > S(X) 
This is a contradiction, if we choose x in the non-empty set 
{x'lxl C V, S(X') = S(X)) . 
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Similarly we prove that LxS cannot be negative, therefore LxS=0 
for every XcDI* As local controllability clearly implies local 
accessibility and therefore reachability, we can conclude, as above, that 
S is constant. 
Theorem 111.2.3: 
Let EI and E2 be equivalent Hamiltonian systems; then if 
is reachable, -D is a symplectomorphism. 
Proof: 
Let yl e GD since all elements of GD are symplectomorphisms, 
Yl Wi ý 'I 
As E1 and E2 are equivalent, there exists '(2 in GD such that 
'ýOyl ý Y2" ; Thus we have w2 ý (4", ) w2 ý (Y2") w2 ý 4ý Y2 w2 0 4ý W2 
and therefore w' = w' 
From lemma 2, we have X-1 w' =0 for every XcD, if 
-I yl cGD, 2 ((Y, *X)-j w')(x). v = w'(x) (Yl*X(YI (x)), v) 
= We (Y- 
I (x)) My- I W), Yl 
1 
*v) : -, 0. and thus y, *X -i W' = 
0'. 11 .1 
Since the system E is reachable, the set of vector fields of the 
... 
I 
form y, *X as above spans the tangent space of M, at every point, 
therefore wl -= 0, and the result is proved. 
We would like to have a result as above for the symmetric case, with 
the condition ii) in lemma 2, as it was conjectured in [15], but 
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the following example shows that is impossible: 
Example 111.2.4: 
Let M, =e, and define P l(xl'x2, x3'x4, u, 'u2) =UIx1+u2 (x2+x3+x4) 
Let E, (x) = diag (l, e-x4 e- 
xI 
e- 
x3)- 
An easy computation shows that the vector fields in D1 are linear 
combinations of the vector fields X1=a (ul = 1, u= 0) and ax 12 
ex4a+ex1a+ex33 (U = 0, u=1). ax 2 ax 3 ax 41 
Then X3 = [Xl 'X2 = exl 
3 and X4=V 'x 
2=ex1 +X 33 
31 ax 31 ax 4 
This shows that 9'(D 1) spans the tangent space of 
M1 at every point, 
so the system is locally accessible, and as it is symmetric, it is locally 
controllable. 
The output functions are yj = 
LP 
= x, and Y2 = 
2-P 
=x2 +X 3 +X 4* aul au 2 
Take X5 = EX4, X2 =e 
X4(xl+x3) 
e 
(x I +X 3) 
e 
xi a0 3 
aX2 ax 3 
Then dy, = (1,0,0,0) ' dy2 ý (0'1'1'1) 
in the basis 
(dxl, dx 2, dx 3, dx 4) , and so we have 
d(dy2*X 2 (e 
xIO, 
e 
x3 
0) and 
d( dy2 *X5)= (e 
xI +X 3 (e 
x 4_ 2exl )10, (x4- x, )ex 
3 (x 4- X, )I, 
x1exIx4)- 
Taking xx=x=1, the corresponding covectors 134 
(1 
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and linearly independent. As the system is analytic and accessible, that 
means the observability rank condition is verified everywhere, and zI 
is observable. 
Now consider M2= Mi 9p2=P, and let ý2 be defined by 
Z2(X) «2 000 
0 e- 
x400 
00 e-xl+e 
x3-ex1 
LO 0 -exi e- 
x3 
(1 +e 
2x, 
li 
Computation shows us that this gives rise to the same system, more 
precisely the identity is an isomorphism between E1 and E21 but 
E2 - ýl 0 
is analytic complete, locally controllable, observable, and 
therefore we cannot expect to prove any positive result without further 
assumptions. 
We remark that in the skew-symmetric case we had to assume the 
2-form to be closed, in theorem 3, and then LXw =0 for every XcD- 
If C is a (pseudo) Riemannian metric on M, and LxE=0, X 
is called a Killing vector field, and we can prove: 
Theorem 111.2.5: 
Let E1 and z2 be equivalent gradient systems, &I and ý2 
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(pseudo) Riemannian metrics, and assume the elements of Di are Killing 
vector fields for ýi* Then, if E1 is locally controllable, D is an 
isometry. 
Proof: 
If Lx&=0 and y is a diffeomorphism associated to X, then 
i. e. y is an isometry. This was the condition involved in the 
proof of theorem 3 and since local controllability implies reachability, 
we have just to reproduce the argument of that proof to get our result. 
In his Ph. D. thesis [15], Verma states the following: 
Theorem 111.2.6: 
Assume *M 1=M2=Rn9 and ýl = ý2 is the usual Riemannian metric. 
If Z, is locally controllable and 
i) these systems have the form 
T 
x= Fg(F x) + FBu 
y= (FB) 
Tx 
where F and B 
only of xi 
ii) 
vector fields and 
are matrices, and 9: Rn ->. ]R 
n is such that gi depends 
agi 
e. ax i=0 
if ijj 
can be generated as a vector space by the associated 
Lie brackets of them in which at least one of the vectors 
is constant. 
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Then (D is an isometry. 
When trying to generalize this result, we found that its proof is 
(at least) uncomplete, since it fails to consider the case in which the 
constant vector field is not an input vector field. The proof uses the 
fact that 4) takes a constant vector field into another constant vector 
field, which is true for input vector fields, but is not proved in general. 
If instead of condition ii) we assume a stronger condition avoiding 
that situation, we can obtain: 
Theorem 111.2.7: 
E, is locally controllable, and Eli E2 are such that: 
0eK i) fi(., u) =x+Eu xq . where Xý are C vector fields, and i j=l j 
Xji =0, i=1,29 $Z 
where V1 is the L'evi-Civita connection associated to Ci 
ii) ý-(Di) can be generated as a vector space by the associated 
vector fields and by successive Lie bracketting with input vector fields. 
Then o is an isometry. 
Proof: 
If (M, &) is a nianifold, and v its Levi-Civita connection, we have 
- 46 
21(v x Y, Z) = X. g(Y, Z) + Y. g(X, Z) - Z. g(X. Y) 
E([Z, X], Y) + E([Z, Y], X) + E([X, Y], Z) 
Also X -1 c' =0 for any vector field XeD, . we shall prove 
by induction that the same is true for the vector fields in 57-(DI) 
generating it, as in ii). 
The induction is on the order of the brackets: it is already 
verified for order zero. Now assume it has been proved up to order p. 
Let Xc 9jDl) be a vector field of the considered type of order 
P+1, i. e. X= CY, Z] where Y is an input, vector field and Z is 
the order p 
We have 
Y0 (local controllability) 
Z0 (induction) 
and also v1Y =0 since v1y=0 z 
Then, by the above formula: 
gl(X, A) = Z. Z1(Y, A) + Y. tI(Z, A) - A. 91(Y, Z) + 
[A, Y] Z) + 91 ( CA, Z3 Y) 
(D (D*Z*ý2(0*y e*A) + eeY. g 2 (o*Z, e*A) 
eeA. ý2(4*Y"ý*Z) + Z2( Ce*A, 0*Y], 0*Z) 
ý2( Ce*A, e*Zý, e*y) 
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As v2 ýD*Y =0 since v2 t*Y =0 (note tj is an input vector t*2 
field for E, ) we have 
ti (X, A) 
ý2 
As A is an arbitrary vector field, this means X -i &I =0, and 
the proof is complete. 
Instead of assuming certain properties of the family of associated 
vector fields, or relations of them with-the pseudo Riemannian metric, we 
can assume convenient properties of the diffeomorphism ý in order to 
obtain positive re'Sults. 
Theorem 111.2.8: 
If -P is an affine diffeomorphism, i. e. if 4v 
ly 
= V2 D*y x O*x 
and El is strictly locally observable, P is an isometrY. 
Proof: 
If z is strictly locally observable, the observability rank 
- condition is satisfied on an open dense subset of M. As will be seen 
from the proof, we can assume it is satisfied everywhere. 
Let 2ý1 be the family of vector fields which are gradient of functions 
in FDi; then, since we are assuming Ye(Dl) spans the cotangent space 
at every point, 01 spans the tangent space at every point. 
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From proposition 111.2.1 and taking derivatives with respect to u 
we have X -i V=0 for every X which is the gradient 
in (M,, cl) of 
a component of the output function. 
The other vector fields in P1 are gradient of Lie derivatives of 
components of output maps with respect to vector fields in D, , We can 
prove that YJ C' =0 for every Yc IV, by induction on the order of 
the Lie derivatives. 
The above remark proves the case of 0-th order derivatives. Assume 
we have proved our claim for vector fields gradient of Lie derivatives of 
order 
Let Y= grad El 
LXý , where is a Lie derivative of order p 
and denote by Z the gradient of 
Claim, Y= v1Z +vIx xz 
Denote the second member by Y' ; then we have, from the formula 
stated in the beginning of the proof of the previous theorem: 
291(Y', A) = 2(X. el(Z, A) + Z. el(X, A) - A. el(X, Z), 
+ gl ( LA, X] Z) +91( CA, Z] X» 
by just substitution, for any vector field A. 
Now 
C, ( CA, X] Z) = dý CA, X] = A(dý. X) - X. (dýA) 
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and if X= grad n 
ýI(EA, Z3, X) = dnIA, ZI = A. (dn. Z) - Z. (dn. A) 
By substitution 
-A ý, (Z, X) + A. C, (Z, X) +Aý, (X, Z) 
A. & 1(x, z) 
since X. (doA) =-- X gl(Z, A) and Z(dr,. A) = Z. E, (X, A) 
Thus we have proved: 
Yl J ý, = dEI(X, Z) 
and since Cl(X, Z) = dý. X = LXO , we have 
Y'-J ý, = dLXO 
and Y, is the gradient of LXO , therefore Y=Y, . 
From the equivalence of E and E we have 
A-1* 
11 O*X(P )ý= LXý 
Consider the vector field 4)*Y 
Since o preserves the covariant derivative, we have 
2 
lp*Z + V2 Z o*X , D*X D* 
and therefore 
O*Y 
-1 C2=d& 2(0*X'O*Z) * 
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As ZJ C' =0 by the induction hypothesis, we have 
'ý*y -1 ý2 = d(, D- 
1)*ý, (Xlz) = (0- 
1) dc, (X, Z) 
=(-I )* ti ) 
or equivalently 
=Y 
Thus Y-JC' =0 , and thiswill be true 
forevery Y in .01* 
As they span all the tangent space, c" =0i. e. D is an isometry. 
We can look for other conditions by making assumptions on the 
metrics and type of diffeomorphisms allowed: consider gradient systems 
of the form 
(X. U) i (Xi)ýi axi 
= 
gp 
(x, u) yj (X, u) -au iI 
. 
defined on M =]Rn . and restrict the 
diffeomorphisms 4, ýRn .. ]R n to, 
have the form 
'D(X is ... sxn) = (fi(xj), ---'ýn(xn)) - 
Working inside this class of systems we obtain: 
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Proposition 111.2.9: 
Assume El, E 21 o are as above, and E is locally controllable. 
Then o is an isometry. 
Proof: 
We have X -j C' =0, foý every X in D,, or in coordinates 
e' (x) X (x) a0. 1ii 
Now, if Z= LX, y] , where X, Y c D1, we have 
ZJC, = Ex, y] 
-. ' t, 
which we can write in coordinates as 
Eij ZK yiK (Xi )Y K 'ýXK( )x K 
for the i-th component, summing over K, and j. 
From the form of ý11 ý2 and 4, it is clear that 
i0, and a E! 0 axi Ii 
Therefore, we have 
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--L(Y 
3 (X K= 1 DX Ki 
)XK'- ýii GXK iX 
ad (El y -dE-(ýIj)yj xi - ax K ii 
OXK - xi I 
-3 (g! x+d (E, )X Y ax K li 
OYK ýIxi ii ii 
(suming over K) , and as X0, E! Y0 we have 
I (Eli )Xi Xi +d (E! -Xi I ý, X-i Ii 
)Xi Yi 
Thus, we have XJ &I =0, YJ el =0 => [X, Y]-j El =0 
and by induction on the order of the brackets, we get 
Xc Y'(D) =; p XJV =- 
and therefore ý' =0, i. e. 4, is an isometry. 
3- Equivalence of "bilinear" gradient systems 
We shall consider a special class of systems, by taking 
M =IR n, E(vi9v 2) = <v,, Av 2> when A is a symmetric non-singular 
matrix (<, > is the usual inner product in IR n) and p:, 
n x1RZ -*]R 
k 
is given by P(X, u) = <x, Fx> +EuK <x, N K x> + <x, Gu> where 
F, N K and 
k=l 
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G are matrices, F and NK symmetric. 
Then i: has the form 
Ak=2 Fx +2 (Eu KN K) X+ Gu 
<G 
K 
x> + <X, N K x> K=1,2,..., t 
when GK is a vector with components the elements of the k-th column 
of G. 
E is not bilinear, since the output is not linear in x, and the 
system obtained by eliminating those terms in the output is called the 
associated bilinear sYstem. 
We say E is irreducible if the associated system is a minimal 
bilinear realization. 
Theorem 111.3.1: 
A linear isomorphism p is an equivalence of two irreducible 
gradient systems zI and E2 iff it is an isomorphism of the associated 
bilinear systems and then it is an isometry. 
Proof: 
Let Z= fl be a linear equivalence of El and E2 * 
It is clear 
that GTGT. from the condition on the outPuts of equivalent systems. 21 
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Since D takes the dynamics of the first system into the dynamics of the 
second, it does the same to the associated bilinear systems. 
together with GT=GT means that 0 is an isomorphism of 21 
the associated bilinear systems. 
Now suppose o 
unique solutions of t 
i) 0-lA 21F 21P 
ii) A21N 2KO 
iii) D-'A-'G 22 
iv) GT 2 
is an isomorphism of the a. b. s. , then p is the 
he equations: 
ATlF I 
AT'N 1 IK 
A-lG I 
GT I 
An easy computation shows that A21 (4- 
1)TA 
satisfies the same 
set of equations: 
FIATF2A2 l(D-1 )T 
A lF A4TA2A2 lF 2A2 
V-I)TA, 
AF (A 21 (0- 
1)TA, )-'A 21F2 (A 2TA 1) 
Similarly, from ii) we can obtain the equation 
AIN 1K ý (A 2A 0- A2N 2K (A 2 A, 
) 
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Now iii) => AIA21G2=G1 
and we obtain 
GT=GT (A- 1TA, ) 122 
From-iv) we get GIG2' and then AGA1 10 
T 
thus 
AIIG, = (A 2TA )-I A21G2 
Since 4ý is the unique solution of these equations 
A21(, D -1 )TA1 or equivalently A, 
TA2 
ýD 
Now ýTND=A 0-'A-'N A A-lN 2K 12 2K = 11 IK and therefore 
4ý 
TN 
2K 4, =N IK " This together with the other equations shows 
that !ý is 
an equivalence of the gradient systems, and as A, =0T A2 o, ý is an 
isometry. 
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CHAPTER IV HAMILTONIAN SYSTEMS 
Section one presents the background material, and in section 
two we prove that an initialized complete analytic Hamiltonian 
system, with finite dimensional Lie algebra and satisfying quite 
standard assumptions, has an equivalent accessible Hamiltonian 
realization defined on an orbit in the dual of the Lie algebra of 
the coadjoint action; moreover, if that realization is strongly 
accessible it is quasi-minimal. 
Section three consists of an example for the above results. 
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1- Symplectic actions 
Let G be a connected Lie group acting on a symplectic manifold 
M by symplectormorphisms. Then, to each vector v in cj , the Lie 
algebra of G, there is a vector field. Xv in M, given by 
xv (X) = (0 x 
),, v, where ý: GxM -* M is the action and o X(Y) = O(Y, X) 
the derivative is taken at the identity in G. 
xv 
_I w 
is a closed form, since G acts by symplectormorphisms 
ýl 
, pg 189] . 
The action P is said to be Poisson if the two following conditions 
are verified: 
Xv -j w is exact, i. e. there exists a function fv such 
that Xiw= df 
It is possible to define a map a: -* Cw(M) which is a 
homomorphism of Lie algebras and such that Xv -j w= do(v) 
If 4ý is a Poisson action, we can define a map 
J :M the 
dual of ý' , by c7(x). v = a(v) (x) .J is called th, e moment map. 
We denote by Ad, respectively Ad 
*, the adjoint, respectively 
coadjoint, action of G on Y, respectively 
Then we have: 
Theorem IV. 1.1 
The following diagram is commutative: 
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Mr 
Ad* 
Theorem IV. 1.2 r7j: 
Let S be an orbit of the coadjoint action on Then S has 
a canonical symplectic form wS defined as follows: let &v and Cv2 
be the two vector fields in S corresponding to v,, v2 cI; then 
WS (ý vllýv 2) 
(a) = a(1Y, 'v2D .aeS- Moreover, &v is Hamiltonian, 
corresponding to the restriction to S of the function a -)- a(v) - 
We remark that if veý, the vector field Xv is tangent to 
the orbits oý G on M, and thus, by theorem 1, induces a vector 
field ýv on J* tangent to the orbits of the coadjoint action; it 
is the restriction-of this vector field to S that we call the vector 
fieldAn S corresponding to the vector v in ý'- 
Corollary IV. 1.3: 
The Hamiltonian of Cv is the restriction of ý(V) to where 
T(V) sati sf i es O(v) = T(V) 0j 
Proof: 
it is enough to show that a- a(v) is the same as T(v) - 
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Now, if we denote the above map by Tv, we have 
Tý (c7(x)) = ý'(x)(v) = o(v)(x) , i. e. 
TV satisfies the relation 
Tv o cl = s(v) and thus Tv= -O(v) - 
2- Realizations of Hamiltonian systems 
Let (M, w) be a symplectic manifold; we assume we have defined 
on Ma Hamiltonian system Z, as in the previous chapter, such 
that 
i) E is analytic and complete. 
ii) 5ý-(D) is a finite dimensional Lie algebra. 
From C6] we know that G is a Lie group, the Lie algebra ýý' of 
G is isomorphic to 57ý(D) , and all the vector fields in Y"(D) are 
complete. . 
We shall assume the action of G on M is Poisson, with moment 
7. 
Lema IV. 2.1: 
then for every uc Rt If ý'(x, ) (x2) Yu(xl) `ý Yu(x2) 
Proof: 
, "(xl) 'ý'7(Y in particular means that 
Pu(xl) '2 
PP2) for every 
ueR. k : let vu be the vector in ý' corresponding to the associated 
vector field Xu ; then d""(xl). vu =a -t(x2)*vu or equivalently 
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P (X since P is the Hamiltonian of Xu u 1) 
i3U(x2) 
u 
So the two maps u -* P(xlu) and u -* P(x 2' u) are equal at 
every point, so -L P(x,, u) = -L P(x u) or y (x for au au 2' u 1) = Yu(x2) 
k every ucR 
From this lemma and theorem IV. 1.1 we see that we can define a 
strongly equivalent system El on since both the dynamics and 
the output commute with c7 . 
Suppose we have an initialized system (z, x) ; and let S be the 
orbit in ý* of c7(x) by the coadjoint action of G- Let ZS be 
the restriction of E' to S. 
Theorem IV. 2.2. 
(ES, Z/(X)) is strongly equivalent to (z, x) , and moreover it is 
an accessible Hamiltonian system. 
Proof: 
It is clear that ES is accessible, since S is an orbit, and 
strongly equivalent (as an initialized system) to Z ., 
As remarked 
I 
on the previous lemma, we can define 
z 
-i- R 7: 9xR 
such that e(x, u) = 15'(t7(x), u) for every (X, U) cMxR Let PS be 
its restriction to SxR 
By theorem IV-1.3 we know that the associated vector field tu 
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corresponding to the control ucR 21 (and to Xu) has Hamiltonian 
given by PSu :S -+ Rx9 PS 
u 
(a) = PS(a, u) . 
The output yu is given by the restriction to S of the map 
which satisfies Yu(x) = Y"Yfx)) for every xeM (the existence uW% 
of yu is proved by the previous lemma). Therefore, to finish the 
proof it is enough to show that 
au 
From 15'(J(x), u) = P(x, u) for every (X, U) eMx RX we get 
aa 'F(d'(x) u) = -Tu P(x, u) , i. e. -Y (ot) is given by -2- 
T(a, u) Tu- u au 
Now if aES -L PS(a, u) = -L IT(cl, u) =- (a) = yS(a) and the au au YU u 
proof is complete. 
We remark that zS is accessible, but not necessarily observable 
or locally observable. 
From the results in [141 we can derive: 
"1 
Theorem IV. 2.3: 
If ES is strongly accessible it is locally observable, thus a 
quasiminimal realization. 
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Proof: 
Since strong accessibility and local observability are local 
conditions, we can assume one system to be defined IR n: 
k= w-i (x) ýp (x, u) ax 
y= --L P(X, U) au 
where P: Rn x]R'ý -* M and w(x) is an invertible skew-symmetric 
matrix. 
As in [141 we define the associated extended system as being 
w- 
1 
(x) P(X, y) ax 
v=u 
Y(X, V) = -1 P(x, v) av 
n on the phase space. RxR 
In [141 it has been proved: 
i) strong accessibility of the extended system is equivalent 
to strong accessibility of the original system. 
ii) The strong accessibility distribution at (X, Y) for the 
extended system is given by {01 x IRJL +2ýx{o} , where 
L7 is a 
distribution on IR n such that &_I w is the observability codistribution 
for the original system at x, for a fixed u=v. 
Therefore, from i) and ii), we see that strong accessibility implies 
1ncal observabilitv. 
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3- Example 
Let M= R6 . with w the usua 
P(X, U) g0 (X) +u9, (x) + u2g2(x) 
90 (X) x3x5-x2x69 gl(x) = xi x5 
In this case w3 
130 
An easy computation shows that, 
we have 
0 
I symplectic form and 
thus P: M xR2 -* R, where 
x 2X4 ' 92(x) =XIx6-x3x4 
if we define Xi by XiJw dgi 
2 0r x21 x=rx3 
x3 x1 0 
-X2 0 Xi 
.0 -x 5 -X6 
x6 x4 0 
-x 5 
,j 
0 x 
and al so 11 'x 
23=x0,12A 01 
= X1 , 
A& 
= x2 . 
Therefore ID) = 
! (D) and finite dimensional; from the above relations 0 
we see that aD) is isomorphic'to so(3), the Lie algebra of the skew 
. 5ymmetric 03 matrices, with the isomorphism given by 
A0 d" 
0 -1 
ol 
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X1+A1= 010 
-1 00 
0o So 
x2A200f 
000 
0 01 
Moreover, we can identify so(3) with R3 be means of 
(xi $X 2' x30xx2 
x0x3 
x2x30 
Then the bracket in so(3) corresponds to the usual vector product 
in R3 
If we define an action of SO(3) on R6 by means of 
x) -> A Olx = A-x I 
io 
A 
and take Yl (X) =-&-jt=O (exp tAi * x) we see that. Yi= 
Xi i=0,1,2. 
- 65 
Thus we can assume we have been given an action SO(3) xR6 -', -R 
6; 
the maps x-* A-x are symplectormorphisms for every Ac SO(3) , since 
they are the same as x-* ax for some aeGD (a depends on A) 
which follows from [6,, pg 52-53]. 
If we identify R6 with T*R 
3. 
we see the above action on R6 
is the one induced by the usual action of SO(3) on R3. and thus it 
is a Poisson action [2, pg 377]. 
Having identified so(3) with R3 we can identify so(3)* with 
R3 as well, using the Euclidean structure. 
It is easy to see that the adjoint action of SO(3) on R3 
(identified with so(3)) is equivalent, but not the same, to the usual 
action of SO(3) on R3. for instance Ad x= (exp tA )x exp tA0 
and so the orbits are as follows the orbit of xe3 is the set 
{y cR31 Hyll = 11XII )- 
From the definition of coadjoint action, its orbits are exactly the 
same as the ones above. 
As we know that the moment map does exist, we ca'n compute it as 
. follows: 
/ (Xl, x 2'x3'x4'x5, x 6) (11010) 9l(x) XIX5 - x2x4 
c/ (xl9x2' x 3'x4' x 5'x6) (O"'o) 92(x) XIX6'- x3x4 
7 (xl, x 2'x3' x 4' x 5'x6) (0'011) 90(x) x2x6 - X3X5 
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and therefore 
9, jR6 -*IR 
3 
. IN = (xi x 5-X2 x 4' x1x 6-X3 x 4' x2x 6-X'3 x 5) 
If we denote by pi the projection on the i-th factor of 
R3=R x1R x1R (i=1,2,3) we have I 
gl(x) = PJO, 1(X) 
92(X) «2 P20 9'(x) 
g0(x) `ý -P30 Y (x) 
and from the original system 
j= X0 +uIx1+u2X 
Y, = gl (x) 
y2 = 92(X) 
we obtain a strongly equivalent system in IR 
39 in which the output- 
3 
maps are the projections on the first and second factor of IR 
To obtain an accessible realization, in this case a minimal realization 
20 
and strongly accessible since [Xl, x I=x. we have to restrict it to 
an orbit of the coadjoint action, i. e. if we initialize the system at 
xcR3 the state space of the minimal realization will be 
Ml = ly cR31 11YI, = 11 (X)III , the output functions will 
be the 
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restriction to M1 of P, and P2 I 
will be obtained from Pl' P2 and -P3 
form on the sphere. 
and the associated vector fields 
using the canonical symplectic 
Therefore, beginning with x eIR 
6. 
we obtain a new Hamiltonian 
sYstem on M, . where 
P1: M, xIR 
2 
"IR is given by pl(xl, x 2' x 3' UIDU2) 
= -X3 +u1x1+u2x2. The symplectic form is defined as follows: 
if vl'V 2 cIR3 are tangent to M1 W(Vilv 2) (X) 'ý (XI VI ^ V2) where 
denotes the usual inner product in IR3 . The associated vector 
fields are tangent to the sets fY c MI, Pi(y) ; -- constj , so the 
corresponding flows are rotations around the axes. 
Of course, if cl(x) =0, then the orbit is just the origin, and 
the analysis above is not needed, nor valid. 
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