The Chandra archival data is a valuable resource for various studies on different topics of X-ray astronomy. In this paper, we utilize this wealth and present a uniformly processed data set, which can be used to address a wide range of scientific questions. The data analysis procedures are applied to 10,029 ACIS observations, which produces 363,530 source detections, belonging to 217,828 distinct X-ray sources. This number is twice the size of the Chandra Source Catalog (Version 1.1). The catalogs in this paper provide abundant estimates of the detected X-ray source properties, including source positions, counts, colors, fluxes, luminosities, variability statistics, etc. Cross-correlation of these objects with galaxies shows 17,828 sources are located within the D 25 isophotes of 1110 galaxies, and 7504 sources are located between the D 25 and 2D 25 isophotes of 910 galaxies. Contamination analysis with the logN -logS relation indicates that 51.3% of objects within 2D 25 isophotes are truly relevant to galaxies, and the "net" source fraction increases to 58.9%, 67.3%, and 69.1% for sources with luminosities above 10 37 , 10 38 , and 10 39 erg s −1 . Among the possible scientific uses of this catalog, we discuss the possibility to study intra-observation variability, inter-observation variability, and supersoft sources (SSSs). About 17,092 detected sources above 10 counts are classified as variable in individual observation with the K-S criterion (P K−S < 0.01). There are 99,647 sources observed more than once and 11,843 sources observed 10 times or more, offering us a treasure of data to explore the long-term variability. There are 1638 individual objects (∼ 2350 detections) classified as SSSs. As a quite interesting subclass, detailed studies on X-ray spectra and optical spectroscopic follow-up are needed to categorize these SSSs and pinpoint their properties. In addition, this survey can enable a wide range of statistical studies, such as X-ray activities in different types of stars, X-ray -2 -luminosity functions in different types of galaxies, and multi-wavelength identification and classification on different X-ray populations.
INTRODUCTION
The study of X-ray astronomy has greatly advanced since the launch of the Chandra XRay Observatory. With the unparalleled subarcsecond spatial resolution (e.g., 10 times superior to that of ROSAT HRI), Chandra can easily distinguish very closely spaced point sources and differentiate them from ambient diffuse emission. Simultaneously, with the lower background level and sensitivity limit, Chandra provides a new and unique view of the X-ray sky 10-100 times deeper than previously (Weisskopf et al. 2000) . Observations using Chandra, in conjunction with other telescopes, have deepened or revolutionized our understanding on many scientific topics (see Tananbaum et al. 2014 , for a review), from the nearest solar system objects (Branduardi-Raymont et al. 2008 ) and exoplanets (Cohen et al. 2011) , to the farthest supermassive black holes (Young et al. 2005; Green et al. 2010 ). Chandra observations have provided abundant information on many mysterious objects, such as microquasars (Pakull, Soria, & Motch 2010) and ultraluminous X-ray sources (ULXs; Feng & Soria 2011) . Recently, combining X-ray measures with Chandra, people put better constraints on cosmological models and dark energy (Vikhlinin et al. 2009 ).
The Chandra Data Archive is a wealth for various studies, and a Chandra source catalog, which include a uniform reduction of the mission data, would be a valuable data set to address diverse scientific questions. Much work has been done to provide catalogs of X-ray sources detected by Chandra. The Chandra Multiwavelength project (ChaMP; Kim et al. 2004 ) has presented an X-ray point source catalog with ∼ 6800 X-ray sources detected in 149 archive observations (Kim et al. 2007 ), aiming to investigate the nature and evolution of quasars, galaxies, and clusters of galaxies. The Chandra Source Catalog (CSC; Evans et al. 2010 ) is a project to uniformly reduce the Chandra observations for point source studies, including properties for 94,676 distinct X-ray sources from Advanced CCD Imaging Spectrometer (ACIS) imaging observations during the first eight years of the Chandra mission. Liu (2011) exploited the Chandra archive to study X-ray point source populations in 383 nearby galaxies within 40 Mpc with isophotal major axis above one arcmin, leading to 17,599 independent sources from 626 public ACIS observations. Two most sensitive surveys, Chandra Deep Field-North (Alexander et al. 2003) and Chandra Deep FieldSouth (Xue et al. 2011) , are the deepest Chandra surveys to date, both of which are unique data set for studies on galactic nuclei and starburst galaxies.
In this paper, we use the Chandra data archive (∼ 14 years) to provide a more complete catalog of X-ray point sources, aiming to extract ample information of the X-ray sky and enable more constructive studies. We present the procedures for data analysis and catalog construction following Liu (2011) , at risk of repeating some structures of that paper in order to keep consistence in style with Liu (2011) . Section 2, which comprises the bulk of the paper, describes the uniform procedures applied to all ACIS observations, including detecting and visually checking point sources, estimating the source position uncertainty, computing the source counts and colors, checking the source variability, and extracting the spectrum and flux. In Section 3, the cross-identification of sources in multiple observations are described, and the upper limits are computed for sources observed but not detected. In Section 4, the association of these sources with galaxies are shown, with a contamination analysis using the logN -logS relation. The catalogs for 363,530 detected point sources and for 217,828 independent sources are presented in Section 5, and a comparison with previous catalogs is followed in Section 6. The distribution of the 217,828 independent sources on the sky is presented in Figure 1 . In Section 7, we briefly discuss the scientific issues that can be tackled using our catalogs, including intra-observation variability, inter-observation variability, and the supersoft sources (SSSs). Finally, we summarize our results in Section 8. 
ANALYSIS OF ACIS OBSERVATIONS
To present a uniform data set, the same procedures are applied for all ACIS observations, including detecting and visually checking point sources, estimating the source position uncertainty, computing the source counts and colors, checking the source variability, and extracting the spectrum and flux (Liu 2011) . The ACIS observations were downloaded from the Chandra Data Archive on December 4, 2014, which yields 10,047 ACIS observations. Eighteen observations with PI as "Calibration" or Exposure as zero were excluded (e.g., 963, 1093, 1265, and 1309) . Finally, there are 10,029 ACIS observations containing 4146 ACIS-I observations and 5883 ACIS-S observations in our sample. For each observation, the on-axis chips are used, including all four I chips if the aimpoint is on an I chip, and both S2 and S3 chips if the aimpoint is on S3 chip. The exposure times for the selected observations cover a range from 50 s to 190 ks, with a total of 221,851 ks. All these observations were analyzed using CIAO 4.6.
Detection and Visual Examination
A wavelet detection algorithm, called wavdetect, is used for point source detection, which is available in the CIAO software package and is largely used for Chandra observations (Freeman et al. 2012 ). This tool is more reliable in separating closely spaced point sources, identifying extended sources, and recognizing diffuse emission than the traditional celldetect algorithm. Firstly, the aspect histogram, instrument map, exposure map, and PSF map are created using asphist, mkinstmap, mkexpmap, and mkpsfmap, respectively. The wavdetect is then run on each on-axis chip with scales of 1 ′′ , 2 ′′ , 4 ′′ , and 8 ′′ in the 0.3-8 keV band, with one normalized background created simultaneously. The significance threshold is set to 10 −6 , equivalent to one possibly spurious pixel in one CCD. For the remaining parameters, we used the default values given in CIAO.
Although wavdetect performs well in identifying both point sources and extended sources, some instrumental or observational issues may result in spurious sources (Figure 2 ), (1) False detections in the ACIS readout streak.
(2) Bad detections due to the spacecraft dither motion in Lissajous patterns, which aims to minimize the effect of bad detector pixels, and to avoid possible burn-in degradation of the camera by bright X-ray sources (Evans et al. 2010) . (3) A stream of sources on the CCD edges. (4) Sources as diffuse emission in supernova remnant (SNR) or starburst regions (e.g., Crab Nebula).
(5) Sources as the bright knots from the X-ray jets (e.g., M87). (6) Sources in the Solar system (e.g., Jupiter). All above spurious sources are removed from the source lists after visually examining the detected sources overlaid on the X-ray images. An automatic procedure to help visual examination is developed based on XPA and DS9. When the source regions are automaically loaded to each image, we identify the false detections, and input the numbers of the false detections to the terminal or select them on the image, then these detections would be automatically removed from the source list. The visual examination is a tremendous and job. Four reviewers are trained by senior researchers about which cases are false detections. First, the false detections are introduced and explained by the senior researchers, and an exercise using a sample of observations are performed for the four reviewers. The exercise results are shown and discussed by the reviewers, and the same criteria for excluding spurious sources are established. For example, all detections but the central point source (in some cases) and surrounding isolated sources in the diffuse emission region are removed from the source list, such as the green ellipses with red lines in Figure 2 (4). To be conservative, each observation was visually checked twice by different reviewers to avoid missing false detections. It takes us about one month to complete the visual examination, and we believe most of the sources in these six cases are removed from the source lists.
On a rare occasion, wavdetect may incorrectly split a point source affected by serious pile-up into several sources. In such cases, the split sources are merged as single sources. Finally, 363,530 point sources are detected and verified from the 10,029 observations. (1) false detections in the ACIS readout streak; (2) bad detections due to the spacecraft dither motion in Lissajous patterns; (3) a stream of sources on the CCD edges; (4) sources as diffuse emission in SNR or starburst regions; (5) sources as bright knots from the X-ray jets; (6) sources in the Solar system.
Position Uncertainties
Chandra provides high on-axis positional accuracy less than 1 ′′ . For each source detection, wavdetect presents the positional uncertainty based on a statistical moments analysis, but without instrumental effects (e.g., pixelization, aspect-included blur) considered (Evans et al. 2010) . Therefore, the position errors estimated by wavdetect would be underestimated for sources at large off-axis angles (OAAs).
Simulations by Kim et al. (2004) showed the positional error is usually less than 1 ′′ for a bright source, regardless of its OAA; while for a weak source, it can increase to 4 ′′ at a large OAA (OAA > 8 ′ ). Kim et al. (2007) provided empirical relationships for positional error as a function of both net counts and OAA, with the formulae as,
Here the formulae are adopted to calculate positional errors for the 363,530 detections. Although there are 2658 sources with counts more than 10 3.3 , beyond the valid range of the formulae, their positional errors are still estimated using the same formula as counts in the range of 10 2.1393 to 10 3.3 . In addition, a minimum value of 1 ′′ is applied for these sources. The positional errors for the detected sources are shown in Figure 3 , with 79.9% smaller than 2 ′′ and 99.4% smaller than 6 ′′ .
Counts
The photon counts of sources are computed in two ways, wavdetect and aperture photometry. wavdetect computes the net source counts as the total counts in the image pixels included in the source cell minus the total estimated background counts in the image pixels included in the source cell. The aperture photometry is performed by summing the photons within the 3σ elliptical source region, which is constructed by wavdetect by fitting a 2D elliptical Gaussian to the distribution of (observed) counts in the source cell, with background counts subtracted. The background region is taken as an elliptical annulus around the source region with the inner/outer radius as 2/4 times the radius of the source ellipse. Therefore, the net source count from aperture photometry is computed as C N = C s − C b × A s /A b , and the error is computed as Gehrels 1986 ), where C s is the raw source count, C b is the background count, A s is the source region area, and A b is the background region area. Although Ebeling (2003) proposed improved numerical approximations to the Poissonian confidence limits for small numbers n of observed events, the Gehrels (1986) expression were still used for its structurally simple formulae and sufficient accuracy in most cases. In addition, symmetrical errors are applied for all the detections.
The comparison of the source counts obtained from the two methods are shown in Figure 4 . For sources with detection significance σ > 20, the computed counts from aperture photometry agree well with 95% of the wavdetect counts, with 1σ dispersion of 3%-10%. However, for sources at lower detection significance (σ < 3), the computed counts from aperture photometry could significantly deviate from the wavdetect counts, for example, the average counts may deviate more than 5% for those detections with σ < 2.
The discrepancy of the source counts in the low-σ side may be due to two reasons (Yang et al. 2004). First, for wavdetect, the construction of source cells is carried out by convolving the source image with wavelet functions, and some sources may display multiple peaks in the convolved image due to statistical fluctuations in the source photon distribution. This may result in an incorrect estimation of source counts especially if the source is quite off-axis and the point-spread function (PSF) shape can not be expressed by a Gaussian. For aperture photometry, generally, the 3σ elliptical source region contains 95% of the total counts for an assumed 2D Gaussian distribution. However, this assumption is not robust since the distribution of the observed counts in the source cell may be non-gaussian, particularly for low-count detections. Here we make some evaluation of the uncertainty of the 95% counts fraction, by comparing the events with those extracted from a circle enclosing 95% fraction of PSF using psfsize srcs, which has also been used as a photometry tool (Feng et al. 2015) . Twenty randomly selected observations (10 ACIS-I and 10 ACIS-S configurations) are used in the evaluation, which include 1047 and 688 detections, respectively. The ratio of the events number from the circle region (psfsize srcs) to that from the 3σ ellip-tical region (wavdetect) are plotted as a function of OAA and azimuthal angle ( Figure 5 ). The detections with largest discrepancy (reddest) are mostly faint detections (σ < 3), which means the aperture photometry with the 3σ elliptical region (wavdetect) are underestimated for faint detections, which can be clearly seen in Figure 4 . To have a quantitative view, we compute the average ratio for different groups of OAAs and azimuthal angles with all the 1735 detections ( Figure 6 ). The discrepancy seems large for detections with OAA more than 10 ′ , while no clear trend can be seen for the ratio with azimuthal angle. An average ratio as 1.07 ± 0.74 is derived for all these detections, indicating the aperture photometry with the wavdetect 3σ region are statistically underestimated, compared to the photometry with the psfsize srcs circle region. It should be noted that the Chandra PSF becomes highly elliptical with increasing OAAs. The psfsize srcs script determines a circular region that encloses specified fraction of the PSF, using the CALDB radially enclosed energy fraction file. However, this calibration file was created assuming a flat detector, an accurate assumption for ACIS-S3 but not for other tilted ACIS CCDs.
Second, different background determination would result in different net counts. For example, if the background region is too close to the source, the PSF wing from wavdetect may be taken as background by mistake, which could cause an oversubtraction of the background and thus an underestimation of source counts. The wavdetect counts are used to compute the fluxes and luminosities in the 0.3-8 keV band for easy comparisons with previous studies.
Among the 363,530 detections, there are 7421 sources (2.0%) with detection significance σ < 2, 38,111 sources (10.5%) with detection significance σ < 3, and 147,383 sources (40.5%) with σ < 5. As shown in Figure 7 , the source distributions display peaks around 4.1 σ, 14.8 counts after background subtraction, and 7.4 × 10 −3 counts s −1 after vignetting correction. If the outliers in the two sides of the distributions are excluded, in this composite survey, the source count ranges from ∼ 1 to 10 5 , and the count rate ranges from 10 −5 to 5 counts s −1 .
Colors
The combination of the X-ray colors, C M S = (M −S)/(H +M +S) and C HM = (H −M )/(H + M + S), may simply recognize LMXBs, HMXBs, AGNs, supernovae, and stars, respectively, since they occupy different locations in the color-color diagram (Prestwich et al. 2003 ). Here we compute the photon counts with aperture photometry for three bands following Prestwich et al. (2003) , i.e., the soft band (S:0.3-1.0 keV), the medium band (M:1.0-2.0 keV), and the hard band (H:2.0-8.0 keV). Figure 8 shows all detected sources above 10 counts from this survey in the color-color diagram. About 1% , 27%, 19%, and 42% fall into the regions of SNR, HMXB, LMXB, and absorbed sources, respectively. Liu (2011) reported that approximately 11% falls into the HMXB region and 42% falls into the LMXB region, which are inconsistent with those in this paper. This may be caused by the different sample, since Liu (2011) only included X-ray sources in nearby galaxies. Some sources located out of the triangle are those with net counts below zero in different bands caused by background oversubtraction, which is mostly due to the statistical fluctuation of the background, especially for low-count detections. It should be noted that many sources show prominent variability in different observations, and thus fall into different regions. M81-ULS1 and M101 X-1 (Liu et al. 2013) , two famous ultraluminous supersoft sources (ULSs), are plotted as examples. In addition, true-color images with S/M/H bands are generated as red/green/blue channels for visualizing the source colors.
Many galaxies house a significant population of very soft X-ray sources, including SSSs and quasi-soft sources (QSSs), while the nature of these sources are still unknown. Di Stefano & Kong (2003a) employed strict hardness ratio (HR) criteria to identify SSSs using three energy bins to define HRs: soft (0.1-1.1 keV), medium (1.1-2 keV), and hard (2-7 keV). In this paper, the photon counts are calculated using the same energy bands, and the hierarchical classification scheme (Di Stefano & Kong 2003b ) is used to classify whether a source is SSS, QSS, hard, or dim (i.e., less than 10 counts). Finally, about 0.6%, 6.6%, 71.3%, and 21.5% of all detected sources are classified as SSS, QSS, hard, and dim, respectively. As shown in Figure 8 around C M S = −1 and C HM = 0, while QSSs distribute along H = 0.
Variability Analysis
The Chandra observations have been proved powerful in testing short timescale variability and the pulsation signal (Esposito et al. 2013a,b) of the sources, and the discovery of coherent X-ray pulsations, in particular, is a key element to understand the nature of a source.
For each source, the event list is extracted from the 3σ elliptical source region, and a binned light curve is constructed to visualize its variability. For sources with different exposures and photon counts, the light curves are binned with different bin widths; for one detection, the time bin is uniform. The standard nonparametric Kolmogorov-Smirnov (K-S) test is used to quantitatively test the source variability within an observation. A source can be viewed as variable if the null hypothesis probability P K−S is much smaller than one, otherwise it may be viewed as constant. To be conservative, here a source is defined as variable if P K−S < 0.01 (Liu 2011) , indicating the source varies during an observation with a significance in excess of 99%. This leads to ∼ 17,092 detected sources above 10 counts classified as variable in an observation. However, the standard K-S test On the other hand, fourier power spectra are computed for 24,247 light curves with more than 200 photons, which could be powerful in discovering coherent or quasi-coherent signals. We should remind that some variability signatures or possible period signals may be caused by spacecraft dither. For example, if a source dithers across a bad pixel or column, or dithers off the edge of a CCD or between two adjacent CCDs, a strong signal at (a harmonic of) the dither frequency (e.g., 707 s, 1000 s) can be seen in the power spectrum. -Histograms of the wavdetect σ, source net count, and count rate for sources detected in this survey. About 2.0%/10.5%/40.5% are detected with σ below 2/3/5. The source distributions display peaks around 4.1 σ, 14.8 counts after background subtraction, and 7.4 × 10 −3 counts s −1 after vignetting correction. If the outliers in the two sides of the distributions are ignored, the source count ranges from ∼ 1 to 10 5 , and the count rate ranges from 10 −5 to 5 counts s −1 .
Spectrum and Flux
The spectrum is extracted from the 3σ elliptical source region with specextract for each bright source with counts > 100 and D edge > 4R semi−major , where D edge is the distance from the source center to the chip edge, and R semi−major is the semi-major axis of the source ellipse. The corresponding background spectrum is extracted from its local background region. Finally, the spectra of 44,740 sources are extracted in this work. Each spectrum is grouped using specextract, with the grouptype set as "NUM CTS". Then an absorbed power-law model is fitted to the grouped spectrum using xspec, with the fit statistic option being "chi-squared". The Galactic n H is set as the minimum absorption column density in the fitting process. The majority (85%) of the spectra can be fitted by the absorbed power-law model with the photon index between 0 and 4, and about 63.6% (28,440) of the spectra are fitted with reduced χ 2 < 1.5. As shown in Figure 9 , the photon index distribution shows a peak at ∼ 1.8, with 68.3% enclosed between 0.98 and 2.63.
The source flux (0.3-8 keV) is calculated for each source from its count rate, which is computed from the source count and the exposure time and corrected by a vignetting factor. The vignetting factor is derived from the exposure map as the ratio between the local and the maximum map value. However, no vignetting information could be obtained for seven observations (Obsid 750, 1105 (Obsid 750, , 1194 (Obsid 750, , 1195 , and 13095) because they were performed using ACIS subarrays and the aimpoint is not on the used chip, meaning the maximum map value can not be obtained. We compute the energy conversion factor (ECF) between the count rate and flux with xspec using the response matrix file (RMF) of the chip center, assuming Galactic absorption and a power-law spectrum with a photon index Γ = 1.7, which is generally adopted for Chandra sources. Finally, the fluxes (F ECF ) are computed for about 363,500 detected sources. The flux distribution ( Figure 10 ) peaks around 1.4 × 10 −14 erg cm −2 s −1 , with a range from 10 −16 to 10 −10 erg cm −2 s −1 .
Although the vignetting effect has been corrected, the ECF may vary with the observation date and pixel position due to the temporal and spatial variations of the CCD quantum efficiency (Kim et al. 2007 ) and the charge transfer inefficiency. To investigate the spatial variation of the ECF and evaluate the flux estimate errors by using the RMF of the chip center, here we compare ECFs derived from the RMFs at the chip center (C1) and at the locations of the sources (C2), using several randomly selected observations. The relative offset for each source is determined as (C1 − C2)/C2 and the average relative offset is computed (Table 1 ). This method, by using the chip center response, may lead to an approximate uncertainty in the flux estimates up to 15%.
Considering that F ECF may be seriously miscalculated if the photon indice Γ and absorption are overestimated/underestimated (Liu 2011) , we want to provide a description of the offset in the flux estimates by comparing F ECF with the fluxes F fit derived from power-law fits, for the 28,440 detections with reasonable spectrum fitting (reduced χ 2 < 1.5). We determine the relative flux offset as F off = (F fit − F ECF )/F fit . Figure 11 (a) displays the distribution of the relative flux offset, which shows an average at ∼ 0.07, with 68.3% enclosed between -0.378 and 0.512. That means for 68.3% detections, the offset range is -37.8% (overestimated) to 51.2% (underestimated). Figure 11( b) shows the distributions of Γ and nH fit /nH Gal for the detections with reasonable spectrum fitting, with the colorbar indicating the relative flux offset. It is clear that when Γ > 2.5, F fit is nearly almost larger than F ECF , and the offset increases with nH when nH fit /nH Gal > 10. Although the Γ seems have more significant effect on the flux than nH, it is hard to quantitatively sperate the uncertainties introduced by Γ, nH, and the ECF. We should remind that people should be careful when using these fluxes in their studies (also reported in Liu 2011). 
SOURCES IN MULTIPLE OBSERVATIONS

Matching Source Detections from Multiple Observations
Each source record in the catalog should be constructed by combining source detections in multiple observations, which requires matching the source detections from all the observations that include the same region of the sky (Evans et al. 2010) . A first step here is dividing the 10,029 ACIS observations into 4683 groups based on the proximity of the pointings. Therefore, the observations in the same group with overlapping fields of view are appropriate to be studied together. There are 1145 groups with two or more Chandra ACIS observations, including seven groups (group 1, 2, 5, 7, 11, 13, and 28) with more than 100 observations. To determine which detections in different observations are associated with the same sources, we cross-correlate the 3σ source ellipse regions from multiple observations in the same group, and recognize the correlated source detections as the same sources (Liu 2011 ).
The actual matching procedure is quite complex (Evans et al. 2010; Liu 2011) . The most common situation is that the source detections with overlapping source ellipses all uniquely match a single source on the sky due to the excellent Chandra spatial resolution, thus they are identified as the same source, as shown in Figure 12 (left). However, due to the strong dependence of the PSF size with OAA, in some observations, two close sources at large OAAs cannot be resolved and may be detected as a single source, as shown in Figure 12 (middle). In this case, the counts (and flux) of the detected source will be split into two parts, and the respective fractions are determined from its separations from the centers of the two sources based on other observations. This method assumes that these resolved sources have constant count ratios and fluxes in different observations, and the local PSF is circularly symmetric. In a few cases, source ellipses from two nearby sources may overlap, as illustrated by the two sources on the right panel of Figure 12 . The majority of these confusions can be removed if we shrink the source ellipses to about the PSF sizes, while in rare cases of extreme confusion, human judgment is required to complete a match. For each source, when the individual detections are determined, we compute the final position by averaging the positions of individual detections with the detection significance as weights. This process only combines positions from resolved detections and does not included unresolved detections, which have been split in previous steps. The minimum positional error from individual detections is taken as the positional error. -Cross-identification of sources detected in different observations. The source ellipses presented by wavdetect in each observation are overlaid on the merged X-ray image with their labels, while the single sources on the sky are marked as crosses. Left: The common source matching case where the source detections from the individual observations all uniquely match a single source on the sky. Middle: The off-axis source region computed from one detection overlaps multiple source regions from other observations. Right: The ellipse regions from two nearby sources overlap each other, which shape a confused "pair of pairs" (Evans et al. 2010 ).
Upper Limits
In some cases, a source is detected by wavdetect in one observation but not detected in another observation. We compute the upper limit as the background-subtracted counts within the circular regions that encloses 95% of the energy at 1.5 keV, with the extraction radii computed using the HRMA PSF models. The background values are estimated from a neighboring annulus without detected sources. The source count C N and error C E are computed as described in Section 2.3. A minimum of one photon is set for C N if it is less than unity. The source significance is defined as σ = C N /C E , which is different from the detection significance as reported by wavdetect.
ASSOCIATION WITH GALAXIES AND CONTAMINATION ANALYSIS
Studies of X-ray sources in multiple galaxies can provide important information on their formation and evolution in different environments. To check whether a source belongs to a galaxy, the separation α between the galaxy center and the source is computed and compared to the elliptical radius R 25 of the D 25 isophote along the great arc connecting the galaxy center and the source. Generally a source is regarded as associated with a galaxy if it is located within the D 25 isophote (α < R 25 ), but here a source with R 25 < α < 2R 25 is also considered belonging to the galaxy to avoid missing any galactic sources (see Liu & Bregman 2005 , for details). All the galaxy information (e.g., coordinate, R 25 , distance) are from the Third Reference Catalog of Galaxies (RC3; de Vaucouleurs et al. 1991) . Cross-correlation of these sources with galaxy isophotes yields 17,828 sources within the D 25 isophotes of 1110 galaxies, and 7504 sources between the D 25 and 2D 25 isophotes of 910 galaxies. The X-ray luminosity is determined for a source with its flux and the distance of the host galaxy. If the distance of the host galaxy is unknown, or one X-ray source is not associated with a galaxy, the distance for the source is assumed to be 1 Mpc.
When studying X-ray point sources associated with galaxies, one needs to exclude the foreground stars and background QSO/AGNs projected into the host galaxies by chance. However, the identification of foreground/background objects is quite complex and is beyond the scope of this paper. Here we estimate the contamination rate for the point sources associated with galaxies, using the logN -logS relation that predicts the number of X-ray sources per deg 2 N as a function of flux S. Hasinger et al. (1993 Hasinger et al. ( , 1998 ) derived a logN -logS relation based on ROSAT observations of the Lockman Hole region, with the differential form as dN/dS = N 1 S −β 1 for S > S b and dN/dS = N 2 S −β 2 for S < S b , with S in unit of 10 −14 erg cm −2 s −1 in the 0.5-2 keV band, S b = 2.66, N 1 = 238.1, β 1 = 2.72, N 2 = 111.0, and β 2 = 1.94. Mushotzky et al. (2000) derived a logN -logS relation based on Chandra ACIS observation, where the number of sources over the flux range (2.3-70)×10 −16 erg cm −2 s −1 are given by N (> S) = 185(S/(7 × 10 −15 )) −0.7±0.2 , with S as the 0.5-2 keV flux. In this study, we adopt the logN -logS relation derived from ROSAT observations (Hasinger et al. 1993 (Hasinger et al. , 1998 complemented at low fluxes by the logN -logS relation derived from Chandra ACIS observations (Mushotzky et al. 2000) .
A sample of ∼ 500 galaxies with isophotal major axis between 1 and 50 arcmin are selected to estimate the contamination rate. For each galaxy, we calculate the surveyed area curve A(> S), the (cumulative) number of sources with detection significance σ > 3, the number of predicted contaminating sources, and the number of "net" sources truly relevant to the host galaxy (see Liu 2011, for details) . Briefly, the surveyed area curve A(> S) is computed by summing up the area of the pixels for which the detection thresholds correspond to flux less than S, then the number of contaminating sources in a flux interval can be calculated with the differential form of the logNlogS relation. Estimates for individual galaxies are summed up to estimate the contamination rate for the extragalactic point sources in the whole catalog. The cumulative numbers of detected sources, predicted contaminating sources, and the "net" sources are plotted in Figure 13 . For all detected sources within the D 25 isophotes, about 31.6% are contaminating objects, and 68.4% are "net" sources truly relevant to the studied galaxies. At higher luminosities, the net source fraction increases to 78.2%, 85.0%, 87.9% for detected sources above 10 37 , 10 38 , 10 39 erg s −1 . For all detected sources between D 25 and 2D 25 isophotes, the total "net" source fraction is about 12.0%, while the "net" source fraction increases to 17.8%, 33.2%, 38.1% for sources above 10 37 , 10 38 , and 10 39 erg s −1 . In view of sources within 2D 25 isophotes, the total "net" source fraction is about 51.3% for all 11,824 sources, and for sources with luminosities above 10 37 , 10 38 , and 10 39 erg s −1 , the fraction increases to 58.9%, 67.3%, and 69.1%. Here we summarize the steps for data analysis and catalog construction. (i) For each observation, we first calculate chip dimensions, acquire nominal pointing, exposure times, observation date, and readout subarrays, construct binned images for on-axis chips, and create the aspect histogram, instrument map, exposure map, and PSF map. The wavdetect is applied to detect sources on each on-axis chip, and numbered source regions are determined for visual examination. After visual check, these "good" sources in different chips are assembled for each observation. The distances for sources away from four chip edges are computed. The event lists are extracted for all sources using the 3σ regions from wavdetect, and the light curves are created for them. The standard nonparametric K-S test is applied to check the source variability, and the fast fourier transform (FFT) algorithm is applied to detect possible period signal for sources with counts more than 200. The counts in different bands are extracted, and simultaneously the X-ray colors are computed. Then the SSS/QSS/hard types based on S/M/H counts and errors are determined. The vignetting factors for sources are calculated using the exposure maps. The X-ray spectra for sources (counts > 100, D edge > 4R semi−major ) are extracted with specextract, and simple powerlaw models are fitted to the spectra using xspec. For each chip, the response at the chip center is calculated, and a simple Γ = 1.7 power-law model is fitted, assuming the Galactic absorption. The unabsorbed fluxes are then computed for sources with the ECF determined from the response at the chip center and the source counts (from wavdetect) with vignetting correction. The position errors are computed for each source. The DSS images are linked to Chandra observations, and the X-ray source positions are automatically marked on DSS images for visual examination of possible optical counterparts. The true color images for source are created for each observation. (ii) To combine source detections in multiple observations, we first divide the ACIS observations into 4683 groups based on the proximity of the pointings. The source detections within one group are then cross correlated using their 3σ ellipse regions. For detections identified as the same source, the information on these detections are assembled, and the final position for each independent source is computed by averaging the positions of individual detections with the detection significance as weights. This final position is included in the source name, as shown in following tables. That whether a source belongs to a galaxy is investigated using the galaxy D 25 isophote (from RC3), and sources associated with a galaxy are ranked using the maximum σ value. The galactic source nuclear separation is then estimated. The X-ray luminosity is determined for a source detection with its flux and the distance of the host galaxy. If the distance of the host galaxy is unknown, or one X-ray source is not associated with a galaxy, the distance for the source is assumed to be 1 Mpc. Finally, the averaged positional error, maximum detection significance, maximum counts, maximum luminosity, averaged flux, and flux ratio F max /F min are all computed or extracted for each independent source. The analysis of 10,029 ACIS observations produces 217,828 independent sources from 363,530
Afterglows
The afterglow events, which arise from the energy deposited into the CCD by a cosmic ray, can appear in a single pixel for several consecutive CCD frame readouts. In this paper, we do not remove these events with CIAO tool acis find afterglow, but instead, we evaluate the afterglow rate and flag these events for faint detections in the catalogs. First, The afterglow rate is assessed using the background observations following Xue et al. (2011) . Given an approximate nominal field background rate of 0.3 counts per second per chip from the Chandra POG 1 , which corresponds to a count rate of ∼ 5.72 × 10 −6 counts per 20 s per pixel, a probability of ∼ 3.27 × 10 −11 can be estimated for three or more counts occurring on a single pixel with in 20 s (hereafter "repeated events"). This probability can be negligible, and such events occurred in backgrounds are flagged as afterglow events. We selected ten observations (five ACIS-I and five ACIS-S configurations) to derive an averaged afterglow event rate with the backgrounds, by excluding all the sources identified in these observations. This leads to an afterglow event rate of (4.01 ± 1.15) × 10 −10 per second per pixel. Then, about 6282 sources with "repeated events" are picked out from the 363,530 detections (excluding the seriously pile-uped sources). After that, we evaluate the expected afterglow events for the 6282 sources, using the afterglow event rate estimated from backgrounds and the area of each source region. The evaluated expected afterglow events cover a range of 6 × 10 −7 to 0.3, which are extremely lower than the "repeated events" for these 6282 objects. This means most of the "repeated events" are actually photons from the objects, particularly for bright objects. Although it seems that the afterglow events have little influence on our detections, the statistical method may be lost for faint ones, since some faint detections are actually false detections caused by afterglows. For example, some objects with all the events identified as "repeated events" may be false detections. Therefore, we flag the number of "repeated events" for objects with total events less than 100. User should be careful with these objects.
False Source Rate
The false source rates in the catalog are estimated using simulations of empty fields, with different exposure, chip location, and detector configuration (Primini et al. 2011) . These simulations are constructed containing background only ("blank-sky"), with appropriate background data sets for the active chips derived using acis bkgrnd lookup. We should remind that for each observation in this paper, only the on-axis chips are used, including all four I chips if the aimpoint is on an I chip, and both S2 and S3 chips if the aimpoint is on S3 chip. The expected number of background events for each chip are firstly estimated from the chip nominal field background rate and different exposure times (∼ 10, 30, 60, and 120 ks), and the final numbers of events and their positions are simulated by random sampling, with the ratio of the expected number to the number of events in the corresponding blank-sky data set 2 . There are no nominal field background rate in 0.3-8 keV from the Chandra POG, and we use the estimates in the 0.3-10 keV, which may lead to an overestimated false source rate. The sky coordinates for each chip are re-computed and re-projected to the observed position on the sky with reproject events, and all these chips are re-assembled into a single event list using dmmerge.
The same Obsids in Primini et al. (2011) are chosen for simple comparisons. All simulated event lists are processed using the detection methods in this paper, and the false source rates derived from these simulations are shown in Table 2 . The false source rate is very high in each exposure for detections with low significance (σ < 3), while for detections with 3 ≤ σ < 5, it becomes appreciable when exposures are longer than ∼ 50 ks. The is no false detections with σ ≥ 5.
As discussed in Section 2.1, sometimes there is a stream of false detections along the chip edges, and these detections are removed in the virtual examination process. We plot the cumulative number of false detections as a function of detection significance for sources near and not near chips edges, respectively (Figure 14) . Here we define a source near chip edge if it is within about thirtytwo pixels (16") of any edge of a CCD, in which case the source may be dithered off the CCD during part of an observation. The false detections near edges are mostly faint detections (σ < 3). 
COMPARISON WITH PREVIOUS CATALOGS
To examine the quality and reliability of our catalog, we compared some properties of the Xray sources obtained here with previous studies. The CSC (Evans et al. 2010 ) is a project aiming to provide an all-inclusive, uniformly processed data set from Chandra archive observations. The latest version of CSC (V1.1) presents 106,586 X-ray sources from ACIS and High Resolution Camera imaging observations, about half of the number in this paper. Cross-correlation between our sources and the CSC sources yields ∼ 71,200 matches, and the results from our survey and the CSC project are compared to illustrate the differences. Figure 15 shows the offsets between our source positions and CSC source positions (solid line), with 90% less than 0.98 ′′ , and 99.9% less than 3 ′′ . The results from this paper are also compared to those from Liu (2011) , which leads to about 13,700 matches. The position offsets between these sources are very small, with 90% less than 0.96 ′′ , and 99.9% less than 3 ′′ . Therefore, the source positions derived in this paper are consistent with those from previous catalogs.
Individual observation can be used to scrutinize the detection differences, e.g., source numbers detected in the same observation. Five randomly selected observations (Obsid 88, 4499, 4931, 6792, and 7227) performed using ACIS-I chips are used to make the comparisons. The analysis in this paper yields 308 (100, 16, 43, 104, and 45 for individual observation) point sources from the five observations, and there are 178 sources with detection significance σ ≥ 5, 109 sources with 3 ≤ σ < 5, and 21 sources with σ < 3. CSC presents 233 (67, 14, 40, 93, and 19) sources, containing 208 sources with detection significance σ ≥ 5 and 25 sources with 3 ≤ σ < 5. Cross-correlation between these sources from this paper and CSC leads to 206 matches. For bright sources, CSC detects 167 among 178 sources with detection significance σ ≥ 5 in this paper, and our survey detects 192 among 208 sources with detection significance σ ≥ 5 in CSC. For faint sources, CSC only detects 38 among 109 our sources with 3 ≤ σ < 5, and 1 among 21 our sources with σ < 3; our survey detects 12 among 25 CSC sources with 3 ≤ σ < 5. From the matched sources, we can find that 25 sources with σ < 5 in our paper are classified as σ ≥ 5 in CSC. The most striking thing is we find more objects than CSC in the 3 ≤ σ < 5 realm. The false detections in these five observations are less than one using the false source rate shown in Table 2 , meaning that most of these sources (3 ≤ σ < 5) detected only in our paper are true sources. In summary, our survey detects almost all CSC bright (σ ≥ 5) sources, and detects more faint sources than CSC does (also reported in Liu 2011). In addition, for the 206 matches, the aperture-corrected net count rates from this paper are on average slightly higher (2%±13%) than those from CSC, which may be due to the wider energy bands adopted in this paper (0.3-8 keV) than CSC (0.5-7 keV), or different source region and background region apertures. 
SCIENTIFIC USE OF THE CATALOG
A full exploitation of the data presented in this work is far beyond the scope of the present paper. Here we would like to draw the reader's attention to some of the scientific topics that can be addressed using the catalogs.
Intra-observation Variability
As stated in Section 2.5, the Chandra observations are powerful for testing short timescale variability and the pulsation signal (Esposito et al. 2013a,b) of the sources. In this paper, some products are produced for this purpose, such as the binned light curves, the null hypothesis probability P K−S from K-S test, and the period significance from FFT. Take one X-ray source CXOJ141312.218-652013.81 for example (Figure 16 ), the binned light curve (acis12823.s3.src50) exhibits several X-ray eclipses during the 150 ks observation. The light curves for all detected sources and the total background of S3 chip are overplotted for comparison. The former includes a contribution from this source and distinctly vary with these strong eclipses, while the latter is nearly invariable in the observation, indicating that these eclipses are a behavior unique to this source itself instead being caused by background. The null hypothesis probability P K−S for this source is much smaller than 0.01, indicating strong variability. A possible signal is found in the power spectrum of the observation Obsid 12823, and the high peak shows an approximate period of ∼ 23.75±1.84 ks. The phase dispersion minimization method is then used to derive an accurate period of ∼ 26.22±0.74 ks, which is in agreement with previous studies (Esposito et al. 2015) . The folded light curve is also shown in Figure 16 .
Inter-observation Variability
The inter-observation variability is based on comparison of source fluxes from multiple observations in which the source is detected. In this work, about 99,647 sources were observed more than once, with 11,843 sources observed 10 times or more (Figure 17 ). The flux ratio F max /F min can be simply used as an extreme indicator of inter-observation variability, with F max being the maximum 0.3-8 keV flux from all detections, and F min being the minimum flux from all detections or upper limits. About 88,923 sources exhibit different F min and F max , including 61,623/33,531/19,324/1496 sources with F max /F min greater than 2/5/10/100, respectively.
As reported by Evans et al. (2010) , the inter-observation variability probability is quite different from the intra-observation variability probability. Mostly, the latter criterion can be used to determine a source to be constancy or variable within the time range of an observation, however, one can never declare that a source does not vary between different observations. About 5.9% (17,092/288,478) of the detected sources above 10 counts show intra-observation variability, as revealed by the K-S criterion (Section 2.5). This yields 13,040 independent sources, with 7259/4874/3389/439 sources also showing inter-observation variability with F max /F min ≥ 2/5/10/100. An example of long-term and significant variability is shown in Figure 18 . Combining with the long-term light curve, one can easily discover an outburst, study the temporal X-ray properties, and explore the emission/accretion mechanisms and the natures of an X-ray source (e.g., Kong & Di Stefano 2005; Mukai et al. 2005 ).
Supersoft X-ray Sources
The classification of the very soft X-ray sources have been described in Section 2.3, which lead to 1638 individual SSSs. These sources have extremely soft spectra with equivalent blackbody temperatures below ∼ 100 eV, and are considered as white dwarfs (WD) burning accreted materials on their surfaces (Kahabka & Ergma 1997) . Figure 19 shows the distribution of counts ratio C 0.1−0.5 keV /C 0.1−8 keV with flux for ∼ 900 detections of these SSSs. The flux is computed by fitting a blackbody model to the X-ray spectra, with extinction corrected. Three blackbody models with X-1. About 50 detected sources are located within a very soft region, with the fraction of counts C 0.1−0.5 keV greater than 50% of the counts C 0.1−8 keV , which may induce interesting sciences. Detailed studies on the X-ray spectra and spectroscopic follow-up are needed to categorize these soft objects and pinpoint their properties.
One special subclass of soft X-ray sources are the ULSs. These pointlike, extranuclear X-ray sources have peak bolometric luminosities up to 10 39 -10 41 ergs s −1 (Liu & Di Stefano 2008) . The ULSs are thought to be high-mass WDs burning matter accreted to the surface or intermediate-mass black holes (IMBHs) with sub-Eddington accretion (Kong et al. 2004 ). Both scenarios are exciting objects for astronomical studies: Type Ia supernova progenitors and the seeds of super-mass black holes. Recently, Liu et al. (2015) reported a discovery of relativistic baryonic jets from M81-ULS1, and the unusual combination of relativistic jets and persistently supersoft X-ray spectra raise a new challenge to the conventional theory of jet formation. Here we define ULSs as those with at least one supersoft phase in which L X (0.3-8 keV) exceeds 2 × 10 38 erg s −1 (Liu 2011 ), e.g., the Eddington luminosity for a WD. This leads to 166 ULSs within the D 25 isophotes of 80 galaxies, and 47 ULSs between the D 25 and 2D 25 isophotes of 38 galaxies, which are listed in Table 5 . 
SUMMARY AND CONCLUSIONS
The Chandra archival data is a valuable resource for various studies on different topics of X-ray astronomy. In this paper, we have reduced and analyzed 10,029 observations performed by ACIS, including 8255 ACIS-I observations and 9388 ACIS-S observations. For each observation, the on-axis chips are used, including both S2 and S3 chips when the aimpoint is on S3 chip, and all four I chips when the aimpoint is on an I chip. The exposure times for the selected observations range from 50 s to 190 ks, with a total of 221,851 ks.
The purpose of this work is to create a catalog of all point like sources detected in these observations. To this purpose, uniform data reduction and analysis procedures were applied to all the fields, including detecting and visually checking point sources, estimating the source counts and colors, checking the source variability, and computing the source spectrum and flux. The total number of point like objects detected is 363,530, and the final catalog comprises 217,828 distinct sources, which is twice the size of the CSC (Version 1.1). Cross-correlation of these sources with galaxy isophotes yields 17,828 sources within the D 25 isophotes of 1110 galaxies, 7504 sources between the D 25 and 2D 25 isophotes of 910 galaxies, and 194 sources between the 2D 25 and 3D 25 isophotes of 162 galaxies. Contamination analysis using the logN -logS relation shows that 51.3% of sources within 2D 25 isophotes are truly associated with galaxies, and the fraction increases to 58.9%, 67.3%, and 69.1% for sources with luminosity above 10 37 , 10 38 , and 10 39 erg s −1 .
The catalogs can be used to address a wide range of scientific questions by a broad-based group of scientists. Among the possible scientific uses, we discussed the possibility to study intraobservation variability, inter-observation variability, and SSSs. About 9,650 detected sources above 10 counts are regarded as variable within one observation with the K-S criterion. Fourier power spectra were computed for 24,247 light curves with more than 200 photons, which would be very useful to search for coherent or quasi-coherent signals. There are 99,647 sources observed more than once and 11,843 sources observed 10 times or more, and about 88,923 sources possess different F min and F max , including 61, 623, 33, 531, 19, 324 , and 1496 sources with F max /F min larger than 2, 5, 10, and 100. There are 1638 individual objects classified as SSSs, corresponding to ∼ 2350 detections. About 50 detections show extreme soft X-ray feature, for which the fraction of counts in 0.1-0.5 keV is greater than 50% of the counts in 0.1-8 keV. Detailed studies on the X-ray spectra and spectroscopic follow-up are strongly recommended to categorize these soft objects and pinpoint their properties. Furthermore, this survey can enable statistical studies on many aspects, such as X-ray activities in different types of stars, X-ray luminosity functions in different types of galaxies, and multi-wavelength identification and classification on different X-ray populations. , et al. 2011, ApJS, 195, 10 Yang, Y., Mushotzky, R. F., Steffen, A. T., Barger, A. J., & Cowie, L. L. 2004 , AJ, 128, 1501 Young, A. J., Lee, J. C., Fabian, A. C., et al. 2005, ApJ, 631, 733 This preprint was prepared with the AAS L A T E X macros v5.2. -38 - 
