Abstract-The majority of computer vision applications assume that the camera adheres to the pin-hole camera model. However, most real optical systems will introduce some undesirable effects, rendering the assumption of the pin-hole camera model invalid. By far the most evident of these effects is radial distortion, particularly in fish-eye camera systems where the level of this distortion is relatively extreme. The aim of fish-eye distortion correction is, therefore, to transform the distorted view of fish-eye cameras to the desired rectilinear pin-hole perspective view. To perform this distortion correction, several authors have developed models of fish-eye distortion. It is the aim of this paper to examine the accuracy of several of the polynomial-based models against the equidistance mapping function, which is the most common mapping function that fish-eye lenses are designed to follow. __________________________________________________________________________________________ I INTRODUCTION In [1], the authors described in detail the visual effects of fish-eye lenses. Particular emphasis was placed on radial distortion, which is by far the most evident of the distortions introduced by fish-eye lenses. It is the aim of this paper, therefore, to build on that work by numerically validating several of the radial distortion models described in that paper. Figure 1 shows an example of equivalent full-circle and full-frame fish-eye images.
I INTRODUCTION
In [1] , the authors described in detail the visual effects of fish-eye lenses. Particular emphasis was placed on radial distortion, which is by far the most evident of the distortions introduced by fish-eye lenses. It is the aim of this paper, therefore, to build on that work by numerically validating several of the radial distortion models described in that paper. Figure 1 shows an example of equivalent full-circle and full-frame fish-eye images.
Distortion compensation is the means by which a distorted image is converted to its ideal, undistorted equivalent. This is achieved by transforming points in the distorted image using a mathematical description of the distortion as a basis for the image transformation. Several authors have published various models of the distortion introduced by standard, wide-angle and fish-eye lens camera systems. In this paper we examine several of these models, and compare their accuracy with distortion curves of a range of cameras with different fields-ofview (FOVs). In particular, we examine them against the equidistance distortion function, as this is the most popular distortion function that fish-eye lenses are manufactured to follow.
It is important to note that, in this paper, we do not examine the accuracy of the distortion calibration methods. That is, we do not examine the methods in which previous authors have extracted the distortion coefficients for any of the given distortion models. Rather, we extract what we assume to be the optimal distortion coefficients using nonlinear least squares curve fitting to the distortion function for each of the distortion models. We then examine the error in using these distortion models with their given optimal coefficients.
In Section II, we describe the equidistance distortion function that describes the conversion from rectilinear image space to distorted equidistance image space. In Section III, we examine three models of radial distortion, and compare their accuracy against the equidistance distortion function. The models we describe are the standard odd-order polynomial model [2] , the division model [3, 4] and the Polynomial Fish-eye Transform (PFET) [5, 6] . Several other models exist, such as the Fish-eye Transform (FET) [5] and the Field-of-view Model [7] , and the methods described here could be extended to describe these models as well. Finally, in Equivalent full-circle and full-frame fish-eye images.
Section IV, we examine the case of full-frame fisheye cameras, and the effect on the distortion curve and model fits.
II EQUIDISTANCE DISTORTION FUNCTION The lens distortion function describes the relationship between the undistorted radial distance of a projected ray, r u , and the corresponding distorted radial distance, r d . Perspective projection for a rectilinear pin-hole camera is described by the following mapping function [2] :
where f is the focal length of the pin-hole camera and  is the incident angle (in radians) of the ray against the optical axis of the camera. However, for equidistant fish-eye camera systems, projections onto the image plane are described by the following mapping function [2, 8] (Figure 2 ):
The distortion function for an equidistant fish-eye camera system can be derived by combining (1) and (2):
This is the conversion between the rectilinear space described and the equidistant distorted space.
III RADIAL DISTORTION MODELS In this section we discuss various models of the lens distortion function for fish-eye lenses. The accuracy of the models is discussed in terms of the error between the distortion curve calculated using (3) for various FOVs, and the curve calculated using each model. The error can be quantified using the Root Mean Square Error (RMSE) defined as:
where r d,model is the distorted radial distance as calculated by one of the models discussed and r d is given by (3) . Both are functions of the undistorted radial distance r u .
The RMSE calculated is assumed to be the RMSE for the best fit of each model (i.e. the optimally chosen parameters) against the distortion function. The optimal parameters are chosen by minimising (4), using the cftool function in MATLAB. The parameters returned by the MATLAB function are assumed to be the optimal parameters for that distortion model. For the moment, we examine the distortion functions of cameras with up to 179 FOVs (i.e. "full-circle" fisheye cameras).
a) Odd-order polynomial
The standard model for radial distortion is an oddordered polynomial, as described by Slama in [2]:
where  are the coefficients of the polynomial.
Figures 3(a)-(c) shows a set of curves in the form of (5) of various orders when fit to the distortion curve using the MATLAB cftool function. For example, it is possible that the radial distortion introduced by a 140 FOV camera can be accurately modelled using a ninth order version of (5). However, it can also be seen that for very wide-angle fish-eye cameras (e.g. 160 and 170), considerable "ripple" remains in the fit, even up to the 17th order approximation.
b) Polynomial fish-eye transform
Since an odd-order polynomial model fails to model the distortion introduced by very wide FOV equidistant cameras, a polynomial that uses both odd and even coefficients has been proposed [5, 6] . Basu and Licardie referred to this as the Polynomial FishEye Transform (PFET) [5] :
A comparison of this model with the original distortion curve for several FOVs is shown in Figures 3(d) -(f). It can be seen from this figure that the polynomial model of fish-eye distortion is generally quite accurate across a range of FOVs, except for the very widest FOV. For example, the RMSE from a 5 th order polynomial is less than 0.03 for all FOVs shown, including the 179 distortion curve (Figure 3(f) ).
c) Division Model
The first order division model can be described as [3, 4] :
Unlike the other models, the division model was initially described as the undistorted radius being a function of the distorted radius, and was named for The division model has subsequently been used in [9, 10] . It is also commonly used where extraction of distortion parameters is performed using circle fitting [4, 11] , as the projection of a line in 3-D space onto the division model image plane results in an arc of a circle on that image plane. Figures 3(g)-(i) show the division model fits to the 140 and 170 FOV distortion curves, as well as the error of the fits between 80 and 179. It is interesting to note that the RMSE shown in Figure 3 (i) for the division model decreases significantly at the highest FOVs, as the majority of the error occurs in the non-linear sections of the distortion curve. Thus in distortion curves with higher linear sections that correspond to wider FOVs; the overall error tends to be reduced significantly.
IV FULL-FRAME FISH-EYE CAMERAS When correcting real images using the models described in previous sections, the image boundary on the image plane needs to be examined. As can be seen from Figure 1 , if the entire fish-eye image circle is captured by the sensor, there is a relatively large portion of the image sensor that is unused outside the image circle. Full-frame fish-eye images are often more desirable, given that the entire image sensor is utilized in the capture of the image. When the fullframe distorted image is corrected for radial distortion, the corrected image boundary has a "pincushion" shape. In most cases, the pin-cushion "arms" are undesirable, and are removed from the output image by cropping. Thus, the desired output image boundary is the largest rectangle that fits within the pin-cushion shape of the corrected image boundary, as shown in Figure 4 (b). The impact of using this approach (as opposed to the full-circle approach used in Section III) on modelling error will now be discussed. When we examine the distortion curve for such cases, we are primarily interested with the distortion that lies within the output image boundary. For cameras with large FOVs, this distortion can be considerably less than the distortion of the entire image circle. For example, in Figure 4 (a), the distortion curve for the entire image circle of a 150º FOV camera is shown, with the portion of that distortion curve that lies within the full-frame output image boundary shown in grey. This reduced region of interest will have a considerable effect on the ability of particular distortion models to model the radial distortion curve. For example, in Figure 5 (a)-(c) the error in the odd-order polynomial fits is considerably lower than when the entire image circle is considered (Figures 3(a)-(c) ), as might be expected. Thus, lower orders of the odd-order polynomial can be used for correction of the image.
From Figure 5 (b), it can be seen that a 9 th or 11th odd-order polynomial returns considerably smaller error when fit to a 170º FOV camera, in comparison to the 17 th odd-order polynomial from Figures 3(b) . If the PFET is used to model the distortion, it can be seen from Figure 5 (f) that using just a 3 rd order PFET has RMSE of less than 0.004 for all FOVs up to 179º. The division model returns a lower RMSE than all but the highest order PFET and odd-order polynomial models for all FOVs. This can be seen in V DISCUSSION AND CONCLUSIONS In this paper, we have examined several models for the distortion introduced by equidistance fish-eye cameras, and have compared each model with the distortion functions of several different FOV cameras. While the choice of model is dependent upon the implementation constraints and the requirements for the final output image, this paper has discussed ways in which this choice can be objectively made. We described the potential accuracy of the distortion models, assuming that the model parameters can be estimated with a reasonably high degree of accuracy, but did not investigate the accuracy of fish-eye calibration algorithms, which is an essential step in the correction of fish-eye radial distortion. Figure 6 shows the correction of the full-circle 180º FOV image shown in Figure 1 . Figure 6 (a) shows the original 180º FOV image, whereas Figure  6 (b) shows the correction using the distortion function for a 180º FOV camera. While the distortion correction is correct, in so far as distorted lines are straightened, the geometric effect of pinhole projection is such that an off-axis object will appear larger than an object closer to the optical axis, with this size theoretically increasing to infinity at 90º off axis. Additionally, there is a serious issue with the reduction in resolution in the correction, due to the inherent "stretching" of the image. This makes the resultant undistorted image mostly unusable. Figure  6 (c) shows this same image, corrected using the distortion function for a 170º FOV camera. While it is evident that much distortion remains, the effects discussed are not as pronounced. Thus it becomes obvious that the correction of a full-circle fish-eye image is not practical for the majority of applications, as the resultant image is largely unusable. Figures 6(b) -(c) demonstrate the problem of correcting a wide FOV, full-circle fish-eye image. When correcting for distortion, it is often more desirable to use a subsection of the image circle. As described in the previous section, this can take the form of a full-frame fish-eye image. Figure 7 shows a full-frame checkerboard pattern captured using a fish-eye camera with a 170º diagonal FOV, as well as the full-frame image from Figure 1 . Also shown are these images corrected using the various distortion models. In comparison to the corrected full-circle images, it is obvious that these corrected images are more useful.
The examples shown in Figure 7 subjectively support the objective descriptions in the previous sections. For example, the slight ripple evident in the best fit of the odd-order polynomial and PFET fits manifest themselves in the images corrected using those models (particularly evident in the horizon in Figure 6 (f)-(g)). Subjectively, the division model appears to return the corrected image with highest rectilinearity, which also supports the results from the previous section, which show that the Division model is the most accurate, returning the lowest RMSE for both full-frame and full-circle fish-eye images over all FOVs.
Overall, we have presented a method by which certain features of the presented models can be compared and reviewed for equidistant cameras. We did not do a comparison of models for fish-eye cameras using mapping functions other than equidistant, such as orthographic, equisolid or stereographic [8] , though the same method can be applied to these mapping functions. There are also several other radial distortion models, as previously mentioned, that could be examined in a similar manner as the polynomial models in this paper. Additionally, future research in this area will involve the extraction of the distortion curves from a set of real fish-eye lensed cameras, with the intention of examining the accuracy of the distortion models against real ground-truth data, as opposed to the modelled data presented in this paper.
