Abstract. In this paper we study the controllability problem for a system that models the vibrations of a controlled tree-shaped network of vibrating elastic strings. The control acts through one of the exterior nodes of the network. With the help of the d'Alembert representation formula for the solutions of the 1-d wave equation we find certain linear relations between the traces of the solutions at the nodes of the network. These relations allow to prove a weighted observability inequality with weights that may be explicitly computed in terms of the eigenvalues of the associated elliptic problem. We characterize the class of trees for which all the those weights are different from zero what leads to the spectral controllability of the system. Besides, we consider the same one-node control problem for several networks that are controlled simultaneously.
1. Notations and statement of the problem.
1.1. Notations for the elements of the graph. In this section, we introduce precise notations for the elements of the rest configuration graph. This is needed to write the equations of the motion of the network in a way that takes into account the topological structure of the graph.
Let A be a planar, connected graph without closed paths. According to the usual terminology in Graph Theory, those graphs will be called trees. By the multiplicity of a vertex of A we mean the number of edges that branch out from that vertex. If the multiplicity is equal to one, the vertex is called exterior, otherwise, it is said to be interior. We assume that the graph A does not contain vertices of multiplicity two, since they are irrelevant for our model.
In what follows, we describe a procedure for indexing the edges and vertices of the graph. In Figure 1 .1 an example is given of a tree with indices defined according to this rule. First, we choose an exterior vertex and denote it by R. It is called the root of A. The remaining edges and vertices will be denoted by eᾱ and Oᾱ, respectively, whereᾱ = (α 1 , . . . , α k ) is a multi-index (possibly empty) of variable length k defined by recurrence for every edge in the following way.
For the edge containing the root R we choose the empty index. Thus, that edge is denoted by e and its vertex different from R is denoted by O.
Assume now that the interior vertex Oᾱ, contained in the edge eᾱ, has multiplicity equal to mᾱ+1. This means that there are mᾱ edges, different from eᾱ, that branch out from Oᾱ. We denote these edges by eᾱ •β , β = 1, . . . , mᾱ and the other vertex of the edge eᾱ •β by Oᾱ •β . Here,ᾱ • β represents the index (α 1 , . . . , α k , β), obtained by adding a new component β to the indexᾱ = (α 1 , . . . , α k ). In general, ifᾱ = (α 1 , . . . , α k ) andβ = (β 1 , . . . , β m ), thenᾱ •β will denote the multi-index of length k + m defined byᾱ •β = (α 1 , . . . , α k , β 1 , . . . , β m ).
Let now M be the set of the interior vertices of A and S the set of exterior vertices, except R, and define I M = {ᾱ; Oᾱ ∈ M} , I S = {ᾱ; Oᾱ ∈ S} , which are the sets of the indices of the interior and exterior vertices, except R, respectively. Note that with these notations, we admit the empty multi-index, which corresponds to the vertex O and belongs to one of the sets I M or I S . Finally, I = I S I M is the set of the indices of all the vertices, except that of the root R.
Further, forᾱ ∈ I M , the sets Aᾱ = eᾱ •β ;ᾱ •β ∈ I are called sub-trees of A. Note that Aᾱ is formed by the edges having indices with a common initial partᾱ. This means that Aᾱ is also a tree branching out from the vertex of eᾱ different from Oᾱ. Then, if one chooses that vertex as the root Rᾱ of Aᾱ and denotes by eᾱ β the edge with indexβ in Aᾱ according to the numbering rule defined above for trees, it holds that
In order to prove properties of trees, we shall often proceed by induction with respect to the largest length of the indicesᾱ used to number the edges according to the procedure described above. To do this we should prove that: (1) the property is true for the simplest case of a one-edged tree, (i.e., the corresponding network is formed by a single string) and also that: (2) if the property is true for all the sub-trees A 1 , . . . , A m branching out from O, then it is also true for the whole tree A. In what follows such process will be called simply induction.
Besides, the length of the edge eᾱ will be denoted by ᾱ . Then, eᾱ may be parameterized by its arc length by means of the functions πᾱ, defined in [0, ᾱ ] such that πᾱ( ᾱ ) = Oᾱ and πᾱ(0) is the other vertex of this edge.
Finally, we denote by L A and Lᾱ,ᾱ ∈ I, the sum of the lengths of all the edges of the tree A (i.e., the total length of A) and of its sub-trees Aᾱ, respectively.
The equations of the motion of the network.
With the notations introduced above we can write the equations that describe the motion of the network.
Let uᾱ(t, x) : R × [0, ᾱ ] → R be the transversal displacement of the string with indexᾱ with respect to the rest position. These functions allow to identify the network with its rest graph. In this sense, the vertices of A are called nodes and the edges, strings.
For everyᾱ ∈ I, the function uᾱ(t, x) is assumed to satisfy the 1-d wave equation forᾱ ∈ I M . The conditions (1.2), (1.3) express the network continuity and the balance of forces at the interior nodes, respectively. At the root R the deformation of the string e is determined by a "control" v:
u(t, 0) = v(t) in R; (1.4) while the remaining exterior nodes are fixed:
uᾱ(t, ᾱ ) = 0 in R ifᾱ ∈ I S . (1.5)
Besides, the initial displacement and velocity of the strings (i.e., the initial state of the system) are given
Now we provide a functional setting for problem (1.1)-(1.6). Assume the set of indices I has been ordered in some way. Then denote byū the vector function with components uᾱ,ᾱ ∈ I and define the Hilbert spaces
uᾱ( ᾱ ) = 0 forᾱ ∈ I S and u(0) = 0},
endowed with the natural product structures of those of
) has a unique weak solution, defined by transposition, that verifies
While, if the function v is equal to zero in the interval [0, T ] andū 0 = (uᾱ 0 )ᾱ ∈I ∈ V ,ū 1 = (uᾱ 1 )ᾱ ∈I ∈ H then the system (1.1)-(1.6) has a unique solution that satisfies
(see, [7] chapter III for details).
In this latter case, the solutionū of (1.1)-(1.6) is expressed in terms of the initial dataū 0 ,ū 1 by the formulaū
In (1.7), λ k := √ µ k , where {µ k } k∈Z+ is the increasing (and positive) sequence of the eigenvalues of the elliptic operator defined by the system (1.1)-(1.5) and {θ k } k∈Z+ is the corresponding sequence of eigenfunctions, chosen to be an orthonormal basis of H, while {u 0,k } k∈Z+ , {u 1,k } k∈Z+ are the sequences of Fourier coefficients ofū 0 andū 1 with respect to that basis.
Statement of the problem.
Our main goal is to study the controllability problem for the system (1.1)-(1.6). That is, given T > 0 andū 0 ∈ H,ū 1 ∈ V , to choose the control function v ∈ L 2 (0, T ) such that the solution of (1)-(1.6) with initial dataū 0 ,ū 1 verifies
i.e., it reaches the rest at the time T . When this is possible, we say that the initial state (ū 0 ,ū 1 ) is controllable in time T . Let W T ⊂ H × V be the set of controllable initial states in time T . If W T = H × V the system is said to be exactly controllable in time T and if W T is dense in H × V it is said to be approximately controllable.
A simple application of the Hilbert Uniqueness Method (HUM) of J.-L. Lions (see [8] ) allows to show that if there exist positive numbers c n , n ∈ Z + such that 8) for every solutionū of (1.1)-(1.6) with v = 0 and initial 9) verifies W ⊂ W T , i.e., all the initial states from W are controllable in time T .
In particular, if (1.8) holds, W T contains, for every T ≥ T , the space Z × Z, where Z is the set of all finite linear combinations of the eigenfunctions {θ k } k∈Z+ . In that case it is said that the system is spectrally controllable in time T . The space Z × Z being dense in H × V , the spectral controllability obviously implies the approximate controllability and is apparently stronger. We shall show, however, that these two properties coincide for the networks considered here. This will imply that a network is approximately controllable in some time T if and only if all the initial states (φ, ψ), where φ and ψ are eigenfunctions, are controllable in time T .
The main result of this paper is contained in Theorem 5.1 of Section 5, where we prove an inequality like (1.8) for any T ≥ 2L A (i.e., when the control time is at least twice the sum of all the lengths of the strings of the network) and with coefficients c n , which may be explicitly computed in terms of the eigenvalues µ n . In general, a tree is said to non-degenerate if an inequality like (1.8) is true with coefficients, which are all different from zero. In the subsection 5.2 we give a characterization, in terms of the eigenfunctions of the associated elliptic problem, of non-degenerated trees.
Moreover, it turns out that, if some of the coefficients vanishes (i.e., if the tree degenerates) then there exist eigenfunctions vanishing identically at the controlled string. It is very well known that this fact implies that the space of controllable initial data is not dense in H × V . Therefore, if some inequality (1.8) takes place in this case then, necessarily some of the coefficients vanish (otherwise the system would be approximately controllable). Thus, Theorem 5.1 will provide an inequality (1.8) with non-zero coefficients whenever one such inequality exists.
If we were able to establish uniform lower estimates of the form
, where W α is the domain of the α-power of the of the elliptic problem defined by (1.1)-(1.5), and we would obtain an explicitly characterized space of controllable initial states. This has been done in [4] for star-shaped networks under suitable assumptions on the lengths of the strings. However, even in that simple case, the results are based on deep facts from number theory concerning the uniform approximation by rational numbers and thus, it is unlikely to expect similar results in the case of general trees.
The results of this paper were essentially announced in [6] . We should also remark that the similar problem of simultaneous controllability of networks (see Section 7 below) has been considered by several authors for the case of one-string networks in, e.g., [1] , [2] and [3] . The main tool used in those papers is the Ingham inequality for sums of complex exponentials and some far-reaching its generalizations. In [5] we used the method presented here, what considerably simplified the solution of the problem.
Additional notations.
For technical purposes, we consider also solutionsū of (1.1) such thatūᾱ ∈ C 2 (R × [0, ᾱ ]), which verify (1.2), (1.3) and (1.5), but not necessarily (1.4). That is,ū is a smooth solution that satisfies the boundary conditions at all the nodes, except possibly, at the root R. We shall briefly refer to such solutions as solutions of (N).
To simplify the notations we introduce for a solutionū of (N) the functions
forᾱ ∈ I. These functions are the velocity and the tension at the extremes of the edge eᾱ. According to the coupling conditions (1.2)-(1.3), it holds that
Ifw(t) is a function on the tree A we define the energy ofw in the edge eᾱ by
and by
the energy ofw in the whole tree. We will also use the notation Eᾱ ω for the total energy ofω in the sub-tree Aᾱ.
For the solutions of (N) a simple expression for the energy is obtained. It takes place Proposition 1.1. Ifū is a solution of (N) then, for any 
Formula (1.13) is then obtained from the definition of Eū, taking into account the coupling conditions at the interior vertices. Remark 1. From the previous proposition follows that, for the solutions of (1.1)-(1.6) with v = 0, the energy is conserved. In this case, as a consequence of the expansion (1.7), the energy of the solution u with initial dataū 0 = n∈Z+ u 0 nθn ,ū 1 = n∈Z+ u 1 nθn may be expressed by the formula
(1.14)
2. The operators P and Q. In this section we define two linear operators P and Q that allow to express the relation
between the velocity and the tension of the solutions of (N) at the root of the tree. These operators will play an essential role in the proof of the main results, so we study them in detail. In particular, we need information on how they act on the traces Fᾱ and Gᾱ of the other components of the solution at the interior nodes. First, P and Q are constructed for a string. Then, using a recursive argument, they are obtained for general trees. 
from which, after differentiation, we get the equalities
Now let the functions F, G, F , G be defined as in (1.10), (1.11) , that is,
With these notations, formulas (2.3) for x = can be written as
where + , − are the linear operators acting on a time depending function f , according to
If u is a solution of (N) for a one string network then u satisfies for x = homogeneous Dirichlet boundary condition G = 0 and the equality (2.5) becomes
what provides a relation of type (2.1) with P = + , Q = − . The following proposition is a classical result on the observability of 1-d waves from the boundary. It is easily proved using the d'Alembert representation formula.
Proposition 2.1. If u(t, x) satisfies the wave equation
Proof. In view of (2.3), it holds that
We remark in the next proposition a simple fact that is widely used in what follows. Proposition 2.2. Let w(t, x) be a function defined in R × [0, ]. Then,
(Here, the operators ± act on the variable t, i.e.,
2.2. Operators of type S. As stated above, we are interested not only in the existence of the operators P and Q satisfying (2.1), but also in their structure. That is why we consider a class of linear operators that are linear combinations of certain shift operators. This allows to describe some properties of the operators P and Q that we shall use later.
For the real number h we denote by τ h the shift operator defined by τ h f (t) := f (t + h). As we shall be concerned only with algebraic properties of those operators, we may assume τ h to act on the vector spaces of mappings f = f (t) : R → W, where W is a vector space.
Let Λ = { 1 , . . . , n } be a set of positive numbers, not necessarily different. In what follows, whenever a set is denoted by Λ we tacitly assume that it may contain repeated elements. IfΛ = ˜ 1 , . . . ,˜ n is another such set, we use the notation Λ Λ for the set { 1 , . . . , n ,˜ 1 , . . . ,˜ n }, which once again may contain repeated elements. We set
(the set all linear combinations of shift operators τ h with h ∈ H Λ ) where
Observe that the set H Λ contains at most 2 n elements, so S(Λ) is of finite dimension. For an operator B ∈ S(Λ) we shall write s(B) := s(Λ) := n i=1 i . We say that B is of type S if B ∈ S(Λ) for some set Λ.
The operators + and − , defined in the previous section by (2.6), can be expressed as
so they belong to S({ }).
We gather in the following two propositions some elementary properties of the operators of type S, which will be used in the proof of our main results. Proposition 2.3. (i) B ∈ S(Λ) if, and only if, it may be written as a linear combination of operators of the form
n , where ± means that we choose one of the operators
If B is an operator of type S with s(B) = s then there exist positive constants C 1 , C 2 , depending only on the coefficients of B, such that
for all the functions f for which the integrals are defined
When n ≥ 2 it suffices to iterate this inequality taking into account Proposition 2.3(i). Note that C 1 may be chosen as the maximum of the squares of the coefficients of B in the representation of B given by Proposition 2.3(i) and thus, C 1 depends only on B.
(ii) Is an immediate consequence of the Proposition 2.2.
The next proposition plays a crucial role in this paper.
for any continuous function u satisfying Bu ≡ 0. Proof. We shall prove that, for any natural number n and any function u satisfying Bu ≡ 0, it holds that
where γ is a positive constant depending only on B. Clearly, the assertion of the proposition immediately follows from inequality (2.7). If Bu ≡ 0, i.e., 0 = h∈HΛ c h τ h u(t) = h∈HΛ c h u(t + h), then, replacing the variable t by t − ( 1 + · · · m ) and taking into account that c 1+··· m = 0 we get
where
From (2.8) and the Cauchy-Schwartz inequality it follows
, and therefore,
This fact implies that
On the other hand, from (2.9) it follows that
Now, taking into account (2.10), the previous inequality becomes
From this latter inequality we obtain 2.3. Construction of P and Q in the general case. The construction of P and Q will be done by induction. We remind that such operators have already been constructed for a network consisting of a single string.
We shall denote by Λ i the set of all the lengths of the strings of the sub-tree A i and by Λ A that of all the lengths of the tree A. Suppose that for the sub-trees A i , i = 1, . . . , m, we have already constructed the operators P i , Q i that belong to S(Λ i ) and verify
where G i and F i are the velocity and the tension at the root of the sub-tree A i , i.e., at the vertex O of A.
We define the operators
(here the products denote the composition of operators). Proposition 2.6. The operators P and Q defined by (2.12)-(2.13) belong to S(Λ A ). Ifū is a solution of (N) then PG + QF = 0.
Proof. To prove that P, Q ∈S(Λ A ), it suffices to observe that, according to Proposition 2.3, all the terms of the sums in (2.12) and (2.13) belong to S({ } Λ 1 ... Λ m ) = S(Λ A ). Using (2.4)-(2.5), the coupling conditions (1.12) between the strings may be expressed as
From (2.12)-(2.13) we have
Then, using formulas (2.14),
where the last equality follows from the hypotheses (2.11). Thus, P and Q, defined by (2.12)-(2.13), satisfy (2.1).
Remark 3. From the definition, an S(Λ)-operator B may be written in the form
In general, this representation is not unique, since some elements of H Λ may coincide. However, the coefficient c s(B) = c 1+···+ m , corresponding to the largest value of h, is determined in a unique way, as 1 + · · · + m cannot be equal to another element of H Λ . Besides, it is easy to see that c s(B) is a multiplicative function, i.e., if B 1 and B 2 are S-operators with s(B 1 ) = s 1 and s(B 2 ) = s 2 then c s1+s2 (B 1 B 2 ) = c s1 (B 1 )c s2 (B 2 ). In the next proposition we study this coefficient for the operators P and Q.
Proof. We proceed by induction. For a string,
. This implies c (P) = c (Q) = 1 2 . Now assume the assertion is true for the sub-trees A 1 , ..., A m . It means that
where, as above, L i is the sum of the lengths of all the strings of the sub-tree A i . Then, from formula (2.12) and the assumption (2.16)
In the same way it may be proved that
what completes the proof.
2.4. The action of P and Q on the tensions and velocities at the interior nodes. For the indexᾱ = (α 1 , ..., α k ) ∈ I we denotẽ Λᾱ := { , α1 , α1,α2 , ..., α1,α2,...,α k−1 }.
Observe thatΛᾱ is the set of the lengths of the strings forming the unique simple path that connects the root R with the sub-tree Aᾱ . For completeness we take for the empty indexΛ = ∅. The following proposition gives information on how the operators P and Q act on traces of the components of a solution at the interior nodes of the network.
Proposition 2.8. For anyᾱ ∈ I there exist operators Lᾱ ∈ S(Λ A Λᾱ ) such that, for any solution of (N)
Proof. We proceed by induction. Note that from the relation PG + QF = 0, it follows that when α is the empty multi-index the property is true with L = − P ∈ S(Λ A ) = S(Λ A Λ ). In particular, for a single string the assertion of the proposition holds.
Suppose now that the operators Lᾱ have been already constructed for the sub-trees A i , i = 1, ..., m, of A. This means that we have for i = 1, ..., m, the operators L iᾱ ∈ S(Λ i Λ iᾱ ) such that
whereΛ iᾱ is the set defined asΛᾱ for the sub-tree A i and P i , Q i are the operators P, Q corresponding to that sub-tree.
Then, using relation (2.13),
In a similar way, it may be obtained that
Thus, we arrive to the recursive formula
from which, in particular, according to Proposition 2.3, it holds that the operators
. This proves the proposition. The action of P and Q on the velocities Gᾱ may be described in a similar way: Proposition 2.9. For anyᾱ ∈ I there exist operators Kᾱ, Kᾱ ∈ S(Λ A Λᾱ ) such that, for any solution of (N)
Proof. From the relation PG + QF = 0 it follows that for the empty multi-index K = Q and K = −Q. For the remaining indices the operators Kᾱ and Kᾱ are constructed by recurrence. Assume that for the indexᾱ the operators Kᾱ and Kᾱ, verifying the conditions of the proposition, have been already constructed.
Then, for the indicesᾱ • i with i = 1, . . . , mᾱ, we have that
where Lᾱ is the operator constructed in the previous proposition.
In an analogous way it may be obtained that
Then, the needed operators may be constructed by the rules
(2.17)
As in the proof of the Proposition 2.8, from the relations (2.17)-(2.18) it holds, in particular, that the operators Kᾱ •i and Kᾱ •i belong to S(Λ A Λᾱ •i ).
2.5. Action of P and Q on the solution. Ifū is a solution of (N) and B is an operator of type S, then, due to the linearity of B and (N), Bū is also a solution of (N). Moreover, if G Bū α and F Bū α ,ᾱ ∈ I, denote the velocity and strength traces of the strings at the vertices of the network for the solution Bū, then
That is true, in particular, when B is one of the operators P or Q. The following lemma contains a fundamental technical step in our construction Lemma 2.10. There exists a constant C, independent ofū, such that
(i) Fix T * ∈ R. We shall prove first that
As a consequence of the Propositions 2.8 and 2.9 we have QFᾱ = LᾱG, QGᾱ = KᾱG, PFᾱ = −LᾱF, PGᾱ = KᾱF forᾱ ∈ I. Then, from Propositions 2.1 and 2.4(i) it follows that
where, as above, Eᾱ is the energy of the solution in the string eᾱ.
It suffices to note that E = ᾱ∈I
Eᾱ to obtain the inequalities (2.20).
(ii) Now we prove that these inequalities remain true for all
(in the last step we have used Proposition 2.4(i) and the result of (i)). For the operator Q the proof is similar. Remark 4. Whenū is a solution of (1.1)-(1.5) (i.e., G ≡ 0), Lemma 2.10 gives E Qū (t) = 0. This implies that Qū(t) = 0. This relation may be viewed as a generalization of the time periodicity property of the solutions of the 1-d wave equation with homogeneous Dirichlet boundary conditions, which with our notations may be written as − u(t) = 0. As we have shown in Proposition 2.5, this generalized periodicity implies that all the essential L 2 information onū is contained in an interval of length 2L A .
3. The main theorem. For every non-empty multi-indexᾱ = (α 1 , ..., α k ) ∈ I we define the operator Dᾱ by
and for the empty index D is the identity operator. We recall that Qβ is the operator constructed in the previous section for the sub-tree Aβ and that the products in (3.1) denote the composition of operators.
Note that for everyᾱ ∈ I the operator Dᾱ is of type S with s( Dᾱ) < L A . It holds Lemma 3.1. There exists a positive constant C, such that for everyᾱ ∈ I S and every solutionū of (N)
for any t ∈ R. Proof. We proceed by induction. For the case of a single string the assertion is an immediate consequence of the Proposition 2.1.
Let nowᾱ = (α 1 , ..., α k ) ∈ I S and assume that the assertion of the theorem is true for the sub-tree A α1 . That implies that
for any solutionū of (N), where
is the operator Dᾱ for the sub-tree A α1 withᾱ = (α 2 , ..., α k ). First, we estimate the energy E α1 Dᾱū of Dᾱū on the sub-tree A α1 . To do this, we set
Note that these functions are also solutions of (N). They verifyω = Q iωi and
Besides, from (3.2)
But, from the coupling formulas (1.12) we obtain that
so that it holds
and then, using the equalities (3.8), (3.6) gives
and this implies
Now, from the definition ofω and the formulas (2.4), (2.5) we have
and consequently
Observe that the operators ( m j=1, j =α1 Q j ) + and ( m j=1, j =α1 Q j ) − are of type S with s < L A − L α1 so that, the latter inequality combined with Proposition 2.4 provides
In a similar way it may be proved that
Therefore, these three inequalities together with (3.5) and (3.9) give
Now we proceed to estimate the energies E i Dᾱū of Dᾱū on the remaining sub-trees A i (i.e., for i = α 1 ). According to Lemma 2.10, applied toω i in the sub-tree A i , it holds that for every t in
for i = 1, . . . , m. Taking into account that
we get from (3.11) and Proposition 2.4(i)
(here we have used the fact that the operators applied to F and G in the right hand term of (3.12)
) we obtain, after choosing t = t,
Finally, from Proposition 2.1 we obtain that the component u ofū verifies, for every t
Thus, using Proposition 2.4(ii), it holds that
and, since s(Dᾱ) < L A , this is true in particular for t = t. Therefore,
Now, it suffices to combine (3.10), (3.14), (3.15) and the fact that
Dᾱū to conclude the proof. With the help of Lemma 3.1 we obtain the following important property of the solutions of the system (1.1)-(1.6).
Theorem 3.2. There exists a constant C such that
for every solutionū of (1.1)-(1.5) and anyᾱ ∈ I S . Proof. Ifū is a solution of (1.1)-(1.6), so is Dᾱū. In particular, the energy of Dᾱū is conserved. Then, taking into account that G ≡ 0 for the solutions of (1.1)-(1.5), from Lemma 3.1 it holds
On the other hand, in this case QF ≡ 0 and then, using Proposition 2.5 (which may be applied to Q on the basis of Proposition 2.7) we have
With this, the assertion of the theorem follows from (3.16).
4. Relation between P and Q and the eigenvalues.
4.1. The eigenvalue problem. We consider the eigenvalue problem for the Laplace operator on the network associated to the hyperbolic problem (1.1)-(1.5):
3)
It is well known (see, e.g., [7] ), that the spectrum of this problem is formed by a positive, increasing sequence {µ k } k∈Z+ of eigenvalues. We call it spectrum of A and denote it by σ A .
Clearly, we may consider the problem (4.1)-(4.5) for each sub-tree Aᾱ of A. The corresponding spectrum is called spectrum of Aᾱ and is denoted by σᾱ.
For technical reasons, as we did for the system (1.1)-(1.5), we will also consider smooth solutions of (4.1), which verify the boundary conditions (4.2)-(4.4) but not necessarily (4.5). For brevity, they are simply called solutions of (N E ) corresponding to µ.
Proposition 4.1. If µ is a common eigenvalue of two sub-trees Aᾱ •i , Aᾱ •j (i = j) with the same root Oᾱ then µ is also an eigenvalue of A. Moreover, there exists a non-zero eigenfunctionθ associated to µ such that θ(0) = θ x (0) = 0.
Proof. Letθᾱ •i ,θᾱ •j be non-zero eigenfunctions corresponding to the eigenvalue µ for the subtrees Aᾱ •i and Aᾱ •j , respectively. These functions are defined in the corresponding sub-trees but it will be sufficient to paste them conveniently to build up an eigenfunction of A.
We may assume that the numbers θᾱ .3) at Oᾱ (at the other nodes they are obviously satisfied) and therefore, is an eigenfunction of A.
Finally observe that in both cases, the eigenfunctionθ constructed here is such that θ(0) = θ x (0) = 0 (and thus, θ ≡ 0, i.e.,θ vanishes at the whole string containing the root).
Remark 5. Note that the eigenfunction constructed in the proof of the previous proposition vanishes everywhere outside the sub-trees Aᾱ •i , Aᾱ •j . If we denote Aᾱ •i ∨ Aᾱ •j the tree formed by Aᾱ •i and Aᾱ •j in which the node Oᾱ is considered as an interior point of a string of length ᾱ•i + ᾱ•j , we obtain that these sub-trees have a common eigenvalue if and only if there exists a an eigenfunction of Aᾱ •i ∨ Aᾱ •j that vanishes at the point Oᾱ.
As it has been shown above, the operators P and Q are of type S with s(P) = s(Q) = L A . According to remark 2, there exist functions p and q such that
If the tree A satisfies the property
then there exists a unique solutionθ of (N E ) corresponding to the value µ = λ 2 such that
Proof. First we construct the component θ ofθ (the one corresponding to the string e). We set
which clearly satisfies (4.9).
If the network consists of a single string of length , then p(λ) = cos λ , q(λ) = i sin λ and condition (4.7) becomes if sin λ +igλ cos λ = 0. This implies that θ( ) = g cos λ + f λ sin λ = 0, what means that θ is a solution of (N E ) and so, the assertion is true in this case.
In the general case the remaining components ofθ are constructed by induction. Assume that the proposition is true for the sub-trees A 1 , ..., A m .
If we were able to choose numbers f 1 , ..., f m verifying
then, according to the induction assumption, we could find solutionsθ 1 , ...,θ m , defined on the sub-trees A 1 , ..., A m , respectively, such that
This would imply that
Therefore, the functionθ defined on the tree by θ k•ᾱ = θ k α would be the solution of (N E ), whose existence is asserted in the proposition. Consequently, it remains to prove the possibility of the decomposition (4.11).
We remark that from the definition of p and q and formulas (2.12), (2.13) it follows that
Note that condition (4.8) implies that among the numbers q k (λ), k = 1, ..., m, at most one may be equal to zero. Thus, we consider two cases: a) all the numbers q k (λ), k = 1, ..., m, are different from zero and b) exactly one of those numbers, say, e.g., q 1 (λ) is equal to zero.
Case a). If we take
This equality, taking into account (4.12), (4.13), gives
Thus, the numbers f 1 , ..., f m satisfy (4.11). Case b). The relations (4.12), (4.13) together with q 1 (λ) = 0 give
and from (4.7) we obtain
But j =1 q j (λ) = 0 and then, necessarily, θ( )p 1 (λ) = 0. It means that if we choose f 1 = θ x ( ) and f 2 , ..., f m verifying m k=2 f k = 0 and q k (λ)f k + iλp k (λ)θ( ) = 0 for k = 2, ..., m, as in the previous case then the condition (4.11) is satisfied.
So far, we have proved the existence of a solution. It turns out that for the solutions satisfying (4.2) we can give an explicit formula. Indeed, if we apply propositions 2.8 and 2.9 to the solution θ(t, x) = e iλtθ (x) of (N) we obtain
where k,k, l and r are the functions associated to the operators K,K, L and R, respectively, according to Remark 2. On the other hand, the condition (4.8) implies that at least one of the numbers p(λ) or q(λ) is different from zero (see Proposition 4.4 below). Therefore, one of the equalities (4.14), (4.15) provides us with an explicit formula for the values of θᾱ(0) and θᾱ x (0) for anyᾱ ∈ I M and thus, for the solution θ. In particular, if f = g = 0 the corresponding solution vanishes identically on A, what clearly implies the uniqueness of the solution for arbitrary values of f and g.
Remark 6. The converse assertion is also true, even if the condition (4.8) is not fulfilled. Indeed, ifθ is a solution of (N E ) thenθ(t, x) = e iλtθ (x) is a solution of (N) and θ t (t, 0) = iλe iλt θ(0), θ x (t, 0) = e iλt θ x (0). Then, from the relations (2.1) and (4.6) it follows
for every t ∈ R. Thus, (4.7) holds. Now we are ready to prove the following basic property. Proposition 4.3. Let 0 = λ ∈ R. Then λ 2 is an eigenvalue of A if and only if q(λ) = 0. Proof. First we prove that q(λ) = 0 implies that λ 2 is an eigenvalue, i.e., that there exists a non-zero solution of (4.1)-(4.5) for that value of λ. If the tree verifies (4.8) then this fact follows immediately from Proposition 4.2 choosing g = 0, f = 0. Note that the condition 0 = f = θ x (0) guarantees thatθ is not identically equal to zero. In particular, the assertion is true for a string, as it always verifies (4.8).
In the general case when the condition (4.8) may fail, we follow an induction argument: we suppose that the assertion has been proved for all the sub-trees Aᾱ with non-emptyᾱ.
If qᾱ •i (λ) = qᾱ •j (λ) = 0 for someᾱ ∈ I M , i = j, then, according to the induction hypothesis, λ 2 is an eigenvalue of both Aᾱ •i and Aᾱ •j . Then from Proposition 4.1 it follows that λ 2 is an eigenvalue of A, too.
Let us see now the converse assertion. Letθ be a non-zero eigenfunction corresponding to the eigenvalue λ 2 . Then the functionū(t, x) = e iλtθ (x) is a solution of (N). Chooseᾱ ∈ I such that one of the numbers θᾱ(0) or θᾱ x (0) is different from zero (that is possible since, otherwise, it would beθ ≡ 0). For this solution of (N) we have for everyᾱ ∈ I
and in particular, G ≡ 0. Then, from the Propositions 2.8 and 2.9 it follows that
and therefore, necessarily, q(λ) = 0.
4.2.
Further properties of p and q. Proposition 4.4. For every tree A the following properties hold:
(i) one of the functions p, q is even and the other is odd; (ii) there exists λ 0 ∈ R such that p(λ 0 ) = q(λ 0 ) = 0 if, and only if, there exist two sub-trees
Proof. We proceed by induction. For a single string
In this case (i) is trivial. Assertion (ii) follows from the fact that |p| 2 + |q| 2 = 1. Suppose now that (i), (ii) are true for the sub-trees A 1 , . . . , A m . Let h be a function, which is either even or odd. Denote
if h is odd.
R. DÁGER
The function ρ is multiplicative:
According to the definitions of p and q and the formulas (2.12), (2.13) we have that
The hypotheses with respect to the sub-trees imply that ρ(
In an analogous way it is proved that ρ(p) = − m i=1 ρ(q i ), and then ρ(p) = −ρ(q). This proves the property (i).
We now prove (ii). If p(λ 0 ) = q(λ 0 ) = 0 then, from (4.16), (4.17) it follows that
These equalities are verified if, and only if, for some i 0
and this is equivalent to the fact that one of the following assertions is true (a) there exists i 1 = i 0 such that q i1 (λ 0 ) = 0; (b) p i0 (λ 0 ) = 0. In the first case assertion (ii) follows immediately. In (b), according to the induction assumption, there exist sub-trees of A i0 , and consequently also of A, that verify condition (ii).
With the aid of the previous proposition it is possible to calculate how the operator Q acts on the functions sin λt and cos λt.
Corollary 4.5. The following equalities are verified
if q is odd.
Remark 7. As a consequence of the previous formulas, when q is an even function then it is real valued, while, when it is odd then iq is real valued.
5. Observability results. In this section we express the inequalities from Theorem 3.2 in terms of the initial data of the solutionū. This allows us to obtain weighted observability inequalities, with explicit weights on the Fourier coefficient of the initial data of the solution. Further, we study under what conditions those weights are different from zero.
5.1. Weighted observability inequalities. As stated above, a solutionū of (1.1)-(1.5) is expressed in terms of the initial dataū 0 ,ū 1 by the formulā
where {u 0,k }, {u 1,k } are the sequences of Fourier coefficients ofū 0 ,ū 1 with respect to the orthonormal basis of eigenfunctions {θ k } k∈Z+ and λ k = √ µ k .
Besides, the energy of the solutionū is given by
The operators Dᾱ defined in Section 3 are of type S. Then, according to Remark 2, there exist functions dᾱ such that
In particular, whenᾱ is the empty index we have d(λ) ≡ 1. These functions, taking into account (3.1) are expressed as
and then Proposition 4.4 allows to ensure that, for everyᾱ ∈ I, dᾱ is an even or odd function. Moreover, from Corollary 4.5 we have the equalities Dᾱ sin λt = dᾱ(λ) sin λt for dᾱ even, − idᾱ(λ) cos λt for dᾱ odd, Dᾱ cos λt = dᾱ(λ) cos λt for dᾱ even, idᾱ(λ) sin λt for dᾱ odd. Now fixᾱ ∈ I M and denoteω = Dᾱū. The functionω is also a solution of (1.1)-(1.5) and, from (5.1),ω
Then, from (5.4) it follows that
Thus, in both cases, the energy ofω computed by the formula (5.2) is given by
With this, the inequality of Theorem 3.2 may be written in terms of the initial data of the solution u as:
Consequently, if we define
we obtain: Theorem 5.1. There exists a positive constant C, such that
for every solutionū with initial data (ū 0 ,ū 1 ) ∈ V × H. Remark 8. It is easy to prove, using, e.g., formula (5.1) for the solutions, that if inequality (5.8) holds then for every α, T ∈ R, 9) where u 0,k (T ) and u 1,k (T ) are the Fourier coefficients ofū| t=T andū t | t=T , respectively, in the basis {θ k } k∈Z+ .
Non-degenerate trees.
In general, some of the coefficients c k in the inequality (5.8) may vanish. That is why we consider a special class of trees for which all those numbers are different from zero.
Definition 5.2. A tree A is said to be non-degenerate if the numbers c k , defined for that tree by (5.7), are different from zero for every k ∈ Z + . Otherwise, the tree is said to be degenerate.
The following proposition provides us with a more transparent characterization of non-degenerate trees.
Proposition 5.3. The tree A is non-degenerate if and only if the spectra σᾱ •i , σᾱ •j of any two sub-trees Aᾱ •i , Aᾱ •j of A with common Oᾱ root are disjoint.
Proof. Note that it takes place a more general fact: an inequality like (5.8) with different from zero coefficients c k (not necessarily given by (5.7)) is impossible for a tree having two sub-trees with common root that share an eigenvalue µ. Indeed, in such case, with the help of Proposition 4.1 we can construct a non-zero solutionū of (1.1)-(1.5) such that u x (t, 0) ≡ 0. With this, a (5.8)-like inequality would give
what is false, sinceū is not identically equal to zero.
For the converse assertion we argue by contradiction. We will prove that if c k = 0 for some k ∈ Z + and any two sub-trees of A with common root have disjoint spectra then dᾱ(λ k ) = 0 for anyᾱ ∈ I. In particular, d(λ k ) = 0, what would contradict the fact that d(λ k ) = 1.
Note firstly, that the property is immediate for exterior nodes, since c k ≥ |dᾱ(λ k )| forᾱ ∈ I S . For the interior nodes we follow a recursive argument: ifᾱ ∈ I M and dᾱ •β (λ k ) = 0 for all β = 1, ..., mᾱ then dᾱ(λ k ) = 0.
Indeed, we have that, for every β = 1, ..., mᾱ, 
Thus,θ k is determined, up to the constant factor θ x (0), in a unique way. Remark 11. Let {μ k } n∈Z+ be the strictly increasing sequence of the eigenvalues µ k of a tree without taking into account their multiplicity. It may be shown thatμ k verifies µ of the strings with Dirichlet or Neumann homogeneous boundary conditions, respectively (see [9] ). This fact allows to prove that the completeness radius of the sequence λ k = √ µ k is equal to L A and therefore, that a (5.8)-like inequality is impossible for T < 2L A . Besides, it may be also proved that, if the network contains more than one string and (5.8) holds then, necessarily, lim inf c k = 0. This fact implies that, the whole space H ×V is not controllable, i.e., there exist initial states in H × V , which cannot be driven to rest under the action of L 2 -controls.
5.3.
On the size of the set of non-degenerate trees. Now we give some information on the size of the set of degenerate trees.
We shall say that two trees are topologically equivalent if their edges can be numbered with the same set of multi-indices. This means that they may differ only in the lengths of their edges. In particular, two equivalent trees have the same number of edges and vertices. The classes of topologically equivalent trees are called topological configurations.
Fix a topological configuration Σ with d edges. We assume that in the set of indices I for the elements of the trees belonging to Σ, a criterion of ordering have been defined and use the notation < A > for the corresponding ordered set of the lengths of the edges of A ∈ Σ.
Then Σ may be identified with (R + ) d by means of the mapping π :
Let (5.13)
We will prove that µ Σ (D i,j α ) = 0, for everyᾱ ∈ I M , i, j = 1, ..., mᾱ, i = j. This fact, in view of (5.13), will imply µ Σ (Σ deg ) = 0. In what follows we consider thatᾱ, i and j are fixed.
The idea of the proof is simple. We fix a tree B having the structure of Aᾱ •i ∨ Aᾱ •j (defined as in Remark 5) and extend it to a tree A ∈ D i,j α . According to Remark 5 , that is equivalent to choosing the node Oᾱ of A ∈ Σ in a point of a string of B (precisely, of that string where it should be located to agree with the structure of Σ) where some eigenfunction of B vanishes. Once Oᾱ has been chosen, the lengths of the remaining strings of A may be taken arbitrarily.
Observe that we may assume that no (non-identically zero) eigenfunction of B vanishes identically on the string that contains Oᾱ, since, otherwise, one of the sub-trees of Aᾱ •i or Aᾱ •j of the tree A, obtained with this procedure, would be degenerate and thus, A / ∈ D i,j α . This assumption implies that all the eigenfunctions of B are simple and then the node Oᾱ should be chosen in a set of points, which is at most denumerable.
Thus, we have obtained, after some re-ordering if needed, that the set π(D i,j α ) is contained in a set of the form 14) where N(h, h 3 , ..., h d ) is a denumerable set depending on h and h 3 , ..., h d .
It is easy to see, using, e.g., the Fubbini's theorem, that a set defined by (5.14) has d-dimensional Lebesgue measure equal to zero. Thus, the same is true of π(D Remark 12. The set Σ deg , even though is small in the sense of µ Σ , is dense in Σ. Indeed, it suffices to see that, if two edges of a tree with rationally dependent lengths have a common vertex and their other vertices are exterior then the tree is degenerate.
6. Consequences concerning the controllability. Gathering the facts of the previous sections we obtain the following characterization of the controllability properties of trees.
Theorem 6.1. Let A be a tree and T > 0 then a) If T ≥ 2L A the properties -A is spectrally controllable in time T ; -A is approximately controllable in time T ; -A is non-degenerate; -any two sub-trees of A with common root have disjoint spectra; are equivalent and when they are true, all the initial data in the space W, defined by (1.9), are controllable. Moreover, these properties hold for almost every tree topologically equivalent to A. b) If T < 2L A the properties of spectral and approximate controllability are false, regardless A is degenerate or not.
7. Simultaneous observability and controllability of networks. The results of the previous sections allows to consider the one-node control problem for several (a finite number) of tree-shaped networks when the same control function is used to control all of them, i.e., when they are controlled simultaneously.
Let A 1 ,...,A R be the trees associated to the controlled networks. For the elements of the network whose graph is A r we will use the same notations as in the preceding sections but adding the superscript r to them. Thus, the solution of (1.1)-(1.6) for the tree A r (in what follows we shall briefly refer to this problem as (1.1) r -(1.6) r ) is denoted byū r and the spaces V and H constructed for that tree by V r and H r . We define the space
endowed with the product Hilbert structure. The elements of W are called simultaneous states.
We shall say that the simultaneous statew ∈ W, is controllable in time T if it is possible to find a control function v ∈ L 2 (0, T ) such that the solutionsū r of (1.1) r -(1.6) r with initial states (ū Once again using HUM, the problem of characterizing the controllable simultaneous states is reduced to the study of observability inequalities for the corresponding homogeneous systems. Indeed, assume that there exist non-zero numbers c k n , n ∈ Z + , k = 1, ..., R, such that for every k the inequality Then, all the initial simultaneous statesw ∈ W = r i=1 W r are controllable in time T . In particular, if the inequalities (7.1) hold then the initial simultaneous statesw ∈ r 1=1 Z r × Z r are controllable (recall that Z r is the set of all finite linear combinations of the eigenfunctionsθ r n ). In this case, the networks are said to be simultaneously spectrally controllable.
Moreover, the set of controllable simultaneous states in time T is dense in W (when that holds the networks are said to be simultaneously approximately controllable in time T ) if and only if the following unique continuation property takes place: It is clear that, if a simultaneous state is controllable then each of its components is also controllable for the corresponding network. This implies that the if we expect at least the approximate controllability to hold, then we need to assume that all the trees supporting the networks are nondegenerate.
On the other hand, if two of the trees, say A 1 and A 2 , have a common eigenvalue then, using the pasting procedure described in the proof of Proposition 4.1, we can construct non-zero solutions of (1.1) r -(1.6) r , r = 1, 2, such that Therefore, choosing zero initial states for all the remaining trees A r , r = 3, ..., R, we obtain a simultaneous initial state in W for which inequalities (7.1) are impossible and moreover, for which the unique continuation property (7.3) fails.
Thus, the conditions that the trees A r , r = 1, ..., R, are non-degenerate and their spectra are pairwise disjoint are necessary for the simultaneous approximate controllability, and then for the spectral controllability. As we shall see, these conditions are also sufficient.
Put T * = r i=1 L i . For every k = 1, ..., R we define the operator
where Q r is the operator Q for the tree A r . Note that Q k is an S-operator with s(
Let q k be the function associated to Q k according to Remark 2. Then
where q r is the function corresponding to Q r .
