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1.1 Statistilise andmeanalu¨u¨si u¨lesanne
Andmeanalu¨u¨si eesma¨rgiks on teha teaduslikke ja¨reldusi empiiriliste (vaat-
lustest, katsetest, mo˜o˜tmistest pa¨rinevate) andmete po˜hjal. Andmeanalu¨u¨s
kasutab oma meetodina matemaatilist statistikat (statistiliste hu¨poteeside
kontrollimise teooriat, mudelite konstrueerimist nende parameetrite hinda-
mise teel jm.). Tavaliselt lahendatakse andmeanalu¨u¨si u¨lesanded arvuti abil,
kasutades standardset tarkvara - statistikaprogrammide pakette.
Andmeanalu¨u¨si u¨lesande lahenduska¨ik
• U¨lesande pu¨stitamine, u¨ldkogumi ma¨a¨ratlemine, valimi mahu ma¨a¨ramine,
mo˜o˜detavate tunnuste valimine.
• Katse planeerimine ja la¨biviimine, eetilised probleemid. To¨o¨tlusplaani
ta¨psustamine, to¨o¨tlusvahendi (riist- ja tarkvara) valik.
• Andmete kirjeldamine, kogumine, kodeerimine, vigadest puhastamine.
Andmestiku kontrollimine arvutiprotseduuride abil.
• Sisulise u¨lesande to˜lkimine matemaatilise statistika keelde. Eelduste
kontroll, to˜estatavate hu¨poteeside loetelu fikseerimine.
• U¨lesande matemaatiline lahendamine. La¨htetunnuste jaotuste kirjel-
damine, jaotusparameetrite hindamine, hu¨poteeside kontrollimine, mu-
delite konstrueerimine.





1. Kirjeldav u¨lesanne. Eesma¨rgiks on andmeid kirjeldada.
2. Hu¨poteeside kontrollimine. Otsustuste ja ja¨relduste tegemine.
3. Mudeli koostamine. Sisaldab mudeli parameetrite hindamist, mudeli
olulisuse ja adekvaatsuse kontrolli, mudeli diagnostikat, mudeli sisulist
to˜lgendamist.
4. Prognoosiu¨lesanne. Leitud mudeli kasutamine.
Iga ja¨rgnev u¨lesande tu¨u¨p sisaldab eneses eelmisi.
1.1.1 Tunnus
Tunnus (variable) on mo˜o˜tmise, ku¨sitluse, katse vo˜i vaatluse tulemusena
saadud arvuline vo˜i mittearvuline na¨itaja, matemaatilise statistika mo˜ttes
juhuslik suurus (random variable), juhuslik muutuja. Tema va¨a¨rtus so˜ltub
sellest, missugust objekti mo˜o˜detakse.
Tunnus on see, mida me mo˜o˜dame.
Mo˜o˜tmise protsessis omistatakse igale mo˜o˜detavale objektile mo˜o˜detava tun-
nuse va¨a¨rtus.
Tunnuse puuduv va¨a¨rtus on tu¨hik st puuduvat va¨a¨rtust ei tohi asendada!
Tunnusetu¨u¨bid:
A. Arvulised tunnused ehk kvantitatiivsed (numerical)
• pidevad (continuous) arvtunnused, saadakse otsesel mo˜o˜tmisel.
Na¨iteks lapse kaal ja kasv, verero˜hk, palk.
• diskreetsed (discrete) arvtunnused e ta¨isarvulised, saadakse loen-
damisel. Na¨iteks laste arv peres, munade arv pesas, laste arv klas-
sis.
B. Mittearvulised ehk kvalitatiivsed tunnused (categorical)
• ja¨rjestustunnused (ordinal) (sh binaarsed kahe va¨a¨rtusega, na¨iteks
sugu) mittearvulised tunnused, mille va¨a¨rtuste vahel on vo˜imalik
objektiivne ja¨rjestus (hinnangud etteantud skaalal jm). Na¨iteks
haridus (alg-po˜hi-kesk-ko˜rgem), hinded (va¨ga hea-hea-keskm-no˜rk),
haiguse raskusaste (I astme po˜letus-IIastme po˜letus-III astme
po˜letus).
• nominaaltunnused (nominal), mittearvulised tunnused, mille





Mittearvuliste tunnuste puhul on otstarbekas nad enne to¨o¨tlemise algust
kodeerida, st asendada so˜nalised vastusevariandid arvudega ehk koodidega.
Kodeerimise puhul on tarvis ja¨rgida teatavaid otstarbekuse reegleid:
• ja¨rjestustunnuste kodeerimisel tuleb ja¨lgida, et koodid sa¨ilitaksid va¨a¨rtuste
sisulise ja¨rjestuse;
• binaarse tunnuse kodeerimisel on eelistatav lihtsaim vo˜imalus, na¨iteks
1 ja 2 (vo˜i ka 0 ja 1, kui see on sisuliselt mo˜istetavam).
• nominaaltunnuseid ei ole vaja arvuliseks kodeerida. Sageli on otstar-
bekas asendada pikad vastusevariandid kokkuleppeliste lu¨henditega.
Eritu¨u¨pi tunnustele on rakendatavad erinevad to¨o¨tlusreeglid!
1.2 Statistiline andmestik
Statistiline andmestik on mo˜o˜tmis-, katse- vo˜i vaatlustulemuste hulk, mis
mo˜o˜detud teataval viisil ma¨a¨ratletud objektidel (valimil).
Statistilist andmestikku iseloomustab:
(1) mo˜o˜detud tunnuste loetelu,
(2) mo˜o˜detud objektide loetelu.
Ideaaljuhul on ko˜igil objektidel ko˜ik tunnused mo˜o˜detud. Niisugust andmes-
tikku nimetatakse ta¨ielikuks. Kui osa mo˜o˜tmistulemusi puudub on andmes-
tik lu¨nklik.
1.2.1 Objekt-tunnus-maatriks
U¨levaatlikuma pildi saamiseks andmestikust esitatakse see tavaliselt tabe-
lina, kus igale reale vastab u¨ks objekt ja igale veerule vastab u¨ks tunnus.
Niisugust tabelit nimetatakse objekt-tunnus-maatriksiks (tabeliks). Tunnu-
seid ta¨histatakse tavaliselt suurta¨htedega X,Y, Z, lisades vajaduse korral
indekseid. Tunnuste arv andmestikus ta¨histatakse kokkuleppeliselt ta¨hega
m. Objektide arv ehk valimi maht ta¨histatakse tavaliselt ta¨hega n. Objekt-
tunnus-maatriksi i-ndas reas ja j-ndas veerus olev va¨a¨rtus xij on saadud
3
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i-ndal objektil j-nda tunnuse mo˜o˜tmisel (xij , i = 1, . . . , n; j = 1, . . . ,m).








xn1 . . . xnj . . . xnm

Praktiliselt ko˜ik statistikapaketid eeldavad, et andmestik oleks esitatud objekt-
tunnus tabelina.
MS Excel on tabelarvutussu¨steem (mitte statistikapakett) ja seal kehtivad
mo˜nevo˜rra erinevad reeglid.
1.2.2 Vead andmetes
Eksimine on inimlik ja seeto˜ttu esineb andmestikus tavaliselt va¨hem vo˜i
rohkem mitmesuguseid vigu.
Vead saab jagada ja¨rgmistesse tu¨u¨pidesse:
• juhuslikud vead (tingitud mo˜o˜tmise vo˜i protokollimise ebata¨psusest,
u¨ldreeglina muudavad tulemust va¨he ja on raskesti avastatavad);
• su¨stemaatilised vead (tingitud enamasti instrumendi ebata¨psusest);
• ja¨medad vead (tunnuse va¨a¨rtus on va¨ljaspool tunnuse vo˜imalike va¨a¨rtuste
piirkonda, na¨iteks on mo˜o˜detud kasvu sentimeetites, aga u¨hel on antud
meetrites);
• loogilised vead, kus erinevate tunnuste va¨a¨rtused ei ole koosko˜las (na¨iteks
to¨o¨staazˆ on suurem kui vastaja vanus, jne)
Andmete kontrollimine ja parandamine
Ko˜ige ta¨htsam on avastada ja¨medad ja loogilised vead, mis analu¨u¨situlemusi
va¨ga oluliselt mo˜justavad.
Enne sisulise to¨o¨tlemise algust peab uurija olema veendunud, et tema and-
mestikus ei ole u¨htki ja¨medat viga! Ja¨medad vead andmestikus po˜hjustavad
ekslikke ja¨reldusi!
Ja¨medate vigade avastamisel aitavad arvutiprogrammid, mis esitavad kas
arvuliselt vo˜i graafiliselt tunnuse suurimad ja va¨himad va¨a¨rtused. Ja¨medad
vead, kui neid esineb, satuvadki enamasti tunnuse ekstremaalva¨a¨rtusteks.
Ja¨meda vea ko˜rvaldamiseks on kaks vo˜imalust: asendada see va¨a¨rtus tu¨hikuga,
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vo˜i, kui tegemist on arvutisse sisestamise veaga, asendada mo˜o˜tmisprotokol-
lis leiduva o˜ige va¨a¨rtusega.
Loogiliste vigade leidmine on keerukam. Nende avastamiseks vo˜ib kasutada
kahe tunnuse hajuvusdiagrammi, kus teistest eraldiseisvad punktid vo˜ivad
viidata loogilistele vidagele.
1.2.3 Puuduvad andmed
Tavaliselt on meil tegemist andmestikuga, kus esineb puuduvaid (missing)
va¨a¨rtusi st meil on lu¨nklik andmestik (incomplete data). Lu¨nkliku andmesti-
kuga seotud probleemidega hakati tegelema 1980ndatel ja see kujutab endast
keerulist ja kiiresti arenevat valdkonda (Little & Rubin, 1987).
Puudumiste struktuuri defineerimisel kasutatakse ja¨rgmisi ta¨histusi: and-
memaatriks X jaguneb kaheks osaks X = (XOBS ,XMIS), kus XOBS on
ta¨ielik ja XMIS sisaldab puuduvaid va¨a¨rtusi, puudumisindikaatorite maat-
riks M = {mij}, (mij = 1, kui va¨a¨rtus on).
Puudumiste struktuur:
• Ta¨iesti juhuslik puudumine (Missing Completely at Random, MCAR).
P(M|X) = P(M). Puudumine on ta¨iesti juhuslik.
• Juhuslik puudumine (Missing at Random, MAR)
P(M|X) = P(M,XOBS). Puuduv va¨a¨rtus mingis tunnuses vo˜ib so˜ltu-
da mingi teise tunnuse va¨a¨rtusest.
• Mittejuhuslik puudumine (Not Missing at Random, Nonignorable NMAR)
P(M|X) = P(XOBS ,XMIS). Puudumine so˜ltub va¨a¨rtusest endast st
sellest, milline oleks olnud tegelik va¨a¨rtus.
On olemas suur hulk erinevaid puuduvate andmete ka¨sitlusmeetodeid, neist
tuntumad on ja¨rgmised:
• ja¨etakse va¨lja ko˜ik puuduvate andmetega objektid (listwise, casewise
data deletion);
• tunnuspaari analu¨u¨simisel ja¨etakse va¨lja puuduvate andmetega objek-
tid (pairwise data deletion);
• puuduvad va¨a¨rtused asendatakse vaadeldava tunnuse keskva¨a¨rtusega;
• arvutatakse puuduvate va¨a¨rtuste lineaarsed prognoosid;
• puuduv va¨a¨rtus asendatakse selle tunnuse va¨a¨rtusega mo˜nel teisel (kas
juhuslikult valitud vo˜i mingis mo˜ttes sarnasel) objektil (Hot deck);
• kasutatakse nn EM-algoritmi (Expectation Maximization, EM)
• kasutatakse mitmest asendamist (multiple imputation).
5
MTMS.01.007. Andmeanalu¨u¨s II
1.3 Valimi mahu ma¨a¨ramisest
Valimi moodustamise protseduur ma¨a¨rab uuringu usaldatavuse ja valimilt
populatsioonile tehtava u¨ldistuse laadi. Valimi mahu leidmisel peab la¨htuma
pu¨stitatud statistilisest hu¨poteesist.
Statistiliste hu¨poteeside juures ra¨a¨gitakse kaht liiki vigadest:
• α = P(I liiki viga)= P(lu¨katakse u¨mber H0 kui ta on o˜ige)
Type I error: ”rejecting the null hypothesis when it is true”
• β = P(II liiki viga)= P(ei lu¨kata u¨mber H0 kui ta on vale)
Type II error: a¨ccepting the null hypothesis when it is false”
Valimi mahu ma¨a¨ramisel kaks la¨henemist:
I Minimiseeritakse I liiki viga (precision analysis – ta¨psuse analu¨u¨s)
II Minimiseeritakse II liiki viga (power analysis – vo˜imsuse analu¨u¨s)
I Ta¨psuse analu¨u¨s
Hoitakse kontrolli all I liiki viga. Usaldusnivoo 1 − α na¨itab to˜ena¨osust, et
ei lu¨kata u¨mber o˜iget nullhu¨poteesi. Leitakse valimi maht la¨htudes usaldus-
vahemikust.
(1−α) usaldusvahemik (confidence interval) on vahemik, mis to˜ena¨osusega
(1− α) sisaldab parameetri o˜iget va¨a¨rtust.
























Hoitakse kontrolli all II liiki viga β.
Valimi mahu ma¨a¨ramiseks peab olema teada:
• Olulisuse nivoo α
• Testi vo˜imsus P
• Hinnatav mo˜ju suurus / minimaalne ta¨psus / minimaalne erinevus
• Hajuvus σ
Mida raskem vo˜ib olla esimest liiki vea poolt po˜hjustatud tagaja¨rg, seda
va¨iksem valitakse olulisuse nivoo (α = 0, 05;α = 0, 01).
Testi vo˜imsus P (power) on defineeritud kui to˜ena¨osus valimi po˜hjal to˜es-
tada seaduspa¨ra, kui see ka tegelikult esineb P = 1−β = P(lu¨katakse u¨mber
H0 kui ta on vale). Kui uuringu vo˜imsus on madal, siis see seab kahtluse alla
uuringu tulemused, testi vo˜imsus peaks olema suurem vo˜i vo˜rdne kui 0,8.
Mo˜ju suurus (effect size) defineeritakse tavaliselt kui erinevus vo˜i standar-
diseeritud erinevus:
• d = µ1 − µ2
• δ = µ1−µ2σ (standardiseeritud mo˜ju)
On antud ka empiirilised hinnangud (standardiseeritud) mo˜ju suurusele
(Cochen, 2001):
• δ < 0.1 triviaalne mo˜ju;
• 0.1− 0.3 va¨ike mo˜ju;
• 0.3− 0.5 keskmine mo˜ju;
• δ > 0.5 suur mo˜ju.
NB! Mo˜ju statistiline olulisus ja mo˜ju sisuline suurus on erinevad mo˜isted!
Valimi mahu ma¨a¨ramine. Rusikareeglid
Allikas: C. R. Wilson Van Voorhis, B.L. Morgan (2007). Understanding
Power and Rules of Thumb for Determining Sample Sizes. Tutorials in Qu-
antitative Methods for Psychology, vol 3(2), 43-50.
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Probleem Soovitatav valimi maht
80% vo˜imsuse jaoks
Ru¨hmakeskmiste erinevus n = 30 (ru¨hmas)
Seoste hindamine (korrelatsioon, regressioon) n ≈ 50
χ2–test n ≈ 20
Faktoranalu¨u¨s n ≈ 300 on hea
Tuleb silmas pidada, et tabelis on toodud to˜epoolest ja¨medad hinnangud ja
vajatakse suuremat valimi mahtu kui hinnatav mo˜ju/erinevus on va¨iksem
vo˜i kui soovitakse kasutada ko˜rgemat olulisusenivood ja/vo˜i vajatakse suu-
remat vo˜imsust.
Paketis SAS saab hinnata vajaliku valimi mahu suurust kasutades protse-
duuri POWER.
http://www.ats.ucla.edu/stat/sas/dae/t_test_power2.htm
On olemas ka mitmesugust vabavara valimi mahu hindamiseks, vt na¨iteks:
PS Power and Sample Size Calculations
http://biostat.mc.vanderbilt.edu/twiki/bin/view/Main/PowerSampleSize
1.4 Normaaljaotus ja selle kontrollimine
Normaaljaotus on pideva juhusliku suuruse jaotus. Paljud juhuslikkusel po˜hi-
nevad na¨htused on ligikaudu normaaljaotusega ning paljud teoreetilised tu-
lemused kehtivad normaaljaotuse eeldusel.
Jaotuse kontrollimiseks vo˜ime kasutada graafilisi meetodeid vo˜i teste.
1.4.1 Graafilised meetodid
Graafilised meetodid annavad visuaalse pildi, mille abil saame teha subjek-
tiivse oletuse tunnuse jaotuse kohta. Kuna on vo˜imalik uurida ainult tunnuse
ligikaudset jaotust, siis pole tihti oluline mingite formaalsete testide tegemi-
ne, vaid piisab graafiku po˜hjal saadud informatsioonist.
• Histogramm. Vo˜rreldakse valimi histogrammi normaaljaotuste tihe-
dusfunktsiooni graafikuga. Su¨mmeetriline histogramm kinnitab oletust
normaaljaotuse kohta.
• Q-Q plot (Quantile-Quantile plot ; kvantiilide graafik) vo˜i Normal
Probability Plot (to˜ena¨osuspaber). Joonistatakse hajuvusgraafik,
kus y-teljel on uuritava tunnuse ja¨rjestatud va¨a¨rtused ja x-teljel teo-
reetilise jaotuse (normaaljaotuse N(0, 1) ) kvantiilid. Punktide paik-





Kui me ei suuda graafiku po˜hjal otsustada, vo˜ib kasutada teste vo˜rdlemaks
empiirilist jaotust normaaljaotusega.
Testime nullhu¨poteesi, mis va¨idab, et andmed on juhuslik valim normaal-
jaotusest.
H0 : jaotuseks on normaaljaotus
H1 : jaotuseks ei ole normaaljaotus
Siin ei ole me huvitatud nullhu¨poteesi kummutamisest (H1 to˜estamisest),
vaid me tahame ja¨a¨da nullhu¨poteesi juurde: andmed on juhuslik valim nor-
maaljaotusest.
Tuntumad testid:
• Shapiro-Wilk’i test (Shapiro, 1965)
Teststatistik W po˜hineb dispersioonihinnangute suhtel, arvutatakse
kui valimi maht n ≤ 2000, suurema valimi korral kasutatakse ligikaud-
set la¨henemist (Roystoni meetod, 1992).
• Kolmogorov-Smirnovi test (Kolmogorov, 1933; Smirnov, 1936)
Kolmogorov-Smirnovi test po˜hineb empiirilise ja teoreetilise jaotus-
funktisooni vo˜rdlusel. Teststatistik D arvutatakse kui maksimaalne
erinevus (vt ta¨psemalt na¨iteks Kollo (2004). Monte Carlo meetodid,
lk 28 jj)
• Anderson-Darlig’i test (Stephens, 1974)
Teststatistik A2 baseerub empiirilise ja teoreetilise jaotusfunktisooni
kaalutud erinevuse ruudul ja on Kolmogorov-Smirnovi testi modifikat-
sioon, kus ’sabadel’ on suurem kaal.
• Cramer-von Mises’ test (Stephens, 1974)
Teststatistik W 2 on analoogiline Anderson-Darlingi teststatistikuga,
kus kaal on vo˜rdne u¨hega.
1.5 Andmeanalu¨u¨si ajaloost
Andmeanalu¨u¨si isaks loetakse John Wilder Tukey
(16. juuni, 1915 – 26. juuli, 2000; USA)
Tukey sai bakalaureuse ja magistrikraadi keemias Brown’i u¨likoolis ja PhD
matemaatikas Princetoni u¨likoolis 1939. Kui u¨likooli juurde loodi Statistika
osakond 1965, oli Tukey selle esimene juhataja.
J. Tukey oli va¨ga laia silmaringiga teadlane ja tema ta¨htsamateks saavutus-
teks erinevates valdkondades loetakse:
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• uued so˜nad inglise keeles ’software’, ’bit’
• arvutustehnikas – kiired Fourier teisendused
• statistikas – robustsed statistikud, mitmese vo˜rdlemise meetodid,
ko˜rgedimensionaalne andmeanalu¨u¨s (visualiseerimine)
J. Tukey on saanud mitmeid autasusid, medaleid ja aunimetusi, temast
ra¨a¨gitakse kui ainulaadsest isiksusest ja teda loetakse viimase 50 aasta u¨heks
mo˜jukamaks statistikuks
J. Tukey oli esimene, kes 1960-ndatel aastatel ra¨a¨kis andmeanalu¨u¨sist kui
omaette distsipliinist, siiani oli olemas ainult matemaatiline statistika.
J. Tukey ta¨htsamad ilmunud teosed:
1962 Future of Data Analysis
1964 The technical Tools of Statistics
1968 Data Analysis, including Statistics (kaasautor Fred Mosteller)
1976 Exploratory Data Analysis
Kokku on Tukey kirjutanud u¨le 500 teadusliku artikli ja ta on olnud paljude
ajakirjade toimetuste kolleegiumite ja paljude teaduslike organisatsioonide
liige.
John Tukey on o¨elnud:
Everyone thinks that the data in other people’s subjects are in better shape
Try, look, and try something a little different as the typical pattern of data
analysis
Finding the question is often more important than finding the answer




Kahtlustati, et kosmeetikafirma petab oma kliente ja paneb kreemitopsi (kir-
jaga 200 g) lubatust va¨hem kreemi.
Uuringus leiti (valimis 100 topsi), et keskmiselt sisaldab tops 193g kreemi,
95% usaldusvahemikuga (185g, 201g).
Kumb va¨ide on o˜ige? Miks?
1. To˜estasime, et firma petab oma kliente.




2.1 U¨ldine statistiline so˜ltuvus
Statistiline so˜ltuvus (dependence) tunnuste X ja Y vahel on u¨ks statistika
po˜himo˜isteid. Kaks suurust on so˜ltumatud, kui u¨he suuruse muutumine ei
mo˜juta teise suuruse muutumist. Vastasel juhul on tegemist so˜ltuvate suu-
rustega.
Tunnused on statistiliselt so˜ltumatud, kui nende u¨hisjaotus vo˜rdub a¨a¨rejao-
tuste korrutisega. Statistiline so˜ltuvus defineeritakse kui so˜ltumatuse puu-
dumine.
Tunnused on statistiliselt so˜ltuvad kui nende u¨hisjaotus pole ma¨a¨ratud a¨a¨re-
jaotustega, st tunnuste koosmo˜judes lisandub veel midagi, mida a¨a¨rejaotused
ta¨ielikult ei kirjelda.
Statistiline so˜ltuvus on ko˜ige u¨ldisem so˜ltuvuse viis ja seda saab ma¨a¨rata ka
nominaaltunnuste korral.






O – vaadeldud (observed), E – oodatud, teoreetiline (expected)
Statistiku maksimaalne va¨a¨rtus so˜ltub valimi mahust, seega sobib statistik
seose olemasolu kontrollimiseks, aga mitte seose tugevuse hindamiseks.
Seose tugevuse hindamiseks defineeritakse χ2–statistiku abil terve rida na¨itajaid:
• Pearsoni Φ–kordaja (Phi coefficient), Pearsoni C ehk kontingentsu-
se kordaja (contingency coefficient),
• Crameri V –statistik (Cramer’s V ).
12
MTMS.01.007. Andmeanalu¨u¨s II
Need statistikuid saab paketis SAS leida kasutades protseduuri FREQ
TABLES lauses valikut CHISQ (va¨ljastatakse p-va¨a¨rtus χ2-statistikule, sa-
ma p-va¨a¨rtus kehtib ka teiste statistikute jaoks).
Protseduur arvutab lisaks to˜epa¨rasuhte χ2 (Likelihood Ratio χ2) ja Mantel-
Haenszel χ2 (NB! eeldab tunnuste ja¨rjestust!).
2.2 Monotoonne so˜ltuvus
Monotoonne so˜ltuvus on selline so˜ltuvus kahe tunnuse vahel, kus u¨he tunnu-
se muutus mingis kindlas suunas toob kaasa teise tunnuse muutuse kindlas
suunas.
O¨eldakse, et kahe tunnuse (juhusliku suuruse) X = (x1, x2, . . . , xn) ja Y =
(y1, y2, . . . , yn) va¨a¨rtuste vahel on positiivne (samapidine) monotoonne so˜ltu-
vus, kui xi < xj ⇒ yi < yj (to˜ena¨osusega 0.5) ja negatiivne (vastupidine)
monotoonne so˜ltuvus, kui xi < xj ⇒ yi > yj (to˜ena¨osusega 0.5).
Monotoonse so˜ltuvuse seosekordajate korral:
• Kordajate va¨a¨rtused muutuvad piirides [-1, 1];
• Kordaja ma¨rk na¨itab seose suunda: kas tegu on kahaneva vo˜i kasvava
seosega;
• Kordaja absoluutva¨a¨rtus na¨itab seose tugevust: mida la¨hemal u¨hele
seda tugevam so˜ltuvus.
Po˜hilisteks monotoonse so˜ltuvuse seosekordajateks on:
1. Spearmanni korrelatsioonikordaja ehk astakkorrelatsioonikorda-
ja (ta¨histatkse ρ vo˜i rS). Arvutamisel la¨htutakse mo˜o˜tmistulemuste
asemel nende astakutest.
2. Kendalli korrelatsioonikordaja (Kendalli τ). Po˜hineb samasuu-
naliste ja vastassuunaliste paaride arvu analu¨u¨sil.
Tuleb ta¨hele panna, et Spearmanni ja Kendalli korrelatsioonikordajad mo˜o˜da-
vad erinevaid aspekte. Spearmanni ρ arvutamisel kasutatakse vahede asta-
kute ruute (ja¨lgitakse samasuunalist ja¨rjestust). Kendalli τ korral kasutatak-
se samasuunaliste ja vastassuunaliste paaride suhtelist sagedust (ja¨lgitakse
mo˜lemasuunalist ja¨rjestust, arvutatakse samasuunaliste ja vastassuunaliste
paaride suhteliste sageduste vahe).
Meetodite korral, mis po˜hinevad korrelatsioonanalu¨u¨sil (nagu faktoranalu¨u¨s),
Kendalli korrelatsioonikordaja la¨htealuseks ei sobi!
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On defineeritud veel terve rida monotoonse seose kordajaid, mis baseeruvad
paaride analu¨u¨sil:
• Goodman-Kruskali gamma (γ) (conditional gamma). Arvutamisel
ignoreeritakse vo˜rdseid paare.
• Kendalli tau-b (τb). Analoogiline gammale, vo˜tab arvesse ka vo˜rd-
seid paare.
• Stuarti tau-c (τc). Arvestab hindamisel lisaks ka valimi mahtu.
• Somersi D. On τb asu¨mmeetriline modifikatsioon, vo˜rdseid paare
vo˜etakse arvesse ainult so˜ltuvas tunnuses. Vo˜imaldab hinnata tunnus-
tevahelist seost u¨hesuunaliselt (st ma¨a¨rates eelnevalt, kumb tunnustest
on teisest so˜ltuv).
• Guttmani λ–kordajad. Asu¨mmeetrilisi λ–kordajaid λ[C|R] (λ[R|C])
kasutatakse veeru(rea)tunnuse prognoosimiseks teades infot rea(veeru)-
tunnuse kohta. Su¨mmeetriline λ–kordaja on saadud keskmistades asu¨m-
meetriakordajad.
• Ma¨a¨ramatusekordajad U (uncertainly coefficient). Asu¨mmeetriline
ma¨a¨ramatusekordaja U [C|R] (U [R|C]) hindab ma¨a¨ramatuse osa veeru-
(rea)tunnuses, mis on seletatav rea(veeru)tunnuse abil. Su¨mmeetriline
ma¨a¨ramatuse kordaja on keskmistatud.
Monotoonse so˜ltuvuse seosekordajate arvutamiseks paketis SAS kasutatak-
se protseduuri FREQ TABLES lauses valikut MEASURES. Protseduuri to¨o¨
tulemusena va¨ljastatakse igale statistikule vastav asu¨mptootiline standard-
viga ASE (asymtotic standard error)




Kui suhe> 1.96, siis statistik on oluline (seose olemasolu on to˜estatud oluli-
suse nivool α = 0.05), vastupidisel juhul (suhe < 1.96) statistik ei ole oluline
(ei saa ra¨a¨kida seosest tunnuste vahel u¨ldkogumis).
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Na¨ide: Monotoonse so˜ltuvuse seosekordajate arvutamine (SAS)
Hinnatakse seost depressiooni ja hariduse vahel.




Kendall’s Tau-b -0.0276 0.0470
Stuart’s Tau-c -0.0272 0.0464
Somers’ D C|R -0.0309 0.0526
Somers’ D R|C -0.0247 0.0420
Pearson Correlation -0.1014 0.0527
Spearman Correlation -0.0352 0.0608 <---?
Lambda Asymmetric C|R 0.0231 0.0234
Lambda Asymmetric R|C 0.1111 0.0419
Lambda Symmetric 0.0591 0.0255
Uncertainty Coefficient C|R 0.0915 0.0095
Uncertainty Coefficient R|C 0.1805 0.0183
Uncertainty Coefficient Symmetric 0.1214 0.0123
Sample Size = 294
HARIDUS: 1-alg, 2- lo˜petamata kesk, 3-keskharidus, 4-lo˜petamata ko˜rgem,
5-ko˜rgem, 6-magistri kraad, 7-doktori kraad
Isik on depressioonis kui tunnus SUMMA> 15
Kas saame ra¨a¨kida olulisest monotoonsest seosest tunnuste vahel?
2.3 Lineaarne so˜ltuvus
Hajuvusdiagramm
Kahe tunnuse vahelise lineaarse seose uurimisel alustatakse hajuvusdiagram-
mist. Korrelatsiooniva¨li ehk hajuvusdiagramm (scatter plot) annab tunnuste
paiknemisest visuaalse pildi (na¨itab seose suunda ja tugevust).
Tavaliselt on jooniselt na¨ha ka ja¨medad vead, mis paiknevad teistest punk-
tidest eraldi. Punktide projektsioonid telgedele annavad mo˜lema tunnuse
variatsioonrea.
Punktiparve kuju ja¨rgi saame hinnata seose iseloomu:
• Kui punktiparv on va¨lja venitatud kasvavas suunas, siis on tegemist
positiivse ehk samapidise seosega.
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• Kui punktiparv on va¨lja venitatud langevas suunas, on tegemist negatiiv-
se ehk vastupidise seosega.
• Kui punktiparv on hajus, siis seos puudub.
2.3.1 Pearsoni korrelatsioonikordaja
Kahe pideva normaaljaotusega tunnuse vahelise lineaarse seose ehk nn korre-
latiivse so˜ltuvuse tugevuse hindamiseks kasutatakse lineaarset korrelatsioo-
nikordajat (o¨eldakse ka Pearsoni korrelatsioonikordaja vo˜i lihtsalt korrelat-
sioonikordaja).
Valimi po˜hjal arvutatud Pearsoni korrelatsioonikordaja ta¨histatakse tava-
liselt r, st korrelatsioonikordajat tunnuste X ja Y vahelise seose kirjelda-
miseks ta¨histatakse rXY vo˜i r(X,Y ) ja arvutatakse ja¨rgmiselt:
rXY =
∑n
i=1(Xi − X¯)(Yi − Y¯ )√∑n
i=1(Xi − X¯)2
√∑n
i=1(Yi − Y¯ )2
.
Valimi korrelatsioonikordaja r on hinnanguks u¨ldkogumi korrelatsioonikor-






• r(X,X) = 1;
• korrelatsioonikordaja on su¨mmeetriline r(X,Y ) = r(Y,X);
• kui r = 1 vo˜i r = −1 on tunnuste vahel ta¨pne funktsionaalne seos;
• kui r = 0, siis tunnused on lineaarselt so˜ltumatud, vo˜ib esineda mit-
telineaarne so˜ltuvus;
• r2 na¨itab kui suur osa u¨he tunnuse muutlikkusest on ma¨a¨ratud teise
tunnuse poolt.
Kasutades korrelatsioonikordajat saame ra¨a¨kida kolmest aspektist:
I Seose suund
• kui r > 0 on tegemist samapidise seosega,




Seose tugevust na¨itab korrelatsioonikordaja suurus. Tugevuse hinnangud on
empiirilised.
• kui |r| ≥ 0.9 ehk r2 ≈ 0.8 (80%), siis on tegemist va¨ga tugeva seosega
kahe tunnuse vahel (u¨ks tunnus kirjeldab teisest ligikaudu 80%);
• kui 0.9 > |r| ≥ 0.7 ehk r2 ≈ 0.5 (50%), siis on tegemist tugeva seosega
kahe tunnuse vahel (u¨ks tunnus kirjeldab teisest ligikaudu 50%);
• kui |r| ≈ 0.5 ehk r2 ≈ 0.25 (25%), siis on tegemist keskmise seosega
kahe tunnuse vahel (u¨ks tunnus kirjeldab teisest ligikaudu 25%).
III Seose olulisus
Korrelatsioonikordaja on oluline, kui tema va¨a¨rtus u¨ldkogumis erineb nullist
st seos kehtib ka u¨ldkogumis. Kontrollitakse hu¨poteese
H0 : ρ = 0; H1 : ρ 6= 0.
Hu¨poteeside kontrollimiseks on olemas korrelatsioonikordaja kriitiliste va¨a¨r-
tuste r∗ tabelid. Korrelatsioonikordajat r loetakse oluliseks antud oluli-
suse nivool α ja antud valimimahu n korral, kui r > r∗ (kummutatakse
nullhu¨potees).
Arvuti va¨ljastab korrelatsioonikordaja olulisuse kontrollimiseks olulisuse to˜e-
na¨osuse p ja otsus tehakse standardsel viisil:
Kui p < α, siis loeme korrelatsioonikordaja r oluliseks (H1) st selline seos
kahe tunnuse vahel kehtib ka u¨ldkogumis.
Vastasel juhul (p ≥ α) on meil tegemist juhusliku seosega, mis kehtib valimis,
mida aga ei saa u¨ldistada u¨ldkogumile.
U¨lesanded. Korrelatsioonikordaja analu¨u¨s
1. Korrelatsioonikordaja o˜pilaste 60 m jooksu ja kaugushu¨ppe tulemuste
vahel on r(jooks, kaugus)= −0, 83 (p = 0, 042).
Selgitada tulemust (seose suund, tugevus, olulisus, sisu ?)
2. Korrelatsioonikordaja kasvu ja kaalu vahel on r(kasv, kaal)= 0, 77,
(p = 0, 012). Selgitada tulemust (seose suund, tugevus, olulisus, sisu ?)
3. Korrelatsioonikordaja pea u¨mbermo˜o˜du ja keskmise hinde vahel on
r(pea, khinne)= −0, 33 (p = 0, 28)




Allikas: Kleinbaum, G., Kupper, L.L., Muller, K.E., Nizam, A. (1998). App-
lied regression analysis and other multivariable methods, lk 99–100.
Tihti tekib ku¨simus, kui leiame kaks korrelatsioonikordajat, mis on erineva
suurusega, kas see erinevus kehtib ka u¨ldkogumis ehk kas meil on tegelikult
erineva tugevusega seosed. Seda on vo˜imalik kontrollida testides korrelat-
sioonikordajate erinevust. Nii nagu t-testide puhul tehakse ka siin vahet,
kas korrelatsioonikordajad, mida vo˜rreldakse, on leitud samal valimil vo˜i
erinevatel st kas on tegemist so˜ltumatute vo˜i so˜ltuvate valimitega korrelat-
sioonikordajate vo˜rdlemisega.
So˜ltumatud valimid
Oletame, et meil on tegemist kahe so˜ltumatu valimiga kahest erinevast u¨ldkogumist
mahtudega n1 ja n2 ja me tahame testida hu¨poteese
H0 : ρ1 = ρ2; H1 : ρ1 6= ρ2
Testimiseks vajaliku statistiku leidmiseks kasutatakse Fisheri z-teisendust
z = ln 1+r1−r
Oletame, et kahe valimi korral arvutatud korrelatsioonikordajad on




1/(n1 − 3) + 1/(n2 − 3)
,
kui kehtib H0, siis Z on asu¨mptootiliselt standardnormaaljaotusega.
Milline on otsustusreegel?
So˜ltuvad valimid
Tahetakse hinnata, kas seos esimese ja teise tunuse vahel on samasugune kui
esimese ja kolmanda vahel:
H0 : ρ12 = ρ13; H1 : ρ12 6= ρ13
Tegemist on u¨he u¨ldkogumiga, kust on vo˜etud valim n elementi.
Vaatluse all on kolm tunnust X1, X2, X3 ja arvutatakse nendevahelised
korrelatsioonid r12, r13, r23.
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Selge on, et saadud korrelatsioonid pole so˜ltumatud, sest nende arvutamisel
on kasutatud samu objekte.
Saab na¨idata, et suure valimimahu n korral on H0 kehtimisel ja¨rgmine test-






(1− r212)2 + (1− r213)2 − 2r323 − (2r23 − r12r13)(1− r212 − r213 − r223)
Korrelatsioonikordajate vo˜rdlemiseks vo˜ib kasutada vo˜rguleheku¨lgedel lei-
duvaid statistilisi kalkulaatoreid.
Na¨ide. Korrelatsioonikordajate vo˜rdlemine
Lastel on mo˜o˜detud kasv ja kaal ning on teada ka laste vanus.
Uuringus osales 12 last. Leiti seosed ja¨rgmiste tunnuste vahel
r12 = r(kaal, kasv) = 0.814; r13 = r(kaal, vanus) = 0.77
r23 = r(kasv, vanus) = 0.614
Kas kasv ja vanus on kaaluga u¨htemoodi seotud?
Teststatistiku va¨a¨rtus: Z = 0.344
Millise testiga on tegemist? Milline on otsus?
2.3.3 Teisi korrelatsioonikordajaid
Spearmanni korrelatsioonikordajast ehk astakkorrelatsioonikordajast
oli juba juttu eespool (vt osa 2.2) ja see hindab monotoonse seose tuge-
vust, st kasutatakse kahe tunnuse vahelise seose tugevuse hindamiseks juhul,
kui meil pidevad tunnused pole normaaljaotusega vo˜i on tegemist ja¨rjestus-
tunnustega. Spearmanni korrelatsioonikordaja arvutamisel la¨htutakse mo˜o˜tmis-
tulemuste asemel nende astakutest (ja¨rjekorranumbrid variatsioonreas) ja
kasutatakse Pearsoni korrelatsioonikordaja valemit.
Et Spearmanni korrelatsioonikordaja mo˜o˜dab monotoonse so˜ltuvuse tuge-
vust, siis ta pole nii tundlik erindite suhtes.
Spearmanni korrelatsioonikordaja omadused ja olulisuse kontroll on analoo-
gilised Pearsoni korrelatsioonikordajale. Kahe tunnuse vahelise Spearmanni





Korrelatsioonikordajat binaarsete tunnuste jaoks nimetatakse ka tetrahoo-
riliseks (tetrachoric) ehk neljava¨lja korrelatsiooniks.
Binaarsete ehk kahe va¨a¨rtusega tunnuste korral on tegemist 2x2 sagedusta-
beliga, millel on tavaliselt ja¨rgmine kuju:
1 0 Summa
1 a b a+ b
0 c d c+ d
Summa a+ c b+ d n = a+ b+ c+ d
Korrelatsioon kahe binaarse tunnuse vahel leitakse iteratiivset algoritmi ka-
sutades (tavaliselt Newton-Rapsoni meetodil). La¨hendustest tuntuim on nn
Yule’i kordaja, mis eeltoodud tabeli jaoks arvutatakse ja¨rgmiselt:






; Pearsoni la¨hend Q = ad−bcad+bc .
Neljava¨lja korrelatsiooni u¨ldistuseks oleks mitmeva¨lja (polychoric) korre-
latsioon, mis arvutatakse kxs tabelite jaoks st tunnustele, kus u¨hel on k
erinevat kategooriat (taset, va¨a¨rtust) ja teisel s erinevat kategooriat.
Paketis SAS saab neljava¨ljakorrelatsiooni arvutada protseduuriga FREQ,
kasutades TABLES lauses valikut PLCORR, kusjuures vastavalt tabeli suu-
rusele leitakse automaatselt kas neljava¨lja vo˜i mitmeva¨lja korrelatsioonikor-
daja.
Biseriaalkorrelatsioonikordajad
Allikas: Encyclopedia of statistical sciences (1982). Ed. Kotz, S., Johnson,
N.L., vol 1, lk 276–279.
Biseriaalkorrelatsioonist ra¨a¨gitakse siis, kui u¨ks tunnus on binaarne (X), aga
teine (Y ) pidev ja normaaljaotusega esimese tunnuse klassides st eeldatakse
Y |X=1 ∼ N(µ1, σ2), Y |X=2 ∼ N(µ2, σ2).




p(1− p) y¯1 − y¯2
sy
, (∗)
kus y¯1, y¯2 on vastavad tinglikud keskmised (pideva tunnuse Y keskmised




Punkt-biseriaalkorrelatsioonikordaja olulisuse kontrollimiseks st hu¨poteeside





1− r2pb ∼ tn−2
Na¨ide. Punkt-biseriaalkorrelatsiooni arvutamine.
Probleem: kas ekstreemse su¨nnitusajaga naised kasutavad enamasti ravimit
ehk kas su¨nnitusaja ekstreemsus on seotud ravimi tarvitamisega.
Andmestikus on 34 su¨nnitaja andmed, kelledest 13 olid vo˜tnud ravimit.
Lahendus:
Leitakse u¨htede osakaal 13/34 = 0.382; y¯1 = 5.31; y¯0 = 2.48; sy = 3.86
Kasutades valemit (*) saadakse punkt-biseraiaalkorrelatsioonikordaja va¨a¨rtuseks
rpb = 0.36, vastav t-statistik t = 2.2 ja tabelist t32 ≈ 2
Milline on otsus?
U¨ldise biseriaalkorrelatsiooni hindamisel la¨htutakse asjaolust, et tihti
on binaarse tunnuse taga mingi pidev suurus Z, mida mo˜o˜ta ei saa, aga mis
po˜hjustab tunnuse X binaarsuse. Na¨iteks X = 1, kui Z saavutab mingi la¨ve
ja teistel juhtudel X = 0.
Sel juhul korrelatsiooni selle mittemo˜o˜detava pideva tunnuse Z ja mo˜o˜detava




p(1− p) y¯1 − y¯2
syu
,
kus u = exp(−h
2/2)√
2pi
ja la¨vi h rahuldab tingimust P (Z ≥ h) = p, eeldusel, et
mittemo˜o˜detav pidev tunnus Z ∼ N(0, 1). Biseriaalse korrelatsiooni olulisu-





Enamasti analu¨u¨sitakse korraga rohkem kui kahte tunnust ja leitakse iga ka-
he tunnuse vahel korrelatsioonikordaja, saadud kordajad paigutatakse tabe-
lisse, mida nimetatakse korrelatsioonitabeliks ehk korrelatsioonimaatriksiks.
Selles tabelis vastab igale reale ja igale veerule u¨ks tunnus. Korrelatsiooni-
maatriksit ta¨histatakse tavaliselt R = {rij}, i, j = 1, . . . ,m, kus rij ta¨histab
maatriksi i-ndas reas ja j-ndas veerus paiknevat elementi ehk korrelatsioo-
nikordajat i-nda ja j-nda tunnuse vahel.
Korrelatsioonimaatriksi analu¨u¨simisel vo˜ib vaadelda mitut aspekti:
• U¨ldine seoste tugevus ja olulisus. Pakub huvi kui tugevalt on ko˜ik
tunnused omavahel seotud. Seose suund sel korral tavaliselt pole ta¨htis.
La¨htutakse korrelatsioonikordaja suuruse empiirilistest hinnangutest.
Enamasti domineerivad maatriksis no˜rgad ja keskmised seosed. NB!
Kogu korrelatsioonimaatriksi olulisuse hindamisel tuleks arvesse vo˜tta,
et tahame teha u¨heaegselt palju otsustusi (ko˜igi korrelatsioonikorda-
jate jaoks) ja seega kuhjuvad iga u¨ksiku otsustuse tegemisel vo˜ima-
likud vead. Va¨ltimaks vea kasvamist tuleks otsustamise kriteerium
muuta rangemaks (st valida va¨iksem olulisuse nivoo) vt. A-M.Parring,
M.Va¨hi. Korrelatsioonimaatriksi ohtlikud olulisuse to˜ena¨osused. ESS
Teabevihik. No 5. Tartu, 1995, lk 24-32
• U¨ksiktunnuste seoste tugevus. Huvi pakuvad maatriksis ainult
mo˜ned tunnused ja nende seosed. Vaadates need la¨bi, saame teatud
pildi meid huvitavate tunnuste vaheliste seose kohta.
• U¨he tunnuse kirjeldamine teiste ja¨rgi. Juhul, kui meil on u¨ks
uuritav tunnus, mida tahame esitada teiste kaudu, siis korrelatsioo-
nimaatriksi ja¨rgi vo˜ime otsustada, millised tunnused vo˜tta mudelisse.
Tunnuste valikul mudelisse tuleks ja¨lgida:
– mudelisse vo˜etakse uuritava tunnusega tugevalt seotud tunnused;
– mudelisse vo˜etakse uuritava tunnusega nii positiivselt kui nega-
tiivselt seotud tunnuseid;
– kui kaks tunnust on omavahel va¨ga tugevalt seotud (r > 0.9), siis
neist vo˜tta mudelisse ainult u¨ks.
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Korrelatsioonimaatriksi na¨ide (SAS: proc Corr, m = 6)
Pearson Correlation Coefficients, N = 445
Prob > |r| under H0: Rho=0
LAPSI TAISK TOOTAB HARIDUS ASULA palk
LAPSI 1.00000 0.05415 -0.05433 -0.05724 -0.14899 -0.18312
0.2543 0.2528 0.2282 0.0016 0.0001
TAISK 0.05415 1.00000 0.48375 -0.00127 -0.03127 0.03421
0.2543 <.0001 0.9788 0.5105 0.4717
TOOTAB -0.05433 0.48375 1.00000 0.08243 0.03274 0.33690
0.2528 <.0001 0.0824 0.4909 <.0001
HARIDUS-0.05724 -0.00127 0.08243 1.00000 0.10892 0.19285
0.2282 0.9788 0.0824 0.0216 <.0001
ASULA -0.14899 -0.03127 0.03274 0.10892 1.00000 -0.02761
0.0016 0.5105 0.4909 0.0216 0.5612
palk -0.18312 0.03421 0.33690 0.19285 -0.02761 1.00000
0.0001 0.4717 <.0001 <.0001 0.5612
Asula 1- linn, 0-maa; Haridus 1-p~ohi,2-kesk, 3-keskeri, 4-k~org
Lapsi - laste arv peres; TAISK - ta¨iskasvanute arv peres
TOOTAB - to¨o¨tavate pereliikmete arv




• Statistiliselt oluline korrelatsioon vo˜ib olla no˜rk ning seega praktiliselt
mitte huvi pakkuv.
• Tugev seos ei pruugi veel olla statistiliselt oluline st ta ei kehti u¨ldkogumis,
vaid on juhuslik seos valimis.
• Statistiliselt oluline korrelatsioon ei ole samava¨a¨rne po˜hjusliku seosega
tunnuste vahel, ta vo˜ib aga viidata po˜hjuslikule seosele.
• Korrelatiivne seos ta¨hendab, et muutus u¨hes tunnuses kaasneb teise
tunnuse muutumisega. Korrelatiivse seose olemasolu ei ta¨henda, et u¨he
suuruse muutus po˜hjustab teise muutumise.
• Po˜hjuslik seos ehk deterministlik seos on seos, mille korral u¨ks na¨htus
on po˜hjus ja teine tagaja¨rg.
– Po˜hjus avaldab mo˜ju tagaja¨rjele, po˜hjuslik seos on alati kindla
suunaga.
– Erinevate, omavahel po˜hjuslikult mitteseotud suuruste koosmuu-
tumine vo˜ib olla po˜hjustatud mingi kolmanda suuruse poolt, mis
mo˜jutab vaadeldavat kaht suurust.
– Kui korrelatiivne seos on tugev, vihjab see ku¨ll po˜hjusliku seose
vo˜imalusele, ent ei to˜esta veel selle olemasolu.
– Po˜hjuslikke seoseid hinnatakse struktuurivo˜rrandite mudelite abil.
• Kui Pearsoni korrelatsioonikordaja ja Spearmanni korrelatsioonikor-
daja vahel on suur erinevus, on soovitav kasutada Spearmanni korre-
latsioonikordajat.
• Kuigi korrelatsioonikordaja absoluutva¨a¨rtus on 1, ei ta¨henda see seda,
et ko˜ikide andmete korral saab maksimaalne korrelatsioonikordaja olla
1, tihti ja¨a¨b ta reaalselt palju va¨iksemaks.
• SAS va¨ljastab erinevad korrelatsioonikordajaid seosekordajatena ka-
hemo˜o˜tmelise sagedustabeli ja¨rele protseduuriga FREQ. Korrelatsioo-





Valiidsuse ja reliaabluse hindamise probleemidega on tegeldud juba pikka
aega ja seda eeska¨tt psu¨hholoogias seoses mitmesuguste psu¨hhomeetriliste
testide kasutamisega. Esimesed sellealased artiklid on 1930. aastast. Viima-
sel ajal on hakatud valiidsuse ja reliaabluse hindamisele suuremat ta¨helepanu
po¨o¨rama ka teistes valdkondades peale psu¨hholoogia ja seda eriti meditsiinis.
On va¨lja to¨o¨tatud mitmed erinevad valiidsuse ja reliaabluse kordajad ning
hindamismeetodid. Valiidsusest ja reliaablusest ra¨a¨gitakse mingi metoodika,
testi vo˜i skaala korral.
Valiidsus (validity) ta¨histab metoodika paikapidavust, kehtivust vo˜i adek-
vaatsust.
Ra¨a¨kides valiidsusest mo˜eldake mo˜o˜tmiste korrektsust. Valiidsus na¨itab, mis-
sugusel ma¨a¨ral mo˜o˜dab metoodika seda, mida ta on plaanitud mo˜o˜tma. Va-
liidsuse ulatust na¨itab su¨stemaatiline viga ehk nihe
Reliaabluse (reliability) all mo˜istetakse kasutatava metoodika stabiilsust,
ja¨rjekindlust, koosko˜la vo˜i to¨o¨kindlust.
Reliaablust hinnatakse nii u¨he metoodika korduval kasutamisel u¨he uurija
poolt kui ka u¨he metoodika u¨hekordsel kasutamisel erinevate uurijate poolt.
Mo˜lemal juhul tekib probleem, kas ja kuivo˜rd mo˜o˜tmistulemused on usalda-
tavad.
Valiidsuse ja reliaabluse tugevust mo˜o˜detakse teatud seosekordajatega, mil-
le absoluutva¨a¨rtus on nulli ja u¨he vahel. Mida suurem on kordaja va¨a¨rtus,
seda ko˜rgem on vastavalt valiidsus vo˜i reliaablus. Ideaalse valiidsuse ja re-
liaablusega uuringut pole vo˜imalik teha. U¨ldiselt kui vaatame u¨he metoodika
valiidsuse ja reliaabluse suurust iseloomustavaid kordajaid, siis alati valiid-
suse kordaja ja¨a¨b arvuliselt va¨iksemaks kui reliaabluse kordaja.
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Valiidsuse ja reliaabluse vahekorda illustreeritakse tavaliselt ma¨rklauaga.
Eesma¨rk on tabada ma¨rklaua keskpunkt – kui tabatakse, siis on katse va-
liidsus ko˜rge ja kui tabatakse keskpunkti alati, siis on katse reliaablus ko˜rge.
Valiidsus ja reliaablus on teineteist ta¨iendavad mo˜isted ja omavahel seotud.
NB! Oht, et uuringut peetakse usaldusva¨a¨rseks kui kordusuuringutega saa-
dakse sama tulemus, aga vo˜ib olla tegemist ka situatsiooniga A (vt joonist)
st saadakse ku¨ll sama tulemus, aga see pole o˜ige tulemus.
3.2 Valiidsus
Kas metoodika/test/skaala mo˜o˜dab seda, mida ta on ma¨a¨ratud mo˜o˜tma?
Kirjandusest vo˜ib leida suure hulga valiidsuse erinevaid liigitusi ja kirjeldusi.
Siinkohal vaatame kahte olulisemat vo˜imalust:
A. Definitsioonil po˜hinev ehk seletav valiidsus.
• Va¨line valiidsus (Face validity) – la¨htutakse va¨itest, et ’see na¨ib nii
olevat’
• Sisuvaliidsus (Content validity) – la¨htutakse va¨itest, et ’see na¨ib esi-
tavat asja olemust’
Otsustamisel kasutatakse subjektiivseid hinnanguid, tavaliselt eksperthin-
nangud.
B. Kriteeriumitel po˜hinev valiidsus (criterion validity)
• On vo˜imalik kasutada teisi meetodeid antud fenomeni uurimiseks. Sel
juhul ra¨a¨gitakse valiidsusest kui korrelatsioonist nn ”kuldse standardi-
ga”, selliselt on valiidsus defineeritud ka matemaatilise statistika lek-
sikonis (Kotz, 1988). Seega, eksisteerib teatud norm ning mo˜o˜detakse
koosko˜la normiga. Antud la¨henemise korral tekivad teatud tunnetus-
likud ku¨simused, millele tegelikult objektiivset vastust polegi.
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1. Kui na¨htuse mo˜o˜tmiseks juba leidub mingi ”kuldne standard”, milleks
siis otsitakse uusi meetodeid? Selle ku¨simuse vastuseks on enamasti –
uus meetod on parem ja odavam.
2. Kui uus meetod arvatakse olevat parem, milleks siis vo˜rrelda teda vana-
ga ning kui seos uue ja vana meetodi vahel on no˜rk, kumb meetoditest
siis ikkagi on halb?
• Ei ole teisi meetodeid antud fenomeni uurimiseks. Sel juhul on valiidsus
kui kaudne hu¨poteetiline seos (construct validity). Selline olukord tekib
juhul, kui mingis valdkonnas tehakse esimene uuring ja pole veel va¨lja
kujunenud mingeid standardeid.
Na¨iteks 1920ndatel aastatel testiti esmakordselt biokeemiliste testidega vere-
suhkur. Polnud midagi, millega vo˜rrelda, sest polnud teist veresuhkru testi.
Pu¨stitati hu¨potees (mida kontrolliti empiiriliselt): haigetel, kellel on diagnoo-
situd diabeet kliiniliste kriteeriumite ja¨rgi, on ka ko˜rgem veresuhkru sisaldu-
vus.
3.3 Reliaablus
Kas metoodika/test/skaala annab tema korduval rakendamisel vo˜i erinevate
uurijate korral analoogilisi tulemusi?
Siin saame ra¨a¨kida reliaablusest kahest aspektist:
A. Sisemise koosko˜la, ja¨rjekindluse hindamine (internal consistency). Hin-
natakse, kas tunnused/testid, mis koos peavad mo˜o˜tma mingit fenomeni, on
koosko˜las. Enamlevinud on ja¨rgmised reliaabluse kui sisemise koosko˜la kor-
dajad: Cronbachi α, Kuder-Richardsoni ning Spearman-Browni ja Guttmani
kordajad.
B. Stabiilsuse hindamine (inter-oserver, intra-observer reliability, test-retest).
Hinnatakse, kas metoodika/test/skaala on pu¨siv erinevatel mo˜o˜tmistel. Sta-
biilsuse hindamisest ra¨a¨gitakse siis, kui u¨ks uurija teeb sama metoodikaga
uuringuid erinevatel kontingentidel vo˜i samal kontingendil erinevatel ajamo-
mentidel vo˜i erinevad uurijad teevad sama metoodikaga uuringuid. Probleem
seisneb selles, et ajas vo˜ib metoodika sisu vo˜i interpretatsioon muutuda ning
saadakse vo˜rreldamatud andmed. Taolisest olukorra va¨ltimiseks tuleb hin-
nata metoodika stabiilsust.
Praktilise kasutamise jaoks on paljud erinevad autorid pakkunud va¨lja tea-
tud empiirilised reliaabluse kordaja suurused, mis na¨itavad, milline peaks
olema hea metoodika reliaablus.
Reliaabluse kordaja r vo˜imalikud va¨a¨rtused on vahemikus 0 ≤ r ≤ 1.
Metoodika sisemine koosko˜la loetakse heaks, kui ta on va¨hemalt 0.7 kuni
0.8 ning metoodika stabiilsuse na¨itaja peaks olema va¨hemalt 0.5. Need ei ole




Klassikaline la¨henemine reliaabluse mo˜o˜tmisele on ja¨rgmine. Iga mo˜o˜tmine
kajastab mingil ma¨a¨ral o˜iget vastust ku¨simusele ja teatud osas muud ehk
juhuslikku viga.
Seega X = T +E, kus X on suvaline mo˜o˜tmine, T on o˜ige va¨a¨rtus (latentne
ehk mittemo˜o˜detav), E on juhuslik viga. Lisaks eeldatakse, et o˜ige vastus
ja juhuslik viga on so˜ltumatud ning erinevatel mo˜o˜tmistel tekkinud vead on
samuti so˜ltumatud. Reliaabluse kordajat vaadatakse sel juhul kui tundmatu




kus σ2 ta¨histab dispersiooni. Tundmatu o˜ige va¨a¨rtuse hajuvust hinnatakse
kaudselt erinevate meetoditega ja nii jo˜utakse reliaabluse mo˜o˜tmise erinevate
kordajateni.
Tuntuimad reliaabluse kordajad on ja¨rgmised.













kus k – tunnuste arv, s2i – inda ku¨simuse/tunnuse hajuvus, s
2 – kogu-
testi hajuvus;
• Kuder–Richardsoni kordajad KR20, KR21 (1937) (mis on tegeli-
kult Cronbachi a kordaja analoogid binaarse tunnuse jaoks);
• ”Poolte/poolitatud”reliaablus (split–half ). Kordajate u¨hisel ni-
metusel puudub eesti keeles o˜ige vaste, nimetus on tuletatud asjaolust,
et antud juhul test jaotatakse kaheks pooleks ja hinnatakse kahe tes-
tipoole koosko˜la.







kus rXY on korrelatsioon kahe poole vahel.






2(s2t − s2t1 − s2t2)
s2t
,
kus test t on jagatud kaheks pooleks t1 ja t2, s2t on kogu testi hajuvus,
s2t1 , s
2
t2 testi esimese ja teise poole hajuvused.
Valemit kasutatakse kui testi pooltes on erinev hajuvus.
• Korrelatsioon tunnuse ja testi vahel kui testi homogeensuse vo˜i







kus ri(t−1) on korrelatsioon i-nda tunnuse ja testi vahel, kust i-s tunnus
on va¨lja ja¨etud; rit on korrelatsioon i-nda tunnuse ja testi vahel; s2i on
i-nda tunnuse hajuvus; s2t on kogutesti hajuvus.
Cronbachi α kasutamine testi sisemise koosko˜la hindamiseks:
Arvutatakse Cronbachi α∗i iga tunnuse korral selliselt, et vaadeldav i-s tun-
nus ja¨etakse va¨lja (Cronbach Coefficient Alpha with Deleted Variable) ja
vo˜rreldakse seda kogutesti Cronbachi α va¨a¨rtusega. Loomulik on oletada,
et kui tunnus on testis vajalik (sobib testi, on koosko˜las teiste testis olevate
tunnustega), siis tema va¨ljaja¨tmisel testi koosko˜la va¨heneb ja kui tunnus
pole testis vajalik, siis tema va¨ljaja¨tmisel testi koosko˜la paraneb.
Otsustusreegel:
• Kui α∗i > α, siis i-s tunnus pole testis vajalik
• Kui α∗i < α, siis i-s tunnus on testis vajalik
Analu¨u¨s viiakse la¨bi nii algva¨a¨rtusi (Row) kui ka standardiseeritud (Stan-
dardized) va¨a¨rtusi kasutades. Kui testi ku¨simuste vastused on va¨ga erineval
skaalal, siis on soovitav kasutada standardiseeritud va¨a¨rtustele rakendatud
analu¨u¨si (sest standardiseerimine muudab skaalad u¨hesuguseks).
3.4 Koosko˜la hindamisest
On va¨lja to¨o¨tatud terve rida kriteeriume hindamaks teatavat klassifitsee-
rimise koosko˜la (classification agreement). Hinnatakse kahe erineva uurija
tulemuste vo˜i u¨he uurija kahe erineva hinnangu kooosko˜la (agree) vo˜i seost.
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Vastavad hinnangustatistikud esitatakse kahemo˜o˜tmelise sagedustabeli eri-
juhu - ruut-tabelite (ridade ja veergude arv on vo˜rdne) - analu¨u¨si tulemuse-
na. Kahemo˜o˜tmelises sagedustabelis on sel juhul nii veeru kui reatunnuseks
sama skaala, millel on hindamine toimunud, aga hindajad on erinevad.
Seega on kxk tabelil ja¨rgmine kuju
1 . . . k
1 n11 . . . n1k n1·
...
k nk1 . . . nkk nk·
n·1 . . . n·k n
















on teoreetiline ehk oodatav (expected) koosko˜la vastuste so˜ltu-
matuse korral.
Kui uurijate hinnangud on so˜ltumatud ja ta¨ielikus koosko˜las, siis kapa kor-
daja va¨a¨rtus on +1. Kui tegelik koosko˜la on madalam kui teoreetiliselt
vo˜imalik, siis kapa kordaja on negatiivne. Saab anda hinnangu ka korda-
ja hajuvusele.
(vt A. Agresti (1990) Categorical Data Analysis. N.Y., John Wiley )
Kaalutud kapa kordaja
Kaalutud kapa kordaja on tavalise kapa kordaja u¨ldistus, kus kasutatakse





Statistilise mudeli u¨ldkuju on ja¨rgmine
Y = f(X,α, β, . . .) + ε,
kus Y on funktsioontunnus ehk uuritav tunnus ehk so˜ltuv tunnus (response,
outcome, dependent variable), mis on uurimuse seisukohalt eriti huvipakkuv
ja mida soovitakse mudelina kirjeldada.
f(·) ta¨histab mingit funktsiooni. Tavaliselt alustatakse lineaarsest funktsioo-
nist. Mudeli valik so˜ltub uuritava tunnuse tu¨u¨bist ja jaotusest.
X on argumenttunnus ehk seletav tunnus ehk so˜ltumatu tunnus (predic-
tor, explanatory variable, independent variable), st tunnus, millest so˜ltub
funktsioontunnus. Argumenttunnuseid vo˜ib mudelis olla ka mitu. Enamasti
kitsendusi argumenttunnuste tu¨u¨bile ja jaotusele ei ole.
α, β, . . . on mudeli (tundmatud) parameetrid.
ε on mudeli juhuslik viga (random error).
Statistilise mudeli leidmine seisneb ja¨rgmiste sammude la¨bimises:
• Mudeli kuju ma¨a¨ramine: so˜ltuva tunnuse fikseerimine, argumentide
valik mudelisse.
• Mudeli parameetritele va¨a¨rtuste arvutamine statistiliste andmete po˜hjal.
• Mudeli ja tema parameetrite statistilise olulisuse kontroll, st kas nad
u¨ldkogumis erinevad oluliselt nullist.
Statistiliselt oluline mudel kehtib ka u¨ldkogumis, mitteoluline kirjel-
dab seoseid ainult valimi kohta. Kui mudel pole oluline (vo˜i sisaldab
mitteolulisi liikmeid), tuleb proovida leida uus mudel.
• Mudeli headuse (ja ta¨psuse) hindamine - tehakse kindlaks, kui suure
osa uuritava tunnuse hajuvusest mudel kirjeldab.
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• Mudeli diagnostika, erindite analu¨u¨s (vaatluste va¨ljaselgitamine, mille
korral mudel to¨o¨tab halvasti). Mudeli eelduste kontroll.
• Mudeli sisuline to˜lgendamine.
• Mudeli kasutamine (progoosimine)
4.1 Lihtne lineaarne regressioonimudel
Vaatame u¨he argumendiga lineaarset regressioonimudelit ehk lihtsat regres-
sioonimudelit (simple regression) kujul
Y = α+ βX + ε
kus Y on funktsioontunnus, X on argumenttunnus (arvuline),
α on vabaliige (intercept), β on regressioonikordaja (regression coefficient,
slope), ε on mudeli juhuslik viga.
Mudeli parameetrid hinnatakse va¨himruutude meetodil: erinevused te-
gelikult mo˜o˜detud uuritava tunnuse va¨a¨rtuste ja mudeli ja¨rgi prognoositud
va¨a¨rtuste vahel minimiseeritakse.
Lahendatakse ekstreemumu¨lesanne parameetrite α ja β suhtes:∑
i
[yi − (α+ βxi)2]⇒ min.
Jo˜utakse normaalvo˜rranditeni ja saadakse parameetritele hinnangud αˆ, βˆ
(hinnanguid ta¨histatakse ka a, b)
Va¨himruutude meetodi korral pole vaja teha mingeid eeldusi mudelis olevate
tunnuste jaotuste kohta. Meetod to¨o¨tab alati ja on teatud mo˜ttes parim.
Kaugusi mo˜o˜detakse traditsiooniliselt y-telje sihis.
Va¨himruutude meetodi ajaloost
Meetodi to¨o¨tas va¨lja Johann Carl Friedrich Gauss, kes oli Saksa matemaa-
tik, astronoom ja fu¨u¨sik, elas aastatel 1777–1855. Ta arvutas 1801. a. det-
sembris Ceres’i asteroidi orbiidi kasutades va¨himruutude meetodit (suurim
asteroid, avastati G. Piazzi poolt 1801 jaanuaris, aga kadus ja Gauss leidis




Korrelatsioonikordaja olulisusest ja¨reldub vahetult ka regressioonikordaja
olulisus ja vastupidi. Kui korrelatsioonikordaja ei ole oluline, ei ole oluline
ka regressioonikordaja ning regressioonimudel tervikuna ei ole statistiliselt
oluline.
Vabaliikme olulisust on tarvis eraldi kontrollida. Mudeli kui terviku olulisus
ei so˜ltu sellest, kas vabaliige on oluline vo˜i mitte.
Mudel Y = bX, kus a = 0, vo˜ib pakkuda huvi. Mudel, kus b = 0, st Y = a,
ei paku huvi, sest ei sisalda argumenti X.
Igasuguste ja¨relduste tegemiseks on korrektne kasutada regressioonimudelit
vaid siis, kui ta on statistiliselt oluline!
Mudeli olulisuse kontrolli saame so˜nastada kui hu¨poteeside paari
H1 : β 6= 0; H0 : β = 0.




∼ tn−2, sb − regressioonikordaja standardha¨lve.
Arvutipaketid va¨ljastavad mudeli jaoks dispersioonanalu¨u¨si tabeli, kus vii-
mases veerus on mudeli olulisuse to˜ena¨osus ja eraldi parameetrite hinnan-
gute tabeli, kus viimases veerus on parameetrite olulisuse to˜ena¨osused.
4.1.2 Mudeli ta¨psus
Regressiooniseose ta¨psus so˜ltub juhusliku vea hajuvusest st oluline on ju-
husliku vea standardha¨lve.
Mudeli juhusliku vea hinnangut nimetatakse mudeli ja¨a¨giks (residual)
ei = yi − yˆi, kus yˆi = a+ byi on prognoos mudelist.














Mudeli standardviga (juhusliku vea standardha¨lve) iseloomustab uuritava
tunnuse ko˜rvalekallet mudeliga ma¨a¨ratud va¨a¨rtusest.
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4.1.3 Mudeli headus. Determinatsioonikordaja
Mudeli headuse na¨itajaks on determinatsioonikordaja R2 (R-squared).
Determinatsioonikordaja na¨itab, kui suure osa uuritava tunnuse Y hajuvu-
sest (dispersioonist) kirjeldab lineaarne regressioonimudel (o¨eldakse ka mitu
protsenti kirjeldab mudel).
Determinatsioonikordaja arvutamisel la¨htutakse koguhajuvuse lahutusest
mudeli poolt kirjeldatud hajuvuseks (SSR) ja vea poolt kirjeldatud haju-
vuseks (SSE): SST = SSR + SSE ja definitsiooni ja¨rgi R2 = SSR/SST .
Koguhajuvuse avaldist silmas pidades arvutatakse determinatsioonikordaja
tavaliselt ja¨rgmiselt: R2 = 1− SSE/SST ja alati 0 ≤ R2 ≤ 1.
U¨he argumendiga mudeli headust na¨itab ka lineaarne korrelatsioonikordaja
r. Korrelatsioonikordaja r ning regressioonikordaja b on alati samama¨rgilised.
Kui r > 0 (b > 0, to˜usev sirge), siis argumenttunnuseX suurenedes (va¨henedes)
keskmiselt suureneb (va¨heneb) ka uuritav tunnus Y . Kui r < 0 (b < 0, lan-
gev sirge), siis argumenttunnuse X suurenedes keskmiselt uuritav tunnus Y
va¨heneb ja argumenttunnuse X va¨henedes keskmiselt uuritav tunnus Y suu-
reneb. U¨he argumendiga lineaarse regressioonimudeli korral kehtib r2 = R2.
4.1.4 Ja¨a¨kide analu¨u¨s ja mudeli eelduste kontroll
Mudeli ja¨a¨k (residual) e on mudeli juhusliku vea ε hinnang e = εˆ
ei = yi − yˆi.






Studenti ja¨a¨gid (studentized residuals), saadakse ja¨a¨gi jagamisel tema stan-





Ja¨a¨gi standardha¨lve avaldub kujul sei = s
√
1− hi, hi – vaatluse omapa¨ra
(leverage).
Ja¨a¨kide analu¨u¨si eesma¨rk:
• Mudeli eelduste kontroll.





• juhuslikud vead on erinevate vaatluste korral so˜ltumatud
• juhuslike vigade keskva¨a¨rtus on null (Eεi = 0, ∀i)
• juhuslike vigade hajuvus on konstantne (Dεi = σ2, ∀i)
Juhuslikud vead peavad olema so˜ltumatud ja normaaljaotusega ε ∼ N(0, σ2)
Graafilised meetodid: kasutatakse mitmesuguseid ja¨a¨kide graafikuid
(1) Ja¨a¨k vs prognoos vo˜i ja¨a¨k vs argument – kui juhuslike vigade hajuvus on
u¨hesugune, peavad ja¨a¨kide graafikud kujutama endast hajusat punktiparve.
O¨eldakse ka pu¨sihajuv ehk homoskedastiline ja muuthajuv ehk heteroske-
dastiline. Mudeli ja¨a¨gid peavad olema pu¨sihajuvad ehk homoskedastilised.
(2) Q-Q plot mudeli ja¨a¨kidele – kontrollimaks juhuslike vigade jaotust.
Normaaljaotuse testid (vt Loeng 1, punkt 1.4).
Kui on ko˜rvalekaldeid normaaljaotusest, soovitatakse skaalateisendusi.
4.1.5 Mudeli diagnostika. Erindid
Mudeli erindiks (outlier) nimetatakse teistest mingis mo˜ttes erinevat vaat-
lust. Erinditest ra¨a¨gitakse kolmest aspektist.
• Erind suure ja¨a¨gi mo˜ttes (outlier)
Hindamiseks leitakse standardiseeritud ja/vo˜i Studenti ja¨a¨gid. Ja¨a¨gi kriiti-
line va¨a¨rtus on ligikaudu 3 (estandi ≈ 3), siis mudel ei to¨o¨ta ha¨sti (ra¨a¨gitakse
erindist y-telje sihis).
• Omapa¨rane vaatlus (leverage)







(xi − x¯)2 .
Erilised on need vaatlused, mille kaugused on suuremad kui teistel








• Mo˜jus vaatlus (influential)
Vaatlus, mis mo˜jutab regressioonikordajat. Vaatluse mo˜ju regressioonikor-





kus b on mudeli regressioonikordaja ja b(i) on regressioonikordaja, mis on
leitud i-ndat vaatlust mitte arvestades.
Mo˜jusateks loetakse need vaatlused, mis vastavad F -jaotuse Fp,n−p 50 prot-
sentpunktile vo˜i suuremale.
U¨hel vo˜i teisel viisil leitud teistest erinevad vaatlused tuleb u¨le kontrollida ja
va¨lja selgitada, kas on tegemist to˜epoolest mingi erilise vaatlusega vo˜i veaga
andmetes.
Erind – omapa¨rane vaatlus – mo˜jus vaatlus (Allikas: Fox, 1997)
• Erind suure ja¨a¨gi mo˜ttes ei pea olema tingimata omapa¨rane vo˜i mo˜jus
vaatlus (vt ja¨rgmine joonis (a))
• Ko˜rge omapa¨raga vaatlus ei pea olema mo˜jus vo˜i erind suure ja¨a¨gi
mo˜ttes (vt ja¨rgmine joonis (b))
• Vaatlus vo˜ib aga olla nii erind suure ja¨a¨gi mo˜ttes kui ka omapa¨rane ja
mo˜jus vaatlus (vt ja¨rgmine joonis (c))
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NB! Ettevaatust vaatluste va¨ljaja¨tmisel! Eesma¨rk pole leida ilusat mudelit,






vt Parring, Va¨hi, Ka¨a¨rik (1997). Statistilise andmeto¨o¨tluse algo˜petus, lk
241–245. Olemas ka e-raamat TU¨ raamatukogus, ka¨ttesaadav TU¨ arvu-
tivo˜rgus.
4.1.6 Mudeli parameetrite interpreteerimine
Mudeli sisuline to˜lgendamine ehk mudeli parameetrite interpreteerimine on
sirge vo˜rrandi interpreteerimine. Mudeli vabaliige ehk lo˜ikepunkt y-teljega
vastab olukorrale kui X = 0 ja on ainult siis interpreteeritav, kui selline
argumendi va¨a¨rtus andmetes esineb.
Regressioonikordaja on sirge to˜us, seega saame o¨elda:
Kui vaatame kahte objekti, kus argumendi va¨a¨rtused erinevad u¨hiku vo˜rra,




Prognoosimine on mudeli kasutamine, et arvutada uusi va¨a¨rtusi funktsioon-
tunnusele nendele argumentidele vastavalt, mille kohta pole mo˜o˜tmisi teh-
tud. Prognoosimisel tuleb silmas pidada, et prognoosida saab ainult argu-
mentide muutumispiirkonna ulatuses st selles piirkonnas, kus tegelikult mu-
del on leitud.
Me ei tea, milline on mudeli kuju va¨ljaspool argumentide piirkonda.
Na¨iteks, kui leitakse mudelit kaalu jaoks kasvu ja vanuse ja¨rgi ning andmesti-
kus on ainult 20-30 aastased naised, siis ei saa me selle mudeliga prognoosida
ei 50-aastase naise kaalu ega ka u¨hegi mehe kaalu.
4.1.7 Regressioonimudeli ajaloost
Esmakordselt kasutas regressiooni mo˜istet Sir Francis Galton (1822-1911).
Ta oli va¨ga laialdaste teadmistega geograaf, meteroroloog, troopikauurija,
psu¨hholoog, na¨puja¨lgede identifitseerimise teoreetiliste aluste rajaja (hindas
1888. aastal to˜ena¨osust, et 2 so˜rmeja¨lge on samad), regressiooni- ja korre-
latsiooniteooria aluste rajaja.
1875 a. tegi ta eksperimendi suhkruhernestega. Tuntud on tema antropo-
meetrilised katsed (1885-1886), kus ta tegeles vanemate ja nende ja¨rglaste
kasvu uurimisega. Galton to˜i sisse ka korrelatsiooni mo˜iste, hiljem avaldas
selle Carl Pearson 1930, seepa¨rast ra¨a¨gime Pearsoni korrelatsioonikordajast.
Esimene regressioonisirge. Allikas: Gillham, N.W. (2001). Sir Francis Galton
and the birth of eugenics, Annu. Rev. Genet., 35, pp 83–101
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Na¨ide. U¨he argumendiga lineaarne regressioonimudel
Uuriti alkoholismiga seotud probleeme. Valiti juhuslikult 50 meest, kelle
pa¨evane alkoholi tarbimine ko˜ikus 118-350 g vahel. Leiti iga mehe kohta
tema kogu elu jooksul tarvitatud alkoholi kogus kehakaalu kg kohta (tunnus
DOOS) .
Mo˜o˜deti ka igal mehel elektroonilise mu¨otonomeetriga mittedominantse del-
talihase jo˜udu (Kg) (tunnus MUSKEL).
Arvutati tarvitatud alkoholikoguse ja muskli jo˜u vaheline korrelatsioonikor-
daja r(Muskel,Doos) = −0.64, p > 0.0001, seega on tegemist vastupidise
seosega, mida rohkem on alkoholi tarvitatud, seda no˜rgem on muskel.
Hajuvusgraafik
U¨lesande lahendus SASis kasutades proc REG
ods graphics on;




Source DF Sum of Squares Mean Square F Value Pr > F
Model 1 504.04032 504.04032 33.59 <.0001
Error 48 720.27488 15.00573
Total 49 1224.31520
Root MSE 3.87372 R-Square 0.4117





Variable DF Estimate Error t Value Pr > |t|
Intercept 1 26.36954 1.20273 21.92 <.0001
DOOS 1 -0.29587 0.05105 -5.80 <.0001
Va¨ljastatakse ja¨rgmised graafikud:








4.2 Mitme argumendiga regressioonimudel
Tavaliselt pakub uurijale huvi mitme tunnuse u¨heaegne ka¨itumine ja sel-
le kirjeldamine. Soovitakse avaldada u¨hte (so˜ltuvat – dependent, respon-
se) tunnust Y teiste (so˜ltumatute, seletavate ehk argument – independent,
explonatory) tunnuste X1, X2, . . . , Xk kaudu.
Kui so˜ltuv tunnus on pidev tunnus ja argumenttunnused arvulised, siis so-
bivaks mudeliks on mitme argumendiga lineaarne regressioonimudel:
yi = β0 + β1x1i + β2x2i + . . .+ βkxki + εi,
kus β0 on vabaliige, βj on regressioonikordajad, j = 1, 2, . . . , k (k on mudelis
esinevate argumentide arv, mudeli parameetrite arv on p = k + 1) ja εi on
juhuslik viga (i = 1, 2, . . . , n; n on valimi maht). Juhuslike vigade kohta
peavad olema ta¨idetud ja¨rgmised eeldused:
• Juhuslike vigade keskva¨a¨rtus on null Eεi = 0.
• Juhuslikud vead on konstantse hajuvusega Dεi = σ2.
• Juhuslikud vead on so˜ltumatud cov(εi, εj) = 0, i 6= j.
Regressioonimudeli parameetrite hindamiseks kasutatakse va¨himruutude
meetodit (least square), mis baseerub va¨himruutude printsiibil:
Mudeli parameetrite va¨a¨rtused valitakse selliselt, et erinevused tegelikult mo˜o˜de-
tud so˜ltuva tunnuse va¨a¨rtuste ja mudeli ja¨rgi prognoositud va¨a¨rtuste vahel
oleks minimaalsed.
Mudeli vo˜ib lugeda konstrueerituks, kui leitud mudelis on ko˜ik liikmed sta-
tistiliselt olulised. U¨he so˜ltuva tunnuse jaoks vo˜ib tihti leida mitu erinevat
mudelit ning neist parima valimiseks on vo˜imalik kasutada erinevaid kritee-
riume:
• valitakse o¨konoomseim (see, mis sisaldab ko˜ige va¨hem argumente);
• valitakse parim na¨iteks determinatsioonikordaja (vms) mo˜ttes;
• valitakse see, mida on lihtsam interpreteerida.
Erinev probleemi pu¨stitus viib erinevate mudeliteni, seeto˜ttu on oluline
mudeli ma¨a¨ramise juures konsulteerida vastava valdkonna spetsialistidega
ja/vo˜i teostada andmete kirjeldav analu¨u¨s selgitamaks va¨lja tunnuste oma-
vahelisi seoseid ja ka¨itumist.
Na¨ide. Probleem on to˜estada vo˜i u¨mber lu¨kata, kas to¨o¨andja diskrimineerib
naisi. Andmestikus on to¨o¨taja palk, to¨o¨taja kvalifikatsioon ja sugu. Antud




1. Kas keskmiselt saavad naised va¨hem palka kui sama kvalifikatsiooniga
mehed? Sel juhul on so˜ltuvaks tunnuseks ’palk’ ja seletavateks ’kvali-
fikatsioon’ ning ’sugu’.
2. Kas keskmiselt on naistel ko˜rgem kvalifikatsioon, kui sama palgaga
meestel? Sel juhul on so˜ltuvaks tunnuseks ’kvalifikatsioon’ ja seletava-
teks ’palk’ ning ’sugu’.
4.2.1 Mudeli matemaatiline esitus
Mitme argumendiga lineaarse mudeli konstrueerimise matemaatiline esitus
antakse tavaliselt maatrikskujul. Maatrikskujul avaldub lineaarne regres-
sioonimudel ja¨rgmiselt
y = Xβ + ε,
kus y = (y1, . . . , yn)T on n–mo˜o˜tmeline funktsioontunnuse vektor, β on p–
mo˜o˜tmeline tundmatute parameetrite vektor, ε on n–mo˜o˜tmeline juhuslike
vigade vektor ja plaanimaatriks X on nxp–mo˜o˜tmeline.
Va¨himruutude printsiibi realiseerimiseks minimiseeritakse vigade ruutude
summad (SSE – sum of squared errors) SSE(β) = (y −Xβ)T (y −Xβ).
Minimiseerimisu¨lesannet lahendades jo˜utakse normaalvo˜rrandisu¨steemini
(XTX)β = XTy, millel on u¨hene lahend parajasti siis, kui maatriksi veerud
on lineaarselt so˜ltumatud st kui leidub po¨o¨rdmaatriks (XTX)−1 (korrelat-
sioonimaatriks peab olema positiivselt ma¨a¨ratud).
Lahend avaldub kujul b = (XTX)−1XTy.
Mudeli po˜hjal arvutatud so˜ltuva tunnuse va¨a¨rtust nimetatakse prognoo-
siks (prediction) yˆ = Xb. Saame anda ka hinnangud mudeli juhuslikele
vigadele st leida prognoosija¨a¨gid (residuals) arvestades yˆ ja b avaldisi
e = y − yˆ = (I − X(XTX)−1XT )y, kus I on u¨hikmaatriks ja maatriks
H = X(XTX)−1XT kannab nimetust ”mu¨tsi”ehk ”katuse”maatriks (hat
matrix), mille peadiagonaali elementidel on eriline ta¨hendus.
Hinnang juhuslike vigade hajuvusele (keskmine ruutviga MSE – mean
square error) avaldub kujul MSE = SSE/(n − k − 1) ja mudeli stan-
dardha¨lve ehk mudeli ta¨psus on ruutjuur sellest (Root MSE).
4.2.2 Multikollineaarsus
Olukorda, kus argumenttunnused (so˜ltumatud muutujad) on omavahel ku¨llalt
tugevalt seotud, nimetatakse multikollineaarsuseks. See ta¨hendab, et me
ei saa u¨heselt leida hinnangut b (ei leidu po¨o¨rdmaatriksit (XTX)−1), saa-
me ebata¨psed hinnangud (vo˜ivad olla isegi vale ma¨rgiga) ja seega saame
ebata¨psed prognoosid. Lisaks tekib probleeme regressioonikordajate to˜lgen-
damisel. Regressioonikordaja na¨itab keskmist uuritava tunnuse muutust, mis
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kaasneb vastava argumenttunnuse u¨hikulisele muutusele, kui teised argu-
menttunnused ei muutu. Argumenttunnuste so˜ltuvuse korral aga muutuvad
argumendid u¨heaegselt.
Multikollineaarsusele andmestikus viitavad ko˜rged korrelatsioonid korrelat-
sioonimaatriksis (r > 0.95), mudeli regressioonikordajate suur hajuvus ning
korrelleeritus. Multikollineaarsust esineb sageli ja see on tavaliselt valimi
probleem. Multikollineaarsust loetakse suureks, kui argumentide vaheline
korrelatsioon on suurem kui samade argumentide ja uuritava tunnuse vahe-
line korrelatsioon.
Multikollineaarsuse mo˜o˜tmiseks on mitu na¨itajat, neist tuntumad:
• Tolerants (tolerance) TOL on multikollineaarsuse mo˜o˜t, mis na¨itab
kui suur osa argumendi varieeruvusest ja¨a¨b u¨leja¨a¨nud argumentide
poolt kirjeldamata. TOLi = 1 − R2i , kus R2i on selle mudeli deter-
minatsioonikordaja, kus i-s tunnus on avaldatud teiste kaudu. Mida
madalam tolerants, seda rohkem tunnus so˜ltub teistest, seda va¨hem
ta annab uut informatsiooni. Suhteliselt madala tolerantsiga tunnuste
ru¨hm on omavahel seotud ja nende hulgast peaks mo˜ne mudelist va¨lja
ja¨tma.
• Varieeruvusindeks ehk dispersiooni mo˜ju faktor (variance inflation
factor) VIF na¨itab argumendi mo˜ju regressiooniparameetri hajuvusele
ja on tolerantsi po¨o¨rdva¨a¨rtus. Mida suurem on varieeruvusindeks, seda
suurem on argumendi mo˜ju. VIF on muutus regressioonikordaja haju-
vuses, mis on tingitud teiste argumentide mo˜just. Argumenttunnuste
so˜ltuvuse to˜ttu on regressioonikordaja hajuvus VIF korda suurem kui
oleks so˜ltumatuse korral.
Empiiriline kriteerium: kui TOL < 0.15 vo˜i V IF > 10 on tegemist multi-
kollineaarsusega.
Multikollineaarsus esineb enamasti alati mitmese regressiooni mudelis ja
ku¨simus pole seega selles, kas ta esineb, vaid selles, kui to˜sine ta on.
Multikollineaarsust saab va¨hendada mudeli argumentide arvu va¨hendamisega
ja omavahel tugevalt korreleeruvate argumentide mudelist va¨ljaja¨tmisega,
kuid see ei ole hea lahendus!
Paremad vo˜imalused multikollineaarsuse va¨hendamiseks:
• vo˜tta rohkem andmeid, multikollineaarsus on enamasti va¨ikese valimi
probleem;
• defineerida uued tunnused (na¨iteks olemasolevate vahed jms);
• kantregressiooni kasutamine (ridge regression);
et leiduks (XTX)−1 lisatakse peadiagonaalile va¨ike konstant ja saadakse
normaalvo˜rrandid (XTX + kI)β = XTy, leitakse sobiv k, hinnang βˆ =
(XTX + kI)−1XTy va¨ikese nihkega.
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4.2.3 Mudeli olulisuse kontroll
Kontrollitakse hu¨poteesidepaari parameetervektori β kohta
H0 : β = 0, mudel ei ole oluline, ko˜ik parameetrid on samava¨a¨rsed nulliga;
H1 : β 6= 0, mudel on oluline, va¨hemalt u¨ks parameeter erineb nullist.
Mitme argumendiga mudeli korral on mudel statistiliselt oluline siis, kui
mo˜ni argumentidest on mudelis oluline. Mudeli olulisuse hindamisel on alu-
seks kogu hajuvuse (SST) jaotamine mudeli poolt kirjeldatud hajuvuseks
(SSR) ja ja¨a¨khajuvuseks (SSE) ning nende abil defineeritud F -statistik
F = SSR/kSSE/(n−k−1) , mis on F jaotusega F ∼ Fk,n−k−1 kui juhuslikud vead
on normaaljaotusega. Kogu hajuvuse analu¨u¨s esitatakse dispersioonanalu¨u¨si
tabelis (analysis of variance).
Regressioonikordajate olulisuse kontroll
U¨ksikute regressioonikordajate βi (i = 0, 1, . . . , k) kohta pu¨stitatakse
ja¨rgmised hu¨poteesid:
H0 : βi = 0; i-s argument ei ole oluline, ta tuleb mudelist va¨lja ja¨tta;
H1 : βi 6= 0; i-s argument on oluline.
Hu¨poteese kontrollitakse t-testiga analoogiliselt u¨he argumendiga mudelile.
Mitteolulised argumendid tuleb mudelist va¨lja ja¨tta ja mudel uuesti leida!
4.2.4 Mudeli headuse na¨itajad
Mitmene korrelatsioonikordaja R on defineeritud kui korrelatsioonikor-
daja uuritava tunnuse tegeliku va¨a¨rtuse ja prognoosi vahel R = r(y, yˆ).
Mitmene korrelatsioonikordaja on alati positiivne (0 ≤ R ≤ 1) ning mitte
va¨iksem kui korrelatsioonikordaja so˜ltuva tunnuse ja mingi argumenttunnu-
se vahel (R ≥ max|r(y, xi)|).
Determinatsioonikordaja R2 (R-squared) na¨itab kui suure osa so˜ltuva
tunnuse hajuvusest kirjeldab mudel. Determinatsioonikordaja on regressioo-
nimudeli poolt kirjeldatud hajuvuse ja koguhajuvuse suhe R2 = SSR/SST
ning arvestades koguhajuvuse lahutust SST = SSR + SSE esitatakse de-
terminatsioonikordaja ka tihti kujul R2 = 1− SSE/SST .




Arvestamaks mudelis esinevate argumenttunnuste arvu, arvutatakse tihti ka
parandatud determinatsioonikordaja R¯2 (adjusted R-squared):




Hea mudeli korral R2 ≈ R2. Kui determinatsioonikordaja ja parandatud
determinatsioonikordaja on va¨ga erinevad, siis mudel ei ole hea, st va¨ga
va¨ikese valimiga on pu¨u¨tud leida suurt mudelit.
Empiiriline reegel:
iga parameetri hindamiseks on vaja va¨hemalt 10 vaatlust (n ≈ 10p).
4.2.5 Vabaliikmega mudel vs vabaliikmeta mudel
Tavaliselt hinnatakse vabaliikmega mudel.
Vabaliikmeta mudeli vajadus peab tulenema mingitest teoreetilistest kaa-
lutlustest, mis puudutavad antud valdkonda. Teadmine, et y = 0 kui x = 0,
pole piisav po˜hjendus vabaliikmeta mudeli tegemiseks.
Po˜hiline probleem vabaliikmega ja vabaliikmeta mudeli korral on see, et
determinatsioonikordajad ei ole vo˜rreldavad, kuna nad arvutatakse nende
mudelite korral erinevalt.








Arvestades, kuidas vastavad ruutude summad avalduvad, saame vabaliikme-




(yi − y¯)2 = 1−
∑
(yi − yˆ)2∑
(yi − y¯)2 .
Vabaliikmeta mudeli korral avalduvad ruutude summad aga teisiti (nim
ka korrigeerimata determinatsioonikordaja, uncorrected), sest vabaliikme-










Seega saadakse alati erinevad tulemused ja vabaliikmeta mudeli determinat-
sioonikordaja on suurem.
Kui on vaja vo˜rrelda vabaliikmega ja vabaliikmeta mudeli determintasioo-
nikordajaid, tuleks arvutada determinatsioonikordaja teisiti. Selleks tasub
ta¨hele panna, et mo˜lema mudeli korral on mitmene korrelatsioonikordaja
definitsiooni ja¨rgi R = r(y, yˆ). Seega saamaks vabaliikmeta mudelile deter-
minatsioonikordajat, mis oleks vo˜rreldav sama uuritava tunnuse mudeliga,
kus on vabaliige, tuleks arvutada mitmene korrelatsioonikordaja ja see ruutu
to˜sta, sest mitmene korrelatsioonikordaja oli ruutjuur determinatsioonikor-
dajast, R =
√
R2, seega R2 = (R)2.
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4.2.6 Mudeli ja¨a¨kide analu¨u¨s ja mudeli diagnostika
Mudeli ja¨a¨k (residual) on hinnang mudeli juhuslikule veale ja ta arvuta-
takse kui tegeliku va¨a¨rtuse ning prognoosi vahe. Ja¨a¨kide analu¨u¨sil on mitu
eesma¨rki:
• kontrollida regressioonimudeli eelduste ta¨idetust,
• kontrollida erindite olemasolu andmestikus,
• hinnata mudeli sobivust.
Mudeli diagnostika tegeleb mudeli erindite ehk mingis mo˜ttes isea¨ralike vaat-
luste va¨ljaselgitamisega.
Mudeli eelduste kontroll
Regressioonimudeli eelduste ta¨idetust kontrollitakse analoogiliselt u¨he argu-
mendiga mudelile st vaadeldakse mitmesuguseid ja¨a¨kide graafikuid hinda-
maks ja¨a¨kide normaaljaotust ja konstantset hajuvust.
Eelduse kontrollimiseks on olemas ka testid.
Normaaljaotuse testimiseks tuntumad testid on Shapiro-Wilk’i test ja
Kolmogorov-Smirnovi test (vt pt 1).
Ja¨a¨kide konstantse hajuvuse hindamiseks kasutatakse
(a) White test, Breusch–Pagan test (1979). Leitakse R∗2 mudelile e2i = α0 +
α1x1i + . . .+ αkxki. Teststatistik: n ·R∗2 ∼ χ2k
Otsus: kui n ·R∗2 < χ2k(tabelist) ⇒ H0 on tegemist konstantse hajuvusega
(b) White u¨ldine test (HC, heteroscedasticity-consistent estimator)
Testitakse mudeli u¨ldisi eeldusi, sh ja¨a¨kide hajuvuse konstantsust ja ja¨a¨kide
so˜ltumatust argumentidest.
SAS: proc REG, MODEL lauses valik SPEC
Ja¨a¨kide so˜ltumatuse testimiseks on Durbin-Watsoni test (aegridade
tu¨u¨pi andmed). Durbin-Watsoni statistik d on so˜ltumatute ja¨a¨kide korral






SAS: proc REG, MODEL lauses valik DWPROB
Na¨ide. White testi ja Durbin-Watsoni testi kasutamine
On kontrollitud mudeli eeldusi ja saadud ja¨rgmised tulemused: White u¨ldise




Test of First and Second
Moment Specification
DF Chi-Square Pr > ChiSq
5 3.04 0.6942
Durbin-Watson D 1.850
Pr < DW 0.0953
Pr > DW 0.9047
Number of Observations 288
1st Order Autocorrelation 0.072
NOTE: Pr<DW is the p-value for testing positive autocorrelation,
and Pr>DW is the p-value for testing negative autocorrelation.
Mida saab nende tulemuste ja¨rgi otsustada? Kas mudeli eeldused on ta¨idetud?
Mudeli diagnostika
Mudeli erindite (outlier) va¨ljaselgitamiseks on mitmeid vo˜imalusi ja erin-
deid vaadatakse mitmest aspektist: erind suure ja¨a¨gi mo˜ttes, omapa¨rane
vaatlus ja mo˜jus vaatlus.
• Erind suure ja¨a¨gi mo˜ttes (outlier)
Seda hinnatakse kasutades standardiseeritud ja¨a¨ke ja/vo˜i Studenti ja¨a¨ke
(standardized residuals, studentized residuals). Standardiseeritud ja¨a¨gi
leidmisel jagatakse ja¨a¨gi va¨a¨rtus tema standardha¨lbega. Kui stan-
dardha¨lve on leitud i-ndat vaatlust mitte arvestades, saadakse Stu-
denti ja¨a¨k. Mo˜lemal juhul on saadud ja¨a¨k ligikaudu t-jaotusega.
Empiiriline kriteerium:
kui vastav ja¨a¨k ≈ 3 vo˜i suurem, siis on tegemist erindiga.
• Omapa¨rane vaatlus (leverage)
Omapa¨ra on defineeritud kui mu¨tsi–maatriksi peadiagonaali element
hii (hat diag). Mida kaugemal on selle vaatluse korral argumendi
va¨a¨rtus argumentide keskmisest tasemest, seda suurem on selle vaat-
luse omapa¨ra.
Empiiriline kriteerium: kui hii >
2(k+1)
n on tegemist erindiga.
• Mo˜jus vaatlus (influencial)
– Mo˜ju mudeli parameetritele
Tuntuim statistik selle hindamiseks on Cook’i D statistik (ka
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Cook’i kaugus D), mis na¨itab erindi mo˜ju ko˜igile regressiooni-
kordajatele. Selle suur va¨a¨rtus na¨itab, et vaatlus mo˜jutab regres-
sioonikordajaid.
Empiiriline kriteerium: kui Di > fk,n−k siis i-s punkt mo˜jutab
mudeli kordajaid (fk,n−k on F -jaotuse tabelist kriitiline va¨a¨rtus).
– Mo˜ju konkreetsele parameetrile
DFBETAS na¨itab erindi mo˜ju regressioonikordajale. Selle suur
va¨a¨rtus na¨itab, et vaatlus mo˜jutab konkreetset regressioonikorda-
jat. Na¨iteks kui mudelis on mingi j-s regressioonikordaja negatiiv-
ne, mida on raske interpreteerida, siis vo˜ib olla, et kaDFBETASji
on suure negatiivse va¨a¨rtusega ja see ta¨hendab, et j-nda regres-
sioonikordaja negatiivsus on tingitud i-nda vaatluse mo˜just.
Empiiriline kriteerium: kui DFBETAS > 2√
n
, siis i-s vaatlus
omab mo˜ju j-ndale regressioonikordajale.
– Mo˜ju prognoosile
Hindamiseks kasutatakse prognoositud (”kustutatud”) ja¨a¨ke (pre-
dicted residuals, prediction errors, deleted residuals), mis leitakse
kui vahe tegeliku va¨a¨rtuse ja ilma i-nda vaatluseta prognoositud
va¨a¨rtuse vahel. Prognoositud ja¨a¨k on enamasti suurem kui ta-
valine ja¨a¨k. Prognoositud ja¨a¨k vo˜imaldab hinnata, kuidas mudel
prognoosib so˜ltuvat tunnust ilma i-ndat vaatlust arvestamata:
kui ja¨a¨k on negatiivne, siis mudel u¨lehindab ja kui ja¨a¨k on posi-
tiivne, siis mudel alahindab.
Ma¨rkus mudeli ja¨a¨kide kohta
SAS protseduur REG arvutab ja¨a¨gid ja¨rgmiselt:
Standardiseeritud ja¨a¨k (standardized), saadakse ja¨a¨gi jagamisel tema stan-




Studenti jaak (studentized), saadakse ja¨a¨gi jagamisel tema standardha¨lbega,




Kui standardha¨lve on hinnatud samadel andmetel, nim neid ja¨a¨ke ka




Kui standardha¨lbe hindamisel pole antud vaatlust kaasatud, nim neid ja¨a¨ke




Mida teha, kui eeldused on rikutud?
Olukorda on vo˜imalik parandada, kui kasutada tunnuseteisendusi.
1. Uuritava tunnuse teisendamine muudab vigade jaotust, seega kui viga-
de jaotus pole normaaljaotus, vo˜ib proovida uuritava tunnuse sobivat
teisendust.
2. Kui seos uuritava tunnuse ja argumentide vahel pole lineaarne on
vo˜imalik seda teatud juhtudel lineariseerida kasutades argumendi tei-
sendusi (na¨iteks kasutades astmefunktsiooni). Argumendi teisendused
ei muuda vigade jaotust.
3. Kui mudeli korral on suuri probleeme nii vigade jaotusega kui ka
lineaarsusega vo˜ib sobida hoopis mingi alternatiivne mudel (mitteli-
neaarne vo˜i u¨ldistatud mudel).
4. Teisenduste kasutamisel tuleb silmas pidada, et mudelid on vo˜rrelda-
vad originaalskaalal, st tuleb teha tagasiteisendus.
On olemas lihtsad reeglid vastavalt sellele, milline on ja¨a¨kide jaotuse kuju.
(1) Ja¨a¨gid parempoolse asu¨mmeetriaga (saba paremale)
• Kerge saba paremale: y → √y, y ≥ 0.
• Mo˜o˜dukas saba paremale: y → log(y), y > 0.
• Tugev saba paremale: y → 1/y, y 6= 0.
(2) Ja¨a¨gid vasakpoolse asu¨mmeetriaga (saba vasakule)
• Kerge saba vasakule: y → y2.
• Tugev saba vasakule: y → exp(y).
U¨ldine la¨henemine on Box-Coxi teisenduste kasutamine. U¨laltoodud reeglid
on selle teisenduste pere lihtsad erijuhud.
Kui u¨kski neist teisendustest ei vii sihile (tulemuseks pole normaaljaotusele




U¨tleme, et u¨hikulise muutusega argumendis kaasneb regressioonikordaja
suurune muutus uuritavas tunnuses muude tingimuste samaks ja¨a¨des
ehk
kui vaatame kahte indiviidi, kes erinevad u¨he argumendi u¨hiku vo˜rra ja
teised argumendid on samad, siis uuritav tunnus erineb argumendi ees oleva
kordaja vo˜rra.
NB! Tuleb silmas pidada, et tegemist ei ole po˜hjuslikkusega!
Vo˜rdleme ru¨hmi kus argumendi va¨a¨rtus erineb u¨hiku vo˜rra
Eraldi vo˜ib huvi pakkuda mudel, kus on standardiseeritud kordajad, st mu-
deli tegemiseks on enne andmed standardiseeritud (iga tunnuse korral on
tema va¨a¨rtust teisendatud (x− x¯)/sx). Standardiseeritud kordajat saab in-
terpreteerida kui argumendi osakaalu.
Na¨ide. Mudeli interpretatsioon
Maja hinna ($) mudel maja u¨ldpindala (m2), mugavuste arvu, vanuse (a)
ja kauguse keskusest (km) ja¨rgi
Parameter Estimates
Parameter Standard
Variable DF Estimate Error t Value Pr > |t|
Intercept 1 98.913 44.656 2.21 0.032
mugavusi 1 35.38445 12.43879 2.84 0.0078
vanus 1 38.78396 18.85786 2.06 0.0482
kaugus 1 -35.55632 7.23797 -4.91 <.0001
pindala 1 5.11960 0.52756 9.70 <.0001
Milline on saadud mudeli kuju ja kuidas seda interpreteeritakse?
Mudeli kontroll (verification)
Mudeli verifitseerimine (verification – kinnitamine, ehtsuse kontroll) tuleks
kindlasti teostada siis, kui meil on eesma¨rgiks saada prognoosiv mudel.
Algandmed jagatakse juhuslikkuse alusel 2 ossa:
• 80% – mudeli loomiseks,
• 20% – mudeli to¨o¨kindluse ja prognoosivo˜ime uurimiseks.




Mitme argumendiga regressioonimudeli konstrueerimisel on u¨sna suureks
probleemiks argumentide valik mudelisse ja seda eriti siis, kui on vo˜imalik
valida suurest hulgast tunnuste hulgast. Kui meil on mo˜o˜detud k tunnust,
siis ko˜ikvo˜imalike argumentide kombinatsioonidega mudelite u¨ldarv on 2k.
Argumentide valiku automatiseerimiseks on loodud terve rida meetodeid,
mis to¨o¨tavad teatavate mudeli headust ma¨a¨ravate kriteeriumite alusel. Sel-
liseid meetodeid nimetatakse sammregressiooniks (stepwise regression).
Sammregressiooni korral leitakse parim mudel samm–haaval etteantud kri-
teeriumi alusel suurest tunnuste hulgast argumente valides (kas lisades ar-
gumente juurde vo˜i ja¨ttes argumente va¨lja).
Automaatsed mudeli valikute strateegiad jagatakse enamasti kolmeks:
• Ettepoole ehk kasvav valik (forward). Sel korral la¨htutakse ko˜ige liht-
samast – ainult vabaliiget sisaldavast mudelist – ning lisatakse argu-
ment, mille lisamisel F–statistiku suurenemine oleks maksimaalne ja
oluline. Protsessi ja¨tkatakse kuni u¨hegi argumendi lisamine enam sta-
tistikut oluliselt ei muuda. Kord mudelisse valitud argumenti va¨lja ei
ja¨eta.
• Tahapoole ehk kahanev valik (backward). See on eelmisele vastupi-
dine protsess. Alustatakse ta¨ismudelist, mis sisaldab ko˜iki argumente,
ning ja¨etakse igal sammul va¨lja argument, mille va¨ljaja¨tmine muudab
F–statistiku suuremaks. Protsessi ja¨tkatakse kuni F–statistik muu-
tub oluliseks ja u¨hegi argumendi va¨ljaja¨tmine teda ei paranda. Kord
mudelist va¨ljaja¨etud argumenti enam mudelisse tagasi ei panda.
• Segavalik (stepwise). Sel korral toimub mo˜lema eelmise strateegia
kasutamine. Alustatakse lihtsast mudelist ja lisatakse argumente selli-
selt, et mudel muutuks paremaks. Igal sammul kontrollitakse, kas juba
lisatud argumentidest mo˜ne va¨ljaja¨tmine ei paranda mudelit. Selliselt
toimitakse kuni protsess stabiliseerub — u¨hegi argumendi lisamine
mudelisse ega u¨hegi mudelis juba oleva argumendi va¨ljaja¨tmine ei pa-
randa mudelit.
U¨kski eelnimetatud strateegiatest ei garanteeri parimat mudelit ning igau¨ks
neist vo˜ib anda erineva mudeli.
Paljud autorid ei soovita kasutada automaatset argumentide valiku stratee-
giat ehk sammregressiooni.
”The data analyst knows more tan the computer” (Henderson & Vellman
(1981). Biometrics 37, 391-411)
”It seems unwise, to let an automatic algorithm determine the questions we
do or not do ask about data”(Judd & McClelland (1989). Data Analysis: A





Dispersioonanalu¨u¨si kohta on soovitav lugeda o˜pikust Statistilise andmeto¨o¨tluse
algo˜petus, lk. 258-327 (A.-M. Parring, M. Va¨hi, E. Ka¨a¨rik (1997), Tartu;
olemas e-raamatuna TU¨ raamatukogus).
Ra¨a¨gitakse ka ANOVA-st, mis tuleneb meetodi ingliskeelsest nimetusest
Analysis of Variance.
Klassikalises dispersioonanalu¨u¨sis on
• uuritav (so˜ltuv) tunnus pidev arvtunnus,
• so˜ltumatud tunnused diskreetsed nn faktortunnused.
Faktortunnus jaotab uuritava tunnuse klassideks (ru¨hmadeks), faktortunnu-
se erinevaid va¨a¨rtusi nim tasemeteks (level), eeldatakse, et tasemete arv
ei ole va¨ga suur. Hinnatakse faktori mo˜ju uuritavale tunnusele, mis seisneb
ru¨hmade keskva¨a¨rtuste vo˜rdlemises.
Kahe tunnuse keskva¨a¨rtuse vo˜rdlemisel kasutatakse t-testi, aga kui k (k > 2)
on keskva¨a¨rtuse vo˜rdlemisel kasutusel dispersioonanalu¨u¨si meetodid.
Olgu meil k u¨ldkogumit keskva¨a¨rtustega µ1, . . . , µk (ehk meil on faktor-
tunnus, mis jagab u¨ldkogumi k osaks). Siis mitme keskva¨a¨rtuse vo˜rdlemise
u¨lesanne ta¨hendab ja¨rgmise hu¨poteesipaari kontrolli:
H0 : µ1 = . . . = µk, keskva¨a¨rtused on vo˜rdsed;
H1 : ∃i, j µi 6= µj leidub erinevaid.
U¨ldkogumite vo˜rdlemiseks peab olema igast u¨ldkogumist valim, st igal fak-
tori tasemel peab olema tehtud so˜ltuva tunnuse mo˜o˜tmisi. Olgu yij uuri-
tava so˜ltuva tunnuse va¨a¨rtus i-ndas u¨ldkogumis j-ndal objektil, kusjuures




Mo˜o˜tmistulemused saab esitada mudeliga
yij = µi + εij ,
kus εij on juhuslik mo˜ju. Mudel esitab erineva keskva¨a¨rtusega mo˜o˜tmistu-
lemused, kuid ei kajasta keskva¨a¨rtuste erinevuste po˜hjuseid.
Faktortunnuse mo˜ju uurimiseks esitatakse mudel kujul
yij = µ+ αi + εij , (5.1)
kus yij on uuritava tunnuse va¨a¨rtus (i = 1, . . . , k ja j = 1, . . . , ni ), µ
ta¨histab u¨ldkeskmist, αi on faktori i-nda taseme poolt po˜hjustatud ko˜rvale-





H0 : α1 = α2 = . . . = αk = 0; H1 : ∃i, αi 6= 0
Otsuse langetamise aluseks on valimite keskva¨a¨rtused: yi· – i-ndal tasemel
tehtud mo˜o˜tmiste keskmine ehk ru¨hma keskmine ja y·· – ko˜igi vaatluste
keskmine ehk u¨ldkeskmine.
Dispersioonanalu¨u¨si olemus
Dispersioonanalu¨u¨si nimetuses peitub meetodi aluseks olev idee – analu¨u¨sitakse
keskva¨a¨rtusi kasutades dispersiooni lahutust:
Koguhajuvus = faktori poolt kirjeldatud hajuvus + vea poolt kirjeldatud
hajuvus .
Seega matemaatiliselt SST = SSW + SSB, kus SST – koguhajuvus (total
sum of squares), SSW – ru¨hmade sisene ehk vea poolt kirjeldatud hajuvus
within sum of squares, SSB – ru¨hmade vaheline ehk faktori (mudeli) poolt
kirjeldatud hajuvus (between sum of squares). Seose na¨itamiseks la¨htutakse
vastavatest vahedest, mille ruutude summeerimisel saadaksegi vastav dis-
persiooni lahutus
yij − y¯·· = yij − y¯i· + y¯i· − y¯··.
Arvutatakse keskruudud (Mean squares, MS), st ruutude summad jagatakse
nende vabadusastmete arvudega:
SSB
k − 1 ja
SSW
N − k .
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ning F-suhe, mis on H0 kehtides (st faktoril pole mo˜ju) F–jaotusega
F =
SSB/(k − 1)
SSW/(N − k) ∼ Fk−1,N−k.
Kui hajuvus ru¨hma sees on va¨iksem hajuvusest ru¨hmade vahel, siis vo˜etakse
vastu H1 ja st, et faktoril on mo˜ju.
Na¨ide 5.1
Piimakombinaadis vo˜etakse saabunud piimast piimaproove uurimaks piima
bakterisisaldust, piirkonda teenindas 5 piimaautot, seega saabus kombinaati
iga pa¨ev 5 partiid piima, kuuel juhuslikul pa¨eval tehtud analu¨u¨situlemused
na¨itasid ja¨rgmist (tabelis on bakterite arv piimas):
Pa¨ev 1. partii 2. partii 3. partii 4. partii 5. partii
1 24 14 11 7 19
2 15 7 9 7 24
3 21 12 7 4 19
4 27 17 13 7 15
5 33 14 12 12 10
6 23 16 18 18 20
NB! Andmetabel ei ole objekt-tunnus maatriks!
So˜ltuvaks tunnuseks on bakterite arv.
Faktortunnuseks on partii, millel on 5 va¨a¨rtust ehk taset. Igal tasemel on
tehtud 6 mo˜o˜tmist, seega ni = 6; i = 1, 2, 3, 4, 5; kokku on 30 mo˜o˜tmist.
So˜ltuva tunnuse va¨a¨rtused yij , (i = 1, . . . , 5; j = 1, . . . , 6) on tabelis ja fak-
tortunnuse va¨a¨rtused tabeli pa¨ises. Faktortunnuse va¨a¨rtused kodeeritakse.
Seega on objekt-tunnus maatriksis 2 veergu: tunnused ’bakter’ ja ’partii’
ning 30 rida.
Keskmine bakterite arv iga partii korral (keskva¨a¨rtuste µi hinnangud) on
vastavalt µˆ1 = 23.8, µˆ2 = 13.3, µˆ3 = 11.7, µˆ4 = 9.2, µˆ5 = 17.8 ja
u¨ldkeskmise hinnang µˆ = 15.2.
Hindamaks, kas bakterite keskmine arv erinevate partiide korral on u¨hesugune,












Source DF Squares Mean Square F Value Pr > F
Model 4 803.000000 200.750000 9.01 0.0001
Error 25 557.166667 22.286667
Total 29 1360.166667
Na¨eme, et koguhajuvus (Total) on jagatud faktori poolt kirjeldatud haju-
vuseks (Model) ja vea poolt kirjeldatud hajuvuseks (Error):
Total = Model + Error: 1360.166667 = 803 + 557.166667.
Otsustamiseks kasutatakse F–statistikut ning va¨ljastatakse talle vastav olu-
lisuse to˜ena¨osus. Siin p = 0.0001, mis annab alust va¨ita, et keskva¨a¨rtused
on erinevad (loeme to˜estatuks H1). Seega keskmine bakterite arv erinevate
partiide korral on erinev. ♦
5.2 Dispersioonanalu¨u¨si mudelite liigitus
Dispersioonanalu¨u¨si teostamise vo˜imalused olenevad vaadeldavast mudelist
ja kasutatavast katseplaanist. Kavandades katset keskva¨a¨rtuste vo˜rdlemiseks,
tuleks esmalt kindlaks ma¨a¨rata huvipakkuvate faktorite arv ja nende kom-
bineerimise viis. Ha¨sti planeeritud katsega saame vajaliku informatsiooni
minimaalse katsete arvuga. Halvasti planeeritud katsega ei pruugi saada mi-
dagi, vo˜ib juhtuda, et ei saa pu¨stitada isegi meid huvitavat hu¨poteesi. Katse
kavandamisega tegeleb matemaatilise statistika valdkond — katseplaneeri-
mise teooria, millel siinkohal ei peatu.
Dispersioonanalu¨u¨si mudeleid vo˜ime liigitada:
1. So˜ltuvalt faktorite arvust. Ra¨a¨gitakse 1–faktorilisest, 2–faktorilisest
jne dispersioonanalu¨u¨sist (one-way Anova, two-way Anova jne).
2. So˜ltuvalt faktorite tasemete kombineerimise viisist.
Ra¨a¨gitakse ristmudelist (cross-classification), kus katsed on la¨bi vii-
dud ko˜igil faktori tasemete kombinatsioonidel ehk ko˜ik katsed on lu-
batavad.
Kui u¨he faktori iga tase on kombineeritud ainult u¨he kindla teise fakto-
ri tasemega (u¨ks allub teisele), siis on tegemist hierarhilise mudeliga
(nested).
3. So˜ltuvalt faktorite tu¨u¨bist.
Kui mudelis on esindatud ko˜ikvo˜imalikud faktori tasemed (vo˜i tehakse
ja¨reldusi ainult nende kohta, mis on katsesse valitud), siis on tegemist
fikseeritud faktoriga (fixed factor) ja see on fikseeritud mo˜judega
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mudel (fixed effects model).
Kui faktoril on va¨ga palju tasemeid ja katsesse on vo˜etud ainult osa
neist (mingi juhusliku valiku alusel), aga ja¨reldusi tahetakse teha ko˜igi
tasemete kohta, siis on tegemist juhusliku faktoriga (random factor)
ja see on juhuslike mo˜judega mudel (random effects model).
Lo˜puks kui mudelis on mo˜lemat tu¨u¨pi faktorid, siis ra¨a¨gime segamu-
delist (mixed effects model).
4. So˜ltuvalt faktori erinevatel tasemetel tehtud mo˜o˜tmiste arvust vo˜ib
mudel olla tasakaalustatud vo˜i tasakaalustamata (balanced, unba-
lanced). Tasakaalustatud mudeli korral on ko˜ikides ru¨hmades valimi-
mahud vo˜rdsed.
Ko˜ige lihtsamad mudelid on tasakaalustatud fikseeritud mo˜judega mudelid.
Seega mudel (5.1) kannab fikseeritud mo˜judega 1-faktorilise dispersioon-
analu¨u¨si mudeli nimetust ja kui n1 = . . . = nk = n, siis on tegemist tasa-
kaalus mudeliga.
Dispersioonanalu¨u¨si klassikalised eeldused
• so˜ltuv tunnus on faktortunnuse tasemetel normaaljaotusega (mudeli
vead on normaaljaotusega),
• so˜ltuva tunnuse hajuvus on faktortunnuse tasemetel u¨hesugune,
• mo˜o˜tmised on so˜ltumatud.
Dispersioonanalu¨u¨si eelduste kontroll
Dispersioonanalu¨u¨si eelduste kontolliks on vaja analu¨u¨sida andmeid igal fak-
tori tasemel (igas ru¨hmas) eraldi. Kontrollitakse kas so˜ltuva tunnuse haju-
vus on igal fakori tasemel u¨hesugune, normaaljaotust kontrollitakse mudeli
vigade kohta tervikuna.
Normaaljaotuse eeldus ei ole va¨ga range, mo˜o˜dukad ko˜rvalekalded mo˜ju-
tavad ja¨reldusi suhteliselt va¨he ja seda eriti fikseeritud mo˜judega mudeli
korral. Juhuslike mo˜judega mudeli juures tuleb normaaljaotuse eeldust ran-
gemalt ja¨lgida. Suur erinevus normaaljaotusest vo˜ib viia to˜siste vigadeni
ja¨relduste tegemisel.
NB! Eelduste kontrolli juures tahame alati ja¨a¨da nullhu¨poteesi juurde, st
meid huvitavad suured p va¨a¨rtused!
Dispersioonide vo˜rdsuse kontrollimiseks on terve rida teste, neist paljud
eeldavad normaaljaotust, seega tuleks jaotuse test enne teha. Dispersioonide
vo˜rdsuse asemel ra¨a¨gitakse ka dispersioonide homogeensusest (homo-
geneity of variance) ehk homoskedastilisusest (homoscedasticity), mille
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vastandiks on heterogeensus ehk heteroskedastilisus. Siinkohal ei peatuks
testidel, mis on toodud raamatus (Parring, Va¨hi, Ka¨a¨rik (1997), lk 285).
Paketis SAS on vo˜imalikud ja¨rgmised dispersioonide homogeensuse kont-
rolli testid:
• BARTLETT (1937) – test eeldab normaaljaotust, po˜hineb normaal-
jaotuse to˜epa¨rasuhte statistikul.
• LEVENE (1960) – hajuvust mo˜o˜detakse kui erinevust keskva¨a¨rtusest,
statistikuks on erinevuse absoluutva¨a¨rtus vo˜i erinevuse ruut (vaikimi-
si). Test on kasutusel SAS/LABis.
• O’BRIEN (1979) – Levene testi modifikatsioon, kus kasutatakse kaa-
lufunktsiooni.
• BROWN-FORSYTHE (BF) (1974) – Levene testi modifikatsioon, kus
kasutatakse erinevust mediaanist. Soovitatakse kui ru¨hmade arv on
suur vo˜i kui hajuvus ru¨hmades on va¨ga erinev. SAS loeb seda testi
parimaks.
Kolme viimase meetodi korral, kui dispersioonid osutuvad erinevateks, pa-
kub SAS vo˜imaluse kasutada Welch’i kaalutud ANOVA2-t.
Tihti aga on nende testide vo˜imsus liiga va¨ike, et hinnata, kas Welch’i kaalu-
tud ANOVA sobiks. Samas on tavaline dispersioonanalu¨u¨s suhteliselt robust-
ne, kui ru¨hmade arv on suur ja hajuvused erinevad, aga ru¨hmade suurused
ligikaudu u¨hesugused.
Selle kohta u¨tlevad klassikud ja¨rgmist:
Box (1953) ”To make the preliminary test on variances is rather like putting
to sea in a rowing boat to find out whether conditions are sufficiently calm
for an ocean liner to leave port!”
Kokkuvo˜te
• Tasakaalustatud fikseeritud mo˜judega mudeli korral pole dispersiooni-
de vo˜rdsuse no˜ue range, kerge erinevus (na¨iteks kui saame p=0.07) ei
mo˜juta u¨ldist otsust.
• Tasakaalustamata mudeli korral, kui u¨ks dispersioon on teistest palju
suurem, ei tohi seda ignoreerida.
• Juhuslike mo˜judega mudeli korral mo˜jutab dispersioonide erinevus ise-
gi tasakaalus mudelit.
2Welch (1951) esitas kaalutud dispersioonanalu¨u¨si lahendusalgoritmi 1-faktorilisel ju-














Brown and Forsythe’s Test for Homogeneity of bakter Variance
ANOVA of Absolute Deviations from Group Medians
Sum of Mean
Source DF Squares Square F Value Pr > F
partii 4 11.5333 2.8833 0.24 0.9114
Error 25 297.2 11.8867
Seega saame testi tulemusena p = 0.9, ja¨relikult pole meil po˜hjust u¨mber
lu¨kata va¨idet, et hajuvused on u¨hesugused. Loeme eelduse ta¨idetuks.
5.3 Mitteparameetrilised testid
Mitteparameetrilised testid (nonparametric tests) on jaotusvabad ja leiavad
kasutamist kui klassikalised eeldused pole ta¨idetud. Mitteparameetrilised
testid po˜hinevad tavaliselt astakutel. Tuntuim on Kruskal–Wallise test.
Testi kasutamisel on no˜ue, et uuritav tunnus peab olema pidev vo˜i omama
ku¨llalt palju erinevaid va¨a¨rtusi, so˜ltumatud valimid. Teststatistik baseerub
astakutel (rank).
NB! Tuleb ta¨hele panna, et siinkohal ra¨a¨gitakse so˜ltumatute valimite vo˜rd-
lemisest. So˜ltuvate valimite korral (nt kordusmo˜o˜tmised) kasutatakse Fried-
manni mitteparameetrilist testi.
Testid paketis SAS
Pakett SAS teostab mitteparameetrilise (1–faktorilise) dispersioonanalu¨u¨si
protseduuriga NPAR1WAY, soovitud test esitatakse valikuna protseduuri
pa¨ises. Pakutakse 8 erinevat testi, mis po˜hinevad erinevatel skooride (score)
definitsioonidel (Wilcoxoni, mediaani, Savage, Van der Waerdeni, Siegel-
Tukey, Ansari-Bradley, Klotzi, Mood’i testid; ta¨psemalt vt SAS Online Help).
Kui ei ole mingit lisainformatsiooni, sobib kasutamiseks tuntud test – valik
Wilcoxon, mis rohkem kui 2 taseme korral teostab klassikalise Kruskal–
Wallise testi ning kahe taseme korral Mann–Whitney–Wilcoxoni testi.
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Protseduuriga saab arvutada eelnimetatud testide jaoks ka ta¨psed p–va¨a¨rtused
st teha ta¨pset testi (lause EXACT).
Mis on ta¨pne test?
Ta¨pne test ehk permutatsioonitest kujutab endast teststatistiku nullhu¨poteesile
vastava jaotuse leidmist arvutades teststatistiku va¨a¨rtused andmete ko˜ikvo˜ima-
like u¨mberpaigutuste korral. Ta¨pset testi kasutatakse juhul kui asu¨mptootilised
eeldused ei kehti ja seega asu¨mptootilised p-va¨a¨rtused ei ole o˜igete p-va¨a¨rtuste
la¨henditeks. Asu¨mptootiline meetod eeldab tavaliselt, et teststatistikul on
teatud jaotus kui valimimaht on ku¨llalt suur. Kui aga valimimaht ei ole pii-
savalt suur, siis asu¨mptootika ei kehti. Asu¨mptootilised tulemused ei pruugi
kehtida ka siis, kui andmete jaotus on tugevalt asu¨mmeetriline vo˜i pikka-
de sabadega (Agresti (1996); Bishop, Fienberg, Holland (1975)). Ta¨psed
arvutused po˜hinevad mitmemo˜o˜tmeliste sagedustabelite analu¨u¨sil (Agresti,
1992; algoritm Mehta & Patel, 1983) vo˜i Monte-Carlo simulatsioonimeeto-
ditel (mis no˜uavad arvutusteks va¨hem ressursse).
Ta¨psete testide isaks loetakse R.A. Fisher (1890–1962).
5.4 Keskmiste mitmene vo˜rdlemine
Dispersioonanalu¨u¨si tulemusena saame otsustada, kas keskva¨a¨rtused on eri-
nevad vo˜i mitte ehk kas faktoril on mo˜ju. Kui meil on tegemist rohkem kui 2
ru¨hmaga, siis ja¨a¨vad meid veel huvitama ku¨simused – millised keskva¨a¨rtused
erinevad? kas ko˜ik omavahel? vo˜i kui faktoril on mo˜ju, siis kuidas ta mo˜ju-
tab?
Kui faktor 3 taset, kontrollitakse 3 hu¨poteesipaari leidmaks erinevusi kesk-
miste vahel
H0 : µ1 = µ2; H1 : µ1 6= µ2
H0 : µ1 = µ3; H1 : µ1 6= µ3
H0 : µ2 = µ3; H1 : µ2 6= µ3
k keskva¨a¨rtuse korral saab teha m = k(k−1)2 erinevat testi. Keskmiste mitme-
ne vo˜rdlemine (multiple comparison, comparison of means) annab vastuse
ku¨simusele, millised keskva¨a¨rtused erinevad ehk milliste faktori tasemete
mo˜ju on erinev.
Keskmiste vo˜rdlemisel on vo˜imalik 2 la¨henemisviisi, millega on seotud eri-
nevad vead.
• Vo˜rdlusviisiline ehk u¨ksikute ja¨reldustega la¨henemine (comparisonswi-
se), o¨eldakse ka paariviisiline la¨henemine. Eeldatakse, et ainult 1
vo˜rdluspaari korral on vo˜imalik eksida (teha I liiki viga).
• Katseviisiline la¨henemine (experimentwise). Eeldatakse, et va¨hemalt
1 vo˜rdluspaari korral on vo˜imalik eksida (teha I liiki viga).
60
MTMS.01.007. Andmeanalu¨u¨s II
Vo˜rdlusviisilise meetodi na¨iteks on Fisheri LSD (Least Significant Diffe-
rence) test, mis on u¨ks vanemaid teste (Fisher, 1949).
Kui no˜utakse ko˜ikide ja¨relduste samaaegset kehtivust, on katseviisiline la¨-
henemine ainuvo˜imalik. Tuntuim katseviisiline test on Bonferroni test.
Itaalia matemaatik Bonferroni to˜estas, et kui teeme m paariviisilist vo˜rd-
lust, siis katseviisiline viga pm ≤ mα, kus α on vo˜rdlusviisilise vea tegemise
to˜ena¨osus. Seega kui tahame, et katseviisilise vea to˜ena¨osus ei u¨letaks α,
tuleks vo˜rdlusviisilise vea to˜ena¨osuseks vo˜tta αm .
Na¨ide
Olgu vaja teha 3 paariviisilist vo˜rdlust ja tahame, et katseviisilise vea to˜e-
na¨osus ei u¨letaks 0.05. Seega tuleks paariviisilised vo˜rdlused teostada oluli-
susenivool α = 0.053 = 0.0167. See garanteerib, et 3 vo˜rdluse koos vaatamisel
risk eksida ei u¨leta 5%.
♦
Suhteliselt laialdast kasutamist on leidnud Tukey–Krameri test, mis alg-
selt (Tukey, 1952) eeldas tasakaalustatud mudelit. Test po˜hineb haarde (ran-
ge) jaotusel. Kramer (1956) ta¨iendas testi tasakaalustamata mudeli jaoks,




, kus k on tasemete
arv ja ni valimimaht i-nda (i = 1, . . . , k) taseme korral. Tukey-Krameri tes-
ti on omakorda ta¨iendatud ja test kannab Tukey Studentized Range (HSD)
(HSD – Honestly Significant Difference) testi nimetust, HSD test vo˜tab ar-
vesse vo˜rdluspaaride arvu, seega loetakse katseviisiliseks.
Na¨ite 5.1 ja¨rg
Oleme to˜estanud, et keskmine bakterite arv erinevate piimapartiide korral
on erinev. Ku¨simus on, millised partiid erinevad bakterite keskmise arvu











Tukey’s Studentized Range (HSD) Test for bakter
NOTE: This test controls the Type I experimentwise error rate,
but it generally has a higher Type II error rate than REGWQ.
Alpha 0.05
Error Degrees of Freedom 25
Error Mean Square 22.28667
Critical Value of Studentized Range 4.15337
Minimum Significant Difference 8.0047
Means with the same letter are not significantly different.
Tukey Grouping Mean N partii
A 23.833 6 1
A
B A 17.833 6 5
B
B C 13.333 6 2
B C
B C 11.667 6 3
C
C 9.167 6 4
See on protseduuri GLM tu¨u¨piline va¨ljund tasakaalustatud mudeli korral,
kus esitatakse homogeensed ru¨hmad. Tulemustest na¨eme, et keskmised
moodustavad 3 homogeenset ru¨hma: A – {1. ja 5. partii}, B – {5., 2. ja 3.
partii}, C – {2., 3. ja 4. partii}.
Homogeensesse ru¨hma kuuluvad keskmised loetakse vo˜rdseteks, neid ei saa
eristada.
Seega on siit vo˜imalik ja¨reldada, et keskmine bakterite arv on erinev 1. par-
tii (ko˜rgeim) ja 4. partii (madalaim) korral. Teiste partiide korral erinevust
to˜estada ei saa.
♦
Teistest testidest erilisemas staatuses on Scheffe test (1953), mis vo˜imaldab
testida suvalist keskva¨a¨rtuste lineaarkombinatsiooni ehk kontrasti.





kus ci on kordajad, mis rahuldavad tingimust
∑
i ci = 0.
Kontrasti kordajad ci valitakse tuginedes u¨lesande sisulisele ta¨hendusele.
Hu¨poteesid kontrastide kohta: H0 : L = 0; H1 : L 6= 0
Kontrasti hinnang saadakse kasutades keskva¨a¨rtusi: Lˆ = c1y1·+ . . .+ ckyk·
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Paketis SAS saab kontraste kasutada protseduuriga GLM, kus tuleb MEANS
lauses valik SCHEFFE ja kontrasti kontrollimiseks lisada lause CONTRAST
’nimi’ faktor c1 c2 ... ck; kus ’nimi’ on suvaline tekst, mille ja¨rgi on lihtne
leida va¨ljundist kontrasti kohta ka¨ivat infot
NB! kontrasti kordajad peavad olema esitatud tasemete ja¨rjekorras ja eral-
datud tu¨hikutega!
Scheffe testi vo˜ib kasutada ka lihtsalt keskva¨a¨rtuste vo˜rdlemiseks, kuid seo-
ses tema eripa¨raga on tema vo˜imsus sel juhul suhteliselt madal, st ta vo˜ib
mitte avastada erinevust keskva¨a¨rtuste vahel.
Na¨ide kontrastide kohta
Kliinilises katses uuriti ravimi mo˜ju. Katses osales 3 ru¨hma isikuid, kahes
ru¨hmas anti ravimit: 1. ru¨hm ravim A ja 2. ru¨hm ravim B, kolmas ru¨hm oli
kontrollru¨hm, kus anti ravimitaolist ainet platseebot.
Keskva¨a¨rtuste vo˜rdlemise korral vo˜rreldakse ko˜iki neid omavahel, aga sisu-
liselt vo˜ib huvi pakkuda na¨iteks see, kas ravimid u¨ldse mo˜juvad vo˜i kas nad
mo˜juvad erinevalt.
Huvi vo˜iksid pakkuda ja¨rgmised kontrastid:
L1 = µA + µB − 2µK
L2 = µA − µB
Kas on tegemist kontrastidega? Mida need kontrastid na¨itavad? Mida tahe-
takse kontrollida?
Uusi mitmese vo˜rdlemise teste
Lisaks eelnimetatud klassikalistele testidele on palju uusi teste. Nende hulgas
on pu¨u¨dnud su¨steemi luua Hsu (1966), kes jagas meetodid kaheks:
(1) vo˜rreldakse ko˜iki keskva¨a¨rtusi omavahel;
(2) vo˜rreldakse kontrollru¨hmaga.
Kontrollru¨hmaga (ehk u¨he konkreetse keskva¨a¨rtusega) vo˜rdlemise testid on
va¨lja to¨o¨tanud Dunnet (1955), on olemas tema kahepoolne test ja u¨hepoolsed
testid. U¨he keskva¨a¨rtusega vo˜rdlemise testideks on ka Hsu testid (Hsu’s
test for best, Hsu’s test for worst), kus toimub vo˜rdlemine kas suurima vo˜i
va¨hima keskva¨a¨rtusega.
Ko˜igi keskva¨a¨rtuste omavaheliste vo˜rdluste tegemiseks on meetodite arv
va¨ga suur. Siinkohal vo˜iks nimetada na¨iteks katseviisilist testi, mille au-
toriks on Sidak (1967). Tema test sarnaneb Bonferroni testile, kuid olulisu-




Enamus meetodeid po˜hineb usaldusvahemike konstrueerimisel, aga on ka
teistsuguseid la¨henemisviise (ja¨rkstatistikute kasutamine: REGWF meetod3,
Student–Neyman–Keuls (1981); teatud kaitsenivoo defineerimine: Duncan
(1955); Bayesi la¨henemine: Waller–Duncan (1969)).
Soovitusi mitmese vo˜rdlemise testide kasutamiseks:
• Kui paariviisiliste vo˜rdluste arv on va¨ike, sobib Bonferroni test.
• Suurte vo˜rdlusandmete korral on sobiv Tukey-Krameri test
(loetakse u¨heks vo˜imsamaks).
• Kui huvi pakuvad kontrastid, siis kasutada Scheffe testi.
• Kui on kontrollru¨hmaga vo˜rdlus, siis kasutada Dunneti teste.
• Kui on oluline ainult edasine uuringute suund, sobib Fisher LSD test
(leiab va¨hima erinevuse).
• Mo˜nikord vo˜ib faktori tasemete vahel olla loomulik ja¨rjestus, tasemed
ja¨rgnevad ajas vo˜i na¨iteks suurenevad doosi va¨a¨rtused vms. Sel ju-
hul pakub huvi lineaarse trendi hindamine (test for linear trend),
st kontrollitakse, kas keskva¨a¨rtused kasvavad (kahanevad) kui liikuda
u¨helt faktori tasemelt teisele.
Soovitused Fisheri ja Tukey testi kasutamiseks
Allikas: G.E. Dallal (2007). Multiple Comparison Procedures.
1. Tukey HSD test sobib lo˜plike otsuste tegemiseks.
2. U¨ldise la¨henemine vo˜iks olla Fisher’i LSD + Tukey HSD.
• Erinevused, mis on olulised Tukey HSD testiga on kindlalt sta-
tistiliselt olulised
• Erinevused, mis on mitteolulised Fisher’i LSD testiga on kindlalt
statistiliselt mitteolulised
• Erinevused, mis on olulised Fisher’i LSD testiga, aga on mitteolu-
lised Tukey HSD testiga vajavad kindlasti edasist uurimist (uusi
katseid)
3Ryan(1959), Einot & Gabriel (1975), Welsh (1977) F -test
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5.5 Kuidas interpreteerida tulemusi?
Aluseks materjal vo˜rgulehelt www.graphpad.com.
Praktiliste u¨lesannete lahendamisel ei piisa enamasti saadud p va¨a¨rtusest ja
otsusest, kas keskva¨a¨rtused erinevad statitiliselt oluliselt vo˜i mitte. Tavaliselt
soovitakse tulemust sisuliselt lahti seletada.
Suvalise keskva¨a¨rtuste vo˜rdlemise testi tulemusena saame p va¨a¨rtuse, mille
po˜hjal otsustame, kas
(a) tulemus on statistiliselt oluline p < α;
(b) tulemus ei ole statistiliselt oluline p > α.
Vaatame neid situatsioone la¨hemalt.
(a) tulemus on statistiliselt oluline ehk erinevus ru¨hmade vahel pole
juhuslik.
Tasub ta¨hele panna, et kui tulemus on statistiliselt oluline, ei ta¨henda see
veel, et ta on teaduslikus plaanis ta¨htis. Analu¨u¨sime keskva¨a¨rtuste erine-
vuse usaldusvahemikku ja teeme otsused vastavalt selle suuruse sisulisele
ta¨htsusele.
⇒ Kui keskmise erinevuse usaldusvahemiku mo˜lemad otspunktid ei ole tea-
duslikus plaanis huvipakkuvad (st erinevus on liiga va¨ike), siis on saame
o¨elda, et kuigi erinevus on statistiliselt oluline, on see va¨ike ja ei paku tea-
duslikus plaanis huvi.
⇒ Kui keskmise erinevuse usaldusvahemiku u¨ks otspunkt ei ole teaduslikus
plaanis huvipakkuv, aga teine on (erinevus on piisavalt suur), siis olulisi
ja¨reldusi ei saa teha, sest pole ta¨ielikku kinnitust erinevuse ta¨htsuse kohta,
tuleks teha ta¨iendavaid katseid.
⇒ Kui keskmise erinevuse usaldusvahemiku mo˜lemad otspunktid on tea-
duslikus plaanis huvipakkuvad (erinevus on piisav ka sisuliselt), siis vo˜ime
o¨elda, et statistiliselt oluline erinevus on ta¨htis ka teaduslikus plaanis.
(b) tulemus ei ole statistiliselt oluline, st ei saa teha ja¨reldust, et u¨ld-
kogumite keskva¨a¨rtused erinevad, erinevus on juhuslik. Samas ei saa ka
o¨elda, et tegelikud keskva¨a¨rtused on vo˜rdsed. Ja¨llegi pakub huvi, milline
vo˜ib olla tegelik erinevus ja selleks analu¨u¨sime keskva¨a¨rtuste erinevuse usal-
dusvahemikku.
⇒ Kui keskmise erinevuse usaldusvahemiku mo˜lemad otspunktid ei ole tea-
duslikus plaanis huvipakkuvad, siis saame va¨ita, et keskva¨a¨rtused on to˜epoo-
lest samad vo˜i on nende erinevus nii tu¨hine, et see ei paku huvi.
⇒ Kui keskmise erinevuse usaldusvahemiku u¨ks otspunkt ei ole teaduslikus
plaanis huvipakkuv, aga teine on (erinevus on piisavalt suur), siis tuleks teha
uusi katseid, hetkel ei saa rangelt o¨elda, et erinevust pole.
⇒ Kui keskmise erinevuse usaldusvahemiku mo˜lemad otspunktid on teadus-





Vaatame ja¨llegi seda piimabakterite na¨idet.
Oletame, et sisuline ta¨htsus on bakterite keskmisel arvul alates 10-st ja
analu¨u¨sime statistiliselt oluliseks tunnistatud erinevuse (1. ja 4. piimapartii
vahel) usaldusvahemikku.
Valimi po˜hjal on keskmise erinevuse hinnanguks 14.7 ja 95%–usaldusvahemikuks
(6.7, 22.7). Seega vo˜ib siin tegelik erinevus bakterite keskmise arvu vahel olla
alates 6.7 (mis on liiga va¨ike) kuni 22.7 (mis on piisavalt suur).
Saame teha ja¨relduse, et kuigi statistiline olulisus oli to˜estatud, ei pruugi
sisuline erinevus tegelikkuses esineda.
Kindlama otsuse tegemiseks tuleks katseid korrata, mis on u¨sna mo˜istlik
ja¨reldus, kui arvestada, et iga partii korral oli tehtud vaid 6 mo˜o˜tmist.
5.6 Mitme faktoriga dispersioonanalu¨u¨si mudel
5.6.1 2-faktoriline dispersioonanalu¨u¨s
Mudelis on kaks argumenti (2 faktorit), faktor A, tasemed 1, 2, . . . , a ja fak-
tor B, tasemed 1, 2, . . . , b. Olgu tegemist ristmudeliga st iga esimese faktori
taseme korral on mo˜o˜detud ka iga teise faktori tase. Vaatame lihtsamat
juhtu, kui tegemist on tasakaalus mudeliga, st ko˜igi faktorite tasemete kom-
binatsioonide korral on tehtud vo˜rdne arv mo˜o˜tmisi n. Seega mo˜o˜tmiste
koguarv on N = abn.
Mudeliga hindame mo˜lema faktori mo˜ju ja nende koosmo˜ju, mudelil on
ja¨rgmine kuju
yijk = µ+ αi + βj + (αβ)ij + εijk
kus i = 1, . . . , a; j = 1, . . . , b; k = 1, . . . , n; µ on u¨ldkeskmine,
αi on faktori A peamo˜ju (main effect),
βi on faktori B peamo˜ju,
(αβ)ij
.= γij on faktorite A ja B koosmo˜ju (interaction),
εijk on mudeli juhuslik viga.

















1. Uuritav tunnus on mo˜lema faktori igal tasemel normaaljaotusega
ehk juhuslikud vead on so˜ltumatud ja normaaljaotusega
2. Uuritava tunnuse hajuvus on mo˜lema faktori korral igal tasemel sama
Hu¨poteesid mo˜jude kohta:
1. Faktori A peamo˜ju olulisus:
H0 : α1 = α2 = . . . = αa = 0; H1 : ∃i, αi 6= 0;
vo˜i H0 : µA1 = µA2 = . . . µAa; H1 : ∃i, j µAi 6= µAj
2. Faktori B peamo˜ju olulisus:
H0 : β1 = β2 = . . . = βb = 0; H1 : ∃j, βj 6= 0;
vo˜i H0 : µB1 = µB2 = . . . µBb; H1 : ∃i, j µBi 6= µBj
3. Faktorite koosmo˜ju olulisus:
H0 : γij = 0; H1 : ∃i, j γij 6= 0;
vo˜i H0: U¨he faktori keskmine muutus teise faktori tasemetel on samasugune
ehk
st vahed on samasugused H0 : µA1B1 − µA1B2 = µA2B1 − µA2B2 = . . .
Na¨ide. 2-faktoriline dispersioonanalu¨u¨s (na¨ide 6.11 o˜pikust)
Tarkpea koolis o˜petavad matemaatikat 2 o˜petajat: T ja S, kes kasutavad kah-
te o˜petamise metoodikat K ja R. Mo˜lemal o˜petajal on 2 juhusliku valikuga
moodustatud ru¨hma o˜pilasi (7 o˜pilast ru¨hmas) ja mo˜lemad kasutavad kahte
erinevat meetodit. Kevadel tehti o˜pilastele test ja tulemused olid ja¨rgnevad:
~Opetaja
Meetod T S
K 72 97 33 55 64 82 81 | 99 84 63 77 26 38 29
R 20 75 46 35 46 26 16 | 24 28 30 40 19 31 41
Sisulised ku¨simused:
(1) Kas so˜ltumata o˜petamise meetodist on tase u¨hesugune?
(2) Kas erinevate o˜petajate juures o˜ppinutel on tase u¨hesugune?
(3) Kas o˜petajatele sobivad mo˜lemad meetodid u¨htviisi ha¨sti?





(1) faktori Meetod peamo˜ju H0 : µK = µR
(2) faktori o˜petaja peamo˜ju H0 : µT = µS
Koosmo˜ju olulisus:
(3) H0 : o˜petajal T on metoodikate K ja R keskmiste hinnete erinevus sama
kui o˜petajal S
2-faktoriline dispersioonanalu¨u¨si u¨lesande lahendus
Sum of
Source DF Squares Mean Square F Value Pr > F
Model 3 6906.39286 2302.13095 5.28 0.0061
Error 24 10455.71429 435.65476
Total 27 17362.10714
Source DF Type III SS Mean Square F Value Pr > F
MEETOD 1 6390.321429 6390.321429 14.67 0.0008
OPETAJA 1 505.750000 505.750000 1.16 0.2920
MEETOD*OPETAJA 1 10.321429 10.321429 0.02 0.8790
Milline on otsus?





Ko˜ikvo˜imalike tasemete kombinatsioonidele vastavad karpdiagrammid (nn
lihtmo˜jud):
2-faktorilise mudeli koosmo˜ju joonis:
Paralleelsed sirged na¨itavad koosmo˜ju puudumist !
Teades iga taseme keskmisi, saab viimase joonise ise visandada. Arvutatud








Kolmefaktoriline dispersioonanalu¨u¨si korral on meil tegemist kolme argu-
mendi ehk kolme faktoriga, olgu need ta¨histatud: faktor A (a taset), faktor
B (b taset) ja faktor C (c taset).
Oluliseks erinevuseks 2-faktorilisest mudelist on vo˜imalike koosmo˜jude ja¨rgu
suurenemine.
3-faktorilise dispersioonanalu¨u¨si korral on mudelis
• Peamo˜jud (hinnatavate parameetrite arv a+ b+ c)
• I ja¨rku koosmo˜jud (kahene koosmo˜ju) (ab+ ac+ bc)
• II ja¨rku koosmo˜jud (kolmene koosmo˜ju) (abc)
Hindamisel la¨htutakse ja¨llegi koguhajuvuse lahutusest.
5.6.3 Ma¨rkusi mitmefaktorilise dispersioonanalu¨u¨si kohta
• Selgitada faktorite hierarhia (missuguse faktori tasemed olenevad min-
gi teise faktori tasemetest).
• Selgitada, missuguste faktorite mo˜ju on juhuslik (ko˜ik faktorite ta-
semed ei ole vaadeldud, sest neid on palju, on tehtud juhslik valik
ko˜ikvo˜imalike tasemete seast).
• Mo˜jude va¨a¨rtusi on mo˜tet hinnata vaid fikseeritud mo˜jude korral.
• Selgitada kontrollitavad hu¨poteesid.
• Kontrollida dispersioonanalu¨u¨si eelduste ta¨idetust.
• Enamasti ei lahenda u¨he mudeli analu¨u¨simine pu¨stitatud u¨lesannet.
Olla valmis vaatlema teisi mudeleid (erinevad koosmo˜jude ja¨rgud,
vajadusel faktorite tasemete u¨hendamine jne).
• Parem on vo˜tta mudelisse va¨hem kui liiga palju liikmeid, mudeli edasi-
arendamisel loobuda liigsetest ja teha uus mudel
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5.7 Juhuslike mo˜judega mudel
Juhuslike mo˜judega mudel (random effects model) on po˜hjalikumalt kirjel-
datud o˜pikus ’Statistilise andmeto¨o¨tluse algo˜petus’, lk 309–320.
Juhuslik faktor on selline faktor, mille korral valitakse juhuslikult osa
faktortunnuste tasemetest, aga ja¨reldused tehakse ko˜igi tasemete kohta.
Juhuslike mo˜judega mudel on mudel juhusliku faktoriga.
Na¨ide. Rongiliikluse uuring
Kas reisijate arv so˜ltub va¨ljumisajast vo˜i on rongides u¨hepalju reisijaid?
Vaatlused tehakse mo˜nedes rongides, aga otsust tahetakse teada ko˜igi ron-
gide kohta. Seega keskmiste vo˜rdlemisel pole mo˜tet (tahame teha ja¨reldust
ka nende rongide kohta, kus vaatlusi pole tehtud). Mo˜tet omab hinnata seda
osa reisijate arvu hajuvusest, mis on po˜hjustatud erineva va¨ljumisaja poolt.
Juhuslike mo˜judega mudelis pakub huvi hinnata see osa uuritava tunnuse
hajuvusest, mis on po˜hjustatud faktori poolt.
Mudel ja mudeli eeldused
Vaatame u¨he juhusliku faktoriga mudelit, mo˜o˜detud faktori k taset, igal n
mo˜o˜tmist:
yij = µ+ αi + εij
kus µ on u¨ldkeskmine, αi, i = 1, . . . , k on faktori i-nda taseme juhuslik
mo˜ju, εij on mudeli juhuslik viga.
Mudeli eeldused:
1. Juhuslikud mo˜jud on so˜ltumatud ja normaaljaotusega
αi ∼ N(0, σ2α).
NB! Ei no˜uta enam, et mo˜jude summa oleks null, mo˜jud pole fikseeritud.
2. Mudeli juhuslikud vead on so˜ltumatud ja normaaljaotusega εij ∼ N(0, σ2).
Mudeliga seotud hu¨poteesid
La¨htudes mudelist avaldub iga vaatlustulemuse dispersioon kujul




Seega on vaatluste dispersioon jagatud kaheks: juhusliku faktori poolt po˜hjus-
tatud hajuvus ja vea poolt po˜hjustatud hajuvus.








6.1 Aja rollid mudelites
Aja erinevad vo˜imalikud rollid mudelites1
• Aeg kui funktsioontunnus
Funktsioontunnusena ka¨sitletakse aega elukestusanalu¨u¨sis (survival
analysis), kus uuritavaks suurusesks on aeg teatava su¨ndmuseni (sur-
mani, haigestumiseni, detaili riknemiseni jmt).
Lihtsamal juhul vo˜ib aeg olla funktsioontunnuseks ka lineaarses reg-
ressioonimudelis, st funktsioontunnus on mo˜o˜detud aja skaalal.
• Aeg kui mu¨ratunnus
Aeg on mu¨ratunnuseks siis, kui vaatlused on kavandatud po˜himo˜tteli-
selt u¨hel ajamomendil teostatutena, kuid tehnilistel po˜hjustel on vaat-
lusaeg veninud pikemaks. Selle va¨ltimiseks tuleks aega argumenttun-
nuseks lugeda ja so˜ltuvust temast arvesse vo˜tta.
• Aeg kui argumenttunnus
Aega ka¨sitletakse argumenttunnusena aegridade mudelites ja kordusmo˜o˜tmis-
te mudelites.
1. Aegridade (time series) mudelites on aeg po˜hiline (tihti ainus) argu-
menttunnus. Andmestik erineb klassikalisest valimist, sest tu¨u¨piliselt
on igal ajahetkel olemas vaid u¨ksainus mo˜o˜tmistulemus. Samas vo˜ib
1E.-M. Tiit (2001). Loengukonspekti po˜hjal refereeritud
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mo˜o˜tmistulemuste hulk (mo˜o˜tmishetkede arv) olla ku¨llaltki suur. Kui
u¨heaegselt on mo˜o˜detud mitut tunnust, siis on aegrida mitmemo˜o˜tme-
line.
2. Kordusmo˜o˜tmiste (kestus- e longituudandmete; repeated measures,
longitudinal data) korral on tavaliselt mo˜o˜detud korduvalt ru¨hma in-
diviide, kusjuures korduste arv ei ole va¨ga suur. Lihtsamal juhul on
mo˜o˜tmised tehtud ko˜igi objektide ja ko˜igi tunnuste puhul samadel aja-
hetkedel.
Aeg kui andmestiku dimensioon
Aega vo˜ib ka¨sitleda ka kui andmestiku lisanduvat dimensiooni. Senika¨sitletud
andmestikud on valdavalt olnud kahemo˜o˜tmelised: u¨he mo˜o˜tme ma¨a¨rab tun-
nuste loetelu, teise mo˜o˜detavate objektide loetelu. Vastavalt sellele on ka
ko˜ik andmed identifitseeritavad kahe indeksiga - neist u¨ks vastab tunnuse-
le, teine objektile/ indiviidile. Siinjuures ei ole u¨ldiselt ko˜neldes kummalgi
dimensioonil ja¨rjestus oluline: valimis on ko˜ik objektid samava¨a¨rsed. Ka
tunnuste ja¨rjestusel puudub tavaliselt sisuline ta¨hendus.
Vaatleme tavapa¨rast andmestikku, mis on esitatud objekt-tunnus-tabelina,
kus on n objekti ja k tunnust. Kui iga objekti iga tunnust on m korda
mo˜o˜detud, saame kolmemo˜o˜tmelise andmestiku, mida ei saa enam tavalise
tabelina esitada, kuid mida vo˜iks kujutada koosnevana m kihist, kus iga kiht
on n × k tabel. Kuigi aeg lisab po˜himo˜tteliselt u¨he dimensiooni, ei tarvitse
aega sisaldavad mudelid olla tingimata ko˜rge dimensiooniga.
Aegrida
Ko˜ige tuntumad ajast so˜ltuvad andmestikud on aegread. Lihtsa u¨hemo˜o˜tme-
lise aegrea puhul vaadeldakse aega diskreetselt muutuvana, u¨ht olulist tun-
nust on mo˜o˜detud vo˜rdsete ajavahemike ja¨rgi. Na¨iteks o˜hutemperatuuri
mo˜o˜detakse neli korda pa¨evas, leibkondade tarbimisele antakse hinnang kord
kvartalis jne. Ajahetki loetakse alates u¨hest (mo˜nikord ka nullist) ning aja-
momenti na¨itab vaatluse indeks: X1, X2, . . . , Xn . Aegrea mudelid on koosta-
tud eeska¨tt selleks, et ajas kulgevat protsessi seletada ja prognoosida tema
ka¨itumist tulevikus. Aegrea u¨ksikuid vaatlusi nimetatakse aegrea liikme-
teks. Liikmete puhul eeldatakse, et nad koosnevad mitmest komponendist:
Xt = ft + pt + εt, kus t ta¨histab ajahetke. Neist esimene ft on fikseeri-
tud (st mittejuhuslik), mida nimetatakse ka trendiks; teine pt perioodiline
vo˜i sesoonne, mis muutub ajas mingi fikseeritud (teadaoleva) perioodiga ja
kolmas εt on juhuslik komponent.
Aegridade analu¨u¨simisel kasutatakse mitmeid mudeleid, neist tuntuimad on
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• libiseva keskmise tu¨u¨pi mudelid, mida kasutatakse eeska¨tt aegrea
silumiseks (juhusliku komponendi elimineerimiseks), ning mille puhul
iga aegrea punkt asendatakse tema la¨hiu¨mbruses (ajas eelnevate ja
ja¨rgnevate) punktide po˜hjal arvutatud (lihtsamal juhul keskmistatud)
va¨a¨rtustega;
• autoregressiooni tu¨u¨pi mudelid, mille korral eeldatakse, et aegrea
ka¨itumine on (suuremal vo˜i va¨hemal ma¨a¨ral) ma¨a¨ratud tema ka¨itumisega
la¨himinevikus.
Lihtne aegrida on ka¨sitletav u¨hemo˜o˜tmelise ja¨rjestatud andmestikuna, mil-
le andmete hulk vo˜rdub mo˜o˜detud punktide arvuga. Seda tu¨u¨pi aegridade
mudelid so˜ltuvad niiha¨sti ajast kui ka aegrea olekust minevikus (olekuteva-
helisi so˜ltuvusi mo˜o˜dab autokorrelatsioonifunktsioon), kuid ei kasuta u¨ldiselt
ta¨iendavaid argumenttunnuseid.
Mitmemo˜o˜tmeline aegrida
Kui u¨he korraga on mo˜o˜detud mitut tunnust (na¨iteks temperatuuri, o˜huro˜hku,
tuule kiirust ja suunda, sademete intensiivsust, o˜hu niiskust), siis on tegemist
mitmemo˜o˜tmelise aegreaga. Selline andmestik koosneb m ja¨rjestatud punk-
tist, millest igau¨hes on mo˜o˜detud k tunnust. Erinevus vo˜rreldes u¨hemo˜o˜tme-
lise aegreaga seisneb selles, et ko˜igi prognooside puhul on vo˜imalik kasutada
ka teiste aegridade andmeid. Aegridadevahelisi seoseid mo˜o˜dab vastastikune
ehk rist-korrelatsioonfunktsioon.
6.2 Kordusmo˜o˜tmised
Selles valdkonnas on kasutusel erinevad terminid: korduvad mo˜o˜tmised, kor-
dusmo˜o˜tmised (repeated measures) (lu¨hemad uuringud) ja kestusandmed,
longituudandmed (longitudinal data) (pikemad uuringud).
Ko˜ikidel juhtudel on igal subjektil/objektil mingit tunnust mo˜o˜detud roh-
kem kui u¨ks kord. Aegrea puhul on tu¨u¨piline see, et mo˜o˜detakse u¨htainust
objekti. Kuid on ka u¨lesandeid, kus tuleb mo˜o˜ta mitut objekti - na¨iteks
ja¨lgitakse n patsiendi seisundit, mo˜o˜tes igau¨hel k tunnust ja¨lgimisperioodi
va¨ltel, so kokku m korda, sel juhul ra¨a¨gimegi kordusmo˜o˜tmistest.
Tavaliselt on tegemist ajas u¨ksteisele ja¨rgnevate mo˜o˜tmistega. Teatavas mo˜t-
tes toimub sellisel juhul indiviidide o¨konoomsem kasutamine, igalt indivii-
dilt saame u¨he tunnuse kohta terve rea va¨a¨rtusi, samas aga tuleb arvesse
vo˜tta, et u¨helt indiviidilt saadud tulemused on omavahel seotud. Ta¨psemalt,
iga patsiendi andmestik koosneb kahest osast, osa on pu¨situnnused (na¨iteks




Tu¨u¨piliselt esineb kordusmo˜o˜tmisi meditsiinis: u¨hte na¨itajat (tunnust) mo˜o˜de-
takse teatud ajavahemike ja¨rel, uuritakse mingi ravi mo˜ju vms. Na¨iteks an-
takse patsientidele ravimit ja mo˜o˜detakse kehatemperatuuri, pulssi ja ve-
rero˜hku samadel patsientidel iga pa¨ev na¨dala jooksul. Tegemist vo˜ib olla
erinevate ravimeetodite vo˜rdlemisega.
Sotsioloogias tehakse korduvaid ankeetku¨sitlusi samadele inimestele. Majan-
duse valdkonnas on kordusmo˜o˜tmistega tegemist na¨iteks kui vaatame panga
klientide kontoja¨a¨ki iga kuu alguse seisuga aasta jooksul vms. Majanduses
ja sotsioloogias nimetatakse kordusmo˜o˜tmistega seotud uuringuid ka paneel-
uuringuteks (panel studies).
Kordusmo˜o˜tmiste arvestamine analu¨u¨sis vo˜imaldab eristada subjektisisest
(within subjects) varieeruvust subjektide vahelisest (between subjects)
varieeruvusest. Subjektide vahelist analu¨u¨si nimetatakse ka la¨bilo˜ikeliseks
(cross-sectional).
Kordusmo˜o˜tmiste analu¨u¨simisel kasutataksegi vastavalt probleemiseadele
• aegridade metoodikat;
• ristlo˜ikelist metoodikat, mille puhul ta¨helepanu po¨o¨ratakse u¨hel aja-
hetkel olemasolevale andmestikule;
• ta¨ielikke mudeleid, mille puhul kasutatakse kombineeritult mo˜lemat
la¨henemist, st mudelisse lu¨litatakse nii aeg kui ka u¨leja¨a¨nud faktorid.
Kordusmo˜o˜tmiste abil lahendatakse mitut tu¨u¨pi u¨lesandeid:
• To¨o¨tatakse va¨lja mudel teatava funktsioontunnuse prognoosimiseks
(vo˜i kirjeldamiseks) erinevatel ajahetkedel, kasutades nii pu¨si- kui ka
muutuvate tunnuste va¨a¨rtusi (regressioon- ja dispersioonanalu¨u¨si u¨lesanded,
kus arvestatakse oluliselt argumentide omavahelisi so˜ltuvusi).
• Analu¨u¨sitakse u¨ksikindiviide, leitakse nende jaoks individuaalsed prog-
noosid (aegrea tu¨u¨pi u¨lesanded).
• Selgitatakse protsessi kulu erinevusi so˜ltuvalt pu¨si- ja muutuvtunnuste
va¨a¨rtustest (nn profiilide analu¨u¨s).
6.2.1 Puuduvad andmed
Kordusmo˜o˜tmiste korral vo˜ib mo˜o˜tmistes esineda puuduvaid va¨a¨rtusi, mis
raskendab analu¨u¨si. Puuduvate andmete all mo˜eldakse siin enamasti kat-




Puudumise esinemist mingil vahepealsel ajahetkel ka¨sitletakse kui erineva
pikkusega mo˜o˜tmisvahemikku (tasakaalustamata andmed) ja see tavaliselt
ei leia eraldi ta¨helepanu.
Va¨ljalangemine klassifitseeritakse analoogiliselt puudumiste struktuurile ta-
valise andmestiku korral (vt pt 1, lk 5) ja¨rgmiselt:
• Ta¨iesti juhuslik va¨ljalangemine (CRD –completely random dropout);
• Juhuslik va¨ljalangemine (RD – random dropout);
• Mittejuhuslik (informatiivne) va¨ljalangemine (ID – informative dro-
pout).
Paljud analu¨u¨simeetodid no˜uavad ta¨ielikku andmestikku ja seega tuleks
puuduvad va¨a¨rtused asendada ehk imputeerida. Levinud asendusmeetod
ta¨iesti juhusliku ja juhusliku va¨ljalangemise korral on viimase va¨a¨rtuse ka-
sutamine nn meetod LOCF (Last Observation Carried Forward), mis annab
tegelikult nihkega hinnangud. See meetod on olnud kasutusel kliinilistes kat-
setes, kus on u¨sna loomulik, et ja¨a¨b viimane na¨it. On olemas terve rida teisi
ja paremaid la¨henemisi nagu Hot deck, direct likelihood, kaalutud GEE jt
(vt na¨iteks Verbeke, Molenberghs (2009). Introduction to Longitudinal Data
Analysis).
6.2.2 Andmete visualiseerimine
Kordusmo˜o˜tmistega andmete korral on analu¨u¨si esimeseks etapiks kindlas-
ti andmete visuaalne analu¨u¨s – mitmesuguste graafikute joonistamine.
Visuaalse analu¨u¨si eesma¨rk:
• Na¨idata vo˜imalikult suurt osa uuritavatest andmetest (kui vo˜imalik,
mitte kasutada kokkuvo˜tvaid statistikuid).
• Tuua esile huvipakkuvad tendentsid andmetes.
• Eristada la¨bilo˜ikelisi ja ajas muutuvaid trende.
6.2.3 Katse planeerimisest ja korrelatsioonistruktuuridest
Kordusmo˜o˜tmiste kasutamine on aga tavaliselt seotud uuringu kallima hin-
naga, sest igal indiviidil tehakse rohkem kui u¨ks mo˜o˜tmine. Suuremat efek-
tiivsust saavutame kordusmo˜o˜tmistega juhul, kui ajavahemikud mo˜o˜tmiste
vahel on ko˜ikide indiviidide jaoks vo˜rdsed. Tihti pole see vo˜imalik. Efek-
tiivsus so˜ltub ka sellest, milline on indiviidide erinevate mo˜o˜tmiste vaheline




• esimene mo˜o˜tmine korreleerub viimasega sama tugevalt kui vahepeal-
setega st meil on tegemist vo˜rdsete korrelatsioonidega (uniform corre-
lations, compound symmetry – CS), rij = ρ, i, j = 1, . . . , k;
• mida rohkem aega mo¨o¨dub, seda no˜rgemaks ja¨a¨b korrelatsioon mo˜o˜tmis-
te vahel st meil on tegemist esimest ja¨rku autoregressiivse protses-
siga (first order autoregressive process – AR), rij = ρ|j−i|, i, j =
1, . . . , k, i 6= j.
Kui uuringu hind on antud, on uurijal vo˜imalus valida, kas mo˜o˜ta rohkem
indiviide ja teha igal indiviidil va¨hem kordusmo˜o˜tmisi vo˜i mo˜o˜ta va¨hem
indiviide ja teha u¨hel indiviidil rohkem kordusmo˜o˜tmisi. Korrelatsioon kor-
duvate mo˜o˜tmiste vahel mo˜jutab valimi mahu vajalikku suurust so˜ltuvalt
meid huvitavast probleemist.
Kui tahame hinnata erinevate gruppide keskmisi, siis mida suurem on posi-
tiivne korrelatsioon mo˜o˜tmiste vahel, seda suurem on hajuvus ja seda suu-
rema peame vo˜tma valimi.
Kui aga hindame indiviidi muutusi ajas, siis samal indiviidil teostatud mo˜o˜tmis-
te vaheline positiivne korrelatsioon va¨hendab hinnangu hajuvust ja seega
vo˜ib valimi maht olla va¨iksem (vt na¨iteks Diggle, Liang, Zeger (1994). Analy-
sis of Longitudinal Data. Oxford).
6.2.4 Dispersioonanalu¨u¨s ja kordusmo˜o˜tmised
Teatavatel juhtudel on dispersioonanalu¨u¨s rakendatav kordusmo˜o˜tmiste kor-
ral, aga siin on teatavad piirangud. Po˜hiline probleem on see, et dispersioon-
anlu¨u¨s ei arvesta so˜ltuvust korduvate mo˜o˜tmiste vahel ja on lihtne vaid tasa-
kaalus fikseeritud mo˜judega mudeli korral. Dispersioonanalu¨u¨s on kasutatav
lisaeeldusel, et mo˜o˜tmised toimuvad ko˜igil subjektidel samadel ajahetkedel.
Tavaliselt pakub huvi uuritava tunnuse profiil (mean response profile) ehk
keskmiste du¨naamika ajas µ = (µ1, µ2 . . . , µT ), µi – i-nda ajahetke keskmine.
Vaatame la¨hemalt mo˜ningaid dispersioonanalu¨u¨si kasutamise vo˜imalusi.
Lihtsaim test kordusmo˜o˜tmiste korral on paariviisiline t-test, kus on 2 kor-
dust.
1) Aeg-Aeg ANOVA (Time by Time ANOVA)
Selle la¨henemise korral vaadatakse iga ajahetke eraldi ja tehakse igal aja-
hetkel tavaline dispersioonanalu¨u¨si mudel.
Po˜hilised puudused sellise meetodi korral on:
• ei saa hinnata grupi/ru¨hma mo˜ju korduvate mo˜o˜tmiste suhtes,
77
MTMS.01.007. Andmeanalu¨u¨s II
• tehakse igal ajahetkel eraldi analu¨u¨sid, ja¨reldused igast analu¨u¨sist pole
kindlasti so˜ltumatud, aga pole ka selge, kuidas nad on seotud.
Selleks, et nendest puudustest vabaneda kasutatakse na¨iteks uuritava tun-
nuse eelnevaid ajamomente kui argumente mudelis (nn AD-mudelid – ante-
dependence), mis arvestavad autokorrelatsiooni mo˜o˜tmiste vahel vo˜i defi-
neeritakse uus tunnus, milleks on tavaliselt uuritava tunnuse muutus.
Na¨ide. Aeg-Aeg ANOVA kasutamine
Uuringus on 60 vasikat, kellel on sooleparasiidid. Raviks kasutatakse 2 ravi-
mit (A ja B). Vasikad jaotati juhuslikkuse alusel ravigruppidesse (mo˜lemas
30 vasikat). Mo˜o˜deti vasikate kaal iga kahe na¨dala tagant (kokku 11 kor-
da). Uuringu eesma¨rk on hinnata kuidas ravimid mo˜jutavad vasikate kaalu
juurdekasvu.
Analu¨u¨s teostati kahel viisil. Ko˜igepealt viidi la¨bi t-testid, vo˜rreldi kahe ra-
viru¨hma keskmisi (Aeg-Aeg ANOVA) ja seeja¨rel defineeriti uus tunnus –
kaalu muutus (juurdekasv) ja vo˜rreldi seda kahes ru¨hmas. Analu¨u¨si tulemu-
sena t-testid erinevust ei na¨idanud (st vaadates iga ajahetke eraldi, ei saa
ra¨a¨kida kaalude erinevusest kahe ravi korral). Juurdekasvu analu¨u¨s na¨itas
erinevust kahel ajahetkel: 8. ja 11. mo˜o˜tmisel on keskmised juurdekasvud
gruppides oluliselt erinevad, kusjuures erinevused on vastasma¨rgilised. Ra-
vimi A mo˜ju on stabiilsem, mida on na¨ha ka jooniselt.
Allikas: Diggle, Liang, Zeger (1994). Analysis of Longitudinal Data
2) Blokk-ANOVA kasutamine (1 valimi juht)
Ajas korduvat indiviidide ru¨hma vo˜ime vaadelda ka kui blokki dispersioon-
anlu¨u¨si mo˜ttes. Lihtsaim juht on siis, kui meil on ainult u¨ks ru¨hm indiviide,
keda on ajas korduvalt mo˜o˜detud. Probleem taandub 2-faktorilise disper-
sioonanalu¨u¨si mudeli hindamisele, sest meil on tegemist kahe faktoriga, mille
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mo˜ju peame hindama: indiviid kui faktor ja kordus kui faktor. Mo˜o˜tmistu-
lemuse mudeli kuju on seega ja¨rgmine:
yij = µ+ αi + βj + εij ,
kus µ on u¨ldkeskmine, αi on i-nda indiviidi juhuslik mo˜ju, βj on j-nda
ajahetke mo˜ju, εij on mudeli juhuslik viga. Eeldatakse, et αi ∼ N(0, ν2)
(ν2 na¨itab subjektide vahelist varieeruvust) ja εij ∼ N(0, σ2) (σ2 na¨itab
subjektide sisest varieeruvust).
Lisaks on oluline eeldus, et mo˜o˜tmiste vahel on konstantsed korrelatsioonid
(homogeenne korrelatsioonistruktuur). Korrelatsioonikordaja mo˜o˜tmiste va-






Uuritakse uue ravimi mo˜ju haigete pulsisagedusele. Patsientidele antakse
ravimit ja mo˜o˜detakse nende pulssi neli korda: kohe, poole tunni, tunni ja 2
tunni mo¨o¨dumisel. Hinnatakse ravimi mo˜ju pulsisagedusele.
Andmetabel on ja¨rgmine:
jrk 0 30 60 120 keskm
---------------------------
1 96 92 86 92 92
2 110 106 108 114 109
3 89 86 85 83 86
4 95 78 78 83 83
5 128 124 118 118 122
6 100 98 100 94 98
7 72 68 67 71 70
8 79 75 74 74 75
9 100 106 104 102 103
------------------------------
keskm 96 92 91 92 93





Teine joonis na¨itab keskmist pulsi muutust ajas.
Joonis 2.
U¨lesande lahendab ja¨rgmine programm:
proc glm data=blokk;
class indiv aeg;
model pulss=indiv aeg; <-- indiv m~oju eemaldatakse ja





Programmi to¨o¨ tulemusena va¨ljastatakse ja¨rgmine informatsioon
Source DF Type I SS Mean Square F Value Pr > F <--NB!Type I
INDIV 8 8966.555556 1120.819444 90.64 <.0001
AEG 3 150.972222 50.324074 4.07 0.0180
Means with the same letter are not significantly different.
Tukey Grouping Mean N AEG
A 96.556 9 0
A
B A 92.556 9 30
B A
B A 92.333 9 120
B
B 91.111 9 60
Kuidas ravim mo˜jus?
3) Liigendatud ANOVA (mitme valimi juht). (Split-Plot ANOVA)
Oletame nu¨u¨d, et on tegemist mitme ru¨hma indiviididega, keda on ajas
korduvalt mo˜o˜detud. Seega on meil indiviidi kui faktori mo˜ju konkreetse
ru¨hma sees, ehk indiviidi mo˜ju on allutatud ru¨hmale (hierarhiline struktuur).
Mo˜o˜tmistulemuste mudelil on ja¨rgmine kuju:
yijk = µ+ αi(k) + βj + γk + (βγ)jk + εijk,
kus αi(k) on i-nda indiviidi juhuslik mo˜ju k-ndas ru¨hmas, αi(k) ∼ N(0, ν2),
βj on j-nda ajahetke (korduse) mo˜ju, γk on k-nda ru¨hma mo˜ju, (βγ)jk on
korduse ja ru¨hma koosmo˜ju, εijk on k-nda ru¨hma i-nda subjekti juhuslik
viga ajahetkel j, εijk ∼ N(0, σ2). No˜utav on ja¨llegi homogeenne korrelat-
sioonistruktuur.
Na¨ide. Liigendatud ANOVA (vasikate na¨ide, vt lk 78)
Andmed po¨o¨ratud, mo˜o˜tmised on nu¨u¨d u¨ksteise all, veerud: id, aeg, grupp,
kaal. Kui kasutasime t-testi, olid mo˜o˜tmised u¨ksteise ko˜rval.
Mudeli lahendamiseks programm kujul:
proc glm data=vasikad;
class id aeg grupp;





Ja selle to¨o¨ tulemusena saadud va¨ljund:
Source DF Type III SS Mean Square F Value Pr > F
id(grupp) 57 126268.3177 2215.2336 35.12 <.0001
aeg 10 839271.0415 83927.1042 1330.70 <.0001
grupp 1 107.4759 107.4759 1.70 0.1923
aeg*grupp 10 2298.9182 229.8918 3.65 <.0001
Analu¨u¨s na¨itab, et ru¨hmakeskmised muutuvad ajas erinevalt (koosmo˜ju on
oluline).
Kokkuvo˜te: dispersioonanalu¨u¨s ja kordusmo˜o˜tmised
Kokkuvo˜tteks vo˜ib o¨elda, et teatud eelduste korral on dispersioonanalu¨u¨s
kasutatav kordusmo˜o˜tmiste analu¨u¨simiseks, tema po˜hiliseks plussiks on teos-
tuse lihtsus ja tulemuste hea interpreteeritavus. Miinusteks on see, et disper-
sioonanalu¨u¨s (nii Blokk-Anova kui ka liigendatud Anova) on siiski kasutatav
vaid suhteliselt kitsal juhul, nad esitavad korrelatsioonistruktuuri kohta ran-
geid no˜udeid (homogeenne korrelatsioonistruktuur).
Seega ei ole dispersioonanalu¨u¨s u¨ldine la¨henemine kordusmo˜o˜tmiste model-
leerimiseks.
6.2.5 MANOVA mudel
MANOVA (Multivariate ANOVA) mudel on ANOVA mudeli u¨ldistus, kui
u¨he uuritava tunnuse asemel on mitu (uuritava tunnuse korduvad mo˜o˜tmis-
ed).
Tuletame meelde, et kordusmo˜o˜tmiste korral eristatakse (a) subjektisisest
hajuvust (mo˜jutab aeg/kordus) ja (b) subjektide vahelist hajuvust (mo˜ju-
tab ru¨hm/ravi). Seega lihtsaimal juhul, kui on tegemist mitme ru¨hma kor-
dusmo˜o˜tmistega hinnatakse mudelis korduse mo˜ju ja ru¨hma mo˜ju:
• Aja/korduse mo˜ju, sisefaktor (within-subjects effect)
• Ru¨hma/ravi mo˜ju, va¨lisfaktor (between-subjects effect)
• Aeg*Ru¨hm koosmo˜ju (korduse ja ru¨hma koosmo˜ju)
MANOVA mudeli korral teostatakse nii mitmemo˜o˜tmeline kui ka u¨hemo˜o˜tme-
line (univariate) analu¨u¨s st esitatakse nii mitmemo˜o˜tmelised statistikud kui




(1) Mitmemo˜o˜tmeline normaaljaotus, selleks tarvilik (aga mitte piisav) tin-
gimus: iga mo˜o˜tmine peab olema normaaljaotusest.
(2) Homogeenne dispersioonide maatriks.
(3) Homogeenne dispersioonide-kovariatsioonide maatriks (sfa¨a¨rilisus).
Mardia (1971) na¨itas, et MANOVA mudel on robustne kergete ko˜rvalekallete
suhtes normaaljaotusest kui ko˜rvalekalded on po˜hjustatud asu¨mmeetriast
(mitte erinditest), aga on tundlik erindite suhtes.
Homogeense dispersioonide maatriksi no˜ue ta¨hendab sisuliselt homogeense
korrelatsioonistruktuuri no˜uet (CS – compound symmetry). Mitmemo˜o˜tme-
lised statistikud pole va¨ga tundlikud selle eelduse rikutuse suhtes, eriti ta-
sakaalus mudeli korral.
Homogeenne dispersioonide-kovariatsioonide maatriksi no˜ue kannab nime-
tust ka sfa¨a¨rilisus (sphericity), st no˜utakse, et uuritava tunnuse ko˜ikvo˜ima-
like tasemetepaaride erinevuse hajuvus oleks u¨hesugune:
D(yij − yik) = Dyij +Dyik − 2cov(yij , yik) (6.1)
on konstantne ∀j, k.
Miks dispersioon nii avaldub?
Eeldus (3) on u¨ldisem (no˜rgem) kui eeldus (2), sest u¨htlane korrelatsioo-
nistruktuur on u¨ks sfa¨a¨rilisuse erijuht. Praktikas on raske hinnata, mil-
lal sfa¨a¨rilisuse no˜ude kehtimisel ei ole tegemist u¨htlase korrelatsioonistruk-
tuuriga. U¨htlase korrelatsioonistruktuuri no˜ue ta¨hendab, et Dyij = σ2 + σ2e
on konstantne ja cov(yij , yik) = σ2 on konstantne, nii et




Mitmemo˜o˜tmeline test on eelistatud, kui n ku¨llalt suur (n > 20) st mit-
memo˜o˜tmeline analu¨u¨s no˜uab suuri andmeid.
Sfa¨a¨rilisuse kontroll
Kontrollitakse hu¨poteesi H0 : ’on sfa¨a¨rilisus’ ehk no˜ue (6.1) peab olema
ta¨idetud (eelduste kontroll, seega oleme huvitatud suurtest olulisuseto˜ena¨o-
suse p va¨a¨rtustest). Kontrollimiseks kasutatakse Mauchly kriteeriumit (John
W. Mauchly, 1940). Sfa¨a¨rilisuse eeldus on vajalik selleks, et F -testid to¨o¨taksid
korrektselt. Box (1954) na¨itas, et F -suhe hindamaks korduse mo˜ju on posi-
tiivse nihkega, kui sfa¨a¨rilisuse no˜e ei kehti, st F -suhe on suurem kui peaks
83
MTMS.01.007. Andmeanalu¨u¨s II
olema ja nullhu¨potees H0 : ’korduse mo˜ju ei ole’ lu¨katakse u¨mber, kui peaks
ja¨a¨ma selle juurde. Kui Mauchly kriteeriumi ja¨rgi ei ole sfa¨a¨rilisus, siis tuleks
korrigeerida vabadusastmeid, et valida o˜ige F -suhe.
Korrigeerimiseks kasutatakse kahte parandust
• Greenhouse–Geisseri εˆ (G-G) (loetakse konservatiivseks);
• Huynch–Feldti ε˜ (H-F) (loetakse liberaalseks, u¨lehindab sfa¨a¨rilisust).
Mo˜lemad parandused (εˆ, ε˜) mo˜o˜davad no¨ kovariatsioonimaatriksi kaugust
sfa¨a¨rilisusest ehk astet, kui palju on sfa¨a¨rilisus rikutud. Mo˜lemad on defi-
neeritud selliselt, et kui ε = 1, siis on tegemist sfa¨a¨rilisusega, mida va¨iksem
on ε, seda rohkem on sfa¨a¨rilisus rikutud.
Ma¨rkusi sfa¨a¨rilisuse kontrolli juurde
Sfa¨a¨rilisust testitakse Mauchly testiga, aga selle kasutamisega on praktikas
teatavaid probleeme.
• Test ei to¨o¨ta ha¨sti va¨ikeste valimite korral (on madala vo˜imsusega, ei
avasta ko˜rvalekallet sfa¨a¨rilisusest).
• Test kipub suurte valimite korral u¨lehindama ko˜rvalekaldeid, lu¨kkab
liiga tihti u¨mber H0 (sfa¨a¨rilisus).
• Test on tundlik normaaljaotusest ko˜rvalekalletele, eriti erinditest po˜hjus-
tatud ko˜rvalekalletele.
Erinevad empiirilised kriteeriumid testide valikuks
• Kui ε > 0.75 ja valimi maht n on va¨ike, siis kasutatakse u¨hemo˜o˜tmelist
analu¨u¨si H-F parandusega.
• Kui sfa¨a¨rilisuse no˜ue on rikutud (ε < 0.7) ja valimi maht on piisavalt
suur (n > m+10), siis on mitmemo˜o˜tmelised teststatistikud eelistatud.
• U¨ldiselt soovitatakse kasutada mitmemo˜o˜tmelisi teste, kui n− r > m,




Mitmemo˜o˜tmelise analu¨u¨si teostamisel kasutatakse hu¨poteeside kontrolli-
misel mitmemo˜o˜tmelisi statistikuid, mis on ligikaudu F -jaotusega
1. Wilksi lambda
2. Pillai ja¨lg (trace)
3. Hotelling-Lowley ja¨lg
4. Roy suurim omava¨a¨rtus





|B + W| = det[W(B + W)
−1]
B – ru¨hmadevahelised, W - ru¨hmasisesed mo˜jud (maatriksid)
Ma¨rkused:
1. Paketis SAS saab mudeli hinnata protseduuriga GLM, kasutades lauseid
MANOVA ja REPEATED.
2. MANOVA kasutamisel peavad andmestikus olema kordused u¨ksteise ko˜rval
(mitu uuritavat tunnust), ANOVA korral kordused u¨ksteise all (1 uuritav
tunnus)!
Kasvuko˜verate analu¨u¨s
Kordusmo˜o˜tmiste analu¨u¨sis vo˜ib huvi pakkuda ru¨hmade vo˜rdlus (nagu
MANOVA mudeli korral), aga vo˜ivad huvi pakkuda ka ajas kulgevad tren-
did. Tavaliselt on kordusmo˜o˜tmiste korral tegu ajas ja¨rgnevate mo˜o˜tmistega,
seega trendi ja¨lgimine ajas on loomulik. Huvi pakub uuritava tunnuse profiil
(mean response profile) ehk keskmiste du¨naamika ajas
µ = (µ1, µ2 . . . , µm),
kus µi on i-nda ajahetke keskmine, m ajahetke, i = 1, . . . ,m.
Kordusmo˜o˜tmiste trendi analu¨u¨simine on kasvuko˜verate analu¨u¨s (growth
curve analysis) ehk nn profiilanalu¨u¨s. Eesma¨rk on kirjeldada m ajahetke
mo˜o˜tmisi q < m parameetriga, mitte eraldi m erineva ajaspetsiifilise kesk-
misega.
Kolm po˜hilist hu¨poteesi, mis pakuvad huvi profiilanalu¨u¨sis, on ja¨rgmised
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• H10 : keskmiste profiilid ajas on paralleelsed (st pole aja ja ru¨hma
koosmo˜ju);
• H20 : keskmiste profiilid ei erine ru¨hmades;
• H30 : keskmiste profiilid ei erine ajas.
Tuleb ta¨hele panna, et hu¨poteesi H10 : tuleb kontrollida esimesena, sest selle
tulemus mo˜jutab teisi (millisel kujul teisi testitakse).
Manova na¨ide
Vaatame na¨idet ravimi mo˜ju kohta (kordusmo˜o˜tmiste blokk-Anova andmed
lk 79). Uuritakse uue ravimi mo˜ju haigete pulsisagedusele. Patsientidele an-
takse ravimit ja mo˜o˜detakse nende pulssi neli korda: kohe, poole tunni, tunni
ja 2 tunni mo¨o¨dumisel. Hinnatakse ravimi mo˜ju pulsisagedusele.
Tegemist on u¨he ru¨hmaga, kus on 9 patsienti, hinnatakse ainult aja mo˜ju,
andmetabel on seega 9 rida ja 4 veergu (veergudes tunnused: pulss0, pulss30,
pulss60, pulss120).




repeated aeg 4 contrast(1)/ summary;
run; quit;
Antud juhul on tegemist 1 ru¨hma patsientidega, st pole va¨lisfaktorit (ru¨hm),
seega MODEL lauses peale vo˜rdusma¨rki on tu¨hik, hinnatakse ainult aja
(korduse) mo˜ju. Lauses REPEATED ma¨a¨ratakse sisefaktor (korduse faktor)
(antud juhul antakse kordusele nimi aeg) ja korduste arv (antud juhul oli
4 mo˜o˜tmist). CONTRAST(1) teostab korduva faktori ’aeg’ tasemete vo˜rd-
luse 1. tasemega. Vo˜imalik valik oleks ka PROFILE, sel juhul hinnatakse
ja¨rjestikuseid vahesid. MODEL lauses valik nouni keelab a¨ra u¨hemo˜o˜tmeli-
se analu¨u¨si (Aeg-aeg Anova mudelid).
Programmi to¨o¨ tulemusena saadakse ja¨rgmine u¨ldine informatsioon:
MANOVA Test Criteria and Exact F Statistics
for the Hypothesis of no aeg Effect
Statistic Value F Value Num DF Den DF Pr > F
Wilks’ Lambda 0.50692425 1.95 3 6 0.2237
Pillai’ Trace 0.49307575 1.95 3 6 0.2237
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Hotelling-Lawley 0.97268132 1.95 3 6 0.2237
Roy’s Greatest 0.97268132 1.95 3 6 0.2237
Univariate Tests of Hypotheses for Within Subject Effects Adj Pr > F
Source DF Type IIISS Mean Square F Value Pr > F G - G H - F




Valiku CONTRAST(1) kasutamisel saadakse tulemuseks:
Analysis of Variance of Contrast Variables
aeg_N represents the contrast between nth level of aeg and the 1st
Contrast Variable: aeg_2
Source DF Type III SS Mean Square F Value Pr > F
Mean 1 144.0000000 144.0000000 4.20 0.0745
Error 8 274.0000000 34.2500000
Contrast Variable: aeg_3
Source DF Type III SS Mean Square F Value Pr > F
Mean 1 266.7777778 266.7777778 6.92 0.0301
Error 8 308.2222222 38.5277778
Contrast Variable: aeg_4
Source DF Type III SS Mean Square F Value Pr > F
Mean 1 160.4444444 160.4444444 5.90 0.0413





MANOVA mudeli korral eeldatakse mo˜o˜tmisi samadel hetkedel, puuduvad
va¨a¨rtused pole lubatud ja esitatakse ranged no˜uded korrelatsioonistruktuu-
rile (no˜utakse u¨htlast korrelatsioonistruktuuri). Seega ei ole ka MANOVA
mudel sobiv u¨ldiseks la¨henemiseks kordusmo˜o˜tmiste analu¨u¨simisel.
Korduvate mo˜o˜tmiste korral tegelik olukord vastab tavaliselt segamude-
lile. Segamudel (Mixed model) sisaldab fikseeritud mo˜jusid ja juhuslikke
mo˜jusid. Fikseeritud mo˜ju on tavaliselt ru¨hma/grupi/ravi mo˜ju ja juhuslik
mo˜ju on indiviidi mo˜ju.
Segamudel vo˜imaldab arvesse vo˜tta erinevaid kovariatsioonistruktuure mu-
deli hindamisel. Mudeli u¨ldkuju
Y = Xβ + Zν + ε,
X on fikseeritud mo˜judega seotud plaanimaatriks, Z on juhuslike mo˜judega
seotud plaanimaatriks, β on fikseeritud mo˜judega seotud tundmatute para-
meetrite vektor ja ν on juhuslike mo˜judega seotud tundmatute parameetrite
vektor.
Segamudeli korral eeldatakse ν ∼ N(0,G), ε ∼ N(0,R) ja juhuslikud
mo˜jud on so˜ltumatud vigadest cov(ν, ε) = 0. Uuritava tunnuse dispersioon
avaldub kujul Dy = R + ZGZT ja kui Z = 0, siis saame tavalise lineaar-
se mudeli. Segamudelite korral kasutatakse erinevaid G struktuure (sh ka
juba vaadatud vo˜rdsete korrelatsioonide ja autoregressiivne korrelatsiooni-
strukruur).
Statistikapaketis SAS on segamudelite hindamiseks protseduur MIXED (and-





7.1 Klassikaline kovariatsioonanalu¨u¨si mudel
Seni on la¨bi vaadatud 2 klassikalist mudelit:
• Regressioonanalu¨u¨si mudel, kus argumendid on u¨ldiselt pidevad arv-
tunnused.
• Dispersioonanalu¨u¨si mudel, kus argumendid on diskreetsed.
Alati vo˜ib tekkida vajadus lisada esimesse mudelisse diskreetseid argumen-
te vo˜i teise mudelisse pidevaid argumente. Klassikaliselt nimetatakse kova-
riatsioonanalu¨u¨si mudeliks sellist dispersioonanalu¨u¨si mudelit, kuhu on li-
satud pidev argument. Sellest ka nimetus ANCOVA-mudel (Analysis of
Covariance).
Lisatavat pidevat argumenti nimetatakse kovariandiks (covariate). Pidev
argument ei tohi olla mo˜jutatud faktori tasemete poolt. Sisuliselt tahetakse
hinnata faktori mo˜ju kui kovariandil on mingi keskmine va¨a¨rtus. Klassikaline
kovariatsioonanalu¨u¨si mudel ei sisalda kovariandi ja faktori koosmo˜ju.
Na¨ited
(1) Uuritakse ravimite mo˜ju verero˜hule. Sel juhul verero˜hu muutus on uuri-
tav funktsioontunnus, argumentideks on patsiendi vanus, kaal, sugu, samuti
ravimdoos, ravi liik – na¨itajad, mis ko˜ik vo˜ivad mo˜jutada haiguse kulgu.
Verero˜hu muutuse so˜ltuvuse uurimiseks saame mudeli, kus on nii pidevaid
kui diskreetseid argumente.
Pidevad (kovariandid): vanus, kaal, ravimdoos ;
Diskreetsed (faktorid): sugu, ravi liik.
Igas raviru¨hmas peaksid olema keskmiselt sama vanusega inimesed (faktori
mo˜ju hinnatakse kovariandi keskmise va¨a¨rtuse korral).
(2) Ettevo˜ttes juurutatakse uusi tehnoloogilisi protsesse (vaatluse all on mee-
tod A ja meetod B). Uuringusse on kaasatud 14 to¨o¨list, kummagi meetodi-
ga to¨o¨tab 7 to¨o¨list. Huvi pakub, kas u¨ks meetoditest on kiirem kui teine.
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Alustatakse faktori (meetod) mo˜ju uurimisest: uuritav tunnus on aeg mingi
toote valmimiseni ja faktor on toote valmistamise meetod (2 erinevat mee-
todit). Hinnatakse, kas u¨he meetodiga valmib toode kiiremini kui teisega.
Pu¨stitatakse hu¨poteesid H0 : µA = µB, testimise tulemuseks on p = 0.23,
seega ei saa ra¨a¨kida, et u¨ks meetod oleks kiirem kui teine.
Aga to¨o¨listel oli erinev to¨o¨kogemus, mis vo˜is tulemust mo˜jutada. Arvesse
peaks vo˜tma kovariandi (kogemus) mo˜ju. Kovariandi lisandumisel on faktori
mo˜ju oluline (p = 0.014) ja kovariandi mo˜ju oluline (p < 0.0005).
7.1.1 Dispersioonanalu¨u¨si mudel pideva argumendiga
Lihtsuse mo˜ttes eeldame, et meil on 1-faktoriline mudel
yij = µ+ αi + εij ,
kus i = 1, . . . , k on ru¨hmade arv (faktori tasemete arv), j = 1, . . . , ni on
indiviidide arv ru¨hmas (mo˜o˜tmiste arv faktori tasemetel, ei no˜ua tasakaa-
lustatud mudelit). Eeldame ε ∼ N(0, σ2).
Lisame mudelisse kovariandi X, saame kovariatsioonanalu¨u¨si mudeli
yij = µ+ αi + βxij + εij ,
Eeldused: ε ∼ N(0, σ2) ja β ei so˜ltu i-st, st kovariandi ja so˜ltuva tunnuse
vaheline seos on u¨hesugune ko˜ikidel faktori tasemetel. Seega saame tulemu-
seks sama to˜usuga regressioonisirged (homogeneity of regression). Kas sirged
on erinevad (paralleelsed) vo˜i langevad kokku, so˜ltub sellest, kas faktoril on
mo˜ju ehk kas αi on mudelis oluline.
Na¨iteks, kui faktoril 2 taset (i = 1, 2), saame mudelid
y1j = µ+ α1 + βx1j + ε1j ; y2j = µ+ α2 + βx2j + ε2j
Sirged erinevad vabaliikme poolest (faktori mo˜ju lisandub vabaliikmele!),
vabaliikmed on vastavalt µ + α1 ja µ + α2, sirgete vaheline kaugus (y-telje
sihis) on α2 − α1. ♦
Analoogiliselt saab vaadata u¨ldisemat olukorda, kui meil on rohkem fakto-
reid ja rohkem kovariante. Interpretatsioon on aga keerulisem.
7.1.2 Regressioonanalu¨u¨si mudel diskreetse argumendiga
Diskreetse argumendi kaasamiseks regressioonimudelisse vo˜etakse kasutusele
indikaatortunnused ehk libatunnused (dummy variable).
Indikaatortunnuseks ui nimetatakse tunnust, mis ma¨a¨rab faktori taseme
ui =
{







Kui teame indikaatortunnuste va¨a¨rtusi (k−1) tasemel, siis on sellega ma¨a¨ratud
ka tase k, seega kui faktoril on k taset, siis vajame (k−1) indikaatortunnust.
Na¨iteid









Piisab kasutada u¨hte neist. ♦
2. Oletame, et vaatluse all on 3 erinevat vo˜imalikku ravimeetodit. Seega on














Piisab kasutada kahte neist, sest kui u1 = u2 = 0, siis u3 = 1.
♦
Kasutades indikaatormuutujaid saame dispersioonanalu¨u¨si mudeli panna
kirja kui regressioonanalu¨u¨si mudeli.
Lihtsuse mo˜ttes vaatame u¨hte faktorit, millel on 3 taset ja olgu tegemist
tasakaalustamata mudeliga, kus n1 = 2, n2 = 2, n3 = 3. Sel juhul on disper-
sioonanalu¨u¨si mudelil kuju
yij = µ+ αi + εij ,
kus i = 1, 2, 3; j = 1, . . . ni.
Vo˜tame kasutusele 3 indikaatormuutujat u1, u2, u3, saame mudelile kuju
y = µ+ α1u1 + α2u2 + α3u3 + ε,
Eelmisega ekvivalentne mudel (arvestades, et u3 = 1−u1−u2) on ja¨rgmine
y = τ + γ1u1 + γ2u2 + ε,
kus τ = µ + α3; γ1 = α1 − α3; γ2 = α2 − α3 st ko˜ik faktori mo˜jud on
arvestatud viimase taseme suhtes (SASis vaikimisi).
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Lisades mudelisse kovariandi X, saame mudeli
y = τ + γ1u1 + γ2u2 + βX + ε,
Kui faktoril mo˜ju pole, siis γ1 = γ2 = 0 (puudub erinevus 1. ja 3. ning 2.
ja 3. taseme vahel) ja saame regressioonisirge y = τ + βX + ε (st erinevust
sirgete vahel pole, sirged langevad kokku viimasega).
Kui faktoril on mo˜ju, siis γ1 6= 0 ja/vo˜i γ2 6= 0 ja saame faktori tasemetel
ja¨rgmised mudelid (paralleelsed sirged, sama to˜us, erinev vabaliige)
Faktori tase Mudel
1 yˆ = τˆ + γˆ1 + βˆX
2 yˆ = τˆ + γˆ2 + βˆX
3 yˆ = τˆ + βˆX
Lihtsa ANCOVA mudeli korral (1 pidev kovariant, 1 faktor k taset) saame
tulemuseks k lihtsa regressiooni mudelit, mida hinnatakse faktori viimasel
tasemel oleva mudeli suhtes.
Na¨iteid
1. Uuriti vere kolesterooli sisalduse (tunnus HDL) (mg/dl) so˜ltuvust keha-
kaalust ja fu¨u¨silisest aktiivsusest. Uuringus osales 26 indiviidi, kes olid jagu-
nenud fu¨u¨silise aktiivsuse (tunnus ’grupp’) ja¨rgi 3 gruppi (sulgudes taseme
nimetus): kontrollru¨hm (’contr’), sportlased (’sport’), dieetru¨hm (’dieet’).
Mo˜o˜tmine teostati 10 na¨dala mo¨o¨dudes katse algusest, kasutusele vo˜eti in-
dikaatorid u1, u2 ja analu¨u¨si tulemusena saadi ja¨rgmine mudel
HDL = 20.4 + 9.2 ∗ u1 + 13.4 ∗ u2 + 0.2 ∗ kaal
SAS hindab faktori viimase taseme suhtes ja ja¨rjestab tasemed ta¨hestiku










Saame ru¨hmades ja¨rgmised mudelid:
Kontrollru¨hma jaoks HDL = 20.4 + 9.2 + 0.2 ∗ kaal = 29.6 + 0.2 ∗ kaal.
Dieetru¨hma jaoks HDL = 20.4 + 13.4 + 0.2 ∗ kaal = 33.8 + 0.2 ∗ kaal.
Sportlaste jaoks HDL = 20.4 + 0.2 ∗ kaal.





2. Leibkonnauuring. Uuritav on kogutarbimine (tarbimine pereliikme kohta
kuus). Teada on sissetulek (pereliikme kohta kuus) ja laste arv peres (kodee-
ritud 0, 1, 2, 3 ja rohkem). Tegemist on kovariatsioonanalu¨u¨si mudeliga, kus
kovariant on sissetulek ja faktor on laste arv. Tulemuseks saadakse mudel
kujul
Kogutarbimine = 541 + 51u1 + 68u2 + 55u3 + 0.65 sissetulek
kus on kasutusel indikaatorid u1 →(lapsi=0); u2 → (lapsi=1); u3 →(lapsi=2);
[u4 →(lapsi=3 ja rohkem) baastase]
Mudelid faktori iga taseme jaoks:
Lasteta pered: (u1 = 1, u2 = 0, u3 = 0)
Kogutarbimine=541+51 +0.65 sissetulek = 592+0.65 sissetulek
1 lapsega pered: (u2 = 1, u1 = 0, u3 = 0)
Kogutarbimine=541+68 +0.65 sissetulek = 609+0.65 sissetulek
2 lapsega pered (u3 = 1, u1 = 0, u2 = 0)
Kogutarbimine=541+55 +0.65 sissetulek = 596+0.65 sissetulek
3 ja enam lapsega pered: (u1 = 0, u2 = 0, u3 = 0)
Kogutarbimine=541+0.65 sissetulek
Milline joonis illustreeriks tulemust?
♦
7.1.3 Kovariatsioonanalu¨u¨si mudeli u¨ldkuju
Olgu uuritav funktsioontunnus Y normaaljaotusega ja olgu antud kovarian-
did X1, . . . , Xs ja faktorid A1, . . . , Ar, seega on vaatluse all s+ r argumen-
ti. Ta¨histame faktori Ai tasemed vastavalt ai1, . . . , aiki , kus i = 1, . . . , r
ja ki on i-nda faktori Ai tasemete arv. Defineerime indikaatorfunktsiooni
I(aij) (i = 1, . . . , r; j = 1, . . . , ki) ja¨rgmiselt
I(aij) =
{
1, kui faktoril Ai on tase aij ,
0, teistel juhtudel.
Saame mudeli ja¨rgmisel kujul









Mudelis on liidetav, mis koosneb kovariantide va¨a¨rtuste lineaarkombinat-
sioonist ja liidetav, mis kajastab faktori tasemete mo˜ju. Mudeli parameetrite
hindamine toimub va¨himruutude meetodil, hinnatavate parameetrite arv on
kovariantide ja faktorite mo˜jude arvude summa p = s+
∑
ki + r + 1.
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Plaanimaatriksis on u¨ks u¨htede veerg, mis vastab vabaliikmele, s veergu,
mis vastavad kovariantidele ja r · kr veergu, mis sisaldavad 1 ja 0 ning mis
vastavad faktorite tasemete indikaatorfunktsioonidele.
7.1.4 Indikaatortunnuste kasutamisest
Kasutades indikaatortunnuseid saame mudelisse lu¨litada mistahes tu¨u¨pi tun-
nuseid (ka nominaalseid). Siin peituvad aga teatud ohud:
• indikaatortunnustega mudelid vo˜ivad muutuda otsitavate parameetrite
arvu poolest liiga suureks;
• tasakaalustatud mudeli korral vo˜ib probleem olla korrektselt lahenduv,
tasakaalustamata mudeli korral vo˜ib tekkida probleeme;
• lu¨nklikud andmed muudavad tasakaalustatuna planeeritud katse ik-
kagi tasakaalustamata juhuks ja liiga suure indikaatortunnuste arvu
korral ei pruugi leida lahendit.
Seega tuleks nominaaltunnuseid (faktoreid) ja nende koosmo˜jusid kaasata
mudelisse mo˜istlikkuse piirides.
7.2 U¨ldine lineaarne mudel
On la¨bi vaadatud 3 klassikalist mudelit:
• Regressioonanalu¨u¨si mudel, kus argumendid on pidevad arvtunnused.
• Dispersioonanalu¨u¨si mudel, kus argumendid on diskreetsed (kvalita-
tiivsed).
• Kovariatsioonanalu¨u¨si mudel, kus on nii diskreetseid kui ka pidevaid
argumente, aga puuduvad koosmo˜jud diskreetse ja pideva argumendi
vahel.
Vaatame lineaarset mudelit maatrikskujul
y = Xβ + ε, (7.1)
kus y on n×1 uuritava tunnuse vektor, X on n×p plaanimaatriks, p = k+1,
β on k × 1 tundmatute parameetrite vektor ja ε on n × 1 juhuslike vigade
vektor.
Mudel (7.1) kannab (u¨ldise) lineaarse mudeli nimetust, mis erijuhtudel (so˜ltu-
valt argumentide tu¨u¨bist) on kas (1) regressioonanalu¨u¨si (2) dispersioona-
nalu¨u¨si vo˜i (3) kovariatsioonanalu¨u¨si mudel.
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U¨ldiselt sisaldab lineaarne mudel nii pidevaid argumente, diskreetseid argu-
mente kui ka mitmesuguseid koosmo˜jusid. Seega vo˜ib plaanimaatriks sisal-
dada nii pidevaid kui ka diskreetseid argumente ja/vo˜i indikaatortunnuseid.
Mudel on lineaarne parameetrite suhtes. Argumentide kohta pole mingeid
kitsendusi.
Tundmatud parameetrid leitakse va¨himruutude meetodil normaalvo˜rran-
disu¨steemi (XTX)β = XTy lahenditena.
Lineaarse mudeli eeldused
• Lineaarne seos uuritava tunnuse ja argumentide vahel
• Vigade so˜ltumatus: cov(εi, εj) = 0, i 6= j
• Vigade normaaljaotus: εi ∼ N(0, σ2), ε ∼ N(0, σ2I)
• Vigade konstantne hajuvus: Dεi = σ2, D(ε) = σ2I
Inglise keeles kasutatakse eeldustest ra¨a¨kides ja¨rgmist skeemi, mis aitab eel-
dusi ha¨sti meeles pidada:
L – Linear relationship
I – Independent observations
N – Normally distributed
E – Equal variance
Eelduste ta¨idetuse korral on uuritav tunnus normaaljaotusega Y ∼ N(Xβ, σ2I).
Kus vo˜ib tulla probleeme?
1. Lineaarsuse eeldus vo˜ib olla rikutud. Sel juhul tuleks mudelisse lisada
ko˜rgemat ja¨rku liikmeid.
2. Eeldused ja¨a¨kide kohta vo˜ivad olla rikutud. Andmetes vo˜ivad esineda
erindid, mis vo˜ivad po˜hjustada mittehomogeenset hajuvust ja/vo˜i ko˜rvale-
kaldeid normaaljaotusest.
Na¨ide.
Mo˜o˜detud 14–25 aastaseid noori, n = 237. Huvi pakub kasvu mudel vanuse
ja soo ja¨rgi (kasv mo˜o˜detud tollides)
kasv = β0 + β1 sugu + β2 vanus + β3sugu*vanus
95
MTMS.01.007. Andmeanalu¨u¨s II




Variable DF Estimate Error t Value Pr > |t|
Intercept 1 28.88281 2.87343 10.05 <.0001
sugu=n 1 13.61231 4.01916 3.39 0.0008
vanus 1 2.03130 0.17764 11.44 <.0001
vanus*(sugu=n) 1 -0.92943 0.24782 -3.75 0.0002
Koosmo˜ju olulisus na¨itab, et vanuse mo˜ju kasvule on tu¨drukutel ja poistel
erinev.
Kirjutame va¨lja mudelite kujud.
U¨ldkuju: kasv = 28.88+13.61(sugu = n)+2.03vanus−0.93vanus ∗ (sugu = n)
Neidude mudel: kasv = 28.88 + 13.61 + 2.03vanus− 0.93vanus
= 42.5 + 1.1vanus
Noormeeste mudel: kasv = 28.88 + 2.03vanus
Kokkuvo˜te lineaarsetest mudelitest
Vaatasime mudeleid, kus argumentideks olid kovariandid ja faktorid.
I Mudel (ANCOVA): Kovariant (X) + faktor (A)
• Faktor mo˜jutab vabaliiget
tulemuseks kas paralleelsed vo˜i kokkulangevad sirged
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• Mudelid faktori tasemetel (ru¨hmades) langevad kokku vo˜i erinevad
vabaliikme poolest
Miks panna faktor mudelisse? Vo˜iks ju igal tasemel eraldi mudeli teha, tu-
lemus on sama?
Me ei saa vo˜rrelda u¨ksikuid faktori tasemetel tehtud mudeleid. Lu¨litades
faktori mudelisse, saame hinnata faktori tasemete erinevust
II Mudel (u¨ldine lineaarne mudel):
Kovariant (X) + faktor (A) + koosmo˜ju (A ∗X)
• Koosmo˜ju mo˜jutab kovariandi kordajat
tulemuseks kas lo˜ikuvad vo˜i paralleelsed (kokkulangevad) sirged
• Faktori tasemetel (ru¨hmades) vo˜ib lisaks ka kovariandil olla erinev
mo˜ju
7.3 Polu¨nomiaalne regressioonimudel
Lineaarsete mudelite hulka vo˜ib lugeda ka polu¨nomiaalse regressioonimudeli,
mis on samuti parameetrite suhtes lineaarne.
Tavaliselt on tegemist ainult u¨he argumendiga ja mudelis on ka selle astmed.
U¨ldiselt ra¨a¨gime k−ja¨rku polu¨nomiaalsest mudelist, kui mudelil on kuju
y = β0 + β1x+ . . .+ βkxk + ε,
kus k > 0 mittenegatiivne ta¨isarvuline konstant.
Parameetrid βi leitakse va¨himruutude meetodil, minimiseerides ha¨lvete ruu-
tude summad.
Na¨iteks, kui on tegemist teist ja¨rku polu¨nomiaalse mudeliga ehk ruutmude-
liga
y = β0 + β1 + β22 + ε,
siis hinnatakse ha¨lvete ruutude summat paraboolist
SSE =
∑
(yi − yˆi)2 =
∑
(yi − βˆ0 − βˆ1xi − βˆ2x2i )2.
Saadud vo˜rrandid vo˜ivad tulla suhteliselt keerulised.
Kui parameetrid on hinnatud, siis tuleb otsustada:
• Kas saadud mudel on oluline? Kas uuritava tunnuse hajuvus on pare-
mini kirjeldatud, kui kasutame ko˜rgemat ja¨rku liikmeid? Mudeli olu-
lisuse hindamiseks kasutatakse F−statistikut.
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• Kas ko˜rgemat ja¨rku mudeli kasutamine on statistiliselt oluline vo˜rrel-
des lineaarse mudeliga? Testitakse ko˜rgemat ja¨rku liikmete kordajate
olulisust. Kasutatakse F−statistikut.
• Mudeli adekvaatsus ehk vastavus andmetele. Kui teist ja¨rku mudel on
parem kui lineaarne, kas peaksime veel lisama kuupliikme jne? Kuidas
saame kindlad olla, et ei vaja ko˜rgemat ja¨rku mudelit? Teostatakse nn
Lack of Fit test – sobimatuse test.
Polu¨nomiaalsete mudelite kasutamine so˜ltub probleemist ja andmetest
Uuringute korral, kus eeldatakse, et seos uuritava ja argumentide vahel on
monotoonse iseloomuga, ei pruugi astmefunktsioon sobida
Na¨ide (teist ja¨rku mudeli kohta).
Uuritakse kaalu juurdekasvu vastavalt mingile doosile. Kaheksa laboriloo-
ma on sama soo, vanuse ja suurusega ning on jagatud juhuslikult nii, et
igau¨ks saab u¨he kaheksast doosist. Kaalu juurdekasvu mo˜o˜detakse pa¨rast
kahe na¨dala mo¨o¨dumist.
Andmed on tabelis
Doos X 1 2 3 4 5 6 7 8
Kaalu juurdekasv Y 1 1,2 1,8 2,5 3,6 4,7 6,6 9,1
Andmete hajuvusdiagrammilt on na¨ha, et parabool sobib andmetega pare-
mini kui sirgjoon.




Mittelineaarses mudelis1 va¨hemalt u¨ks parameeter esineb mittelineaarsel ku-
jul, lihtsad na¨ited
y = αeβx + ε,





On valdkondi (fu¨u¨sikas, keemias, bioloogias, inseneriteadustes), kus eksperi-
mendist vo˜i teooriast on eelnevalt teada, et sobivaim on mingi mittelineaarne
mudel.
Mittelineaarse mudeli u¨ldkuju on ja¨rgmine
yi = f(xi, θ) + εi,
kus θ = (θ1, . . . , θp)T on parameetervektor, mis sisaldab p parameetrit (kus-
juures n > p) ja f(·) on mingi mittelineaarne funktsioon parameetri θ suh-
tes. Sel juhul kasutatakse parameetrite hindamiseks mittelineaarset va¨him-
ruutude meetodit, millede hulgast ko˜ige levinum on Gauss-Newtoni meetod
SSE =
∑
[yi − f(xi, θˆ)]2,
kus θˆ on parameetervektor, mis minimiseerib ha¨lvete ruutude summa.
Tegemist on iteratiivse lahendusmeetodiga, mis no˜uab algva¨a¨rtustamist.
Olgu algva¨a¨rtusvektor θ0 = (θ10, . . . , θp0)T . Mittelineaarne funktsioon f(xi, θ)
arendatakse Taylori ritta kohal θ = θ0. Seega
f(xi, θ) ≈ f(xi, θ0) + (θ1 − θ10)∂f(xi, θ)
∂θ1
|θ=θ0 + . . .
Esitatud avaldis on mittelineaarse funktsiooni lineariseerimine. Saadud aval-
dise saab u¨mber kirjutada ja¨rgmiselt
f(xi, θ)− f(xi, θ0) ≈ γ1w1i + . . .+ γpwpi, i = 1, 2, . . . , n (8.1)
1Peatu¨kk on refereeritud raamatust Myers (1990). Classical and modern regression








ja γj = θj − θj0.
Viimase mudeli (8.1) vasakul pool on tegelikult ja¨a¨gid y−f(xi, θ0) algva¨a¨rtusest,
seega on meil lineaarne mudel
y − f(xi, θ0) = γ1w1i + . . .+ γpwpi + εi, i = 1, 2, . . . , n.
Hindamist alustatakse algva¨a¨rtusest, saadakse hinnangud kordajatele γj , j =
1, . . . , p ja uueks algva¨a¨rtuseks on θ1 = θ0 + γˆ1, kus γˆ1 on esimesel iterat-
sioonisammul saadud hinnang. Protsess kordub kuni leiab aset koondumine.
8.1 Tuntud mittelineaarsete mudelite klassid
On terve rida rakendusvaldkondi, kus mittelineaarse mudeleid kasutatakse,
samas tuleb ta¨hele panna, et mo˜istmata probleemi teoreetilist tagapo˜hja,
ei saa mittelineaarse mudeli kasutamine olla edukas. Osa mittelineaarseid
mudeleid on jagatud teatud kategooriatesse vastavalt kasutusvaldkonnale,
neist tuntumad on kasvumudelid. Kasvumudelid kirjeldavad millegi kasvu ja
neid kasutatakse bioloogias, metsanduses, zooloogias, kus organismid ja/vo˜i
taimed kasvavad ajas.




1 + β exp(−kx) + ε,
kus parameetrid β, k > 0 ja kui x→∞, siis y → α, seega parameeter
α kannab kasvu piiri nimetust ja parameeter k on kasvu kiirus.
Logistilise kasvumudeli kujud erinevate kasvukiiruste korral (kasuta-




• Richardsi kasvumudel (iseloomustb ’S’-kujulist kasvu), on logistilise
kasvumudeli edasiarendus, lisatud veel u¨ks parameeter
y =
α
[1 + β exp(−kx)] 1δ
+ ε.
• Mitcherlichi seadus (Mitcherlich Law), mida kasutatakse eelnevast mo˜nevo˜rra
teistsuguse kasvu iseloomustamiseks, argument ma¨a¨rab teatava to˜uke
kasvu suurenemiseks (na¨iteks va¨etis). Mudelil on kuju
y = α− β exp(−γx) + ε
vo˜i selle erinevad parametrisatsioonid, nagu na¨iteks
y = exp(α)− βγx + ε, y = α− exp(−β + γx) + ε.
Selle mudelite klassi u¨heks na¨iteks on MacArtur-Wilsoni kasvumudel
y = α[1− exp(−βx)] + ε.
Tegemist on mudelite klassiga, kus uuritaval tunnusel (saagikus, kee-
miline reaktsioon) on teatav kasvav iseloom, on sarnasus kasvumude-
litele, aga pole ka¨a¨nupunkte nagu logistiliste kasvumudelite korral.
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8.2 Mittelineaarsete mudelite na¨ited
Na¨ide: MacArtur-Wilsoni kasvumudel
Probleemiks oli pinnase vajumine kaevanduse kohal. Mo˜o˜detud kaevanduse
su¨gavus (d), kaevanduse laius (w) ja nurk, mille all kaevandamine toimub
(uuritav tunnus y), n = 16.
Mudeli u¨ldkuju on ja¨rgmine
yi = α[1− exp(−βwi
di
)],
argumendiks on laiuse ja su¨gavuse suhe.
Algva¨a¨rtus parameetrile α saadakse ja¨rgmiselt: kui suhe widi kasvab, siis kasv
saavutab kasvu piiri, ja¨relikult y → α, maksimaalne kasv annab parameetri
algva¨a¨rtuseks α0 = 35. Teine algla¨hend β0 hinnatakse graafikult. Mudelit






mida vo˜ib vaadelda kui mudelit y∗ = −βx∗, vaadates sellele vastavat graa-
fikut, on na¨ha et βˆ = 1, mis ongi algla¨hendiks β0.
Lahendamiseks kasutatakse SAS protseduuri NLIN, kus PARMS lauses an-




Teostatakse 4 iteratsioonisammu ja tulemuseks saadakse ja¨rgmised para-
meetrite hinnangud (koos usaldusvahemikega):
αˆ = 32.5 (26.9; 38.1), βˆ = 1.5 (0.9; 2.1)




Joonis. Kaevandamise andmed. MacArtur-Wilsoni kasvumudel
Allikas: Myers (1990). Classical and modern regression with applications.
Duxbury Press, pt 9, na¨ide 9.1, lk 430.
SAS. Proc NLIN na¨iteu¨lesanne
(Example 60.1. Segmented Model)
Oletame, et mingi protsess teatud kohani ka¨itub kui ruutfunktsioon ja tea-
tud kohast alates saavutab mingi platoo (nivoo). Otsitakse mudelit kujul
y =
{
α+ βx+ γx2, x < x0
c, x ≥ x0
Hindamise tulemuseks saadakse ka¨a¨nupunkt x0 = 12.75 ja platoo va¨a¨rtus
c = 0.78
Tulemusi illustreerib ja¨rgmine joonis.
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Joonis. Vaadeldud va¨a¨rtused ja hinnatud mudel
8.3 Lineariseerimine
Mittelineaarse mudeli saab teatud teisendustega muuta lineaarseks. Tekib
ku¨simus, miks siis mitte lahendadagi lineaarne mudel mittelineaarse asemel,
sest lineaarse mudeli lahendamine on ju lihtsam? Vaatame kahte na¨idet.
Na¨ide 1
y = αeβx + ε (8.2)
Logaritmides, saame lineaarse mudeli ln y jaoks














Kas mudeli (8.2) vo˜iks asendada mudeliga (8.3)? Mudeli (8.4) mudeliga
(8.5)? Saaksime lineaarsed mudelid ja lahendamine oleks lihtne.
Tegelikult aga va¨himruutude hinnangud on po˜himo˜tteliselt erinevad mu-
delite (8.2) ja (8.3) (vo˜i (8.4) ja (8.5)) jaoks. Seega lineariseerimine ei vii




Ma¨rkusi mittelineaarsete mudelite juurde
Mudeli kuju peab olema teada (teooriast).
Vajalik on parameetrite algva¨a¨rtustamine
• algva¨a¨rtus vo˜ib olla teada eksperimentaalselt,
• algva¨a¨rtus vo˜ib omada teatud sisu,
• algva¨a¨rtuse vo˜ib saada lineariseerimisel.
Gauss-Newtoni meetodi modifikatsioonid on maksimaalselt so˜ltumatud alg-
va¨a¨rtusest, kuid siiski ei tohi ignoreerida algva¨a¨rtustamise ta¨htsust. Halb
algva¨a¨rtus vo˜ib viia lokaalse miinimumini SSE minimiseerimisel ja ei pruugi




Klassikaliste mudelite u¨he eeldusena no˜utakse, et uuritav tunnus oleks nor-
maaljaotusega. Eelduste mittekehtimisel saame enamasti mitteefektiivse mu-
deli – tegelikkuses kehtivad seosed vo˜ivad mudelis tulla mitteolulised ja vas-
tupidi, mitteolulised seosed tulevad mudelisse olulistena.
Probleemi lahendamiseks on kaks vo˜imalust:
• Teisendame uuritavat tunnust nii, et selle jaotus muutuks vo˜imalikult
la¨hedaseks normaaljaotusele (st teeme skaalateisenduse, kasutame y
asemel log y vo˜i 1/y jne). Teisenduste kasutamine ei pruugi alati olla
tulemuslik, sest alati ei o˜nnestu skaalateisendusega asja parandada
ja/vo˜i saadud mudel vo˜ib olla raskesti interpreteeritav. On terve rida
jaotusi, mida me ei saa la¨hendada normaaljaotusele, nagu tugevasti
asu¨mmeetrilised jaotused vo˜i diskreetsed jaotused.
• Kasutame u¨ldistatud lineaarseid mudeleid (generalized linear models),
kus kasutame andmetele sobivat jaotust eksponentsiaalsest jaotuste
perest ega proovigi seda teisendada normaaljaotusele la¨hedaseks.
9.1 U¨ldistatud lineaarsete mudelite klass
U¨ldistatud lineaarsete mudelite korral eeldatakse, et uuritava tunnuse jao-
tus on eksponentsiaalsest jaotuste perest ja kasutatakse teatud funktsioo-
ni sidumaks jaotuse keskva¨a¨rtust argumentide lineaarkombinatsiooniga nn
seosefunktsioon (link function).
Klassikalise lineaarse regressioonimudeli kuju on
y = Xβ +  ehk keskmistades, µ = Xβ,
kus µ = Ey.
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U¨ldistatud lineaarse mudeli korral vo˜etakse kasutusele teatav seosefunkt-
sioon, mida tavaliselt ta¨histatakse η = g(µ) ja mudelil on kuju:
g(µ) = Xβ.









Kasutatakse juhul, kui uuritav tunnus on binoomjaotusega Y ∼ B(n, pi),
kus n on katsete arv ja pi on meid huvitava su¨ndmuse to˜ena¨osus.
• Log seosefunktsioon
η = lnµ, siis µ = eη.
Kasutatakse juhul, kui uuritav tunnus on Poissoni jaotusega Y ∼
Po(µ), kus µ on uuritava tunnuse keskva¨a¨rtus (tavaliselt ta¨histatakse
Poissoni jaotuse keskva¨a¨rtus (jaotuse parameeter) ta¨hega λ).
Klassikaline lineaarne regressioon vastab erijuhule, kui meil on tegemist
identsusseosega (link identity) η = µ.
Seega on u¨ldistatud lineaarsel mudelil kuju
g(µ) = β0 + β1x1 + . . .+ βkxk,
kus β0, β1, . . . , βk on mudeli tundmatud parameetrid, x1, x2, . . . , xk on sele-
tavad tunnused ehk argumenttunnused, µ on uuritava tunnuse keskva¨a¨rtus
ja g on seosefunktsioon, mille kuju so˜ltub uuritava tunnuse jaotusest.
Mudeli parameetrite hindamine
Tundmatute parameetrite βi leidmine ehk nende hindamine valimi po˜hjal
toimub suurima to˜epa¨ra meetodil (maximum likelihood method). Kasu-
tatakse valimi to˜epa¨rafunktsiooni, mille kuju so˜ltub uuritava tunnuse jaotu-
sest ja mida ta¨histatakse L(x, θ), kus x on valim ja θ on otsitav parameeter.
Suurima to˜epa¨ra hinnangu korral leitakse selline parameetri va¨a¨rtus, mille
korral to˜epa¨rafunktsioon saavutab maksimumi.
Tehnilise to¨o¨ lihtsustamiseks on vo˜etud kasutusele logaritmiline to˜epa¨ra-
funktsioon l(x, θ) = lnL(x, θ), mis saavutab maksimumi samas kohas.
Paketis SAS kasutatakse selle maksimumi leidmiseks tavaliselt kas Newton-




Vaadates funktsioontunnuse jaotusi, mille korral dispersioon ja keskva¨a¨rtus
on seotud (nagu na¨iteks binoomjaotus vo˜i Poissoni jaotus), tekib para-
meetrite hindamisel probleeme. Empiiriliste andmete ja¨rgi saame arvutada
keskva¨a¨rtuse hinnangu ja dispersiooni hinnangu, aga vo˜ib juhtuda, et nende
hinnangute vahel ei kehti seos, mis teoreetiliselt peaks kehtima.
Mudelit tuleks ta¨psustada – lisada mudelisse parameeter, mis taandaks tek-
kinud vastuolu – skaalaparameeter ϕ.
Eksponentsiaalses jaotuste peres on ϕ nn liigne parameeter (nuisance). Eel-
datakse, et ta on a’priori teada ja kui tundmatu parameeter on hinnatud,
siis avaldatakse liigne parameeter hinnatud parameetri kaudu. Parameetrit
ϕ interpreteeritakse kui to˜epa¨rafunktsiooni skaalaparameetrit.
O¨eldakse, et uuritava tunnuse dispersioon Dy avaldub teoreetilise disper-
siooni (ta¨histame na¨iteks γ) ja skaalaparameetri korrutisena: Dy = γϕ.
Ra¨a¨gitakse enamasti u¨lehajuvusest (overdispersion) st valdaval osal juh-
tudest on dispersiooni hinnang liiga suur ja seega ϕ > 1, harvem on tegemist
alahajuvusega ϕ < 1.
U¨lehajuvuse vo˜imalikud po˜hjused:
• Andmetes on ta¨iendav hajuvuse allikas, juhuslikkus, kus mudeliga kir-
jeldatud hajuvusele lisandub veel mingi hajuvus (na¨iteks mo˜o˜tmisvi-
ga). Teatud osa hajuvusest on kirjeldatud tunnuste kaudu ja mingi osa
on kirjeldamata – u¨lehajuvus.
• Mudeli eeldused ei ole ta¨idetud (yi so˜ltumatuse no˜ue on rikutud). Va¨ga
tugevalt positiivselt seotud vaatluste korral dispersioon oluliselt suu-
reneb. Negatiivne so˜ltuvus toob kaasa alahajuvuse.
• Andmestikus on erindid, mis suurendavad hajuvust.
U¨le- vo˜i alahajuvuse korral kasutatakse kvaasi-to˜epa¨ra meetodit (quasi-
likelihood). Kvaasi-to˜epa¨ra arvestab dispersiooni kuju kasutades skaalapa-
rameetrit.
Kuna β hinnang βˆ ei so˜ltu skaalaparameetrist ϕ, siis saame kvaasito˜epa¨ra
meetodil samad hinnangud βˆ nagu u¨lehajuvust arvestamata, aga kordajate




Mudeli headuse ma¨a¨rab see, kui ha¨sti mudel sobib, seega on mudeli headuse
na¨itajatega samava¨a¨rne ra¨a¨kida mudeli sobitusastmest (Goodness of Fit –
GOF).
• Ha¨lbimus (deviance), mis na¨itab ha¨lbimust ideaalsest ehk ku¨llastunud
mudelist. Mida va¨iksem on ha¨lbimus, seda parem on mudel. Ha¨lbimus
avaldub logaritmiliste to˜epa¨rafunktsioonide kaudu ja¨rgmiselt:
D = 2(l(y, y)− l(y, µ)),
kus l(y, y) vastab ku¨llastunud mudelile ja l(y, µ) uuritavale mudelile.
Kui mudeli ja¨a¨khajuvus on ta¨iesti juhuslik, siis on ha¨lbimus χ2−jaotusega
vabadusastmete arvuga n−p , kus n on valimi maht ja p on parameet-
rite arv mudelis.
• Pearsoni-χ2 statistik, mis on samava¨a¨rne ha¨lbimusega;
• To˜epa¨ra statistik −2 lnL;
• AIC (Akaike Information Criterion) Akaiki informatsioonikriteerium,
mis saadakse ha¨lbimusele teatud parandusliikme lisamisel;
• SC (Schwarz Criterion) Svarzi kriteerium.
Toodud statistikute korral, mida va¨iksem on statistiku va¨a¨rtus, seda parem
on mudel.
Parameetrite olulisus
Mudeli kui terviku olulisuse testimiseks kasutatakse to˜epa¨rasuhte statisti-
kut, Waldi statistikut ja skooristatistikut. Waldi teststatistiku lihtne erijuht
on t-statistik. Ko˜ik nimetatud statistikud on asu¨mptootiliselt χ2-jaotusega
Parameetrite βi olulisust hinnatakse χ2−statistikuga, mis na¨itab, kui palju
suureneks mudeli ha¨lbimus, kui vastav argument mudelist va¨lja ja¨tta. Kui
χ2−statistikule vastav olulisuse to˜ena¨osus on va¨ike (p < 0.05), siis kirjel-
dab see argument uuritava tunnuse hajuvusest olulise osa ja ta tuleb ja¨tta
mudelisse.
Mudeli ja¨a¨gid
Nagu klassikaliste mudelite korral nii ka u¨ldistatud lineaarsete mudelite kor-
ral on oluline ta¨htsus ja¨a¨kide analu¨u¨sil. U¨ldistatud mudelite korral pole
tavalise ja¨a¨gi jaotust lihtne hinnata ja pu¨u¨takse defineerida ja¨a¨gid, mille
jaotus oleks normaaljaotusele la¨hedane, et oleks vo˜imalik kasutada klassi-
kalise mudeli teooriat. Siin on kasutusel ha¨lbimuse ja¨a¨gid (deviance resi-
dual) ja standardiseeritud ha¨lbimuse ja¨a¨gid (standardized deviance residual)
109
MTMS.01.007. Andmeanalu¨u¨s II
ning Pearsoni ja¨a¨gid ja standardiseeritud Pearsoni ja¨a¨gid. U¨ksikud suured
ja¨a¨gid viitavad erinditele andmestikus.
Erinevate mudelite korral ei pruugi u¨ldistatud ja¨a¨gi jaotus olla normaaljao-
tusele piisavalt la¨hedal, aga suur standardiseeritud vo˜i Studenti u¨ldistatud
ja¨a¨k (> 3) na¨itab siiski erindit suure ja¨a¨gi mo˜ttes.
Omapa¨rased punktid baseeruvad u¨ldistatud mu¨tsimaatriksil, aga see vo˜ib
so˜ltuda parameetrite hinnangutest, seega ei pruugi ha¨sti to¨o¨tada. Mo˜jusad
vaatlused baseeruvad hinnangutel, mis saadakse, kui antud vaatlus ja¨etakse
va¨lja, mis u¨ldistatud mudelite kontekstis on to¨o¨mahukas. Lihtsuse mo˜ttes
kasutatakse tavaliselt ainult esimest iteratsioonisammu, mis ei pruugi samuti
o˜igesti to¨o¨tada. Seega omapa¨raste ja mo˜jusate vaatluste va¨ljaselgitamiseks
puuduvad empiirilised kriteeriumid, kasutatakse erinevaid graafikuid, kus
teistest eemal asetsevad punktid vajaksid ta¨iendavat uurimist.
9.2 Logistiline regressioonimudel
Paljude mudelite seas pakub tihti erilist huvi selline, kus funktsioontunnu-
sel on ainult kaks vo˜imalikku va¨a¨rtust: on/ei ole, jah/ei, esineb/ei esine.
Va¨a¨rtused kodeeritakse tavaliselt 1/0, selliselt, et 1 ta¨histab su¨ndmuse esi-
nemist ja P(Y = 1) = pi; P(Y = 0) = 1− pi.
Tegemist on Bernoulli Y ∼ B(1, pi) vo˜i binoomjaotusega Y ∼ B(n, pi), kus
n on katsete arv, pi on meid huvitava su¨ndmuse to˜ena¨osus.
Bernoulli jaotuse korral EY = pi, DY = pi(1 − pi) ja binoomjaotuse kor-
ral EY = npi, DY = npi(1 − pi). Seega mudel keskva¨a¨rtusele hindab
su¨ndmuse toimumise to˜ena¨osust. Huvi pakub seos uuritava tunnuse esine-
mise to˜ena¨osuse pi ja mo˜o˜detud seletavate tunnuste vahel.
Binaarse uuritava tunnuse korral on probleemiks asjaolu, et prognoositakse
to˜ena¨osust, mis on to˜kestatud lo˜igul [0, 1]. Tuleb leida teisendus (u¨ksu¨hene,
pidev, diferentseeruv) kogu reaalteljele.
Binaarse uuritava tunnuse korral on kasutusel Logit seosefunktsioon
η = logit(pi) = ln
pi
1− pi ; kus
pi
1− pi on su¨ndmuse esinemise sˇanss
Logistilise mudeliga hinnatakse seega sˇansi logaritmi
ln
pi
1− pi = β0 + β1x1 + . . .+ βkxk,
kus pi = P(Y = 1) on su¨ndmuse esinemise to˜ena¨osus.
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Logistiline mudel on u¨ks vo˜imalik mudel binaarsele tunnusele, peale Logit
seosefunktsiooni on vo˜imalikud ka teised (nagu na¨iteks Probit vo˜i CLog-
Log), aga logistiline mudel on ko˜ige paremini interpreteeritav.
9.2.1 Logistilise mudeli interpretatsioon
Sˇanss ja sˇansside suhe
Su¨ndmuse sˇanss (odd) on defineeritud kui su¨ndmuse esinemise to˜ena¨osuse




Seega on Logit on sˇansi logaritm Logit(pi) = ln pi1−pi .
NB! Kui pole na¨idatud logaritmi alust, siis log ja ln ta¨histavad mo˜lemad
naturaallogaritmi!
Mudeli parameetrite interpretatsioon on seotud sˇansside suhte muutusega.











Parameetri ees oleva ma¨rgi interpretatsioon on ja¨rgmine: pluss ma¨rk na¨itab
samapidist seost argumendi ja uuritava tunnuse (to˜ena¨osuse) vahel ja miinus
vastupidist seost.
Parameetri β interpretatsioon:
Saab na¨idata, et u¨hikulise argumendi muutusega kaasneb sˇansside suhte
muutus eβˆ korda ja kui argument muutub c u¨hikut, siis kaasneb sˇansside
suhte muutus ecβˆ korda. Mitme argumendiga mudeli interpreteerimisel tu-
leb lisada, et teised argumendid ei muutu (ehk muude tingimuste samaks
ja¨a¨des).
Vabaliikme interpretatsioon:
st x = 0, vo˜imalik juhul, kui see on argumendi vo˜imalik va¨a¨rtus, siis saab
positiivse vabaliikme korral na¨idata, et su¨ndmuse esinemise to˜ena¨osus on




9.2.2 Ru¨hmitatud ja ru¨hmitamata andmed
Ru¨hmitamata andmed on tavaline olukord, kus meil uuritav tunnus on 1/0
tunnus, tegemist on Bernoulli jaotusega Y ∼ B(1, pi), mille korral keskva¨a¨rtus
on EY = pi. Teeme mudeli keskva¨a¨rtusele (seega to˜ena¨osusele) kasutades
seosefunktsiooni.
Ru¨hmitatud andmetega on tegemist, kui uuritav tunnus on positiivsete vas-
tuste arv (ehk 1-de summa), tegemist on binoomjaotusega Y ∼ B(n, pi),
mille keskva¨a¨rtus on EY = npi. Mudeli teeme to˜ena¨osusele, aga arvesse
tuleb nu¨u¨d vo˜tta ka katsete koguarv.
Ru¨hmitamata andmeid vo˜ib vaadelda kui ru¨hmitatud andmete erijuhtu, kui
igas ru¨hmas tehtud 1 vaatlus.
Logistiline mudel. SAS
Paketis SAS on logistilise mudeli hindamiseks protseduur LOGISTIC. Prot-
seduur hindab mudeli 1/2 tunnuse jaoks, vajadusel kodeerib 1/0 tunnuse ise
ringi. Aga tuleb silmas pidada, et hinnatakse mudel madalama taseme jaoks,
st 1/0 tunnuse korral hindab vaikimisi 0 esinemise to˜ena¨osust, hindamaks 1
esinemise to˜ena¨osust, tuleb protseduuri pa¨isesse lisada valik DESCENDING.
Ru¨hmitatud andmete korral tuleb anda MODEL lauses nii su¨ndmuse esine-
mise arv kui ka koguarv, st Y -tunnus on kujul event/trial st antakse uuritav
tunnus kahe tunnuse suhtena kujul: u¨htede arv/koguarv.
Diskreetsete argumentide (faktorite) kasutamisel tuleb ma¨a¨rata baastase,
mille suhtes hinnatakse (vaikimisi toimub hindamine tasemete keskva¨a¨rtuse
suhtes). Baastaseme saab ma¨a¨rata na¨iteks ja¨rgmiselt:
CLASS faktor param=ref ref=last; toimub hindamine viimase taseme suh-
tes, vo˜imalik ka valik ref=first;
Na¨ide. Logistiline mudel
Suur osa lahutatud naistest ei saa oma endistelt meestelt mingit toetust.
Tahetakse va¨lja selgitada, miks see nii on. Kas meeste palk ei vo˜imalda
maksta? Vo˜i arvavad mehed, et naised teenivad isegi ha¨sti? Kas laste arv
mo˜jutab meeste otsust maksta alimente?
Uuritav tunnus: 1 – naine saab alimente, 0 – ei saa
(valimi po˜hjal hinnatud mudel, tavaliselt ta¨histatakse p = pˆi)
Mudel: logit(p) = −1.73 + 0.01mehe palk + 0.31laste arv − 0.02naise palk.
Tunnus ’naise palk’ (viimase abieluaasta jooksul) osutus mudelis ebaoluli-
seks. Uus mudel: logit(p) = −1.87 + 0.01mehe palk + 0.33laste arv.
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Kui suur on to˜ena¨osus, et mees, kellel on 3 last ja palk 10 tuhat $ maksab
naisele alimente?
logit(p) = −1.87 + 0.01× 10 + 0.33× 3 = −0.76; seega ln p
1− p = −0.76,
saame avaldada to˜ena¨osuse, tulemuseks p = 0.32. Seega umbes kolmandik
sellistest meestest maksab naistele alimente.
NB! Siin p on su¨ndmuse esinemise to˜ena¨osus, mitte olulisuseto˜ena¨osus!
9.2.3 Usaldusvahemik parameetritele ja sˇansside suhtele
Mudeli parameetritele usaldusvahemiku leidmiseks on 2 vo˜imalust:
• To˜epa¨rafunktsioonil po˜hinev la¨henemine, kasutatakse asu¨mptootilist
χ2-jaotust (LR usaldusvahemik);
• Parameetrite hinnangute asu¨mptootilisel normaaljaotusel po˜hinev la¨he-
nemine, mis sobib suurte valimite korral (Wald’i usaldusvahemik).
Kui (aj , bj) on parameetri βj usaldusvahemik, siis (eaj , ebj ) on vastav sˇansside
suhte usaldusvahemik. Kui usaldusvahemik sisaldab va¨a¨rtuse 1, siis sˇansside
suhe pole oluline (sˇansid on vo˜rdsed so˜ltumata argumendi muutusest). O¨eldakse
ka, et kui usaldusvahemiku mo˜lemad otspunktid on u¨hest suuremad, siis on
tegemist riskiteguriga
Na¨ide. Sˇansside suhte usaldusvahemik
Probleem: laste olemasolu so˜ltuvus naise vanusest. Kui naise vanus on teada,
siis kui suur on to˜ena¨osus, et tal on laps?
Hinnatakse mudel:
Logit(p) = −5.3 + 0.11vanus
Waldi usaldusvahemik argumendi ees olevale parameetrile on (0.01; 0.21)
Parameetri interpretatsioon: kui vaatame kahte naist, kellel vanuse vahe
on 1 aasta, siis vanema naise korral on sˇanss, et tal on lapsi e0.11 = 1.12
korda suurem ehk 12% suurem. Usaldusvahemikuks saame (e0.01; e0.21) =
(1.01; 1.23). Seega vo˜ivad sˇansid olla ka 23% suuremad
Na¨ide. Mitme argumendiga logistiline mudel
Uuriti su¨dameataki korduvat esinemist. Uuritav tunnus on kodeeritud ja¨rgmiselt:
y = 1, kui patsiendil oli aasta jooksul veel teine su¨dameatakk ja y = 0, kui
ei olnud. Tahetakse hinnata, kuidas on teistkordse su¨dameataki esinemine
seotud ravimite tarvitamisega ja patsiendi rahutuse tasemega.
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Ravimite tarvitamine, st kas patsient on saanud rahusteid, on kodeeritud 1-
jah, 0-ei. Patsiendi rahutuse taset mo˜o˜detakse testiga, mille suurem testitu-
lemus na¨itab rahutumat seisundit.
Saadud mudel on kujul:
Logit(p) = ln p1−p = −6.36− 1.02(ravi = 1) + 0.12rahutus.
Vastavad sˇansside suhted koos 0.95-usaldusvahemikuga:
Ravi 1 vs 0 0.36 (0.03; 3.6)
Rahutus 1.12 (1.03; 1.29)
Interpreteerida tulemust!
9.2.4 U¨ldistatud determinatsioonikordaja
Logistiline mudel on esimene u¨ldistatud mudelitest, kus on kasutusel u¨ldistatud
determinatsioonikordaja ehk pseudo-R2.







kus L(0) on to˜epa¨ra konstantse (ainult vabaliikmega) mudeli jaoks, L(βˆ)
on to˜epa¨ra konkreetse vaadeldava mudeli jaoks, n on valimi maht. Definit-
sioonist on na¨ha, et determinatsioonikordajat ei saa interpreteerida nii nagu
klassikalise mudeli korral, siin on tegemist to˜epa¨rade suhtega. Samuti on
selge, et selliselt defineeritud R2 < 1 ja R2max = 1− {L(0)}2/n.
Nagelkerke (1991) esitas parandatud determinatsioonikordaja (SAS: max-






SAS: Proc LOGISTIC korral MODEL lauses valik RSQUARE
9.2.5 Va¨a¨rtuste ja¨rjestamisest
Tavaliselt hinnatakse ’edu’ to˜ena¨osust st va¨a¨rtuse 1 esinemise to˜ena¨osust
Logit(pi) = ln
pi
1− pi , pi = P(Y = 1).
On lihtne na¨ha, et kehtib
Logit(pi) = −Logit(1− pi).
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Ja¨relikult mudeli hindamine y = 0 jaoks, vo˜rreldes mudeliga y = 1 jaoks,
ta¨hendab kordajate ma¨rkide muutust.
Protseduur Logistic hindab vaikimisi uuritava tunnuse madalamat taset,
vaatleb tasemeid kasvavas ja¨rjekorras ja hindab esimest. Mudeli parameet-
rite interpreteerimisel tuleb arvestada, mida on hinnata tahetud ja mida
on tegelikult hinnatud. Seega, kui tahame hinnata 1 to˜ena¨osust, siis mudeli
lihtsama interpreteeritavuse huvides on soovitav uuritava tunnuse va¨a¨rtused
u¨mber ja¨rjestada (valik DESCENDING protseduuri lauses).
9.2.6 Uuritaval tunnusel rohkem kui 2 taset
Vaatasime mudeleid, kui uuritaval tunnusel on 2 taset 1/0 vo˜i 1/2.
Uuritaval tunnusel vo˜ib aga olla rohkem kui 2 va¨a¨rtust 1, 2, . . . ,K, kus K
ei ole va¨ga suur (tihti K < 5).
Na¨iteks uuritakse valu esinemist: huvi vo˜ib pakkuda, kas valu esineb vo˜i
mitte (1/0) vo˜i kas on tugev valu, keskmine valu, no˜rk valu vo˜i valu pole st
kodeeritakse 1, 2, 3, 4 – uuritaval on 4 taset (va¨a¨rtust).
Erinevad va¨a¨rtused vo˜ivad olla ja¨rjestatud vo˜i mitte. Enne mudeli hinda-
mist tuleb va¨lja selgitada, kas uuritava tunnuse hindamine rohkem kui 2
va¨a¨rtusega skaalal on to˜epoolest o˜igustatud, st kas iga uuritava tunnuse ta-
seme jaoks on piisavalt andmeid. Tihti esineb olukord, kus uuritavat tunnust
pu¨u¨takse hinnata rohkem kui 2 tasemega, aga tegelikkuses taandub prob-
leem ikkagi 2 taseme hindamiseks. Olenevalt probleemist, vo˜ib na¨iteks 4
tasemega uuritava tunnuse korral leida mudelid {1 vs 2, 3, 4}, {1, 2 vs 3,
4}, {1, 2, 3 vs 4}.
Kui uuritaval on rohkem kui 2 taset pole tegemist binoomjaotusega vaid sel-
le mitmemo˜o˜tmelise u¨ldistusega – multinomiaaljaotusega. Mitme tasemega
uuritavale tunnusele hinnatakse kumulatiivne mudel
g(P(Y ≤ j|x)) = αj + βx, 1 ≤ j ≤ K,
kus α1, α2, . . . , αK on erinevad vabaliikmed iga taseme jaoks, β on u¨hine
to˜us.
Kui tasemed on ja¨rjestatud sobib sellisele uuritavale tunnusele logistiline
mudel. Protseduur Logistic hindab kumulatiivse mudeli kui tasemete arv
K > 2. Logistilist kumulatiivset mudelit nim ka vo˜rdeliste sˇansside mudeliks
(proportional odds), sest sˇansside suhe Y ≤ j jaoks ei so˜ltu tasemest j.
Mudelid iga taseme jaoks saab va¨lja kirjutada ja¨rgmiselt
Logit(p1) = α1 + βx Logit(p1 + p2) = α2 + βx . . .




Loendusandmed kujutavad endast mingi su¨ndmuse esinemise arvu teatud
ajavahemikus. Klassikaline na¨ide on Geigeri loendaja, mis mo˜o˜dab radioak-
tiivsust. Tuntud na¨ited on kindlustuse ja to¨o¨kindluse valdkonnast: kind-
lustussumma saajate arv, o˜nnetusjuhtumite arv, to¨o¨pingi to˜rgete arv jne.
Teatud tingimustel saab selliseid andmeid la¨hendada ka normaaljaotusega,
kuid u¨ldiselt on tegemist Poissoni jaotusega.
Poissoni jaotusega on andmed, mis tekivad millegi loendamisel, nii et suurte
arvude esinemine on va¨ikese to˜ena¨osusega. Poissoni jaotuse tu¨u¨piline his-
togramm on ebasu¨mmeetriline ja mida va¨iksem on jaotuse parameeter, seda
ebasu¨mmeetrilisem on jaotuse histogramm.
Jaotuse parameetrit interpreteeritakse kui harvaesinevate su¨ndmuste kesk-
mist arvu ajau¨hikus. Poissoni jaotust nimetatakse ka harvaesinevate su¨nd-
muste jaotusseaduseks ehk va¨ikeste arvude seaduseks.
Poissoni jaotuse korral on keskva¨a¨rtus ja dispersioon vo˜rdsed, see on jaotuse
ta¨htis omadus.
Teine oluline Poissoni jaotuse omadus on aditiivsus:
Kui Y1 ∼ Po(µ1) ja Y2 ∼ Po(µ2) on so˜ltumatud, siis Y1 +Y2 ∼ Po(µ1 +µ2).
Viimane omadus annab vo˜imaluse ka¨sitleda sarnaselt nii ru¨hmitatud kui
ka ru¨hmitamata andmeid. Olgu Yij su¨ndmuste arv i-ndas ru¨hmas j-ndal
vaatlusel ja Yi kogu su¨ndmuste arv ru¨hmas i. Siis so˜ltumatuse eeldusel,
kui u¨ksikvaatlused Yij ∼ Po(µi), j = 1, . . . , ni, siis Yi ∼ Po(niµi) – nii
u¨ksikvaatluste kui ka ru¨hmitatud vaatluste korral kasutatakse sama to˜epa¨ra-
funktsiooni.
9.3.1 Vo˜imalikud mudelid
Loendusandmetele on vo˜imalik sobitada so˜ltuvalt andmestiku iseloomust
ja¨rgmisi mudeleid
• Lineaarne ja/vo˜i multiplikatiivne Poissoni mudel.
• Negatiivse binoomjaotuse mudel (NB-mudel).
• Nulliprobleemidega mudelid (nulle on kas liiga palju vo˜i liiga va¨he)
– ZIP mudel, nullidega mo˜jutatud mudel (Zero Inflated ),
– ZAP mudel (Zero Alternated) ehk to˜kestatud (Hurdle) regressioon,
– ZTP mudel, nullidega lo˜igatud mudel (Zero Truncated ).
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Nulliprobleemid vo˜ivad esineda ka negatiivse binoomjaotuse korral, sel kor-
ral ra¨a¨gitakse ZINB, ZTNB, ZANB mudelitest.
Ma¨rkus. Klassikaliselt on log-lineaarne regressioonimudel mudel sagedusta-
belile.
Poissoni mudeli kujud
Oletame, et meil on valim n vaatlust y1, . . . , yn, mida vo˜ime vaadata kui
Poissoni jaotusega juhusliku suuruse Yi realisatsioone Yi ∼ Po(µi) ja oleta-
me, et keskva¨a¨rtus µi (ja seega ka dispersioon!) so˜ltub seletavatest muutu-
jatest.
Lineaarne (aditiivne) Poissoni mudel µ = Xβ
Seda mudelit vo˜ib kasutada, kui on eeldatud, et kovariantide mo˜ju on adi-
tiivne. Mudeli puuduseks on asjaolu, et mudeli parem pool vo˜ib omandada
mistahes va¨a¨rtusi reaalteljel, kuid mudeli vasak pool, mis vastab prognoosi-
tud su¨ndmuste arvule, saab olla ainult positiivne.
Sellest puudusest vabanemiseks vo˜etakse kasutusele Log-teisendus.
Log-lineaarne Poissoni mudel η = ln(µ), η = Xβ.
Selles mudelis regressioonikordaja βj vastab muudatusele uuritava keskva¨a¨rtuse
logaritmis kui kovariant xj muutub 1 u¨hiku vo˜rra.
Seega saame multiplikatiivse mudeli µ = exp(β0 + β1x1 . . .+ βkxk), kus
eβj vastab xj muutuse multiplikatiivsele mo˜jule: kovariandi xj muutus 1
u¨hiku vo˜rra tekitab keskva¨a¨rtuses µi muutuse e
βj korda.
Logaritmilise seosefunktsiooni eeliseid on kinnitanud ka empiirilised uurin-
gud. Loendusandmete korral on kovariantide mo˜ju pigem multiplikatiivne
kui aditiivne, st tu¨u¨piliselt on kovariandil va¨ike mo˜ju va¨ikesele su¨ndmuste
esinemise arvule ja suur mo˜ju suurele. Seega mo˜jud on proportsionaalsed
su¨ndmuse esinemise arvuga ja sel juhul Log-skaala kasutamine viib lihtsa-
male mudelile ja o˜igustab end.
9.3.2 U¨lehajuvus
U¨lehajuvus on loendusandmete korral to˜sine probleem. Poissoni jaotuse kor-
ral peab kehtima range vastavus E(Y ) = D(Y ). Tavaliselt eeldatakseD(Y ) =
ϕE(Y ), kus ϕ on skaalaparameeter, mis on konstantne u¨le ko˜igi andmete.
Kui ϕ = 1, siis probleemi pole, kui ϕ > 1 ehk D(Y ) > E(Y ), siis on tegemist
u¨lehajuvusega ja kui ϕ < 1 ehk D(Y ) < E(Y ), siis on tegemist alahaju-
vusega. O¨eldakse, et alahajuvus ei tekita probleeme mudeli parameetrite
hindamisel ja seda on va¨hem uuritud.
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Otsustusreegel on ja¨rgmine: skaalaparameetri hinnang peab olema ≈ 1, siis
ei ole probleeme u¨le- ega alahajuvusega.
U¨lehajuvuse po˜hjused
Ra¨a¨gitakse nn na¨ilisest u¨lehajuvusest ja tegelikust u¨lehajuvusest.
U¨lehajuvuse po˜hjused:
• mudeli su¨stemaatiline osa on valesti ma¨a¨ratud, kas puudub mo˜ni olu-
line argument vo˜i argumentide koosmo˜ju;
• argumentide skaala pole hea, tuleks teha skaalateisendus (na¨iteks log);
• andmetes on erindid;
• andmetes on lisajuhuslikkus: na¨iteks tegemist Poissoni protsessiga va-
hemikus, mille pikkus on juhuslik;
• andmetes on probleemid nullidega (nulle liiga palju vo˜i liiga va¨he).
Empiiriline reegel:
• Kui u¨lehajuvus on suur (> 5), siis midagi valesti, tegemist tegeliku
u¨lehajuvusega, vali teine mudel.
• Kui u¨lehajuvus on va¨ike (< 5), siis na¨iline u¨lehajuvus, vo˜ta see arvesse.
U¨lehajuvuse probleemi lahendamisest
Na¨ilise u¨lehajuvuse korral tuleks kontrollida erindite olemasolu ja mudeli
su¨stemaatilist osa (kas on vajalikud argumendid kaasatud). U¨lehajuvuse ar-
vesse vo˜tmiseks hinnatakse skaalaparameeter ja kasutatakse kvaasi to˜epa¨ra
(quasi-likelihood).
Tegeliku u¨lehajuvuse korral kasutatakse teisi jaotusi (hinnatakse NB-mudel
vo˜i nulliprobleeme arvesse vo˜tvad mudelid).
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9.3.3 Mudel ru¨hmitatud andmetele
Olgu meil ru¨hmitatud andmed. Oletame, et yij on su¨ndmuste arv i-ndas
ru¨hmas j-ndal vaatlusel ja yi =
∑
j yij . Iga vaatlus ru¨hmas on realisat-
sioon so˜ltumatust Poissoni jaotusega juhuslikust suurusest Yij ∼ Po(µi), i =
1, . . . , k; j = 1, . . . , ni. Kogu ru¨hm on realisatsioon Poissoni jaotusega juhus-
likust suurusest Yi ∼ Po(niµi).
Log-lineaarne mudel individuaalse keskva¨a¨rtuse jaoks avaldub kujul
lnE(Yij) = ln(µi) = β0 + β1x1 . . .+ βkxk,
siis
lnE(Yi) = ln(niµi) = lnni + lnµi = lnni + β0 + β1x1 . . .+ βkxk,
Seega ru¨hmitatud andmete korral on log-lineaarsel mudelil samad korda-
jad β kui ru¨hmitamata andmete korral, ainult ru¨hmitatud andmete korral
lisandub liige lnni , mida nimetatakse OFFSET.
Vo˜ime hinnata mudeli nii ru¨hmitatud kui ka ru¨hmitamata andmete korral.





Faktoranalu¨u¨s1 on mitmemo˜o˜tmelise analu¨u¨si mudel.
Faktoranalu¨u¨si mudeli korral asendatakse esialgsed tunnused va¨iksema arvu
tunnustega nn faktoritega, mis kirjeldavad vo˜imalikult suure osa la¨htetunnuste
hajuvusest.
Meetod to¨o¨tati va¨lja 1920ndate aastate alguses psu¨hholoogias, kus kasutati
mitmesuguseid teste mo˜o˜tmaks inimese vaimseid vo˜imeid. Pu¨sitati hu¨potees,
et leiduvad teatavad mittemo˜o˜detavad (latentsed) tunnused (olulised iseloo-
mujooned), mille kohta saab informatsiooni testide kaudu. Latentseid tun-
nuseid on va¨ike arv ja need kirjeldavad inimese isiksuse struktuuri.
Latentne tunnus kannab siin nimetust faktor. Testide tulemused on kirjel-
datavad faktorite kombinatsioonidena.
NB! Mitte segi ajada faktortunnuse kui diskreetse argumendiga!
Faktoranalu¨u¨si u¨lesanne
Faktoranalu¨u¨si u¨lesandeks on leida vo˜imalikult va¨ike arv uusi tunnuseid,
mille lineaarkombinatsioonidena saaks uuritavaid la¨htetunnuseid ku¨llalt ha¨sti
kirjeldada. Faktoranalu¨u¨si korral ei ra¨a¨gita funktsioontunnusest ja argu-
menttunnustest, ko˜ik tunnused on ka¨sitletavad samamoodi.
Faktoranalu¨u¨si eesma¨rgid:
• info kokkusurumine (mo˜o˜detud tunnuste asendamine va¨iksema arvu
mittemo˜o˜detavatega),
• tunnustevahelise so˜ltuvusstruktuuri analu¨u¨s,
1Peatu¨kk po˜hineb o˜pikul Ehasalu, Tiit (1993). Faktoranalu¨u¨s ja konooniline analu¨u¨s
SAS-su¨steemis. Ka¨siraamat u¨lio˜pilastele II, TU¨.
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• mudel ise (latentsete tunustega mudeli kirjeldamine).
Faktoranalu¨u¨s on enamasti hu¨poteeside genereerimise metoodika st ei kont-
rollita statistilisi hu¨poteese (so˜ltub eelduste rangusest) ja ei va¨ljastata oluli-
suseto˜ena¨osusi. Seega pole faktoranalu¨u¨sis saadud tulemused to˜estatud va¨ited,
vaid hu¨poteetilised.
Faktoranalu¨u¨si subjektiivsusest
Faktoranalu¨u¨si la¨biviimisel peab uurija ise otsustama paljude asjade u¨le ja
seeto˜ttu vo˜ib samade andmete korral saada mitu faktormudelit, mis vo˜ivad
sobida u¨htviisi ha¨sti.
Uurija peab ise otsustama
• milliste tunnuste alusel faktoranalu¨u¨s teostatakse,
• kui palju faktoreid mudelis on,
• millist meetodit faktorite leidmisel kasutada,
• kas ja kuidas faktormaatriksit po¨o¨rata,
• kuidas saadud faktoreid interpreteerida.
Tulemused on seega tihti subjektiivsed, so˜ltuvad uurija teadmistest, oskus-
test ja kogemustest (va¨heste kogemuste korral on oht saada triviaalseid mu-
deleid).
Faktoranalu¨u¨si eeldused
Faktoranalu¨u¨si aluseks on korrelatsioonanalu¨u¨s vo˜i kovariatsioonanalu¨u¨s.
Korrelatiivne so˜ltuvus on lineaarne so˜ltuvus kahe arvtunnuse vahel, ja¨relikult
saab faktoranalu¨u¨si kasutada arvtunnuste (vo˜i ja¨rjestustunnuste) korral.
Faktoranalu¨u¨si aluseks sobib Pearsoni vo˜i astakutel po˜hinev Spearmanni
korrelatsioonikordaja. Kui andmetes on erindeid, soovitatakse faktoranalu¨u¨si
mudeli tegemisel kasutada Spearmanni korrelatsioonikordajaid.
Andmete kohta vo˜ib teha erinevaid eeldusi, alates sellest, et iga u¨ksik tun-
nus on normaaljaotusega. Range eeldus on mitmemo˜o˜tmeline normaaljaotus.
See eeldus no˜utav vaid siis, kui tahame kontrollida hu¨poteese. Praktiliste
u¨lesannete korral on see eeldus harva ta¨idetud, sest faktoranalu¨u¨si teosta-
me pigem ja¨rjestustunnuste korral ja seega ei saa kogu tunnuste vektor olla
mitmemo˜o˜tmelise normaaljaotusega. Tavaline no˜ue on, et tegemist on arv-
tunnustega vo˜i ja¨rjestustunnustega, eeldamata midagi nende jaotuse kohta.
Kindlasti ei sobi faktoranalu¨u¨si mudelisse nominaaltunnused.
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10.1 Faktoranalu¨u¨si matemaatiline mudel
Vaatame m tunnust, X1, . . . , Xm, tunnusvektor X = (X1, . . . , Xm)T . Eelda-
me andmete standardiseeritud kuju: EXi = 0; DXi = 1; i = 1, . . . ,m
EXXT = R (korrelatsioonimaatriks). Oletame, et la¨htetunnused avalduvad
teatud faktorite lineaarkombinatsioonidena.
Faktoranalu¨u¨si mudeli kuju:
X = AF + U
A = {aij}, i = 1, . . . ,m; j = 1, . . . , k on faktorlaadungite/faktorkaalude
maatriks (factor loading), F = (F1, . . . , Fk)T on faktorite vektor, kusjuures
faktorite arv peaks olema palju va¨iksem esialgsete tunnuste arvust (k <<
m). Faktorid on standardiseeritud ja so˜ltumatud: EFj = 0; DFj = 1;
EFjFs = 0, j, s = 1, . . . , k; j 6= s.
U = (U1, . . . , Um)T on omapa¨rade vektor. Omapa¨rad on tsentreeritud, so˜ltu-
matud omavahel ja so˜ltumatud faktoritest: EUi = 0; DUi = d2i ; EUiUv =
0; EUiFj = 0, i, v = 1, . . . ,m; i 6= v; j = 1, . . . , k. Omapa¨ra on see osa
tunnuse hajuvusest, mis ja¨a¨b faktorite poolt kirjeldamata, mudeli juhuslik
viga. Omapa¨rade dispersioonid rahuldavad no˜uet 0 ≤ d2i ≤ 1.
Faktoranalu¨u¨si olemus
Kasutades toodud eeldusi, saab la¨htudes esitatud faktormudelist jo˜uda alg-
tunnuste korrelatsioonimaatriksi uue esitusviisini
R = AAT + D,
kus D on omapa¨rade dispersioonide diagonaalmaatriks D = diag(d21, . . . , d
2
k).
Sisuliselt pu¨u¨takse leida selline maatriks A, et tunnustevahelised seosed
oleks ko˜ige paremini esitatud (otsitakse parimat esitusviisi seoste struktuu-
rile). Defineeritakse nn redutseeritud korrelatsioonimaatriks
R¯ = R−D = AAT .
Redutseeritud korrelatsioonimaatriksi peadiagonaalil on kommunaliteedid
(communality)
h2i = 1− d2i .
Kommunaliteedid na¨itavad seda osa tunnuse hajuvusest, mis on kirjeldatud
faktormudeli poolt ehk tunnuse hajuvuse su¨stemaatilist osa ja on ma¨a¨ratud
iga tunnuse jaoks.
Seega jaguneb tunnuse dispersioon kaheks: su¨stemaatiline osa (faktorite






Vaatame andmemaatriksit (valim) X = {xij}, i = 1, . . . , n; j = 1, . . . ,m.
Lihtsuse mo˜ttes eeldatakse, et tunnused on standardiseeritud. Valimi po˜hjal
hinnatakse faktormaatriks A, tulemusi kasutatakse la¨htetunnuste struktuu-
ri kirjeldamiseks. Faktorid ehk uued (latentsed) tunnused F1, . . . , Fk arvuta-
takse iga indiviidi jaoks ja seega saame maatriksi F = {fig}, i = 1, . . . , n; g =
1, . . . , k. Faktorite va¨a¨rtused igal indiviidil fig on nn individuaalsed faktor-
kaalud (factor scores).
Etapid:
• Ma¨a¨rata faktorite arv k;
• Hinnata A = {aij} (faktorkaalud);
• Hinnata mudeli headus;
• Interpreteerida faktoreid (selleks tihti tuleb faktoreid enne po¨o¨rata).
Faktorite arvu ma¨a¨ramine
Faktorite arvu ma¨a¨ramiseks kasutatakse mitmesuguseid kriteeriume
• Omava¨a¨rtuste kriteerium (eigenvalue criterion) ehk Kaiser’i reegel.
Faktorite arvu ma¨a¨rab u¨hest suuremate korrelatsioonimaatriksi oma-
va¨a¨rtuste arv (vaikimisi arvutipakettides). See on loomulik reegel, sest
u¨hega vo˜rdumise korral kirjeldavad faktorid samapalju kui tunnused
ja see mudel ei oma mo˜tet.
Lisaks kasutatakse mitmesuguseid ta¨psustavaid reegleid, millal Kai-
ser’i reegel on sobiv (na¨iteks kasutatakse kui n < 30 ja kommunalitee-
did > 0.7).
• No˜lvakudiagramm (scree test), joonistatkse graafik, kus y-teljel on
omava¨a¨rtused, x-teljel faktori number. Hinnatakse joonisel suuri va-
hesid, faktorite arv enne suuremat vahet loetakse mo˜istlikuks.
• Interpretatsiooni kriteerium, hinnatakse tagantja¨rgi, kas valitud fak-
torite arv on sobilik, erinevad empiirilised kriteeriumid: igas faktoris





No˜lvakudiagrammi ja¨rgi oleks valik 2 faktorit, Kaiser’i reegli ja¨rgi 4
10.2 Faktoranalu¨u¨si mudeli headus ja interpretat-
sioon
Kommunaliteet na¨itab tunnuse kirjeldatust faktorite poolt, h2i = 1−d2i , kus
d2i on omapa¨ra (kirjeldamata osa), 0 ≤ h2i ≤ 1. Kommunaliteet arvutatakse





Arvutipaketid vo˜ivad va¨ljastada h2i > 1 st on tegemist va¨ga halva mudeliga,
kas on palju/va¨he faktoreid vo˜i va¨he andmeid.
Faktori kirjeldusvo˜ime ehk kirjeldusma¨a¨ra arvutamiseks summeeritakse fak-





Saab na¨idata, et kirjeldusvo˜ime on redutseeritud korrelatsioonimaatriksi
omava¨a¨rtus g2j = λj , siit ja¨reldub ka Kaiser’i reegel.
Faktori suhteline kirjeldusvo˜ime, esitatakse tavaliselt protsentides (Percent
of Variation) g2j /m.










Faktoranalu¨u¨si tulemuste interpretatsioon po˜hineb asjaolul, et faktormaat-
riksi element on korrelatsioonikordaja tunnuse ja faktori vahel
aij = r(Xi, Fj).
Reegel: tunnus kuulub sellesse faktorisse, millega tal on maksimaalne korre-
latsioon.
Loomulik algus on selline, et vaadatakse la¨bi faktormaatriksi ko˜ik read ja
ma¨rgitakse a¨ra igas reas ko˜ige suurem (st iga tunnuse jaoks ma¨rgitakse, kuhu
faktorisse ta kuulub). Seeja¨rel vaadatakse faktoreid u¨kshaaval ja analu¨u¨sitakse
tunnuseid, mis sinna kuuluvad, mis on neis u¨hist, mida nad ko˜ik koos kir-
jeldavad jne, et leida faktorile sisu ja nimi. Tihti on esimene faktor teatav
’u¨ldfaktor’, mis kirjeldab kogu tunnustehulga mingeid u¨hiseid jooni. Faktori-
te interpretatsioon vajab probleemi su¨gavat tundmist, et tulemused ei oleks
triviaalsed.
10.3 Faktormudeli hindamismeetodid
Faktormudeli hindamine ta¨hendab maatriksite F ja A leidmist. On olemas
terve rida hindamismeetodeid, neist tuntuimad:
• Peakomponentide meetod (tavaliselt vaikimisi) (principal components)
Teostatakse teatav koordinaatteisendus la¨htetunnuste ruumis, leitak-
se uued tunnused nn peakomponendid, kus esimene telg on tunnuste
maksimaalse hajuvuse suunas ja ja¨rgmine sellega risti, edasi vaadatak-
se ja¨a¨khajuvust.
• Klassikaline faktoranalu¨u¨s
Eelnevalt peavad olema teada kommunaliteedid, protsess on iteratiiv-
ne.
• Maksimaalse to˜epa¨ra meetod (ranged eeldused, no˜utakse tunnuste mitme-
mo˜o˜tmelist normaaljaotust). Selle meetodiga hinnatud faktormudeli
korral saab kontrollida hu¨poteese.
• Alfa-faktoranalu¨u¨s
Eeldatakse, et valim on nii objektide kui ka tunnuste hulgast.
• Kaalutud/kaalumata faktoranalu¨u¨s.




Esialgne faktormaatriks on tavaliselt halvasti interpreteeritav. Parema in-
terpretatsiooni huvides po¨o¨ratakse faktoreid, st teisendatakse esialgset fak-
tormaatriksit
A∗ = AT,
kus A∗ on po¨o¨ratud faktormaatriks, T on teisendusmaatriks. Tavaliselt
no˜utakse, et TTT = I, st teostatakse ortogonaalne po¨o¨ramine.
Tuntuim ortogonaalse po¨o¨ramise meetod on VARIMAX.
On vo˜imalik teostada ka kaldpo¨o¨ramine (oblique), sel juhul TTT 6= I.
Kaldpo¨o¨ramise korral ei kehti enam seos, et faktormaatriksi element aij
on korrelatsioonikordaja. Faktorite ja tunnuste korrelatsioonimaatriks tuleb
eraldi leida, seda nimetatakse struktuurimaatriksiks. Tuntuim kaldpo¨o¨ramise
meetod on Proscrustese po¨o¨ramine. Kui kaldpo¨o¨ramisel saadakse faktorid,
mis on so˜ltumatud siis ja¨relikult ortogonaalne po¨o¨ramine on o˜igem.
U¨ldiselt on po¨o¨ratud faktormaatriksit lihtsam interpreteerida. Kui valitak-
se po¨o¨re nii, et faktormaatriksi elemendid oleksid vo˜imalikult kas 0 vo˜i 1
la¨hedal (VARIMAX), siis on selge, et nullila¨hedasi vo˜ib interpreteerimisel
eirata ja teisi tuleb kindlasti arvestada (interpreteerimine lihtsustub). Iga
tunnuse kirjeldatuse tase (kommunaliteet) ja¨a¨b po¨o¨ramise tulemusena muu-
tumatuks.
Ortogonaalselt po¨o¨ratud faktormaatriksi elemendid on samuti korrelatsiooni-
kordajad tunnuse ja faktori vahel. Ortogonaalselt po¨o¨ratud faktormaatriksi
puhul ja¨a¨b faktorite summaarne kirjeldatuse tase samaks, esimese faktori
kirjeldatus kindlasti va¨heneb, viimaste faktorite kirjeldatuse tase u¨ldiselt
suureneb.
10.4 Individuaalsed faktorkaalud
Faktoranalu¨u¨si tulemusena saadakse uued tunnused st faktorid F1, . . . , Fk.
Faktorid avaldatakse la¨htetunnuste kaudu, faktorlaadungite maatriks seob
la¨htetunnused faktoritega Xi
A→ Fj . Seega saab leida iga objekti/indiviidi
jaoks uute tunnuste (faktorite) va¨a¨rtused fig (i = 1, . . . , n; g = 1, . . . , k),
mida nimetatakse individuaalseteks faktorkaaludeks.
Individuaalsed faktorkaalud on standardnormaaljaotusega N(0, 1), misto˜ttu
neid on neid suuruse ja¨rgi lihtne interpreteerida
• keskmisi faktori va¨a¨rtusi kirjeldavad individuaalsed faktorkaalud va-
hemikus (−1; 1);
• arvestatavad ha¨lbed negatiivses vo˜i positiivses suunas on
vahemikes (−2;−1), (1; 2);
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• harvemini esineb va¨a¨rtuseid u¨le 2 (vo˜i alla -2).
Na¨ide. Oletame, et faktor on mingi isiksuse omadus (na¨iteks loovus) ja
interpretatsiooni ja¨rgi on selge, mida suurem va¨a¨rtus seda suurem loovus.
Vaatame kahte isikut, faktori va¨a¨rtustega fT iit = 2.5 ja fPeep = −1.5.
Mida vo˜ime o¨elda nende isikute loovuse kohta?
Faktoranalu¨u¨si na¨ited
Na¨ide 1.
Uuriti 220 meesu¨lio˜pilast, uuritavateks tunnusteks oli 6 eksamitulemust (prant-
suse ja inglise keel, ajalugu, aritmeetika, algebra ja geomeetria). Soovitak-
se teada, millised u¨lio˜pilaste omadused ma¨a¨ravad nende edukuse erinevates
ainetes.
Esialgne hinnatud faktormaatriks
Tunnus Faktor 1 Faktor 2 Kommunaliteedid
Prantsuse keel 0.553 0.429 0.490
Inglise keel 0.568 0.288 0.406
Ajalugu 0.392 0.450 0.356
Aritmeetika 0.740 -0.273 0.623
Algebra 0.742 -0.211 0.569
Geomeetria 0.595 -0.132 0.372
Faktormaatriks pa¨rast po¨o¨ramist
Tunnus Faktor 1 Faktor 2
Prantsuse keel 0.369 0.594








Na¨ide 2. Faktoranalu¨u¨s paketiga SAS
Uuritud on 160 olu¨mpia ku¨mnevo˜istlejat (alates II Maailmaso˜jast). Ku¨mnevo˜ist-
lejate kohta on kogutud ku¨mnevo˜istluse iga ala punktid.
Tunnused on ta¨histatud ja¨rgmiselt:
V1 - 100 m jooks, V2 - kaugushu¨pe
V3 - kuulito˜uge, V4 - ko˜rgushu¨pe
V5 - 400 m jooks, V6 - 100 m to˜kkejooks
V7 - kettaheide, V8 - teivashu¨pe
V9 - odavise, V10 - 1500 m jooks
U¨lesande lahendab ja¨rgmine programm:




method=prin faktormaatriks hinnatakse peakomponentide meetodil
rotate=varimax po¨o¨ratakse kasutades Varimax meetodit
Hinnati 3 faktoriga mudel. Po¨o¨ratud faktormaatriks on ja¨rgmine
Rotated Factor Pattern
Factor1 Factor2 Factor3
v1 >0.87784 0.07145 -0.13731 100m jooks
v2 >0.77807 0.26635 0.12753 kaugus
v3 0.30920 >0.82130 -0.10258 kuul
v4 >0.50533 0.34840 0.33807 k~orgus
v5 >0.73822 -0.06424 0.38160 400m jooks
v6 >0.62798 0.32032 0.05057 100m t~okke
v7 0.22112 >0.78520 -0.06346 ketas
v8 0.24724 0.39623 >0.49824 teivas
v9 -0.02151 >0.70476 0.14939 oda
v10 0.02201 -0.12204 >0.89139 1500m jooks
Variance Explained by Each Factor
Factor1 Factor2 Factor3
2.777 2.263 1.377 <--- iga faktori kirjeldusv~oime
Final Communality Estimates: Total = 6.418 <--- kogu kirjeldusv~oime
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
0.794 0.692 0.780 0.491 0.694 0.499 0.669 0.466 0.519 0.809




10.5 Selgitav/kirjeldav ja kinnitav faktoranalu¨u¨s
Siiani vaatasime selgitavat ehk kirjeldavat faktoranalu¨u¨si. Selgitav faktor-
analu¨u¨s (explanatory) on hu¨poteeside genereerimise meetod, hu¨poteese ei
kontrollita, erinevatel andmestikel saadud mudelid pole vo˜rreldavad.
Kinnitav faktoranalu¨u¨s (confirmatory) vo˜imaldab leida etteantud struktuu-
riga faktormaatrikseid, vo˜rrelda sama struktuuriga mudeleid.
Paketis SAS teostab selgitavat faktoranalu¨u¨si protseduur FACTOR, kinni-
tavat faktoranalu¨u¨si protseduurid CALIS ja TCALIS (viimane on uuem ja
no˜uab mudeli kirjeldamisel va¨hem informatsiooni).
Kinnitava faktoranalu¨u¨si korral hinnatakse, kas antud faktormudel sobib
andmetega, va¨ljastatakse terve rida statistikuid ja erinevaid sobivuse in-
dekseid.
Mo˜ned na¨ited sobivuse kriteeriumitest:
• χ2-kriteerium (mudel sobib, kui p > 0.05),
• suhe χ2/df (mudel sobib, kui suhe < 2)
• suhtelise sobivuse indeks CFI (Comparative Fit Index) (peaks olema
> 0.9, mida la¨hema u¨hele, seda parem mudel).
Soovitusi faktoranalu¨u¨si tegemise juurde
1. Kui suur peaks olema valim?
Tuntuim on nn 10-ne reegel: va¨hemalt 10 vaatlust iga tunnuse kohta
2. Kui palju peab olema tunnuseid?
Kinnitavas faktoranalu¨u¨sis pole kitsendusi tunnuste arvu kohta (struk-
tuurivo˜rrandite kontekstis 2-3 tunnust faktori kohta). Suurem tunnus-
te arv to˜stab valiidsust.
Kirjeldavas faktoranalu¨u¨sis peaks olema va¨hemalt 3 tunnust faktori
kohta, kusjuures ’mida rohkem, seda parem’ ei pruugi kehtida (vo˜ib
tekkida nn suboptimaalsus).
Antakse ka empiirilised reeglid, mitu tunnust faktori kohta peaks ole-
ma: 2 on miinimum, 3 on parem, 4 on kindlam, 5 on rohkem kui vaja.
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Faktoranalu¨u¨s ja teised mitmemo˜o˜tmelised
meetodid
Faktoranalu¨u¨s ja Cronbachi α
Faktoranalu¨u¨si mudeli korral teostatakse mudeli sobivuse kontrollimiseks
tihti ka reliaabluse analu¨u¨s, st arvutatakse iga faktori korral reliaabluse kor-
daja Cronbachi α hindamaks faktorisse kuuluvate tunnuste koosko˜la. Ko˜rged
kordaja va¨a¨rtused (> 0.8) na¨itavad, et faktorisse kuuluvad tunnused on ha¨sti
koosko˜las.
Faktoranalu¨u¨s ja regressioonimudel
U¨ks vo˜imalus faktoranalu¨u¨si edasiseks rakendamiseks on saadud faktori-
te kaasamine regressioonanalu¨u¨si mudelisse. Ka¨sitletakse faktoreid kui uusi
tunnuseid ja leitakse tavalisel viisil regressioonimudel.
Korrespondentsanalu¨u¨s
Faktoranalu¨u¨s ei sobinud nominaaltunnustele, aga kui tahame analu¨u¨si kaas-
ta ka nominaalseid tunnuseid, siis sobiv mudel on korrespondentsanalu¨u¨si
mudel. Korrespondentsanalu¨u¨si vo˜ib vaadata kui faktoranalu¨u¨sile analoogi-
list analu¨u¨simeetodit, mida rakendatakse nominaaltunnustele. Korrespon-
dentsanalu¨u¨s la¨htub sagedustabelist ja po˜hineb χ2-statistikul.
Struktuurivo˜rrandite mudelid (SEM – Structural Equation Modeling)
Struktuurivo˜rrandite mudelid on po˜hjuslike seoste testimiseks andmetel st
saame oma teooriat kontrollida (mudeliga ei saa otsida po˜hjuslikke seoseid),
latentsed tunnused pannakse regressioonimudelisse.
Kinnitav faktoranalu¨u¨s on struktuurivo˜rrandite mudeli erijuht.
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