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ABSTRACT 
 
 
Real-time hybrid substructuring (RTHS) is a cyber-physical vibration testing method that 
partitions a structural system into numerical and physical substructures. RTHS incorporates 
sensing, actuation, and computing technologies to couple these substructures in real time. RTHS 
can be used to realistically examine the performance of structural systems with rate-dependent 
structural components that may be difficult to accurately model. However, uncertainty can be 
found in many aspects of RTHS testing including noise in sensor measurements, actuator 
performance and tracking, non-linearities in the physical test specimen, and numerical modeling 
assumptions. In the numerical substructure, uncertainty in material properties, stiffness, damping, 
or geometry may be considered random variables. Certain physical substructure characteristics 
may also be similarly parameterized. This thesis aims to develop and experimentally validate 
techniques that incorporate these parametric uncertainties into RTHS testing protocols, thereby 
improving the robustness of the RTHS method. This goal was accomplished through two studies. 
First, a study was performed to extend and experimentally validate a proposed structural 
reliability method called Adaptive Kriging-Hybrid Simulation (AK-HS). The method combines a 
metamodeling technique known as Kriging, an adaptive learning algorithm, the Monte Carlo 
method, and RTHS testing to iteratively estimate a structural system’s probability of failure given 
random parameters in the numerical substructure. The method was validated with a series of 
bench-scale RTHS tests of a Taylor Devices, Inc. viscous damper connecting two adjacent 6-
degree-of-freedom rigid body structures. The AK-HS method was found to accurately predict 
probabilities of failure for systems with up to 24 random variables using a reasonable number of 
RTHS tests. 
viii 
 
The second study proposed and validated a method that can be used to develop metamodels 
of a system’s frequency response functions using Principal Component Analysis, Kriging, and 
RTHS. The proposed method was experimentally validated through a series of bench-scale RTHS 
tests of a Lord Corporation magnetorheological fluid damper controlling vibrations in a 2-degree-
of-freedom mass-spring system subjected to an input ground acceleration. Uncertainty was 
introduced to the system by treating the numerical substructure spring stiffnesses and the physical 
damper current as random variables. It is shown that accurate, statistical metamodels can be created 
using a small number of RTHS tests. These metamodels may then be used to conduct Monte Carlo 
simulations to obtain distributions of the system’s frequency domain response behavior.  
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CHAPTER 1 
 
Introduction 
 
1.1 BACKGROUND 
Real-time hybrid substructuring (RTHS) is a cyber-physical vibration testing method that 
subdivides a structural system into numerical and physical substructures. RTHS incorporates 
sensing, actuation, and computing technologies to couple these substructures in real time 
(Blakeborough et al., 2001). RTHS can be used to realistically examine the performance of 
structural systems with rate-dependent structural components that may be difficult to accurately 
model and has been successfully utilized in a number of applications (e.g., Chae et al., 2013; 
Christenson et al., 2008; Jiang et al., 2013; Shao et al., 2010). However, uncertainty can be found 
in many aspects of RTHS testing including noise in sensor measurements, actuator performance 
and tracking, non-linearities in the physical test specimen, and numerical modeling assumptions.  
Previous research has considered various facets of these uncertainties. For example, 
Maghareh et al. (2012, 2013) examined how the quality of RTHS test results can be affected by 
numerical model reduction methods and noise in sensor measurements. Similarly, Mosqueda et al. 
(2007a, 2007b) proposed an error monitoring method that can predict how experimental errors 
affect the reliability of hybrid test results. Furthermore, there is an abundance of research on 
compensation techniques that can be used to improve actuator tracking performance and thereby 
improve the reliability of RTHS results (e.g., Ahmadizadeh et al., 2008; Botelho & Christenson, 
2014; Carrion & Spencer, 2007; Chen & Ricles, 2009; Horiuchi et al., 1999; Phillips & Spencer, 
2012). However, directly examining uncertainty present in numerical and physical substructure 
parameters has received less attention to date. 
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In the numerical substructure, uncertainty in material properties, stiffness, damping, or 
geometry can be considered random variables. Certain physical substructure characteristics may 
also be similarly parameterized. Given the presence of these random variables, the response 
behavior of the structure to an excitation can no longer be considered deterministic. Rather, the 
response itself becomes a random process. Recent studies (Abbiati et al., 2015; Abbiati et al., 2017; 
Chen et al., 2017) have examined how parametric uncertainties in the numerical substructure may 
be propagated via hybrid testing. However, these studies were conducted using pure simulations. 
No previous research has focused on the experimental implementation of uncertainty propagation 
techniques for RTHS. Therefore, the goal of this thesis is to both develop and experimentally 
validate techniques, which incorporate uncertainties of the numerical and physical substructures 
into RTHS testing protocols, thereby improving the robustness and extending the application of 
the RTHS method. This goal was achieved through two studies, which are briefly described in the 
next section. 
 
1.2 ORGANIZATION OF THESIS 
Following the background information presented in Chapter 1, this thesis consists of three main 
sections. Chapter 2 describes a study performed to extend and experimentally validate for RTHS 
a proposed structural reliability method called Adaptive Kriging-Hybrid Simulation (AK-HS) 
(Abbiati et al., 2017). The method combines a metamodeling method known as Kriging (Santner 
et al., 2003), an adaptive learning algorithm (Echard et al., 2011), the Monte Carlo method 
(Metropolis & Ulam, 1949), and hybrid simulations to iteratively estimate a structural system’s 
probability of failure given random parameters in the numerical substructure. The method was 
validated with a series of bench-scale RTHS tests on a Taylor Devices, Inc. viscous damper 
connecting two adjacent 6-degree-of-freedom (DOF) rigid body structures. The AK-HS method is 
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shown to accurately predict probabilities of failure for systems with up to 24 random variables 
using a reasonable number of RTHS tests.  
Chapter 3 describes a proposed method that can be used to develop metamodels of 
frequency response functions (FRFs) using Principal Component Analysis (Jolliffe, 1986), 
Kriging, and RTHS. The proposed method was experimentally validated through a series of bench-
scale RTHS tests on a Lord Corporation magnetorheological (MR) damper controlling vibrations 
in a 2-DOF mass-spring system subjected to an input ground acceleration. Uncertainty was 
introduced to the system by treating the numerical substructure spring stiffnesses and the physical 
MR damper current as random variables. It is shown that accurate, statistical metamodels can be 
created using this method with a reasonable of RTHS tests. These metamodels may then be used 
to conduct Monte Carlo simulations to obtain FRF distributions for the system.  
Finally, the last section of this thesis is an Appendix. Detailed in this Appendix is the 
characterization testing and dynamical model identification of an MR damper. Experimental data 
was obtained for a Lord Corporation MR damper (Model No. RD-8041-1) and parameters for the 
hysteretic damper model proposed by Kwok et al. (2006) were identified. Presented in the 
Appendix are detailed experimental testing procedures and equipment, a description of the 
mathematical model, model parameter optimization results, and finally the results of tests 
performed to validate the performance of the identified model.  
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CHAPTER 2 
 
Assessing Structural Reliability Using Real-Time Hybrid Substructuring 
 
2.1 ABSTRACT 
While numerical simulations can be used to accurately predict the dynamic performance of 
structural systems, there are some instances where the dynamics and uncertainties of specific 
components may be less understood or difficult to accurately model. Implemented in this paper is 
a structural reliability assessment employing the cyber-physical real-time hybrid substructuring 
(RTHS) method to combine a numerical model of a larger structural system, incorporating 
uncertainty in specific parameters, with a physical specimen of a component of the system while 
fully incorporating system-level dynamic interactions and uncertainty propagation. This RTHS 
approach allows for uncertainty to be addressed in the early stage of the design process, as 
components become available and the remainder of the system remains numerically modelled. 
Specifically, presented in this paper is an experimental validation of the proposed Adaptive 
Kriging-Hybrid Simulation reliability method by estimating the probability of failure of a spring-
mass-damper system with a relatively small number of RTHS tests. 
 
2.2 INTRODUCTION 
In a structural reliability analysis, a main goal is to estimate a structural system’s probability of 
failure in the presence of input random variables, which probabilistically define various 
characteristics of the system (e.g. stiffness, damping, geometry, material properties, etc.). Failure 
is defined when the response of the system exceeds a specified threshold limit state. Given an 
accurate numerical model of the system, Monte Carlo Simulation (MCS) (Metropolis & Ulam, 
1949) can be utilized to estimate the probability of failure. MCS involves sampling the random 
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variables according to their distributions and performing a large number of numerical simulations 
using these samples. This methodology allows the uncertainties associated with the random 
variables to be propagated through the model resulting in a distribution of the system’s response. 
The probability of failure can then be estimated based on this response distribution. Standard MCS 
works quite well when the numerical model can be efficiently and quickly evaluated. However, 
problems arise when a system’s numerical model is computationally expensive to evaluate and it 
becomes infeasible to perform the large number of evaluations required for a standard MCS.  
Numerous methods have been developed and implemented to circumvent this issue of 
evaluating computationally expensive simulations. In particular, metamodeling techniques have 
been successfully proposed to reduce the computational costs associated with MCS. Simpson et 
al. (2001) and Sudret (2012) reviewed several of these approaches including polynomial response 
surfaces, neural networks, polynomial chaos expansions, and Kriging (Gaussian process 
regression). These techniques can be used to develop a computationally efficient statistical 
metamodel of the numerical model and then the MCS can be performed using the metamodel 
rather than the model itself. Kriging, in particular, has become a popular metamodeling method 
among engineers (see e.g., Kleijnen, 2009). Recently, Echard et al. (2011) proposed one approach 
called Adaptive Kriging-Monte Carlo Simulation (AK-MCS). The AK-MCS algorithm utilizes 
Kriging in conjunction with an adaptive learning process to iteratively refine the estimated 
probability of failure. It was shown that this process drastically reduces the total number of 
numerical model evaluations required to accurately predict probability of failure. However, this 
methodology assumes that the system response predicted by the numerical model is reasonably 
accurate. This may not be true if there are system components, which behave non-linearly or are 
exceedingly challenging to model.  
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For such cases where numerical modeling may not be sufficient, Abbiati et al. (2017) 
proposed a slightly different method called Adaptive Kriging-Hybrid Simulation (AK-HS). In this 
method, the numerical model evaluations are replaced with hybrid simulations. One such hybrid 
simulation technique is called real-time hybrid substructuring (RTHS). RTHS is a vibration testing 
methodology which couples numerical simulations with physical testing (Blakeborough et al., 
2001). In RTHS, a system is partitioned into a numerical substructure and a physical substructure. 
The physical substructure is a rate-dependent physical component of the system, which is not well 
understood, and the numerical substructure consists of a computational model of the remainder of 
the system. During an RTHS experiment, these substructures interact with each other in real time 
and the performance of the full system can be studied. In certain applications, RTHS can facilitate 
full system level tests during the early stages of the design process when some system components 
have been fabricated while the rest of the system exists only as a computational model.  
Presented in this paper is the first experimental validation of the proposed AK-HS method. 
Bench-scale RTHS tests were performed for a system consisting of two adjacent 6-degree-of-
freedom (DOF) rigid body structures each supported by four base isolating springs and connected 
with a viscous damper. This system was previously explored in a deterministic setting by Botelho 
and Christenson (2014) and Botelho et al. (2015). The system spring stiffnesses were treated as 
random variables and the peak total force transmissibility is used as the failure criterion. The 
system probability of failure was estimated via the AK-HS method. This experimentally 
determined probability of failure was compared with MCS results obtained using a purely 
numerical system model. Several cases were examined which involved different numbers of 
random variables and excitation force levels. Provided in this paper is a review of RTHS concepts 
followed by a background of Kriging metamodeling. The AK-HS algorithm is then explained in 
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detail.  A physical and mathematical description of the system is then provided. Next, experimental 
procedures and testing equipment are described and AK-HS results are presented and discussed.  
 
2.3 REAL-TIME HYBRID SUBSTRUCTURING 
Real-time hybrid substructuring, is a cyber-physical structural testing methodology, which 
originated from psuedodynamic (PsD) testing. In PsD, a structure is partitioned into numerical and 
physical components and testing is conducted at an extended timescale to simulate the behavior of 
the full structure (see e.g., Mahin & Shing, 1985; Mahin et al., 1989). Typically, hydraulic 
actuators are used to enforce displacement compatibility between the physical and numerical 
components. Displacements are applied quasi-statically to simulate the dynamic behavior of the 
structure. However, PsD fails to accurately capture rate-dependent effects. In contrast, RTHS is 
performed in real time and can be used to study the performance of rate-dependent components 
like dampers. An RTHS test can be viewed as a feedback control loop (Botelho & Christenson, 
2014), as illustrated in Figure 2.1. 
In a typical RTHS test, a simulated numerical loading is applied to the numerical 
substructure of the system. A numerical displacement is then computed and applied to the physical 
substructure via a transfer system such as a hydraulic actuator. In addition, physical loading may 
be applied directly to the physical substructure. Restoring forces produced by the physical 
substructure are measured using sensors and those forces are then fed back to the numerical 
substructure. This cycle repeats during each time step of the test. The first successful RTHS test 
was performed by Nakashima et al. (1992). Subsequent developments include research conducted 
by Horiuchi et al. (1996), Horiuchi et al. (1999), Nakashima and Masaoka, (1999), and Darby et 
al. (1999). Further examples of RTHS testing include studies by Christenson et al. (2008), Shao et 
al. (2010), Chae et al. (2013), and Jiang et al. (2013). 
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Figure 2.1 Block diagram of RTHS feedback control loop (adapted from Botelho and 
Christenson, 2014) 
 
One primary issue with RTHS is ensuring stability during testing. Test instability is mainly 
caused by a time delay in the response of the servo-hydraulic actuation system. This time delay 
can introduce negative damping into the system thereby increasing the total system energy 
(Horiuchi et al., 1996). Various compensation methodologies have been proposed to address the 
time delays inherent to hydraulic actuators (e.g., Ahmadizadeh et al., 2008; Botelho & Christenson, 
2014; Carrion & Spencer, 2007; Chen & Ricles, 2009; Horiuchi et al., 1999; Phillips & Spencer, 
2012). For this study, a model-based feedforward inverse compensation approach (Phillips & 
Spencer, 2012) was employed to cancel identified frequency-dependent actuator magnitude and 
phase error. To assess and quantify RTHS test stability, robust stability analyses were performed 
as described by Botelho and Christenson (2015). Detailed descriptions of the compensation 
procedure and stability analysis are presented in the Experimental Methodology section. 
 
2.4 KRIGING METAMODELING 
Kriging is a statistical interpolation method that originated in the field of geostatistics (Krige, 1951; 
Matheron, 1963), has recently become popular in machine learning (Williams & Rasmussen, 
2006), and was first proposed as a metamodeling method by Sacks et al. (1989). For this study, 
𝒙𝒏 – numerical displacement, 𝒙𝒄 – commanded actuator displacement 
𝒙𝒎 – measured actuator displacement, 𝒇𝒓– measured restoring force 
 
Force feedback 
Displacement feedback 
𝒇𝒓 𝒙𝒎 𝒙𝒄 𝒙𝒏 
Numerical 
loading Numerical 
substructure 
Controller 
Transfer 
system 
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the MATLAB (The Mathworks Inc., 2017) based uncertainty quantification software framework 
UQLab (Marelli & Sudret, 2014) was used to build the Kriging metamodels. The general Kriging 
methodology treats the system response, 𝑦(𝒙), as the realization of a Gaussian process (Santner et 
al., 2003): 
𝑦(𝒙) = 𝒇𝑇(𝒙)𝜷 + 𝑍(𝒙) (2.1) 
where 𝒙 is a vector of input variables, 𝒇𝑇(𝒙) = [𝑓1(𝒙), … , 𝑓𝑘(𝒙)] is a vector of regression functions 
and 𝜷 = [𝛽1, … , 𝛽𝑘]
𝑇  is a vector of regression coefficients. However, for this study, ordinary 
Kriging is utilized where the term 𝒇𝑇(𝒙) 𝜷 is reduced to a constant unknown value 𝛽0. Further, 
𝑍(𝒙) is a stationary Gaussian process with zero mean and is characterized by its covariance: 
𝑐𝑜𝑣(𝑍(𝒙), 𝑍(𝒙′)) = 𝜎𝑍
2 𝑅(|𝒙 − 𝒙′|; 𝜽) (2.2) 
where 𝜎𝑍
2 is the process variance and 𝑅 is a correlation function. The correlation function is 
dependent on a set of hyper-parameters 𝜽 and defines the correlation between two input samples 
𝒙 and 𝒙′. There are many available correlation functions that can be used in metamodeling 
applications. For this study, the anisotropic Matérn 5/2 correlation function was selected: 
𝑅(𝒉; 𝜽) = ∏
1
Γ(𝑣)2𝑣−1
(
2√𝑣|ℎ𝑖|
𝜃𝑖
)
𝑣
𝐾𝑣 (
2√𝑣|ℎ𝑖|
𝜃𝑖
)
𝑑
𝑖=1
(2.3) 
where the smoothness parameter 𝑣 = 5/2, Γ is the Euler Gamma function, 𝐾𝑣 is the modified Bessel 
function of order 𝑣, 𝜃𝑖  is a scale factor for dimension 𝑖, and  ℎ𝑖 = 𝑥𝑖 − 𝑥𝑖
′ or is the distance between 
two input samples in dimension 𝑖, and 𝑑 is the total number of input sample dimensions. 
The training data vector 𝒚 = [𝑦(𝒙𝟏), … , 𝑦(𝒙𝒏)]
𝑇, where 𝑦(𝒙) is the true system response 
at input sample 𝒙 found by conducting an RTHS test at that point, and the predicted response 
?̂?(𝒙𝟎) at input sample point 𝒙𝟎 have a joint multivariate Gaussian distribution defined by: 
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( 
?̂?(𝒙𝟎)
𝒚
 ) ~ 𝑁1+𝑛  ൤ 𝛽0, 𝜎𝑍
2 ( 
1 𝑟𝑇(𝒙𝟎)
𝑟(𝒙𝟎) 𝑹
 )൨ (2.4) 
where 𝑟(𝒙𝟎) = [𝑅(𝒙𝟎 − 𝒙𝟏; 𝜽), . . . , 𝑅(𝒙𝟎 − 𝒙𝒏; 𝜽)]
𝑇 is a vector of correlations between the 
prediction sample point 𝒙𝟎 and the training data sample points and 𝑹 is the 𝑛 × 𝑛 correlation 
matrix for the training data sample points. Predictions can be made using the following equations: 
𝜇?̂?(𝒙𝟎) = ?̂?0 + 𝑟
𝑇(𝒙𝟎) 𝑹
−1(𝒚 − ?̂?0𝟏) (2.5) 
𝜎?̂?
2(𝒙𝟎) = 𝜎𝑍
2(1 − 𝑟𝑇(𝒙𝟎)𝑹
−1𝑟(𝒙𝟎) + 𝑢
𝑇(𝒙𝟎)(𝟏
𝑇𝑹−1𝟏)−1𝑢(𝒙𝟎)) (2.6) 
where 𝜇?̂?(𝒙𝟎) is the prediction mean, 𝜎?̂?
2(𝒙𝟎) is the prediction variance, ?̂?0 =
(𝟏𝑇𝑹−1𝟏)−1𝟏𝑇𝑹−1𝒚 and 𝑢(𝒙𝟎) = 𝟏
𝑇𝑹−1𝑟(𝒙𝟎) − 1. In order to actually perform the above 
computations, it is necessary to select optimal values for the correlation hyperparameters 𝜽  and 
𝜎𝑍
2 as they are not known beforehand. The hyperparameters can be obtained via either maximum 
likelihood estimation or cross-validation. For this study, the leave-one-out cross-validation method 
(Friedman et al., 2001) was used where the hyperparameters are estimated by optimizing the 
following objective function: 
𝜽 = argmin
𝜃
∑ (𝑦(𝒙𝒋) − 𝜇?̂?,(−𝑗)(𝒙𝒋))
2
𝑛
𝑗=1
 (2.7) 
where 𝜇?̂?,(−𝑗)(𝒙𝒋) is the Kriging prediction for sample point 𝒙𝒋 based on all training data except 
(𝒙𝒋, 𝑦(𝒙𝒋)). Once the optimal hyperparameters are obtained, the process variance 𝜎𝑍
2 is then 
estimated using the following equation (Bachoc, 2013): 
𝜎𝑍
2 =
1
𝑛
∑ (
(𝑦(𝒙𝒋) − 𝜇?̂?,(−𝑗)(𝒙𝒋))
𝟐
𝑐?̂?,(−𝑗)
2 (𝒙𝒋)
)
𝑛
𝑗=1
 (2.8) 
where 𝑐?̂?,(−𝑗)
2 (𝒙𝒋) = 1 − 𝑟
𝑇(𝒙𝒋)𝑹
−1𝑟(𝒙𝒋) + 𝑢
𝑇(𝒙𝒋)(𝟏
𝑇𝑹−1𝟏)−1𝑢(𝒙𝒋) and is calculated using all 
training data except (𝒙𝒋, 𝑦(𝒙𝒋)).  
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Since Kriging metamodels are usually trained using deterministic computational model 
evaluations, Kriging is typically an exact interpolator. This means that the interpolating surface 
must pass through all of the training data points and the prediction variance 𝜎?̂?
2(𝒙𝟎) at a given 
training point 𝒙𝟎 is 0. However, in this study, the deterministic computational simulations are 
replaced with noisy (non-deterministic) hybrid simulations. The noise arises from the semi-
physical nature of RTHS tests. Forrester, Keane, and Bressloff (2006) explored a similar issue in 
using Kriging with noisy computer experiments. To accommodate for variance in the RTHS test 
results (training data), a small regularization constant called a nugget can be added to the diagonal 
of the correlation matrix 𝑹: 
𝑹 = 𝑹 + 𝑣𝑰 (2.9) 
where 𝑣 is the nugget and 𝑰 is the identity matrix. This is equivalent to adding the measured RTHS 
test variance 𝜎𝑛
2 to the diagonal of the covariance matrix. Therefore, the nugget term 𝑣 is related 
to 𝜎𝑍
2 and 𝜎𝑛
2 by: 
𝑣 =
𝜎𝑛
2
𝜎𝑍
2  (2.10) 
Because 𝜎𝑍
2 is obtained via the hyperparameter estimation process and is not known a 
priori, it is not straightforward to select an appropriate value for 𝑣. However, based on preliminary 
testing data, the required nugget for this study was approximated to be 10−5. By adding this nugget 
term, the interpolating surface is permitted to provide a much smoother fit (i.e. not pass exactly 
through each training point). In addition, the nugget helps ensure numerical stability during the 
inversion of 𝑹 (see e.g., Ababou et al., 1994). 
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2.5 ADAPTIVE KRIGING-HYBRID SIMULATION 
Echard et al. (2011) developed the Adaptive Kriging-Monte Carlo Simulation (AK-MCS) method, 
which uses Kriging combined with an iterative learning algorithm to obtain relatively fast and 
accurate probabilities of failure for complex deterministic computer models. Schӧbi et al. (2016) 
further refined this approach by utilizing Polynomial-Chaos Kriging with AK-MCS and 
implementing a new stopping criterion for the algorithm. Abbiati et al. (2017) then merged these 
methods with hybrid simulations to create the AK-HS method. For this study, a slightly modified 
AK-HS method is utilized. The basic outline of the method is shown in Figure 2.2. Each step is 
further elaborated on below. 
 
 
Figure 2.2 Outline of AK-HS method 
 
Yes 
No 
(1a) Generate initial experimental design (ED) using 
𝑛1 samples: 𝒚 = ൣ𝑦(𝒙𝟏), … , 𝑦(𝒙𝒏𝟏)൧ 
(2) Train Kriging metamodel 
using ED 
(3) Compute metamodel response 
𝜇𝑌෠ (𝒙), 𝜎𝑌෠
2(𝒙)  ∀𝒙 ∈ 𝑺 and estimate 
probability of failure 𝑃෠𝑓 
(1b) Generate Monte Carlo 
population 𝑺 using 
𝑛𝑚𝑐 samples:  
𝑺 = [𝒙𝟏, … , 𝒙𝒏𝒎𝒄] 
(4) Select new sample point 
𝒙𝒏𝒆𝒘 to add to ED based on 
learning criterion 
(5) Check if stopping criterion is satisfied 
(7) End of method 
(6) Conduct RTHS test at 
𝒙𝒏𝒆𝒘 and add 𝑦(𝒙𝒏𝒆𝒘) to 
the ED 
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1a. The initial experimental design (ED) is created by selecting 𝑛1 input samples ൣ𝒙𝟏, … , 𝒙𝒏𝟏൧ and 
performing RTHS tests to determine the system response 𝒚 = ൣ𝑦(𝒙𝟏), … , 𝑦(𝒙𝒏𝟏)൧ at those 
points. For this study, 𝑛1 = 10 and the samples were generated using Latin-hypercube 
sampling (McKay, Beckman, & Conover, 1979) according to the input random variable 
distributions. Other space-filling sampling approaches such as Sobol (1967) sequences or grid-
based methods can be used as well. 
1b. A large Monte Carlo population 𝑺 = [𝒙𝟏, … , 𝒙𝒏𝒎𝒄] is generated. For this study, Latin-
hypercube sampling was utilized to generate 𝑺 and the population size 𝑛𝑚𝑐  = 20,000. 
2. The previously discussed Kriging methodology is used to build a metamodel of the system 
response based on the ED. 
3. The trained metamodel is used to predict the mean value 𝜇?̂?(𝒙) and the variance 𝜎?̂?
2(𝒙) for 
each sample 𝒙 in 𝑺.  Using the predicted mean values, the system probability of failure is 
estimated using the following equation: 
𝑃෠𝑓 = ℙ(𝜇?̂?(𝒙)  ≥ 𝑦𝑎𝑑𝑚) =
𝑛𝑓𝑎𝑖𝑙
𝑛𝑚𝑐
 (2.11) 
where 𝑦𝑎𝑑𝑚  is the defined system failure threshold and  𝑛𝑓𝑎𝑖𝑙 is the total number of samples in 
𝑺 whose predicted mean values exceed 𝑦𝑎𝑑𝑚 . 
4. A new sample point 𝒙𝒏𝒆𝒘 is selected to add to the ED by maximizing the probability of 
misclassification (Echard et al., 2011):  
𝒙𝒏𝒆𝒘 = argmax
x∈S
 𝛷 (−
|𝜇?̂?(𝒙) − 𝑦𝑎𝑑𝑚|
𝜎?̂?(𝒙)
) (2.12) 
where Φ is the normal cumulative distribution function. This learning function ensures that 
sample points, which either are very close to the system failure limit state surface or have a 
high degree of uncertainty are added to the ED. 
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5. The stopping (convergence) criterion is checked. This criterion is satisfied if the following 
condition is met for two consecutive method iterations (Schӧbi et al., 2016): 
𝑃෠𝑓
+ − 𝑃෠𝑓
−
𝑃෠𝑓
≤ 𝜀𝑓  (2.13) 
where 𝑃෠𝑓
+/−
= ℙ(𝜇?̂?(𝒙) ± k𝜎?̂?(𝒙)  ≥ 𝑦𝑎𝑑𝑚) and 𝜀𝑓 = 5%. For this study, a value of k =
1.645 was selected which corresponds to a confidence interval of 90%. This criterion measures 
the convergence of the estimated probability of failure using the upper and lower bounds of 
that estimate. 
6. If the stopping criterion is not met, an RTHS test is conducted at the new sample point 𝒙𝒏𝒆𝒘 
and the system response 𝑦(𝒙𝒏𝒆𝒘) is added to the ED. The above process then repeats starting 
at step 2. 
7. If the stopping criterion is satisfied, the method is finished and the final estimate for probability 
of failure is used. In addition, the coefficient of variation for this estimate can be calculated 
using the following equation: 
𝐶𝑂𝑉𝑃𝑓 = √
1 − 𝑃෠𝑓
𝑃෠𝑓 𝑛𝑚𝑐
 (2.14) 
 
2.6 SYSTEM DESCRIPTION 
The system examined for this study consists of two adjacent rigid body structures each supported 
by four base isolating springs and connected horizontally with a viscous damper. Each of the eight 
supporting springs have horizontal (x-direction), lateral (y-direction), and vertical (z-direction) 
stiffnesses. An illustration of the system is shown in Figure. Table 2.1 lists the deterministic system 
parameters when the system is modeled as two adjacent 6-DOF structures with coordinates at the 
center of gravity (C.G.) of each structure.  
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Figure 2.3 Adjacent base-isolated structures connected with viscous damper (adapted from 
Botelho & Christenson, 2014) 
 
The purpose of the connected damper is to create dissipative forces using the relative 
motion of the structures thereby reducing the force transmissibility of the system. Previously, 
Botelho and Christenson (2014) demonstrated the effectiveness of this connected control method 
(CCM) of vibration control through analytical and experimental studies of this system. The 
efficacy of CCM is dependent on a sufficient difference in resonant frequencies between the 
connected structures. Using the parameters shown in Table 2.1, the natural frequencies of the 
uncoupled structures were determined and are listed in Table 2.2.  
Table 2.1 System parameters 
Parameter Structure 1 Structure 2 
mass, mi 0.91 lbf-s
2/in 0.48 lbf-s2/in 
x-axis moment of inertia, Ixx 61.7 lbf-s
2-in 35.8 lbf-s2-in 
y-axis moment of inertia, Iyy 61.7 lbf-s
2-in 35.8 lbf-s2-in 
z-axis moment of inertia, Izz 92.4 lbf-s
2-in 48.7 lbf-s2-in 
individual horizontal spring stiffness, kx,i 65 lbf/in 65 lbf/in 
individual lateral spring stiffness, ky,i 200 lbf/in 200 lbf/in 
individual vertical spring stiffness, kz,i 520 lbf/in 520 lbf/in 
modal damping, ξi 1% 1% 
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Table 2.2 Natural frequencies of uncoupled structures 
Mode Structure 1 Structure 2 
horizontal translation 2.67 Hz 3.62 Hz 
lateral translation 4.04 Hz 4.90 Hz 
vertical translation 7.61 Hz 10.48 Hz 
x-axis rotation 5.94 Hz 8.85 Hz 
y-axis rotation 8.39 Hz 11.18 Hz 
z-axis rotation 4.46 Hz 6.15 Hz 
 
This research explored how treating the spring stiffnesses as random variables affected the 
performance of the damper in a probabilistic sense. To accomplish this objective, the system was 
partitioned into numerical and physical substructures to facilitate RTHS testing. The physical 
substructure consisted of a D-Series viscous damper manufactured by Taylor Devices Inc. (Model 
No. 1 x 2D), while the numerical substructure was the remainder of the system modeled by mass, 
stiffness, and damping matrices. The partitioned system has the following global equation of 
motion: 
൤
𝑴𝟏 0
0 𝑴𝟐
൨ {
?̈?𝟏
?̈?𝟐
} + ൤
𝑪𝟏 0
0 𝑪𝟐
൨ {
?̇?𝟏
?̇?𝟐
} + ൤
𝑲𝟏 0
0 𝑲𝟐
൨ {
𝑿𝟏
𝑿𝟐
} = {
𝑭𝟏
𝑭𝟐
} − {
𝑹𝟏
𝑹𝟐
}  (2.15) 
The mass matrix for structure 𝑖, 𝑴𝒊 = diag(𝑚𝑖 , 𝑚𝑖 , 𝑚𝑖, 𝐼𝑥𝑥,𝑖 , 𝐼𝑦𝑦,𝑖 , 𝐼𝑧𝑧,𝑖) where 𝑚𝑖 is the structure's 
mass,  𝐼𝑥𝑥,𝑖 is the x-axis mass moment of inertia, 𝐼𝑦𝑦,𝑖 is the y-axis mass moment of inertia, and  
𝐼𝑧𝑧,𝑖 is the z-axis mass moment of inertia. The stiffness matrix for structure 𝑖, 𝑲𝒊 = [𝑻𝒌𝒊]
𝑇[𝒌𝒊][𝑻𝒌𝒊] 
where the matrix 𝒌𝒊 = diag(𝑘𝑥1,𝑖 , 𝑘𝑦1,𝑖 , 𝑘𝑧1,𝑖, … , 𝑘𝑥4,𝑖, 𝑘𝑦4,𝑖, 𝑘𝑧4,𝑖)  is a local stiffness matrix 
containing the x, y, and z direction stiffnesses of each of the four springs supporting structure 𝑖. 
The matrix 𝑻𝒌𝒊 is a transformation matrix relating the displacements/forces at the four springs to 
the displacements/forces at the C.G. of each structure. Modal damping is utilized such that the 
damping matrix for structure 𝑖, 𝑪𝒊 = [𝝓𝒊
𝑇]−1[2𝜁𝑖𝝎𝒊][𝝓𝒊]
−1 where 𝝓𝒊 is a matrix of mode shapes, 
𝝎𝒊 is a diagonal matrix of circular natural frequencies, and 𝜁𝑖 is the modal damping ratio for 
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structure 𝑖. The vector of displacements for structure 𝑖, 𝑿𝒊 =
ൣ𝑑𝑥,𝑖(𝑡), 𝑑𝑦,𝑖(𝑡), 𝑑𝑧,𝑖(𝑡), 𝜃𝑥,𝑖(𝑡), 𝜃𝑦,𝑖(𝑡), 𝜃𝑧,𝑖(𝑡)൧
𝑇
 where 𝑑𝑗,𝑖(𝑡) is the linear displacement of the 
centroid of  structure 𝑖 in direction 𝑗 and 𝜃𝑗,𝑖(𝑡) is the rotation of the centroid of structure 𝑖 about 
axis 𝑗. The vector of applied forces for structure 𝑖, 𝑭𝒊 =
ൣ𝑓𝑥,𝑖(𝑡), 𝑓𝑦,𝑖(𝑡), 𝑓𝑧,𝑖(𝑡), 𝑀𝑥,𝑖(𝑡), 𝑀𝑦,𝑖(𝑡), 𝑀𝑧,𝑖(𝑡)൧
𝑇
 where 𝑓𝑗,𝑖(𝑡) is the linear force applied to the 
centroid of structure 𝑖 in direction 𝑗 and 𝑀𝑗,𝑖(𝑡) is the moment applied to the C.G. of structure 𝑖 
about axis 𝑗. It should be noted that the damper is assumed to act solely in the horizontal direction. 
Therefore, the damper restoring force vectors only include a horizontal translational force and a 
moment about the y-axis such that for structure 𝑖, 𝑹𝒊 = ൣ𝑟𝑥,𝑖(𝑡), 0, 0, 0, 𝑀𝑦,𝑖(𝑡), 0൧
𝑇
. This 
assumption is valid for very small angles of rotation. The system is excited by a driving force 
applied in the horizontal direction at the top of Structure 2, as shown in Figure 2.3. This force 
induces translational and rotational motion in Structure 2 and the coupling effect of the damper 
induces motion in Structure 1. To facilitate RTHS testing, the numerical substructure was 
constructed in state-space form so it could be easily implemented in Simulink (The Mathworks 
Inc., 2017). This state-space model is described by: 
?̇?(𝑡) = 𝑨𝒔𝒔𝒙(𝑡) + 𝑩𝒔𝒔𝒖(𝑡) 
𝒚(𝑡) = 𝑪𝒔𝒔𝒙(𝑡) + 𝑫𝒔𝒔𝒖(𝑡) (2.16)
where 𝒙(𝑡) is the state vector, 𝒖(𝑡) is the input vector, 𝒚(𝑡) is the output vector, 𝑨𝒔𝒔 is the state 
matrix, 𝑩𝒔𝒔 is the input matrix, 𝑪𝒔𝒔 is the output matrix, and 𝑫𝒔𝒔 is the feedthrough matrix. The 
matrices are defined as: 
𝑨𝒔𝒔 = ൤
𝟎 𝑰
−𝑴𝒏
−𝟏𝑲𝒏 −𝑴𝒏
−𝟏𝑪𝒏
൨ , 𝑩𝒔𝒔 = ൤
𝟎
𝑴𝒏
−𝟏𝚪𝒏
൨ , 𝑪𝒔𝒔 = ൤
𝑰 𝟎
𝑻𝒏 𝟎
൨ , 𝑫𝒔𝒔 = [𝟎](2.17) 
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where 𝑴𝒏 = diag(𝑴𝟏, 𝑴𝟐), 𝑲𝒏 = diag(𝑲𝟏, 𝑲𝟐), 𝑪𝒏 = diag(𝑪𝟏, 𝑪𝟐), 𝚪𝒏  is the influence loading 
matrix for the numerical and physical input forces, and 𝑻𝒏 is a transformation vector relating 
displacements and rotations at the C.G. of each structure to the relative displacement across the 
connecting damper. 
Parametric uncertainty is incorporated in the numerical substructure by treating the spring 
stiffnesses as truncated, normally distributed independent random variables. Three different cases 
are studied. First, the horizontal stiffnesses are treated as two lumped random variables. Next, the 
individual horizontal stiffnesses are treated as eight random variables. Finally, each of the 24 
horizontal, lateral, and vertical stiffnesses is treated as a random variable. Each of these cases are 
summarized in Table 2.3. It should be noted that for each RTHS test, only the stiffness matrix of 
the numerical substructure changes. An identical damping matrix calculated using the mean 
stiffnesses is used for all tests. 
Table 2.3 Random variable parameters 
Case Random Variables Distribution Mean 
Standard 
Deviation 
Bounds  
1 
𝑘𝑥,1 
𝑘𝑥,2 
Normal  65 lbf/in  15 lbf/in  10-120 lbf/in 
2 
𝑘𝑥1,1, 𝑘𝑥2,1, 𝑘𝑥3,1, 𝑘𝑥4,1, 
𝑘𝑥1,2, 𝑘𝑥2,2, 𝑘𝑥3,2, 𝑘𝑥4,2 
Normal  65 lbf/in  15 lbf/in  10-120 lbf/in 
3 
𝑘𝑥1,1, 𝑘𝑥2,1, 𝑘𝑥3,1, 𝑘𝑥4,1, 
𝑘𝑥1,2, 𝑘𝑥2,2, 𝑘𝑥3,2, 𝑘𝑥4,2 
Normal  65 lbf/in  15 lbf/in  10-120 lbf/in 
𝑘𝑦1,1, 𝑘𝑦2,1, 𝑘𝑦3,1, 𝑘𝑦4,1, 
𝑘𝑦1,2, 𝑘𝑦2,2, 𝑘𝑦3,2, 𝑘𝑦4,2 
Normal  200 lbf/in  45 lbf/in  10-390 lbf/in 
𝑘𝑧1,1, 𝑘𝑧2,1, 𝑘𝑧3,1, 𝑘𝑧4,1, 
𝑘𝑧1,2, 𝑘𝑧2,2, 𝑘𝑧3,2, 𝑘𝑧4,2 
Normal  520 lbf/in  120 lbf/in  10-1030 lbf/in 
 
2.7 SYSTEM FAILURE CRITERIA 
The displacements and rotations at the C.G. of each structure can be transformed to displacements 
at the locations of the eight supporting springs. The spring stiffnesses are used to calculate the 
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forces transmitted through the springs to the supporting base structure. These forces are then 
combined into three signals corresponding to the total horizontal, lateral, and vertical spring forces: 
𝑓𝑠,𝑥(𝑡) = ∑ ∑ 𝑓𝑥𝑗,𝑖
4
𝑗=1
(𝑡)
2
𝑖=1
 
𝑓𝑠,𝑦(𝑡) = ∑ ∑ 𝑓𝑦𝑗,𝑖(𝑡)
4
𝑗=1
2
𝑖=1
 𝑓𝑠,𝑧(𝑡) = ∑ ∑ 𝑓𝑧𝑗,𝑖(𝑡)
4
𝑗=1
2
𝑖=1
(2.18)
 
where 𝑓𝑥𝑗,𝑖(𝑡) is the horizontal force in spring 𝑗 of structure 𝑖, 𝑓𝑦𝑗,𝑖(𝑡) is the lateral force in spring 
𝑗 of structure 𝑖, and 𝑓𝑧𝑗,𝑖(𝑡) is the vertical force in spring 𝑗 of structure 𝑖. Given these force signals, 
three force transmissibility frequency response functions (FRFs) can be computed for the 
horizontal, lateral, and vertical directions. Each of these FRFs relates the output spring force to the 
input excitation force across the frequency bandwidth of interest. The force transmissibility FRFs 
are defined as: 
𝐹෠𝑇,𝑥(𝜔) =
𝐹𝑠,𝑥(𝜔)
𝐹𝑖𝑛(𝜔)
, 𝐹෠𝑇,𝑦(𝜔) =
𝐹𝑠,𝑦(𝜔)
𝐹𝑖𝑛(𝜔)
, 𝐹෠𝑇,𝑧(𝜔) =
𝐹𝑠,𝑧(𝜔)
𝐹𝑖𝑛(𝜔)
(2.19) 
where 𝐹𝑠,𝑥(𝜔), 𝐹𝑠,𝑦(𝜔), 𝐹𝑠,𝑧(𝜔), and 𝐹𝑖𝑛(𝜔) are Fourier transforms of the spring force and 
excitation force signals, respectively. The peak magnitude (in decibel scale) of the total force 
transmissibility was selected as the system failure criterion. Thus, the system output response, 
𝑦(𝒙), for a given input, 𝒙, can be described by the following function: 
𝑦(𝒙) = 20 ∗ log (𝑚𝑎𝑥 (√|𝐹෠𝑇,𝑥|
2
+ |𝐹෠𝑇,𝑦|
2
+ |𝐹෠𝑇,𝑧|
2
) ) (2.20) 
To summarize, the magnitudes of the horizontal, lateral, and vertical force 
transmissibilities are first independently determined and then combined using Eqn. (2.20) to give 
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a representation of the total system force transmissibility. A peak total force transmissibility failure 
threshold of 25 dB was selected (i.e., 𝑦𝑎𝑑𝑚 = 25 dB). 
 
2.8 EXPERIMENTAL METHODOLOGY 
For each RTHS test, a state-space model of the numerical substructure was constructed and a 
corresponding Simulink model was uploaded to a Speedgoat performance real-time target 
machine. Using a sampling frequency of 1000 Hz, the dynamic equations of the numerical 
substructure were solved by the Speedgoat machine in real time using the ode4 Runge-Kutta 
solver. The Speedgoat machine also issued compensated displacement commands to a Parker 
Hannifin Corporation analog controller (Model 23-7030), which in turn controlled the servo-
hydraulic actuator system using displacement feedback measured with a Micropulse LVDT. The 
actuator consisted of a Quincy-Ortman cylinder attached to a MOOG servo-valve and had a 7.5 in 
peak-to-peak stroke, maximum speed of 30 in/s, maximum force of 2 kips, and a bandwidth up to 
40 Hz. The physical substructure (damper) was attached to this actuator and a PCB force sensor 
(Model 208C04) was used to measure the restoring damping force. This measured restoring force 
was then sent back into the Simulink model hosted on the Speedgoat machine to complete the 
RTHS feedback loop. The actuator-damper experimental setup is shown in Figure 2.4.  
A Data Physics SignalCalc Mobilyzer dynamic signal analyzer was used to collect all 
numerical and physical data and derive the frequency response functions automatically. 
Specifically, the following signals were collected: excitation force, uncompensated actuator 
displacement (i.e., desired relative displacement across the damper), compensated actuator 
displacement, measured actuator displacement, measured restoring force, the sum of the numerical 
x-direction spring forces, the sum of the numerical y-direction spring forces, and the sum of the 
numerical z-direction spring forces. For each RTHS test, the signals were sampled every 
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0.01953125 seconds and a series of ten 40-second-long averages with 50% overlap and windowed 
with a Hanning window were used to compute the force transmissibility FRFs. This provided an 
FRF frequency resolution of 0.025 Hz and bandwidth of 0-20 Hz. Each RTHS test took 
approximately four minutes to conduct. 
 
 
Figure 2.4 Experimental setup 
 
Prior to conducting RTHS testing, system identifications of both the servo-hydraulic 
actuation system and the physical substructure were performed. To identify the dynamics of the 
actuator attached to the physical substructure, a set of three 30 Hz bandlimited white-noise tests 
were conducted using a range of commanded actuator inputs corresponding to approximately 0.06 
in, 0.04 in, and 0.02 in root mean square (RMS) levels. FRFs were then computed relating the 
measured actuator displacement (output) to the commanded actuator displacement (input). Using 
an average of these three measured FRFs, the following third order continuous time transfer 
function of the uncompensated actuator dynamics was identified using the tfest function in 
MATLAB: 
𝐴(𝑠) =
9.073 × 106
𝑠3 + 585.6𝑠2 + 1.106 × 105𝑠 + 8.766 × 106
 (2.21) 
Actuator 
Damper 
Force sensor 
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Using this actuator model, a feedforward compensator was developed to cancel unwanted 
magnitude and phase error by inverting 𝐴(𝑠) and adding poles to ensure that the compensator was 
proper: 
𝐶(𝑠) =
𝑠3 + 585.6𝑠2 + 1.106 × 105𝑠 + 8.766 × 106
0.001355𝑠3 + 4.086𝑠2 + 7701𝑠 + 9.073 × 106
 (2.22) 
In this feedforward approach, the desired actuator displacement signal is fed through the 
compensator transfer function prior to it being sent to the controller. Using the above compensator, 
the three 30 Hz bandlimited white-noise tests were repeated and the compensated actuator FRFs 
were computed. Shown in Figure 2.5 are the measured FRFs for the uncompensated and 
compensated actuator dynamics. Magnitude and phase error were almost completely eliminated 
and the apparent time delay was reduced from approximately 13 milliseconds to less than 1 
millisecond across the frequency bandwidth. This reduced time delay helped ensure stability 
during RTHS testing. 
 
Figure 2.5 Uncompensated (a) and compensated (b) actuator FRFs 
 
(a) (b) 
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A similar procedure was used to identify the dynamics of the physical substructure. Three 
30 Hz bandlimited white-noise tests were conducted using a range of commanded actuator inputs 
to derive FRFs relating measured damping force to measured actuator displacement. Using this 
data, a linear viscous damping coefficient was approximated to be 2.1 lbf-s/in. The measured 
damper FRFs are shown in Figure 2.6. 
 
Figure 2.6 Damper (physical substructure) FRFs 
 
Based on these results, it was determined that the damper exhibits non-linear behavior 
related to both displacement amplitude and velocity. To more rigorously investigate this behavior, 
a series of swept sine tests were conducted. A 60-second-long swept sine displacement signal 
ranging from 0.1-10 Hz was applied to the damper at increasing amplitudes of 0.01 in, 0.05 in, and 
0.1 in. Force vs. displacement and force vs. velocity curves were then plotted and are shown in 
Figure 2.7. This strongly non-linear behavior can most likely be attributed to stiction in the damper 
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seals. However, as the displacement amplitude increases, the damper behavior approaches that of 
an ideal linear viscous damper. It should be noted that the Taylor damper is being operated well 
below the intended operating point such that nonlinear damper behavior is observed.  
 
Figure 2.7 0.01 in (a), 0.05 in (b), and 0.1 in (c) swept sine results 
 
Each RTHS test was conducted by exciting the numerical substructure with a 30 Hz band-
limited white noise force applied horizontally to the top of Structure 2. For Cases 1-3 (2, 8, and 24 
random variables) the excitation force had an RMS value of approximately 15.7 lbf. However, 
RTHS tests were also conducted for Case 1 using a much smaller excitation force with an RMS of 
2.2 lbf. It was expected that the damper would behave linearly when the large excitation force was 
applied to the numerical substructure since it ensured relatively large displacements across the 
damper. In contrast, the damper was anticipated to perform differently with the smaller excitation 
force due to its previously described non-linear behavior. Furthermore, the AK-HS procedure was 
repeated three times for Case 1 with the small excitation force using different initial starting 
experimental designs. More specifically, different random number seeds were used to generate 
(a) (c) (b) 
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initial different Latin-hypercube samples (Step 1a of the AK-HS method). This was done to 
evaluate the repeatability of the method and also to determine the impact of the initial ED on both  
𝑃෠𝑓 and total number of RTHS tests. 
 
2.9 STABILITY ANALYSES 
To assess and predict the stability of the RTHS tests, a robust stability analysis methodology was 
employed. This method is thoroughly presented by Botelho and Christenson (2015). The condition 
required for robust stability is defined as: 
|𝑇0(s)Δ(𝑠)| < 1 (2.23) 
In addition, robust performance is achieved when:  
|𝑇0(s)Δ(𝑠)| ≪ 1 (2.24) 
where the nominal complimentary sensitivity transfer function 𝑇0(𝑠) and multiplicative plant 
uncertainty  Δ(𝑠) are defined as: 
𝑇0(𝑠) =
𝑃𝐹𝑟𝑋𝑎(𝑠)𝑁𝑋𝑛𝐹𝑟(𝑠)
1 + 𝑃𝐹𝑟𝑋𝑎(𝑠)𝑁𝑋𝑛𝐹𝑟(𝑠)
 (2.25) 
Δ(𝑠) = ?̂?(𝑠) − 1 (2.26) 
where 𝑃𝐹𝑟𝑋𝑎(𝑠) is the transfer function relating actuator displacement input to the measured 
physical substructure restoring force output, 𝑁𝑋𝑛𝐹𝑟(𝑠) is the transfer function relating measured 
physical substructure restoring force input to computed numerical displacement response output, 
and ?̂?(𝑠) is the transfer function for the compensated actuator dynamics (i.e. ?̂?(𝑠) = 𝐴(𝑠)𝐶(𝑠)). 
The robust stability margin (i.e., |𝑇0(s)Δ(𝑠)|) for the system when the mean stiffnesses are used 
in the numerical substructure is shown in Figure 2.8. The analysis was performed using both 
measurement-based complex FRFs and identified continuous time transfer functions. The system 
is considered to be robustly stable when the margin is below 0 dB across the bandwidth of interest. 
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Furthermore, the necessary condition for robust performance is a stability margin below -20 dB. 
When using the AK-HS method, the stiffnesses in the numerical substructure change from test to 
test. Therefore, it was necessary to conduct stability analyses prior to each RTHS test. All RTHS 
tests performed were found to be robustly stable by a large margin and most tests satisfied the 
more stringent robust performance criterion. 
 
 
Figure 2.8 Robust stability margin using mean stiffnesses 
 
 
2.10 RESULTS 
An initial RTHS test was performed using the mean spring stiffnesses to assess the effect of the 
damper on the force transmissibility of the deterministic system. A 15.7 lbf RMS excitation force 
was used for this test. The force transmissibility plots for the unconnected and connected systems 
are shown in Figure 2.9. It is clear that the damper significantly reduces the magnitude of the 
resonant peaks. The first peak, which corresponds to a coupled horizontal translational mode, was 
reduced by approximately 20 dB. The second peak at 11.18 Hz, which corresponds to the rotational 
mode about the y-axis for Structure 2, was reduced by 5 dB. The coupling between the structures 
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is also apparent with the anti-resonance at 8.39 Hz, which corresponds to the rotational mode about 
the y-axis for Structure 1. 
 
 
Figure 2.9 Total force transmissibility FRFs using mean stiffnesses 
 
To verify the results obtained using the AK-HS method, completely numerical Monte Carlo 
simulations were performed for each of the cases. For these simulations, 20,000 MCS samples 
were generated using Latin-hypercube sampling and the identified linear viscous damping 
coefficient of 2.1 lbf-s/in was employed. Shown in Figure 2.10 are the numerical MCS results for 
Case 1. Red dots denote sample points where the peak total force transmissibility exceeded the 
failure threshold of 25 dB and blue dots denote sample points where the failure threshold was not 
exceeded. Physically, the red failure zone represents a region where the fundamental resonant 
frequencies of the two structures become too similar. When this happens, the structures move in 
phase with each other and there is very little relative displacement across the damper. Therefore, 
the damper can only dissipate a very small amount of energy from the system and the reduction in 
force transmissibility for that mode is negligible. 
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Figure 2.10 Purely numerical MCS results for 2 RV case 
 
Summarized in Table 2.4 are the results for AK-HS tests performed using the 15.7 lbf RMS 
excitation force. Percent differences were calculated to quantifiably compare the AK-HS results 
to the numerical results. The progression of the AK-HS method for Case 1 is shown in Figure 2.11. 
The black dots denote sample points where RTHS tests were performed. After the initial 10 tests, 
the metamodel MCS results shared little resemblance with the numerical MCS results. However, 
after 40 tests the upper failure surface was fairly well defined and after 70 tests the lower failure 
surface was also clearly defined. In total, 141 RTHS tests were needed to satisfy the AK-HS 
stopping criterion. A 𝑃෠𝑓,𝐴𝐾𝐻𝑆  of 13.04% was computed. This value matched well with the 
𝑃෠𝑓,𝑛𝑢𝑚  obtained using purely numerical MCS and, more specifically, the percent difference was 
less than 1%. It is also apparent that the AK-HS learning criterion ensured that most RTHS tests 
were performed very close to the failure limit state surfaces. 
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Table 2.4 AK-HS results using 15.7 lbf RMS excitation force 
Case 
No. of random 
variables 
No. of 
RTHS tests 
𝑷෡𝒇,𝑨𝑲𝑯𝑺 𝑷෡𝒇, 𝒏𝒖𝒎 Percent difference (%) 
1 2 141 0.1304 0.1298 +0.46 
2 8 197 0.01455 0.01465 -0.68 
3 24 458 0.01675 0.01595 +4.89 
 
 
Figure 2.11 Progression of AK-HS method for Case 1 using 15.7 lbf RMS excitation force – 
metamodel MCS results after 10 tests (a), 40 tests (b), 70 tests (c), and 141 tests (d) 
 
Cases 2 and 3 have much smaller 𝑃෠𝑓 estimates than Case 1 because the resonant frequencies 
of the structures are less likely to be similar with increased numbers of random variables. The 
𝑃෠𝑓,𝐴𝐾𝐻𝑆  estimates obtained for these cases also match very well with the numerical MCS results. 
The convergence of  𝑃෠𝑓 and the 𝑃෠𝑓
+/−
 bounds for each of these cases is shown in Figure 2.12. It 
(a) (b) 
(c) (d) 
32 
 
should be noted that as the number of random variables increases, the total number of RTHS tests 
required to satisfy the stopping criterion also increases. 
 
 
 
Figure 2.12 Convergence of Case 1 (a), Case 2 (b), and Case 3 (c) using 15.7 lbf RMS excitation 
force 
 
There was a significant difference in the force transmissibility when the system was excited 
with the 2.2 lbf RMS force in comparison to the 15.7 lbf RMS force, which is illustrated in Figure 
2.13. For the mean stiffnesses, the damper had very little effect at the first resonance peak, while 
the second mode was almost completely damped out. The stiction behavior essentially causes the 
damper to behave like a link between the structures and prevents it from effectively dissipating 
energy. Furthermore, different modes are excited around 7.2 and 10.5 Hz. These frequencies 
(a) (b) 
(c) 
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roughly correspond with the vertical translational modes of the uncoupled structures. After 
approximately 7.2 Hz, there is a steep drop-off in coherence. This suggests that at this range of 
frequencies, the system may be behaving non-linearly. To ensure that the force transmissibility 
accurately captured the dynamics of the system, the signal auto power spectral densities (PSDs) 
were examined. The PSDs confirmed the system behavior seen in the force transmissibility FRFs 
as shown in Figure 2.13. 
 
 
 
Figure 2.13 Comparison of force transmissibility, coherence, and power spectral density curves 
for 15.7 lbf RMS and 2.2 lbf RMS excitation force cases using mean stiffnesses 
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There was also a substantial difference in the AK-HS results when the 2.2 lbf RMS 
excitation was used. A failure surface obtained using one initial experimental design is provided 
in Figure 2.14. The failure zone is much wider than before and the top failure surface is slightly 
non-linear. Table 2.5 shows the results for three different initial experimental designs. The 
predicted probability of failure drastically increased from 13.04% to a mean value of 65.33%. This 
large difference is due to the inability of the damper to reduce the first resonant peak of the system. 
Very similar results were obtained regardless of the initial experimental design. In particular, the 
coefficient of variation was less than 4%. This demonstrates the robustness of the method. 
Table 2.5 AK-HS results using 2.2 lbf RMS excitation force 
No. of 
random 
variables 
Initial 
ED 
No. of 
RTHS 
tests 
𝑷෡𝒇,𝑨𝑲𝑯𝑺 Mean 
Standard 
deviation 
COV (%) 
2 
A 47 0.62425 
0.65328 0.02536 3.88 B 41 0.67115 
C 23 0.6644 
 
 
Figure 2.14 Final metamodel MCS results for Case 1 with 2.2 lbf RMS excitation force (initial 
ED - A) 
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2.11 CONCLUSIONS 
This study successfully implemented AK-HS to assess the reliability of a structural system with 
uncertain structural parameters using RTHS. This research thoroughly validated the proposed the 
AK-HS method by comparing AK-HS 𝑃෠𝑓 estimates with purely numerical 𝑃෠𝑓 estimates. The AK-
HS results obtained using a 15.7 lbf RMS excitation force were nearly identical to the purely 
numerical results for 2, 8, and 24 random variables. In addition, the number of experimental tests 
needed to obtain the AK-HS results was not overly burdensome or unreasonable for the bench-
scale experimental test setups. Furthermore, the AK-HS results obtained using the 2.2 lbf RMS 
excitation force justified the necessity of the method. These AK-HS 𝑃෠𝑓 estimates were extremely 
different from the numerical results, which assumed linear behavior of the damper. This indicates 
that hybrid testing methods such as RTHS can be utilized when evaluating parametric uncertainty 
in difficult to model structural systems in order to fully and accurately capture dynamical system 
behavior. The AK-HS method was shown in this paper to be an accurate, robust, and repeatable 
reliability method.  
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CHAPTER 3 
 
Identifying Stochastic Frequency Response Functions Using Real-Time Hybrid Substructuring, 
Principal Component Analysis, and Kriging Metamodeling 
 
3.1 ABSTRACT 
Real-time hybrid substructuring (RTHS) has previously been shown to be an effective tool to 
quantify the effect of parametric uncertainties on the response of a structural system. Proposed and 
implemented in this paper is a method that combines RTHS, Principal Component Analysis, and 
Kriging to metamodel the frequency response functions of a structure. The proposed method can 
be used to account for parametric variation in both the numerical and physical substructures. This 
approach is demonstrated using a series of bench-scale RTHS tests of a magnetorheological (MR) 
fluid damper used to control a 2 degree-of-freedom mass-spring system. The numerical system 
spring stiffnesses and the physical current supplied to the MR damper are each treated as uniformly 
distributed random variables. The RTHS test data is used to train computationally fast metamodels, 
which can then be used to conduct Monte Carlo simulations to determine distributions of the 
system response. The proposed methodology is shown to be both efficient and accurate. 
 
3.2 INTRODUCTION 
Real-time hybrid substructuring (RTHS) is a novel, cyber-physical structural testing method, 
which interfaces numerical models with physical experiments in real time (Blakeborough et al., 
2001). By partitioning a structural system into numerical and physical substructures, RTHS allows 
critical system components to be tested while the remainder of the structure is simulated. Usually, 
the physical substructure is a rate-dependent component whose behavior is difficult to model while 
the numerical substructure consists of a computational model of the remainder of the structure. 
RTHS originated from pseudo-dynamic testing, or hybrid simulation (HS), (e.g., Mahin & Shing, 
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1985; Mahin et al., 1989) and was first successfully implemented by Nakashima et al. (1992). 
Recently, RTHS has been utilized in a number of different applications. For example, Christenson 
et al. (2008) used RTHS to test multiple large-scale magnetorheological (MR) dampers used for 
semi-active control. Shao et al. (2010) conducted RTHS tests of a 3-degree-of-freedom (DOF) 
structure using a shake-table in conjunction with a hydraulic actuator. Jiang et al. (2013) performed 
RTHS testing where a large finite element model of a highway bridge was coupled with a large-
scale MR damper using a convolution integral method. Chae et al. (2013) conducted RTHS testing 
of two large-scale MR dampers to assess the performance of several structural control algorithms 
to control the response of a numerically simulated three-story steel frame building subjected to 
seismic excitations. Chae et al. (2014) and Friedman et al. (2014) extended the previous work by 
performing RTHS tests where the physical substructure consisted of both a scaled three-story steel 
frame and large-scale MR dampers.  
An RTHS test may be viewed as a feedback control loop (Botelho & Christenson, 2014), 
as illustrated in Figure 3.1. During an RTHS test, simulated numerical loadings are applied to the 
numerical substructure of the system. Numerical displacements are computed by integrating the 
equations of motion. A transfer system, which may consist of hydraulic actuators or shake-tables, 
is used to apply these displacements to the physical substructure. Physical loading may also be 
directly applied to the physical test specimen. The restoring forces produced by the physical 
substructure are measured using sensors and those forces are then fed back into the numerical 
substructure. In essence, the actuators and sensors are used to enforce both displacement 
compatibility and force equilibrium at the substructure coupling points. This cycle repeats during 
each numerical integration time step of the test. Successful RTHS testing requires careful 
coordination and integration of actuation, sensing, computing, and data acquisition technologies. 
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RTHS testing can be used to examine the behavior of structural systems in either the time 
or frequency domains. For example, RTHS may be used to obtain realistic time history responses 
of a structure subjected to transient loadings such as earthquakes or impacts. In the frequency 
domain, the dynamics of a structure can be characterized by frequency response functions (FRFs). 
These complex-valued functions relate system inputs (e.g., ground accelerations) to system outputs 
(e.g., displacements or absolute accelerations) across a frequency bandwidth of interest. RTHS can 
be used to experimentally identify realistic FRFs for structural systems. FRFs are useful because 
they contain information about a structure’s natural frequencies, mode shapes, and damping.  
 
Figure 3.1 Block diagram of generalized RTHS feedback control loop (adapted from Botelho 
and Christenson, 2014) 
 
RTHS has traditionally been considered in a deterministic setting. However, uncertainty 
can be found in many aspects of RTHS testing including noise in sensor measurements, actuator 
performance and tracking, non-linearities in the physical test specimen, and numerical modeling 
assumptions. In the numerical substructure, uncertainty in material properties, stiffness, damping, 
or geometry can be considered random variables with assumed probability distributions. Certain 
physical substructure characteristics, such as height, width, cross-sectional area, etc., may also be 
similarly parameterized. Given the presence of these random variables, the response of the 
structure to a given excitation is no longer deterministic but instead can be considered a random 
𝒙𝒏 – numerical displacements, 𝒙𝒄 – commanded actuator displacements 
𝒙𝒎 – measured actuator displacements, 𝒇𝒓– measured restoring forces 
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process. The standard Monte Carlo method (Metropolis & Ulam, 1949) is not practical for 
propagating these uncertainties because it is not feasible to conduct tens or hundreds of thousands 
of RTHS tests in the laboratory. Recently, researchers (e.g., Abbiati et al., 2015; Abbiati et al., 
2017; Chen et al., 2017) have proposed methods, which combine statistical metamodeling tools 
with HS or RTHS to study the probabilistic performance of systems with uncertainty present in 
the numerical substructure. Examples of these metamodeling techniques include polynomial-chaos 
expansions (PCE) (Xiu & Karniadakis, 2002), Kriging (Santner et al., 2003), and polynomial 
response surfaces (Faravelli, 1989). These computationally efficient metamodels are trained using 
RTHS test data and can then be used to perform Monte Carlo simulations.  
For example, Abbiati et al. (2015) and Chen et al. (2017) proposed using PCE-based 
metamodels for uncertainty propagation and to conduct sensitivity analyses of HS and RTHS test 
outputs. Abbiati et al. (2017) proposed a method called Adaptive Kriging-Hybrid Simulation (AK-
HS), which combines Kriging metamodeling, an adaptive learning algorithm (Echard et al., 2011), 
the Monte Carlo method, and hybrid simulations to efficiently estimate a structural system’s 
probability of failure. The proposed AK-HS method was experimentally validated using RTHS 
tests for a system consisting of two adjacent 6-DOF base-isolated structures connected with a 
viscous damper (Ligeikis et al., 2018; Ligeikis & Christenson, 2019). It was shown that 
probabilities of failure can be accurately estimated for a system containing up to 24 random 
variables using a reasonable number of RTHS tests.  
In this paper, an RTHS-based method is proposed that can be used to evaluate a structural 
system’s frequency domain behavior when parametric uncertainties are present in both the 
numerical and physical substructures. If the parameters of a structural model are treated as random 
variables then that structure’s FRFs become stochastic in nature. There has been considerable prior 
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research regarding FRF metamodeling methods for use in uncertainty propagation (see e.g., 
Chatterjee et al., 2016; DiazDelaO et al., 2013; Fricker et al., 2011; Jacquelin et al., 2014, 2015; 
Lu et al. 2019; Manan & Cooper, 2010; Pichler et al., 2009). Recently, Yaghoubi et al. (2017) 
proposed an approach utilizing Principal Component Analysis (PCA) (Jolliffe, 1986), a stochastic 
frequency transformation method, and PCE to directly metamodel stochastic FRF vectors for 
computational models with up to 16 random parameters. In this paper, PCA and Kriging are 
proposed to metamodel FRF magnitude and phase vectors obtained via RTHS testing. Hereafter, 
this method will be referred to as PCAK-RTHS. PCA is employed to both decorrelate and reduce 
the length of the FRF output vectors so they are less computationally burdensome to metamodel. 
Kriging is selected as it offers a measure of prediction uncertainty and thus prediction confidence 
intervals of the FRFs can be computed. A similar methodology was employed by Jia and Taflanidis 
(2013) to metamodel high dimensional wave and surge responses in hurricane risk assessments. 
The proposed PCAK-RTHS method was experimentally validated through a series of 
bench-scale RTHS tests of a Lord Corporation MR damper (physical substructure) controlling 
vibrations in a 2-DOF mass-spring system (numerical substructure) subjected to an input ground 
acceleration. MR dampers are smart structural control devices whose damping properties vary 
depending on the current applied to the damper coil (Spencer et al., 1997). For this study, the MR 
damper is an ideal test specimen as it is rate-dependent, challenging to accurately model, and its 
behavior is controllable through a supplied current to the device. The MR damper can thus be used 
here as a device with easily parametrizable and identifiable uncertainty in its behavior. As such, 
physical component uncertainty can be readily incorporated along with any assumed numerical 
uncertainty. For this study, the numerical spring stiffnesses of the system and the physical current 
supplied to the damper were each treated as independent, uniformly distributed random variables. 
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A Sobol (1967) sequence was used to sample the random parameters and PCA and Kriging were 
then used to create metamodels using RTHS test data. Predicted responses made using the 
metamodels were validated using a separate set of RTHS test FRFs obtained via Latin-hypercube 
sampling (McKay, Beckman, & Conover, 1979). In addition, RTHS test results were separately 
validated with completely numerical simulations utilizing a dynamical model of the MR damper. 
 
3.3 FREQUENCY RESPONSE FUNCTIONS 
FRFs can be computed analytically using a matrix-based structural model or they can be estimated 
experimentally using measured test data. Both approaches are presented in this section. The 
equation of motions of a structural system excited by a ground acceleration may be written in 
matrix form as follows: 
𝑴?̈?(𝑡) + 𝑪?̇?(𝑡) + 𝑲𝒙(𝑡) = −𝑴𝟏?̈?𝑔(𝑡) (3.1) 
where ?̈?𝑔(𝑡) is the input ground acceleration, 𝒙(𝑡) is a vector of displacements relative to the 
ground, 𝟏 is a vector of ones, 𝑴 is the structural mass matrix, 𝑪 is the damping matrix, and 𝑲 is 
the stiffness matrix. The [∙] and [∙∙] notations denote first and second time derivatives, respectively. 
The system dynamics can be expressed in state-space form such that: 
?̇?(𝑡) = 𝑨𝒔𝒔𝒒(𝑡) + 𝑩𝒔𝒔𝒖(𝑡) 
𝒚(𝑡) = 𝑪𝒔𝒔𝒒(𝑡) + 𝑫𝒔𝒔𝒖(𝑡) (3.2) 
where 𝒒(𝑡) = [𝒙𝑇(𝑡) ?̇?𝑇(𝑡)]𝑇 is the state vector, 𝒖(𝑡) is the input vector, 𝒚(𝑡) is the output vector, 
𝑨𝒔𝒔 is the state matrix, 𝑩𝒔𝒔 is the input matrix, 𝑪𝒔𝒔 is the output matrix, and 𝑫𝒔𝒔 is the feedthrough 
matrix. The state and input matrices are defined as: 
𝑨𝒔𝒔 = [
𝟎 𝑰
−𝑴−𝟏𝑲 −𝑴−𝟏𝑪
] , 𝑩𝒔𝒔 = [
𝟎
−𝟏
] (3.3) 
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where 𝑰 is the identity matrix and 𝟎 is a matrix/vector of zeros. The output and feedthrough 
matrices transform the state and input vectors to desired system outputs such as displacements, 
velocities, and accelerations at certain degrees of freedom. System transfer functions can be 
directly computed using the following equation: 
𝐻(𝑠) = 𝑪𝒔𝒔(𝑠𝑰 − 𝑨𝒔𝒔)
−𝟏𝑩𝒔𝒔 + 𝑫𝒔𝒔 (3.4) 
where 𝑠 is the Laplace variable and 𝐻(𝑠) is the Laplace domain transfer function. In the frequency 
domain (where 𝑠 = 𝑗𝜔), the FRF is: 
𝐻(𝜔) = 𝑪𝒔𝒔(𝑗𝜔𝑰 − 𝑨𝒔𝒔)
−𝟏𝑩𝒔𝒔 + 𝑫𝒔𝒔 (3.5) 
where 𝑗 = √−1. The circular frequency 𝜔 (in rad/s) can be converted to frequency 𝑓 in Hz by 
dividing by 2𝜋. The FRF, 𝐻(𝑓), is complex-valued and can be represented by magnitude |𝐻(𝑓)| 
and phase 𝜙(𝑓), which are computed as follows: 
|𝐻(𝑓)| = √𝐻𝑅𝑒(𝑓)2 + 𝐻𝐼𝑚(𝑓)2 (3.6) 
𝜙(𝑓) = tan−1 (
𝐻𝐼𝑚(𝑓)
𝐻𝑅𝑒(𝑓) 
) (3.7) 
where 𝐻𝑅𝑒(𝑓) and 𝐻𝐼𝑚(𝑓) are the real and imaginary parts of the frequency response at frequency 
interval 𝑓. The FRF magnitude will have peaks at the natural frequencies of the structure. The 
sharpness of those peaks is affected by the amount of damping present in the system. 
For this study, FRFs are estimated experimentally using time histories of system inputs and 
outputs obtained from RTHS testing. Let 𝑢(𝑡) be a system input signal and 𝑞(𝑡) be a system output 
signal. The FRF relating the output to the input can be estimated by: 
𝐻(𝑓) =
𝐺𝑢𝑞(𝑓)
𝐺𝑢𝑢(𝑓)
(3.8) 
where 𝐺𝑢𝑞(𝑓) is the cross power spectral density of 𝑢(𝑡) and 𝑞(𝑡) and 𝐺𝑢𝑢(𝑓) is the auto power 
spectral density of 𝑢(𝑡). These power spectral densities are computed in MATLAB (The 
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Mathworks Inc., 2017) using Welch’s (1967) method of windowing and averaging. Further, the 
coherence function between the input and the output is defined as: 
𝛾𝑢𝑞
2 (𝑓) =
|𝐺𝑢𝑞(𝑓)|
2
𝐺𝑢𝑢(𝑓)𝐺𝑞𝑞(𝑓)
(3.9) 
where 0 ≤ 𝛾𝑢𝑞
2 (𝑓) ≤ 1 and for an ideal linear system, 𝛾𝑢𝑞
2 (𝑓) = 1. The variance of the FRF 
estimate may also be computed using the coherence function. The magnitude and phase 
measurement variances at each frequency interval are given by (Bendat & Piersol, 2010): 
𝜎|𝐻(𝑓)|
2 =
(1 − 𝛾𝑢𝑞
2 )|𝐻(𝑓)|
2𝛾𝑢𝑞2 𝑛𝑑
 (3.10) 
𝜎𝜙(𝑓)
2 =
1 − 𝛾𝑢𝑞
2
2𝛾𝑢𝑞2 𝑛𝑑
 (3.11) 
where 𝑛𝑑 is the number of averages used to estimate the power spectral densities. It can be 
observed that these measurement variances approach 0 as the coherence approaches 1 or as the 
number of averages approaches infinity. 
 
3.4 KRIGING METAMODELING 
Originally developed by geo-statisticians (Krige, 1951; Matheron, 1963), Kriging was first 
proposed as a metamodeling method for computer experiments by Sacks et al. (1989). Kriging is 
attractive because it offers a measure of the uncertainty associated with a predicted value. Several 
variations of Kriging exist with varying levels of complexity. For this study, ordinary Kriging is 
employed. A description of the ordinary Kriging procedure was previously given by Ligeikis and 
Christenson (2019). However, this description is repeated here to familiarize the reader. The 
methodology treats the system response, 𝑦(𝒙), as the realization of a Gaussian process (Santner et 
al., 2003). 
𝑦(𝒙) = 𝛽0 + 𝑍(𝒙) (3.12) 
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where 𝒙 = [𝑥1, … , 𝑥𝑑] is an input vector of length 𝑑, 𝛽0 is an unknown constant trend term, and 
𝑍(𝒙) is a stationary Gaussian process with zero mean and covariance described by: 
𝑐𝑜𝑣(𝑍(𝒙), 𝑍(𝒙′)) = 𝜎𝑍
2 𝑅(|𝒙 − 𝒙′|; 𝜽) (3.13) 
where 𝜎𝑍
2 is the process variance and 𝑅 is a correlation function. The correlation function depends 
on a set of hyper-parameters 𝜽 and defines the correlation between two input samples 𝒙 and 𝒙′. In 
Eqn. (3.12), the term 𝛽0 crudely represents the mean global system response, while the Gaussian 
process term 𝑍(𝒙) captures local deviations from the global behavior. There are several available 
correlation functions that can be used for metamodeling applications. For this study, the 
anisotropic Matérn 5/2 correlation function was selected: 
𝑅(𝒉; 𝜽) = ∏
1
Γ(𝑣)2𝑣−1
(
2√𝑣|ℎ𝑖|
𝜃𝑖
)
𝑣
𝐾𝑣 (
2√𝑣|ℎ𝑖|
𝜃𝑖
)
𝑑
𝑖=1
(3.14) 
where the smoothness parameter 𝑣 = 5/2, Γ is the Euler Gamma function, 𝐾𝑣 is the modified Bessel 
function of order 𝑣, 𝜃𝑖  is a scale factor for dimension 𝑖, and  ℎ𝑖 = 𝑥𝑖 − 𝑥𝑖
′ is the distance between 
two input samples in dimension 𝑖, and 𝑑 is the total number of input sample dimensions. 
The training data vector 𝒚 = [𝑦(𝒙𝟏), … , 𝑦(𝒙𝒏)]
𝑇, where 𝑦(𝒙) is the true system response 
at input sample 𝒙 found by conducting a model evaluation (or RTHS test) at that point, and the 
predicted system response ?̂?(𝒙𝟎) at input sample point 𝒙𝟎 have a joint multivariate Gaussian 
distribution defined by: 
( 
?̂?(𝒙𝟎)
𝒚
 ) ~ 𝑁1+𝑛  ൤ 𝛽0, 𝜎𝑍
2 ( 
1 𝑟𝑇(𝒙𝟎)
𝑟(𝒙𝟎) 𝑹
 )൨ (3.15) 
where 𝑟(𝒙𝟎) = [𝑅(𝒙𝟎 − 𝒙𝟏; 𝜽), . . . , 𝑅(𝒙𝟎 − 𝒙𝒏; 𝜽)]
𝑇 is a vector of correlations between the 
prediction sample point 𝒙𝟎 and the training data sample points and 𝑹 is the 𝑛 × 𝑛 correlation 
matrix for the training data sample points. Predictions are made using the following equations: 
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𝜇?̂?(𝒙𝟎) = ?̂?0 + 𝑟
𝑇(𝒙𝟎) 𝑹
−1(𝒚 − ?̂?0𝟏) (3.16) 
𝜎?̂?
2(𝒙𝟎) = 𝜎𝑍
2(1 − 𝑟𝑇(𝒙𝟎)𝑹
−1𝑟(𝒙𝟎) + 𝑢
𝑇(𝒙𝟎)(𝟏
𝑇𝑹−1𝟏)−1𝑢(𝒙𝟎)) (3.17) 
where 𝜇?̂?(𝒙𝟎) is the prediction mean, 𝜎?̂?
2(𝒙𝟎) is the prediction variance, ?̂?0 =
(𝟏𝑇𝑹−1𝟏)−1𝟏𝑇𝑹−1𝒚 and 𝑢(𝒙𝟎) = 𝟏
𝑇𝑹−1𝑟(𝒙𝟎) − 1. In order to perform the above computations, 
it is necessary to select optimal values for the correlation hyperparameters 𝜽  and 𝜎𝑍
2 as they are 
not known beforehand. The leave-one-out cross-validation method (Friedman et al., 2001) was 
used where the hyperparameters are estimated by optimizing the following objective function: 
𝜽 = argmin
𝜃
∑ (𝑦(𝒙𝒋) − 𝜇?̂?,(−𝑗)(𝒙𝒋))
2
𝑛
𝑗=1
 (3.18) 
where 𝜇?̂?,(−𝑗)(𝒙𝒋) is the Kriging prediction for sample point 𝒙𝒋 based on all training data except 
(𝒙𝒋, 𝑦(𝒙𝒋)). After the optimal hyperparameters are identified, the process variance 𝜎𝑍
2 is estimated 
using the following equation (Bachoc, 2013): 
𝜎𝑍
2 =
1
𝑛
∑ (
(𝑦(𝒙𝒋) − 𝜇?̂?,(−𝑗)(𝒙𝒋))
𝟐
𝑐?̂?,(−𝑗)
2 (𝒙𝒋)
)
𝑛
𝑗=1
 (3.19) 
where 𝑐?̂?,(−𝑗)
2 (𝒙𝒋) = 1 − 𝑟
𝑇(𝒙𝒋)𝑹
−1𝑟(𝒙𝒋) + 𝑢
𝑇(𝒙𝒋)(𝟏
𝑇𝑹−1𝟏)−1𝑢(𝒙𝒋) and is based on all 
training data except (𝒙𝒋, 𝑦(𝒙𝒋)).  
 
3.5 PRINCIPAL COMPONENT ANALYSIS 
One approach for using Kriging to metamodel FRFs would be to create individual metamodels of 
the magnitude and phase (or real and imaginary parts) for each frequency interval. However, since 
FRF vectors can consist of thousands of frequency intervals it is not computationally efficient to 
follow that approach. In addition, the response at adjacent intervals are usually highly correlated. 
Independently constructed Kriging metamodels would fail to capture this correlation. A statistical 
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procedure called Principal Component Analysis (PCA) (Jolliffe, 1986) is used to address these 
issues. By employing PCA, the output vectors used to create the Kriging metamodels are 
decorrelated and substantially reduced in size. A description of the PCA reduction procedure is 
discussed by Blatman and Sudret (2013). This description is provided here to familiarize the 
reader. 
First, two sample output matrices of FRF vectors are defined. One matrix consists of FRF 
magnitude vectors and the other consists of FRF phase vectors. The following derivation is 
generalized and magnitude or phase are not denoted for clarity. Each output matrix takes the form: 
𝒀 = ൣ𝒚(𝟏), 𝒚(𝟐), … , 𝒚(𝑵)൧
𝑇
 (3.20) 
where 𝑁 is the number of system model evaluations (or RTHS tests) used to build the metamodel 
and 𝒚(𝒏) is the FRF output vector for the 𝑛𝑡ℎ RTHS test. Each 𝒚(𝒏) vector has 𝐾 components (i.e. 
frequency intervals). Thus, the matrix 𝒀 has dimensions 𝑁 by 𝐾. Next, the mean response value 
for each frequency interval is computed: 
?̅?𝑘 =
1
𝑁
∑ 𝑦𝑘
(𝑛)
𝑁
𝑛=1
(3.21) 
where 𝑦𝑘
(𝑛) denotes the FRF for test 𝑛 at frequency interval 𝑘. Next, a mean response vector is 
assembled: 
?̅? = [?̅?1, ?̅?2, … , ?̅?𝐾]
𝑇 (3.22) 
A mean matrix ?̅? is constructed by repeating the mean vector ?̅? 𝑁 times: 
?̅? = [?̅?, … , ?̅?]𝑇 (3.23) 
The sample covariance matrix of the system response is then computed as: 
𝑺 =
1
𝑁 − 1
(𝒀 − ?̅?)𝑻(𝒀 − ?̅?) (3.24) 
Next, a singular value decomposition is performed on 𝑺 such that: 
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𝑺 = 𝑾𝑳𝑾𝑻 = [𝒘𝟏 , … , 𝒘𝑲] [
𝑙1 0
⋱
0 𝑙𝐾
] [
𝒘𝟏
𝑻
⋮
𝒘𝑲
𝑻
] (3.25) 
where the 𝑙𝑖’s and 𝒘𝒊’s are the eigenvalues and eigenvectors, respectively. The sample output 
matrix 𝒀 can now be expressed as: 
𝒀 = ?̅? + ∑ 𝒃𝒊𝒘𝒊
𝑻
𝐾
𝑖=1
(3.26) 
where each 𝒃𝒊 is a vector of the 𝑖
𝑡ℎ principal component coefficients for each of the RTHS tests, 
has length 𝑁, is uncorrelated from the other 𝒃𝒊’s, and is found by: 
𝒃𝒊 = (𝒀 − ?̅?)𝒘𝒊 (3.27) 
It is now possible to find the principal component approximation of the sample output matrix 𝒀 by 
truncating the number of 𝒃𝒊’s used in Eqn. (3.26). That is: 
𝒀෡ = ?̅? + ∑ 𝒃𝒊𝒘𝒊
𝑻
𝐾′
𝑖=1
(3.28) 
where 𝐾′ ≪ 𝐾. The choice of 𝐾′ (i.e., the number of retained principal components) can be 
determined with the following equation: 
𝐾′ = min{𝑄 ∈ 1, … , 𝐾}: 
(
∑ 𝑙𝑖
𝑄
𝑖=1
tr(𝑳)
× 100) ≥ 𝑟 (3.29) 
where 𝑟 is a specified threshold and tr(𝑳) is the trace of matrix 𝑳. This means that the 𝐾′ retained 
principal components account for 𝑟 percent of the variance present in the sample output matrix.  
Now, Kriging metamodels can be built using the 𝒃𝒊’s (retained principal component 
coefficients) as the system output. As previously stated, a Kriging prediction has two parts – mean 
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and variance. The predicted principal component coefficient means are transformed back to 
magnitude and phase vectors by: 
𝝁?̂?(𝒙𝟎) = ?̅? + [𝑏෠1
(𝒙𝟎), … , 𝑏෠
𝐾′
(𝒙𝟎)]𝑾𝑲′
𝑻 (3.30) 
where 𝑏෠𝑖
(𝒙𝟎) is the predicted 𝑖𝑡ℎ principal component coefficient for input vector 𝒙𝟎 and 𝑾𝑲′ is the 
truncated matrix of eigenvectors i.e., [𝒘𝟏, … , 𝒘𝑲′]. The prediction variance is transformed back 
to the original space using the following equation (Jia & Taflanidis, 2013): 
𝝈?̂?
𝟐(𝒙𝟎) = 𝑾𝑲′𝚽(𝒙𝟎)𝑾𝑲′
𝑻 + 𝜎𝑃𝐶𝐴
2 𝑰 (3.31) 
where 𝚽(𝒙𝟎) is a matrix with untransformed prediction variances 𝜙𝑖
2(𝒙𝟎), for 𝑖 = 1, … , 𝐾
′, along 
the diagonal. The first term on the right-hand side of Eqn. (3.31) represents uncertainty stemming 
from the Kriging interpolation. However, the second term represents additional uncertainty arising 
from the truncation of the principal components. This term 𝜎𝑃𝐶𝐴
2  is simply the average variance 
left in the discarded principal components and can be computed as follows (Tipping & Bishop, 
1998): 
𝜎𝑃𝐶𝐴
2 = ∑
𝑙𝑗
𝐾 − 𝐾′
𝐾
𝑗=𝐾′+1
(3.32) 
 
3.6 SUMMARY OF PCAK-RTHS METHOD 
In this section, the previously discussed methodologies are synthesized into a cohesive process for 
metamodeling the FRFs of a system obtained via RTHS testing.  
1. Generate the experimental design (ED) by selecting 𝑁 input samples [𝒙𝟏, … , 𝒙𝑵] of the 
system’s random parameters. For this study, a Sobol (1967) sequence is used to generate these 
sample points. Sobol sequences are quasi-random, low-discrepancy sequences with excellent 
space-filling properties. Other space-filling sampling approaches such as Latin-hypercube 
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sampling or grid-based methods can be used as well. However, one drawback of using Latin-
hypercube sampling is that it requires the entire ED to be sampled at the beginning. In contrast, 
Sobol sequences allow new points to be added to the ED progressively. Therefore, there is no a 
priori limitation on the number of RTHS tests to be performed.  
2. An RTHS test is conducted for each vector of random variables (i.e., each ED sample point) 
to obtain FRF estimates for the system. Magnitude and phase vectors are computed for each FRF 
using Eqns. (3.6) and (3.7) and system output matrices are assembled for magnitude and phase. In 
addition, the FRF estimate variances are calculated using Eqns. (3.10) and (3.11). These variances 
are averaged to obtain an expected value of the measurement variance: 
?̅?|𝐻(𝑓)|
2 =
1
𝑁
∑ 𝜎|𝐻(𝑓)|
2
𝑁
𝑖=1
 
?̅?𝜙(𝑓)
2 =
1
𝑁
∑ 𝜎𝜙(𝑓)
2
𝑁
𝑖=1
(3.33) 
3. PCA reduction is performed on the output FRF matrices to obtain much shorter output 
vectors of truncated principal component coefficients (Eqn. (3.27)) for each set of input random 
variables. 
4. Next, independent Kriging metamodels are built for each of the principal components using 
the MATLAB based uncertainty quantification software framework UQLab developed by Marelli 
and Sudret (2014).  
5. Using these metamodels, the principal component coefficients can be predicted for any 
unknown input sample point. 
6. These predicted principal component coefficient vectors for a specified input sample point 
are then transformed back into full length magnitude and phase vectors using Eqn. (3.30). 
Magnitude and phase prediction variances can be computed by extending Eqn. (3.31) to 
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incorporate the expected measurement variance found by Eqn. (3.33) such that the total prediction 
uncertainty is given by: 
𝝈?̂?
𝟐(𝒙𝟎) = 𝑾𝑲′𝚽(𝒙𝟎)𝑾𝑲′
𝑻 + 𝜎𝑃𝐶𝐴
2 𝑰 + ?̅?𝐻(𝑓)
2 𝑰 (3.34) 
where ?̅?𝐻(𝑓)
2  is equal to ?̅?|𝐻(𝑓)|
2  for magnitude predictions or ?̅?𝜙(𝑓)
2  for phase predictions. 
7. Steps 5 and 6 can be iteratively repeated to conduct typical Monte Carlo simulations to 
estimate stochastic FRFs and response distributions for the system. 
 
3.7 EXAMPLE SYSTEM 
The PCAK-RTHS method is applied to the 2-DOF mass-spring system shown in Figure 3.2 with 
masses denoted by 𝑚1 and 𝑚2 and spring stiffnesses denoted by 𝑘1 and 𝑘2. The structure is excited 
by an input ground acceleration ?̈?𝑔(𝑡) and is assumed to have 3% modal damping. Supplemental 
damping is provided by a Lord Corporation (2009) MR damper (Model No. RD-8041-1) 
connecting the bottom mass 𝑚1 to the ground. The force generated by the MR damper can be 
adjusted by varying the current 𝑖. As the applied current increases, the achievable damper force 
also increases. As shown in Figure 3.2, the system is partitioned into a numerical substructure (NS) 
consisting of mass, stiffness, and damping matrices, and a physical substructure (PS) consisting of 
the MR damper and associated power supply. 
 
Figure 3.2 Two DOF system controlled with MR damper 
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The dynamics of this system are governed by the following equation of motion: 
𝑴?̈?(𝑡) + 𝑪?̇?(𝑡) + 𝑲𝒙(𝑡) = −𝚪𝑓𝑀𝑅(𝑡) − 𝑴𝟏?̈?𝑔(𝑡) (3.35) 
where 𝟏 = [1 1]𝑇, ?̈?𝑔(𝑡) is the input ground acceleration, 𝑓𝑀𝑅(𝑡) is the restoring force produced 
by the MR damper, 𝚪 = [1 0]𝑇 is the input loading vector which applies the MR damper force to 
the 𝑚1, and 𝒙(𝑡) = [𝑥1(𝑡) 𝑥2(𝑡)]
𝑇is a vector of displacements relative to the ground. The mass 
and stiffness matrices are defined as: 
𝑴 = ൤
𝑚1 0
0 𝑚2
൨ , 𝑲 = ൤
𝑘1 + 𝑘2 −𝑘2
−𝑘2 𝑘2
൨ (3.36) 
For this study, the stiffnesses, 𝑘1 and 𝑘2, and the damper current, 𝑖, were considered to be 
random variables with uniform distributions. A summary of all system parameters is provided in 
Table 3.1. Without the MR damper present, the system has undamped natural frequencies of 3.87 
Hz and 8.76 Hz using the mean values of the stiffnesses. 
Table 3.1 System parameters 
Parameter Substructure Distribution Value 
𝒎𝟏 Numerical Deterministic 4 lbf-s
2/in 
𝒎𝟐 Numerical Deterministic 3 lbf-s
2/in 
𝒌𝟏 Numerical Uniform 5000-6500 lbf/in 
𝒌𝟐 Numerical Uniform 3000-4500 lbf/in 
𝒊 Physical Uniform 0-0.25 A 
 
 It should be noted that for each RTHS test, only the stiffness matrix of the numerical 
substructure changed. An identical damping matrix was used for all tests and was computed by: 
𝑪 = [?̅?𝑇]−1[2𝜁?̅?𝒏][?̅?]
−1 (3.37) 
where the modal damping ratio 𝜁 = 0.03 and ?̅?𝒏 and ?̅? are the circular, undamped natural 
frequencies and mode shapes obtained using the mean stiffness values. To facilitate RTHS testing, 
the system dynamics represented in Eqn. (3.35) were cast in the state-space form shown in Eqn. 
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(3.2). The state and input vectors are defined as 𝒒(𝑡) = [𝑥1(𝑡) 𝑥2(𝑡) 𝑥1̇(𝑡) 𝑥2̇(𝑡)]
𝑇 and 𝒖(𝑡) =
ൣ?̈?𝑔(𝑡) 𝑓𝑀𝑅(𝑡)൧
𝑇
, respectively. The state, input, output, and feedthrough matrices are defined as: 
𝑨𝒔𝒔 = [
𝟎 𝑰
−𝑴−𝟏𝑲 −𝑴−𝟏𝑪
] , 𝑩𝒔𝒔 = [
𝟎 𝟎
−𝟏 −𝑴−𝟏𝚪
],   
𝑪𝒔𝒔 = [
𝑰
−𝑴−𝟏𝑲 −𝑴−𝟏𝑪
] , 𝑫𝒔𝒔 = [
𝟎
𝟎 −𝑴−𝟏𝚪
] (3.38) 
The output vector is thus 𝒚(𝑡) = [𝑥1(𝑡) 𝑥2(𝑡) ?̇?1(𝑡) ?̇?2(𝑡) ?̈?1
𝑎(𝑡) ?̈?2
𝑎(𝑡)]𝑇 where  ?̇?1(𝑡)  and 
?̇?2(𝑡) are relative (to the ground) velocities and 𝑥1
𝑎(𝑡)̈  and 𝑥2
𝑎(𝑡)̈  are absolute accelerations. During 
each RTHS test, the numerical substructure was excited by a 20 Hz band-limited white noise 
ground acceleration with a root mean square (RMS) level of approximately 75 in/s2. The following 
four FRFs were estimated using Eqn. (3.8) using time histories obtained from the RTHS tests: 
𝐻1(𝑓) =
𝑋1
?̈?(𝑓)
?̈?𝑔(𝑓)
, 𝐻2(𝑓) =
𝑋2
?̈?(𝑓)
?̈?𝑔(𝑓)
, 𝐻3(𝑓) =
𝑋1(𝑓)
?̈?𝑔(𝑓)
, 𝐻4(𝑓) =
𝑋2(𝑓)
?̈?𝑔(𝑓)
 (3.39) 
where 𝑋1
?̈?(𝑓), 𝑋2
?̈?(𝑓), 𝑋1(𝑓), 𝑋2(𝑓), and ?̈?𝑔(𝑓) are the Fourier transforms of 𝑥1
𝑎(𝑡)̈ , 𝑥2
𝑎(𝑡)̈ , 𝑥1(𝑡), 
𝑥2(𝑡), and ?̈?𝑔(𝑡), respectively. Thus, 𝐻1, 𝐻2, 𝐻3, and 𝐻4 are the FRFs relating the ground 
acceleration to the absolute acceleration of 𝑚1, absolute acceleration of 𝑚2, relative (to the ground) 
displacement of 𝑚1, and relative (to the ground) displacement of 𝑚2, respectively. 
 
3.8 EXPERIMENTAL SETUP 
For each sample point in the ED, the numerical substructure was implemented using a state-space 
model (Eqn. (3.38)) in Simulink (The Mathworks Inc., 2017). This Simulink model was uploaded 
to a Speedgoat performance real-time target machine, which was used to solve the dynamic 
equations of motion of the numerical substructure in real time at a sampling frequency of 1024 Hz 
using the ode4 Runge-Kutta solver. The Speedgoat machine issued displacement commands to a 
Parker Hannifin Corporation analog controller (Model 23-7030), which in turn controlled a servo-
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hydraulic actuator using displacement feedback measured with a Micropulse LVDT. The actuation 
system was comprised of a Quincy-Ortman cylinder attached to a MOOG servo-valve and had a 
7.5 in stroke, maximum speed of 30 in/s, maximum force of 2 kips, and a bandwidth up to 40 Hz. 
The Lord Corporation MR damper had a peak-to-peak stroke of 2.91 in. The damper was mounted 
to the actuator at one end and a rigid steel bracket at the other. A PCB Piezotronics, Inc. ICP force 
sensor (Model 208C04) was used to measure the restoring damper force. A PCB signal conditioner 
(Model 483C28) supplied a 4-mA constant current excitation to the force sensor. The actuator-
damper experimental setup is shown in Figure 3.3. The measured restoring force was fed back into 
the Simulink model hosted on the Speedgoat machine to complete the RTHS feedback loop.  
An Advanced Motion Controls 12A8 Pulse Width Modulation (PWM) servo drive 
amplifier with 24-volt power supply (Advanced Motion Controls Model PS2x300W) was used in 
current control mode to regulate the current in the damper coil. A Pico TA018 60A AC/DC current 
probe was used to directly measure the current in the damper coil. A PCB accelerometer (Model 
353B33) was also used to measure any accelerations of the steel mounting bracket. All tests were 
conducted at temperatures ranging between 75-95°F, which was well below the 160°F max 
operating temperature for the damper (Lord Corporation, 2009). Temperatures were measured at 
the center of the damper cylinder casing using a handheld infrared temperature gun.  
 
Figure 3.3 Experimental setup 
MR Damper 
Force sensor 
Actuator 
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A Data Physics SignalCalc Mobilyzer dynamic signal analyzer was used to collect all 
numerical and physical data and compute the frequency response functions automatically. 
Specifically, the following signals were collected: input ground acceleration, output top mass 
absolute acceleration, output bottom mass absolute acceleration, relative displacement between 
the top and bottom masses, relative displacement between the bottom mass and the ground, (i.e., 
uncompensated actuator displacement), compensated actuator displacement, measured actuator 
displacement, desired current, measured current in damper coil, measured voltage across the 
damper coil, accelerometer data, and the measured restoring force. For each RTHS test, the signals 
were sampled every 0.01953125 seconds and a series of ten 40-second-long averages windowed 
with a Hanning window with 50% overlap were used to compute the desired FRFs. This provided 
a frequency resolution of 0.025 Hz and bandwidth of 0-20 Hz. Therefore, each FRF had 801 
frequency intervals. A single RTHS test took approximately four minutes to conduct. 
 
3.9 ACTUATOR COMPENSATION 
One main challenge with RTHS is ensuring stability during testing. Instability is typically caused 
by a time lag in the response of the transfer system (e.g., the servo-hydraulic actuator). Horiuchi 
et al. (1996) showed that this time lag can introduce negative damping into the system thereby 
increasing the total system energy. In the frequency domain, this time lag takes the form of a phase 
shift in the transfer function relating measured actuator displacement output to commanded 
actuator displacement input. A variety of methods have been proposed by previous researchers to 
compensate for these time lags and thus prevent test instability (e.g., Ahmadizadeh et al., 2008; 
Botelho & Christenson, 2014; Carrion & Spencer, 2007; Chen & Ricles, 2009; Horiuchi et al., 
1999; Phillips & Spencer, 2012). For this study, a model-based, feedforward inverse compensation 
approach (Phillips & Spencer, 2012) was utilized to minimize frequency-dependent actuator 
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magnitude and phase error. This approach is very similar to the methodology employed by Ligeikis 
and Christenson (2019). 
A system identification of the servo-hydraulic actuation system was performed. To identify 
the dynamics of the actuator attached to the MR damper, six 30 Hz bandlimited white-noise tests 
were conducted using commanded actuator inputs corresponding to approximately 0.06 in, 0.04 
in, and 0.02 in RMS levels and MR damper current levels of 0 A and 0.5 A. FRFs were computed 
relating the measured to commanded actuator displacements. It was discovered that the damper 
current had a minimal effect on the dynamics of the system (see Figure 3.4a). Using an average of 
these six measured FRFs, the following third order Laplace domain transfer function of the 
uncompensated actuator dynamics was identified using the tfest function in MATLAB: 
𝐴(𝑠) =
8.684 × 106
𝑠3 + 585.3𝑠2 + 1.061 × 105𝑠 + 8.395 × 106
 (3.40) 
A feedforward compensator was developed by inverting the identified actuator model, 
𝐴(𝑠). Poles were then added to ensure that the compensator was proper: 
𝐶(𝑠) =
𝑠3 + 585.3𝑠2 + 1.061 × 105𝑠 + 8.395 × 106
0.001297𝑠3 + 3.911𝑠2 + 7371𝑠 + 8.684 × 106
 (3.41) 
In this feedforward approach, the desired displacement signal is fed through the 
compensator transfer function prior to it being sent to the actuator controller. Using the above 
compensator, the six 30 Hz bandlimited white-noise tests were repeated and the compensated 
actuator FRFs were computed. Shown in Figure 3.4 are the measured FRFs for the uncompensated 
and compensated actuator dynamics. Magnitude and phase error were almost completely 
eliminated. This helped ensure the accuracy and stability of all RTHS tests. 
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Figure 3.4 Uncompensated (a) and compensated (b) mean actuator FRFs at 0 A and 0.5 A 
current levels 
 
 
3.10 MR DAMPER IDENTIFICATION 
MR dampers are non-linear devices that exhibit hysteretic force-velocity behavior with MR 
damper fluid yield strength being dependent on applied current (Spencer et al., 1997). Therefore, 
to validate the RTHS test results using numerical simulations, it was necessary to develop an 
accurate dynamical model of the MR damper. The hysteretic model proposed by Kwok et al. 
(2006) was employed to capture the behavior of the damper as a function of displacement, velocity, 
and current. The model takes the following mathematical form: 
𝑓𝑀𝑅(𝑡) = 𝑐?̇?(𝑡) + 𝑘𝑥(𝑡) + 𝛼𝑧(𝑡) + 𝑓0 (3.42) 
𝑧(𝑡) = tanh(𝛽?̇?(𝑡) + 𝛿sgn(𝑥(𝑡))) (3.43) 
where 𝑓𝑀𝑅(𝑡) is the force produced by the MR damper, 𝑥(𝑡) is the relative displacement across 
the damper, ?̇?(𝑡) is the relative velocity across the damper, 𝑘 is a stiffness coefficient, 𝑐 is a viscous 
damping coefficient, 𝛼 is a scale factor for the hysteresis, 𝑧(𝑡) is a hysteretic variable, and 𝑓0 is a 
(a) (b) 
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damper force offset. The coefficient 𝛽 affects the slope of the hysteretic force-velocity loop while 
the factor 𝛿 affects the width of the loop. Finally, 𝛼 is a scale factor that affects the height the 
hysteretic loop. Thus, the model required 6 parameters (𝑘, 𝑐, 𝛼, 𝑓0, 𝛽, 𝛿) to be identified.  
To identify these parameters, a series of sinusoidal displacement characterization tests were 
conducted at different displacement amplitudes, frequencies, and current levels. The combinations 
of amplitudes, frequencies, and corresponding peak velocities are shown in Table 3.2. For each of 
these combinations, tests were conducted using 0, 0.25, 0.5, 0.75, and 1 A current levels. In total, 
25 tests were performed. After all test data were collected, the measured actuator displacement 
and measured force time histories were filtered using a 50 Hz 8-pole Butterworth lowpass filter in 
MATLAB to remove unwanted high frequency noise introduced by the hydraulic power supply. 
The average dynamic range of the damper is approximately 6. The dynamic range is defined as 
the ratio of the maximum force (at 1 A) to the minimum force (at 0 A). 
Table 3.2 Characterization test conditions 
Amplitude (in) 0.1 0.25 0.25 0.5 0.5 
Frequency (Hz) 5 1 3 1 2 
Peak velocity (in/s) 3.14 1.57 4.71 3.14 6.28 
 
For each of the 25 test cases, a constrained optimization was performed using the fmincon 
function in MATLAB to determine the damper model parameters that minimized the root-mean-
square (RMS) error between the measured and simulated damper forces. All parameters except 𝑓0 
were constrained to be positive. Polynomial functions of current were then fit to these identified 
parameters using a least-squares approach. These polynomials are listed in Table 3.3 for each of 
the model parameters.  
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Table 3.3 Identified parameters for the MR damper model 
Parameter 𝒇(𝒊) Units 
𝜶 𝛼(𝑖) = −80.628𝑖2 + 310.9319𝑖 + 21.1479 lbf 
𝒄 𝑐(𝑖) = −12.2027𝑖2 + 26.4962𝑖 + 3.8538 lbf-s/in 
𝒇𝟎 𝑓0(𝑖) = 0 lbf 
𝒌 𝑘(𝑖) = 0 lbf/in 
𝜹 𝛿(𝑖) = −0.53379𝑖2 + 0.90015𝑖 + 0.49882 - 
𝜷 𝛽(𝑖) = −1.3363𝑖 + 2.9432 s/in 
 
The resulting current dependent model was implemented in Simulink. Force vs. 
displacement and force vs. velocity curves were constructed using the identified model and 
compared to the measured test data. In general, there was good agreement between the 
experimental and simulated data as shown for one typical case in Figure 3.5.  
  
Figure 3.5 (a) Force vs. displacement and (b) force vs. velocity comparisons between the 
damper model and experimental data for 0.5 in amplitude and 1 Hz frequency at 0, 0.25, 0.5, 
0.75, and 1 A currents 
 
 
3.11 DETERMINISTIC RTHS FRF RESULTS 
An initial series of RTHS tests was performed using mean values for the stiffnesses (𝑘1 = 5750 
lbf/in and 𝑘2 = 3750 lbf/in) and MR damper current levels of 0 A and 0.25 A. The results of these 
tests were compared to analytical FRFs computed for the uncontrolled system (i.e., without the 
MR damper). As shown in Figures 3.6 and 3.7, the current level had a significant impact on the 
(a) (b) 
0.00 A 
0.25 A 
0.50 A 
0.75 A 
1.00 A 
0.00 A 
0.25 A 
0.50 A 
0.75 A 
1.00 A 
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amount of damping present in the system. There was approximately a 3-dB reduction in the first 
mode response magnitude for all of the estimated FRFs for the 0 A case as compared to the 
uncontrolled case. When the current increased to 0.25 A, there was another 5-dB reduction in the 
magnitude of the first peak. There were similar reductions in the second mode response 
magnitudes. In addition, the measured FRFs were noisier for the 0.25 A current case as compared 
to the 0 A case, especially at frequencies higher than 10 Hz. This noise may have been introduced 
by the non-linear behavior of the MR damper.  
 
 
Figure 3.6 Effect of MR damper current on mean system FRFs for (a) 𝐻1 magnitude, (b) 𝐻2 
magnitude, (c) 𝐻1 phase, (d) 𝐻2 phase, (e) 𝐻1 coherence, and (f) 𝐻2 coherence 
(a) (b) 
(c) (d) 
(e) (f) 
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Figure 3.7 Effect of MR damper current on mean system FRFs for (a) 𝐻3 magnitude, (b) 𝐻4 
magnitude, (c) 𝐻3 phase, (d) 𝐻4 phase, (e) 𝐻3 coherence, and (f) 𝐻4 coherence 
 
The coherence functions (given by Eqn. (3.9)) were very close to 1 across the frequency 
bandwidth for all of the measured FRFs at the 0 A current level. In addition, the coherence was 
typically above 0.9 between 0-10 Hz for the 0.25 A case. There is a noticeable dip in the coherence 
of the 𝐻3 FRF near 7.5 Hz. However, this occurs at a zero suggesting that the decrease in coherence 
is due to measurement noise rather than non-linearity. In general, the coherence functions 
demonstrate that for this current range (0-0.25 A) and at this level of excitation, the overall system 
behavior is reasonably linear even though the MR damper component of the system may be non-
linear. This confirms that FRFs are an appropriate way to describe and model the dynamics of this 
system.  
(a) (b) 
(c) (d) 
(e) (f) 
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The RTHS test results were validated with purely numerical simulations using the 
previously described hysteretic MR damper model. In general, there was good agreement between 
the experimental results and the numerical results as shown for the 𝐻4 FRF in Figure 3.8.  
 
Figure 3.8 Comparison of RTHS results with simulation results using identified MR damper 
model for (a) 𝐻4 magnitude and (b) 𝐻4 phase 
 
 
3.12 NUMERICAL PCAK-RTHS STUDY 
A preliminary numerical study was conducted to assess the effect of the parameters 𝑟 (i.e., 
percentage of variance retained by the principal components – Eqn. (3.29)) and 𝑁 (i.e., the number 
of RTHS tests) on both the accuracy and efficiency of the proposed PCAK-RTHS method. To 
enable fast numerical simulations, the MR damper model was replaced with a linear viscous 
damper. Thus, FRFs could be directly computed for the system using Eqn. (3.5). Equivalent 
(a) 
(b) 
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viscous damping coefficients were identified using the RTHS test results as shown in Figure 3.9. 
The damping coefficient, 𝑐𝑀𝑅, was treated as a uniformly distributed random variable ranging from 
8 to 30 lbf-s/in. A 10,000 sample Monte Carlo population was generated by randomly sampling 
𝑘1, 𝑘2, and 𝑐𝑀𝑅 according to their distributions and computing FRFs. To be consistent with the 
RTHS test data, these FRFs had frequency intervals of 0.025 Hz making each FRF vector 801 
points long. Metamodels were constructed using different values of 𝑟 and 𝑁 and FRF predictions 
were made at each of the 10,000 points.  
 
Figure 3.9 Comparison of RTHS results with analytical results obtained using an equivalent 
linear viscous damper for (a) 𝐻4 magnitude and (b) 𝐻4 phase 
 
The following error measure was used to quantify the accuracy of each prediction 
(Yaghoubi et al., 2017): 
Error(%)=
rms(𝑉𝑡𝑟𝑢𝑒 − 𝑉𝑚𝑒𝑡𝑎)
rms(𝑉𝑡𝑟𝑢𝑒)
∗ 100 (3.44) 
(a) 
(b) 
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where rms denotes taking the root mean square value, 𝑉𝑡𝑟𝑢𝑒  is the true FRF output vector, and 
𝑉𝑚𝑒𝑡𝑎  is the FRF output vector predicted by the metamodel. Median and maximum errors were 
determined. As shown in Figures 3.10-13, the median and maximum errors for the FRF predictions 
appear to converge as 𝑁 increases. In particular, the errors begin to plateau around 30 model 
evaluations. This implies that metamodel accuracy cannot be substantially improved by 
performing additional simulations (or RTHS tests). Median magnitude errors less than 1% and 
median phase errors less than 0.5% were achieved with 50 model evaluations. In comparison, the 
largest magnitude errors were around 10% while the largest phase errors were between 1-2% at 50 
evaluations. The prediction accuracy is noticeably improved by increasing 𝑟. However, this does 
also decrease the computational efficiency of the method. For example, for 𝑟 = 95%, a total of 4 
principal components were retained to build the 𝐻1 FRF magnitude metamodel. In comparison, 
for 𝑟 = 99.9%, 11 principal components were retained. Nevertheless, this is still a substantial 
reduction from the original 801-point long FRF vector.  
 It should be noted that the above observations are applicable to this particular system. In 
general, the number of model evaluations (and hence RTHS tests) required to achieve a desirable 
level of accuracy is dependent on the number of random variables, the distributions of those 
random variables, and the level of damping present in the system. For example, for stochastic 
systems with very little damping it is much more challenging to capture peak responses due to 
abrupt and non-smooth shifts in natural frequencies (Adhikari & Pascual, 2016; Yaghoubi et al., 
2017). In addition, systems with less variability will typically require fewer RTHS tests than for 
systems with higher variability. 
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Figure 3.10 Numerical study on the effect of 𝑟 and 𝑁 on median prediction errors for (a) 𝐻1 
magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
 
Figure 3.11 Numerical study on the effect of 𝑟 and 𝑁 on median prediction errors for (a) 𝐻3 
magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase 
 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
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Figure 3.12 Numerical study on the effect of 𝑟 and 𝑁 on maximum prediction errors for (a) 𝐻1 
magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
 
Figure 3.13 Numerical study on the effect of 𝑟 and 𝑁 on maximum prediction errors for (a) 𝐻3 
magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase 
 
 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
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3.13 EXPERIMENTAL PCAK-RTHS RESULTS 
An experimental validation of the PCAK-RTHS method was then performed. Based on the results 
of the previously described numerical study, a total of 50 RTHS tests were conducted to generate 
the experimental design. The resulting experimentally measured FRFs are shown in Figures 3.14 
and 3.15. The variability in the system response is evident as there is noticeable dispersion in both 
the natural frequencies and the damping. The natural frequency shifting is primarily due to the 
stiffness random variables, 𝑘1 and 𝑘2, while the damping is affected by the damper current level 
𝑖.  
 
Figure 3.14 Experimental design FRFs for (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, 
and (d) 𝐻2 phase 
(a) (b) 
(c) (d) 
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Figure 3.15 Experimental design FRFs for (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, 
and (d) 𝐻4 phase 
 
To validate the metamodel predictions, an additional 15 RTHS tests were performed at 
sample points generated by Latin-hypercube sampling. Several comparative examples of the 
predicted metamodel FRFs and the measured validation FRFs are shown in Figure 3.16. Once 
again, Eqn. (3.44) was used to compute errors between the 15 predicted and measured FRFs. The 
convergence of the median and maximum errors for each FRF are shown in Figures 3.17-20. There 
was a gradual improvement in the accuracy of the predictions as the number of RTHS tests 
increased. For 𝑟 = 99.9% and 𝑁 = 50, the median magnitude and phase errors were less than 3% 
and 1.5 %, respectively. The maximum magnitude and phase errors were between 5-10% and 1.5-
4%, respectively. In general, these errors are consistent with the errors found in the numerical 
study, albeit slightly larger. The larger errors are most likely caused by the introduction of 
experimental noise in both the experimental design FRFs and validation FRFs. 
(a) (b) 
(c) (d) 
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Figure 3.16 Comparison of five typical RTHS validation FRFs with predicted metamodel FRFs 
(with 𝑟 = 99.9%, 𝑁 = 50) for (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
The proposed PCAK-RTHS method was found to be computationally efficient. The lengths 
of the output vectors used to build the metamodels were drastically reduced from the original 801-
point long FRF magnitude and phase vectors. The number of retained principal components, 𝐾′ 
given by Eqn. (3.29), and thus the number of metamodels required for each of the FRFs is provided 
in Table 3.4.  More principal components were required for the phase metamodels for every FRF. 
This is most likely because the RTHS phase measurements were typically noisier than the 
magnitude measurements. Therefore, additional principal components were needed to account for 
the same level of variance. 
Table 3.4 Number of retained principal components 𝐾′ in experimental study 
 (for 𝑟 = 99.9% and 𝑁 = 50) 
 
FRF Magnitude Phase 
𝑯𝟏 13 25 
𝑯𝟐 9 29 
𝑯𝟑 9 17 
𝑯𝟒 7 11 
 
(a) (b) 
(c) (d) 
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Figure 3.17 Effect of 𝑟 and number of RTHS tests on convergence of maximum prediction 
errors for (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
 
Figure 3.18 Effect of 𝑟 and number of RTHS tests on convergence of maximum prediction 
errors for (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase 
 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
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Figure 3.19 Effect of 𝑟 and number of RTHS tests on convergence of maximum prediction 
errors (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
 
Figure 3.20 Effect of 𝑟 and number of RTHS tests on convergence of maximum prediction 
errors (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase 
 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
74 
 
The metamodel predictions matched the experimental results quite well. The FRF 
predictions with median errors are shown and compared with the true RTHS test FRFs in Figures 
3.21 and 3.22. A similar comparison for the predicted FRFs with the largest errors is provided in 
Figures 3.23 and 3.24. It should be noted that the magnitude and phase for a given FRF do not 
necessarily correspond to the same input sample point. Furthermore, 95% confidence intervals 
were calculated using the prediction variances computed by Eqn. (3.34). These confidence 
intervals provide a sense of the uncertainty associated for a particular FRF prediction. In general, 
the measured validation FRFs were well within the prediction confidence bounds. The prediction 
uncertainties tended to decrease as the number of RTHS tests increased. Furthermore, there was 
generally larger uncertainty near the resonant peaks of the system as shown in Figure 3.25 for one 
particular sample point. This suggests that it is more difficult to accurately capture and predict 
system behavior near the natural frequencies. 
 
Figure 3.21 Median metamodel predictions with confidence intervals compared to RTHS results 
for (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase (for 𝑟 = 99.9%, 𝑁 = 50)  
 
(a) (b) 
(c) (d) 
75 
 
 
Figure 3.22 Median metamodel predictions with confidence intervals compared to RTHS results 
for (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase (for 𝑟 = 99.9%, 𝑁 = 50) 
 
 
 
Figure 3.23 Worst metamodel predictions with confidence intervals compared to RTHS results 
for (a) 𝐻1 magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase (for 𝑟 = 99.9%, 𝑁 = 50) 
 
(a) (b) 
(c) (d) 
(c) (d) 
(a) (b) 
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Figure 3.24 Worst metamodel predictions with confidence intervals compared to RTHS results 
for (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase (for 𝑟 = 99.9%, 𝑁 = 50) 
 
 
Figure 3.25 Prediction uncertainty (i.e., one standard deviation) across frequency bandwidth at 
one sample point (𝑘1 = 5038.3 lbf/in, 𝑘2 = 4167.6 lbf/in, 𝑖 = 0.1045 A, 𝑟 = 99.9%, and 𝑁 = 50) 
for (a) 𝐻3 magnitude, (b) 𝐻4 magnitude, (c) 𝐻3 phase, and (d) 𝐻4 phase 
 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
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 Finally, the Monte Carlo method was employed to generate distributions of the system 
response. The input parameters were randomly sampled and the metamodels (using 𝑟 = 99.9% 
and 𝑁 = 50) were used to generate 10,000 realizations of the system FRFs as shown in Figure 3.26. 
The Monte Carlo results were also used to create histograms of the distributions of the peak FRF 
magnitudes as shown for the 𝐻1 FRF in Figure 3.27. Furthermore, the response distributions at 
individual frequency intervals could be analyzed and distributions of natural frequencies and 
damping ratios could be identified using the Monte Carlo results. Indeed, a variety of stochastic 
system parameters could be identified using this approach. 
 
Figure 3.26 Monte Carlo simulation results showing 10,000 realizations and mean for (a) 𝐻1 
magnitude, (b) 𝐻2 magnitude, (c) 𝐻1 phase, and (d) 𝐻2 phase 
 
(a) (b) 
(c) (d) 
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Figure 3.27 Predicted distributions of maximum magnitude response for (a) the first peak of 𝐻1 
and (b) the second peak of 𝐻1 
 
 
3.14 CONCLUSIONS 
A unique approach for metamodeling FRFs obtained by RTHS testing, which combined Principal 
Component Analysis and Kriging was proposed in this paper. This proposed PCAK-RTHS method 
was validated through numerical and experimental studies of a 2-DOF mass-spring system 
controlled by an MR damper. A series of parametric studies demonstrated that the accuracy of the 
method was dependent on both the number of RTHS tests used to construct the metamodels and 
on the percentage of sample variance retained during the principal component reduction process. 
Relatively accurate results for this system were obtained with only 50 RTHS tests. Future research 
should investigate the effect of the number and distributions of random variables on the number 
of RTHS tests required for accurate metamodel development. Furthermore, the PCAK-RTHS 
method could be combined with adaptive learning methods such as the AK-HS method proposed 
by Abbiati et al. (2017).  In summary, the RTHS test method can be used in conjunction with 
metamodeling to efficiently analyze the frequency domain behavior of structural systems when 
uncertainties are present in both the numerical and physical substructures.  
 
(a) (b) 
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APPENDIX  
 
Characterization Testing and Modeling of a Magnetorheological Fluid Damper  
 
A.1 INTRODUCTION 
Described in this Appendix is the experimental characterization testing, dynamic model 
identification and optimization, and model validation of a Lord Corporation (2009) 
magnetorheological (MR) fluid damper (Model No. RD-8041-1). MR dampers are energy 
dissipating devices with variable damping characteristics that can be controlled by adjusting a 
supplied current (Spencer et al., 1997). An MR damper’s principle of operation is mechanically 
simple. Typically, damping forces are produced as a piston containing a coil moves through a 
viscous fluid (like a silicone-based oil) housed in a cylinder. The fluid contains suspended 
magnetic particles (such as iron). When a current is applied to the damper coil, a magnetic field is 
produced, which causes the suspended particles to align. This effectively changes the yield strength 
of the fluid, thereby changing the magnitude of the achievable damping force. Larger damper 
forces can be produced by increasing the current level.  
MR dampers are non-linear devices and exhibit strongly hysteretic force-velocity behavior. 
Many efforts have been made to develop non-linear dynamical models, which capture this 
behavior. Jiang and Christenson (2011) provided a review of several commonly used MR damper 
models. Examples of proposed models include the modified Bouc-Wen model (Spencer et al., 
1997; Wen, 1976), the viscous plus Dahl model (Aguirre et al., 2008; Dahl, 1976), and the 
hyperbolic tangent model (Bass & Christenson, 2007). For this research, the hysteretic model 
proposed by Kwok et al. (2006) was selected. A mathematical description of this model can be 
found in the Damper Model section below. To accurately identify the parameters of a dynamic 
MR damper model, extensive experimental testing is necessary. The Experimental Campaign 
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section of this Appendix discusses the testing equipment and protocols employed to acquire the 
data used for model development. The methods used to identify optimal model parameters are 
explained in the Model Identification and Optimization section. Once the model was identified, a 
second series of tests were conducted to investigate and validate the performance of the model, as 
described in the Model Validation section of this Appendix. 
 
A.2 EXPERIMENTAL CAMPAIGN 
The peak-to-peak stroke of the Lord RD-8041-1 MR damper is 2.91 in and the peak continuous 
current for the damper is specified as 1 A. For the model identification, a series of sinusoidal 
displacement tests were conducted at different amplitudes, frequencies, and current levels. The 
combinations of displacement amplitudes, frequencies, and corresponding peak velocities are 
shown in Table A.1. For each of these combinations, tests were conducted using 0, 0.25, 0.5, 0.75, 
and 1 A current levels. In total, 25 tests were conducted.  
Table A.1 Characterization test conditions 
Amplitude (in) 0.1 0.25 0.25 0.5 0.5 
Frequency (Hz) 5 1 3 1 2 
Peak velocity (in/s) 3.14 1.57 4.71 3.14 6.28 
 
The experimental setup is shown in Figure A.1. MATLAB and Simulink (The Mathworks, 
Inc., 2017) were used to generate displacement time histories for each test. A Speedgoat real-time 
target machine was used to issue the displacement commands to a Parker Hannifin Corporation 
analog controller (Model 23-7030). The analog controller was connected to a servo-hydraulic 
actuator system with displacement feedback measured with a Micropulse LVDT. The servo-
hydraulic actuator consisted of a Quincy-Ortman cylinder attached to a MOOG servo-valve with 
a 7.5 in peak-to-peak stroke, maximum speed of 30 in/s, peak force of 2 kips, and a bandwidth up 
to 40 Hz. A Shore Western pump provided a 3000-psi hydraulic power supply. The MR damper 
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was attached to the actuator at one end and a PCB force sensor (Model 208C04) was used to 
measure the force produced by the damper at the other end. The resistance of the damper coil was 
measured to be approximately 4.4 ohms using a digital multimeter. An Advanced Motion Controls 
12A8 Pulse Width Modulation (PWM) servo drive amplifier with 24-volt power supply (Advanced 
Motion Controls Model PS2x300W) was used in current control mode to regulate the current in 
the damper coil. A Pico TA018 60A AC/DC current probe was used to measure the current in the 
coil. A Data Physics SignalCalc Mobilyzer dynamic signal analyzer was used to collect all 
measured sensor data including desired actuator displacement, measured actuator displacement, 
desired current, measured current, measured voltage across the damper coil, and the measured 
damper force. Data was collected at a sampling rate of 1024 Hz for every test.  
To prevent the damper from overheating during testing, a small fan was used to provide 
cooling. In addition, a damp towel was wrapped around the damper on occasion in between tests. 
All tests were conducted at temperatures ranging between 75-90°F. Temperatures were measured 
at the center of the damper cylinder casing using a handheld infrared temperature gun. 
 
Figure A.1 MR damper characterization test setup 
The measured actuator displacement and measured force time histories were filtered using 
a 50 Hz 8-pole Butterworth lowpass filter in MATLAB to remove unwanted high frequency noise 
Actuator 
MR Damper 
Force sensor 
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introduced by the hydraulic power supply. Shown in Figures A.2-6 are the unfiltered and filtered 
force-displacement curves for each of the test cases.  
 
Figure A.2 Force vs. displacement, 0.1 in amplitude at 5 Hz – (a) unfiltered and (b) filtered 
 
Figure A.3 Force vs. displacement, 0.25 in amplitude at 1 Hz – (a) unfiltered and (b) filtered 
(a) (b) 
(a) (b) 
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Figure A.4 Force vs. displacement, 0.25 in amplitude at 3 Hz – (a) unfiltered and (b) filtered 
  
Figure A.5 Force vs. displacement, 0.5 in amplitude at 1 Hz – (a) unfiltered and (b) filtered 
 
Figure A.6 Force vs. displacement, 0.5 in amplitude at 2 Hz – (a) unfiltered and (b) filtered 
(a) (b) 
(a) (b) 
(a) (b) 
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Using the filtered data, force-velocity curves were constructed for each of the test cases. 
These curves are shown in Figures A.7. The current dependent non-linear hysteresis and fluid 
yielding behavior commonly seen in MR dampers is evident in these plots.  
   
  
 
Figure A.7 Force vs. velocity, (a) 0.1 in amplitude at 5 Hz, (b) 0.25 in amplitude at 1 Hz, (c) 
0.25 in amplitude at 3 Hz, (d) 0.5 in amplitude at 1 Hz, and (e) 0.5 in amplitude at 2 Hz 
(a) (b) 
(c) (d) 
(e) 
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The relationship between applied current and peak damper force is shown in Figure A.8. This 
relationship is relatively linear between 0-0.6 A. As the applied current approaches 1 A, the peak 
force appears to begin to saturate. Larger forces are most likely attainable at currents greater than 
1 A; however, operating the damper at higher currents for an extended period of time would 
damage the damper coil. The average dynamic range of the damper is approximately 6. The 
dynamic range is the ratio of the maximum force (at 1 A) to the minimum force (at 0 A). 
 
Figure A.8 Peak force vs. applied current 
 
A.3 DAMPER MODEL  
The MR damper model proposed by Kwok et al. (2006) was utilized to capture the non-linear 
behavior of the damper as function of current, displacement, and velocity. This relatively simple 
model makes use of the hyperbolic tangent function to achieve hysteretic force-velocity behavior. 
Thus, this model will be referred to as the simplified hyperbolic tangent model. The model takes 
the following form: 
𝐹𝑀𝑅 = 𝑐?̇? + 𝑘𝑥 + 𝛼𝑧 + 𝑓0 (A.1) 
𝑧 = tanh(𝛽?̇? + 𝛿sgn(𝑥)) (A.2) 
where 𝐹𝑀𝑅 is the force produced by the MR damper, 𝑥 is the relative displacement across the 
damper, ?̇? is the relative velocity across the damper, 𝑘 is a stiffness coefficient, 𝑐 is a viscous 
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damping coefficient, 𝑧 is a hysteretic variable, and 𝑓0 is a damper force offset. The coefficient 𝛽 
is a scale factor, which affects the slope of the hysteretic force-velocity loop while the factor 𝛿 
affects the width of the loop. Finally, 𝛼 is a scale factor that affects the height the hysteretic loop. 
This model was implemented in Simulink. 
 
A.4 MODEL IDENTIFICATION AND OPTIMIZATION 
The simplified hyperbolic tangent model required 6 parameters (𝑘, 𝑐, 𝛼, 𝑓0, 𝛽, 𝛿) to be identified. 
For each of the 25 tests cases, a constrained optimization was performed using the fmincon function 
in MATLAB to identify values for the damper parameters that minimized the root-mean-square 
(RMS) error between the measured and simulated damper forces. All parameters except 𝑓0 were 
constrained to be positive. These RMS errors were normalized by the peak measured damper force 
as shown in the following equation: 
Error (%) =
rms(𝑓𝑚𝑜𝑑𝑒𝑙 − 𝑓𝑒𝑥𝑝)
max(|𝑓𝑒𝑥𝑝|)
× 100 (𝐴. 3) 
where 𝑓𝑚𝑜𝑑𝑒𝑙  is the vector of the damper forces predicted by the model and 𝑓𝑒𝑥𝑝 is a vector of the 
experimentally measured forces. These normalized RMS errors are shown in Figure A.9 for each 
of the test cases. These errors were consistently small (< 6%). 
 
Figure A.9 Normalized RMS error vs. current for optimal parameters 
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  The optimal parameters were then plotted versus current. There were definite trends 
observed for many of the parameters. Polynomials were fit to the identified parameters as functions 
of current using a least-squares approach. The optimal parameter data points and curve-fit 
polynomials are shown in Figure A.10. These polynomials are again listed in Table A.2 for each 
of the model parameters. It should be noted that the 𝑓0 and 𝑘 parameters were not curve fitted. 
Rather, they were both set equal to 0, based off of engineering judgement. 
  
  
  
Figure A.10 Curve fitting of optimal model parameters 
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Table A.2 Simplified hyperbolic tangent model parameters as function of current 
Parameter 𝒇(𝒊) Units 
𝜶 𝛼(𝑖) = −80.628𝑖2 + 310.9319𝑖 + 21.1479 lbf 
𝒄 𝑐(𝑖) = −12.2027𝑖2 + 26.4962𝑖 + 3.8538 lbf-s/in 
𝒇𝟎 𝑓0(𝑖) = 0 lbf 
𝒌 𝑘(𝑖) = 0 lbf/in 
𝜹 𝛿(𝑖) = −0.53379𝑖2 + 0.90015𝑖 + 0.49882 - 
𝜷 𝛽(𝑖) = −1.3363𝑖 + 2.9432 s/in 
 
After the parameter polynomials were identified, the force vs. displacement curves were 
recreated for each of the test cases using the resulting current-dependent MR damper model. In 
general, there was relatively good agreement between the experimental and simulated data as 
shown in Figure A.11. The damper model performed very well for the 0.1 in amplitude at 5 Hz 
and 0.5 in amplitude at 1 Hz tests cases. In contrast, the model did not completely capture the 
damper’s behavior for the 0.25 in amplitude at 1 Hz test case. 
 
 
(a) (b) 
(c) (d) 
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Figure A.11 Force vs. displacement comparison between the Kwok model and unfiltered 
experimental data – (a) 0.1 in amplitude at 5 Hz, (b) 0.25 in amplitude at 1 Hz, (c) 0.25 in 
amplitude at 3 Hz, (d) 0.5 in amplitude at 1 Hz, and (e) 0.5 in amplitude at 2 Hz 
 
A.5 MODEL VALIDATION  
The performance of the identified model was validated using a series of random displacement, 
constant current tests. For each test, a 14 second 10 Hz band-limited white noise displacement 
(0.075 in RMS) was applied to the MR damper. A 4 second time history of the input displacement 
is shown in Figure A.12. A total of 5 tests were conducted at currents of 0, 0.1, 0.3, 0.6, and 0.9 
A. Force time histories comparing the experimental results and the simulation results can be found 
in Figures A.13-17. Finally, the normalized RMS errors were computed for each validation test 
case using Eqn. (A.3). A plot of these errors is shown in Figure A.18. For each test, this error is 
less than 18%. The errors appear to increase as the applied current increases. 
 
Figure A.12 Random displacement time history for validation test 
(e) 
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Figure A.13 Force time histories for 0 A validation test 
 
Figure A.14 Force time histories for 0.1 A validation test 
 
Figure A.15 Force time histories for 0.3 A validation test 
 
Figure A.16 Force time histories for 0.6 A validation test 
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Figure A.17 Force time histories for 0.9 A validation test 
 
Figure A.18 Normalized RMS error vs. current for validation tests 
 
A.6 SUMMARY 
 
A simplified hyperbolic tangent model (Kwok et al., 2006) was developed for a Lord Corporation 
MR damper (Model No. RD-8041-1). This model captures the non-linear behavior of the damper 
as a function of current, velocity, and displacement. Current dependent model parameters were 
optimally identified using data from sinusoidal displacement tests conducted at various amplitudes 
and frequencies. Then, the model was validated using a series of random displacement and 
constant current tests. The model was found to perform reasonably well and thus can be used in 
numerical simulations of structural systems containing this MR damper.   
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