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We describe a superconducting circuit consisting of a Josephson junction in parallel with a quan-
tum phase slip wire, which implements a Hamiltonian that is periodic in both charge and flux. This
Hamiltonian is exactly diagonalisable in a double-Bloch band, and the eigenstates are shown to be
code states of the Gottesman-Kitaev-Preskill quantum error correcting code. The eigenspectrum
has several critical points, where the linear sensitivity to external charge and flux noise vanishes.
The states at these critical points thus hold promise as qubit states that are insensitive to common
external noise sources.
I. INTRODUCTION
Quantum devices are typically sensitive to noise, which
presents the major challenge in developing robust quan-
tum technologies. In contrast, digital technologies rest on
the existence of stable states of matter that retain clas-
sical information over long times. Fundamentally, this is
because stable classical states of matter embody an er-
ror correcting code. For example, ferromagnet domains
in hard disks energetically implement a repetition code
amongst many coupled electronic spins. By analogy, it
is desirable to engineer quantum systems whose Hamil-
tonians encode a quantum error correcting code.
One approach to developing robust quantum devices is
to design a ‘symmetry protected’ logical space of nearly
degenerate ground states {|0¯〉 , |1¯〉} [1], such as the pro-
posed 0–pi qubit [2–6], which rejects charge and flux noise.
Here we instead introduce and analyse a simple supercon-
ducting circuit with a set of eigenstates that are robust
against noise, without relying on ground state degener-
acy. This device is built from a Josephson junction (JJ)
[7] and a quantum phase slip (QPS) wire [8–11], mak-
ing its Hamiltonian periodic in both charge and flux.
The two junctions in this circuit are dual to each other,
by which we name the device the dualmon. We show
that the dualmon Hamiltonian is exactly diagonalisable,
where there are two quantum numbers each associated to
one canonical coordinate, and that typical noise processes
commute with the Hamiltonian, affording some symme-
try protection to the device.
The energy eigenbasis of the dualmon circuit includes
the codewords of the Gottesman-Kitaev-Preskill (GKP)
error correcting code [12, 13] which occur at four criti-
cal points in the eigenspectrum: one minimum (ground
state), one maximum, and two saddle points. At these
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critical points, we find that the device is insensitive (at
linear order) to fluctuations in both charge and flux, mak-
ing the critical points promising candidates for robust
quantum information storage. We also show that these
results hold when the circuit includes realistic parasitic
inductance and capacitance.
The paper is structured as follows. In Sec. II, we anal-
yse the characteristics of the elementary dualmon circuit
and its robustness to classical noise. Section III takes
into account the effect of wire inductance and junction
capacitance, which are always present in a realistic cir-
cuit. We compute the energy bands of this circuit both
analytically and numerically to assess the influence of
external flux and charge noise. We also discuss on other
possible noise sources in the realistic dualmon circuit. In
Sec. IV, we couple the circuit to a waveguide to imple-
ment spectroscopy. The resulting transmission spectrum
shows that the interband transition is dependent upon
the system state, based on which we propose a means for
state initialisation. The waveguide coupling additionally
gives rise to a quantum noise model; however, it is found
that the dualmon remains resilient against the induced
quantum noise. Afterwards, in Sec. V we compare the
dualmon with several previously investigated supercon-
ducting qubit designs. We conclude the paper in Sec. VI.
Several appendices are attached providing details of cal-
culations described in the main text.
II. THE ELEMENTARY CIRCUIT
Figure 1a illustrates the elementary dualmon circuit in
which an ideal QPS is in parallel with an ideal JJ, so that
there is no parasitic capacitance or inductance. The QPS
and JJ are dual circuit elements, with constitutive rela-
tions VQ = Vc sin(2piQ/(2e)) and IJ = Ic sin(2piΦ/Φ0) re-
spectively, where VQ is the QPS voltage which depends
on the charge, Q, that has flowed through the QPS, IJ
is the JJ current which depends on the flux, Φ, linked by
the JJ, and Φ0 = h/(2e) is the magnetic flux quantum.
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FIG. 1. (a) The elementary dualmon circuit of a quantum
phase slip (QPS) wire in parallel with a Josephson junction
(JJ). (b) Including coupling to external flux Φx and voltage
bias Vx. (c) The realistic dualmon circuit including self in-
ductance L, and parasitic capacitance C.
The QPS and JJ elements are characterised by their crit-
ical voltage Vc and critical current Ic respectively.
The quantised circuit is described by the flux Φˆ and
the conjugate charge Qˆ. The Hamiltonian for the system
is given by
Hˆ = −EQ cos(2pinˆ)− EJ cos(φˆ), (1)
where nˆ=Qˆ/(2e) and φˆ=2piΦˆ/Φ0 satisfy [φˆ, nˆ]= i,
EQ = 2eVc/(2pi), and EJ = Φ0Ic/(2pi). The Hamilto-
nian is periodic in both charge and flux, and since
[e±iφˆ, e±i2pinˆ] = 0, we find that [cos(2pinˆ), cos(φˆ)] =
0. The eigenstates of the system |k, ϕ〉 are
therefore characterised by Bloch quantum numbers
k ∈ (−1/2, 1/2] and ϕ ∈ (−pi, pi], and satisfy dual
Bloch relations 〈k, ϕ|φ+ 2pi〉φ¯ = ei2pik 〈k, ϕ|φ〉φ¯ [14] and
〈k, ϕ|n+ 1〉n¯ = eiϕ 〈k, ϕ|n〉n¯, where the subscripts φ¯ and
n¯ distinguish the phase and number bases respectively.
The basis {|k, ϕ〉} was introduced and analysed in the
work by Zak [15]; we will subsequently call it the Zak
basis.
The eigenenergies of Hˆ are
Ek,ϕ = −EQ cos(2pik)− EJ cos(ϕ). (2)
This spectrum, as shown in Figs. 2a and 2b, has four
critical eigenstates
{|0, 0〉 , |0, pi〉 , |1/2, 0〉 , |1/2, pi〉},
where ∇Ek,ϕ = (∂kEk,ϕ, ∂ϕEk,ϕ) = 0, which are the
ground state, two saddle points, and the maximally
excited state respectively. Notably, the saddle points
can be made degenerate when EQ = EJ . We will show
that the sensitivity to charge and flux noise vanishes at
these critical points to linear order.
Expanding the eigenstates in the phase or number
bases
|k,ϕ〉=
∞∑
j=−∞
ei2pijk|ϕ−2pij〉φ¯ = e
ikϕ√
2pi
∞∑
j=−∞
e−ijϕ|j−k〉¯n, (3)
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FIG. 2. (a) and (b) Three-dimensional and contour plots
of the elementary dualmon circuit energy spectrum, Ek,ϕ,
Eq. (2). The four critical points, where the gradient vanishes,
are indicated by red circles. The saddle points are only de-
generate if EQ = EJ , but the locations of the critical points
are fixed. (c) and (d) The pure dephasing rate Γ0,0; k,ϕ of
superpositions of the dualmon ground state |0, 0〉 with other
eigenstates |k, ϕ〉, Eq. (11), due to fluctuations in both exter-
nal bias charge and flux. The dephasing rate vanishes at the
critical points |k, ϕ〉 ∈ {|0, pi〉, |1/2, 0〉, |1/2, pi〉}. For illustra-
tive purpose, we have chosen EQ = EJ ≡ E• and uniform
noise n = φ ≡ . Selected function contour and extremal
values are marked.
makes it apparent that the GKP codewords are eigen-
states of the circuit. Particularly, following the defi-
nitions from Ref. [12] we can see |0¯GKP〉= |0, 0〉 and
|1¯GKP〉= |0, pi〉. The double-Bloch eigenstates in Eq. (3)
satisfy the normalisation 〈k,ϕ |k′,ϕ′〉=δ(k−k′)δ(ϕ−ϕ′),
and the generalised periodic boundary identities
|−1/2, ϕ〉= |1/2, ϕ〉 and |k,−pi〉=e−i2pik|k, pi〉.
A. Perturbative charge and flux noise in the
elementary circuit
We include the effect of external voltage and flux noise,
as shown in Fig. 1b, with an external gate voltage Vx(t)
coupled capacitively via a parasitic capacitor Cx, and
an external flux Φx(t) through the circuit loop [16]. In
Appendix A, we show that for small Cx the Hamiltonian
of the circuit becomes
Hˆ ′(t)=−EQ cos
(
2pi(nˆ+nx(t))
)−EJ cos(φˆ+φx(t)), (4)
where nx(t) = CxVx(t)/(2e) and φx(t) = 2piΦx(t)/Φ0.
3For fixed values of the biases, the eigenenergies are
E¯k,ϕ(nx, φx)=−EQ cos(2pi(k + nx))−EJ cos(ϕ+φx). In
linear response, the sensitivity of the system to small
variation in bias is therefore given by(
∂nxE¯k,ϕ, ∂φxE¯k,ϕ
)∣∣
nx=φx=0
= ∇Ek,ϕ. (5)
For time-dependent noise in the bias parameters, this re-
sult implies that the noise sensitivity is determined by
∇Ek,ϕ, so that the noise sensitivity vanishes at the crit-
ical points, at linear order.
For small-amplitude noise, we expand the Hamiltonian
to linear order in the noise terms, so
Hˆ ′(t) ' Hˆ + nx(t)Aˆn + φx(t)Aˆφ, (6)
where
Aˆn = 2piEQ sin(2pinˆ), (7a)
Aˆφ = EJ sin(φˆ). (7b)
Since [Hˆ, Aˆn] = [Hˆ, Aˆφ] = 0, flux and charge noise do
not induce transitions between eigenstates. Further, the
critical states are null vectors of Aˆn,φ, so they are immune
to charge and flux noise to first order.
We illustrate the general noise insensitivity using the
example of uncorrelated charge and flux noise, for which
〈nx(t)nx(t′)〉 = 2nδ(t− t′), (8a)
〈φx(t)φx(t′)〉 = (2piφ)2δ(t− t′), (8b)
〈nx(t)φx(t′)〉 = 0, (8c)
where n and φ are noise amplitudes. With this white
noise model, the evolution of the system density matrix,
ρ, is given by the master equation [17, 18]
ρ˙(t) = − ih¯ [Hˆ, ρ(t)] + 22nD[Aˆn]ρ(t) + 2(2piφ)2D[Aˆφ]ρ(t),
(9)
where D[A]ρ = AρA† − (ρA†A+A†Aρ)/2.
To calculate the decoherence rate between superpo-
sitions of eigenstates, we suppose that the system is
initially in a pure state |ψ〉=µ|k, ϕ〉+µ′|k′, ϕ′〉, so that
ρ(0)= |ψ〉〈ψ|. Off diagonal elements are right eigenoper-
ators of the lindblad superoperators, but generally with
non-zero eigenvalues (i.e., dephasing rates),
D[Aˆn] |k,ϕ〉〈k′,ϕ′| = − 12 (2piEQ)2γ2pik,2pik′ |k,ϕ〉〈k′,ϕ′| ,
D[Aˆφ] |k,ϕ〉〈k′,ϕ′| = − 12E2Jγϕ,ϕ′ |k,ϕ〉〈k′,ϕ′| ,
where
γy,y′ =(sin(y)−sin(y′))2. (10)
The pure dephasing rate is therefore given by
Γk,ϕ; k′,ϕ′ = (2pinEQ)
2γ2pik,2pik′ + (2piφEJ)
2γϕ,ϕ′ . (11)
For any choice of k, there are values of k′ for which
γ2pik,2pik′ = 0, and similarly for ϕ and ϕ
′. Of partic-
ular interest is the fact that for superpositions of the
critical eigenstates both lindblad superoperators van-
ish, γ2pik,2pik′ = γϕ,ϕ′ = 0, so that Γk,ϕ;k′,ϕ′ =0 when
|k, ϕ〉, |k′, ϕ′〉∈{|0, 0〉, |0, pi〉, |1/2, 0〉, |1/2, pi〉}. We plot
Γ0,0;k,ϕ in Figs. 2c and 2d, showing that the dephasing
rates from fluctuations in both external bias charge and
flux vanish at the critical points. This property makes
these states intriguing candidates for robustly storing
quantum information.
III. REALISTIC CIRCUIT ELEMENTS
Realistically, the dualmon circuit will have some linear
inductance L in the ring, and capacitance C across the
JJ [19]. We therefore extend the model to account for the
effects of these parasitic elements, and we show that the
noise insensitivity of the elementary circuit is retained
under certain assumptions for the circuit parameters.
The resulting lumped-element model, shown in Fig. 1c,
has an additional circuit node, and the Hamiltonian for
the realistic circuit is
Hˆsys = EC nˆ2A + EL(φˆA − φˆB)2
−EQ cos (2pinˆB)− EJ cos(φˆA), (12)
where EC = (2e)
2/(2C), EL = Φ
2
0/(8pi
2L), and the
modes labeled A and B refer to the circuit nodes indi-
cated in Fig. 1c. We note that models of this form have
been studied in Ref. [20].
A. Energy bands
We assume that L and C are small, so that
EL, EC  EQ, EJ . In this case, the high-frequency dy-
namics of the associated LC oscillator will dominate, so it
is convenient to transform to new conjugate coordinates
φˆ1 = φˆA−φˆB , nˆ1 = nˆA, φˆ2 = φˆB , nˆ2 = nˆA+nˆB . (13)
In these coordinates we have
Hˆsys = HˆHO + Vˆ, (14)
where
HˆHO = EC nˆ
2
1 + ELφˆ
2
1, (15)
Vˆ = −EQ cos(2pi(nˆ1−nˆ2))−EJ cos(φˆ1+φˆ2). (16)
Hˆsys commutes with cos(2pinˆ2) and cos(φˆ2), so eigen-
states of Hˆsys will be simultaneous eigenstates of these
operators, which are the Zak basis states |k, ϕ〉2 1. Thus,
the eigenstates of Hˆsys take the form
|Ψm;k,ϕ〉1,2 = |ψm(k, ϕ)〉1 |k, ϕ〉2 , (17)
1 Here the subscript i = 1, 2 indicates states associated to mode i.
4where |ψm(k, ϕ)〉1 are the eigenstates of the reduced
Hamiltonian acting on mode 1,
Hˆ1(k, ϕ) = HˆHO + Vˆ (k, ϕ), (18)
with
Vˆ (k, ϕ)=−EQ cos(2pi(nˆ1− k))−EJ cos(φˆ1+ ϕ). (19)
The eigenenergies Em;k,ϕ of the two-mode Hamiltonian
Hˆsys, markedly, coincide with those of the mode-1 Hamil-
tonian Hˆ1(k, ϕ).
We are concerned with the limit EL, EC  EQ, EJ ,
in which Hˆ1(k, ϕ) describes a weakly nonlinear oscil-
lator (i.e., mode 1) that depends parametrically on
the quantum numbers k and ϕ associated to mode 2.
We treat Vˆ (k, ϕ) perturbatively, and so we denote
the eigenstates of HˆHO as |ψ(0)m 〉1 with eigenenergies
E
(0)
m = (m+ 1/2)h¯Ω, where
h¯Ω = 2
√
ECEL. (20)
Within the oscillator ground state manifold, m = 0, the
first order perturbative correction to the energy is
E
(1)
m=0;k,ϕ = 〈ψ(0)0 |Vˆ (k, ϕ)|ψ(0)0 〉1 1
= −E′Q cos(2pik)− E′J cos(ϕ), (21)
where E′Q = e
−pi2/zEQ and E′J = e
−z/4EJ are renor-
malised QPS and JJ parameters arising from zero-point
motion of mode 1, and z =
√
EC/EL =
√
L/C (2e)2/h¯
is a dimensionless oscillator impedance. Equation (21)
shows that within the oscillator ground state manifold,
mode 2 is governed by the elementary Hamiltonian Hˆ in
Eq. (1), with renormalised QPS and JJ energies. Signif-
icantly, the critical points remain at the same locations
in the double-Bloch band.
To verify the perturbative arguments above, we numer-
ically solve for |ψm(k, ϕ)〉1 and eigenenergies Em;k,ϕ non-
perturbatively in the Zak basis for mode 1, as described
in Appendix B. Figures 3a and 3b show the oscillator
ground state manifold energy band Em=0;k,ϕ relative to
the unperturbed harmonic oscillator ground state energy,
for EL, EC  EQ = EJ . The nonlinear energies EJ,Q are
renormalised to E′J,Q, but the band structure is otherwise
qualitatively the same as the elementary case, and with
the same critical eigenstates. We show below that the
noise sensitivity vanishes at the critical eigenstates, as
for the elementary circuit.
Figures 3c and 3d also demonstrate the first ex-
cited manifold, Em=1;k,ϕ, relative to the unperturbed
harmonic oscillator first excited state energy. In
this manifold, the renormalised nonlinear energies are
E′′Q=(1−2pi2/z)E′Q and E′′J =(1−z/2)E′J , so that the
first excited band may be inverted relative to the ground
state manifold (i.e., the locations of minima and max-
ima are exchanged). It follows that the interband tran-
sition energies at the critical points can be made non-
degenerate, facilitating spectroscopic addressability of
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FIG. 3. (a) and (b) The ground state band energy, Em=0;k,ϕ,
of the realistic dualmon circuit relative to the unperturbed
harmonic oscillator ground state energy, E
(0)
m=0. (c) and (d)
The first excited state band energy, Em=1;k,ϕ. Plots are gen-
erated by numerically solving the eigenvalue problem (see Ap-
pendix B). On this scale, the difference between the numerical
values and the perturbative result in Subsec. III A is less than
0.005 across the band. For illustrative purposes, plots are
drawn with EQ = EJ ≡ E•, EC/EJ = 200 and EL/EJ = 10.
For these parameter values, z =
√
20, E′Q = 0.11E•, E
′
J =
0.33E•, E′′Q = −0.38E•, and E′′J = −0.40E•.
the critical states. This addressability provides an av-
enue to state preparation: spectroscopic measurements
of a given accuracy will localise the system in a narrow
range of k and ϕ near the observed transition energy.
This will be discussed in more details in Sec. IV.
B. Perturbative charge and flux noise in the
realistic circuit
We introduce charge and flux noise in the same manner
as for the elementary circuit [21]. The Hamiltonian is
then
Hˆ′sys = ECΣ(nˆA + nx(t))2+EL(φˆA − φˆB − φx(t))2
−EQ cos(2pinˆB)− EJ cos(φˆA), (22)
where ECΣ = (2e)
2/(2CΣ) with CΣ = C+Cx, and nx and
φx are external bias terms, as discussed earlier. In what
follows, we assume that Cx  C, and take ECΣ = EC
for simplicity.
Constant charge and flux bias can be transformed away
by suitable gauge choice [22, 23], so we again consider the
effect of zero-mean, white noise. As before, we make the
5coordinate transformation given by Eq. (13), and expand
the Hamiltonian to linear order in the noise terms, so
Hˆ′sys ' Hˆsys + nx(t)Aˆn + φx(t)Aˆφ, (23)
where
Aˆn = 2EC nˆ1, (24a)
Aˆφ = −2ELφˆ1. (24b)
The master equation for the noisy system is then
%˙ = − ih¯ [Hˆsys, %] + 22nD[Aˆn]%+ 2(2piφ)2D[Aˆφ]%, (25)
where % is the joint density operator for modes 1 and 2.
Since Aˆn and Aˆφ have action on the Hilbert space
associated with mode 1 only, they are diagonal within any
oscillator manifolds. Using the first order perturbative
correction to the oscillator modes, we compute matrix
elements of these dissipators in the ground state manifold
(see Appendix C for more detail), and find that
〈Ψ0;kϕ|Aˆn|Ψ0;k′ϕ′〉1,2 1,2 =2piE′Qsin(2pik)δ(k−k′)δ(ϕ−ϕ′),
(26a)
〈Ψ0;kϕ|Aˆφ|Ψ0;k′ϕ′〉1,2 1,2 =E′Jsin(ϕ)δ(k−k′)δ(ϕ−ϕ′),
(26b)
which implies
Π0AˆnΠ0 = 2piE′Q sin(2pinˆ2), (27a)
Π0AˆφΠ0 = E′J sin(φˆ2), (27b)
where Π0 =
∫ 1/2
−1/2 dk
∫ pi
−pi dϕ |Ψ0;k,ϕ〉1,2 〈Ψ0;k,ϕ| is the
projection onto the ground state manifold. Equations
(27a) and (27b) are of the same form as the dissipa-
tors for the elementary circuit, Eqs. (7a) and (7b), and
so lead to dephasing rates of the same form. That is,
a superposition of two eigenstates in the ground state
manifold, µ |Ψ0;k,ϕ〉+ µ′ |Ψ0;k′,ϕ′〉, will dephase at a rate
also given by Γk,ϕ; k′,ϕ′ in Eq. (11), with the replacements
EQ,J → E′Q,J . As for the elementary circuit, the dephas-
ing rate vanishes for superpositions of the critical states.
C. Parametric and non-perturbative noise sources
in the realistic circuit
The Aharonov-Casher interference [24] of phase slips,
dependent on charge distribution, could be detrimen-
tal to QPS devices. Indeed, phase slips exhibit along
a strongly disordered superconducting nanowire [10]; in-
terference of phase slips at different points may cause
fluctuations in the phase slip energy EQ [11, 25], and re-
sult in dephasing of coherent superpositions. Phase slip
interference on JJ chains (i.e., a granular model of super-
conducting nanowires [19]) has also been observed ex-
perimentally [26], and shown to be a decoherence source
in the Josephson-junction-chain based fluxonium qubit
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FIG. 4. Lumped-element representation of the capacitive cou-
pling between the realistic dualmon circuit and a waveguide.
[27, 28]. To mitigate such undesirable effect, a possible
approach is to fabricate QPS nanowires in the form of
short weak links [29, 30], by which phase slips are lim-
ited to take place at the narrowest point, thus improving
stability of the QPS energy.
The time-dependent charge noise considered in Sub-
sec. III B was perturbative, in which the standard-
deviation in the charge was small, σnx  1/2. However,
localised, two-level charge traps near the circuit can lead
to a random-telegraph charge fluctuation with σnx ∼ 1/2,
which is no longer perturbative. This gives rise to quan-
tum state diffusion, i.e., shifting of the system state in
the charge space. However, as long as the noise mag-
nitude is smaller than one electron worth of charge, we
speculate that the errors could be correctable by means
of active GKP quantum error correction [12], for which
GKP codes were originally designed. A short discussion
on specific implementation of such active correction is
included in Appendix D.
IV. COUPLING TO A WAVEGUIDE
Realistic devices will need to couple to waveguides with
which one can initialise, control, and perform readout on
the system. Here we couple the dualmon circuit capac-
itively to a waveguide and analyse spectroscopy on the
device. We then propose a spectroscopic procedure for
state preparation.
The waveguide coupling also introduces quantum and
thermal noise to the system, so we analyse the additional
noise arising from this coupling. As for classical charge
and flux noise, we show that superpositions of the criti-
cal states are robust with respect to the induced quantum
noise, for essentially the same reason, i.e., the band gra-
dient vanishes at the critical points.
A. Transmission spectrum
Figure 4 illustrates a circuit where the dualmon is ca-
pacitively coupled to a waveguide. A detailed Hamilto-
6nian derivation for this circuit is given in Appendix E.
The Hamiltonian for the dualmon system coupled to the
waveguide is
Hˆtot = Hˆsys + Hˆwg + Hˆcoup, (28)
where Hˆsys is the dualmon Hamiltonian defined in
Eq. (14),
Hˆwg =
∫
dωh¯ωaˆ†(ω)aˆ(ω), (29)
is the waveguide Hamiltonian describing a continuum of
modes, and
Hˆcoup =
∫
dωg(ω)(aˆ†(ω) + aˆ(ω))nˆ1, (30)
is the interaction with g(ω) the coupling strength.
We make use of the input-output formalism [31, 32]
to calculate the transmission spectrum; relevant calcu-
lations are presented in more details in Appendix F. In
particular, the dynamics of the dualmon system coupled
to the waveguide and driven by a coherent field of am-
plitude α is governed by
%˙ = − ih¯ [Hˆdrive, %] +D[bˆ]%, (31)
where
Hˆdrive = Hˆsys − ih¯2
√
γ(αe−iωDtnˆ+1 − αeiωDtnˆ−1 ), (32)
bˆ =
√
γnˆ−1 + αe
−iωDt1. (33)
Here nˆ+1 (nˆ
−
1 ) is the lower (upper) triangularised version
of nˆ1, ωD is the drive frequency, and
√
γ is proportional
to g(ωD) determining bandwidth of the spectrum. The
transmission is defined as
T =
∣∣〈bˆ〉/α∣∣2, (34)
where 〈bˆ〉 = Tr(bˆ%). We solve the master equation (31),
use the obtained results to calculate 〈bˆ〉, and then get the
transmission T .
The transmission spectrum assuming the circuit to
be initialised in either one of two critical states
|Ψ0;k=0,ϕ=0〉1,2 and |Ψ0;k=0,ϕ=pi〉1,2 is displayed in Fig. 5.
For illustrative purpose, the transmission has been plot-
ted in dependence on the detuning of the drive fre-
quency ωD from the transition between the lowest (i.e.,
ground) and first excited bands for the critical point
(k = 0, ϕ = pi), denoted as Ω
(1,0)
0,pi
2. It can be seen from
Fig. 5 that resonance depends on the system state. This
is consistent with the observation made in Subsec. III A,
that is, the interband transition frequency is dependent
on the state of the device, with the distinguishability of
different |k, ϕ〉 states set by the difference in the inter-
band transition frequency.
2 We define Ω
(m,n)
k,ϕ ≡ (Em;k,ϕ − En;k,ϕ)/h¯ as the transition fre-
quency from the nth band to the mth band at a fixed pair of
(k, ϕ).
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FIG. 5. Transmission spectrum T defined in Eq. (34)
with respect to the detuning of the drive frequency ωD
from the transition frequency Ω
(1,0)
0,pi for two critical points,
(k = 0, ϕ = 0) and (k = 0, ϕ = pi). Here Ω
(1,0)
0,pi denotes the in-
terband transition between the ground and first excited bands
at the critical point (k = 0, ϕ = pi). Relevant parameters for
plotting are chosen as EQ = EJ , h¯Ω = 40
√
5EJ , z =
√
20,
γ = 0.01ωD, and h¯α
2 = 0.1EJ .
B. Qubit initialisation by spectroscopy
The spectroscopic measurement described in the pre-
ceding subsection moreover gives a route to state prepa-
ration. Since the interband transition frequency be-
tween the lowest and first excited bands of the dualmon
is (k, ϕ)-dependent, transmission at a given frequency
Ω
(1,0)
k,ϕ will localise the system around the corresponding
value of (k, ϕ) 3. As shown in Appendix G scanning over
transition frequency is equivalent to scanning over the
two biases nx ∈ [−1/2, 1/2) and φx ∈ [−pi, pi), one can
thus localise the state to some value of (k, ϕ) starting
from a generic state such as a thermal state. Once the
value of (k, ϕ) has been localised, one can adjust (nx, ϕx)
to move the origin of the band in Fig. 3 such that the state
becomes localised at any desired point, e.g., the ground
state (k = 0, ϕ = 0).
Choosing, e.g., (k = 0, ϕ = 0) and (k = 0, ϕ = pi) as
the two operating points for the dualmon, logical ba-
sis state preparation corresponds to preparing a state
highly localised around one of these two values. The
exact form of the distributions over (k, ϕ) is not par-
ticularly important, nor is it crucial that the states are
pure, as long as they are sufficiently well-localised. This,
3 Note that the mapping between interband frequencies Ω
(1,0)
k,ϕ
and values of (k, ϕ) is in general not unique, except for at the
ground state (k = 0, ϕ = 0), and the maximally exited state
(k = 1/2, ϕ = pi) (see Fig. 8 in Appendix F). Resolving states
with similar transition frequencies can however be done by ad-
justing nx and φx while performing spectroscopy at a given fre-
quency.
7perhaps counter intuitive, can be understood by mak-
ing an analogy with approximate GKP codewords [12].
Two approximate qubit codewords for the dualmon can
be defined as
|iL〉 =
∫
dkdϕψi(k, ϕ) |k, ϕ〉 , (35)
with ψi(k, ϕ) some localised distribution around (k =
0, ϕ = 0) for i = 0 and (k = 0, ϕ = pi) for i = 1. A
well-localised but mixed state can be viewed as an ap-
proximate qubit codeword with a set of small (approxi-
mately) correctable errors. In other words, we can think
of the well-localised mixed state as the codeword |iL〉
sent through an error channel with the “size” of the er-
rors bounded by the measurement resolution of the spec-
troscopic measurement. This is thus analogous to noisy
preparation of GKP codewords. In a universal scheme
for quantum computing, which we will not discuss here,
it is also crucial that the logical operations do not am-
plify errors too badly, i.e., turning small errors into large
ones. Provided that this is true, the two distributions
will remain well-localised throughout the computation,
and can in principle be distinguished with high fidelity
in a final measurement.
We have argued that it should be possible to prepare
states well-localised around a single value of (k, ϕ) using
spectroscopic measurements, and furthermore such states
can be thought of as imperfect, yet high-quality, qubit
codewords. It is however a far more challenging task to
prepare superposition states, such as |+L〉 = 1√2 (|0L〉 +
|1L〉), with a similar guarantee of “small errors”. Prelimi-
nary results suggest that introducing symmetry-breaking
terms to the Hamiltonian, e.g., breaking the 2pi periodic-
ity of φˆ2, can be used to prepare states of the form |+L〉.
The quality of such operations, as well as the possibility
of universal control, will be the subject of future work.
C. Pure dephasing from thermal and quantum
noise in the waveguide
The capacitive coupling to the waveguide, in addi-
tion to allow performing spectroscopy and state initiali-
sation, opens a channel for noise to appear in the dual-
mon circuit. The induced noise is manifest via the cou-
pling operator nˆ1, which is diagonal within each man-
ifold while coupling states among different manifolds.
As we are interested in encoding the dualmon in the
ground state manifold, say in a superposition of eigen-
states µ |Ψ0;k,ϕ〉1,2 +µ′ |Ψ0;k′,ϕ′〉1,2, the relevant decoher-
ence source is either pure dephasing within the encoded
manifold or transitions to other manifolds. The master
equation for the dualmon density operator when consid-
ering ony pure dephasing in the ground state manifold is
[33]
%g=− ih¯ [Hˆsys,g, %g]+2pi limω→0
(
J(ω)(2N(ω)+1)
)D[nˆ1,g]%g,
(36)
where %g, Hˆsys,g, and nˆ1,g are all projections onto the
ground state manifold, J(ω) = 1/h¯2
∫
dω′g2(ω)δ(ω′ − ω)
is the spectral density, and N(ω) is the thermal distribu-
tion at frequency ω. nˆ1,g can be straightforwardly com-
puted from Eqs. (24a) and (27a). The pure dephasing
rate of the superposition of interest in the ground state
manifold is then found to be
Γk;k′ =
pi2E′Q
EC
lim
ω→0
(
J(ω)(2N(ω)+1)
)
γ2pik,2pik′ , (37)
where the function γy,y′ has been defined in Eq. (10). In
general this is not zero, due to thermal and vacuum fluc-
tuations in the waveguide. However, similar to the case
of classical noise in Subsec. III B, we have γ2pik,2pik′ = 0
for superpositions of the critical states, so that dephasing
from waveguide fluctuations is completely suppressed.
D. Decoherence from thermal waveguide excitation
Another decoherence source stemming from the waveg-
uide coupling is thermal transitions among different man-
ifolds. We show below that provided the harmonic oscil-
lator gap is much larger than kBT the thermal induced
dephasing rate is very small. For this purpose, we express
the coupling operator nˆ1 in the form
nˆ1 =
∫ 1/2
−1/2
dl
∫ pi
−pi
dθ
∞∑
m,n=0
nˆ
(m,n)
1;l,θ , (38)
where nˆ
(m,n)
1;l,θ = 〈Ψm;l,θ|nˆ1|Ψn;l,θ〉1,2 1,2 |Ψm;l,θ〉1,2〈Ψn;l,θ|
are eigenoperators of Hˆsys satisfying the commutation
relations
[Hˆsys, nˆ(m,n)1;l,θ ] = h¯Ω(m,n)l,θ nˆ(m,n)1;l,θ . The master
equation for the dualmon density operator, that accounts
for the transitions between manifolds, is then given by
[33]
%˙ = − ih¯ [Hˆsys, %]
+
∫∫
dldθ
∑
m<n
piJ(Ω
(n,m)
l,θ )(N(Ω
(n,m)
l,θ )+1)D
[
nˆ
(m,n)
1;l,θ
]
%
+
∫∫
dldθ
∑
m>n
piJ(Ω
(m,n)
l,θ )N(Ω
(m,n)
l,θ )D
[
nˆ
(m,n)
1;l,θ
]
%. (39)
In Eq. (39), the second and third lines respectively rep-
resent relaxations to lower manifolds and excitations to
higher manifolds; notably, the two quantum numbers l
and θ are conserved, implying the absence of transitions
within each manifold. As well known from the stan-
dard two-level-system encoding, either relaxation or ex-
citation dephases coherent superpositions. However, as
the dualmon is encoded in superpositions of two eigen-
states in the ground state manifold and there are no
transitions between these two states, the dephasing rate
for the dualmon is determined by excitations out of
the ground state manifold only. In Appendix H, we
include several calculations comparing dephasing rates
8of the ordinary two-level-system encoding and ground-
state-manifold one. The relevant dephasing rate, from
Eq. (39), is proportional to J(Ω
(m>0,0)
l,θ )N(Ω
(m>0,0)
l,θ ).
The waveguide (the bath) is assumed to be in thermal
state, i.e., N(ω) = 1/(exp(h¯ω/kBT )− 1) and as shown
in Appendix E J(ω) = νh¯ω with ν a constant, so
J(ω)N(ω) = νh¯ω/(exp (h¯ω/kBT )− 1), (40)
which is very small for large h¯ω/kBT . Hence, thermal
dephasing is very weak as long as h¯Ω
(1,0)
k,ϕ  kBT . This
condition is inherently satisfied with superconducting cir-
cuits, since the working temperature is typically very low.
V. COMPARISONS WITH RELATED
SUPERCONDUCTING QUBITS
It is instructive to point out the differences between the
proposed circuit and other superconducting qubit devices
previously discussed in the literature, namely, the 0 − pi
qubit [2–6], the fluxonium [22, 23], and the Aharonov-
Casher device [34]. Specifically, the 0 − pi qubit uses
two nearly degenerate eigenstates with nearly disjoint
support in coordinate space [5], which affords its noise-
rejecting properties. Realisation of the 0−pi qubit would
require implementing the pi−periodic Josephson junction
[2, 3, 35–38]. In comparison, the robustness of the criti-
cal states of the dualmon device arises from the fact that
the noise operators associated to weak external charge
and flux noise commute with the eigenstates suppressing
decay, and the gradient of the energy landscape vanishes
at the critical states suppressing dephasing.
The lumped circuit of the imperfect fluxonium [22, 23],
where phase slip is included at its superinductor [27, 28],
is remarkably identical to the realistic dualmon circuit
shown in Fig. 1c. However, the essential difference be-
tween the two devices lies at the energy scales. In partic-
ular, the fluxonium employs a superinductor [22, 23, 39]
to make the inductive energy very small; QPS on the su-
perinductor is treated as an undesired noisy source [27].
The JJ present in the fluxonium circuit generally works
in the regime of large EJ/EC . These are in contrast
to the dualmon energy scales, which ideally would be
EL, EC  EQ, EJ (see Subsec. III A). The difference
at energy scales then results in the differences in the
physics of the two devices. Indeed, fluxon tunneling is
the primary process in the fluxonium [27], whereas the
dual QPS and JJ elements in the dualmon allow tun-
neling of both fluxon and Cooper pair. The fluxonium
wavefunction in flux space is localised within the wells
of the Josephson cosine potential and in charge space
is well-localised within a range of a Cooper pair [23].
The dualmon, instead, is completely delocalised in both
flux and charge spaces (see Zak states in Eq. (3)). Fi-
nally, the Aharonov-Casher device proposed in Ref. [34]
is realised basically as a single JJ shunted by a superin-
ductor, and thus closely resembles the fluxonium design;
therefore, the above arguments also hold when compar-
ing such device to the dualmon circuit. Furthermore,
in that device the Aharonov-Casher interference effect is
ultilised to suppress single fluxon tunneling while mak-
ing pair tunneling dominant. This is different from the
dualmon circuit, where only single fluxon tunneling is
considered.
We comment briefly on plausible experimental parame-
ters for the dualmon circuit. Josephson and QPS energies
can be routinely engineered to be EJ ∼ EQ ∼ h× 5 GHz
[11, 25, 40, 41]. Parasitic capacitance and self-
inductances of order C ∼ 1 fF and L ∼ 10 nH are feasible
[8, 25, 40] corresponding to parameters for the dualmon
circuit of z ∼ 3 and h¯Ω ∼ h× 50 GHz EJ , EQ, which
is well within the validity range of the approximations
employed in this work.
VI. CONCLUSIONS
We have shown that the dualmon circuit, encoded in
superpositions of the critical points, is resilient against
both classical and quantum white noise. The device
nonetheless could suffer from other noise sources, includ-
ing the charge-dependent Aharonov-Casher effect in QPS
devices that lowers the phase slip energy and large tem-
poral charge fluctuations causing diffusion of quantum
states. Possibly, the former could be reduced by design-
ing QPS elements in a weak-link form [29, 30], whilst the
later might be dealt with via active error correction of
the GKP code [12].
Any pair of the critical points could be chosen to rep-
resent a qubit; the nearly-degenerate saddle points might
be a convenient choice. As discussed qualitatively in Sub-
sec. IV B, state preparation could be performed by in-
terband spectroscopic measurements. The quality with
which we can prepare states near the critical points then
depends on the spectral resolution of such a measure-
ment.
Relative phase shifts between the critical states may
be achieved using tunable JJ and QPS circuit elements,
or by using high frequency drive pulses to access excited
states of the oscillator mode. Tuning of JJ and QPS
energies leaves the critical states unchanged, thus retain-
ing the protected working space of the qubit; introduc-
ing tunable elements, however, opens the qubit to new
dephasing channels. More general control requires addi-
tional symmetry breaking terms in the Hamiltonian. For
example, a shunt inductor switched transiently across the
JJ breaks the discrete charge translation symmetry of the
Hamiltonian, so it will couple the Zak eigenstates of the
original circuit. Detailed analysis of control of the state
space for one and multiple devices will be the subject of
future work.
We conclude that the dualmon circuit considered here
offers a promising avenue for robustly storing quantum
information, worthy of further study. In particular, it
hosts several critical eigenstates, superpositions of which
9are insensitive to both charge and flux noise at linear
order. This result holds even when the circuit includes
parasitic capacitance and inductance. Interestingly, the
critical states are physical embodiments of the codewords
of the GKP error correcting code. Active fault-tolerant
preparation of such states in harmonic oscillators is ex-
tremely hard, so the dualmon circuit could possibly offers
an alternative path towards accessing these states.
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Appendix A: Derivation of the biased Hamiltonian,
Hˆ ′(t)
Here we derive the Hamiltonian Hˆ ′(t) in Eq. (4). Ap-
plying the spanning tree model in Ref. [16] for the circuit
in Fig. 1b, we choose the fluxes across the QPS and JJ to
be ΦQ = Φ and ΦJ = Φ + Φx, respectively. The Kirchoff
current conservation law at the active node of the circuit
is
Q˙Q + Q˙Cx + Q˙J = 0. (A1)
From the constitutive laws for circuit elements, we know
that the charge that has flowed through the QPS is
QQ(Φ˙) ≡ 2e2pi arcsin(Φ˙/Vc), (A2)
the charge across the bias capacitor is QCx =Cx(Φ˙−Vx),
and the current through the Josephson junction is
Q˙J ≡ IJ = Ic sin(2pi(Φ + Φx)/Φ0). We thus find the
equation of motion for the circuit is
d
dt
(
QQ(Φ˙)+Cx(Φ˙−Vx)
)
+Ic sin
(
2pi
Φ0
(Φ+Φx)
)
=0. (A3)
We identify terms above with the Euler-Lagrange equa-
tion of motion, ddtQ − ∂ΦL = 0 where Q = ∂Φ˙L is the
charge conjugate to Φ, which implies
Q = ∂L/∂Φ˙ = QQ(Φ˙) + CxΦ˙−Qx, (A4)
∂L/∂Φ = −Ic sin
(
2pi
Φ0
(Φ + Φx)
)
, (A5)
where Qx = CxVx. The Lagrangian is then given by
L = Φ˙QQ(Φ˙) +
2eVc
2pi cos
(
2pi
2eQQ(Φ˙)
)
+ Cx2 (Φ˙− Vx)2
+ IcΦ02pi cos
(
2pi
Φ0
(Φ + Φx)
)
. (A6)
The Hamiltonian, H(Φ, Φ˙)=Φ˙Q−L, is
H(Φ, Φ˙)= Cx2 Φ˙
2−EQcos
(
2pi
2eQQ(Φ˙)
)−EJcos(2piΦ0 (Φ + Φx)),
(A7)
where EQ = 2eVc/(2pi), EJ = IcΦ0/(2pi). To compute
H(Φ, Q) we need to invert Eq. (A4) to find Φ˙ = Φ˙(Q).
Implicitly, we have
Φ˙ = Vc sin
(
2pi
2e (Q− CxΦ˙ +Qx)
)
. (A8)
We cannot solve this analytically for Φ˙, however if
CxΦ˙  Q we expand the right hand-side of Eq. (A8)
in powers of Cx, and solve for Φ˙. We find
Φ˙=Vc sin
(
2pi
2e (Q+Qx)
)
×
(
1− 2pi2eCxVc cos
(
2pi
2e (Q+Qx)
))
+O(C2x). (A9)
Substituting this result into Eq. (A7), we obtain
H =−EQ cos
(
2pi
2e (Q+Qx)
)−EJ cos( 2piΦ0 (Φ + Φx))
+ ECx cos
(
4pi
2e (Q+Qx)
)
+O(C2x), (A10)
where ECx =CxV
2
c /4. Quantising the charge and flux
operators, and defining nˆ = Qˆ/(2e) and φˆ = 2piΦˆ/Φ0,
the Hamiltonian operator is then
Hˆ ′ = −EQ cos (2pi(nˆ+ nx))− EJ cos(φˆ+ φx)
+ ECx cos (4pi(nˆ+ nx)) , (A11)
where nx = Qx/(2e) and φx = 2piΦx/Φ0. If the exter-
nal capacitance is sufficiently small then ECx  EQ, EJ .
Since
[
Hˆ, cos
(
4pi(nˆ+ nx)
)]
= 0, this term does not
change the eigenstates, and preserves the critical points.
We therefore take ECx = 0 for simplicity, yielding
Eq. (4).
Appendix B: Eigenvalue problem for mode 1
In the Zak basis, we have the useful operator represen-
tations [15, 20]
〈k, ϕ| nˆ |ψ〉 = −i ∂∂ϕ 〈k, ϕ|ψ〉 , (B1)
〈k, ϕ| φˆ |ψ〉 = (− i ∂∂k + ϕ) 〈k, ϕ|ψ〉 . (B2)
We express eigenstates of the reduced Hamiltonian
Hˆ1(k, ϕ) in the Zak basis for mode 1, {|l, θ〉1}, and we
find that ψm(l,θ; k, ϕ) ≡ 1〈l, θ |ψm(k, ϕ)〉1 are eigenfunc-
tions of the differential operator
H1(k, ϕ)=EC
(−i ∂∂θ )2+EL(−i ∂∂l + θ)2
−EJcos(θ+ϕ)−EQcos(2pi(l−k)), (B3)
where ψm(l,θ; k, ϕ) satisfies generalised periodic bound-
ary conditions
ψm (−1/2, θ; k, ϕ) = ψm (1/2, θ; k, ϕ) ,
ψm (l,−pi; k, ϕ) = e2piliψm (l, pi; k, ϕ) .
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FIG. 6. The harmonic oscillator eigenstates in the Zak basis,
|〈k, ϕ |ψ(0)0 〉|, for different values of z =
√
EC/EL. (a) For
z < 2pi, ψ
(0)
0 (k, ϕ) is somewhat localised in the modular phase
(alternatively, the quasi-flux) coordinate, ϕ, but delocalised
in k. (b) For z = 2pi, ψ
(0)
0 (k, ϕ) is equally delocalised in both
coordinates. (c) For z > 2pi, ψ
(0)
0 (k, ϕ) is somewhat localised
in the modular number coordinate (alternatively, the quasi-
charge [14]), k, but delocalised in ϕ.
In this representation, it is straightforward to compute
the eigensystem of mode 1 numerically.
It is illustrative to evaluate the well-known LC har-
monic oscillator ground states in the Zak basis, HˆHO.
In the phase basis, ψ
(0)
0 (φ) = (piz)
− 14 e−
φ2
2z , where
z =
√
EC/EL. In the Zak basis, we find that
ψ
(0)
0 (k, ϕ)=
∞∑
j=−∞
e−2pijkiψ(0)0 (ϕ− 2pij)
=(piz)−
1
4 e−
ϕ2
2z ϑ3
(
pik+ipiϕ/z, e−
2pi2
z
)
, (B4)
where ϑ3(u, q) ≡ 1 + 2
∑∞
j=1 q
j2 cos(2uj) is an elliptic
theta function. The Zak basis highlights the relative lo-
calisation of the ground state in k or ϕ. We plot this
function for z = pi, 2pi, and 4pi in Fig. 6. When the energy
scales for the kinetic and potential terms are balanced, at
z = 2pi, the ground state is equally delocalised in each co-
ordinate. At this point, the JJ and QPS renormalisation
scale factors are equal, i.e., E′J/EJ = E
′
Q/EQ.
Appendix C: Evaluating Aˆn in the ground state
eigenbasis manifold {|Ψ0;k,ϕ〉1,2}
Here we compute 〈Ψ0;k,ϕ|Aˆn|Ψ0;k′,ϕ′〉1,2 1,2,
〈Ψ0;k,ϕ|Aˆn|Ψ0;k′,ϕ′〉1,2 1,2 = 2EC 〈ψ0(k, ϕ)|nˆ1|ψ0(k, ϕ)〉1 1
×δ(k− k′)δ(ϕ−ϕ′). (C1)
We expand |ψm(k, ϕ)〉1 to first order in perturbation the-
ory, and for notational convenience we define the matrix
element JBˆKjm= 〈ψ(0)j | Bˆ |ψ(0)m 〉1 1 for an operator Bˆ, so
|ψm(k, ϕ)〉1 = |ψ(0)m 〉1 +
∑
j 6=m
JVˆ (k,ϕ)Kjm
∆E
(0)
mj
|ψ(0)j 〉1 , (C2)
where ∆E
(0)
mj = E
(0)
m − E(0)j = h¯Ω(m− j). Then,
〈ψ0(k, ϕ)|nˆ1|ψ0(k, ϕ)〉1 1 =Jnˆ1K00+2∑
m 6=0
Re
( Jnˆ1K0mJVˆ (k,ϕ)Km0
∆E
(0)
0m
)
+O(| V∆E |2). (C3)
We write the coordinate nˆ1 in terms of creation and an-
nihilation operators aˆ†1 and aˆ1, i.e., nˆ1 = i(aˆ
†
1 − aˆ1)/
√
2z.
Since aˆ†1 and aˆ1 are off-diagonal in the harmonic oscilla-
tor eigenbasis, we find Jnˆ1K0m = −i δm,1/√2z. Ignoring
terms O(| V∆E |2) and higher, we find
〈ψ0(k, ϕ)|nˆ1|ψ0(k, ϕ)〉1 1 = 2 Re
( Jnˆ1K01JVˆ (k,ϕ)K10
∆E
(0)
01
)
. (C4)
Evaluating the matrix element for Vˆ (k, ϕ) gives
JVˆ (k, ϕ)K10 =−EQ 〈ψ(0)1 | cos(2pi(nˆ1 − k)) |ψ(0)0 〉1 1
−EJ 〈ψ(0)1 | cos(φˆ1 + ϕ)|ψ(0)0 〉1 1 ,
=−EQ
∫ ∞
−∞
dn cos
(
2pi(n− k))ψ(0)1 (n)∗ ψ(0)0 (n)
−EJ
∫ ∞
∞
dφ cos(φ+ ϕ)ψ
(0)
1 (φ)
∗ ψ(0)0 (φ),
=e−
z
4
√
z
2EJ sin(ϕ)−ipie−
pi2
z
√
2
zEQ sin(2pik).
We substitute the results into Eq. (C1), and noting that
h¯Ωz = 2EC , we obtain Eq. (26a).
The computation for 〈Ψ0;k,ϕ|Aˆφ|Ψ0;k′,ϕ′〉1,2 1,2 is imple-
mented in a similar manner.
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Appendix D: Resonator based charge syndrome
measurement and qubit readout
We recall that the external charge nx typically drifts
over time, which is a source of noise for the dualmon. It is
thus necessary to detect and correct such type of charge
noise. A possible way to do so is as follows. Firstly, from
Eqs. (23), (27a), and (27b) it follows that one can couple
to the system operators
Aˆ′n = 2piE′Q sin(2pinˆ2), (D1a)
Aˆ′φ = E′J sin(φˆ2), (D1b)
by capacitively or inductively coupling to the dualmon
circuit, respectively. Focusing on an encoding into the
ground state |0, 0〉 and one saddle point |0, pi〉, the op-
erator Aˆ′n can act as syndrome for charge noise. This
follows from the fact that a shift in external charge
nx → nx − ε can equivalently be interpreted as a shift
in k. Since sin(2pinˆ2) |ε, ϕ〉 = sin(2piε) |ε, ϕ〉, a shift with
magnitude |ε| < 1/4 can in principle be detected by non-
destructively measuring Aˆ′n.
Also, a measurement of Aˆ′φ interestingly can be used
to readout the logical qubit state. Particularly, we
can set the external flux to φx = −pi/2 such that
Aˆ′φ → Aˆ′φ+pi/2 = E′J cos(φˆ2). As cos(φˆ2) |0, 0〉 = |0, 0〉
and cos(φˆ2) |0, pi〉 = − |0, pi〉, a measurement of this oper-
ator corresponds to a logical basis measurement. More-
over, the Aˆ′φ-measurement is robust to small shifts in ϕ.
A potential approach to non-destructively measur-
ing the operators Aˆ′n and Aˆ′φ is to couple the dual-
mon circuit to a resonator. The resulting coupling is
of the similar form to Eq. (23) with the replacements
nx(t)→ nx(t) + nˆr, φx(t)→ φx(t) + φˆr, for capacitive or
inductive coupling, respectively. Here nˆr ∼ aˆ†r + aˆr is the
charge bias, and φˆr ∼ iaˆ†r − iaˆr the flux bias due to
the resonator, with aˆr the resonator annihilation oper-
ator. The non-demolition measurement of interest then
may be performed by modulating the coupling strength,
based on the longitudinal readout scheme proposed in
Ref. [42]. A similar scheme might even be employed to
enact resonator induced one-qubit and two-qubit phase
gates [43]. A more detailed study of resonator based
readout and control will be the subject of future work.
Appendix E: Coupling to a waveguide
1. Hamiltonian derivation
Figure 7 shows the microscopic model of the capacitive
coupling between the realistic dualmon circuit and the
waveguide. The waveguide of length L is discretely de-
composed into unit cells of length d. The number of unit
cells is N = L/d, each of which has an inductance ` and
a ground capacitance Cw; the waveguide inductance and
capacitance per unit length are ¯` = `/d and C¯w = Cw/d.
…
Cw ℓ
" Φ$,& Φ$,'Φ$,(
) *Φ+
Cc
…
…
…
… Φ$,Φ- .
L
Φ$,/
FIG. 7. Microscopic model of the capacitive coupling of the
realistic dualmon circuit to the waveguide.
The coupling capacitance is Cc. This capacitance has a
length of y across D = y/d unit cells of the waveguide,
yielding a distributed coupling capacitance Cc = Cc/D
per unit cell. We also assume that the size of the cou-
pling capacitance is very small compared to that of the
waveguide, i.e., y  L.
Starting from the classical equations of motion, the
Lagrangian of the net circuit is given by
Ltot = Φ˙BQQ(Φ˙B) + 2eVc2pi cos
(
2pi
2eQQ(Φ˙B)
)
+ C2 Φ˙
2
A
+
D∑
j=1
Cc
2 (Φ˙w,j − Φ˙A)2 +
N∑
j=1
Cw
2 Φ˙
2
w,j
+ IcΦ02pi cos
(
2pi
Φ0
ΦA
)− 12L (ΦA − ΦB)2
−
N∑
j=1
1
2` (Φw,j+1 − Φw,j)2, (E1)
where
QQ(Φ˙B) =
2e
2pi arcsin(Φ˙B/Vc). (E2)
The momenta QA, QB , Qw,1, . . . , Qw,N are respectively
QA=CΦ˙A+
D∑
j=1
Cc(Φ˙A−Φ˙w,j), (E3)
QB=QQ(Φ˙B), (E4)
Qw,j=Cc(Φ˙w,j−Φ˙A)+CwΦ˙w,j ; j=1, . . . , D, (E5)
Qw,j=CwΦ˙w,j ; j=D+1, . . . , N. (E6)
The Hamiltonian is then
Htot =− 2eVc2pi cos
(
2pi
2eQQ(Φ˙B)
)− IcΦ02pi cos ( 2piΦ0 ΦA)
+ 12L (ΦA − ΦB)2+
N∑
j=1
1
2` (Φw,j+1 − Φw,j)2
+C2 Φ˙
2
A+
D∑
j=1
Cc
2 (Φ˙w,j−Φ˙A)2+
N∑
j=1
Cw
2 Φ˙
2
w,j . (E7)
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Eqs. (E4) and (E6) show
Φ˙B = Vc sin
(
2pi
2eQB
)
, (E8)
Φ˙j = Qw,j/Cw; j = D + 1, . . . , N. (E9)
Thus, to express Htot in terms of coordinates and conju-
gate momenta it requires to find
Φ˙A = Φ˙A(QA, Qw,1, . . . , Qw,D), (E10)
Φ˙w,j = Φ˙w,j(QA, Qw,1, . . . , Qw,D); j=1, . . . , D, (E11)
which, from Eqs. (E3) and (E5), are determined by solv-
ing the system of equations
CΦ˙A +
∑D
j=1 Cc(Φ˙A − Φ˙w,j) = QA
Cc(Φ˙w,1 − Φ˙A) + CwΦ˙w,1 = Qw,1
...
Cc(Φ˙w,D − Φ˙A) + CwΦ˙w,D = Qw,D
. (E12)
We substitute the solutions of (E12) (and Eqs. (E8) and
(E9) as well) into Eq. (E7), keep terms to first order of
Cc only, and get
Htot =− 2eVc2pi cos
(
2pi
2eQB
)− IcΦ02pi cos ( 2piΦ0 ΦA)
+ 12L (ΦA − ΦB)2 + C−DCc2C2 Q2A
+
D∑
j=1
Cw−Cc
2C2w Q
2
w,j+
N∑
j=D+1
1
2CwQ
2
w,j
+
N∑
j=1
1
2` (Φw,j+1−Φw,j)2+
D∑
j=1
Cc
CwCQAQw,j . (E13)
Note that for Cc very small compared to other ca-
pacitances, we have (C − DCc)/(2C2) ≈ 1/(2C) and
(Cw − Cc)/(2C2w) ≈ 1/(2Cw). We then set
ECw =(2e)
2/(2Cw), E`=Φ20/(8pi2`), ECc =Cc(2e)2/(CwC)
nw,j = Qw,j/(2e), φw,j = 2piΦw,j/Φ0,
use notations defined in Appendix A, and change the co-
ordinates of the dualmon circuit as in Eq. (13) to simplify
Eq. (E13) into
Hˆtot = Hˆsys + Hˆwg + Hˆcoup, (E14)
where
Hˆsys =EC nˆ21 + ELφˆ21
−EQ cos(2pi(nˆ1−nˆ2))−EJ cos(φˆ1+φˆ2), (E15)
Hˆwg =
N∑
j=1
ECw nˆ
2
w,j + E`(φˆw,j+1 − φˆw,j)2, (E16)
Hˆcoup =
D∑
j=1
ECc nˆ1nˆw,j . (E17)
2. Diagonalisation of the waveguide Hamiltonian
We diagonalise the bare Hamiltonian of the waveguide
in Eq. (E16). We first define the travelling modes
φ¯s =
1√
N
N∑
j=1
e−2piijk/N φˆw,j
n¯s =
1√
N
N∑
j=1
e2piijk/N nˆw,j
, (E18)
which have the inverse
φˆw,j =
1√
N
N−1∑
k=0
e2piijk/N φ¯s
nˆw,j =
1√
N
N−1∑
k=0
e−2piijk/N n¯s
. (E19)
By this, Eq. (E16) becomes
Hˆwg = 2
N/2−1∑
k=0
ECw n¯sn¯N−s+2E`
(
1−cos( 2pikN )
)
φ¯sφ¯N−s.
(E20)
We then introduce symmetric and antisymmetric modes
n˜s,+ = (n¯s + n¯N−s)/
√
2
n˜s,− = i(n¯s − n¯N−s)/
√
2
φ˜s,+ = (φ¯s + φ¯N−s)/
√
2
φ˜s,− = −i(φ¯s − φ¯N−s)/
√
2
, (E21)
where 0 < k < N/2− 1. It follows that
Hˆwg =
N/2−1∑
s=0
ECw(n˜
2
s,+ + n˜
2
s,−)
+2E`
(
1− cos 2pisN
)
(φ˜2s,+ + φ˜
2
s,−). (E22)
We define
n˜s,± =
( 2E`(1−cos 2pis/N)
ECw
)1/4 ˜˜ns,±
φ˜s,± =
( ECw
2E`(1−cos 2pis/N)
)1/4 ˜˜
φs,±
aˆs,± = (−i ˜˜φs,± + ˜˜ns,±)/
√
2
aˆ†s,± = (i
˜˜
φs,± + ˜˜ns,±)/
√
2
h¯ωs =
√
2ECwE`(1− cos(2pis/N))
, (E23)
and take the limit N →∞ to achieve
ωs = pis/
(
L
√
C¯w ¯`
)
, (E24)
Hˆwg =
∞∑
s=0
h¯ωs(aˆ
†
s,+aˆs,+ + aˆ
†
s,−aˆs,−). (E25)
3. The coupling Hamiltonian
We rewrite the coupling Hamiltonian (E17) in terms
of aˆs,± and aˆ
†
s,±. Concretely,
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Hˆcoup =
∑D
j=1
ECc nˆ1nˆw,j
=
∑D
j=1
ECc nˆ1
1√
N
∑N−1
s=0
e−2piijs/N n¯s
=
∑D
j=1
ECc nˆ1
1√
N
∑N/2−1
s=1
(
e−2piijs/N n¯s + e2piijs/N n¯N−s
)
=
∑D
j=1
ECc nˆ1
1√
N
∑N/2−1
s=1
(
e−2piijs/N (n˜s,+ − in˜s,−)/
√
2 + e2piijs/N (n˜s,+ + in˜s,−)/
√
2
)
=
∑D
j=1
ECc nˆ1
√
2
N
∑N/2−1
s=1
(
cos(2pijs/N)n˜s,+ − sin(2pijs/N)n˜s,−
)
= ECc nˆ1
√
2
N
∑N/2−1
s=1
∫ y
0
dx
d
(
cos(2pisx/L)n¯s,+ − sin(2pisx/L)n˜s,−
)
(x = jd)
= ECc nˆ1
√
2
N
∑N/2−1
s=1
(
L
2pisd sin(2pisy/L)n˜s,+ − Lpisd sin2(pisy/L)n˜s,−
)
= ECc nˆ1
√
2
N
∑N/2−1
s=1
(
y
d n˜s,+ − pisy
2
dL n˜s,−
)
(the second term will be dropped in the limit L→∞)
=
Cc(2e)
2
CwC nˆ1
√
2
N
∑N/2−1
s=1
n˜s,+ (note that ECc = Cc(2e)2/(CwC) and Ccy/d = CcD = Cc)
=
Cc(2e)
2
CwC nˆ1
√
2
N
∑N/2−1
s=1
(
2E`(1− cos(2pis/N))
ECw
)1/4
˜˜ns,+
=
Cc(2e)
2
CwC nˆ1
√
2
N
∑N/2−1
s=1
(
4E`(pisd/L)
2
ECw
)1/4
˜˜ns,+
=
Cc(2e)
2
C¯wC nˆ1
√
2
L
∑N/2−1
s=1
(
E`
ECw
)1/4(
2pis
L
)1/2
˜˜ns,+
=
∑∞
s=0
gs(aˆ
†
s,+ + aˆs,+)nˆ1, (E26)
where
gs = (2eCc/C)
√
2h¯ωs/(C¯wL). (E27)
Since Hˆcoup couples only modes (s,+) of the waveguide
to the dualmon system, in the expression of Hˆwg in Eq.
(E25) we can ignore modes (s,−). For brevity we further
shorten the subscript (s,+) into s, yielding
Hˆwg =
∑
s
h¯ωsaˆ
†
saˆs, (E28)
Hˆcoup =
∑
s
gωs(aˆ
†
s + aˆs)nˆ1. (E29)
Taking the continuum limit [44], the two above Hamilto-
nians become
Hˆwg =
∫ ∞
−∞
dωh¯ωaˆ†(ω)aˆ(ω), (E30)
Hˆcoup =
∫ ∞
−∞
dωg(ω)(aˆ†(ω) + aˆ(ω))nˆ1, (E31)
where the lower limit of the frequency ω has been ex-
tended to −∞ [31], and
g(ω) = (2eCc/C)
√
2h¯ωZwg/pi, (E32)
with Zwg =
√
¯`/C¯w the waveguide impedance. The spec-
tral density is given by
J(ω) = 1
h¯2
∫ ∞
−∞
dωg2(ω)δ(ω−ωs) = 8e2pih¯ C
2
c
C2Zwgω. (E33)
We can write J(ω) = νh¯ω with
ν = 8e
2
pih¯2
C2c
C2Zwg. (E34)
Appendix F: Input-output calculations
We employ the rotating wave approximation and the
Markov approximation [31, 32] to simplify the coupling
Hamiltonian in Eq. (E31) to
Hˆcoup =
∫ ∞
−∞
dωh¯
√
γ/2pi(aˆ†(ω)nˆ−1 + aˆ(ω)nˆ
+
1 ), (F1)
where h¯
√
γ/2pi ≡ g(ωD) is the coupling strength eval-
uated at the drive frequency ωD, and nˆ
+
1 (nˆ
−
1 ) is the
lower (upper) triangularised version of nˆ1. Note that
the Markov approximation is valid in the regime of nar-
rowband interaction, and the operator nˆ+1 in terms of the
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FIG. 8. (Left) and (Right) Three-dimensional and contour
plots of the transition frequency between the the ground state
and first excited state manifolds relative to the unperturbed
harmonic oscillator frequency, h¯Ω
(1,0)
k,ϕ −h¯Ω ≡ E1;k,ϕ−E0;k,ϕ−
h¯Ω. The transition at the ground state (k = 0, ϕ = 0) and
the maximally excited state (k = 1/2, ϕ = pi) is unique, i.e.,
maximal and minimal respectively, whereas the transition at
each saddle point is degenerate. For illustrative purposes,
plots are drawn with EQ = EJ ≡ E•, EC/EJ = 200 and
EL/EJ = 10.
eigenbasis {|Ψm;k,ϕ〉1,2} is of the form
nˆ+1 =
∑
m>n
∫ 1/2
−1/2
∫ pi
−pi
dkdϕ 〈Ψm;k,ϕ|nˆ1|Ψn;k,ϕ〉1,2 1,2
× |Ψm;k,ϕ〉1,2〈Ψn;k,ϕ| . (F2)
The master equation for the system density operator and
the input-output relation are then, using the results in
Refs. [31, 32], given by Eqs. (31) - (33) in the main text.
The spectrum displayed in Fig. 5 is obtained by assum-
ing the dualmon state initially in the ground state mani-
fold with a specific pair of (k, ϕ), say, the state |Ψ0;k,ϕ〉1,2.
We then approximate the dualmon as a two-level system
with eigensystem
|Ψ0;k,ϕ〉1,2; E0;k,ϕ= h¯Ω/2− E′Q cos(2pik)− E′J cos(ϕ)
|Ψ1;k,ϕ〉1,2; E1;k,ϕ=3h¯Ω/2− E′′Q cos(2pik)− E′′J cos(ϕ)
,
where
E′Q = e
−pi2/zEQ
E′J = e
−z/4EJ
E′′Q = (1− 2pi2/z)E′Q
E′′J = (1− z/2)E′J
. (F3)
The transition frequency, h¯Ω
(1,0)
k,ϕ = E1;k,ϕ − E0;k,ϕ, is
h¯Ω
(1,0)
k,ϕ = h¯Ω +
2pi2
z E
′
Q cos(2pik) +
z
2E
′
J cos(ϕ). (F4)
In Fig. 8, we plot the variation of Ω
(1,0)
k,ϕ with respect to
(k, ϕ). The transition is unique at the ground state (k =
0, ϕ = 0) and the maximally excited state (k = 1/2, ϕ =
pi) only, being maximal and minimal respectively.
We move to the frame rotating at the drive frequency
ωD, making the master equation (31) time-independent.
We then solve for the steady-state solution of this mas-
ter equation, and compute the transmission. Relevant
parameters for plotting are chosen as EQ = EJ , h¯Ω =
40
√
5EJ , z =
√
20, γ = 0.01ωD, and h¯α
2 = 0.1EJ .
Noteworthily, a time-dependent treatment with higher
truncation for the transmission problem yields a consid-
erably similar result.
Appendix G: Scanning over bias charge and flux
We recall that the spectrum shown in Fig. 3 is com-
puted by numerically solving the eigensystem of mode 1
described by the Hamiltonian Hˆ1(k, ϕ) in Eq. (18) in the
absence of flux and charge biases. When the two biases
are nonzero, the Hamiltonian of mode 1 is
Hˆ1(k, ϕ;nx, φx)=EC(nˆ1+nx)
2+EL(φˆ1−φx)2
−EQ cos(2pi(nˆ1−k))−EJ cos(φ1+ϕ).
(G1)
It can be checked that under the unitary transformation
Uˆ(nx, φx) = exp (inˆ1φx) exp (iφˆ1nx), (G2)
Hˆ1(k, ϕ;nx, φx) becomes
Uˆ(nx, φx)Hˆ1(k, ϕ;nx, φx)Uˆ
†(nx, φx)=Hˆ1(k+nx, ϕ+φx).
(G3)
This implies the spectrum of Hˆ1(k, ϕ;nx, φx) is ob-
tained by shifting the origin of the Hˆ1(k, ϕ)-spectrum
to (−nx,−φx). After turning on the bias parameters
the system state (initially assumed to be an eigenstate)
is changed into a new eigenstate with a new eigenenergy
and new transition frequencies. Hence, scanning over the
biases nx ∈ [−1/2, 1/2) and φx ∈ [−pi, pi) maps the full
spectrum of the dualmon system.
Appendix H: Thermal induced dephasing rate
We calculate the dephasing rates due to thermal ex-
citations and relaxations for two different cases, that is,
a qubit that is encoded in an ordinary two-level system,
and a qubit that is encoded in the ground state manifold
analogous to the proposed dualmon qubit.
The master equation for the standard two-level-system
case is
ρ˙ = − ih¯ [Hˆ, ρ] + γ−D[σˆ−]ρ+ γ+D[σˆ+]ρ, (H1)
where
Hˆ = 12 h¯ω(|e〉 〈e| − |g〉 〈g|)
σˆ− = |g〉 〈e|
σˆ+ = |e〉 〈g|
, (H2)
and γ−(γ+) is the relaxation (excitation) rate. From the
master equation, we find the evolution equation for the
off-diagonal element ρeg as follows
ρ˙eg = −iωρeg − 12 (γ+ + γ−)ρeg, (H3)
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showing the dephasing rate is proportional to the sum of
both the relaxation and excitation rates.
With regards to the qubit encoded in the ground state
manifold as in the dualmon device, we assume the system
possesses a ground state manifold consisting of |g1〉 and
|g2〉 and an excited state manifold with |e1〉 and |e2〉. By
analogy to the coupling operator nˆ1 in Subsec. IV D, we
further assume that the coupling of the system to a heat
bath does not induce transitions within each manifold,
but allows selected transitions between different mani-
folds, namely, |gj〉 ↔ |ej〉 (not including |gj〉 ↔ |ej′〉 for
j 6= j′). In this case, the relevant master equation is
%˙ = − ih¯ [Hˆ, %]+
2∑
j=1
(
γ
(j)
− D
[
σˆ
(j)
−
]
%+γ
(j)
+ D
[
σˆ
(j)
+
]
%
)
, (H4)
where
Hˆ = ∑2j=1 12 h¯ωj(|ej〉 〈ej | − |gj〉 〈gj |)
σˆ
(j)
− = |gj〉 〈ej |
σˆ
(j)
+ = |ej〉 〈gj |
, (H5)
and γ
(j)
− and γ
(j)
+ are respectively the relaxation and ex-
citation rates between |gj〉 and |ej〉. The time evolution
for the off-diagonal element %g1g2 , which is related to de-
phasing of the dualmon qubit, is then
%˙g1g2 =
1
2 i(ω1 − ω2)%g1g2 − 12 (γ(1)+ + γ(2)+ )%g1g2 . (H6)
This result demonstrates that the dephasing rate for the
dualmon qubit is determined by the excitation rates out
of the ground state manifold only, remarkably differing
from the standard two-level-system case.
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