Comparisons of 2D fluid simulations with experimental measurements of Ar/Cl 2 plasmas in a low-pressure inductively coupled reactor are reported. Simulations show that the wall recombination coefficient of Cl atom (γ ) is a crucial parameter of the model and that neutral densities are very sensitive to its variations. The best agreement between model and experiment is obtained for γ = 0.02, which is much lower than the value predicted for stainless steel walls (γ = 0.6). This is consistent with reactor wall contaminations classically observed in such discharges. The electron density, negative ion fraction and Cl atom density have been investigated under various conditions of chlorine and argon concentrations, gas pressure and applied rf input power. The plasma electronegativity decreases with rf power and increases with chlorine concentration. At high pressure, the power absorption and distribution of charged particles become more localized below the quartz window. Although the experimental trends are well reproduced by the simulations, the calculated charged particle densities are systematically overestimated by a factor of 3-5. The reasons for this discrepancy are discussed in the paper.
Introduction
Plasma processing is widely used to modify surfaces in thin film device manufacturing industries.
III-V compounds such as GaAs, InP or GaN-based materials are increasingly important for their use in optoelectronic applications, especially in the telecommunications and light detection industries. Photonic devices, including lasers, photodetectors or light emitting diodes, require reliable etching processes characterized by high etch rate, profile control and low damage. Although many problems remain to be understood, inductively coupled discharges seem to be very promising to etch such materials, using Cl 2 /Ar, Cl 2 /N 2 and Cl 2 /H 2 gas chemistries [1, 2] . In the microelectronics industry, low-pressure chlorine-based plasmas are also used in sub-micrometre device fabrication involving silicon and polycrystalline silicon (poly-Si) [3, 4] . Inductively coupled plasma (ICP) sources meet most of the requirements for efficient plasma processing such as high etch rates, high ion densities and low controllable ion energies [5] . However, the use of gas mixtures incorporating both electropositive and electronegative gases complicates the plasma kinetics significantly. In particular, the presence of a negative ion population in the plasma alters the positive ion flux, reduces the electron density, changes the electron temperature, modifies the spatial structure of the discharge and can cause unstable operation [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
Several experimental studies and numerical simulation results have been published on inductively coupled Cl 2 /Ar plasmas [16] [17] [18] [19] , but relatively few systematic comparisons of models' predictions and experimental data have been reported in given reactor geometries, under a wide range of operating conditions. Validation of numerical predictions is essential for chemically complex plasma processing and there is a need to benchmark the models with as many measurements as possible. Consequently, in this paper, we investigate a Cl 2 /Ar inductively coupled discharge and confront experimental measurements with 2D fluid model predictions of various plasma parameters and neutral quantities.
The paper is organized as follows. Section 2 describes the experimental setup and the different plasma diagnostics, based on Langmuir probe measurements, laser induced fluorescence (LIF) and photodetachment techniques. Section 3 presents the characteristics of the 2D fluid simulation of the ICP discharge, the numerical tools and the model chemistry. The effects of power, pressure and Ar/Cl 2 ratio on the chlorine atom density, the negative ion fraction and the electron density are presented and discussed in sections 2 and 3. Our conclusions are given in section 4.
Experimental arrangement and diagnostics

The ICP system
The experimental measurements were carried out in an ICP operating with argon and chlorine as the feed gases. The reactor has been described elsewhere [15, 20] . Briefly, the upper antenna is a planar 6-turn water-cooled coil made from a 6 mm diameter copper tube that couples power to the plasma through a 21 mm thick quartz window (200 mm diameter). The lower, 200 mm diameter, stainless steel electrode and the stainless steel vacuum vessel were grounded. The gap between the quartz window and the bottom stainless steel electrode is 85 mm. The central connection of the antenna is powered by a 13.56 MHz rf power supply through a close coupled L-type matching network. The outer connection of the coil is grounded. For all the measurements reported here the matching capacitors were adjusted to minimize the reflected power. The reported input power is the difference between the forward and averaged reflected power as read from the power supply meter. The plasma chamber was evacuated by a turbo molecular pump, which routinely achieved base pressures of 2 × 10 −6 Torr. During plasma operation, the pressure was monitored by a 0-100 mTorr capacitance manometer. A fourchannel MKS flow controller varied the flows of argon and chlorine into the chamber. This allowed for different gas ratios to be obtained. The total gas flow was kept constant at 10 sccm for all measurements. The pumping was throttled to maintain the desired gas pressures. All the present measurements were with gas pressures and input powers in the range from 1 to 50 mTorr and up to 400 W, respectively.
Plasma diagnostics
Langmuir probe.
A passively compensated Langmuir probe [21, 22] was used to determine the plasma parameters from measurements of the probe I (V ) characteristics described previously.
The electron energy probability functions (EEPF) were determined from the second derivative of the I (V ) characteristics [23] . The electron density and electron temperature were determined from the EEPF and the positive ion density was calculated from both the ion saturation current [24] and from the quasineutrality relation n + = n e + n − , where n − was determined from the photodetachment method described below. Good agreement was found between both methods. The compensated Langmuir probe design is similar to that described previously [14, 22] . The probe tip was made from 0.125 or 0.08 mm diameter platinum wire with 10 mm extended beyond the surrounding alumina insulator. The compensated probe system consisted of the measurement probe and a separate floating reference probe to correct for fluctuations in the direct current value of the plasma potential caused by the different potentials applied to the measurement probe. Due to contamination of the probe tip when operating with discharges containing chlorine gas, the probes were cleaned after every single measurement by switching to a pure argon discharge and drawing an electron current sufficient to have the tip glow bright red. A set of benchmark time-averaged plasma parameters measurements at specific plasma operating conditions were used to determine reproducibility and to check for any longer term drifts in the plasma or measurement techniques. The plasma density could vary by a factor of 3 depending on the prior operating history of the discharge. Prior to all experimental runs, a pure argon discharge was run for about 1 h so that the chamber surfaces reached a steady-state temperature before measurements were made. The error bars presented in this paper were determined from the reproducibility of the experimental measurements when operating with the discharge at different times under the same conditions (input power, pressure and gas flow).
Probe-based laser photodetachment.
A probe-based laser photodetachment technique, as described in [14] , was used to measure the negative ion density. Briefly, the negative ion density was determined from measurements of the dc electron current (I − dc ) in the absence of the laser pulse and the increase in the current ( I − ) immediately after the pulse using the relationship [25, 26] :
where n e and n − are the electron and negative ion densities, respectively. The electron density is determined by the Langmuir probe measurement as discussed earlier.
For negative ion detection, the experimental arrangement consisted of a 5 mm diameter cylindrical beam, from a frequency quadrupled Nd : YAG laser (266 nm), aligned to be co-linear with an uncompensated 0.5 mm diameter platinum wire probe biased positively to detect the electrons photodetached from the negative ions.
The necessary conditions for probe voltage and laser beam power conditions were determined to ensure that the negative ion fraction was measured correctly. The laser photon energy (4.65 eV) was sufficient to photodetach Cl − , which is the dominant negative ion and has an electron affinity of 3.6 eV [27, 28] . The negative ion species Cl − 2 will also be photodetached as the energy required is 2.5 eV. The laser beam energy dependence of the probe signal indicated that, as previously found in an inductively coupled chlorine discharge [29] , Cl − was the dominant negative ion. This measurement also indicated that at the full energy output of the laser only 75% of the negative ions in the laser beam volume were being detached. The laser energy was therefore monitored closely and the signal corrected using the calculated dependence based on the known photodetachment cross section.
Laser induced fluorescence (LIF).
The LIF scheme used here to measure the absolute atomic chlorine density has been described elsewhere [20] . Two photons at 233.3 nm were generated using a frequency-doubled Nd : YAG laser pumped dye laser system. The dye laser was frequency doubled to produce a 597 nm beam and then frequency mixed with the remaining Nd : YAG fundamental to generate ≈3 mJ per 10 ns pulse of the desired 233.3 nm output. The laser output was focused using a 50 cm focal length quartz lens through a quartz window into the plasma centre region and 2-3 cm above the stainless steel bottom electrode. An Andor ISTAR intensified CCD camera was used to detect the LIF signal. An Oriel interference filter (central wavelength 726.92 nm, bandwidth 7.59 nm) was used to discriminate plasma emission at wavelengths other than the fluorescence signal. To obtain the absolute density, the LIF measurements were calibrated by detecting the signal from a known number of chlorine atoms. Here, the plasma chamber was filled to a known pressure with CCl 4 and identical measurements were made to those in the plasma discharges. A known density of chlorine atoms is produced by the photo-dissociation of CCl 4 [30] . This molecule also has a quantum yield of almost unity for CCl 3 production at wavelengths greater than 230 nm, indicating that the photolysis of the molecule into CCl 3 and a Cl radical is the dominant photo-dissociation process.
Model of the ICP discharge
In this work, a 2D fluid model, initially developed by Hsu et al [31] , is used to investigate Cl 2 /Ar chemistries and study the influence of various operating conditions on both plasma and neutrals characteristics. This model is able to calculate plasma parameters within the reactor volume, along with neutral radical densities and profiles for purely inductive discharges. In this paper, only a brief description of the model is given but more details on the computational procedures and the equation set can be found elsewhere [31] .
Model formulation
This model couples plasma electrodynamics to neutral chemistry and transport. Electrons, ions and neutrals are treated as three continuum fluids with exchange of mass, momentum and energy through appropriate source and loss terms.
The plasma is assumed to be ambipolar and quasineutral. The drift-diffusion approximation is applied for ions and electron fluxes. Ions are assumed to be isothermal with T i = 0.05 eV and ion inertia is neglected. A key assumption of the model is the Maxwell-Boltzmann electron energy distribution function (EEDF). Assuming quasineutrality, the electron density (n e ) is set equal to the sum of positive ion densities minus negative ion densities. Since Poisson's equation is not solved, the model does not include the sheath dynamics. The neutral species are assumed to be in local thermal equilibrium characterized by a single temperature, therefore we solve a single energy balance equation for the neutral gas. Power deposited into electrons comes from inductive coupling from an external coil. The current version of the model is intended to obtain steady-state solutions.
The model geometry and the set of equations are set up and solved using the coupled COMSOL-MATLAB platforms. The potential advantages of using these commercial packages include improved standardization, portability and transparency, as well as the possibility to easily modify the geometry. In this paper, the model reactor was designed to match the geometry and the dimensions of the experimental ICP setup, as shown in figure 1. The system is predominantly cylindrical and perfectly axially symmetric, with a 20 cm diameter and 10 cm long plasma chamber. Interior walls are assumed to be grounded (stainless steel) and the top surface dielectric (quartz window). The wall temperature floats in practice but is generally ≈40
• C and is assumed to be room temperature in the model. The gas flow arrives from the top annular region and is removed through the radial annular edges at the bottom. Simulations are generally run between 5-100 mTorr, 0-100 sccm and 50-1000 W.
Eight different species are included in the model, as listed in table 1. Ar, Cl and Cl 2 electronic excitations to metastable or resonant states are included in the electron energy loss channel, but only ground electronic state densities are followed. The inelastic electron impact reactions as well as the charge exchange and neutralization reactions are listed in table 2. For each species, the net neutral flux at the walls is the sum of the fluxes for radical recombination and ion neutralization. Wall chemistry is described in a relatively simple way, employing overall reaction coefficients rather than a site balance model.
Remarks and improvements
The expression for the electron energy flux at the walls into the electron energy equation was modified, in order to take into account the potential drop within the sheath between the plasma and the floating walls. In the presence of the sheath, the electron flux at the walls is [5] :
where v e is the mean electron speed and w is the potential of the wall with respect to the sheath-presheath edge. And the electron energy flux at the walls is Q e = 2kT e e 1 + e w 2kT e .
So if the space charge sheath is considered, the kinetic energy loss at the walls increases. By assuming w ≈ 5kT e , we obtain Q e = 7kT e e . Using this expression instead of 2kT e e makes n e decrease by ≈25%. The expression of the ion flux at the walls was also modified. Initially, the radial centreline had zero flux and at the walls, the ion flux was set equal to the Bohm flux:
where n j + is the density of positive ion j at the wall, and eT e /M j the Bohm velocity. However, when the electronegativity is large (typically larger than 2), this boundary expression must be modified with the following velocity condition [5] :
where M is the positive ion mass, γ ≡ T e /T − and α s is the electronegativity at the sheath edge. When α s is large, the expression becomes
At low electronegativity, the plasma tends to stratify into an electronegative core and an electropositive edge, and the Bohm criterion is not modified. Note that this stratification occurs because the ambipolar field required to confine the mobile electrons pushes the negative ions into the discharge centre. In the high electronegative regime, the electron density becomes uniform, the negative ions fill the entire discharge volume and the Bohm velocity is modified [5] . For the discharge conditions simulated in this paper, the negative ion fraction rarely exceeds 2.5, and therefore, the electropositive expression of the Bohm velocity was often a good approximation. However, the effect of the modified Bohm velocity proved very important in other regimes explored but not presented in this paper. Another important parameter in the model is the assumed fraction of the ICP power deposited into electrons. The net power into the plasma was estimated experimentally by measuring power losses into the external circuit and matching network with the plasma off. It was observed that transmission efficiency is much better in inductive operation and varies with gas chemistry. For instance, this efficiency was estimated to be around 20-40% in capacitive mode and 70-80% in inductive mode, depending on the pressure and gas mixture. We used these results to scale the power in the model such that the value used in the simulations is actually a fraction of the total delivered power.
Finally, the recombination probability of the Cl radical on the reactor walls was also modified. In the model, the neutral flux of Cl 2 at the walls due to recombination is given by Rec,Cl 2 = 1 4 where γ , w, ρ andv are, respectively, the surface recombination coefficient, mass fraction, mass density and thermal velocity of the Cl radical. The initial recombination coefficient was taken from Kota et al [36] , assuming γ = 0.6 for stainless steel walls and γ = 0.05 for the quartz window. However, it was noted that varying γ had a big influence on expression (7) and greatly modified the neutral densities. Figure 2 shows the measured pressure dependence of the chlorine atom density at 400 W as well as the model predictions for different values of the recombination coefficient. In inductive mode, we observe that the atomic chlorine density increases with increasing pressure, reaching 7.21 × 10 14 cm
at 70 mTorr. The model predictions show that γ must be between 0.05 and 0.01 to quantitatively fit the experimental data, which is much lower than 0.6. However, since there was no plasma cleaning of the chamber walls during the experimental campaign, we believe that deposition of films on stainless steel surfaces could modify the recombination probability of Cl radicals. Contaminants on the wall were not analysed, however, Cunge et al showed that chlorine plasmas operated in reactors of different wall coatings, under otherwise identical plasma conditions, have completely different Cl mole fractions because the recombination probability of Cl atoms is strongly surface dependent [37] . For instance, they showed that the recombination coefficient of Cl atoms can be 0.005 on SiOCl film while it is about 0.3 on AlF, CCl or TiOCl coated reactors. Also, the recombination coefficients were measured to be fairly strong functions of surface temperature and to drop pretty rapidly above 300 K [36] . Figure 3 displays the chlorine atom density as a function of input power at 10 mTorr for a pure chlorine plasma, for both experiment and model. The experimentally measured chlorine atom density displays a maximum of 3 × 10 14 cm −3 at 200 W, remains constant up to 300 W and then decreases at higher powers probably because of gas heating [20] . Here the trends predicted by the model agree well with the experiment for γ = 0.01, even if we do not observe a pronounced decay of Cl density at high powers. In any case, these figures show that n Cl is strongly dependent on the recombination coefficient and that the best agreement between model and experiment is obtained for low values of γ , therefore, we decided to take γ = 0.02 for all our simulations.
Results and discussion
We start our discussion by examining the EEPF, which plays a very important role in the plasma since it governs all the inelastic electron impact processes. The EEPFs for various argon-chlorine plasmas at 10 mTorr and 200 W are shown in figure 4 . In the experimental system, the EEPF changes from a truncated Maxwellian in a pure argon plasma to a single Maxwellian in a pure chlorine plasma. This phenomenon is due to the increase in inelastic collisions with higher threshold energies in argon, in comparison with chlorine, which depletes the EEPF. As the chlorine flow increases, these processes are removed, resulting in the single Maxwellian profile. For 50% chlorine concentration, the EEPF becomes Maxwellian for input powers greater than 150 W. In pure chlorine, it occurs at higher power ( 200 W). Consequently, as observed experimentally, the assumption of a Maxwellian EEPF in our model treatment of electrons is a good approximation for Ar/Cl 2 mixtures in inductive mode. Figure 5 displays the electron density dependence on power at 10 mTorr, for both the experiment and the model. Contrary to the GEC inductively coupled reactor [14] , this particular system does not show a sudden transition from the E to the H mode with increasing power, usually characterized by a pronounced increase in density and light intensity. However, the switch from the capacitive to the more efficient inductive mode can be observed at defined input powers, being ≈80 W in pure argon and moving to higher values with increasing chlorine concentration. The model does not include any capacitive coupling, therefore no simulations can be run under 100 W and mode transitions will not be observed. For input powers higher than 100 W, the model agrees qualitatively well with the experimental results; however, it predicts densities that are nearly 5 times higher for chlorine mixtures. The agreement is better for pure Ar discharge, where n e is overestimated by a factor 3. This overestimation may have several origins. Firstly, the chemistry database for mixtures of Cl 2 and Ar may require additional work in terms of reaction cross sections and rate constants. The current set of inelastic processes included in the model may underestimate the energy loss for electrons. Secondly, we believe that the drift-diffusion approximation is not well adapted to the pressure range studied in this paper. At high pressure ( 100 mTorr), the ion drift velocity u i is small compared with the ion thermal velocity v thi , and therefore the ion neutral collision frequency ν i is constant. However, for intermediate pressure ranges (1-100 mTorr), a different model is required since the ion mean free path λ i can approach the characteristic length of the system. Consequently, u i v thi over most of the discharge region and so the ion neutral collision frequency and mobility vary with u i , introducing a nonlinearity into the ion transport equation [38] . The density profiles are flatter in the middle and steeper at the edge, compared with the cosine profile of the high pressure model. This induces larger positive ion wall losses and could reduce the central ion densities. Thirdly, the measured power transfer efficiency may be overestimated. We should also mention the difficulty of making and interpreting the probe measurements, in particular with a reactive molecular gas like chlorine. Indeed, one must consider that Langmuir probes are an intrusive diagnostic technique which can affect the measured plasma parameters.
Power dependence
The dependence of the negative ion fraction [n − ]/[n e ] with input power for various chlorine concentrations at 10 mTorr is shown in figure 6 . At low input powers, the discharge is more electronegative for all mixtures. The electronegativity decreases with increasing input power, which demonstrates, as already reported in oxygen [14] , that the inductive mode is less electronegative than the capacitive mode [39] . This is likely due to the increased dissociation of molecular chlorine at high input powers, which are a precursor for negative ion formation. At fixed power, the electronegativity increases with chlorine content, as shown in figures 6 and 11. There is a very good qualitative and quantitative agreement between the experiment and the simulation. However, one should remember that the quantitative agreement rests on the fact that both n e and n − are overestimated by a factor 5, as discussed previously.
Pressure dependence
This section discusses the pressure dependence of the electron density and negative ion fraction. Referring to figure 7, the measured negative ion fraction decreases with increased pressure from 1.6 at 5 mTorr to 1.1 at 25 mTorr. These measurements were taken for a 1 : 1 argon-chlorine plasma operating at 200 W input power. The negative ion fraction predicted by the model is in good agreement with the experiment, both qualitatively and quantitatively. The pressure dependence of the electron density is shown in figure 8 . The measured density displays a maximum near 17 mTorr at 3.7 × 10 10 cm −3 . A similar dependence was observed by Khater and Overzet [40] when operating with a pure chlorine discharge. They observed that this dependence on pressure varies at different axial positions. Close to the power deposition region (i.e. near the quartz window), the electron and ion densities increase with increasing pressure and then saturate or even decrease, while close to the lower electrode (i.e. near the wafer), the densities decrease monotonically with increasing pressure. The model clearly displays this dependence on axial position. Figures 9 and 10 show how the spatial distribution of electrons and negative ions changes with pressure. With increasing pressure, we observe that power absorption and distribution of electrons become more localized below the quartz window, as previously reported [40] . It should also be noted that several other processes might occur when changing the pressure. For instance, the transition from the capacitive to the inductive mode may occur at different input powers for specified pressures. Hence by remaining at a fixed power and by varying the pressure (as we have performed in the experiment), the discharge may switch between capacitive and inductive modes.
Ar/Cl 2 ratio
The dependence of the negative ion fraction on argon-chlorine mixtures is shown in figure 11 . The measurements were taken with no systematic order in order to avoid any long time-scale effects (e.g. measurements were made with 10% of Cl 2 , then 70%, then 35%, etc). The negative ion fraction increases from 0.3 with 10% of Cl 2 to nearly 5 with 90% of Cl 2 , but not linearly. This increase is most rapid with increasing chlorine concentration up to 30% and then slows down. Between chlorine concentrations of 30% and 55%, the plasma appears to be depleted of negative ions as the negative ion fraction remains fairly uniform with a value around 1.5. Again there is good qualitative agreement between the experiment and the model (line). However, the model does not display any 'concentration window' where the negative ion fraction remains fairly uniform.
The dependence of the electron density on chlorine concentration is shown in figure 12 . As expected, the measured electron density decreases with increasing chlorine content due to energy loss in molecular gases. The electron density decreased rapidly from 7.5 × 10 10 cm −3 in pure argon to 1.4 × 10 10 cm −3 with 20% chlorine. For chlorine concentrations greater than 20%, the decrease in the electron density is more gradual. In figure 12 , the density predicted by the model (line) has been reduced by a factor of 4 but the trend agrees well with the experiment.
Conclusion
In this paper, we describe results from experiment and simulations of Ar/Cl 2 and Cl 2 plasmas in a low-pressure inductively coupled reactor. The major goal of this work was to make a systematic and detailed comparison between experimental data and model predictions under a wide range of operating conditions, which is essential for plasma processing and validation of models. Simulations show that the wall recombination coefficient of Cl atom is a crucial parameter of the model and that plasma densities, especially neutral densities, are very sensitive to its variations. By modifying the recombination coefficient, not only do we quantitatively change the densities but we also obtain different evolution trends with pressure or chlorine content. The best agreement between the model and the experiment is obtained for γ = 0.02, a much lower value than predicted by theory for stainless steel walls (0.6).
In Cl 2 -rich conditions and above 150 W, the EEPF appears to be nearly Maxwellian, therefore our Maxwell-Boltzmann treatment of electrons in the model is a good approximation for Ar/Cl 2 mixtures in inductive mode. By increasing power, the discharge switches from the capacitive to the inductive mode and the plasma electronegativity decreases strongly. At high pressure, the power absorption and the distribution of charged particles become more localized below the quartz window, as previously reported.
In general, changes in trends and profiles obtained in the simulation are in close agreement with the experiments. However, the calculated charged particle densities are systematically overestimated by a factor of 3-5. This overestimation may have several origins. Firstly, the chemistry database for mixtures of Cl 2 and Ar may require additional work in terms of reaction cross sections and rate constants. Indeed, the current set of inelastic processes included in the model may underestimate the energy loss for electrons. We also believe that the drift-diffusion approximation is not well adapted to the pressure range studied in this paper. Indeed, for our intermediate pressure range (1-50 mTorr) , a different model is required since the ion mobility varies with the ion drift velocity, introducing a nonlinearity into the ion transport equation. This induces larger densities at the edges and consequently larger positive ion wall losses, which could reduce the central ion densities. Also, the measured power transfer efficiency may be overestimated. Finally, one must consider that Langmuir probes are an intrusive diagnostic technique which can affect the measured plasma parameters. A non-intrusive measurement of the plasma density by Thomson scattering or microwave interferometry would serve as a useful comparison to verify the present experimental data.
