Abstract
Introduction
Testing for autocorrelation in data is an important step in building a linear regression model. While the literature provides many tests for this purpose, the Breusch-Godfrey (BG) Lagrange multiplier (LM) test suggested by Breusch (1978) and Godfrey (1978) is the most popular among practitioners. The objective of these tests of misspecification is to obtain correct inferences about autocorrelation. Ignoring autocorrelation in data can lead to wrong conclusions when testing the significance of the regression parameters of central interest.
Generally, the BG-LM test is used without considering the presence of heteroskedasticity. Several studies investigate the performance of autocorrelation tests in the presence of conditional heteroskedasticity, including Wooldridge (1991) , Guo and Phillips (2001) and Mantalos and Shukur (2005) , among others. More recently, Jeong and Kang (2012) and Hyun et al. (2010) have used simulations to show that the BG-LM test can generate substantial size distortions in the presence of unconditional heteroskedasticity and misleading results in the case of a variance break. Shim et al. (2006) propose a modified LM test based on feasible generalized least squares (FGLS) and a revised variance ratio (VR) test for autocorrelation as an alternative to the BG LM test in the presence of variance breaks. Importantly, the FGLS-based LM test is not robust to the type of heteroskedasticity. Moreover, if the heteroskedasticity is not due to a variance break or if no prior information on the breakpoints is available, then the FGLS-based test gives invalid results. Jeong and Kang (2012) argue that the VR test proposed by Shim et al. (2006) , while robust to the type of heteroskedasticity, does not work well for finite samples. They suggest a modified VR test and wild bootstrap version of different VR tests in the presence of unconditional heteroskedasticity. Mun et al. (2014) propose a modified LM test for autocorrelation when there is a break in variance. Their simulation results show that the proposed test has good size and power properties when applied to small samples and is robust to variance-break heteroskedasticity.
This study focuses on the low power of these tests under a misspecified lag length, especially for small samples. We propose three new VR tests by modifying the weights used in their standard versions. The simulation results show that these modified tests perform reasonably well for both static and dynamic regression models compared to existing tests. Moreover, they are robust to the presence of heteroskedasticity, have good size properties and remain more powerful even in variance-break cases.
The rest of the paper is organized as follows. Section 2 defines the model and VR tests used. The proposed modified VR tests are presented in Section 3. The Monte Carlo simulation results are given in Sections 4 and 5. Section 6 applies these tests to real-life contexts and Section 7 concludes the study.
Model and VR Test
We consider the following linear regression model:
where is the response variable, is the ith row of the matrix X of order (n × (k + 1)), n is the sample size and k is the number of parameters. is a vector of parameters of order ((k + 1) × 1) and E( ) = 0 for all i. We are interested in whether is serially uncorrelated. The BG-LM test for autocorrelation is reliable when the disturbance term has a constant variance, that is, homoskedastic errors, but can be misleading in the case of heteroskedastic errors. To consider this scenario, we define the error term in model (1) as
where is a heteroskedasticity factor used to create different types of heteroskedasticity, is white noise with a zero mean and unit variance, and ( ) = 0 for i ≠ j. The factor will result in multiplicative heteroskedasticity if it is a function of a pre-determined variable. In model (2), if we define the factor in the form of a categorical variable, then it will produce multiple variance-break cases as follows:
where 1 [.] is the indicator function and ∈ (0, 1) is the break timing. Shim et al. (2006) and Hyun et al. (2010) study the simple variance break by considering a single variance breakpoint. In this case, the variance of , that is, σ 2 , is σ 1 2 for ≤ 1 and σ 2 2 for > 1 . Similarly, when we have s breaks, there will be (s + 1) variances in .
The VR test is designed to identify the presence of serial correlation in a time series by investigating whether the variance of the q-period return is exactly q times larger than the variance of the one-period return. While the literature provides different versions of the VR test, in its simplest form the test compares the variance of the q-period return and q times the variance of the one-period return, that is:
where
and ̂= −̂, where ̂ is the estimator of . If the errors are serially uncorrelated, then the q-period return variance will be precisely q times the variance of the single-period return. In this case, the value of VR(q) will be near 0. Lo and MacKinlay (1988) show that the VR(q) given in model (4) can be written as
where q is the lag length and (ℎ) = ∑̂̂− ℎ / =ℎ+1 ∑̂2 =1 is the autocorrelation coefficient estimator at lag h. They argue that the VR(q) test has the following limiting distribution under the null hypothesis:
Model (5) describes the computation of variance ratios for an aggregate value q. We can see that these are a linear combination of the first (q − 1) autocorrelation coefficient estimators with mathematically declining weights. When q = 2, the VR(q) value will be approximately the first-order autocorrelation coefficient. Jeong and Kang (2012) argue that the standard VR(q) test given in models (4) and (6) may be misleading in the presence of negative autocorrelation among the errors. For example, for q = 3, the VR(q) approaches 0 if Σ̂̂− 2 = Σ̂̂− 1 = Σ̂− 2̂−1 = 0, which implies that the errors have no serial correlation. When we have serially correlated errors, the VR(q) statistic will still approach 0, but in this case, Σ̂̂− 2 = −Σ̂̂− 1 − Σ̂− 2̂−1 ≠ 0. Pagan (1984 Pagan ( , 1986 shows that, while the presence of negative autocorrelation might not lead the value of VR(q) towards 0, it can affect the power of the test. To resolve this, Jeong and Kang (2012) suggest using the quadratic version of the VR(q) test, QVR(q), which is defined as:
Here, Jeong and Kang (2012) employ the bootstrap distribution, indicating that the asymptotic distribution for it was not derived.
Modified VR Tests
This section proposes three new tests: WVR, WQVR and WAVR. The first two are modified versions of the VR and QVR tests. The third test suggests using absolute autocorrelation, given that (as discussed in Section 2) the presence of negative autocorrelation adversely affects the performance of VR tests. Unlike the QVR test, this uses the original magnitude of autocorrelation while addressing the problem of negative autocorrelation. The new tests are defined as follows:
where p = q -1, ℎ = (1 − ) ℎ−1 and 0 < < 1. The rationale for using the ℎ term is that it enables one to simultaneously control the lag length and assign geometrically decaying weights to the autocorrelations. The parameter is user-defined but based on empirical evidence, we propose that = 0.7. For these suggested tests, we do not attempt to derive their asymptotic distribution since we employ the wild bootstrap procedure for these statistics.
Numerical Results
This section provides numerical results for the empirical size and power of the suggested VR tests, including a comparison with the existing tests. We consider two types of heteroskedasticity: multiplicative heteroskedasticity and the variance-break case. In both cases, we use static l and dynamic regression models. In comparing our results with those reported in the literature, we follow the simulation design used by Jeong and Kang (2012) .
The static regression model is defined as:
where the predictor ~(0, 1) and the values of 0 and 1 are set to 1.
The dynamic regression model is given as:
The value of 1 is set to 0.5 to avoid the complexity of nonstationarity, while the remaining parameters are set to 1. To remove the effect of initial values, we have burned out the first 100 simulated observations.
To compute empirical size, we define the serially independent errors of the regression model of multiplicative heteroskedasticity as follows:
where ~(0, 1), sorted by absolute values, is used to create the heteroskedasticity and ~(−0.5, 0.5) is the random error term. Thus, var( ) is increasing in i. To compare power, we consider the following seven data-generating processes (DGPs) for the error term:
The following wild-bootstrap algorithm is used to compute size and power. The only difference between the two is that, for empirical size, the sample is simulated under the null hypothesis, while for power, the simulation is under the alternative hypothesis. In both cases, the model used under the null hypothesis is fitted to the simulated sample. T generally denotes any of the tests, that is, VR, QVR, WVR, WQVR and WAVR.
Compute the OLS residuals, ̂= −̂.
2. Calculate the test (say, T) using the OLS residuals obtained in step 1.
Bootstrap
(say, * ) using
and is a random vector such that ( ) = 0 and ( 1 2 ) = 1. Here, is taken from the Rademacher distribution as Pr( = 1) = Pr( = −1) = 0.5.
Repeat steps 1-3 B times (the number of bootstrap samples) to obtain
the test for each bootstrap sample, that is, 1 * , 2 * , … , * .
5. Compute the 100(1 − )% percentile (say, 1− * ) of the bootstrap distribution obtained in step 4.
6. Repeat steps 1-5 N times. The empirical size and power are computed as #( > 1− * )/ .
Kim (2006) and Jeong and Kang (2012) show that, using the bootstrap method, one can construct an empirical (bootstrap) distribution for the VR test that is robust to the form of heteroskedasticity. They argue that a bootstrap distribution gives more accurate critical values than an asymptotic normal distribution. We consider three choices of sample size -n = 30, 50 and 100 -and four different lag lengths of the autoregressive serial correlation, p = 1, 2, 4, 12. The nominal size of the test is fixed at 5 percent and q = p + 1. The number of Monte Carlo runs is set to 1,000, while 500 bootstrap samples are used.
The results for the empirical size of the proposed tests for static and dynamic models are given in Tables 1 and 2 , respectively. The static and dynamic models given in (12) and (13) are considered null models. The results given in Table 1 show that, when the null model is static, the size of the proposed test is a very close approximation to the corresponding nominal size. While the standard VR and QVR tests also yield a good size approximation, they deviate from the empirical size the larger the chosen lag. The WVR, WQVR and WAVR tests give better size results and remain stable at varying lag values. Thus, the approximation to the asymptotic distribution of the proposed tests is not affected by the mis-specified lag length. Table 2 gives the results for the dynamic model defined in (13). In this case, the proposed WVR test shows a closer size approximation than the other tests at different lag values. The numerical results show that the size of the modified VR tests is comparable with that of the classical VR tests as the lag and sample size increases.
The results of empirical power against various alternatives are given in Tables 3 and 4 . The sample is generated under seven different models: AR(1)+, AR(1)−, AR(2), AR(4), MA(1)+, MA(1)− and MA(2), as defined in equations (15) to (21). The results show that the proposed tests generally have a higher empirical power than the existing tests, outperforming the latter for all considered choices of p. For all considered alternative DGPs, we find that the power of the VR and QVR tests decreases as the lag increases. Table 4 gives the empirical power results for the dynamic model of multiplicative heteroskedasticity. These are generally similar to the results for the static model. The power of the WVR test is higher, especially for small samples. In the dynamic model, as the lag length increases, the power of the VR and QVR tests decreases even when the lag length is properly specified. This decrease is more evident in the case of negative autocorrelation, for example, for MA(1)− and AR(1)−. The VR test becomes almost powerless for larger lags in the MA(2) and AR(2) models. Again, the proposed tests indicate good power except in some cases, for instance, MA(1)− for small samples.
Variance-Break Case
This section considers variance-break heteroskedasticity. Following Jeong and Kang (2012) , the heteroskedastic factor is defined as a categorical variable as follows:
We have specified 1 2 = 1, 2 2 = 4, 3 2 = 9, 1 = 0.3 and 2 = 0.7 in this study. Except for the change in the type of heteroskedasticity, the static and dynamic DGPs used are similar to those employed in the previous section. Table 5 gives the empirical size of the considered VR tests for the static model, using a two-point variance break. The results show that the proposed tests are comparable in terms of empirical size and that the size of the VR test is adversely affected by the presence of a break in variance, especially when the sample is small, that is, for n = 30 and n = 50. The results for the dynamic model with a two-point variance break, given in Table 6 , are not much different from the results for the static model. The proposed tests yield a good size approximation for both models in the variance-break case. The empirical power results of the variance-break case for the five tests are given in Tables 7 and 8 and lead to the same conclusion as for the multiplicative heteroskedasticity case. The tests' good performance is, therefore, unaffected by the change in type of heteroskedasticity. We test the series for the presence of conditional heteroskedasticity, using Engle's (1982) LM test. As Figure 1 shows, the daily returns series for DAWH does not exhibit heteroskedasticity (LM = 0.0717, p-value = 1). The KTML and Microsoft series, however, both indicate the presence of heteroskedasticity (LM = 479.9, p-value = 0.000; and LM = 261.27, p-value = 0.000, respectively). The results of the VR tests are given in Table 9 . The DAWH return series does not exhibit any conditional heteroskedasticity. All the tests are significant, indicating the presence of autocorrelation in the data even at a 1 percent level of significance for all considered choices of p. In the variancebreak case -for the KTML returns -the VR and QVR tests are not significant for any lag value, even at a 10 percent level of significance. The modified QVR and AVR tests show very strong levels of rejection. When the heteroskedasticity is multiplicative, the VR and WVR tests yield insignificant results at all lag values, while the QVR, WQVR and WAVR tests are significant at lags 1, 2 and 4 at the 5 percent level. The behavior of the proposed tests is consistent with the change in lag value, although the critical region for QVR changes with the lag value. The proposed tests yield significant results for all values of p at the 10 and 5 percent levels of significance and present fairly strong evidence against the null hypothesis. Note: * = significant at 10% level, ** = significant at 5% level, *** = significant at 1% level.
Conclusion
The performance of autocorrelation tests is adversely affected if the errors do not have a constant variance. In this context, we propose three alternative VR tests that yield very good size properties for both small and large samples and are not heavily dependent on the specified lag. These tests retain their power across static and dynamic models regardless of whether the heteroskedasticity is multiplicative or if there is a variance break.
