In this paper, we consider hyperbolic systems subjected to nonlinear dissipation without specifying the growth of this dissipation around the origin. It is well-known that this growth determines the behavior of the energy of the solutions at time goes to infinity. We first situate the problem in the literature and show how convexity arguments, used in a sharp way, together with weighted integral inequalities allow us to obtain a general semi-explicit energy decay formula. We will illustrate these results on several examples and give optimality results for some of them.
Introduction
Consider the following model problem:      u tt − ∆u + ρ(u t ) = 0 on (0, +∞) × Ω , u = 0 on (0, +∞) × Γ , u(0, .) = u 0 (.) , u t (0, .) = u 1 (.) on Ω ,
Here, we assume that Ω is a non-empty bounded open set in R N having a boundary Γ of class C 2 .
If ρ is assumed to have a linear growth close to zero (and linear growth at infinity but for different reasons), it is well-known that the energy decays exponentially as times goes to infinity. Results for nonlinear dissipative equations with polynomial growth of the feedback at the origin, can be found in [21] , [15] , [8] and the references therein. These results, in final form, state that if ρ satisfies for some p > 1: c 1 |v| p ≤ |ρ(v)| ≤ c 2 |v| 1/p for |v| ≤ 1 , then the energy of solutions has the decay rate
where C(E(0)) stands for a constant which depends continuously on E(0). For decay rates in the case where no growth condition on the dissipation term at the origin is assigned a priori, we refer to [9] , [13] , ( see also [5] , [12] ) and to [1] ( [2] ) for a discussion on the subject. For a further large list of references on this question, we also refer the interested reader to [10] .
Many other results for dissipative hyperbolic equations are available, so the above list has no pretention to be exhaustive, but it is limited for size restrictions. Let us now consider a specific example, to illustrate our purpose. For this, we consider a function ρ as follows , if |v| ≤ r 0 , where 1 < p < 2 and where r 0 is a given sufficiently small positive number.
The energy E of a solution u is given by
The dissipation term ρ(u t ) induces a dissipation of the energy. This means that one can prove that the energy of strong solutions satisfies the following dissipation relation
For this example, one can remark that the function ρ goes to zero faster than any polynomial as its argument goes to zero. So, the dissipation is very weak close to the origin. Several questions arise. Is this weak dissipation sufficient to induce decay of the energy as times goes to infinity? If so, is it possible to obtain precise decay rates of the energy for arbitrary growth assumptions of the dissipation term close to the origin? Can one prove that these decay rates are optimal? And finally, is it possible to find a general method, valid for abstract hyperbolic equations and applicable for elasticity, Petrowsky equations, Timoshenko beams..., valid for localized as well as boundary damping, and for arbitrary dissipation terms?
A positive general answer can be given to the above questions, with limitations to the onedimensional wave equation with boundary damping for the proof of optimality. Let us first give an idea of the possible results for the above model example. We prove Theorem 1. Assume that Ω, Γ, and ρ are given as above. Then the energy of solution of (1.1) satisfies for the above example, the estimate
for t sufficiently large and for all
, where β E(0) is a constant which depends continuously on E(0) and is of the form: 
Similar results can be proved for more general hyperbolic equations, locally distributed dissipation (with localisation conditions), boundary dissipation. The purpose of this paper is to give some ideas of the important properties for the abstract equations and then of how one can apply these results to concrete examples.
Our method is based on weighted integral inequalities for the energy. The choice of the weight is crucial. Indeed, let us denote by O the active region on which the dissipation is effective. Then, the linear kinetic energy of the solution is given by:
whereas the nonlinear kinetic energy of the solution is given by:
To choose the weight, we point out the link that exists between dissipation of the energy and the linear and nonlinear kinetic energy. This link is made through convexity of an explicit function connected to the growth of the feedback at the origin, and requires the use of Jensen, and Young's inequalities for convex proper functions and their convex conjugate.
Main results
For size constraints and the clarity of the exposition, we will only state the main results concerning the locally distributed case. We refer to [1] for complete results. We assume that the dissipation term ρ satisfies the following hypotheses:
and is monotone increasing with respect to the second variable
where g −1 denotes the inverse function of g and where C is a positive constant. Then, thanks to hypothesis (HF), B is a monotone continuous operator defined from Ω × H on H. Remark: If g (0) = 0, then g has a linear growth at the origin. In this case, it is well-known that the energy of the system decays exponentially.
We consider the following second order equation:
where We recall the following existence and regularity result (see e.g. [6] for the proof) using the theory of maximal nonlinear monotone operator:
Proposition 2. Assume hypothesis (HF). Then for all
; H) and its energy defined by:
satisfies the following dissipation relation:
We need to introduce some preliminary definitions.
Assume hypothesis (HF). We first define a function H by
We then define a function H by
We consider the function F given by:
where H stands for the convex conjugate function of H, that is
Then F is a strictly increasing continuous onto function from [0, +∞) on [0, r 2 0 ) (see [1] for more details). We now define a function f from [0,
where η 1 and η 2 do not depend on E(0). Then, one can easily show that f is a nonnegative C 1 and strictly increasing function defined from [0, 2βr 2 0 ) onto [0, +∞) (see [1] for the proof). For r 0 as in hypothesis (HF) and β = β E(0) defined as above, we set
f strictly increasing, nonnegative and onto .
(2.10)
We prove the following key result for obtention of energy decay rates:
be given and f be defined as in (2.8) We assume that the energy E defined by (2.3) associated to the solution of (2.2) satisfies
Z T S f (E(t))E(t) dt ≤ δ 1 E(S) f (E(S)) + δ 2 Z T S f (E(t)) Z Ω |ρ(x, u (t)(x))| 2 dx dt + δ 3 Z T S f (E(t)) Z ω |u (t)(x)| 2 dx dt . (2.11)
PoS(CSTNA2005)023
Energy decay rates for hyperbolic equations Fatiha Alabau-Boussouira
Then E satisfies the estimate:
Here, φ is the strictly decreasing and onto function defined from (0,
, +∞) by:
where α is defined on (0, r 0 ] by the following integral expression
15)
Remarks: Estimates such as (2.11) are obtained using the multiplier method combined eventually with the sharp trace regularity method [10] .
The terms
are respectively the nonlinear and linear kinetic energy of the corresponding solution. Hence, the previous theorem tells that if one can control a weighted L 1 -norm of the energy in terms of weighted norms of the linear and nonlinear kinetic energy, then one can deduce the rate at which the energy decays.
We did not consider in the previous results the trivial case for which E(0) = 0. Indeed, if (u 0 , u 1 ) = (0, 0), then E(t) = 0 for all t ≥ 0, thanks to the decay of E.
Applications to hyperbolic equations
To prove the desired decay of the energy, we will apply Theorem 3. For this, we need to prove an estimate of the form (2.11). We choose to apply this result to the wave equation. But any other equation for which a multiplier method works for the linear case could be treated in a similar way. The estimate (2.11) will be obtained by the piecewise multiplier method. This method has been initiated by K. Liu [11] (for observability results). Then, Martinez [13] has developped this method for stabilization results for the wave equation.
Let Ω be a bounded open subset of R N with a smooth boundary denoted by Γ. We assume that ω is an open subset of Ω of positive measure. We consider the following wave equation with nonlinear damping ρ(., u t ): ∆ and B(., v) = ρ(., v) .
We define the energy of a solution by
We make the assumption (HF) on the feedback. With further geometric assumptions on the active region ω, stabilization (even in the linear case) holds (see [3] ). We consider here the geometric assumptions which guarantee that a multiplier type method works. We refer the readers to [3] for a microlocal analysis in the linear case and to [9] for sharp trace regularity results which in both cases lead to much sharper and more general geometric conditions than the multiplier method.
We use the following notations. If Ω j ⊂ Ω is a Lipschitz domain, we denote by Γ j its boundary and by ν j the outward unit normal to Γ j . Moreover, if U is a subset of R N and x ∈ R N , we set
We make the following geometric assumptions on Ω and ω as in [11] and [13] (for use of the piecewise multiplier method):
One can remark that these assumptions are a generalization of Zuazua's assumptions in [20] , where he proved stabilization of a semilinear wave equation by a damping locally distributed on a set ω provided that this set contains a neighbourhood of {x ∈ ∂Ω, (x − x 0 ) · ν > 0}, x 0 being a fixed point in R N . In this latter case, one has a single domain Ω 1 = Ω and ν is the unit outward normal to Γ. Then, we prove:
Theorem 4. Assume the above hypotheses (HF), (HG) and that
be given, and let f be an arbitrary function in the set F β E(0) ,r 2 0 defined by (2.10) . Then, there exist positive contants δ i for i = 1, . . . , 4, independent on f and on (u 0 , u 1 ) such that the energy of the solutions of (3.1) satisfies the estimate (2.11) .
Using this result with Theorem 3, we deduce the following corollary.
Corollary 5. Assume the above hypotheses of Theorem 4. Let
(u 0 , u 1 ) ∈ H 1 0 (Ω) × L 2 (Ω) be given.
Then the energy of the solutions of (3.1) satisfies the decay estimate (2.12) for all
, where z is given by (2.13) , φ and α are respectively given by (2.14) and (2.15) , and where T 0 does not depend on (u 0 , u 1 ).
Examples of energy decay rates
We consider five representative examples of different behavior of the dissipation term close to zero, from polynomial up to exponential. We show, how the general formula (2.12)-(2.15) leads to precise decay rates in a unified way. We refer to [1] 
In all what follows, we just give the expression of the function g on an interval of the form (0, r 0 ] where r 0 > 0 is chosen sufficiently small so that the hypotheses of Theorem 4 hold. The function g is then suitably extended to R. 
Then the energy of solution of (3.1) satisfies the estimate
where β E(0) is defined as in (2.9).

Example 2: let g be given by g(x)
= e − 1 x on (0, r 0 ].
Then the energy of solution of (3.1) satisfies the estimate
is defined as in (2.9) and the function Θ is defined by
Θ(x) = e − 1 x x 2 x > 0 .
Moreover the following property holds
so that the energy satisfies the estimate
Example 3: let g be given by g(x) = x p (ln( 
for t sufficiently large and for all (u 0 ,
, where β E(0) is defined as in (2.9) and the function Θ is defined by
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Then the energy of solution of (3.1) satisfies the estimate
Example 5: let g be given by g(x) = x(ln( 
where β E(0) is defined as in (2.9).
Remark: Only very few results are available on optimality. We refer to [6] , [18] and [17] and the references therein for such results. Using Vancostenoble and Martinez results [17] , we can show that the results for the four first above examples for a one-dimensional wave equation with a boundary dissipation term, give optimal energy decay rates.
Links between convexity and dissipation: some main ideas
Two main different steps in nature are required for suitable energy estimates which can lead to energy decay rates. One is concerned with the estimate of a suitable weighted L 1 -norm of the energy in terms of the linear and nonlinear kinetic energies. This step is proved in general using multiplier types methods eventually together with sharp trace regularity techniques. At the end of this step, an estimate of the form (2.11) is in general obtained. And that is for this step that geometric assumptions on the active region are required. The next step is to deduce from such an inequality, energy decay rates. This requires to obtain suitable "control" of the linear and nonlinear kinetic energies. This is where the link between convexity properties of the function H introduced in (2.5) and the dissipation relation (2.4) is essential. The understanding of this link allows us to choose the "optimal" weight function, optimal in the sense that it leads to precise decay rates (shown to be optimal for several examples).
Step 1: Estimate of the nonlinear kinetic energy:
The nonlinear kinetic energy is given by:
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To estimate this energy, we introduce for all fixed t ≥ 0, a partition {Ω t 1 , Ω\Ω t 1 }, of Ω, where Ω t 1 = {x ∈ Ω , |u (t)(x)| ≤ ε 0 } and ε 0 = g(r 0 ). One can prove, that there exists a known constant c g > 0 such that 1
which is the domain of convexity of H, and thanks to Jensen's inequality, we have
But, thanks to (HF) and (5.1), one can prove
On the other hand, one can also prove that
Let now f be an arbitrary function in the set F β E(0) ,r 2 0 defined by (2.10) where β = β E(0) will be specified later. Then, thanks to (5.2), we obtain that
We define now H as in (2.6). Then, H is a convex and proper function. Hence, we can apply Young's inequality (see [19] , [16] ) to any numbers A and B in R, that is
We apply the above inequality to A = A(t) = f (E(t)) and
Since B(t) ∈ [0, r 2 0 ], and thanks to the dissipation relation (2.4), we deduce that
We define F by (2.7). We recall that F is a strictly increasing function from [0, +∞) onto [0, r 2 0 ). We also choose a real number β = β E(0) as follows:
Now, we choose the weight function f as announced, that is:
Then f is a strictly increasing function from [0, 2βr 2 0 ) onto [0, +∞). Moreover f satisfies the relation:
Since E is nonincreasing, we have
Hence, one has in particular:
With this choice of β and f , the last term on the right hand side of (5.13) is bounded above by 
E(S) .
Hence, the energy E satisfies the estimate
where T 0 is independent of E(0) and, with our choice of β is given by Once, the above weighted integral inequality is obtained for E, we can conclude by a final step described shortly in the following result.
Theorem 7.
Let g be a given odd, strictly increasing C 1 function from R to R such that g (0) = 0. 
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Energy decay rates for hyperbolic equations Fatiha Alabau-Boussouira let T 0 > 0 be a fixed real number, E be a given nonincreasing , absolutely continuous, nonnegative real function defined on [0, +∞), and β > 0 a given real number such that 20) and,
Then, E decays at infinity as follows: 22) where z, φ and α are respectively defined as in (2.13) , (2.14) and (2.15) .
