Abstract. Analyses of the convergence properties of general quasi-Newton methods are presented, particular attention being paid to how the approximate solutions and the iteration matrices approach their final values. It is further shown that when Broyden's algorithm is applied to linear systems, the error norms are majorised by a superlinearly convergent sequence of an unusual kind.
1. Introduction. During recent years certain new methods [2] , [3] , [4] , [7] , [8] , [9] , [12] , have been advanced for solving simultaneous nonlinear equations, and for determining the unconstrained optimum of a function whose first partial derivatives are available as explicit expressions. We write the equations in the form (1.1) /(*) = 0, where /, x and 0 are nth order vectors, and denote f(xj) by /¡, where x¡ is an approximation to the solution of Eq. (1.1). Since the vector function fix) may be a vector of first partial derivatives of some scalar function, the optimisation problem may in principle be solved in this way.
The methods referred to involve a step vector p¡ which is normally computed from the equation (1.2) Pi = -Htfi, v/here H¡ is some as yet unspecified nth order matrix. The step vector is then scaled by a factor t¡ and the next approximation to the solution, x,-+i, is given by (1.3) xi+, = x¡ + Pitt.
The factor t¡ is chosen to satisfy certain requirements discussed in Section 3 (below) and the product p¡ti is often referred to as a step.
Since this product occurs frequently in the analysis, we denote it subsequently by s¡. A further simplification of notation is achieved by observing that much of the discussion, apart from Section 5, is concerned only with changes that occur during a single iteration. We therefore omit the subscript / and replace i + 1 by the subscript unity.
We consider now the choice of the matrix H. If this is taken to be the inverse Jacobian evaluated at x, and t is set equal to unity, Eqs. (1.1)-(1.3) define Newton's method. This is probably the best available method if the Jacobian may be evaluated explicitly and a good initial estimate of the solution is known. If, however, the former condition is not satisfied, it is only feasible that H should approximate in some way the local inverse Jacobian. In the class of methods under discussion, Hx has been chosen to satisfy the equation The motivation underlying this requirement is discussed more fully in [3] and [4] . In all the methods referred to above, the matrix Hx has been computed from H by adding to the latter a correction matrix of either rank one or rank two. We consider here only the former type of correction, which in its most general form may be written (1.6a) Hx = H -iHy -s)qT/qTy, where q is an arbitrary nth order vector, subject only to the restriction that (1.6b) qTy # 0.
We consider, moreover, applications of algorithms of this type only to the solution of the linear system (1. 7) fix) = Ax-h, where A is an nth order nonsingular matrix and b an nth order vector. Although for most of the algorithms discussed the final form of H is known, less is known of the way in which the successive values of H approach this final form and the successive values of x approach the solution. In particular, we are interested in those algorithms which ensure that some norm of the error e¡, where (1.8) e¡ = x¡ -A~lb, decreases monotonically, since algorithms of this type have performed extremely well in practice. Finally, we prove a convergence theorem for a modification of Broyden's algorithm [3] , when applied to linear systems, and investigate briefly how the behaviour of the modified algorithm differs from that of the original.
2. General Single-Rank Methods. In order to analyse the convergence properties of methods of this type when applied to the linear system (1.7), it is convenient to define two distinct but related matrices, each of which gives some indication of the discrepancy between A ~ ' and the current value of H. We define these matrices, E and R, by Equations (2.5) enable us to analyse the behaviour of the sequences of matrices {Ei} and {R,} for particular choices of the arbitrary vector q. We shall be particularly interested in the distinction between methods in which the rank of £ is reduced as the iteration proceeds and those in which some norm of E is reduced.
A further question that must be asked about these methods concerns their stability. It was shown in [4] that it could be disastrous if either HorB should become singular, and this suggests that a desirable feature of these methods is that the condition number of H should be kept as small as possible. Let then || • || denote the spectral norm of a matrix, and define the condition number fc( • ) as the product of the spectral norm of a matrix and that of its inverse. We shall be interested in obtaining bounds for kiH) for the methods under discussion. Our initial theorem, which represents a first step in this direction, obtains bounds for fe(H) in terms of ||£|| and \\R\\. (1.6a), and let E and R be defined by Eqs. (2.5). IftpiE), (piR) and \¡/ are defined by Thusii/ ^ (1 + e)/(l -e), and the result follows from Theorem 1. The proof of (b) is similar. Proof. Since (piRx) is bounded below by unity, and <p(£i) may be made arbitrarily large, the result follows from inequality (2.10). A similar result holds if Rx replaces Ex Corollary 2 establishes that the boundedness of ||£f || and ||Ri || is necessary as well as sufficient for kiHf) to be bounded. We note that we cannot prove a result similar to Corollary 2, with Hx replaced by an arbitrary H, since an essential part of the proof is that (piRx) is bounded below, and this follows from the singularity of Rx. This is guaranteed, since Hx is the result of a single-rank update (see Eq. (2.6b)), but will not in general hold for an arbitrary H. We do note, though, from the theorem, that kiH) is bounded if both ||£|| and ¡R|| are bounded, and that this sufficient condition is true for all H.
In order to proceed with the discussion we next prove a simple lemma. Proof. It is well known (see e.g. [11] ) that a2 is the largest eigenvalue of M, where M = (/ -xyr)T(J -xyT). Now M has n -2 eigenvalues equal to unity whose corresponding eigenvectors are any n -2 vectors orthogonal both to one another and to x and y. Since xTy = 1, one of the two remaining eigenvalues is equal to zero, and its corresponding eigenvector is x. This leaves one eigenvalue, which we shall call X. Since the sum of the eigenvalues of a matrix is equal to its trace, X + 0 + in -2) = tr(M).
However, since xTy = 1, tr(M) = n -2 + ||x||2||y||2.
Hence X = ||x||2||y||2, and since by Cauchy's inequality ||x||2||y||2 = (xTy)2, it follows that X -1. Thus, X is the largest eigenvalue of M, and it is therefore equal to a2. So, a= ||x||||y|| and the lemma is proved.
Corollary. The spectral norm of I -xyT is equal to unity if and only if x is proportional to y.
Proof. The proof follows immediately from the use of Cauchy's inequality in proving Lemma 1.
We now apply this lemma to Eqs. It follows immediately from Cauchy's inequality that p = 1 and 9 ^ 1 so that we cannot infer from Eqs. (2.15) that any reduction of the spectral norm of the error matrices occurs (although we shall see later that one algorithm reduces the Euclidean norm of £). Since we obtain the best bound for fc(Hi) by minimising \\Ex\\ and ||Ri||, we are interested in algorithms for which p = landö = 1. From the proof of Cauchy's inequality, it follows that p = 1 if and only if qTB = XsT, where X is any nonzero scaling factor, and 6 = lifandonlyif<jr/l = psT, where p. is also an arbitrary nonzero scaling factor. Since p = st, we may obtain the two algorithms satisfying these conditions by choosing qT = pTH (p = 1) and qT = pTA~l (0 = 1). We observe that the first of these give Broyden's algorithm and the second gives an algorithm that is not computationally realisable, since the inverse Jacobian is unknown.
We have so far concentrated on the norms of the error matrices, and we turn now to their ranks. Clearly, if the rank can be reduced to zero, we have achieved the inverse Jacobian and are then able to obtain the exact solution of the linear equations. We first prove that, in general, £ and R have the same rank.
Lemma 2. If I + E and I + R are both nonsingular, then E and R have the same rank. Proof. Let x be a vector satisfying the equation £x = 0, but otherwise arbitrary. Then, from Eq. (2.13), Rx = 0 so that the rank of R cannot exceed that of £. We can similarly show, since Eq. (2.2) is symmetric in £ and R, that the rank of £ cannot exceed that of R, proving the lemma.
Our next lemma establishes sufficient conditions to ensure the reduction of the ranks of £ and R to zero after at most n steps. We revert, temporarily, to our original use of subscripts. Corollary. //, in Eqs. (2.17), r = n, then E" is null.
We note that, in order to prove Lemma 3, it is necessary for the vectors Sj, 0 = j <L r -1 to be linearly independent. We also note though that this is the only property that we require of them ; in particular, we do not require that they are computed using Eq. (1.2) and s, = Pit¡.
This completes the general discussion of the properties of the error matrices. Before we apply these results to particular algorithms, we discuss the choice of the step-length parameter t.
3. The Choice of t. This parameter is normally chosen when solving a general set of nonlinear equations in one of three ways :
(1) If / is the vector of first partial derivatives of a scalar function £, it is chosen to minimise £ along p, resulting in the relationship (3.1) f\p = 0.
(2) It is chosen to minimise or reduce || /1|. (3) It is put equal to unity. The reasons for these choices are as follows. Choice (1), which is only appropriate to minimisation problems, has two main justifications. The first, which is valid for any £. is that it gives the "best" improvement at each step, it being implicitly assumed that this is in itself desirable. The second justification concerns the case when £ is quadratic, so that fix) is given by (3.2) f{x) s Ax-b, and where A is now assumed to be symmetric and positive definite. For the algorithms developed by Fletcher and Powell [8], Broyden [4] , and Pearson [10] , and where Eq. (3.2) applies, it is necessary to choose t to satisfy Eq. (3.1), in order to obtain n-step convergence (it being again assumed that this is in itself desirable).
Choice (2) is made in order to obtain a monotonically decreasing sequence of norms of /, in order to control the convergence of the algorithm when applied to strongly nonlinear systems. Unfortunately, this control may seriously inhibit convergence for at least one algorithm (see [5] and Section 5 below). It was found for this algorithm that choice (3) was far superior provided that good initial approximations both to the solution and to the Jacobian could be found. We note also, that setting t = 1 gives the closest resemblance to Newton's method. Because of this, and because choosing t to be unity has been proposed for at least two other algorithms, [2] , [7] , we examine more closely the effects of this choice. We assume that p is computed using Eq. (1.2), and that / is given by Eq. These results, together with Theorem 1, show that, if ex is not null, then it is not only sufficient but also necessary for both p and 6 to be bounded, in order that fc(Hi) should be bounded. The stability of a particular algorithm is thus critically dependent upon the magnitude of these parameters, and since they may be readily expressed in terms of known quantities, they afford a simple means of analysing the stability properties of any given algorithm.
We now examine the dependence of the vector error ex upon £ and R. Writing e for ||e|| and a for ||£|| and taking norms of Eq. (3.5) gives (3.10a) e, ^ ||R||e and, if a < 1, (3.10b) Ex = oeI(1 -a).
The bound on e j /e thus increases monotonically with \\R\\, and with tr for 0 5Í tr < 1. It follows from Eqs. (3.10) that, if the norms of £ and R increase substantially, it is possible that the norms of subsequent vector errors may increase, and although this may not matter if the equations are linear, we believe that it could be serious in the nonlinear case since it may aggravate the effects of any nonlinearities present. It is, of course, always possible to prevent a large increase in the vector error norm by enforced residual norm reduction (choice (2) for f), but this can itself, as has been stated, lead to slow convergence.
A further difficulty caused by permitting the norms of the matrix errors to increase is that, particularly in n-step methods, it is possible for large but cancelling corrections to be added to the iteration matrix with the result that after n steps this latter may be the difference of two or more much "larger" matrices. This cancellation may result in excessive rounding errors, as has been noted by Bard [1] .
For these reasons we believe that, if t is taken to be unity, it is desirable that the norms of the matrix errors should be kept as small as possible, even if this means sacrificing n-step convergence for linear systems. Perhaps the best way of achieving this ideal would be, from Eq. (3.10a), to choose an algorithm for which ||R, || :£ ¡R|| but unfortunately such an algorithm, as was seen in the previous section, is not computationally realisable. Possibly the closest practical approximation is not to permit a to increase and this, as has been seen, is in fact possible.
4. Particular Methods. We consider now particular methods, where x is given by (4.1) xx = x -Hf, that is, where p is given by Eq. (1.2), and t is taken to be unity. The results, regarding the matrix error norm a derived in the previous section, are thus applicable. We note, however, that the restriction on the form s¡ imposed by Eq. (4.1) is not necessary to establish rank-reduction. A. The Secant Method. In this method, [2] , [12] , q¡ is specifically chosen to satisfy (4.2) qfyj = 0, 0 = j < i = n -1.
The algorithm is thus, from Lemma 3, rank-reducing when applied to linear equations. We note that the directions of the vectors q}, with the exception of j = n -1, are not uniquely determined, and it is thus possible for either pt or 0¡ to become infinite. If, however, q¡ is chosen to be the projection of y¡ orthogonal to y}, j = 0,1,..., i -1, one of these possibilities does not arise. For, if we define \\y\\/ikiA)\\q\\) = 0 = kiA)\\y\\/\\q\\.
Since after the first iteration P is singular, we infer from Eqs. (4.6) and (4.9) that ||y||/||<jf||, and hence 6, may become arbitrarily large, so that, if e, is not null, fc(fi,) may also become arbitrarily large. For nonlinear equations, i usually exceeds n -1, and q¡ is then chosen to satisfy (4.10) qjyj = 0, i-n+U ./ á i -1.
This choice of q is also apparently not entirely satisfactory, since again neither p nor 6 are bounded. Barnes [2] suggests carrying out the matrix update only if p, as defined by Eq. (2.16a), is less than 104. This would imply in the linear case that a, ^ 104rj, and it follows from Theorem 1, Corollary 1 that fc(H,) is bounded if a < 10~4. It follows, moreover, from Eq. (2.3) that this restriction upon p implies the existence, but not the nonsingularity, of the sequence of approximate Jacobians {B,}, but it also follows that massive increases in a are possible and this may make the method unstable.
B. The Symmetric Method. This method has been outlined by Broyden [4] and by Murtagh and Sargent [9] . The particular form where t is unity has been discussed by Davidon [7] . It is only used if the Jacobian is known to be symmetric, e.g., iff is a vector of first partial derivatives, but despite its proposed application to the minimisation problem, it differs fundamentally from the Davidon-Fletcher-Powell and Pearson [10] algorithms in that it is not necessary to satisfy Eq. (3.1), in order to obtain n-step convergence when / is linear. Indeed, as we shall see, if this equation is satisfied by the symmetric algorithm with / = 1, then immediate breakdown occurs.
The vectors q¡ for the symmetric algorithm are chosen so that H¡ is symmetric for all i, and this gives the unique value of q to be (4.11) q = Hy -s.
But y = As, so that q may be written, from Eq. (2.1b), (4.12) q = Rs.
We first establish that the algorithm is rank-reducing. Eq. When using the symmetric algorithms for general function minimisation, Davidon [7] suggests that the matrix update be carried out only if certain conditions are satisfied. After considerable simplification, these conditions are seen to be (4.20a) y_1^(l-a/a) if y > 0, Davidon suggested that reasonable values of a and ß might be a = 10"3 and ß = 10, and with these values we obtain bounds for p and 6 to be, from Eqs. (4.23), (4.24a) p^999.0\\s\\\\fx\\<p It follows that, even if qb is bounded above, substantial increases in ]|£|| are possible for y > 0. Since in general it is not possible to guarantee that H is positive definite for the symmetric method, it follows from Eq. (4.23c) that no such bound on (p exists, so that if fi is not null an indefinite worsening of kiHx) is possible.
C. Broyden's Method. In this method, [3] , [5] , q is given by and it follows immediately that the algorithm is completely stable if ||R|| < 1 or, from Theorem 1, Corollary 1, ||£|| < 1, since \\Ex\\ = \\E\\. Of the three methods discussed, we see that if p = -Hf and t = 1, then the first two methods are rank-reducing and the third is not. Thus Broyden's algorithm will not solve linear systems in a finite number of steps and this has been held to be a disadvantage of the method. On the other hand, the basic forms of the other algorithms have also been found wanting [2] , [7] , and the effect of the proposed modifications is to weaken their rank-reducing character. A disturbing feature of these algorithms is the fact that these modifications may be necessary, no matter how small ||£|| may become. This means that, in their basic forms, these algorithms can convert a good approximation to the inverse Jacobian into a poor one, with all the implications discussed in Section 3, and this behaviour is in marked contrast to Broyden's algorithm which becomes more stable as ||£|| tends to zero. Whether or not their rank-reducing character is more effective in solving nonlinear systems than the norm-reducing and asymptotically stable character of Broyden's method, is at the moment open to conjecture. We look to extensive numerical experiment and more sophisticated theory to provide the ultimate resolution of this question.
5. Further Properties of Broyden's Method. In the method as proposed by Broyden [3] , the step length parameter t was chosen to satisfy the second condition of Section 3 (above). We first prove a convergence theorem for the modification of this method given by choosing t = 1, and then discuss less formally in Section 6 the effect of choosing t to reduce ||/||. Before proving the theorem though, we prove the following lemma. is true for r = 1, and this is done merely by setting i = 0 in Eq. (5.11). It now remains to obtain an upper bound for the product of the polynomials appearing in Eq. (5.12). We do this by assuming that the 0r-¡ are independent and finding the maximum value of each factor in the product, subject only to the condition, given by Eq. (5.9), that 0 ^ 0 ^ 1. On examining Eq. (5.13), we see that P,i0) has a simple zero at 0 = 0 and a zero of order j -1 at 0 = 1. Differentiation gives a maximum at 0 = l/j, j =-2, for which the value of P/0) is (_/' -Vf~ 1/jJ. The maximum value of Pi(0), 0^0^ 1, is clearly unity. Substituting these maximum values in
Eq. (5.12) gives s2 = k^EHf and, taking square roots, yields the theorem. We note the following features of the algorithm that emerge from the above proof. From Eq. (3.10b), we see that strictly monotonie convergence, i.e., ei+1 < e¡ for all i 3ï 0, is guaranteed provided that a0 < i-The algorithm, however, converges if o"o < 1. Although the vector error may become arbitrarily small, there is no guarantee that Hi will tend to A'1, since it is possible that an exact solution may be obtained, no matter how large a¡ might be. This is reinforced by Eq. (5.6), which shows that a minimal improvement in the vector error is associated with a maximal improvement in the matrix error, and conversely.
If, on the other hand, H does approach A~ l, so that a and ||R|| are small, we may infer that the correction added to H is small in norm, from the fact that di 5¡ a. A This result shows that, as H approaches A~l, the corrections to H become relatively small. The massive cancellations described by Bard [1] thus cannot occur, and we also infer that errors in the correction term due to rounding have no appreciable effect. We would thus expect this particular matrix update to be extremely stable as the solution is approached, and this expectation has been abundantly realised in practice. Although no tests have been carried out with the algorithm on linear systems, the convergence observed during the final stages of solving a nonlinear problem, when the Jacobian may be regarded as being substantially constant, has certainly been in accordance with Eq. (5.1). Further discussion of the convergence of the algorithm, with results of numerical experiments, may be found in [5] .
6. Some Effects of Enforced Residual Norm Reduction. The results we obtain in this section are valid for all algorithms for which the step direction p is given by p = -Hf. They are thus applicable to all three algorithms discussed in Section 4 (above).
It follows immediately from Eq. (3.10b) that, if t = 1, a sufficient condition for Ex < e is that a < ?■ To obtain a similar result for ||/||, we note from Eqs. It follows that ||/,|| < II/!, with t = 1, if
This is clearly, since kiA) ^ 1, a greater restriction than a < i, to which it reduces in the optimum case when kiA) = 1.
Despite the fact that Eq. (6.3) is not a necessary condition, it is possible to construct examples for which (6.4) 1/(1 + kiA)) < a < i, and for which the step with t = 1 reduces ||e\ but increases || /1|. Thus, in these cases, enforced residual norm reduction has a positive effect, despite the fact that without its use the vector error norm is reduced. To analyse this effect, we consider the function fit), where
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use it follows that [d||/(t)||2/dt],=o will be negative. Hence, it is possible to reduce or minimise ||/|| by choosing a positive value of t if (6.10) ||R¡|| < l/fcL4), since this implies inequality (6.9).
To analyse the behaviour of the vector errors, we note that e(f) = A ~1 fit) so that, from Eqs. (2.1b) and (6.6), (6.11) eit) = [J -til + Ri)]ei.
A similar calculation to that for fit) then yields (6.12) [d||e(í)||2A¿t]r=0 = -2eJiI + Rdd, so that a sufficient condition for a positive value of t to reduce or minimise ||e(t)|| is that (6.13) llRill < 1. Now, if Eq. (6.10) is satisfied, then so is Eq. (6.13), and enforced residual norm reduction does in fact reduce the error norms, although perhaps by not as much as would be achieved by letting t = 1. It is, however, possible for Eq. (6.13) to be satisfied but not Eq. (6.10). Now (6.10) is a sufficient condition, but examples may be constructed, where (6.14) 1/kiA) < ||Ri|| < 1, and where [í¿||/(í)||2/í¿t], = 0 is positive. Thus, in order to reduce or minimise || /1| in this case, a negative value of t must be chosen, but since ||R¡|| < 1, this implies, since ||e(i)|| is strictly convex, that ||e|| must increase. Under these circumstances, one would expect enforced residual norm reduction to inhibit convergence, and experimental evidence reported in [5] shows that this does indeed occur when using Broyden's algorithm. Neither must it be assumed that this phenomenon can only occur if H¡ is a very poor approximation to A ', for this condition is specifically excluded by the requirement that ||R¡|| < 1. We are thus faced with the dilemma that a technique used to prevent divergence when a long way from the solution may inhibit convergence when close to it, and there is no obvious way of detecting the transition from the one state to the other. It is for this reason that continuation methods, which go back to Davidenko [6] and earlier, may well assume a more prominent position in the array of techniques for solving nonlinear simultaneous equations, since these methods involve solving a sequence of problems, where a good initial estimate of the solution is available for each problem in the sequence.
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