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Recombination formulae for the spectrum of curve singularities and some applications
Dmitry Kerner
Abstract. We obtain some recombination formulae for the spectra of (complex, reduced) plane curve singularities. As
an application we prove: a generalization of Durfee’s bound; a generalization of Givental’s bound; the multiplicity of the
curve singularity is determined by its spectrum; for many curve singularities all the multiplicities of exceptional divisors
of the resolution are determined by the spectrum; etc.
1. Introduction
Consider a (complex, reduced) plane curve singularity (C, 0) ⊂ (C2, 0). The singularity spectrum is a strong topological
invariant of (C, 0), [Steenbrink1976]. It is a collection of rational numbers, −1 < ξ1 ≤ · · · ≤ ξµ < 1, here µ is the Milnor
number of (C, 0). We use the additive notation:
µ∑
i=1
tξi .
This work has originated from the following ”experimental observation”. The formulae expressing Spec(C, 0) through
the spectra of the branches of (C, 0) are cumbersome. But a slightly modified question has a neat answer. Consider the
(reduced) tangent cone T(C,0) = {l1, .., lr}. Accordingly, consider the tangential decomposition (C, 0) =
r
∪
α=1
(Cα, 0). Here
(Cα, 0) can be further reducible, but its tangent cone consists of one (multiple) line and the tangent cones are distinct
for different parts, T(Cα,0) ∩ T(Cβ,0) = {0}. For each α the ”directional approximation” of (C, 0) is defined as follows.
Let (D, 0) ⊂ (C2, 0) be an ordinary multiple point of multiplicity mult(C, 0) −mult(Cα, 0), i.e. a collection of smooth
pairwise non-tangent branches. Assume T(Cα,0) ∩ T(D,0) = {0}. Then the approximation of (C, 0) in the direction {lα}
is (C(α), 0) := (Cα ∪D, 0). This germ is not unique, but its embedded topological singularity type is well defined.
Using these notions the ”experimental observation” on the spectrum can be stated as:
(1) Spec(C, 0) =
r∑
α=1
Spec(C(α), 0)− (r − 1)Spec(xm − ym), m = mult(C, 0)
This relation might look unexpected, it becomes more transparent if one compares the first blowup of both sides (schemat-
ically):
(2)
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Here ≡ denotes the equality of classes in an abelian group defined later.
The relation above is just the simplest among numerous relations of singularity spectrum. We call them the ”recom-
bination” or ”cut&paste” formulas. In this paper we give a method to construct many relations of this type. Given some
singularity types, {Ci, 0} , and some integers, {ai}, we write
∑
ai(Ci, 0) ≡ 0 if
∑
aiSpec(Ci,0) = 0. Usually we write this
in terms of (partial) resolution, e.g. as in equation (2).
Consider the abelian group Spec(C2,0) of the linear combinations
∑
i
aiSpec(Ci, 0), generated by all the possible (re-
duced) plane curve singularities. Using recombination formulae, as above, we prove that Spec(C2,0) is freely generated
by the very restricted class of singularities (we call them ”basic types”), C(p,q) := {(x
p + yp)(yq − x2q) = 0} ⊂ (C2, 0).
For q = 0 or q = 1 these are the ordinary multiple points, for q > 1 there are smooth tangent branches as well.
Further, we introduce the natural product, so that Spec(C2,0) becomes a (commutative, associative, unital) ring,
generated by C(1,0) and {C(0,q)}q≥2.
Date: May 15, 2018.
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2A natural question is whether similar formulae hold for other (stronger) invariants. In section 4.4 we show that
even the simplest formula of equation (2) does not hold for the spectral pairs, neither for the signatures of the Seifert
form. Thus the spectrum of plane curve singularity seems to be on the border between the ”simple” invariants (easily
computable and controlled) and very strong invariants.
The recombination formulae suggest many applications, we consider briefly few of them. Many proofs are missing,
more detail will be given in the subsequent version of the paper.
• An approach to the classification of surface singularities {z2 + f(x, y)} with small values of µ+ + µ0, section 5.4.
• A generalization of Durfee bound for isolated hypersurface singularities (X, 0) ⊂ (Cn, 0), section 6. For any 0 ≤ α < 1
and any n ≥ 2 there exists a constant Cn (depending on n only) such that
µ(X,0)
n! ≥
|Spec(X,0)∩(−1,−α]|+Cn
(1−α)n . The initial
bound of Durfee, µ ≥ n!pg, is for α = 0, Cn = 0.
• In section 5.2 we address the question ”What is (not) determined by the spectrum?” In particular, the curve multiplicity
is determined and in many cases the multiplicities of all the exceptional divisors of the minimal good resolution are
determined. On the other hand, using recombination formulae it is immediate to construct lots of singularity sequences
of distinct singularity types but with coinciding spectra, section 5.1.
• In section 5.5 we prove the Givental-type inequality for spectral values. Write Spec(C, 0) = a0t
0 +
∑
i
ai(t
αi + t−αi),
where 0 < α1 < α2 < · · · < αk, while ai ∈ Z>0. We prove αr+i + αk−i ≤ 1, i = 0, 1, . . . , where r ≥ 1 is determined by
(C, 0).
Finally, we remark that many cut&paste formulae hold in higher dimensions, for isolated hypersurface singularities.
We hope to report on this in the subsequent paper.
2. Preliminaries
2.1. The spectral pairs. Let (S, 0) be a normal surface singularity which is a rational homology sphere. Consider a
reduced curve singularity, (C, 0) ⊂ (S, 0). Consider its embedded good resolution, see the diagram.
Here
• U is a smooth surface, π is proper and U \ {Ei}
∼
−→ (S, 0) \ {0}.
• {Ei} are smooth projective curves, |Ei ∩Ej | ≤ 1. C˜ → (C, 0) is the strict transform, C˜ is
the multi-germ. All the intersections in C˜ ∪ {Ei} are normal crossings.
• mi = ordEiπ
∗(f)
C˜ ⊂ (U, {Ei})
↓ ↓ π
(C, 0) ⊂ (S, 0)
↓ ↓ f
{0} ⊂ (C1, 0)
As (S, 0) is a rational homology sphere, the dual graph, Γ = {Ei}, is a tree of P1’s.
Define the ”chronology” on Γ as follows. Choose any irreducible component of {Ei}, call it the base point, E∗. For
any other Ei consider the shortest path from Ei to E∗ in Γ. (As Γ is a tree, this path is unique.) Denote the nearest
neighbour of Ei on this path by Ep(i). We often take as E∗ the first exceptional divisor that is born at the first blowup
of (S, 0).
We recall the description of the spectral pairs, Spp(C, 0) =
µ∑
i=1
t[ξi,mi], from [Schr.Stee.Stev.], see also [Tha`nh-Steenbrink-89]
for the spectrum.
For each component i ∈ Γ \ ∗ introduce the following greatest common divisors:
(3) δi = gcd(mi,mp(i)), ri =
{
1 : if C˜ ∩ Ei 6= ∅
gcd(mi, {mj}Ej∩Ei 6=∅) : if C˜ ∩ Ei = ∅
.
Using them we construct the following parts of the spectrum:
(4)
ai =
∑
0<s<mi
mi∤sri
(
− 1 + |C˜ ∩ Ei|
s
mi
+
∑
Ej∩Ei 6=∅
{
smj
mi
}
)(
t
[ s
mi
−1,1]
+ t
[1− s
mi
,1]
)
bi =
∑
0<s<ri
(
t
[− s
ri
,2]
+ t
[ s
ri
,0]
)
, ci6=∗ =
∑
0<s<δi
(
t
[− s
δi
,2]
+ t
[ s
δi
,0]
)
,
(Here {x} is the fractional part of x.) Then, [Schr.Stee.Stev., Theorem 2.1]:
(5) Spp(C, 0) =
∑
i∈Γ
ai +
∑
∗6=i∈Γ
(ci − bi)− b∗ + (|C˜ ∩ E| − 1)t
[0,1]
2.2. Some typical singularity types. In this paper we work with embedded topological singularity types and associ-
ated invariants. Thus, by a curve singularity (C, 0), we mean any representative of the given singularity type. We often
depict the singularity type by its (partial) resolution or by the dual graph.
3(1) Denote the ordinary multiple point (represented e.g. by xp = yp) of multiplicity p by
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(3) The resolution of (yp1 + xp1 )(yp2 − x2p2 )(y2p3 − x3p3) is given by
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
.
........... .
............
...........︸︷︷︸
p1
(p1+p2+2p3)E1
q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqqqqqqqq
. ...........
. ...........
. ...........
(2p1+3p2+6p3)E3
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
.
........... .
............
...........
p2︷︸︸︷
(2p1+2p2+3p3)E2
or dually . ................................................................•
[m1E1]
.
....
...
..
...
....
..
...
....
..︸︷︷︸
p1
•
[m3E3]
.
....
...
..
...
....
..
...
....
..︸︷︷︸
p3
•
[m2E2]
.
....
...
..
...
....
..
...
....
..︸︷︷︸
p2
m1 = p1 + p2 + 2p3
m2 = p1 + 2p2 + 3p3
m3 = 2p1 + 3p2 + 6p3
(4) More generally, consider the singularity {(yp1 +xp1)
k∏
i=2
(y(i−1)pi−xipi) = 0} ⊂ (C2, 0). We call these singularities
the ”intermediate types” and denote them by Cp1,...,pk . The dual graph for the resolution of Cp1,...,pk is:
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m1 = p1 + p2 + 2p3 + · · ·+ (k − 1)pk
m2 = m1 +
k∑
i=2
pi
. . .
mk = (k − 1)m1 + p2 + 2p3 + · · ·+ (k − 1)pk = km1 − p1
For further reference we record the Milnor numbers:
Lemma 2.1.
1. µ
(
(yp1 + xp1)
k∏
i=2
(y(i−1)pi − xipi)
)
= (p1 − 1)
2 + 2p1
r∑
i=2
(i− 1)pi +
r∑
i=2
(pi(i− 1)− 1)(ipi − 1) + (1− r) + 2
∑
2≤i<j
jpipj.
2. µ
(
(yp1 + xp1)
k∏
i=2
(y(i−1)pi − xipi )
)
− µ
(
y
p1+
r∑
i=2
(i−1)pi
− x
p1+
r∑
i=2
(i−1)pi
)
= 1 +
r∑
i=2
(p2i (i− 1)− pi) + 2
r∑
2≤i<j
(i− 1)pipj.
Proof. We use the classical relation for δ-invariants, [GLS, pg.206]: δ(∪
i
(Ci, 0)) =
∑
i
δ(Ci, 0)+
∑
1≤i<j
deg
(
(Ci, 0), (Cj , 0)
)
.
Here the last term is the sum of the intersection numbers. To compute the Milnor number we use the relation δ = µ+r−12 ,
[Buchweitz-Greuel-1980].
In our case: (C1, 0) = {x
p1 = yp1}, while (Ci>1, 0) = {y
(i−1)pi = xipi}. Therefore:
(6) µ(xp1 − yp1) = (p1 − 1)
2, µ(y(i−1)pi − xipi ) =
(
(i − 1)pi − 1
)
(ipi − 1) and deg
(
(C1, 0), (Ci, 0)
)
= p1(i− 1)pi.
It remains to compute deg
(
(Ci, 0), (Cj , 0)
)
= pipjdeg
(
y(i−1)−xi, y(j−1)−xj
)
, for 1 < i < j. This intersection multiplicity
can be computed by restricting the ideal (y(j−1)−xj) to the local ring of y(i−1) = xi. Namely, inside the ring k[[ti−1, ti]]
one considers the ideal generated by tij−j − tij−i. We want to compute dim
k
k[[ti−1, ti]]
/
(tij−j − tij−i) .
The conductor of the local ring is t(i−1)(i−2) and the basis (as a k-vector space) is: 1, ti−1, ti, t2i−1, . . . , {t(i−1)(i−2)+k}k=0,1....
Therefore the conductor of the ideal is t(i−1)(i−2)+ij−j , while the k-basis of the ideal is
(7) tij−j − tij−i, ti−1(tij−j − tij−i), ti(tij−j − tij−i), . . . , {t(i−1)(i−2)+ij−j+k}k=0,1,....
Note that the gaps of the ideal are in the natural bijection with the gaps of the ring. Finally,
(8) dim
k
k[[ti−1, ti]]
/
(tij−j − tij−i) = ij − j − ♯(gaps of k[[t
i−1, ti]]) + ♯(gaps of the ideal) = (i − 1)j
4Thus for i < j: deg
(
(Ci, 0), (Cj , 0)
)
= pipj(i− 1)j. Substitute all this into the relation for δ-invariant, to get:
(9)
µ+
r∑
i=1
pi − 1
2
=
(p1 − 1)
2 +
r∑
i=2
((i − 1)pi − 1)(ipi − 1) +
r∑
i=1
(pi − 1)
2
+ p1
r∑
i=2
(i− 1)pi +
r∑
1<i<j
pipj(i− 1)j,
proving the first statement.
The second statement follows by subtraction, µ− (p1 +
∑
(i − 1)pi − 1)
2.
3. Additivity of the spectrum
Lemma 3.1. Consider a (good) embedded resolution C˜ ⊂ (U, {Ei})→ (S, 0) ⊃ (C, 0). Then
Spec(C, 0) =
∑
i∈Γ
∑
|k|<mi
d|k|,it
k
mi , where dk,i = −1 + |C˜ ∩ Ei|
mi − k
mi
+
∑
Ej∩Ei 6=∅
j 6=p(i)
{−
kmj
mi
}+ 1− {
kmp(i)
mi
}︸ ︷︷ ︸
only if i6=∗
.
Proof. The proof is just a rearrangement of the original expression in equation (5). We need only the spectral values, thus,
ignoring the second arguments in t[ξ,q], we get Spec(C, 0) =
∑
i∈Γ
SpecEi, where each SpecEi consists of the contributions
from Ei.
First note that bi 6= 0 only if ri > 1 i.e. C˜ ∩Ei = ∅. But in this case mi ∤ sri iff
s
mi
= s
′
ri
for some s′ ∈ N iff { smj
mi
} = 0.
Therefore:
(10)
∑
0<s<mi
mi∤sri
(
. . .
)
− bi =
∑
0<s<mi
(
. . .
)
.
So, we get: SpecEi =
∑
0<s<mi
(
. . .
)
+ ci + |C˜ ∩ Ei|t
0 − t0︸︷︷︸
if i=∗
, with the convention ci =
{
0 : i = ∗∑
0<s<δi
(
t
− s
δi + t
s
δi
)
.
We claim that this expression coincides with the stated one. In the case i = ∗ the coincidence is directly seen. So we
consider the case i 6= ∗. By renaming s→ mi − s we get:
(11) SpecEi =
∑
0<s<mi
(
− 1 + |C˜ ∩ Ei|
mi − s
mi
+
∑
Ej∩Ei 6=∅
{−
smj
mi
}
)(
t
s
mi + t
− s
mi
)
+
∑
0<s<δi
(t
s
δi + t
− s
δi ) + |C˜ ∩ Ei|t
0
Note that {−
smp(i)
mi
} = 0 iff s
mi
= s
′
δi
, for some (unique) δi > s
′ ∈ N. Further, note that the function h(x) ={ {−x} : x 6∈ Z
1 : x ∈ Z
can be written in the form h(x) = 1− {x}. Therefore
(12) SpecEi =
∑
0<s<mi
(
− 1 + |C˜ ∩ Ei|
mi − s
mi
+
∑
Ej∩Ei 6=∅
j 6=p(i)
{−
smj
mi
}+ 1− {
smp(i)
mi
}︸ ︷︷ ︸
only if i6=∗
)
(t
s
mi + t
−s
mi ) + |C˜ ∩ Ei|t
0.
Now the statement follows.
Example 3.2. 1. For the ordinary multiple point, (C, 0) = {xm = ym}, we get: Spec(C, 0) =
∑
|k|<m
(m−|k|− 1)t
k
m . The
maximal spectral value is αmax =
m−2
m
.
2. Another particularly important case is Cp,q = {(x
p + yp)(yq − x2q) = 0}, q ≥ 2. (For q = 0 or q = 1 this is just an
ordinary multiple point.) We call this singularity ”of the basic type”. Lemma 3.1 gives:
(13) Spec(Cp,q) =
∑
|k|<p+2q
(q − ⌈
q|k|
p+ 2q
⌉)t
k
p+2q +
∑
|k|<p+q
(p− 1− ⌊
p|k|
p+ q
⌋)t
k
p+q
We need the corresponding maximal spectral value, αmax. Present the spectrum in the form
(14)
∑
1≤k<p+2q
⌊
qk
p+ 2q
⌋(t1−
k
p+2q + t−1+
k
p+2q ) +
∑
1≤k<p+q
(⌈
pk
p+ q
⌉ − 1)(t1−
k
p+q + t−1+
k
p+q ) + t0(q + p− 1).
Then we get: if p > q then αmax = 1−
2
p+q , if p ≤ q then αmax = 1−
3
p+2q . (To check the case p ≤ q one distinguishes
between p = 0 and p > 0.)
54. Cut-and-paste formulae
4.1. Suppose after the i’th blowup one gets a smooth surface with the configuration
as on the first picture. Here D denotes some collection of curve singularities, while
the blackbox denotes the rest of exceptional divisors and the remaining part of the
strict transform, C˜ \D.
Consider the associated singularity types, defined by the partial resolutions. On the
second picture the curve singularities of D are replaced by several smooth curve germs
that intersect Ei normally. On the third picture the rest of exceptional divisors is
replaced by a collection of smooth germs.
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2. For any reduced curve singularity the spectrum is a linear combination of the ”intermediate” types:
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Here the first sum consists of the singularities of types (yp1 − xp1)
∏k
i=2(y
(i−1)pi − xipi), while the second sum consists
of the ordinary multiple points. The number of summands in the first sum is by one bigger than that in the second sum.
3. If all the branches of (C, 0) are smooth then the decomposition simplifies:
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4. Finally, the intermediate types decompose as follows:
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− •.
....
....
...
...
...
...
..
...
...
...
..
2m1−p1
+
k−1∑
i=2
(
•.
....
....
...
...
...
...
..
...
...
...
..
[(im1−p1)E1]
− . ....................................................................................• •.
....
....
..
...
...
...
.
...
...
...
.. .
....
....
..
...
...
...
..
...
...
...
.
(i−1)m1−p1 m1
[(im1−p1)E1] [(i+1)m1−p1)E2] )
Thus the spectrum of any plane curve singularity decomposes in the a linear combination of the spectra of basic types,
Cp,q = {(x
p + yp)(yq − x2q) = 0} ⊂ (C2, 0).
Proof. 1. Use the presentation of spectrum obtained in lemma 3.1. As the expression is additive, Spec(C, 0) =
∑
i
SpecEi,
it is enough to check in the formula each SpecEj . As the cut&paste operation occurs only at Ei, we should check only
SpecEi.
Finally, the expression for SpecEi is additive in C˜ ∩ Ei and Ej ∩ Ei.
2. The proof is an easy induction on the minimal number of blowups needed to resolve the singularity. Blowup
(C, 0) ⊂ (C2, 0) once, let E1 be the exceptional divisor, and C˜1 the strict transform. If the intersection E1 ∩ C˜1 is
non-transverse in at least two (distinct) points then apply equation (2). (It is a particular case of relations of part 1.)
Therefore we can assume that either C˜1, E1 intersect transversely everywhere, i.e. (C, 0) was an ordinary multiple point,
or the intersection is non-transverse precisely at one point. In the later case blowup at this point. Let E2 be the new
component, let C˜2 be the current strict transform of (C, 0), denote the strict transform of E1 by E˜1.
By the construction, the intersection of C˜2 with E˜1 \ E2 is transverse. If the intersection of C˜
2 with E˜1 ∪ E2 is
transverse then we get the statement. If the intersection of C˜2 with E2 \ E˜1 is non-transverse, apply part 1. Then one
get a singularity whose resolution length is smaller than that of (C, 0), hence one uses the induction assumption. The
remaining case is: the only non-transversality occurs at the point E˜1 ∩ E2. In this case blowup this point E˜1 ∩ E2 and
continue in the same way.
63. If all the branches of (C, 0) are smooth, then no branch of the strict transform passes through the intersection point
Ei ∩ Ej . Thus we do not need to blowup at the point Ei ∩ Ej .
4. Step 1. We prove the elementary decomposition:
(16) . ..................................................................................................................................................................• • • •.
....
....
..
...
...
...
.
...
...
...
.. .
....
....
..
...
...
...
.
...
...
...
. .
....
....
..
...
...
...
.
...
...
...
. .
....
....
..
...
...
...
..
...
...
...
.
p1 pk pk−1 p2
[m1E1] [mkEk] [mk−1Ek−1] [m2E2]
− . ...............................................................................................................................• • •.
....
....
..
...
...
...
.
...
...
...
. .
....
....
..
...
...
...
.
...
...
...
. .
....
....
..
...
...
...
..
...
...
...
.
pk+m1 pk−1
. . .
p2
[mkEk] . . .[mk−1Ek−1] [m2E2]
≡
≡ . ...............................................................................................................................• • •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
..
...
...
...
.
p1 p˜k−1
. . .
p˜2
[m1E1] [(mk−m1)Ek−1] [m˜2E2]
− . .......................................................................................................................................................• • •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
..
...
...
...
.
p˜k−1+m1 p˜k−2
. . .
. . .
p˜2
[(mk−m1)Ek−1] [mk−2Ek−2] [m˜2E2]
+ •.
...
...
...
..
...
...
...
..
...
...
...
..
mk−m1
− . ................................................................................................• •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
..
...
...
...
.
mk−2m1 m1
[(mk−m1)E1] [mkE2]
Here m1 = p1+
k∑
i=2
(i− 1)pi, while {p˜i}i=1,...,k−1 are some additional multiplicities satisfying m1 = p1+
k−1∑
i=2
(i− 1)p˜i, and
such that the corresponding graphs are the (dual) resolution graphs of some reduced plane curve singularities.
In terms of the representatives of singularity types this equality can be written as:
(17) Spec
(
(yp1 − xp1 )
k∏
i=2
(y(i−1)pi − xipi)
)
− Spec
(
(ypk+m − x(k−1)(pk+m))
k−1∏
i=2
(ypi − x(i−1)pi)
)
=
= Spec
(
(yp1 − xp1)
k−1∏
i=2
(y(i−1)p˜i − xip˜i)
)
− Spec
(
(yp˜k−1+m − x(k−2)(p˜k−1+m))
k−2∏
i=2
(yp˜i − x(i−1)p˜i )
)
+
+ Spec
(
x(k−1)m−p1 − y(k−1)m−p1
)
− Spec
(
(xm − ym)(y(k−2)m−p1 − x2(k−2)m−2p1 )
)
The resolution of the singularity
{
(yp1 −xp1)
k∏
i=2
(y(i−1)pi −xipi) = 0
}
is on the
right. Here m1 = p1+
k∑
i=2
(i− 1)pi, m2 = m1+
k∑
i=2
pi, m3 = 2m1+ p2+2
k∑
i=2
pi,
. . .mk = (k − 1)m1 + p2 + 2p3 + · · ·+ (k − 1)pk = km− p1.
We should compare the sums of spectra in both parts of equation (17).
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
.
........... .
............
...........mE1
p1 q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqqqqqqqq
. ...........
. ...........
. ...........
mkEk
pk
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
.
........... .
............
...........
mk−1Ek−1
pk−1
. . . . . .
q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
. ...........
. ...........
. ...........
m2E2
p2
Use the presentation of lemma 3.1, Spec(C, 0) =
∑
i∈Γ SpecEi . Note that there is the natural correspondence between
{Ei} of all the participants. (It is helpful to draw the actual resolutions.) For each Ei of each participant the contribution
consists of the part |C˜ ∩ Ei|
mi−k
mi
t
k
mi and the part related to all the vertices, {Ei ∩ Ej}. By direct check: the parts
coming from |C˜ ∩ Ei|
mi−k
mi
t
k
mi coincide.
It remains to check the parts coming from the vertices. Again, the comparison of the resolution shows that most of
the vertices cancel, we have to compare only the following contributions:
(18) q qqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqq
qqqq
m1E1
mkEk
−
q
qqqqqqqqqqqqqqqqqqqqqqq
mkEk−1
?
≡ q qqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqq
qqqq
m1E1
(mk−m1)Ek−1
−
q
qqqqqqqqqqqqqqqqqqqqqqq
(mk−m1)Ek−2
+
q
qqqqqqqqqqqqqqqqqqqqqqq
(mk−m1)E1
− q qqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqq
qqqq
mkE2
(mk−m1)E1
(Note: the strict transform C˜ and the rest of exceptional divisors are not drawn here.)
We write the formulae corresponding to the pictures. In all the cases we choose ∗ = 2.
(19)
( ∑
|s|<mk
t
s
mk (−1 + 1 + {−
sm
mk
}) +
∑
|s|<m
t
s
m (−1 + 1− {
smk
m
})
)
−
( ∑
|s|<mk
t
s
mk (−1 + 1)
)
?
=
?
=
( ∑
|s|<mk−m
t
s
mk−m (−1 + 1 + {−
sm
mk −m
}) +
∑
|s|<m
t
s
m (−1 + 1− {
s(mk −m)
m
})
)
−
( ∑
|s|<mk−m
t
s
mk−m (−1 + 1)
)
+
+
( ∑
|s|<mk−m
t
s
mk−m (−1)
)
−
( ∑
|s|<mk
t
s
mk (−1 + 1− {
s(mk −m)
mk
}) +
∑
|s|<mk−m
t
s
mk−m (−1 + {−
smk
mk −m
})
)
By direct check: everything cancels.
7Step 2. Now we use formulae (16), (17) recursively:
(20) . ..................................................................................................................................................................• • • •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
..
...
...
...
.
p1 pk pk−1 p2
[m1E1] [mkEk] [mk−1Ek−1] [m2E2]
− . ...............................................................................................................................• • •.
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
.
...
...
...
. .
...
...
...
.
...
...
...
..
...
...
...
.
pk+m1 pk−1
. . .
p2
[mkEk] . . .[mk−1Ek−1] [m2E2]
≡
≡ . ................................................• •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
..
...
...
...
.
p1 m1−p1
[m1E1] [(mk−(k−2)m1)E2]
− •.
...
...
...
..
...
...
...
..
...
...
...
..
mk−(k−2)m1
+
k−2∑
j=1
(
•.
...
...
...
..
...
...
...
..
...
...
...
..
[(mk−jm1)E1]
− . ....................................................................................• •.
...
...
...
.
...
...
...
.
...
...
...
.. .
...
...
...
.
...
...
...
..
...
...
...
.
mk−(j−1)m1 m1
[(mk−jm1)E1] [mk−(j−1)m1)E2])
Finally, present
(21) . ...............................................................................................................................• • •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
..
...
...
...
.
pk+m1 pk−1
. . .
p2
[mkEk] . . .[mk−1Ek−1] [m2E2]
≡ •
[m2E1]
+
k−1∑
i=2
(
. ................................................• •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
..
...
...
...
.
mi−m1−
∑
j>i
pj
m1+
∑
j>i
pj
[miE1] [mi+1E2]
− •.
....
....
....
...
...
...
..
...
...
...
..
[mi+1E1] )
Recall that mk = km1 − p1, thus mk − jm1 = (k − j)m1 − p1. This gives the statement.
Example 4.2. 1. If one applies part one of the theorem to the exceptional divisor of the first blowup of (C2, 0) then
one gets equation (2).
2. The theorem gives also the useful recursive formula:
(22) . .......................................................................................................................................................• • • •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
..
...
...
...
.
p1 pk pk−1 p2
[m1E1] [mkEk] [mk−1Ek−1] [m2E2]
≡ . .......................................................................................................................................................• • • •.
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
.
...
...
...
. .
....
....
...
...
...
...
..
...
...
...
.
p1 pk−1 pk−2 p2
[m1E1] [mk−1Ek−1] [mk−2Ek−2] [m2E2]
+
. ................................................• •.
....
...
...
...
...
...
.
...
...
...
.. .
....
...
...
...
...
...
..
...
...
...
.
[mk−1E1] [mkE2]
− •.
....
...
....
...
...
...
..
...
...
...
..
[mk−1E1]
+ •.
....
...
....
...
...
...
.
...
...
...
..
[(mk−m1)E1]
− . ................................................• •.
....
...
...
...
...
...
.
...
...
...
.. .
....
...
...
...
...
...
..
...
...
...
.
[(mk−m1)E1] [mkE2]
4.2. Independence of the basic types. Theorem 4.1 expresses the spectrum of (C, 0) through those of the ”basic
types” Cp,q. These basic types are linearly independent:
There are non non-trivial identities of the form
∑
(p,q)
ap,qSpec(Cp,q) = 0 among the spectra of the basic types, {Cp,q} p=0,1,...
q=0,2,3,...
.
We will prove this statement in the next versions of the paper. Below we indicate the idea of the proof.
Consider some irreducible linear relation among the basic types. (Irreducible means that it does not decompose into
the sum of relations involving fewer number of types.)
For some positive m and k such that gcd(k,m) = 1. Consider the types that can contribute to t
k
m . These are:
• the ordinary multiple point, Cm,0, it contributes t
k
m (m − k − 1). Here the maximal possible spectral value is αmax =
1− 2
m
.
• the types Cp,q for p+ q = m, they contribute t
k
m (p− 1− ⌊pk
m
⌋). Here, for p > 0, the maximal possible spectral value is
αmax ≤ 1−
2
m
.
• the types Cp,q for p+2q = m, they contribute t
k
m (q−⌈ qk
m
⌉). Here the maximal possible spectral value is αmax = 1−
3
m
.
• the ”external” types Cp,q, with either (p+ q) = ml or (p+ 2q) = ml, l > 1.
Let M be the maximal among the denominators that appear in this relation, i.e. the maximal among all the (p+ q)’s
and (p+ 2q)’s. Suppose M ≥ m > M2 , then only the first three types above contribute to t
k
m for (k,m) = 1.
Therefore, for
∑
q>1
aiCm−2q,q + a0Cm,0 +
∑
p<m−1
bpCp,m−p, we get the vanishing condition on the coefficient of t
k
m :
(23)
⌈m2 ⌉−1∑
q=2
aq(q−⌈
qk
m
⌉)+ am
2
(
m
2
− 1− ⌊
k
2
⌋)︸ ︷︷ ︸
for m∈2Z
+a0(m− k− 1)+
m−2∑
p=2m−M
bp(p− 1−⌊
pk
m
⌋) = 0, k = 1, . . . ,m− 1, (m, k) = 1
By renaming k → m− k we get the condition on the coefficient of t1−
k
m :
(24)
⌈m2 ⌉−1∑
q=2
aq⌊
qk
m
⌋+ am
2
(⌈
k
2
⌉ − 1)︸ ︷︷ ︸
for m∈2Z
+a0(k − 1) +
m−2∑
p=2m−M
bp(⌈
pk
m
⌉ − 1) = 0, k = 1, . . . ,m− 1, (m, k) = 1
Suppose k divides m but is prime. Then t1−
k
m = t1−
1
m′ , for some m′ ∈ Z. But such a power is not realized as αmax for
any other types. Thus, in this case the sum of coefficients of t1−
k
m must vanish as well, i.e. the last equation must hold
for k satisfying: either (m, k) = 1 or m ∈ kZ.
8For k = 1 the last equation is trivial. For m = M or m = M − 1 the terms bp do not participate. Thus, for m = M ,
(M − 1), by taking k = 2 we get: a0 = 0.
Thus, for m =M or m = M − 1 the variables are {aq}q=2,...,⌈m2 ⌉−1. The number of equations can be computed using
Euler’s function, φ(m) = m
∏
mi|m
(1− 1
mi
). To this one adds the number of prime divisors of m.
In many cases (e.g. m is prime or m has no small enough prime factors) the total φ(m) + r is bigger than the number
of variables. The system of equations which we get is trapezoidal.
4.3. The rings Types(C2,0)and Spec(C2,0). Consider the collection of all the (embedded topological) singularity types
Si of plane curve germs (C, 0) ⊂ (C2, 0). Denote by Types(C2,0)the abelian group freely generated by the formal linear
combinations,
∑
aiSi. This abelian group admits the natural ”merging” product, (S1, S2)→ S1 ⊗ S2. Take the generic
enough representatives, (Ci, 0) of Si, in particular they have no common tangents. Define S1 ⊗ S2 to be the singularity
type of (C1 ∪ C2, 0). The singularity type of this germ is fully determined by S1, S2, i.e. does not depend on the choice
of the representatives (Ci, 0).
Consider the collection of all the spectra of (reduced) plane curve singularities. Denote by Spec(C2,0)the abelian group
of all the (formal finite) linear combinations
∑
aiSpec(Ci, 0). Using theorem 4.1 and assuming independence of basic
types (section 4.2) we get:
Corollary 4.3. Spec(C2,0)is the quotients of (the abelian group) Types(C2,0)by all the recombination relations. Spec(C2,0)is
freely generated by the basic types {Cp,q}.
When does the product of Types(C2,0)descend to a product on Spec(C2,0)? To descend it must preserve the subgroup
of the relations.
Example 4.4. 1. Consider the relation 1 of theorem 4.1, multiply it by a smooth branch. We get:
(25) . ................................................ g g
︷︸︸︷D
m′iEi
− . ................................................
.
.......... .
...........
..........
︷︸︸︷deg(D∩Ei)
m′iEi
≡?? ≡ . ................................................ g g
︷︸︸︷D
.
.......... .
...........
..........
(mi+1)Ei
− . ................................................
.
.......... .
...........
.......... .
.......... .
...........
..........
︷ ︸︸ ︷(mi+1)
(mi+1)Ei
Suppose in the ”preliminary history”, i.e. , we had to blowup at least once at the intersection point of two exceptional
divisors. (This happens when there is a non-smooth branch.) Then m′i > mi+1 and the formula does not hold anymore.
2. Let Specs.b.(C2,0) ⊂ Spec(C2,0) denote the abelian subgroup generated by Spec(C, 0) for curve singularities with
smooth branches. Then Specs.b.(C2,0) is the quotient of Types
s.b.
(C2,0) by the relations as above. For smooth branches one has
m′i = mi + 1, i.e. the relations admit multiplication by the smooth branches.
In view of these examples, one should either restrict to Specs.b.(C2,0) or to define the product in a different way. We
define the product directly on Spec(C2,0).
First define it on the generators: Cp′,0 ⊗ Cp,q = Cp+p′,q and Cp,q ⊗ Cp′,q′ = Cp+p′+q′,q + Cp+p′+q,q′ − Cp+p′+q′+q,0.
(The later relation is forced by the compatibility with recombination formulae.) Now extend the product by linearity to
Spec(C2,0). Add to Spec(C2,0)(formally) the unit element, 1I.
Corollary 4.5. With this product (Spec(C2,0), 1I) becomes an associative commutative ring over Z, generated by the types
C1,0 and {C0,q}q≥2. For the types with smooth branches the product is ”geometric”, i.e. descends from Types
s.b.
(C2,0).
Note that Spec(C2,0)is not a polynomial ring, its the generators are algebraically related:
(26) C0,q ⊗ C0,q′ = C
⊗q′)
1,0 ⊗ C0,q + C
⊗q)
1,0 ⊗ C0,q′ − C
⊗(q+q′)
1,0 .
Proof. We should prove commutativity, distributivity, associativity. As the product is defined by generators, it is
enough to check commutativity and associativity for generators only. The only non-trivial cases are the triple product,
Cp,0 ⊗ Cp′,q′ ⊗ Cp′′,q′′ and C0,q ⊗ C0,q′ ⊗ C0,q′′ , they are checked directly.
Finally, the distributivity holds as the basic types are linearly independent.
4.4. The non-additivity of spectral pairs. The spectral pairs are more delicate invariants, they are not additive,
even in the simplest cases.
9For example, consider the singularity of the type (C, 0) = {
r∏
i=1
(lpi + y
2p +
x2p) = 0} ⊂ (C2, 0), where {li} are pairwise non-proportional linear forms.
The resolution is on the diagram, the spectral pairs are:
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq.
........... .
............
...........
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........
prE1
(pr+r)E2 (pr+r)Er+1
. . .
(27) Spp(C, 0) = r
∑
0<s<pr+p
(
p− 1− ⌊
s
r + 1
⌋
)(
t[−
s
pr+r ,1] + t[
s
pr+r ,1]
)
+ (r − 1)
∑
0<s<p
(
t[−
s
p
,2] + t[
s
p
,0]
)
+ (pr − 1)t[0,1]
The natural wish is to use the ”tangential decomposition”, as in equation (2):
(28) Spp(C, 0) =? = rSpp
(
(xp(r−1) + yp(r−1))(xp + y2p)
)
− (r − 1)Spp(xpr + ypr)
But this decomposition does not hold for the spectral pairs. Indeed:
(29) Spp
(
(xp(r−1) + yp(r−1))(xp + y2p)
)
=
∑
0<s<pr+p
(
p− 1− ⌊
s
r + 1
⌋
)(
t[−
s
pr+r ,1] + t[
s
pr+r ,1]
)
+
+
∑
0<s<pr
(
pr − p− 1− s+ ⌈
s
q
⌉
)(
t[−
s
pr
,1] + t[
s
pr
,1]
)
+
∑
0<s<p
(
t[−
s
p
,2] + t[
s
p
,0]
)
+ (pr − 1)t[0,1]
while
(30) Spp(xpr + ypr) =
∑
0<s<pr
(pr − 1− s)
(
t[−
s
pr
,1] + t[
s
pr
,1]
)
+ (pr − 1)t[0,1]
Thus Spp(C, 0) 6= rSpp
(
(xp(r−1) + yp(r−1))(xp + y2p)
)
− (r − 1)Spp(xpr + ypr)
4.5. The non-additivity of the Seifert form. The Seifert form is not additive either. Even a weaker invariant: the
collection of equivariant signatures of the Seifert form, [Schr.Stee.Stev., Proposition 3.1] is not additive.
In the example of section 4.4 one has:
(31)
for
r∏
i=1
(lpi + y
2p + x2p) : σ−s
pr+p
= r
(
p− ⌊ s
r+1⌋ − ⌊−
s
r+1⌋
)
for (xp(r−1) + yp(r−1))(xp + y2p) : σ−s
pr+p
= p− ⌊ s
r+1⌋ − ⌊−
s
r+1⌋, σ
−
s
pr
= pr − p− 2s+ ⌊ s
q
⌋ − ⌊− s
q
⌋
for (xpr + ypr) : σ−s
pr
= pr − 2s
Thus σ−s
pr+p
( r∏
i=1
(lpi + y
2p + x2p)
)
= rσ− s
pr+p
(
(xp(r−1) + yp(r−1))(xp + y2p)
)
,
but 0 6= rσ−s
pr
(
(xp(r−1) + yp(r−1))(xp + y2p)
)
− (r − 1)σ−s
pr
(
xpr + ypr
)
.
5. Applications
5.1. Singularity types with coinciding spectrum. Theorem 4.1 gives a very simple way to construct curve singu-
larities of different topological types, whose spectra coincide. For example:
(32)
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........
≺
≺
mE1
E2
≡
q qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq q
qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
qqqq
. ...........
. ...........
. ...........
. ...........
. ...........
. ...........≺
≺
mE1
E2
though the topological types are different.
5.2. What is determined by spectrum? Recall that even the spectral pairs do not determine the (embedded topo-
logical) singularity types, [Schr.Stee.Stev.]. On the other hand, the Seifert form (which is determined by the spectral
pairs) determines the intersection multiplicities of the branches, [Kaenders1996].
Using theorem 4.1 and linear independence of the basic types we get:
Corollary 5.1. 1. The multiplicity of (C, 0) is determined by Spec(C, 0).
2. If (C, 0) has only smooth branches or (C, 0) is of the ’intermediate type’, Cp1,...,pk , then the multiplicities of all the
exceptional divisors of the minimal (good) resolution of (C, 0) are determined by Spec(C, 0).
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Proof. 1. Expand Spec(C, 0) into the linear combination of the basic types, as in theorem 4.1. To restore the multiplicity
it is enough to prove that it does not cancel out.
First assume that the tangent cone T(C,0) has at most one multiple line (and possibly some other reduced lines). Then
in the expansion one does not use the recombinations on E1. Thus, in the resulting collection of the basic types the edge
of multiplicity mult(C, 0) occurs precisely one, with coefficient +1. So it cannot cancel with anything else.
In the general case, i.e. several multiple lines in T(C,0), first use the recombination on E1 to get the formula as in the
intro, equation (2). Now expand each Spec(C(i), 0) further. Then the resulting expansion contains {Cp,q}q=2,...,
p+q=m
with
positive coefficients and possibly Cm,0 with negative coefficient. Thus the terms that involve m cannot cancel.
2. If (C, 0) has only smooth branches then, as one sees from part 3 of theorem 4.1, no cancelation is possible. Namely,
in the decomposition (C, 0) =
∑
p1,p2
(Cp1,p2 , 0)−
∑
p
(Cp,0, 0) all the participating summands are determined by Spec(C, 0).
If (C, 0) is of the type Cp1,...,pk then use the expansion of part 4 of theorem 4.1. The right hand side of equation (15)
contains
(33)
∑
i
. ................................................• •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
..
...
...
...
.
mi−m1−
∑
j>i
pi
m1+
∑
j>i
pi
[miE1] [mi+1E2]
. ................................................• •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
..
...
...
...
.
p1 m1−p1
[m1E1] [(2m1−p1)E2] ∑
i
. ....................................................................................• •.
....
....
...
...
...
...
.
...
...
...
.. .
....
....
...
...
...
...
..
...
...
...
.
(i−1)m1−p1 m1
[(im1−p1)E1] [(i+1)m1−p1)E2]
We claim that these summands cannot cancel. Again, as these are basic types (linearly independent), the cancelation
can occur only if some multiplicities coincide, i.e.
(34)
(
mi = m1
mi+1 = 2m1 − p1
)
or
(
mi = jm1 − p1
mi+1 = (j + 1)m1 − p1
)
or
(
jm1 − p1 = m1
(j + 1)m1 − p1 = 2m1 − p1
)
Recall that for i ≥ 1 mi+1 = mi +
∑
j>i
pj and m1 >
∑
j≥1
pj . Thus we get contradiction in each of the cases.
5.3. A relative point of view. The relations of theorem 4.1 suggest that in many cases it is useful to consider not
the singularity itself, but the difference: [(C, 0)] := (C, 0) − (xm = ym), where m = mult(C, 0). Then, for any invariant
that is compatible with the cut&paste formulae we define inv[(C, 0)] := inv(C, 0)− inv(xm = ym). Thus, e.g. to prove
an inequality inv(C, 0) > 0 it is enough to verify: inv(xm − ym) > 0 and inv[(C, 0)] > 0. In many cases it is simpler to
check inv[(C, 0)] > 0 than inv(C, 0) > 0.
5.4. Stabilizations of curve singularities with small |µ0 + µ+|. Consider an isolated surface singularity (X, 0) ⊂
(C3, 0). The intersection form on the homology of the Milnor fibre, H∗(XF ,R), is determined by the triple (µ−, µ0, µ+),
the number of negative/ zero/positive indices. An old question is the classification of surface singularities with small
values of µ0 + µ+. The cases µ0 + µ+ ≤ 2 have been classified by Ebeling and others.
Recall that for (X, 0) ⊂ (C3, 0): µ− = |Spec(X, 0) ∩ (0, 1)| while µ+ + µ0 = 2|Spec(X, 0) ∩ (−1, 0]|. Let m be the
multiplicity of (X, 0), by the semicontinuity of the spectrum we have µ−(X, 0) ≥ µ−(x
m + ym + zm = 0) and similarly
for (µ+ + µ0). Thus, for [(X, 0)] = (X, 0)− (x
m + ym + zm = 0) one has µ−[(X, 0)] ≥ 0 and (µ+ + µ0)[(X, 0)] ≥ 0, and
one should study the cases of low values of (µ+ + µ0)[(X, 0)].
We consider a particular case: surface singularities which are stabilizations of curve singularities, (X, 0) = {f(x, y) +
z2 = 0}. By the Thom-Sebastiani formula, if Spec(C, 0) =
∑
tαi then Spec(X, 0) =
∑
tαi+
1
2 . Thus (µ+ + µ0)[(X, 0)] =
2|Spec[(C, 0)] ∩ (−1,− 12 ]|. Now, the first statement of theorem 4.1 reduces the study of |Spec[(C, 0)] ∩ (−1,−
1
2 ]| to the
”intermediate types”, (Cp1,...,pk , 0). In particular we record:
Lemma 5.2. Let (Cp1,p2 , 0) be the plane curve singularity of the type {(x
p1 + yp1)(xp2 + y2p2) = 0}. Then
(µ+ + µ0)[(Cp1,p2 , 0)] =
(
⌈p22 ⌉
2
)
−
1− (−1)p1p2
2
p2 − 1
2
.
5.5. Strengthening of Givental’s bound. For a plane curve singularity consider the positive part of the spectrum:
Spec(C, 0) ∩ (0, 1) = {0 < α ≤ α2 ≤ · · · ≤ αk < 1}. In [Givental1983] one proves: αi+1 + αk−i < 1 for all 0 < i < k. We
strengthen this bound as follows.
Proposition 5.3. Let Spec(C, 0) =
∑
i>0
ait
±αi + a0t
0, where 0 < α1  α2  · · ·  αk. Consider the (minimal embedded
good) resolution of (C, 0), with the exceptional divisors {miEi}. Denote by r the maximal number of distinct multiplicities
{mi}i∈I that satisfy: {
1
mi
< 2
mj
}∀i,j∈I
i6=j
. Then αi+r+1 +αk−i ≤ 1, and the equality holds iff (C, 0) is an ordinary multiple
point.
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Note that the number r of the proposition is always at least 1, in most cases it is bigger than 1.
When compared to the initial Givental’s bound, the significant strengthening is in the condition αi  αi+1. (Recall
that usually the spectral values that are close to 0 come with large multiplicities, while those close to 1 usually have
multiplicity one.)
Proof. First we check the bound for the ordinary multiple point, cf. example 3.2. Here αi =
i
m
for i = 1, . . . ,m− 2, thus
αi+2 + αi = 1 for i ≥ 0.
Step 1. We start with elementary remarks before addressing the general curve singularity. Note that the bound
αi+r+1 + αk−i ≤ 1 does not involve α1, . . . , αr. Thus we often ignore/erase these first few terms. We say that the
sequence α1 < α2 < · · · < αk satisfies G-condition if αi+1 + αk−i < 1 for 0 ≤ i <
k−1
2 and if k is odd then α k−12
≤ 12 .
Suppose some sequence 0 < α1 < · · · < αk satisfies G and 0 < β < α1. Then 0 < β < α1 < · · · < αk satisfies G as
well. Further, 0 < α1 < · · · < αk satisfies G iff α1 + αk < 1 and α2 < · · · < αk−1 satisfies G.
Given two increasing sequences, {αi}i=1,...,k and {βi}i=1,...,s, consider their union (with repetitions omitted): 0 <
γ1 < · · · < γt. We claim that if {αi}, {βi} satisfy G then {γi} satisfies G as well. The proof goes by reduction in the
length of the sequence, note that the statement is trivial if one of the sequences is one of the sequences is empty. When
merging the two sequences into {γi} two cases are possible:
• γ1, γt come from the same sequence, e.g. γ1 = α1 and γt = αk. Then γ1 + γt < 1 and γ1 < · · · < γt satisfies G
iff γ2 < · · · < γt−1 satisfies G. Thus one erases α1, αk from {αi} and repeats the procedure, merging α2, . . . , αk−1 and
{βj}.
• γ1, γt do not come from the same sequence, e.g. γ1 = α1 and γt = βs. Thus α1 < β1 and αk < βs, so β1 + αk <
β1+ βs < 1 and α1+ βs < β1+ βs < 1. Then, instead of {αi} and {βi} one can consider α1 < α2 < · · · < αk−1 < βs and
β1, β2, · · · , βs−1, αk (the last sequence is reordered if needed). As α1 + βs < 1 the sequence α1 < α2 < · · · < αk−1 < βs
satisfies G. Similarly, as β1 + αk < 1, the second sequence satisfies G. Thus {γi} is the result of merging of these two
new sequences, and now γ1, γt come from the same sequence (α1 < α2 < · · · < αk−1 < βs). So, we are in the first case
and proceed as above (erase γ1, γt and repeat the process).
Step 2. Consider the spectrum Spec(C, 0) =
∑
i
∑
k
dk,it
k
mi , cf. lemma 3.1. As one sees from the formula: dk,i ≥ 0
except possibly for one case, when the first exceptional divisor Ei intersects no branches of the curve (i.e. p1 = 0) and
only one among the other exceptional divisors (i.e. Ei>1 ∩ E1 = except for one Ei).
Suppose dk,i ≥ 0 then for each Ei we get
∑
k
dk,it
k
mi , which produces the sequence 0 < 1
mi
< · · · < kmax
mi
. As (C, 0) is
not an ordinary multiple point, kmax < mi − 2, thus the cropped sequence
2
mi
< · · · < kmax
mi
satisfies G. Go over all Ei
and merge the corresponding cropped sequences, the resulting γ1 < · · · < γk satisfies G again.
Among the values { 1
mi
}i choose those that are not smaller than γ1 and add them to the sequence {γi}. As all of them
are not bigger than 12 the obtained sequence satisfies G. Finally, by the assumption of the proposition, at least r values
among { 1
mi
}i are distinct and smaller than γ1. Thus, after they are added, we get the sequence 0 < {
1
mi
}i < γ1 < · · · < γk
that satisfies the claimed statement.
When dk,1 = −1, for E1, this just decreases the multiplicities of spectral values on the corresponding Ei. As the
spectral values remain the same, this does not break the G condition.
6. The generalized Durfee bound
In [Durfee1978] the bound was stated on the singularity genus and the Milnor number of normal surface singularities
in (C3, 0): µ ≥ 6pg. By now the general conjecture for isolated hypersurface singularity (X, 0) ⊂ (Cn, 0) is: µ(X, 0) ≥
n!pg(X, 0). It has been verified in several cases, see [Kerner.Nemethi.2014].
Recall that the singularity genus is expressible from the spectrum, pg(X, 0) = |Spec(X, 0)∩ (−1, 0]|, [Saito1981]. Thus
Durfee conjecture can be stated as: µ(X, 0) ≥ n!|Spec(X, 0) ∩ (−1, 0]|. We propose the more general
Conjecture 6.1. Let −1 < α ≤ 0 and n ≥ 2, then µ(X,0)
n! ≥
|Spec(X,0)∩(−1,−α]|−Cn
(1−α)n , the constant Cn depends on n only.
We verify this conjecture in several cases.
6.1. Newton-non-degenerate hypersurface singularities with large enough Newton diagrams. In [Kerner.Nemethi.2014]
we prove the bound µ ≥ n!pg for large enough diagrams. More precisely: for any Newton diagram Γ ⊂ Rn≥0 and any
t≫ 0 the bound holds for Newton-non-degenerate singularities with the diagram tΓ. Using this result we can establish
the generalized Durfee bound for this class of singularities.
Proposition 6.2. Fix some 0 ≤ α < 1, suppose the diagram (1−α)Γ is large enough. Then µ(X,0)
n! >
∣∣∣Spec(X,0)∩(−1,−α]∣∣∣
(1−α)n .
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Proof. We use the expression for the spectrum in terms of Γ ⊂ Rn≥0. Then the values of Spec(X, 0)∩ (−1,−α] correspond
precisely to the points of Zn>0, which are on or below the scaled diagram (1− α)Γ. Therefore |Spec(X, 0) ∩ (−1,−α]| =
pg((1−α)Γ) and by [Kerner.Nemethi.2014], for Γ large enough, n!pg((1−α)Γ) ≤ µ((1−α)Γ). Thus, using Kouchnirenko’s
formula:
(35) n!|Spec(X, 0)∩ (−1,−α]| ≤ µ((1−α)Γ) =
n∑
i=0
(−1)i(n− i)!V oln−i((1−α)Γ) = (1−α)
n
n∑
i=0
(−1)i(n− i)!V oln−i(Γ)
(1− α)i
Here V oli(Γ) is the total volume of the intersection of Γ with all the i’th dimensional coordinate subspaces of Rn, in par-
ticular V ol0(Γ) = 1. Present the later term in the form (1−α)
n
(
µ(Γ)+
n∑
i=1
(−1)i(n−i)!V oln−i(Γ)(−1+
1
(1−α)i )
)
and note
that for large enough Γ: V oln−1(Γ)≫ V oln−2(Γ)≫ · · · ≫ V ol0(Γ). Thus
n∑
i=1
(−1)i(n− i)!V oln−i(Γ)
(
− 1+ 1(1−α)i
)
≤ 0,
hence n!|Spec(X, 0) ∩ (−1,−α]| ≤ (1 − α)nµ(Γ).
6.2. Plane curve singularities.
Proposition 6.3. µ(C, 0) + 2mult(C,0)(1−α)2 >
2
(1−α)2 |Spec(C, 0) ∩ (−1,−α]|
This bound is far from being sharp, we hope to improve it in the next versions of the paper.
Proof. As explained in section 5.3, it is enough to check the bound for the ordinary multiple point and for [Cp1,...,pr ] =
Cp1,...,pr −C
p1+
r∑
i>1
(i−1)pi
, where C
p1+
r∑
i>1
(i−1)pi
denote the ordinary multiple point, (y
p1+
r∑
i>1
(i−1)pi
−x
p1+
r∑
i>1
(i−1)pi
), while
Cp1,...,pr = {(y
p1 + xp1)
r∏
i=2
(y(i−1)pi − xipi ) = 0} ⊂ (C2, 0).
For the ordinary multiple point, xm − ym: µ = (m− 1)2, Spec =
∑
|k|<m
t
k
m (m− |k| − 1). Thus
(36) |Spec ∩ (−1,−α]| =
m−1∑
k=⌊αm⌋
(m− k − 1) =
(
m− ⌊αm⌋
2
)
=
(
m− αm
2
)
+
{αm}(2m− 2αm− 1) + {αm}2
2
.
Altogether:
(37) µ−
2
(1− α)2
|Spec ∩ (−1,−α]| = 1 +
{αm}(1− {αm})
(1− α)2
+m
2α− 1− 2{αm}
(1− α)
> −
2m
(1− α)
The formula for the spectrum is written in lemma 3.1. In our case it gives:
(38)
Spec
(
yp1 − xp1 )
r∏
i=2
(y(i−1)pi − xipi)
)
=
∑
|k|<m1
t
k
m1
(
p1 − 1−
p1k
m1
+ {−
mrk
m1
}
)
+
∑
|k|<m2
t
k
m2
(
p2 −
p2k
m2
− {
m3k
m2
}
)
+
+
r∑
i=3
∑
|k|<mi
t
k
mi
(
pi −
pik
mi
− {
mi+1k
m2
}+ {−
mi−1k
m2
}
)
, here mr+1 := m1
Therefore
(39)
∣∣∣Spec(yp1 − xp1) r∏
i=2
(y(i−1)pi − xipi )
)
∩ (−1,−α]
∣∣∣ =∑
i≥1
mi−1∑
k≥⌊αmi⌋
(
pi −
pik
mi
− 1︸︷︷︸
only for i=1
)
+
+
m1−1∑
k≥⌊αm1⌋
{−
mrk
m1
} −
m2−1∑
k≥⌊αm2⌋
{
m3k
m2
}+
r∑
i=3
mi−1∑
k≥⌊αmi⌋
(
{−
mi−1k
mi
} − {
mi+1k
mi
}
)
︸ ︷︷ ︸
Frac
(1)
m1,...,mr
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Now we can write the difference:
(40)
∣∣∣Spec(yp1 − xp1) r∏
i=2
(y(i−1)pi − xipi )
)
∩ (−1,−α]
∣∣∣− ∣∣∣Spec((yp1+ r∑i>1(i−1)pi − xp1+ r∑i>1(i−1)pi)) ∩ (−1,−α]∣∣∣ =
=
∑
i≥2
mi−1∑
k≥⌊αmi⌋
(
pi −
pik
mi
)
−
m1−1∑
k≥⌊αm1⌋
(
m1 − p1)(1 −
p1k
m1
)
+ Fracm1,...,mr =
=
∑
i≥2
pi
mi
(
mi − ⌊αmi⌋+ 1
2
)
−
m1 − p1
m1
(
m1 − ⌊αm1⌋+ 1
2
)
+ Frac(1)m1,...,mr
Present ⌊αmi⌋ = αmi + {αmi} to get:
(41) ∆(Spec) = (1− α)2
∑
i≥1
pimi −m
2
1
2
+ (1 − α)
∑
i≥1
pi −m1
2
+
+
∑
i≥1
(
pi{αmi}+ pi
{αmi}+ {αmi}
2
2mi
)
−
(
m1{αm1}+
{αm1}+ {αm1}
2
2
)
︸ ︷︷ ︸
Frac(2)
+Frac(1)m1,...,mr
Now use mi+1 − mi −m1 =
∑
j≥i+1
pj , i > 1, and m2 −m1 =
∑
j≥2
pj to get: mi − im1 =
∑
j≥2
pj +
∑
j≥3
pj + · · · +
∑
j≥i
pj .
Therefore
(42)
∑
i≥1
pimi −m
2
1 =
∑
i≥2
pimi − (m1 − p1)m1 =
∑
i≥2
pi(mi − (i− 1)m1) =
∑
i≥2
pi
(∑
j≥2
pj +
∑
j≥3
pj + · · ·+
∑
j≥i
pj
)
=
=
∑
i≥2
pi
( i∑
j≥2
(j − 1)pj + (i− 1)
r∑
j>i
pj
)
=
∑
i≥2
(i− 1)p2i + 2
∑
2≤i<j
(i− 1)pipj
Altogether we get:
(43) ∆(Spec) = (1 − α)2
∑
i≥2
(i− 1)p2i + 2
∑
2≤i<j
(i− 1)pipj
2
+ (1− α)
∑
i≥2
(2− i)pi
2
+ Frac(2) + Frac(1)m1,...,mr
This gives the difference:
(44) ∆(µ)−
2
(1− α)2
∆(Spec) = 1−
r∑
i=1
pi +
∑
i≥2
(i − 2)pi
1− α
− Frac(2) − Frac(1)m1,...,mr
Finally, remark that Frac(2) ≤
∑
i≥1
pi + r, while Frac
(1) ≤ 0. This gives the bound.
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