The result of our study is that a coincidence point of two mappings and can be achieved when the ordered pair ( , ) is an ( , , )-contraction with respect to a generalized metric space. Moreover, with some additional condition, a common fixed point can be obtained as a consequence of our main theorems. Further, we apply our findings to some examples and integral equation problems.
Introduction
There has been a wide range of research in discovering fixed points, or the only fixed point, of certain types of mappings that are contractions in the past. Many aspects have been used to accomplish the result. At the very beginning, Geraghty [1] generally developed the Banach contraction principle by considering the class Θ whose elements are functions : [0, ∞) → [0, 1) such that
In 2012, Samet et al. [2] studied the existing results for --contractions. His concept was given in the following definition. Suppose that ̸ = 0 and is a real-valued function on × .
Definition 1 (see [2] ). Let be a self-mapping on and , V ∈ . If ( , V) ≥ 1 whenever ( , V) ≥ 1, then we say that is -admissible.
Later, Karapinar [3] added more conditions to Definition 1.
Definition 2 (see [3] ). Let be an -admissible self-mapping on and , V, ∈ . If ( , ) ≥ 1 and ( , V) ≥ 1 imply ( , V) ≥ 1, then we say that is triangular -admissible.
Furthermore, another essential part in this topic is a metric space. There were a large number of literatures that worked not only on a metric space, but also on other topological spaces; for examples, see [4] [5] [6] . Three years ago, Jleli and Samet [7] defined a generalized metric, known as a JS-metric. The advantage of their idea is that many topological spaces are covered by the JS-metric space. With this reason, results of fixed point theorems on JS-metric spaces have been recently interesting (e.g., see [8] ).
Let : × → [0, ∞] be a function and, for ∈ , denote a set of sequences { } in such that lim →∞ ( , ) = 0 by ( , , ).
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(1) If { } ∈ ( , , ) for some ∈ , then we say that { } -converges to . (2) If lim , →∞ ( , ) = 0, then we say that { } is -Cauchy. (3) If any -Cauchy sequence { } in -converges to some in , then we say that ( , ) is -complete.
Proposition 5 (see [7] ). Suppose that ( , ) is a JS-metric space. Let { } ⊆ and , V ∈ . If { } ∈ ( , , ) and { } ∈ ( , , V), then = V.
Definition 6 (see [7] ). Suppose that ( , ) is a JS-metric space. Let be a self-mapping on and { } ⊆ . If { } ∈ ( , , 0 ) implies { } ∈ ( , , 0 ) for some 0 ∈ , then we say that is continuous at 0 . Moreover, if is continuous at every ∈ , then we say is continuous.
Next, Martínez-Moreno et al. [9] had a new perspective to obtain common fixed points of particular contractive mappings on a space with two metrics.
Inspired by the above, we consider some existence results for a coincidence point of two functions when the ordered pair of these functions is an ( , , )-contraction on a space with two JS-metrics. In addition, some examples and an application of an integral equation are presented.
Main Results
First, we assume throughout this section that all functions and are self-mappings defined on .
then we say that is triangular -admissible with respect to .
Next, we define B as the class of mappings :
Note that ( ) is defined at = ∞. Also, let : [0, ∞] → [0, ∞] be a nondecreasing continuous function satisfying
Denote the class of all such functions by Υ. 
there exist ∈ B and ∈ Υ,
for all , V ∈ , then we say that the pair ( , ) is an ( , , )-contraction with respect to .
Here, we are interested in the existence of a coincidence point of and , where ( , ) is an ( , , )-contraction with respect to some generalized metric on . This can be done under suitable relations between and .
Definition 9. Suppose that ( , ) and ( , ) are two JSmetric spaces and { } ⊆ . If : → and : → are functions such that { } being -Cauchy in ( , ) implies { } is -Cauchy in ( , ), then we say that is -Cauchy on .
Last but not least, we need the comparison notations for any two generalized metrics. If and are two generalized metrics on , the notation ≥ represents ( , V) ≥ ( , V) for every , V ∈ . If the inequality fails for some , V ∈ , we use the notation ̸ ≥
. All other inequality signs can be defined in the same fashion. 
Theorem 10. Suppose that ( , ) is a -complete JS-metric space and is a generalized metric on . If
(i) ( , ) is an ( , , )-contraction with respect to , (ii) ( ) is a subspace of ( ), (iii) there is a 0 ∈ , ( 0 , 0 ) ≥ 1, and sup{ ( 0 , V) : V ∈ } < ∞,
Proof. From assumption
for all ∈ N. Observe that if
, and so we are done. Assume that
Repeating this process inductively, we obtain that
for each ∈ N. Our task is now to prove that { } is -Cauchy. Assume that this is not true. Equivalently, there is an > 0 so that, for each ∈ N, ( , ) ≥
for some ≥ ≥ . By inequality (6), together with the assumption that is triangular -admissible with respect to , we have that
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Continuing to apply this concept totally +1 times, we finally get the equality
Let 0 ≤ ≤ such that
which contradicts inequality (7). Thus, = 1. Then, there is a subsequence of { ( ( − , − ))} which converges to 1. Without loss of generality, assume that
By the definition of ,
Therefore, there exists a 0 ∈ such that
It follows that, also from inequality (7),
This is a contradiction since is nondecreasing. Thus, { } is -Cauchy.
The next goal is to show that { } is also -Cauchy. It can be observed that if ≥ , we are done. Assume that ̸ ≥ . Since is -Cauchy on , { } is -Cauchy. Consequently,
and so { } is -Cauchy. Since ( , ) is -complete, one can find a ∈ satisfying
That is,
By assumption (vi),
and { } ∈ ( , , ) .
Since and commute, = . This completes the proof.
As a consequence of Theorem 10, if = , then we have the following theorem. Besides, we can replace properties (v) and (vi) by other conditions as stated in the theorem below. Then, there exists a coincidence point of and .
Proof. It is easy to see that if condition (a) is true, then applying Theorem 10 to the case = yields the desired result. Assume that statement (a) does not hold. Thus, (b) must be valid. Let { } ⊆ and = −1 for each ∈ N. An argument similar to the one used in Theorem 10 shows that { } is -Cauchy and ( ,
for some ∈ . That is,
Again, since condition (b) holds, for any ∈ N, ( , ) ≥ 1. From (4) and assumption (i), it follows that
Since is nondecreasing,
and so
Consider
for some > 0. Therefore, ( , ) = 0. Hence, = , completing the proof.
Adding some extra condition to Theorem 10, the coincidence point is actually a common fixed point. This can be shown in the following theorem. Denote Proof. According to Theorem 10, ( , ) ̸ = 0. Then, we can let , V ∈ so that = and V = V. Suppose that ̸ = V. By the assumption, ( , V) ≥ 1. From the fact that ( , ) is an ( , , )-contraction with respect to , we have that
Theorem 12. Suppose that ( , ) is a -complete JS-metric space and is a generalized metric on . If all assumptions (i)-(vi) in
which leads to a contradiction. Therefore, = V. Next, let = = . Since and commute, = = = . Thus, ∈ ( , ). Referring to the proof above, we can conclude that = = = . Hence, the proof is complete.
We give examples to illustrate Theorems 10 and 11, respectively. 
and
where , V ∈ and is a real number such that > 1, we have that ( , ) is -complete. Let be a function defined by 
= ( ( , V)) ( ( , V)) .
(34)
Therefore, ( , ) is a ( , , )-contraction with respect to .
There is a ∈ N so that, for all , ≥ , we have that
With this ,
for any , ≥ . This completes Claim 3. Thus, by Theorem 10, and have a coincidence point, precisely, 0.
where is the generalized metric as defined in Example 13. Suppose that is a function as follows:
Define self-mappings and on by ( ) = + 6
and ( ) = 3 .
Note that ( ) ⊆ ( ) and ( ) is -complete. Moreover, we have 1 ∈ such that ( 1, 1) ≥ 1 and sup{ ( 1, V) :
Claim 1. is triangular -admissible with respect to . Let , V, ∈ . Assume that ( , V) ≥ 1. Then,
Similar as in the proof of the previous example, if ( , ) ≥ 1 and ( , V) ≥ 1, then ( , V) ≥ 1. Therefore, Claim 1 is obtained.
Claim 2. ( , )
is an ( , , )-contraction with respect to , where ∈ B and ∈ Υ defined by ( ) = 1/2 and ( ) = /2 for ∈ [0, ∞], respectively.
Suppose , V ∈ . If ( , V) = 0, then inequality (4) holds. Assume that ( , V) ≥ 1. Consider the following cases.
Therefore, we have Claim 2. Next, let { } ⊆ such that, for any ∈ N, ( , +1 ) ≥ 1. Assume that { } ∈ ( , , ) for some ∈ . By the definition of , for each ∈ N, ̸ = 0 or +1 = 0. Fix ∈ N. If ̸ = 0, then ( , ) ≥ 1. Assume that = 0. Suppose that ̸ = 0. Then, ( , ) = (0, ) = /2 ̸ = 0. This is a contradiction since { } ∈ ( , , ). Thus, = 0. Therefore, we get that ( , ) ≥ 1. Since is arbitrary, this is true for every ∈ N. Hence, by Theorem 11, = 0 is a coincidence point of and .
Application
We wish to apply our finding to the existence problem of a solution to the integral equation. This is one of the crucial uses of fixed point theorems that can be found in the literatures (see [10] [11] [12] [13] ). 
where , ∈ [0, ];
Then, the integral equation (42) has a solution.
Proof. Define the self-mappings and on as follows:
and ( ) = ( ) for ∈ and ∈ [0, ]. Suppose that : × → R is a function defined by
Clearly, ( ) ⊆ ( ), and and are continuous mappings that commute. Moreover, by assumptions ( ) and ( V), it is straightforward to show that condition ( ) of Theorem 11 is satisfied. Our problem reduces to show that the pair ( , ) is an ( , , )-contraction with respect to for some ∈ B and ∈ Υ. First, we establish that is triangular--admissible with respect to .
Assume that ( , V) ≥ 1. Then, ( ) ≤ V( ); that is, 
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