Abstract. Decision makers build utility functions for decisions based on their information, knowledge, beliefs and risk awareness. This utility function is an important basis for decision makers to make decisions in scientific practice and economic activities. In this paper, a weighted binary relationship is established by comparing the decision-making schemes. The full-order relationship closest to this weight relationship is used as the optimal utility for decision makers. The optimal utility of the loop breaking algorithm is given. Finally, it discusses its application in library management.
Introduction
Von Neumann and Morgenstern established a set of axioms for the theory of expected utility in game theory and economic behavior, which laid the foundation for uncertain economics [1] . After that, these axioms were refined by many scholars. the famous Jensen axioms system summarized them into three axioms [2] . In fact, some scholars through the study found that the transfer of utility relations in some practical decision-making problems cannot be satisfied, the famous French economist M. Allais (1953) systematically cited some obvious contrary to the axiom of the counter-examples [3] . Therefore, weakening axiomatic hypothesis or establishing new theory to solve the inconsistency between axiomatic hypothesis and decision-maker's actual choice behavior becomes an important content of utility theory research.
Before making a decision, people need to put the alternatives in order according to their own preferences for reference. It is very difficult for decision makers to arrange a large number of schemes directly, and it is easy to grasp if two schemes are compared. Based on information, knowledge, good and evil and risk tolerance, decision makers can determine the pros and cons of the two schemes, and obtain the utility relationship between them. The comparison data of two schemes is expressed as a non-negative binary function or a matrix, which is called a comparison utility or a comparison utility matrix, and can be regarded as a weighted binary relationship. Literature [4] studies the comparison utility relation of 0,1 value, and gives the generation algorithm of the nearest ranking from the comparison utility. Based on the literature, this paper generalizes the comparative utility to a non-negative real value, which becomes a weighted utility relationship, establishes the ranking which accords with the comparative utility to the maximum extent, gives the ranking algorithm of the non-circular comparison utility relationship, the ring-breaking algorithm of the circular comparison utility relationship, and finally studies its application in decision -making.
Optimum Utility Function
Decision-makers' preference for the scheme mainly depends on the decision-makers' information sets, knowledge sets and income and risk considerations. the two schemes are easy to grasp and can be reflected by numerical values. however, the utility values given by the decision-makers cannot be required to be accurate enough to meet the transitivity, and no cycle occurs. Definition 1.1 Let ‫,ݔ(ܴ‬ ‫)ݕ‬ be a binary function on set ܺ, satisfy the condition:
< +∞ All scenarios need to be ordered in the decision-making process. The order best suited to the decision maker 's wishes should be the order in which the comparative utility value reaches its maximum. Definition 1.3 let ࣮ be the full order relation on set ܺ, if there is ܶ ∈ ࣮, so that:
ܶ is called the best order for ‫,ݔ(ܴ‬ ‫,)ݕ‬ and the best order set for ‫,ݔ(ܴ‬ ‫)ݕ‬ is called the best order solution, denoted ࣮(ܴ).
For simplicity of representation, for a finite set ܺ = ‫ݔ{‬ ଵ , ‫ݔ‬ ଶ , ⋯ , ‫ݔ‬ } on the full order relationship
is called optimal utility function, where ݅ = 1,2, ⋯ , ݊ − 1 and ‫ݔ(ݑ‬ ) = 0. According to the decision maker 's comparative utility ‫,ݔ(ܴ‬ ‫)ݕ‬ function, how to obtain all the best order solution ࣮(ܴ), this is the problem to be solved.
The Best Acyclic Relationship
If the sequence ‫ݔ‬ ଵ , ‫ݔ‬ ଶ , ⋯ , ‫ݔ‬ has at least two different elements, called the relationship According to lemma 3.2, the following conclusions are drawn. Theorem 2.1 Let ܵ be the acyclic relation on finite set ܺ. The characteristic functions are:
To calculate the optimal sequence solution ࣮(ܵ) containing the acyclic relation s, an efficient algorithm of transitive closure is proposed by warshell in 1962. The generating algorithm steps of the optimal sequence solution ࣮(ܵ) of the acyclic relation s are as follows:
In the first step, the reflexive and transitive closure ܵ = ‫)ܵ(ݐݎ‬ of the binary relation s is obtained, if ܵ ∪ ܵ = ܺ × ܺ, ܵ is output, otherwise: Secondly, taking ‫,ݔ(‬ ‫)ݕ‬ ∈ ܺ × ܺ − ܵ ∪ ܵ and adding ordered pairs ‫,ݔ(‬ ‫)ݕ‬ , ‫,ݕ(‬ ‫)ݔ‬ into ܵ to obtain ܵ ∪ ‫,ݔ({‬ ‫})ݕ‬ and ܵ ∪ ‫,ݕ({‬ ‫,})ݔ‬ respectively and returning to the first step. Definition 2.1 Let ‫,ݔ(ܴ‬ ‫)ݕ‬be the comparison utility function on set ܺ, ܵ be the binary relation on ܺ, if the condition is satisfied:
1. ܵ is acyclic,
, Called ܵ is the set of ܴ-optimal acyclic relations on set ܺ, and the set of all ܴ-optimal acyclic relations is denoted ࣭(ܴ).
Theorem 2.2 If ܵ is the ܴ-optimal acyclic relation on set ܺ, then the complete order relation ܶ satisfying ܵ ⊂ ܶ must be the ܴ-optimal complete order relation. If ܶ is the ܴ-optimal complete order relation on set ܺ and the relation ܵ ் = ‫,ݔ({‬ ‫)ݕ‬ ∈ ܶ: ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0}, then ܵ ் is the ܴ-optimal acyclic relation on x and satisfiesܵ ் ⊂ ܶ.
Let ܶ be an complete order relation on set ܺ and ܵ ் = ‫,ݔ({‬ ‫)ݕ‬ ∈ ܶ: ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0} . Then the relation ܵ ் is a acyclic binary relation and when ‫,ݔ(‬ ‫)ݕ‬ ∈ ܵ ் , ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0. For any acyclic relation ‫ܥ‬ on set ܺ, by lemma 3.2, there is a full order relation ܲ containing ‫ܥ‬ such that
So ܵ ் is the ܴ-optimal acyclic relation on set ܺ.
If ࣭(ܴ) is all of that ܴ-optimal acyclic relation on set ܺ, then the solution of the ܴ-optimal holonomic order on ܺ consist of holonomic relations containing the optimal acyclic relation, i. e. ࣮(ܴ) = {ܶ ∈ ࣮: ܵ ⊂ ܶ, ܵ ∈ ࣭(ܴ)}. On that contrary, the ܴ -optimal acyclic relation on set ܺ is alway ܵ ் = ‫,ݔ({‬ ‫)ݕ‬ ∈ ܶ: ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0}, where ܶ ∈ ࣮(ܴ), i. e. ࣭(ܴ) = {ܵ ் : ܶ ∈ ࣮(ܴ)}.
Corollary 1 If ࣭(ܴ) is all of that ܴ-optimal acyclic relation on set ܺ, then
࣮(ܴ) = ࣮(ܵ ଵ ) ∪ ࣮(ܵ ଶ ) ∪ ⋯ ∪ ࣮(ܵ ) where ࣮(ܵ ) = {ܶ ∈ ࣮: ܵ ⊂ ܶ}, and ࣮(ܵ ଵ ), ࣮(ܵ ଶ ), ⋯ , ࣮(ܵ ) are disjoint.
The best order solution ࣮(ܴ) is classified according to the ܴ-best acyclic relation on ܺ, and the best order with the same best acyclic relation is the same class.
Corollary 2 If the ܴ-best acyclic relation on ܺ is unique and the reflexive, transitive closure of its best acyclic relation is a full order relation, then the best order relation will be unique.
Broken Circle Algorithm
For the comparison utility function ‫,ݔ(ܴ‬ ‫,)ݕ‬ ܴ = ‫,ݔ({‬ ‫:)ݕ‬ ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0} loops occur. The work in this section is how to remove some ordered pairs and obtain the best acyclic relationship, so as to obtain the best order solution ࣮(ܴ).
Consider first how to remove a circle of length 2. Look at an example. 100 people rated ‫,ݔ‬ ‫ݕ‬ two different textbooks, 60 people think that ‫ݔ‬ is better than ‫,ݕ‬ 25 people think that ‫ݕ‬ is better than ‫,ݔ‬ the rest of the people think they are no difference or no comment on them. Select the comparative utility function ‫,ݔ(ܴ‬ ‫)ݕ‬ = 0.6, ‫,ݕ(ܴ‬ ‫)ݔ‬ = 0.25. For ܴ = ‫,ݔ({‬ ‫:)ݕ‬ ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0} in the length of 2 circle{(‫,ݔ‬ ‫,)ݕ‬ ‫,ݕ(‬ ‫,})ݔ‬ one of the commonly used treatment is: more than 35 people in 100 ‫ݔ‬ than ‫,ݕ‬ take ‫,ݔ(ܴ‬ ‫)ݕ‬ = 0.35, and ‫,ݕ(ܴ‬ ‫)ݔ‬ = 0. For the different comparison utility functions obtained by these two methods, if their optimal full-order solutions are exactly the same, it shows that people often adopt the processing method is reasonable. In this way it is possible to eliminate all loops of length 2 present in comparative utility ‫,ݔ(ܴ‬ ‫)ݕ‬ and reduce the loops present in ܴ. The ܴ-minimal broken circle on set ܺ has the following relation to the ܴ-optimal acyclic relation. Theorem 3.2 let ‫,ݔ(ܴ‬ ‫)ݕ‬ be a comparison utility function on set ܺ , ܴ = ‫,ݔ({‬ ‫)ݕ‬ ∈ ܺ × ܺ: ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0}. Then that binary relation ‫ܮ‬ on set ܺ is a ܴ-minimal broken circle if and only if ܵ = ܴ − ‫ܮ‬ is the ܴ-optimal acyclic relation on ܺ.
The algorithm of minimum broken circle. Let ܴ = ‫,ݔ({‬ ‫)ݕ‬ ∈ ܺ × ܺ: ‫,ݔ(ܴ‬ ‫)ݕ‬ > 0} all simple cycles be ܱ ଵ , ܱ ଶ , ⋯ , ܱ . Each simple circle takes one edge ( ordered pair ) to form a set ‫ܮ‬ of ordered pairs, all of which are represented by ℒ. For relation ‫ܮ‬ ∈ ℒ, ‫ܮ‬ is a broken circle of ܴ because ‫ܮ‬ ⊂ ܴ is satisfied and ܴ − ‫ܮ‬ is acyclic.
Since each ܴ-broken circle contains at least one edge of each simple circle, the ܴ-minimum broken circle must appear in ℒ. It is only necessary to find all the smallest broken circles in the union set ܱ ଵ ∪ ܱ ଶ ∪ ⋯ ∪ ܱ of simple circles. If simple circles ܱ ଵ ∪ ܱ ଶ ∪ ⋯ ∪ ܱ are not connected, they can be grouped by connection. For each group, the minimum broken circle of the group is determined, and then the minimum broken circle of all groups is merged to obtain the ܴ-minimum broken circle.
Application of Optimal Utility Algorithm in Library Management
An experiment was done in a university library. Six teaching reference books of higher mathematics are selected and arranged in order according to the preference of readers. In order to facilitate the investigation, take two kinds of reference books please answer which one he prefers. Like to remember one point, don't like to remember zero points, can't compare or think about the same each remember zero points. Ten students are asked to answer each of the two reference books at random. The results of these six teaching reference book surveys are presented in a matrix. By adde that investigation of the two smallest broken circle ‫ܮ‬ ଶ and ‫ܮ‬ ସ , the author determines that the optimal solution is ‫ݔ‬ ଵ ‫ݔ‬ ‫ݔ‬ ଶ ‫ݔ‬ ଷ ‫ݔ‬ ସ ‫ݔ‬ ହ .
Conclusion
Before making a decision, people will make a two-to-two comparison of the two strategies to give the advantages and disadvantages of the two, according to the comparison utility to determine the nearest ranking is reasonable. In this paper, we present a sort generation algorithm for the utility relationship between the broken circle method and the non-circle comparison. The complexity of the algorithm for generating the broken circle relationship in the broken circle method needs further study.
