In our previous work we studied minimal fractional decompositions of a rational matrix pseudodifferential operator: H = AB −1 , where A and B are matrix differential operators, and B is non-degenerate of minimal possible degree deg (B). In the present paper we introduce the singular degree sdeg(H) = deg(B), and show that for an arbitrary rational expression
Introduction
Let K be a field with a derivation ∂ (this is called a differential field), and let K[∂] be the algebra of differential operators over K (with multiplication defined by the relation ∂ • f = ∂(f ) + f ∂). The algebra K[∂] embeds in the skewfield of pseudodifferential operators K((∂ −1 )) (with multiplication defined by the relation ∂ m • f = ∞ n=0 m n ∂ n (f ) ∂ m−n , m ∈ Z). Denote by K(∂) the subskewfield of K((∂ −1 )) generated by K [∂] . Elements of K(∂) are called rational pseudodifferential operators.
In the present paper we continue the study of the algebra Mat ℓ×ℓ K(∂) of ℓ × ℓ rational matrix pseudodifferential operators that we began in [2, 3, 4] .
The first important property of the algebra Mat ℓ×ℓ K[∂] of matrix differential operators, is to be a left and right principal ideal ring, hence one can talk about such arithmetic notions for this ring as the left and right greatest common divisor and the left and right least common multiple of a collection of elements. Using this one can deduce that a rational matrix pseudodifferential operator H has a presentation in minimal terms, very much like rational functions in one indeterminate over a field. Namely, H = AB −1 , where A, B ∈ Mat ℓ×ℓ K[∂], B is non-degenerate, i.e. invertible in Mat ℓ×ℓ K(∂), and A and B are right coprime. Moreover, for any other (right) fractional decomposition H = A B −1 one has A = AD, B = BD, where D ∈ Mat ℓ×ℓ K[∂] is non degenerate, see [3, 4] . In these papers we establish several equivalent properties of a minimal fractional decomposition H = AB −1 . The most important for the present paper is that deg(B) (i.e. the degree of the Dieudonné determinant of B) is minimal among all (right) fractional decomposition of H.
We call deg(B) the singular degree of the rational matrix pseudodifferential operator H. It is a nonnegative integer, denoted by sdeg(H), which is a "non-commutative analogue" of the number of poles (counting multiplicities) of a rational function in one indeterminate. We study the properties of the singular degree in some detail in Section 3.3.
It is not difficult to show (see Lemma 2.6 below) that for a collection B 1 , . . . , B N of non-degenerate ℓ × ℓ matrix differential operators one has where A α i , B α i ∈ Mat ℓ×ℓ K[∂], i ∈ I = {1, . . . , n}, α ∈ A, (A is a finite index set), and the B α i 's are non-degenerate. It is natural to ask what it means for such an expression to be in its "minimal" form, and in the present paper we propose the following answer to this question. We prove that, in general, (1.3) sdeg(H) ≤ i∈I,α∈A
(see Lemma 4.9), and we say that the rational expression (1.2) is minimal if equality holds in (1.3).
In general, it is not easy to compute the singular degree of a rational expression (1.2). One of our main results is Theorem 4.4, which gives a better upper bound than (1.3), and a lower bound, for the singular degree of H. These upper and lower bounds become equal, thus giving an effective formula for sdeg(H), if either the space E in (4.30), or the space E * in (4.31), is zero. As a consequence of these results, we get, in Corollary 4.11, an effective way to check when a rational expression (1.2) is minimal: this happens if and only if both spaces E and E * are zero.
One of the main goals of the paper is to demonstrate that this definition of minimality is the right generalization of the minimality of a fractional decomposition. A rational matrix pseudodifferential operator H ∈ Mat ℓ×ℓ K(∂) does not define a function K ℓ ∋ ξ → P = H(ξ) ∈ K ℓ . It is natural instead to define the following association relation: if H has a rational expression as in (1.2), we reinterpret the equation "P = H(ξ)" via the association relation ξ H ← − → P , meaning that there exist
Such association relation is a generalization of the H-association relation introduced in [6] . It plays a crucial role in the theory of Hamiltonian equations, and it is needed to develop the Lenard-Magri scheme of integrability for a compatible pair of non-local Poisson structures (written in the form of a general rational expression, as in (1.2)). Theorem 4.12, which is our second main result, says, in particular, that the association relation ξ H ← − → P is independent of the minimal rational expression (1.2) for H. This paper was written while the second and the third author were visiting IHES, France, which we thank for the hospitality.
2 Matrix differential operators and their degree 2.1 Matrix differential and pseudodifferential operators and the Dieudonné determinant
Let K be a differential field of characteristic 0, with a derivation ∂, and let C = Ker ∂ be the subfield of constants. Consider the algebra K[∂] (over C) of differential operators with coefficients in K. It is a subalgebra of the skewfield K((∂ −1 )) of pseudodifferential operators with coefficients in K.
Given ℓ ≥ 1, we consider the algebra Mat ℓ×ℓ K[∂] of ℓ × ℓ matrix differential operators with coefficients in K. It is a subalgebra of Mat ℓ×ℓ K((∂ −1 )), the algebra of ℓ × ℓ matrix pseudodifferential operators with coefficients in K. By definition, the Dieudonné determinant of A ∈ Mat ℓ×ℓ K((∂ −1 )) has the form det(A) = det 1 (A)ξ deg(A) where det 1 (A) ∈ K, ξ is an indeterminate, and deg(A) ∈ Z. It exists and is uniquely defined by the following properties (see [Die43] , [Art57]) :
(ii) if A is upper triangular with non-zero diagonal entries A ii ∈ K((∂ −1 )) of degree (or order) deg(A ii ) ∈ Z and leading coefficient a i ∈ K, then
and det(A) = 0 if one of the A ii is 0.
Remark 2.1. Let A ∈ Mat ℓ×ℓ K((∂ −1 )) and let A * be the adjoint matrix pseudodifferential operator.
Degree of a non-degenerate matrix
A matrix A ∈ Mat ℓ×ℓ K((∂ −1 )) whose Dieudonné determinant is non-zero is called non-degenerate. In this case the integer deg(A) is well defined. 
Right and left least common multiple
Recall the following result.
Lemma 2.4 ([4]
). Let A, B ∈ Mat ℓ×ℓ K[∂] be matrix differential operators, and assume that B is non-degenerate. In Section 4 we will need the following generalization of Lemma 2.4.
, with X n nondegenerate, such that
In this case, we have the following identity of rational matrix pseudodifferential operators (see Section 3.1):
Proof. Let, by Lemma 2.4(a), 
be the right least common multiple of B n−1 B n−2 and A n , with A n , B n−1 ∈ Mat ℓ×ℓ K[∂] and B n−1 non-degenerate. Equation (2.5) then holds letting
The last claim is immediate since, by (2.5), we have
Given an arbitrary finite number of non-degenerate matrix differential operators B 1 , . . . , B N ∈ Mat ℓ×ℓ K[∂], we can consider their right (resp. left) least common multiple
It can be defined as the generator of the intersection of the right (resp. left) principal ideals in 
Strongly coprime matrices
Definition 2.7. We say that the non-degenerate matrix differential opera-
Note that, by Lemma 2.4, strong coprimeness is equivalent to coprimeness if N = 2. and therefore, by Lemma 2.6, we have
It follows that all inequalities in (2.8) are actually equalities, and therefore, in particular,
By Lemma 2.4 this is equivalent to say that B N −1 and B N are left (resp. right) coprime. The same argument works for any other pair (B i , B j ).
Remark 2.9. Strong coprimeness is stronger than pairwise coprimeness of N ≥ 3 differential operators. To see this, consider the differential operators
with coefficients in the field F(x) of rational functions in x. They are obviously pairwise left coprime. On the other hand, their right least common multiple is
which has degree 2 < 1 + 1 + 1. Hence, ∂, ∂ + We can generalize this to an arbitrary number of strongly coprime operators. 
Proof. For N = 2 the claim holds by Theorem 2.10. For N ≥ 3, we prove the claim by induction on N . Let
By the strong coprimeness of B 1 , . . . , B N and Lemma 2.6, we immediately have that deg(
, and that B 1 and B 2 are left coprime. Since
Hence, by the first equation in (2.9), we have (2.11)
On the other hand, by the inductive formula (2.7) we have
and, therefore,
Since B 1 and B 2 are left coprime, by equation (2.11) and Theorem 2.10 there exists F ∈ K ℓ such that
These equations, combined with (2.10) and (2.12), prove the claim.
Remark 2.12. The example in Remark 2.9 shows that Theorem 2.11 may fail for pairwise left coprime B i 's. Indeed, let, as in Remark 2.9,
, and
, where α is a constant. They solve the equations
On the other hand, the only function F solving
Linearly closed differential fields
A differential field K is called linearly closed if every homogeneous linear differential equation of order n ≥ 1,
with a 0 , . . . , a n in K, a n = 0, has a non-zero solution u ∈ K.
It is easy to show that the solutions of equation (2.13) in a differential field K form a vector space over the field of constants C of dimension less than or equal to n, and equal to n if K is linearly closed (see e.g. [5] ).
Proposition 2.13 ([4]). If
admits the affine space (over C) of solutions of dimension less than or equal to deg(A), and equal to deg(A) if K is linearly closed.
Definition/Proposition 2.14 ( [8] (see also [4] )). Let K be a differential field with subfield of constants C, and letC be the algebraic closure of C.
Then there exists a unique (up to isomorphism) minimal linearly closed extension K ⊂ L with subfield of constantsC, called the linear closure of K.
Corollary 2.15. Let K be a differential field with subfield of constants C. LetC be the algebraic closure of C, and let L be the linear closure of
where
3 Singular degree of a rational matrix pseudodifferential operator
Rational matrix pseudodifferential operators
Throughout the rest of the paper we let K be a differential field with derivation ∂ and with subfield of constants C, we letC be the algebraic closure of C and L be the linear closure of K.
The algebra K(∂) of rational pseudodifferential operators over K is, by definition, the smallest subskewfield of
A matrix H ∈ Mat ℓ×ℓ (K(∂)) is called a rational matrix pseudodifferential operator. In other words, all the entries of such a matrix have the form and B = b1I is non-degenerate.
Minimal fractional decomposition for a rational matrix
pseudodifferential operator and singular degree 
and B non-degenerate, be a minimal fractional decomposition for H. Then, by Theorem 3.2(b), there exists a non-degenerate matrix E ∈ Mat ℓ×ℓ K[∂] such that C = AE and D = BE. We claim that
Since L is a linearly closed differential field and E is non-degenerate, by Proposition 2.13 there exists k ∈ L ℓ such that h = E(k). Therefore, D(k) = BE(k) = B(h) = 0, and 
1 is a minimal fractional decomposition for A + H. The claim follows.
Proof. Clearly, H = AB −1 is a minimal right fractional decomposition for H, if and only if H * = B * −1 A * is a minimal left fractional decomposition for H * . Therefore, by Theorem 3.2(c) and Remark 2.1, we obtain that sdeg(H * ) = deg(B * ) = deg(B). be a block form for the rational ℓ × ℓ matrix pseudodifferential operator H, where
is clearly non-degenerate. Then HB lies in
The claim follows by Proposition 3.4.
(a) If H = AB −1 is a right fractional decomposition for H, with A, B ∈ Mat ℓ×ℓ K[∂] and B non-degenerate, then
and B non-degenerate, then
Since B 0 and E are both non-degenerate, and B = B 0 E, we have
0 is a minimal fraction, and therefore by Theorem
Equation ( 1 , and we claim that this is a minimal fractional decomposition for H (so that sdeg(H) = deg(B 1 ) = deg(B) Applying C to the second equation, we get (3.21)
Combining the first equation in (3.20) and equation (3.21), we get that 
Therefore,
Basic Lemma
Lemma 3.12. Let A α , B α ∈ Mat ℓ×ℓ K[∂], α = 1, . . . , N , where B α is nondegenerate for every α. Consider the rational matrix pseudodifferential operator
and assume that
(In other words, (3.23) is a minimal rational expression for H, cf. Definition 4.10 below.) Let Proof. By equation (3.23) and Proposition 3.11(b), we have
Hence, by the assumption (3.24), all inequalities above are in fact equalities. Definition 4.1. Given a rational matrix pseudodifferential operator H ∈ Mat ℓ×ℓ K(∂), we say that the elements ξ, P ∈ K ℓ are H-associated, and we denote this by ξ for ξ and P with entries in a differential domain V (see e.g. [6] ). However the solution F of the equations ξ = BF and P = AF is allowed to have entries in the field of fractions K. The same remark applies to Definition 4.3 below.
We want to generalize the above association relation to an arbitrary rational expression for H, namely an expression of the form
and B α i non-degenerate, for all i ∈ I, α ∈ A. (Here and further, we let I = {1, . . . , n} and A be a finite index set, of cardinality |A| = N .)
, i ∈ I, α ∈ A, with B α i non-degenerate for all i, α, we say that the elements ξ, P ∈ K ℓ are {A α i , B α i } i,α -associated over the differential field extension K ⊂ K 1 , and we denote this by (4.28) ξ
In this case, we say that the collection {F α i } i,α is a solution for the association relation (4.28) over the field K 1 .
In particular, Definition 4.1 can be rephrased by saying that ξ 
An upper and lower bound for the singular degree
Let H ∈ Mat ℓ×ℓ K(∂) be a rational matrix pseudodifferential operator, and let (4.27) be a rational expression for H, with A α i , B α i ∈ K[∂], and B α i nondegenerate, for all α ∈ A, i ∈ I. We associate to this rational expression the following vector space, of solutions for the zero association relation:
Note that a rational expression for H * is
The corresponding vector space of solutions for the zero association relation is (4.31)
where we let A α n+1 = B α 0 = 1I.
Theorem 4.4. For the rational matrix pseudodifferential operator H, given by the rational expression (4.27), we have
Proof. We prove the inequalities (4.32) for the rational expression (4.27) by induction on the pair (n, N ), in lexicographic order. For n = N = 1 the rational expression (4.27) reduces to H = AB −1 , and in this case the spaces (4.30) and (4.31) are
and
Therefore, the upper and the lower bounds in (4.32) coincide with deg
, which is equal to sdeg(H) by Proposition 3.9(a). Next, let us consider the case when n = 1 and N ≥ 2. In this case the rational expression (4.27) becomes
In this case the spaces E and E * defined in equations (4.30) and (4.31) are, respectively, 
Then, H admits the following rational expression:
This rational expression has N − 1 summands, therefore we can apply the inductive assumption. We have:
where, recalling (4.30) and (4.31), we let (4.43)
and (4.44)
In order to continue the proof, we need the following two lemmas.
Lemma 4.5. We have an exact sequence
where f is the map
and g is the map
Proof. First, it is clear that the image of g lies in the kernel of Q, since, for (F α ) N α=1 ∈ E, we have
Moreover, since C N −1 and C N are right coprime, we have, by Theorem
This clearly implies that the map f is injective. We are left to prove that Im(f ) = Ker(g). We have
by (4.37). Hence, Im(f ) ⊂ Ker(g). To prove the opposite inclusion, let (F α ) N α=1 ∈ Ker(g), i.e.
(4.48)
SinceB N −1 andB N are left coprime, by Theorem 2.10 there
Therefore, by (4.48) we have (F 1 , . . . , F N −2 , G N ) ∈ E 1 , and by (4.49) we have (
Lemma 4.6. We have a short exact sequence
where f * is the map
and g * is the map
Proof. The map g * is obviously injective, and its image lies in E * , since B N −1 * and B N * are divisible on the right by Q * . Moreover, since f * •g * = 0, we have the inclusion Im(g * ) ⊂ Ker(f * ). The opposite inclusion is clear too: if (F α ) N α=1 ∈ Ker f * , then F 1 = · · · = F N −2 = 0, and
. We are left to prove that f * is surjective. Let (G α )
Recall that C 
Note that Q * is a non-degenerate matrix, therefore, since L is linearly closed, there exists X ∈ L ℓ such that Z = Q * X. It thus follows by (4.54) that
In other words, X ∈ Ker(B N * ) and
By Lemma 4.5 we have
while by Lemma 4.6 we have
Combining equation (4.42) with equations (4.40), (4.56) and (4.57), we get (4.32), in this case. Next, we prove the claim in the general case, when n ≥ 2. Recall the definition (4.30) and (4.31) of the spaces E and E * , which can be rewritten as follows
, and (4.59)
be the left greatest common divisor of B α n−1 and A α n , so that 
In view of equations (4.60) and (4.61), we can rewrite the rational expression (4.27) for H as follows:
This expression has n − 1 factors in each summand, therefore we can apply the inductive assumption. We have, by the inductive assumption and equation (4.62):
where (4.65)
and (4.66)
In order to complete the proof, we need the following two lemmas.
Lemma 4.7. We have an exact sequence
Proof. First, it is clear by (4.60) and the definition of E that the image of g lies in α∈A Ker L Q α . Moreover, since C α and D α are right coprime, f is clearly injective. The inclusion Im(f ) ⊂ Ker(g) immediately follows by the definitions (4.58) of E and (4.65) of E 2 , and by equations (4.60) and (4.61).
We are left to prove that Ker(g) ⊂ Im(f ). Let (F α i ) i∈I,α∈A ∈ Ker(g), i.e., (4.70)
SinceB α n−1 andĀ α n are left coprime, by Theorem 2.10 there exists G α ∈ L ℓ such that
Therefore, by (4.70) we have (F α 1 , . . . , F α n−2 , G α ) α∈A ∈ E 2 , and by (4.71) we have (
Lemma 4.8. We have a short exact sequence
Proof. The map g * is obviously injective. Its image lies in E * , since B α n−1 * and A α n * are divisible on the right by Q α * . The inclusion Im(g * ) ⊂ Ker(f * ) is obvious, and the opposite inclusion Im(g * ) ⊂ Ker(f * ) follows immediately from the definition of E * . We are left to prove that f * is surjectve. Let then (G α i ) 1≤i≤n−1,α∈A ∈ E * 2 . We have, in particular,
Recall that C α * and D α * are left coprime, and (cf. (4.39)) C α * Bα n−1 * = D α * Āα n * is their right least common multiple. Therefore, by Theorem 2.10, there exists Z α ∈ L ℓ such that
Since Q α * is non-degenerate, there exists X α ∈ L ℓ such that Z α = Q α * X α . Hence, equation (4.76) can be rewritten as
Equation (4.77) guarantees that (G α 1 , . . . , G α n−2 , X α , G α n−1 ) α∈A lies in E * , and, clearly,
By Lemma 4.7 we have
while by Lemma 4.8 we have
Combining equation (4.64) with equations (4.78) and (4.79), we get (4.32).
Minimal rational expression
Lemma 4.9. Let H ∈ Mat ℓ×ℓ K(∂) be a rational matrix pseudodifferential operator, with a rational expression of the form (4.27). Then
Proof. It follows immediately from Proposition 3.11. 
The main results on the association relation
Theorem 4.12. Let H ∈ Mat ℓ×ℓ K(∂) and let ξ, P ∈ K ℓ . Then (a) The association relation
is independent of the minimal rational expression (4.27) for H and of the intermediate differential field
holds for any rational expression (4.27) for H.
The rest of this section will be devoted to the proof of Theorem 4.12. Therefore, if F ∈ K ℓ is a solution for the association relation ξ
Lemma 4.14. Let H ∈ Mat ℓ×ℓ K(∂), let H = AB −1 be a minimal fractional decomposition for H, and let (4.27) be an arbitrary rational expression for H. Then, for every ξ, P ∈ K ℓ ,
Proof. Consider the rational expression (4.27). For every α ∈ A, we can apply Lemma 2.5 to get matrices X α 1 , . . . , X α n ∈ Mat ℓ×ℓ K[∂], with X α n nondegenerate, such that
Then the rational matrix H admits the following new rational expression:
be the least right common multiple of B 1 n X 1 n , . . . , B N n X N n . We thus get the fractional decomposition H = A B −1 , where:
By Theorem and (4.85), that, letting Z α = C α Z, α ∈ A, we get a solution for
and letting Z α i = X α i Z α , i ∈ I, α ∈ A, we get a solution for
Lemma 4.15. Let H ∈ Mat ℓ×ℓ K(∂), let H = AB −1 be a minimal fractional decomposition for H, and let (4.27) be a minimal rational expression for H. Then, for every ξ, P ∈ K ℓ , we have
Proof. The "only if" part is given by Lemma 4.14, so we only need to prove the "if" part. Assume that ξ
by induction on the ordered pair (N, n). In the case N = n = 1 the statement is obvious since, by Theorem 3.2, two minimal fractional decompositions for H are obtained from each other by multiplication on the right by an invertible ℓ × ℓ matrix differential operator. Next, we consider the case when N = 1 and n ≥ 2. In this case, the rational expression (4.27) is 
which is again minimal by (4.88) and (4.90). By the inductive assumption we have:
and we have to prove that A solution for the association relation in the left of (4.92) is an n-tuple
Since A n and B n−1 are left coprime, by the second identity in (4.93) and Theorem 2.10, there exists F n−1 ∈ L ℓ such that F n−1 = A n F n−1 and F n = B n−1 F n−1 . It is then immediate to check that F 1 , . . . , F n−2 , F n−1 is a solution for the association relation in the right of (4.92). Next, we consider the general case when N ≥ 2. In this case, we have
By Proposition 3.11 it follows that
Hence, since, by assumption, (4.27) is a minimal rational expression for H, all inequalities above are in fact equalities. In particular, (4.94) is a minimal rational expression for H α for every α, and
For every α ∈ A, let H α = A α (B α ) −1 be a minimal fractional decomposition for H α , and let
be the right least common multiple of B 1 , . . . , B N . Thanks to equation (4.95), we can apply Lemma 3.12 to conclude that the matrices B 1 , . . . , B N are strongly left coprime, and that (4.97)
is a minimal fractional decomposition for H. By definition, {F α i } i∈I,α∈A ⊂ L ℓ is a solution for the association relation ξ for some P 1 , . . . , P N ∈ L ℓ such that P 1 + · · · + P N = P . On the other hand, by the case N = 1 we have that, for every α ∈ A, By definition, the association relation in the right of (4.99) means that there exists F α ∈ L ℓ such that (4.100) B α F α = ξ and A α F α = P α .
Since B 1 , . . . , B N are strongly left coprime, it follows by the first equation in (4.100) and Theorem 2.11 that there exists F ∈ L ℓ such that F α = C α F for every α ∈ A. Hence, BF = ξ, and, by by the second equation in (4.98),
In other words, F ∈ L ℓ is a solution for the association relation We want to prove that, in fact, F α i lies in K ℓ for every i, α. For this, we shall use some differential Galois theory (see e.g. [9] ). Let K =C⊗ C K. By [4, Lem.5.12(a)], K is a differential field extension of K, with field of constantsC, and the linear closure L is obtained as union of the Picard-Vessiot composita K = K 0 ⊂ K 1 ⊂ · · · ⊂ L, see [8] . Suppose that, for some i, α, one of the entries of F α i does not lie in K. Then, by [4, Lem.5.9] , there exists k and a Picard-Vessiot extension P of K k such that, for every i, α, all the entries of F α i lie in P, and not all lie in K k . Clearly, being the unique solution for the association relation ξ P (with all the matrices A α i , B α i with coefficients in K), the element (F α i ) i∈I,α∈A ∈ P ℓnN is fixed by the differential Galois group Gal(P/K k ). Therefore, by [4, Prop.5 .14] all the entries of F α i lie in K k , which is a contradiction. Therefore, F α i ∈ K ℓ for every i, α. In order to prove that F α i ∈ K ℓ for every i, α, we apply the ordinary Galoise theory. Clearly, the entries of F α i , being elements ofC ⊗ C K, lie in a finite Galois extension of K. Again, being the unique solution for the association relation ξ 
