Abstract: Satellite data offer the opportunity for monitoring the temporal flooding dynamics of seasonal wetlands, a parameter that is essential for the ecosystem services these areas provide. This study introduces an unsupervised approach to estimate the extent of flooded areas in a satellite image relying on the physics of light interaction with water, vegetation and their combination. The approach detects automatically thresholds on the Short-Wave Infrared (SWIR) band and on a Modified-Normalized Difference Vegetation Index (MNDVI), derived from radiometrically-corrected Sentinel-2 data. Then, it combines them in a meaningful way based on a knowledge base coming out of an iterative trial and error process. Classes of interest concern water and non-water areas. The water class is comprised of the open-water and water-vegetation subclasses. In parallel, a supervised approach is implemented mainly for performance comparison reasons. The latter approach performs a random forest classification on a set of bands and indices extracted from Sentinel-2 data. The approaches are able to discriminate the water class in different types of wetlands (marshland, rice-paddies and temporary ponds) existing in the Doñana Biosphere Reserve study area, located in southwest Spain. Both unsupervised and supervised approaches are examined against validation data derived from Landsat satellite inundation time series maps, generated by the local administration and offered as an online service since 1983. Accuracy assessment metrics show that both approaches have similarly high classification performance (e.g., the combined kappa coefficient of the unsupervised and the supervised approach is 0.8827 and 0.9477, and the combined overall accuracy is 97.71% and 98.95, respectively). The unsupervised approach can be used by non-trained personnel with a potential for transferability to sites of, at least, similar characteristics.
Introduction
Wetlands are essential for sustaining life on Earth and are rich in biodiversity. They have traditionally provided food and shelter to local human populations, as well as sustaining ecosystem services, like water purification, flood regulation and protection against soil erosion. Nowadays, they also provide cultural services to their visitors, such as aesthetic, recreation and a wilderness feeling. These are some of the reasons why many wetlands have become protected areas [1] . Wetlands face
•
Radar-based approaches proposed in the literature rely on the specular behavior of the free water surface and its high dielectric constant; thus, very little backscatter is returned to the satellite sensor [1] . Gray-level thresholding is the most prevalent approach. In this context, all pixels with a backscatter lower than a specified threshold in an intensity image are mapped as water [4] . Issues arise with shadow areas or forward scattering sandy soils. Another approach to map surface waters is using active contour models, which exploit local tone and texture measures to delineate flood extension [5, 6] . However, emergent vegetation [7, 8] and/or waves [9] increase the amount of backscattered radiation from flooded surfaces to the satellite, making the delineation between water and land more difficult.
In optical images, several methods have been used to detect water bodies by applying thresholds to one or more spectral bands or indices [10] [11] [12] [13] . Commonly applied indices include the Normalized Difference Water Index (NDWI) [11] [12] [13] and the Modified NDWI [10, 12, 13] , whose estimation relies on green and near-infrared or short-wave infrared bands. Other approaches rely on machine-learning algorithms to extract water bodies from optical imagery. Prevalent supervised classification algorithms that have been used include Random Forests [14, 15] , neural networks [16] , decision trees [17] , support vector machines [18, 19] and the perceptron model [20] . Classification-based approaches may achieve higher accuracy than thresholding methods; however, ground truth data are required to select appropriate training samples.
In this paper, a novel automatic local thresholding unsupervised methodology for separating water class areas from non-water class areas is applied in an effort to minimize the need for user's intervention. It synthesizes visual computing techniques and spectral analysis of spaceborne images. Various algorithms have been used in the literature for estimating thresholds partitioning water and non-water pixels inside an image subset based on their class distribution. Most prevalent algorithms include Otsu's algorithm [21] used in [10, 13, [22] [23] [24] and Kittler and Illingworth's algorithm [25] , which was used in [26] [27] [28] . Automatic thresholding approaches are distinguished into global and local thresholding approaches:
• Global approaches [23] estimate thresholds based on the histogram analysis of the complete image. The capability of a global thresholding algorithm to detect an optimal histogram threshold may be unsatisfying when the class proportions within the image are imbalanced [29] . Additionally, the water and non-water class distributions may be quite different when considering the complete image compared to image subsets [27] , and this may hamper the ability to detect an optimal global threshold for the complete area.
Local thresholding approaches separate image into subsets and estimate local thresholds for subsets containing large portions of pixels belonging to the water and non-water classes, and these thresholds may be combined to estimate an overall threshold. Several of the methods rely on image subsets of fixed size [24, [26] [27] [28] to estimate local thresholds, while there is a limited number of recent approaches that adapt the size of the subregions to the information content retrieved from the image [22, 29] . The approach in Chini et al. [29] estimates subregions of variable size, which allow the parameterization of the distribution of water and non-water classes, while the approach in Nakmuenwai et al. [22] selects subregions of elliptical shape having a water and non-water cover ratio of nearly 1:1.
The proposed approach efficiently exploits optical data, e.g., Sentinel-2 bands and extracted indices, while the vast majority of local automatic thresholding approaches are developed for utilizing radar data [22, 24, [26] [27] [28] [29] . Moreover, it estimates local thresholds relying on patches of expanding size, contrary to most of the approaches that use image subsets of a fixed size [24, [26] [27] [28] . This increases robustness to input image spatial resolution variation when using different types of satellite data. In parallel, this work suggests the use of the minimum cross entropy thresholding algorithm for gray level thresholding [30] , while most common thresholding algorithms in the field are Otsu's and Kittler and Illingworth's algorithms and their variations.
Materials and Methods

Study Area
The Doñana wetlands extend over 108,429 ha at the estuary of the Guadalquivir River in Southwest Spain [31] (Figure 1 ). The former vast natural marshes (more than 100,000 ha) that covered both sides of the Guadalquivir River were reduced to 32,000 ha on the western bank of the river. Large areas were completely drained for extensive agriculture, and others were transformed into saltpans, rice-fields and fish farms [32] . These man-made habitat changes resulted in a complex mosaic of diverse aquatic habitats of different sizes and water depths, ranging from natural to artificial wetlands, from fresh to hypersaline and from ephemeral to permanent water [33] . The Doñana climate is Mediterranean sub-humid with temperate and rainy autumns and winters and hot and dry summers. The average annual rainfall is 550 mm, with an interannual variation ranging from 170 mm (2004) (2005) to 1000 mm (1995) (1996) . A diagram of the long-term average rainfall over the study area is provided in Díaz-Delgado et al. [2] . Rainfall occurs mainly from October-April, and the dry season is between May and September. Variable rainfall floods Doñana marshes, forming a wide floodplain that dries up during summer. Flooded areas are variable in depth, turbidity and vegetation cover, being driven mainly by the amount and seasonal pattern of rainfall. These seasonal marshes constitute the largest flooded surface in the Doñana wetlands and are breeding and wintering habitat for many species of European water birds [2] . On the aeolian sand deposits that close the mouth of the Guadalquivir River, there is an extensive system of temporary ponds [34] . Ponds range from small ephemeral pools that flood for a few days or weeks in rainy years to a few large permanent fresh-water lakes. Rice-paddies, created on top of the former natural marshes, are artificially flooded depending on rice cultivation needs and water available for cultivation. These areas, together with salt pans and aquaculture ponds, constitute an extensive system of artificial wetlands in the Doñana protected area that also provide refuge habitat for many species or water birds, especially when natural wetlands are dry [35] .
Satellite Imagery
All available cloud-free Sentinel-2 (S2) products for Doñana National Park from 19 December 2015-20 August 2017 were downloaded from the Copernicus European Space Agency (ESA) hub. In total, S2 products from 23 different dates were downloaded (see Table 1 ). Figure 1 . Map of the study area located in southwest Spain. All assessments were carried out for the Biosphere Reserve area as shown in this figure, additionally including a buffer zone of 1 km outside the boundary line. Red line: Biosphere Reserve, which is formed by the natural park in light green and the national park in dark green; purple line: Sentinel-2 tiles. The boundaries of different types of wetlands, (a) marshland, (b) rice-paddies and (c) temporary ponds, in the Biosphere Reserve are indicated with black lines. 
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1.
Satellite Imagery
All available cloud-free Sentinel-2 (S2) products for Doñana National Park from 19 December 2015-20 August 2017 were downloaded from the Copernicus European Space Agency (ESA) hub. In total, S2 products from 23 different dates were downloaded (see Table 1 ). Preprocessing of Sentinel-2 Data S2 data Level-2A products are generated using the Sentinel-2 Level-2A Prototype Processor (Sen2Cor) software [36] . Sen2Cor pre-processes Level-1C (L1C) Top-Of-Atmosphere (TOA) image data and performs the tasks of atmospheric correction and subsequent conversion into an ortho-image Level-2A (L2A) Bottom-Of-Atmosphere (BOA) reflectance product. The preprocessing is performed per tile. The shapefile containing the boundaries of Doñana Biosphere Reserve comprises three different tiles (namely the 29SQA, 29SQB and 29SPB S2 tiles; see Figure 1 ), where Preprocessing of Sentinel-2 Data S2 data Level-2A products are generated using the Sentinel-2 Level-2A Prototype Processor (Sen2Cor) software [36] . Sen2Cor pre-processes Level-1C (L1C) Top-Of-Atmosphere (TOA) image data and performs the tasks of atmospheric correction and subsequent conversion into an ortho-image Level-2A (L2A) Bottom-Of-Atmosphere (BOA) reflectance product. The preprocessing is performed per tile. The shapefile containing the boundaries of Doñana Biosphere Reserve comprises three different tiles (namely the 29SQA, 29SQB and 29SPB S2 tiles; see Figure 1 ), where brightness may differ from tile to tile. Therefore, L2A reflectance tile products are mosaicked and clipped to the limits of the shapefile. Mosaicking is performed independently for each S2 band by matching the histogram of each input tile's band to the histogram of a source tile's band. The center tile (29SQB) is assumed to be the source tile, since it covers the marshes and the majority of the study area, and at the same time, it overlaps with both the 29SQA and 29SPB tiles. The match tables are generated based on the overlapping portions of the 29SQA and 29SPB tiles' bands with the 29SQB tile bands. The mosaicking and the clipping are conducted in ERDAS IMAGINE's MosaicPro tool [37] .
Ground Truth Data
Inundation maps of the Doñana area with 30-m pixel resolution, which are generated from Landsat satellite data and provided by the Doñana Biological Station (EBD), are used as ground truth data to evaluate the performance of the unsupervised and supervised approaches. The approach used for the generation of the Landsat inundation maps is described in detail in Díaz-Delgado et al. [2] and relies on Landsat band 5 (Short-Wave Infrared (SWIR)). Resulting inundation maps have a coarser spatial resolution than the product of the Sentinel-2 that is evaluated in this study. However, these inundation maps cover the whole area, are reliable and have been extensively tested with field data collected simultaneously with satellite overpasses. The use of these inundation maps, which are regularly produced by the EBD team, allowed testing the unsupervised approach on 7 different dates of S2 image acquisitions coinciding with the Landsat ones (denoted with (L) in Table 1 ).
Unsupervised Approach
An unsupervised approach was developed, with the objective to be easily transferred and applied to other study areas without the need for ground truth information coincident with the satellite overpass. The performance of the unsupervised approach is compared to that of a supervised approach that uses as ground truth Landsat inundation maps developed by the EBD team. Both approaches are validated against the inundation map of the same date derived from Landsat.
The unsupervised approach estimates open-water and water-vegetation subclasses, which are then merged into the water class for validation purposes (see Figure 2 ). This way, usual wetland conditions, which allow for the presence of water over land at varying depths, where emergent vegetation may be absent, sparse or dense, are treated. 
2.
Segmentation of the Satellite Image
An initial step of the unsupervised approach is the segmentation of the satellite image into non-overlapping regions by utilizing the mean-shift segmentation algorithm [38] , which relies on color and edge information. The input to the segmentation algorithm is a false color image composed of three channels. Band 2 (BLUE), Band 3 (GREEN) and Band 4 (RED) are selected as the three input channels due to their 10-m spatial resolution, which allows a more accurate segmentation of the satellite image, compared to the case of selecting as input other S2 bands, which have a resolution equal to or greater than 20 m, with the exception of Band 8, which has 10-m resolution. The intensity of each selected band is normalized to the range [0, 255] . The minimum and the maximum intensity values, on which each band is normalized, represent the intensity percentile range from 1-99%. Outlier intensities are set to 0 or 255 if they are less or greater than the minimum or maximum value, respectively. The parameters used for the mean-shift segmentation are the segmentation spatial radius h s , which is set to h s = 3, and the segmentation feature space radius h r , which is set to h r = 3. The selection of these strict values ensures that the segmentation map will be of high reliability, meaning that most likely, a segment will be comprised of pixels belonging to surfaces with similar spectral behavior. The latter fact is verified also in [39, 40] . An example for performing mean-shift segmentation to the blue, green and red bands of Sentinel-2 (S2) data acquired on 20 August 2017 is given in Figure 3 . The segmentation map is utilized for the selection of segments with a high percentage of inundated pixels. Therefore, it is important to confirm experimentally that small variations of the mean-shift segmentation parameters that adjust the segmentation map do not significantly affect the performance of the unsupervised approach. Relevant experimental results are given in Section 2.4.3. 
Mapping of the Open-Water Subclass
Several approaches in the literature aiming to identify shallow inundated wetland areas rely on the low reflectance values of water in the SWIR band, since it is less sensitive to sediment-filled waters and therefore more suitable for delineating the boundaries between water and dry ground in shallow wetland areas [2, 41] . Hence, the unsupervised approach is based on the selection of a threshold on SWIR (Band 11) of S2. The SWIR band is normalized to the range of [0, 255] before using it in the unsupervised approach.
The histogram of the SWIR band is used to estimate an initial threshold T init separating inundated (low reflectance) from non-inundated pixels (medium to high reflectance). T init is the SWIR value, for which the first deep valley of the SWIR histogram is detected (see Figure 4) . If a pixel p has SWIR(p) < T init , it is denoted as inundated, otherwise as non-inundated. Therefore, an initial inundation map is generated using T init (see Figure 5a ). Based on this inundation map, segments G m , where m ∈ {1, 2, . . . , M}, having a large percentage of inundated pixels (>70%) are selected and their corresponding centroids C m are estimated (green dots in Figure 5a ). Sea segments are not considered for estimating centroids. The subsets of the mean-shift segmentation map corresponding to Subsets 1 and 2 of Figure 5a and their corresponding centroids are visualized in Figure 5c ,d.
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5. . Each patch's histogram is checked first for bimodality (double peaked), so that it is certain that it contains both inundated and non-inundated pixels. The splitting threshold f k opt is estimated relying on the Minimum Cross Entropy Thresholding algorithm (MCET) [30] .
The median of all expanding patches' optimal thresholds median k=1, 2, ..., 20
( f k opt ) is estimated as the optimal threshold f m opt corresponding to the segment G m . The rationale behind using expanding patches is to make the estimation of the optimal threshold more robust, since it is estimated relying on multiple splitting thresholds. Then, the median of selected segments' optimal thresholds is estimated as:
The median is considered, instead of the mean, for the estimation of M opt , since it is less sensitive to outlier values.
The final threshold T final , discriminating the open-water subclass, is estimated as the maximum value between M opt and T init , i.e., max M opt , T init , in order to account at the same time for both the specificities of the intensively inundated subset areas and the whole area spectral behavior. Pixels p with SWIR(p) < T final are assumed to belong to the open-water subclass. In Figure 5b are depicted, for Subset Areas 2 and 3 of Figure 5a , the additional water pixels identified in the open-water subclass map compared to the initial inundation map.
Testing of Mean-Shift Segmentation Parameters
The mean-shift segmentation map is exploited for segmenting the satellite image into non-overlapping regions (see Section 2.4.1). Therefore, it is important to verify that variations to the selected parameters (h s ,h r ) = (3,3) do not significantly affect the estimation of M opt . The additional sets of tested mean-shift parameters are (h s ,h r ) = (2,3), (h s ,h r ) = (3,3), (h s ,h r ) = (3,4) and (h s ,h r ) = (4,4). The points in Figure 6 show for the 7 dates that S2 and Landsat overpasses coincide (see Table 1 ) and for 5 different selections of (h s ,h r ), the estimated M opt . It is deduced that the influence of the variation of the segmentation parameters on the M opt estimation is negligible, since most values per date coincide or are very close. Figure 6 . Estimated median of selected segments' optimal thresholds M opt for 7 dates and 5 sets of mean-shift segmentation parameters (h s and h r are the segmentation spatial radius and the segmentation feature space radius, respectively).
6.
Effect of an Alternative Algorithm for Estimating Splitting Thresholds
A prevalent method for estimating an optimum threshold separating two classes is the Otsu method [21] . This method has been used in multiple approaches in the literature aiming at separating pixels into inundated and non-inundated classes [10, [22] [23] [24] 42] . In this experiment, MCET is replaced by the Otsu method, while the rest of the steps of the unsupervised approach are kept the same. The points in Figure 7 show the estimated T final for 7 dates by the two methods. The derived T final is always greater when using the Otsu method. The inundation maps generated relying on the use of MCET or the Otsu method are validated in Section 3.2, and the results suggest the use and better fit of the MCET method in the presented unsupervised methodology. 
Mapping of the Water-Vegetation Subclass
There are areas where water may be covered by emergent dense vegetation. The SWIR value of the pixels in these areas is higher compared to the SWIR values of the pixels having water or water with sparse vegetation belonging to the open-water class. A threshold T upper , which is the SWIR value for which the valley right after the first valley is detected in the SWIR histogram (see Figure 4) , is assumed to be the upper threshold for pixels comprising areas of water covered by dense vegetation. However, at the same time, it is has to be ensured that vegetation is present. To identify the vegetated areas, a Modified Normalized Difference Vegetation Index (MNDVI) (see Figure 8a) is estimated, using Band 7 and Band 5 of S2 (see Table 3 ), and an MNDVI threshold T MNDVI that should be over 0.4 is selected based on a trial and error process for the area. Specifically, T MNDVI is set equal to the MNDVI value, for which the first valley in the part of the histogram with MNDVI values over 0.4 is detected (see Figure 8b) . A pixel p is assumed to belong to the water-vegetation subclass, when the following two conditions are satisfied: Pixels of the water-vegetation subclass are demonstrated in the map of Figure 9a . Evidently, the water-vegetation subclass is mainly detected in the upper right area of the map, where the rice-paddies are located. These results comply with the growing cycle of rice, since the rice grows during the summer period in Doñana and at the same time the paddies are flooded [43] . MNDVI is preferred to the NDVI index (its formula is given in Table 3 ), since the use of NDVI causes the appearance of false positives in areas where water vegetation pixels are not expected, such as the areas enclosed in the red oval in Figure 9b (mainly vegetation inside sand dunes). The latter reveals that the higher spatial resolution of S2 Bands 4 and 8, used for calculating NDVI, is not that reliable as the narrow spectral width of S2 Bands 5 and 7, used for calculating MNDVI. Supplementary (Supplementary S1) gives a sensitivity analysis of the unsupervised approach. The first part, entitled "1. Estimation of T init ", describes how underestimation of T init can be prevented, while the second part, entitled "2. Deviation from the proposed unsupervised approach", describes how the methodology proceeds when the water-vegetation subclass is not present.
Supervised Approach
The 1st phase of the supervised approach ( Figure 10 ) is to generate a training set composed of sample points for each one of the 7 different S2 acquisition dates having simultaneous Landsat overpasses (see Table 1 ) and then training a classifier model per date. For each sample point, a number of features, including S2 bands and indices, is estimated. Details on the S2 bands used and the derived indices are given in Tables 2 and 3 , respectively. Table 3 . Details on the derived indices.
10.
Index Name and Abbreviation Equation
Normalized Difference Water Index (NDWI) NDWI, MNDWI and NDVI are commonly suggested in the literature for water detection (e.g., by [44, 45] ). MNDVI is additionally used in the supervised approach, since it has been used in the unsupervised approach. The sampling of the points on the S2 images is regular, and one per five pixels is sampled for the water class, while one per fifteen pixels is sampled for the non-water class. The same sampling frequency is applied to both horizontal and vertical axis. Per sample point, the features given in Tables 2 and 3 are estimated, while the class is derived from the Landsat inundation map that is overlaid on the S2 image. Since the date of S2 acquisition coincides with the date of the Landsat inundation map, it is ensured that the sample class can be reliably derived. The average number of training samples of the 7 training sets is 267.862, with 160.055 of them corresponding to the water class and the rest 107.807 to the non-water class.
The training dataset of each date is then loaded into the WEKA open source machine learning software [46] in order to train a Random Forest (RF) classifier, which is an ensemble of trees [47] , per date. A 10-fold cross-validation is performed, i.e., the training dataset is randomly partitioned into 10 subsets of equal size, where a single subset is retained as the validation data for testing the model, and the remaining 9 subsets are used as training data. The cross-validation process is repeated 10 times, with each of the 10 subsets used exactly once as the validation data, and the 10 results are averaged to produce a single estimation. At the same time, the RF parameters were set to default (e.g., 100 trees). In this way, an RF model is generated per date. This is then applied (2nd phase in Figure 10 ) to the features calculated for the pixels of the S2 image acquired at the same date, in order to classify the image into water and non-water areas. On average, the time required to train the model, estimate the features and perform the classification per date is about 4 h and 20 min on a PC with an i7 CPU at 3.4 GHz and 128 GB of RAM. In comparison, the time required for the execution of the unsupervised methodology for these dates ranged from 22-37 min.
Results
Accuracy Assessment Results for S2 and Landsat Coincident Overpasses
The inundation maps produced on 20 August 2017 by the unsupervised and supervised approaches are depicted in Figure 11a ,b, respectively. The unsupervised and supervised approaches use as input S2 bands with a resolution equal to 10 m or 20 m, allowing the generation of inundation maps with a resolution of 10 m, while the Landsat inundation maps used as ground truth data have a resolution of 30 m. Therefore, the lower spatial resolution of Landsat images induces an amount of error in the accuracy assessment of the presented approaches, since Landsat inundation maps, which are assumed to be ground truth maps, lack accuracy in the transition zones between water and non-water regions compared to the S2 inundation maps. Additionally, the higher resolution of the S2 estimated inundation maps allows for the detection of smaller areas covered by water that probably cannot be identified in Landsat inundation maps. Figure 12 shows side-by-side subparts of the unsupervised and the Landsat estimated inundation maps on 25 August 2016, where differences are evident. In order to compensate for the uncertainty caused in the validation due to the lower spatial resolution of the Landsat-derived inundation maps, two validation results are presented: in Situation (i), boundary regions between inundated and non-inundated pixels are excluded from the accuracy estimation, and in Situation (ii), boundary regions are included. Pixels in the area corresponding to sea coastal waters are not taken into consideration to obtain unbiased classification results. Landsat inundation maps are comprised of the water class and the non-water class. The boundary regions in the Landsat mask are comprised of pixels including in their eight closest-neighbor pixels at least one pixel of a different class. Figure 13a shows a map including the boundary regions and Figure 13b a zoomed region of it.
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13. Figure 13 . (a) Boundary regions (red pixels) between inundated areas (blue pixels) and non-inundated areas (gray pixels) in the Landsat inundation map on 6 June 2016; and (b) a zoomed region of this map.
Summarizing, the validation with Landsat ground truth data is estimated for two situations: (i) Excluding boundary Ambiguous Pixels (EAP) and (ii) Including boundary Ambiguous Pixels (IAP), in the accuracy estimation. The results for EAP situation are given in Tables 4-8, while for the IAP situation, they are given in Supplementary (Supplementary S2). As expected, the accuracy results of EAP are superior to those of IAP. Accuracy differences between EAP and their corresponding IAP values indicate that part of the lack of agreement between the S2 and Landsat inundation maps is due to the lower resolution of the Landsat map. The accuracy estimation results include the estimation of Producer's Accuracy (PA), User's Accuracy (UA), Overall Accuracy (OA) and the kappa coefficient (k). The confusion matrices, based on which the results of Tables 4-8 are produced, are included in Supplementary (Supplementary S3). A detailed insight into the results is given in the following. Table 4 presents the accuracy assessment for the complete buffered Biosphere Reserve area. Part A of Table 4 indicates that the PA of the water class is over 85.10% for all dates. The UA of the water class is low for two dates during the summer period, on 16 July 2016 (68.98%) and 25 August 2016 (70.79%), while for the rest of the dates, the UA is over 93.41%. On the other hand, Part B of Table 4 indicates that the PA and UA of the water class are over 98.24% and 84.90% for all dates, respectively. For both approaches, k is over 0.76. This shows that all classifications show "substantial" (0.61 ≤ k ≤ 0.80) or "almost perfect" (0.81≤ k ≤ 1) agreement between the observed and predicted classes according to [48] .
Since the Doñana protected area includes three different types of wetlands, (a) seasonal marshland, (b) cultivated rice-paddies and (c) temporary ponds, the accuracy assessment results are presented separately for each type of wetland. The boundaries of the aforementioned wetland types are depicted in Figure 1 . Table 5 presents the accuracy assessment for the marshland area. Part A of Table 5 indicates that the PA of the water class is over 88.32% for all dates. The UA of the water class is low for one date during the summer period, on 25 August 2016 (54.68%), while for the rest of the dates, the UA is over 82.41%. On the other hand, Part B of Table 5 indicates that the PA and UA of the water class are over 96.53% and 77.81%, respectively. For the unsupervised approach, k is over 0.6802, while for the supervised one, k is over 0.8699. Table 6 presents the accuracy assessment for the rice-paddies. Part A of Table 6 indicates that the PA of the water class is very low on 4 October 2016 (47.30%), while for the rest of the dates, it is over 82.26%. The UA of the water class is over 71.44%. On the other hand, Part B of Table 6 shows that the PA and UA of the water class are over 89.18% and 74.10%, respectively. For the unsupervised approach, k is over 0.5642, while for the supervised approach, k is over 0.8082. Table 7 presents the accuracy assessment for the temporary ponds areas. Part A of Table 7 indicates that the PA is over 79.12%, while the UA ranges from 12.25-89.16%. Part B of Table 7 indicates that the PA ranges from 90.36-100%, while the UA ranges from 10.29-60.11%. For the unsupervised approach, k ranges from 0.2177-0.8784, while for the supervised approach, k ranges from 0.1864-0.7373. Evidently, there is a significant variation in the accuracy results, since the small size of the area covered by the temporary ponds may allow for the detection of small water-covered areas in S2 data, but not in Landsat data.
The average k of marshland, rice-paddies and temporary ponds for the unsupervised approach is 0.8726, 0.7664 and 0.6097, respectively, and for the supervised approach is 0.9504, 0.9308 and 0.5607, respectively. k values are lower in the temporary ponds and also somewhat lower in the rice-paddies compared to the marshland. The statistical relation between k and different factors, e.g., (a) type of wetland, (b) water covered area and (c) perimeter of water covered area, is also examined based on ANOVA (Analysis Of Variance). The ANOVA results (F = 3.853, p = 0.04048) indicate a significant relation between k and wetland type. Furthermore, from Part B of Tables 4-7, it is found that for the supervised approach, the PA is higher than the UA for the water class and for all dates and examined areas, and this shows that the water area tends to be overestimated compared to Landsat reference maps. On the contrary, Part A of Tables 4-7 demonstrates that for the unsupervised approach, there is no consistent tendency to overestimate or underestimate water coverage, since the PA can be increased or decreased compared to UA. 
Combined Accuracy
The rows in Table 8 provide the PA, UA, OA and k, which are estimated when the number of true positive pixels of the water class, false positive pixels of the water class, true positive pixels of the non-water class and false positive pixels of the non-water class are added for all seven dates per approach and examined study area (information about the approach and the study area is given in the second column). For the complete buffered Biosphere Reserve area, by comparing the first and second rows of Table 8 , it is estimated that for the water class, the PA and the UA of the unsupervised approach are 8.67% and 3.16% lower than that of the supervised approach, respectively. k of the supervised approach is about 7.1% higher than the unsupervised approach. For the marshland area, by comparing the third and fourth rows of Table 8 , it is estimated that for the water class, the PA of the unsupervised approach is 7.96% lower than that of the supervised approach. In contrast, the UA of the unsupervised approach is 1.45% higher than that of the supervised approach. k of the supervised approach is about 4.43% higher than the unsupervised approach. For the rice-paddies, by comparing the fifth and sixth rows of Table 8 , it is estimated that for the water class, the PA and UA of the unsupervised approach are 8.53% and 5.12% lower than the supervised approach, respectively. k of the supervised approach is about 14.37% higher than the unsupervised approach. For the temporary ponds, by comparing seventh and eight rows of Table 8 , it is estimated that for the water class, the PA of the unsupervised approach is 5.37% lower than the supervised approach. In contrast, the UA of the unsupervised approach is 6.27% higher than the supervised approach. k of the unsupervised approach is about 6.26% higher than the supervised approach. Summarizing the combined accuracy assessment results, the PA of the unsupervised approach is 5.37-8.67% lower than the supervised approach, while the UA of the unsupervised approach can be lower or higher than the supervised approach, with a fluctuation ranging from −5.12-6.27%. k is higher for the supervised approach for all study areas, except for the temporary ponds.
The ninth row of Table 8 provides PA, UA, OA and k derived from the inundation maps estimated for the complete area relying on the unsupervised approach and the Otsu method (see Section 2.4.4). The ninth row is compared to the first row to evaluate how the performance of the unsupervised approach is affected when the Otsu method is used instead of MCET for estimating splitting thresholds. Though, the PA of the unsupervised approach with MCET is 3.97% lower than the unsupervised approach with the Otsu method, and the UA of the unsupervised approach with MCET is 12.41% higher than UA of the unsupervised approach with the Otsu method. Additionally, when using the Otsu method in the unsupervised approach, the PA is significantly higher than the UA (the difference between them is 17.71%). On the contrary, when MCET is used in the unsupervised method, the difference between the PA and UA is limited to 1.33%. k is about 5.91% higher when using MCET than the Otsu method.
Taking into consideration the inundation maps, generated for all 23 dates given in Table 1 , information about the statistics of the estimated T final and T upper can be obtained. The minimum, maximum and mean values of T final are 9, 31 and 15.174, respectively. While, the minimum, maximum and mean values of T upper are 29, 67 and 36.33, respectively. The mean T upper value is close to the minimum value, since only for one date, T upper is over 37 (i.e., 67). It has to be noted that T upper is estimated in nine out of 23 dates (these dates are shadowed with yellow in Table 1 and lie within the summer period), thus indicating the presence of the water-vegetation subclass.
Performance of the Unsupervised Approach in Marshland
Park managers of Doñana protected area have a special interest in estimating the hydroperiod in seasonal marshland, since this area is considered as Western Europe's largest sanctuary for migratory birds. Hydroperiod is a critical parameter that shapes the distribution of aquatic plants and animals and determines the habitat available for many of the living organisms, including migratory and endemic water birds, in the marshland [2, 49] .
The estimated accuracy for the marshland relying on the unsupervised approach is provided in the first line of Table 9 (copied from the third row of Table 8 ). It would be interesting to estimate a modified T final , henceforth named T marsh , which is the threshold separating inundated from non-inundated areas in the marshland area. In order to estimate T marsh , optimum thresholds of the segments, whose centroids belong to the marshland area, are considered, and T marsh is estimated as the median of the optimal thresholds of these segments. Therefore, pixels p in the Marshland area with SWIR(p) < T marsh are assumed to be inundated. The estimated accuracy for the marshland using T marsh is provided in the second line of Table 9 . By comparing the results between the first and second line of Table 9 , it is obvious that the use of T marsh assists in increasing the PA accuracy of the water detection in marshland, since the PA when using T marsh is higher by 2.16% than the PA when using T final ; while the UA when using T marsh is only 0.14% lower than the UA when using T final . k when using T marsh is slightly higher than k when using T final . This experiment indicates that the proposed approach can be applied on a more localized basis, i.e., to a specific wetland type, if there is information on the spatial distribution of different types of wetlands that might differ in their spectral response. 
Discussion
The vast majority of local automatic thresholding approaches have been developed for utilizing radar images [22, [26] [27] [28] [29] , while the proposed approach uses as input optical satellite images to detect water extent. The aim of this paper is to introduce an unsupervised approach capable of generating inundation maps relying on preprocessed S2 data without the need for simultaneous ground truth data. This approach is applied to the Doñana protected area. The overall classification accuracy of both the unsupervised and supervised approaches, when combined for all processed dates, is over 91%, while the unsupervised approach performance lags only up to 6.43% behind. As a counterbalance, the unsupervised approach provides for a user and ground truth data independent process and a lower computational cost. At the same time, contrary to the supervised approach, which shows a trend to overestimate water coverage, the unsupervised one does not follow a consistent trend. When focusing on the three types of wetlands existing in the study area, useful conclusions can be also drawn. The accuracy is high for the seasonal marshland and cultivated rice-paddies for the vast majority of the dates, while for the temporary ponds, a significant variation is noticed in the accuracy results, since the limited size of the area covered by the temporary ponds may permit the detection of small water-covered areas in S2 data that cannot be detected in Landsat data.
User independency is provided throughout several local automatic thresholding approaches [26, 27] , which separate the image into non-overlapping image subsets of user-defined size and estimate local thresholds splitting flooded from non-flooded areas. However, the use of image subsets with a fixed size can be problematic when applying an algorithm to different regions and satellite images with different spatial resolutions. In the present work, the optimal threshold per segment is estimated relying on multiple "splitting" thresholds calculated from patches of expanding size, which are centered on each segment's centroid. This increases the robustness to image resolution changes compared to the use of just one patch of predefined size. Additionally, this approach suggests the use of the MCET algorithm [30] for gray level thresholding, while most common thresholding algorithms in the field are Otsu's [21] and Kittler and Illingworth's [25] algorithms and their variations.
Results prove the efficacy of the suggested method, as it manages to account for changes in the density of aquatic vegetation, as well, as this is registered in the reflection signal. The number of the subclasses detected by the unsupervised approach depends on the time period in which the S2 acquisition date falls. Contrary to the open-water subclass that is always detected in the study area, the water-vegetation subclass is detected mainly in rice-paddies within the time period from July-September of 2016 and 2017. This result is in agreement with the growing cycle of rice, which grows during the summer period in Doñana and at the same time the rice-paddies are flooded [43] . Furthermore, the unsupervised method may be adapted to the specific characteristics of a type of wetland, as it is evident when restricting the water estimation in marshland in comparison to the complete buffered Biosphere Reserve area.
Application of the unsupervised method to additional study areas, planned to be carried out by the authorship team in the next year(s), is expected to increase its scientific soundness and help to identify possible limitations and challenges of the suggested method. This is important for enhancing its credibility towards end users. The latter vary from the civil protection authorities for flood protection to water management ones for the regulation of the irrigation of the plots during droughts, as they can estimate flood depth relying on methods that combine the flood extent with elevation data, e.g., following Cohen et al. [50] . In this study, Doñana protected area managers use the water cycle information from an ecological perspective, in their effort to make decisions that balance bird nesting and cattle breeding services of the local ecosystem, as expressed via the biomass produced due to water presence. Finally, the incorporation of the frequently registered flood extent in hydrology models is expected to improve their forecast accuracy [51] .
A possible limitation of the proposed approach might occur in case water occupies only a very small portion in a S2 scene, i.e., a limited number of pixels. In such a case, following the process described in Section 2.4.2, the detection of an initial threshold relying on the SWIR histogram could be shifted to higher values corresponding to non-inundation instances. In order to alleviate this problem, an upper expected limit could be set to the value of the initial threshold. For the Doñana case, the initial threshold values' range presents almost no outliers throughout two years of experiments. This indicates that a robust upper limit could be potentially defined through the experience of applying the unsupervised method at multiple study areas. With respect to the Doñana study area, no detection failure of the initial threshold was registered, since water presence at all times (even with minimum coverage) allowed the detection of a reliable initial threshold. In detail, the average water percentage in the initial inundation maps of the 23 dates was 11.23%, with standard deviation of 5.75%, while the minimum and maximum water cover percentages across the inundation maps of all dates were 6.24% and 23.36%, respectively. Additional experiments iteratively decreasing the extent of the area to include less inundated areas for each date demonstrated that the capacity to estimate the initial threshold remained consistent even in cases where inundated areas fall below 1% of the extent of the total area. However, saturation cases with erroneous initial threshold identification appeared on some dates when the water percentage in the scene was below 1.5%.
Worth mentioning here is the lack of wide coverage in situ ground truth data of a finer scale than the S2 ones, which would have minimized uncertainties for the evaluation of the herein suggested approach. As a result, the Landsat generated inundation maps were assumed as the most adequate solution for validating the S2 inundation maps, due to the decadal data series produced consistently for Doñana. Coarser resolution leads to less accurate registration of the boundary regions between water and land and impedes the detection of small water-covered areas. The uncertainty, introduced by the coarser Landsat spatial resolution, is evidenced by the variation of the results between the EAP and IAP situations, with IAP demonstrating notably lower performance compared to these of the EAP situation, where no boundary areas are considered. The work in Muster et al. [52] , which examines water body mapping at different resolutions, adds that the decrease of resolution not only leads to the omission of small water bodies and misclassification of border pixels, but also may result in local overestimation of water surface area when clusters of small water bodies are merged into single larger water bodies. Accuracy fluctuations between satellite products of varying spatial resolution are also indicated in the evaluation study of Omnarian et al. [53] . Except for the resolution difference, an additional factor that may cause partial disagreement between S2 and Landsat maps is the possible classification errors in the Landsat maps. The presence of errors in Landsat maps is evident in the accuracy assessment results against in situ data acquired between 2004 and 2007, where the mean kappa inside marshland is 0.65 [2] .
Finally, S2 data were available and useful in non-regular time intervals throughout the year, because of cloud presence in the study area. Sentinel-1 (S1) data may be used to cover for occurring raw data gaps. The acquired signal in the S1 case, however, is physically related to different surface object features than those of the S2 spectral bands (e.g., sand forward scattering or sensor look angle vs. relief) that cannot guarantee such a high performance as S2 may achieve. Exploitation of robust hydrological models could be complementary used and fill the inundation mapping gap. Performances and complexity may vary across models. Recent studies show that low-complexity new-generation models for flood mapping may perform as well, as presented for example in the comparative work of Afshari et al. [3] between two hydrological models of low complexity (i.e., AutoRoute [54] and Height Above the Nearest Drainage (HAND) [55] ) and a 2D hydrodynamic model (Hydrologic Engineering Center-River Analysis System (HEC-RAS 2D)).
Conclusions
This study presents a novel unsupervised local thresholding approach for separating inundated class pixels (comprised of pixels belonging to the open-water and water vegetation subclasses) from non-inundated class pixels relying on S2 radiometrically-corrected data. The evaluation results show that the unsupervised approach lacks only slightly in performance in comparison to the supervised approach, while at the same time, it does not require ground truth data or user's intervention. Moreover, this approach manages to incorporate and register more cases as it is not limited to the detection of open-water, but it attempts to identify also areas with water emergent vegetation. On top of this, the way automatic thresholding is applied increases robustness against image spatial resolution variation, because the detection of water presence relies on patches of expanding size, contrary to most of local thresholding approaches that use subsets of fixed size.
Areas with emergent dense vegetation completely covering water could not be detected, since the simultaneous presence of water and vegetation cannot be reflected in the SWIR histogram. Cases that water covers only a very small part in a S2 scene (i.e., <2%) are examined challenging the approach to its limits and showed a tendency toward a misleading separation of inundated from non-inundated pixels for some dates. The latter prove that the initial threshold estimation is reliable for a wide range of water cover extent in a scene (i.e., >2%) and applicable in many cases even for very low water cover extent (i.e., <2%).
Further research steps are comprised of: (a) the utilization of ancillary information, such as the Digital Elevation Model (DEM) to infer the presence of water in similarly-elevated areas, however completely covered by dense vegetation, or for detecting areas corresponding to shadows that are false positives of inundated areas; (b) the design of an optimal strategy for simultaneous utilization of the inundation maps generated from both S2 and Landsat data aiming at achieving a higher temporal frequency; (c) the implementation of a methodology for fusing inundation maps generated from S2 and S1 data, in order to (i) counterbalance the lack of S2 maps during extended periods of cloud cover and (ii) overcome the limitations of radar data. This way, areas that are systematically detected erroneously as inundated in S1 data (e.g., sand dunes, bare ground [28] ), but not in S2 data, will be corrected, while information about the seasonality of water-vegetation areas, extracted from S2 data, could help to identify emergent vegetation in S1 data. 
