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Foreword
I
nformation on the spatial distribution of poverty is particularly useful in designing geo-
graphically targeted programs to address regional disparities—a matter of high priority for
many countries. Until recently, most developing countries were forced to design these pro-
grams based on rough indicators of poverty or on the results of household budget surveys,
which typically generate poverty estimates for a limited number of regions.
In the late 1990s, a new approach was developed combining census data and household
budget survey results to generate poverty estimates for small areas such as districts, allowing
the construction of “poverty maps.” A 1998 IFPRI study in Vietnam was one of the first to ex-
periment with this approach. A similar method was concurrently developed and subsequently
refined by researchers at the World Bank. Poverty mapping studies have now been carried out
in more than a dozen countries. This is an example of how an international public good can
evolve from a set of specific country studies by the broader research community. 
This report uses data from the 1998 Vietnam Living Standards Survey and the 1999 Pop-
ulation Census to estimate various measures of poverty and inequality for 614 districts in Viet-
nam. The results confirm conventional wisdom regarding high rates of poverty in the upland
areas, low rates in urban areas, and intermediate rates in the irrigated lowland areas. But the
results also offer some surprises, such as the fact that most poor people in Vietnam do not live
in the poorest areas.
The study goes a step beyond standard poverty-mapping analysis by investigating the ge-
ographic determinants of district-level poverty rates. Distance to cities, soil type, and to-
pography are significant predictors of local poverty rates. Surprisingly, proximity to small dis-
trict centers is a stronger predictor of poverty than distance to large cities or distance to roads.
Thus, rural-urban linkages at a local level matter a great deal for poverty reduction. 
At the national level, this report provides valuable information for more precise geographic
targeting of poverty assistance in Vietnam, and also offers insights into the geographic factors
that contribute to rural poverty. Statistical authorities in Vietnam are now experimenting with
variants of this method for use in poverty monitoring. 
The study demonstrates the rewards that come from combining survey data, census data,
and geographic data to focus on the challenge of reducing rural poverty. IFPRI continues to
pursue this line of research, having recently carried out poverty-mapping analyses for Mozam-
bique, Malawi, and Zambia.
Joachim von Braun
Director General, IFPRI
viii
Summary
T
his study uses a relatively new method called “small area estimation” to estimate vari-
ous measures of poverty and inequality for provinces, districts, and communes of Viet-
nam. The method was applied by combining information from the 1997–98 Vietnam
Living Standards Survey and the 1999 Population and Housing Census.
The results indicate that the poverty rate (P0) is greatest in the remote areas of the North-
east and Northwest, the upland areas of the North Central Coast, and the northern part of the
Central Highlands. Poverty rates are intermediate in the Red River Delta and the Mekong
River Delta. The lowest poverty rates are found in the main cities, Hanoi and Ho Chi Minh
City, and in the Southeast region. The accuracy of these estimates is reasonable for the pro-
vincial and district estimates, but the commune estimates must be used with caution because
some are not very precise.
Mapping the density of poverty reveals that, although the poverty rates are highest in the
remote upland areas, these areas are sparsely populated, so most of the poor live in the Red
River Delta and the Mekong River Delta.
Comparing these results with the district-level estimates of poverty from MOLISA, we find
very little correlation. Several possible explanations for these differences are explored, but the
most likely reason is variation in the methods used by MOLISA from one district to another.
This analysis confirms other studies indicating that the inequality in per capita expenditure
is relatively low in Vietnam by international standards. Inequality is greatest in the large cities
and (surprisingly) in parts of the upland areas. Inequality is lowest in the Red River Delta, fol-
lowed by the Mekong Delta. Just one-third of the inequality is found between districts, and
two-thirds within them, suggesting that district-level targeting of antipoverty programs may
not be very effective.
District-level poverty is very closely associated with district-level average per capita ex-
penditure. In other words, inequality does not explain much of the variation in poverty across
districts.
We explored the geographic determinants of poverty using a global model (all rural areas)
and a local model. In the global model, geographic determinants, including agro-climatic vari-
ables and market access, are able to explain about three-quarters of the variation in district-
level rural poverty. Poverty is higher in districts with sloped land, bare and rocky land cover,
soils that are poor (sandy, saline, or acid sulfate), and far from towns. By contrast, these agro-
climatic and market access variables do not explain urban poverty very well.
The local regression model, in which coefficients vary from one area to another, reveals
that flat land and high road density are associated with lower poverty throughout Vietnam. But
other variables, such as rainfall and forest cover, are positively associated with poverty in some
areas and negatively associated in others. Overall, the relationship between agro-climatic vari-
ables and poverty varies significantly from one area of Vietnam to another.
Many antipoverty programs are geographically targeted in Vietnam. The results from this
study indicate that it may be possible to improve the targeting of these programs by adopting
more precise estimates of poverty at the district and commune level, though further research
ix
is needed to better understand the discrepancies between estimates produced by different
methods.
The ability of market access and agro-climatic variables to explain a large portion of
differences in rural poverty rates indicate that poverty in the remote areas is linked to low
agricultural potential and lack of market access. This illustrates the importance of improving
market access. The fact that poverty is closely related to low agricultural potential suggests
that efforts to restrict migration out of disadvantaged regions may not be a good strategy for
reducing rural poverty.
Finally, the study notes that the small-area estimation method is not very useful for annual
poverty mapping because it relies on census data, but it could be used to show detailed spatial
patterns in other variables of interest to policymakers, such as income diversification, agricul-
tural market surplus, and vulnerability. Furthermore, it can be used to estimate poverty rates
among vulnerable populations too small to be studied with household survey data, such as the
disabled, small ethnic minorities, or fishermen.
x SUMMARY
C H A P T E R  1
Background
I
n most countries, poverty is spatially concentrated. Extreme poverty in inaccessible areas
with unfavorable soils and weather can often be found in the same country as relative
affluence in more favorable locations close to major cities and markets. Information on the
spatial distribution of poverty is of interest to policymakers and researchers for a number of
reasons. First, it can be used to quantify suspected regional disparities in living standards and
identify which areas are falling behind in the process of economic development. Second, it
facilitates the targeting of programs, such as education, health, credit, and food aid, whose pur-
pose is, at least in part, to alleviate poverty. Third, it may shed light on the geographic factors
associated with poverty, such as mountainous terrain or distance from major cities.
In many countries, the main sources of information on spatial patterns of poverty are house-
hold income and expenditure surveys. These surveys generally have sample sizes of 2,000 to
8,000 households, which typically allow estimates of poverty for only 3 to 12 regions within
a country. Research has shown that geographic targeting is most effective when the geographic
units are quite small, such as a village or district (Baker and Grosh 1994; Bigman and Fofack
2000). The only household information usually available at this level of disaggregation is
census data, but census questionnaires are generally limited to household characteristics and
rarely include questions on income or expenditure.
In Vietnam there are at least three sources of information on the incidence of poverty. First,
the General Statistics Office (GSO) has carried out two Vietnam Living Standards Surveys
(VLSS), one in 1992–93 and the other in 1997–98. With samples of 4,800 and 6,000 house-
holds, respectively, these surveys generated poverty estimates for each of the seven regions of
Vietnam.1 Figure 1.1 (see color insert) provides the names and locations of these regions.
The GSO also carried out larger household surveys, such as the Multipurpose Household
Survey and the 2001 Vietnam Household Living Standards Survey. These surveys have had
samples of about 45,000 households and are intended to generate estimates that are valid at
the provincial level. Figure 1.1 gives the names and locations of the 61 provinces in Vietnam,2
and Table 1.1 summarizes the main sources of household survey data in Vietnam.
Another important source of information on the spatial distribution of poverty is the Min-
istry of Labor, Invalids, and Social Affairs (MOLISA). Each year, MOLISA prepares a list of
1Until 1998, the country was divided into seven regions for statistical purposes: the Northern Uplands (also called
the North Mountains and Midland), the Red River Delta, the North Central Coast, the South Central Coast, the
Central Highlands, the Southeast (also called the Northeast South), and the Mekong River Delta. In 1998, the
Northern Uplands was split into the Northeast and the Northwest regions, but we retain the older grouping be-
cause the 1997–98 VLSS was designed to be representative at this level.
2In 2004, two provinces were split, making 63 provinces in total.
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poor households in each commune based on
information gathered by local officials
using criteria established by MOLISA. The
welfare indicator is per capita income,
where the poverty line is defined in terms of
the value of a certain volume of rice at local
prices. This information is used to identify
the poorest communes, making them eligi-
ble for special programs and subsidies to
reduce poverty. Although this system is
relatively inexpensive and provides annual
estimates, different provinces use somewhat
different poverty lines and different data
collection guidelines in implementing this
analysis. Furthermore, even if the guidelines
were made uniform, the use of thousands of
enumerators to collect household-level data
makes it difficult to ensure consistent appli-
cation of those guidelines in the field (see
Conway 2001).
In recent years, a new technique called
small-area estimation has been developed
that combines household and census data to
estimate poverty rates (or other variables)
for more disaggregated geographic units
(see Elbers, Lanjouw, and Lanjouw 2003).
Although various approaches have been
used, they all involve three steps. First, one
selects household characteristics found in
both the survey and the census, such as
household composition, education, occupa-
tion, housing characteristics, and asset own-
ership. Second, the household survey data
are used to generate an equation that esti-
mates poverty or expenditure as a function
of these household characteristics. Third,
census data on those same household char-
acteristics are inserted into the equation to
generate estimates of poverty for small geo-
graphic areas.
For example, Minot (1998, 2000) used
the 1992–93 Vietnam Living Standards Sur-
vey and a probit model to estimate the like-
lihood of poverty for rural households as a
function of a series of household and farm
characteristics. District-level means of these
same characteristics were then obtained from
the 1994 Agricultural Census and inserted
into this equation, generating estimates of
rural poverty for each of the 534 rural dis-
tricts in the country (see Table 1.1 for more
information on these data sources).
Elbers, Lanjouw, and Lanjouw (2003)
developed a similar method, which was
applied using survey and census data from
Ecuador by Hentschel et al. (2000). By using
2 CHAPTER 1
Table 1.1 Selected household data sets for Vietnam
Sample Lowest level at
(number of which data are
Name of survey Year households) representative Types of data collected Use in this study
Vietnam Living 1992–93 4,800 Region Income, expenditure, health, education, Not used
Standards Survey housing, assets, fertility, migration, etc.
Agricultural Census 1994 11,974,515 Any level Land use, agriculture, housing, and assets Not used
Multi-Purpose 1994, 1995, 45,000 Province Income, expenditure, health, education, 
Household Survey 1996, 1997 housing, assets, etc. Not used
Vietnam Living 1997–98 5,999 Region Income, expenditure, health, education, Used in Stage 1 
Standards Survey housing, assets, fertility, migration, etc. regression
analysis
Population Census 1999 16,661,433 Any level Household composition and housing 33% sample used 
for Stage 2
analysis
Vietnam Household 2002 75,000 Province Income, expenditure, health, education, Not used
Living Standards housing, assets, etc.
Survey
Sources: SDC/GSO (1994); GSO (1995, 1999, 2000).
log-linear regression models and household-
level data from a census, they were able to
demonstrate that their method generates un-
biased estimates of the headcount poverty
rate and also to calculate the standard error
of the estimated incidence of poverty.3 This
approach has been applied in at least a
dozen countries, including Cambodia, Thai-
land, South Africa, and Panama (see Statis-
tics South Africa and the World Bank 2000;
World Bank 2000; Henninger and Snel
2002).
The earlier Vietnam study has several
limitations. First, because it relied on the
Agricultural Census, it generated poverty
estimates only for the rural areas. Second,
the use of a probit regression and district-
level means, although intuitively plausible,
does not generate unbiased estimates of
district-level poverty (see Minot and Baulch
2002b for estimation of the size of this
type of error). Third, in the absence of
household-level census data, it was not pos-
sible to estimate the standard errors of the
estimates to evaluate their accuracy.
More recently, Minot and Baulch (2002a)
used the 1997–98 Vietnam Living Standards
Survey and a 3 percent sample of the 1999
Population Census to generate estimates of
the incidence of poverty in urban and rural
areas of each of the 61 provinces in Vietnam.
Unlike the earlier poverty-mapping analy-
sis, this study uses household-level census
data, allowing the calculation of the stan-
dard errors of the poverty estimates using
the methods developed by Elbers, Lanjouw,
and Lanjouw (2003) and Hentschel et al.
(2000).
The present study has four objectives:
• To describe the spatial patterns in
poverty and inequality in Vietnam
• To explore the geographic determinants
(including agro-climatic factors and
market access) of urban and rural
poverty in Vietnam
• To examine the spatial variation in the
relationship between poverty and the
geographic determinants
• To draw implications from these results
for the design of policies and programs
in Vietnam and for further research.
This report expands on the previous study
(Minot and Baulch 2002a) in three ways:
• By using a larger sample of the Census
data (33 percent), it is able to provide
estimates of the incidence of poverty
for each district (of which there are
614) and for each commune (of which
there are 10,747), although the latter
are not very reliable. The earlier study
calculated poverty estimates only for
the 61 provinces.
• In addition to estimating the incidence
of poverty, the current study also calcu-
lates two other poverty measures and
three measures of inequality at the
district level.
• Unlike the previous study, this analysis
explores the geographic determinants
(including agro-climatic factors and
market access) of rural and urban
poverty.
The report is organized in six sections. After
this background section, Chapter 2 describes
the data and methods used in this report.
Chapter 3 examines the spatial patterns in
poverty and inequality in Vietnam using
three measures of poverty and three mea-
sures of inequality. Chapter 4 explores the
geographic determinants of poverty, using
spatial regression analysis and a set of vari-
ables extracted from geographic information
systems (GIS) databases. Chapter 5 explores
spatial variation in the relationship between
poverty and the geographic factors using lo-
cally weighted regression. Finally, Chapter 6
summarizes the results and discusses some
implications for policy and future research.
BACKGROUND 3
3The poverty headcount ratio is defined as the proportion of the population living in households with per capita
expenditures below the poverty line.
C H A P T E R  2
Data and Methods
Data
T
he poverty-mapping portion of this study makes use of two household data sets: the
1997–98 Vietnam Living Standards Survey (VLSS) and the 1999 Population and Hous-
ing Census. The VLSS was implemented by the General Statistics Office (GSO) of
Vietnam with funding from the Swedish International Development Agency and the United
Nations Development Program and with technical assistance from the World Bank. The sam-
ple includes 6,000 households in Vietnam, constituting a stratified random sample. The sample
includes 4,270 households in rural areas and 1,730 households in urban areas. The quality of the
VLSS survey data appears to be fairly good, judging by the level of effort in the design and
implementation and by the small number of missing and out-of-range values (see GSO 2000).
The 1999 Population and Housing Census was carried out by the GSO and refers to the
situation as of April 1, 1999. It was conducted with the financial and technical support of the
United Nations Population Fund and the United Nations Development Program. The full re-
sults of the Census are not made available by the GSO, but we were able to obtain a 33 per-
cent sample of the Census. The 33 percent sample was selected by GSO using systematic
sampling of every third household on the list of households organized by administrative unit.
The sample includes 5,553,811 households. Less information is available about the procedures
used to collect the Census data, but the quality of the data appears to be good (Table 1.1 sum-
marizes information on various sources of household data in Vietnam, including the 1997–98
VLSS and the 1999 Census).
The spatial analysis portion of this study used a variety of spatially referenced variables
describing climate, topography, land cover, demographic, and market access. The topographic
data were obtained from the United States Geological Survey (USGS). Data on roads and ad-
ministrative boundaries were obtained from the Center for Remote Sensing and Geomatics,
formerly attached to the General Department of Land Administration. Land cover, soil, and cli-
mate data were obtained from the Information Center for Agriculture and Rural Development
of the Ministry of Agriculture and Rural Development. Finally, population and other demo-
graphic data were obtained from the 33 percent sample of the 1999 Population and Housing
Census, described above. Many of these variables required considerable cleaning, processing,
and further transformation in order to generate the variables used in the spatial analysis (see
Appendix B for more information).
Methods to Estimate the Incidence of Poverty
The poverty line used in this study is the “overall poverty line” used in the analysis of the
1997–98 Vietnam Living Standards Survey (Poverty Working Group 1999; GSO 2000). The
poverty line corresponds to the expenditure (including the value of home production and ad-
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justed regional and seasonal price differ-
ences) required to purchase 2,100 kcal per
person per day using the food basket of
households in the third quintile plus a non-
food allowance equal to what households in
the third quintile spend on nonfood items.
The poverty line was set at 1,789,871 VND/
person per year, but the consumption ex-
penditures in the survey were adjusted using
monthly and regional price indexes to com-
pensate for differences in the cost of living
over the course of the survey and across
regions.
Poverty mapping is one application of
the method called small-area estimation. The
method is typically divided into three stages:
• Stage 0 involves identifying variables
that describe household characteristics
that may be related to income and
poverty and that exist in both the
household survey and in the census.
• Stage 1 estimates a measure of welfare,
usually per capita expenditure, as a
function of these household character-
istics using regression analysis and the
household survey data.
• Stage 2 applies this regression equation
to the same household characteristics in
the census data, generating predicted
welfare for each household in the cen-
sus. This information is then aggregated
up to the desired administrative unit,
such as a district or province, to esti-
mate the incidence of poverty and the
standard error of the poverty estimate.
The three sections below describe these
methods in more detail and describe how
they were applied in the current study.
Stage 0: Identifying Household
Characteristics in Both the VLSS
and the Census
The first step was to compare the question-
naires of the 1997–98 Vietnam Living Stan-
dards Survey and the 1999 Population and
Housing Census to identify possible house-
hold characteristics found in both surveys
that could be used as poverty indicators. In
addition to comparing the questionnaire, it is
necessary to compare the values of the vari-
ables to ensure that they are in fact describ-
ing the same characteristics. For example,
“type of employer” was initially considered
for inclusion, but further investigation
showed that a number of categories were
defined differently in the VLSS and the
Census, so the two could not be reconciled.
As a result, this variable was excluded from
the analysis. Based on this comparison, 17
household characteristics were selected for
inclusion in the poverty mapping analysis
(see Table 2.1).
Some household characteristics are
categorical and, for regression analysis,
must be represented by a number of dummy
(binary) variables. For example, the main
source of drinking water is a household char-
acteristic, but for the regression analysis it
must be represented by separate dummy vari-
ables for indoor tap, outdoor tap, covered
well, uncovered well, and so on. Thus, the
17 household characteristics are represented
in the regression analysis by 39 variables.
Stage 1: Estimating Per 
Capita Expenditure with 
a Household Survey
As mentioned above, Stage 1 of the poverty
mapping method involves using the house-
hold survey data and regression analysis to
estimate household welfare as a function of
household characteristics. In this study, we
use real per capita consumption expenditure
from the 1997–98 VLSS as the measure of
household welfare. The explanatory vari-
ables are the 17 household characteristics
described above, represented by 39 variables.
Economic theory provides no guidance on
the functional form, but generally a log-
linear function is used:
ln( yi) = Xi′β + εi , (1)
where yi is the real per capita consumption
expenditure of household i, Xi′ is a 1 × k vec-
tor of household characteristics of household
i, β is a k × 1 vector of estimated coefficients,
DATA AND METHODS 5
and εi is a random disturbance term distrib-
uted as N(0,σ). Because our main interest
is predicting the value of ln( y) rather than
assessing the impact of each explanatory
variable, we are not concerned about the
possible endogeneity of some of the ex-
planatory variables. Elbers, Lanjouw, and
Lanjouw (2003) show that the probability
that household i with characteristics Xi is
poor can be expressed as:
ln z – Xi′βE[Pi | Xi , β, σ2] = Φ[——–——], (2)σ
where Pi is a variable taking a value of 1 if
the household is poor and 0 otherwise, z
is the “overall poverty line” (see GSO 2000,
page 260), and Φ is the cumulative standard
normal function. If the predicted log per
capita expenditure (Xi′β) is equal to the log
of the poverty line [ln(z)], then the term in
brackets is zero, and the predicted probabil-
ity that the household is poor is 50 percent.
A lower predicted expenditure would imply
a positive term in brackets and a higher prob-
ability that it is poor, whereas a higher pre-
dicted expenditure would imply a probability
less than 50 percent.
Stage 2: Applying Regression
Results to the Census Data
In Stage 2 of the standard poverty-mapping
method, the estimated regression coefficients
from the first step are combined with census
data on the same household characteristics
to predict the probability that each house-
hold in the Census is poor. This is accom-
plished by inserting the household charac-
teristics for household i from the census,
Xi
C
, into equation 2. The expected probabil-
ity that household i is poor can be calculated
as follows:
ln z – XiCβE[Pi | XiC, β, σ2] = Φ[——–——]. (3)σ
This estimate is not very accurate for an in-
dividual household, but it becomes more
accurate when aggregated over many house-
holds. For a given area (such as a district or
6 CHAPTER 2
Table 2.1 Household characteristics in both the Census and the VLSS
Question number
1999 1997–98
Household characteristic Census VLSS
Household size (number of people) Pt I, Q4 S1A
Proportion of household members over 60 years old Pt I, Q4 S1A, Q2
Proportion of household members under 15 years old Pt I, Q4 S1A, Q6
Proportion of household members who are women Pt I, Q3 S1A, Q6
Highest level of education completed by head Pt I, Q11–13 S2A
Whether or not the head of household has a spouse Pt I, Q2 S1B, Q3
Highest level of education completed by spouse Pt I, Q11–13 S2A
Whether or not head of household is an ethnic minority Pt I, Q4 S0A
Occupation of head over last 12 months Pt I, Q16 S4D
Type of house (permanent; semipermanent or wooden frame; “simple”) Pt III, Q3 S6A, Q1
House type interacted with living area Pt III, 4 S6C, Q1a
Whether or not household has electricity Pt III, Q7 S6B, Q33
Main source of drinking water Pt III, 8 S6B, Q25
Type of toilet Pt III, Q9 S6B, Q31
Whether or not household owns a television Pt III, Q10 S12C
Whether or not household owns a radio Pt III, Q11 S12C
Region where household lives Page 1 S0A
Source: Questionnaires for 1997–98 VLSS and 1999 Population and Housing Census.
province), Elbers, Lanjouw, and Lanjouw
(2003) show that the proportion of the pop-
ulation living in households that are below
the poverty line is estimated as the mean of
the probabilities that individual households
are poor:
mi ln z – XiCβE[Pi | X C, β, σ2] = Σ
N
i=1
—– Φ[——–——],
(4)M σ
where mi is the size of household i, M is
the total population of the area in question,
N is the number of households, and X is an
N × k matrix of household characteristics.
The advantage of using the Census data,
of course, is that the large number of house-
holds allows estimation of poverty head-
count ratios for geographic units much
smaller than would be possible with the
VLSS data.
Provided that (1) the error term is homo-
skedastic, (2) there is no spatial autocorrela-
tion, and (3) the full Census data are used,
the variance of the estimated poverty head-
count ratio can be calculated as follows:
∂P* ∂P*
var(P*) = (——)′var(βup) —— ∂βup ∂βup
∂P* 2σup4+ (——)2 ———— (5)∂σup2 n – k – 1
mi
2Pi
*(1 – Pi*)+ Σ
N
i=1
——————,
M 2
where n is the sample size in the regression
model. Thus, n, k, and σ2 are from the re-
gression analysis, whereas mi, M, and N are
obtained from the census data. The partial de-
rivatives of P* with respect to the estimated
parameters can be calculated as follows:
∂P* mi –xij ln z – Xi′βup
—— = Σ
N
i=1
—– (——)φ (——–——) (6)∂βupj M σup σup
∂P* 1 mi ln z – Xi′βup ln z – Xi′βup
—— = —Σ
N
i=1
—– (——–——)φ (——–——).∂σup2 2 M σup σup
(7)
The first two terms in equation 5 repre-
sent the “model error,” which comes from
the fact that there is some uncertainty re-
garding the true value of β and σ in the
regression analysis. This uncertainty is mea-
sured by the estimated covariance matrix of
β and the estimated variance of σ2 as well
the effect of this variation on P*. The third
term in equation 5 measures the “idiosyn-
cratic error,” which is related to the fact
that, even if β and σ are measured exactly,
household-specific factors will cause the
actual expenditure to differ from predicted
expenditure. These equations are described
in more detail in Hentschel et al. (2000) and
Elbers, Lanjouw, and Lanjouw (2003).
As noted above, equation 5 is valid only
if the full Census data are available for the
second stage of the mapping procedure. In
this study, we use a 33 percent sample of the
Census data in the second stage, so equation
5 must be modified as follows:
∂P* ∂P*
var(P*) = (——)′var(βup) —— ∂βup ∂βup
∂P* 2σup4+ (——)2 ———— (8)∂σup2 n – k – 1
mi
2Pi
*(1 – Pi*)+ Σ
N
i=1
—————— + V
s
,
M 2
where V
s
represents the variance associated
with the sampling error in the Census, tak-
ing into account the design of the sample. In
this study, we rely on the statistical software
Stata to calculate the variance associated
with the sampling error, taking into account
the design of the sample.4
In order to compare poverty headcount
ratios in different regions or provinces, it is
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4This is accomplished with the “svymean” command. Stata calculates a linear approximation (a first-order Tay-
lor expansion) of the sampling error variance based on information on the strata, the primary sampling unit, and
the weighting factors. See StataCorp (2001) for more information.
convenient to calculate the variance of the
difference between two estimates of poverty.
Hentschel et al. (2000, footnote 17) provide
an expression for the case when full Census
data are used. Here we extend the expres-
sion to include the variance associated with
sampling error:
∂P1 – P2 ∂P1 – P2var(P1 – P2) = (——–—)′var(βup)(——–—)∂βup ∂βup
∂P1 – P2 2σup4+ (——–—)2 ———— (9)∂σup2 n – k – 1
+ Vi (P1) + Vi (P2) + Vs(P1) 
+ V
s
(P2) – 2covs(P1, P2),
where Vi(Pr ) is the idiosyncratic variance of
the poverty estimate for region r (the third
term in equation 5), V
s
(P
r
) is the sampling
variance of the poverty estimate for region
r, and cov
s
(P1,P2) is the covariance in the
poverty estimates for regions 1 and 2 asso-
ciated with sampling error.
Methods to Estimate Other
Measures of Poverty
The methods described above allow one to
estimate the incidence of poverty, defined as
the proportion of people below the poverty
line. This measure, sometimes labeled P0,
is a member of a class of poverty measures
identified by Foster, Greer, and Thorbecke
(1984). These poverty measures can be ex-
pressed as follows:
1 (z – yi )Pα = — Σ
M
i=1
[——––]α, (10)N z
where
z is the poverty line,
yi is income (or expenditure) of person i
in a poor household,
N is the number of people in the
population, and
M is the number of people in poor
households.
Different values of α in equation 10 give
different poverty measures. When α = 0, this
formula gives the incidence of poverty. This
is because the term in brackets is always 1,
so the summation gives us the total number
of people in poor households, which, when
divided by N, gives us the proportion of
people living in poor households. When
α = 1, it gives a measure called the depth
of poverty (or the poverty gap). P1 takes into
account not just how many people are poor
but how poor they are on average. It is equal
to the incidence of poverty (P0) multiplied
by the average percentage gap between the
poverty line and the income of the poor.
When α = 2, this equation gives a measure
called the severity of poverty (or squared
poverty gap). P2 takes into account not just
how many people are poor and how poor
they are but also the degree of income in-
equality among poor households. It is equal
to the incidence of poverty (P0) multiplied
by the average squared percentage gap be-
tween the poverty line and the income of the
poor.
The poverty-mapping method described
in the previous sections provides a method
for estimating the proportion of people below
a given poverty line, z, but do not provide
any information on the distribution of in-
come among the poor, which is necessary to
calculate P1 and P2. We can use the poverty-
mapping method to estimate P1 and P2 by
noting that z does not have to be the poverty
line. We can estimate the cumulative distri-
bution of the population by level of per
capita expenditure by running the poverty-
mapping calculations repeatedly for different
values of z. More specifically, we use the
following steps:
1. Select 100 levels5 of per capita expen-
diture, divided evenly along the range
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5The use of 100 levels is arbitrary. The larger the number of levels, the more accurate the estimation of the cu-
mulative distribution and, hence, the more accurate the estimates of P1 and P2. Of course, increasing the number
of levels also increases the computational burden and time to run the program.
of per capita expenditure from the
poorest household to the richest
household.
2. Set z equal to the lowest of these 
100 levels (call this z1), and run the
poverty-mapping calculations to calcu-
late the proportion of the population
with per capita expenditure below z1.
3. Then repeat step 2 setting z equal to
each of the other 99 expenditure levels
(z2 to z100), storing the values of zi and
the proportion of the population below
zi in a file for further analysis.
As zi rises from its lowest level to its
highest level, the proportion of people with
per capita expenditure below zi rises from 0
to 100 percent. Thus, these results trace out
the cumulative distribution of the population
by per capita expenditure.
This information can be used to calcu-
late the values of P1 and P2. In the gap be-
tween each pair of z’s (zi and zi+1), we know
the average per capita expenditure6 and the
proportion of people with per capita expen-
ditures in that range. Thus, each pair of z’s
that are below the poverty line can be used
to represent one value of yi in equation 10,
taking into account the number of households
with per capita expenditure in that range.
Methods to Estimate
Measures of Inequality
In this context, inequality measures describe
the degree of variation in per capita expen-
diture across households. Perfect equality
would describe the case in which all house-
holds have the same level of per capita ex-
penditure, whereas perfect inequality would
refer to the situation in which one house-
hold accounts for all the expenditure and
others have none.
In this analysis, we calculate three of the
more common measures of inequality: the
Gini coefficient, Theil’s L index of inequal-
ity, and Theil’s T index of inequality. The
latter two measures are also part of a class
of “general entropy” measures of inequality,
so that the Theil L index is also called GE(0),
and the Theil T index is also called GE(1).
The Gini coefficient is based on the
Lorenz curve, which describes the cumula-
tive distribution of income (or expenditure)
as a function of the cumulative distribution
of households. More specifically, the Gini
coefficient is the area above the Lorenz
curve and below the diagonal 45-degree line
divided by the area under the diagonal line.
When we have information about the pro-
portion of people below different levels of
per capita expenditure, the Gini coefficient
can be approximated as follows:
1Gini = 2Σ
N
i=1
[(—(Pi + Pi+1) (11)2
1
– —(Xi + Xi+1))(Pi+1 – Pi)],2
where Pi is the cumulative share of the pop-
ulation for interval i and Xi is the cumulative
share of expenditure for interval i. The first
term in the large parentheses is the “height”
of each slice, from the diagonal line down to
the Lorenz curve, and the last term in small
parentheses is the “width” of each slice. The
Gini coefficient ranges from 0 (perfect equal-
ity) to 1 (perfect inequality).
The Theil L index of inequality is calcu-
lated as follows:
1 y¯Theil L = GE(0) = — Σ
N
i=1
ln(—), (12)N yi
where N is the number of households, y¯ is
the average per capita expenditure, and yi
is the per capita expenditure of household i.
The Theil L index ranges from 0 (perfect
equality) to infinity (perfect inequality). This
inequality measure gives greater weight to
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6Strictly speaking, we know only the range of per capita expenditures in this group of households, and we assume
that the average is (zi + zi+1)/2. But if we choose a large number of z’s, the difference between zi and zi+1 will be
small, so the error in making this assumption will also be small.
the bottom end of the distribution. This
implies that it gives greater weight to the
distribution of expenditure among the poor
than either the Gini coefficient or the Theil
T index of inequality.
The Theil T index of inequality is calcu-
lated as:
1 yi yiTheil T = GE(1) = — Σ
N
i=1
— ln(—), (13)N y¯ y¯
where the variables are defined as in equa-
tion 12. The Theil T index ranges from 0
(perfect equality) to ln(N ) (perfect inequal-
ity). This inequality measure gives equal
weight to all parts of the distribution.
In order to calculate inequality mea-
sures, we use the three steps described above
to generate the cumulative distribution of
households by per capita expenditure. To
estimate the Gini coefficient, we calculate
the cumulative distribution of expenditure
from the values of zi and the cumulative
proportion of the population from the values
of P for each zi. These can be used in equa-
tion 11 to calculate the Gini coefficient.
As in the calculation of P1 and P2, the
two Theil indexes of inequality are calcu-
lated by using each pair of z’s to represent
one value of yi . As described above, between
each pair of z’s (zi and zi+1), we know the
average per capita expenditure and the pro-
portion of people with per capita expendi-
ture in that range. This information allows
us to apply equations 12 and 13 to calculate
the Theil indexes of inequality.
Limitations of the Analysis
Three qualifications need to be made re-
garding the implementation of the poverty-
mapping method in Vietnam. First, as in all
poverty-mapping analyses, the requirement
that all variables be in both the survey and
the census constrains the number of vari-
ables that can be used to predict per capita
expenditure. In particular, many of the ex-
planatory variables are related to assets so
they have a lagged relationship with per
capita expenditure. Ideally, it would be good
to include variables that change with short-
term fluctuations in per capita expenditure,
such as food consumption patterns, but this
information is not available in the census.
However, as shown in the first section of
this chapter, the explanatory power of our
Stage 1 regression models is relatively good,
providing some reassurance on this issue.
Second, the regression analysis in
Stage 1 does not explicitly take into account
heteroskedasticity (differences in the vari-
ance of the dependent variable across the
sample). On the other hand, by expressing
the dependent variable (per capita expen-
diture) as a logarithm, we reduce the degree
of heteroskedasticity. In addition, we carry
out the regression analysis with the “svyreg”
command in Stata, which takes into account
stratification and clustering in the sample in
calculating the standard errors of the esti-
mates. It does this by using the Huber/
White/sandwich estimator of standard errors,
which is robust to heteroskedasticity. The
estimated coefficients are not biased, but they
are “inefficient” in that they do not use all
possible information (see StataCorp 2001,
Volume 4, svyreg).
Third, the Stage 1 regression coeffi-
cients do not take into account spatial auto-
correlation. Spatial autocorrelation exists
when the dependent variable (or the error
term) of the regression in a household in
the VLSS is correlated with the dependent
variable (or error term) in nearby house-
holds. If the error terms are correlated, the
coefficients are unbiased but inefficient.
This would be the case if some other factors
(such as distance to a major city) were ex-
cluded from the regression model and spa-
tially correlated. For example, all the house-
holds near a city might have negative error
terms (predicted expenditure is less than
actual expenditure). On the other hand, if
the dependent variable in one household is
directly affected by the value of a nearby
household, then the estimated regression co-
efficients will be biased. One type of spatial
autocorrelation is correlation among house-
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holds in a sample cluster, sometimes called
location effects (spatial autocorrelation is
discussed in more detail in the next section
of this chapter).
To reduce spatial autocorrelation, Elbers,
Lanjouw, and Lanjouw (2003) recommend
incorporating community-level variables in
the Stage 1 regression model. These vari-
ables could be obtained by calculating
community-level means of the household
variables or by using geographic informa-
tion systems (GIS) analysis to generate
geographic variables representing climate,
topography, or degree of market access. Al-
though our analysis indicates the presence
of some spatial autocorrelation, we were not
able to eliminate it by including community-
level variables in the regression analysis
(more detail is given in Chapter 3). Further-
more, we were constrained from using geo-
graphic variables in the Stage 1 regression
analysis because we plan to examine the
geographic determinants of poverty at a later
stage. We were concerned that including
geographic variables in the Stage 1 model
could exaggerate the strength of the rela-
tionship between (estimated) poverty and the
geographic variables in the later analysis.
It should be noted that when hetero-
skedasticity and location effects are taken
into account in the first-stage regressions,
analytic solutions for the variance of the
headcount ratio are not possible. Instead, it
becomes necessary to use complex simula-
tion methods to calculate the estimators and
their standard errors (see Elbers, Lanjouw,
and Lanjouw 2003). A program has been
written in SAS software that uses the simu-
lation approach proposed by Elbers, Lan-
jouw, and Lanjouw (2003) and takes hetero-
skedasticity and location effects into account.
In Appendix A, we compare the results ob-
tained from our Stata program with those
obtained from the SAS program using a
subsample of 26 districts in three provinces.
The results suggest that the district-level
estimates of P0 and the Gini coefficient gen-
erated by the Stata program are reasonably
accurate (unbiased, with an average error of
less than 5 percent of the SAS value), though
the standard errors of P0 may be under-
estimated. Furthermore, the Stata estimates
of P1 and P2 are moderately accurate and
highly correlated with the corresponding
SAS estimates. However, the Stata esti-
mates of the Theil L and Theil T indexes of
inequality are less accurate, with an average
error of around 20 percent of the SAS esti-
mate. Appendix A provides more details on
the results of this comparison.
Methods in Global Spatial
Regression Analysis
As discussed above, we are also interested
in examining the geographic determinants
of poverty. This analysis, sometimes called
“Stage 3,” involves spatial regression analy-
sis of poverty as a function of variables rep-
resenting agro-climatic characteristics and
market access. Because the dependent vari-
able in this analysis is, itself, an imputed
value, special care must be taken in inter-
preting the results, but Elbers, Lanjouw, and
Lanjouw (2004) show that the basic results
are essentially the same as they would be
with a “true” measure of poverty.
This section describes the global spatial
regression analysis, where “global” refers to
the fact that the models assume that the re-
lationship between poverty and geographic
variables is the same across the country. The
dependent variable is the district-level esti-
mate of poverty obtained from Stage 2 of
the poverty-mapping analysis described
above. The independent variables are listed
in Table 2.2.
As discussed, one of the problems with
carrying out regression analysis on spatial
relationships is that there is likely to be spa-
tial autocorrelation in the data.7 In general,
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7A related problem is that geographic data must be aggregated to the level of administrative units, and the results
may be affected by the way in which this is done. Appendix A describes this issue in more detail.
spatial autocorrelation means that variables
in one location are affected by the value of
that variable in neighboring locations. There
are two ways this problem can manifest
itself.
Spatial lag dependence refers to a situa-
tion in which the dependent variable in one
location is affected by the dependent vari-
able in nearby locations. For example, if the
dependent variable is income or poverty, it
is probable that the level of economic activ-
ity in one location is directly affected by the
level of economic activity in neighboring
locations through migration, trade, or in-
vestment linkages. The spatial lag depen-
dence model can be written as follows:
yi = σΣj≠i wij yj + Xiβ + εi , (14)
where
yi is the dependent variable for loca-
tion i,
σ is the spatial autoregressive coefficient,
wij is the spatial weight reflecting the
proximity of i and j,
yj is the dependent variable for location j,
Xi is a row vector of explanatory vari-
ables for location i,
β is a column vector of coefficients, and
εi is the error term for location i.
The spatial weights matrix w describes
the degree of proximity between each pair
of spatial observations. Usually it is a binary
variable based on whether the two locations
are contiguous or a continuous variable based
on some function of the distance between
the two locations. If the regression analysis
is carried out without adjustment for spatial
lag dependence, the estimated coefficients
will be biased and inconsistent (Anselin
1988).
The second type of problem that may
occur is spatial error dependence, in which
the error term in one location is correlated
with the error terms in nearby locations.
This can occur if there are variables that are
not included in the regression model but do
have an effect on the dependent variable and
they are spatially correlated. For example,
the quality of local government affects in-
come and poverty but is difficult to include
in a regression model. Because the quality
of local government is likely to be spatially
correlated (all towns in a state are affected
by the quality of state government), the error
term in each location is likely to be corre-
lated with those in nearby locations. This
model can be written as follows:
yi = Xiβ + εi with εi = λΣj≠i wij εj + ui ,(15)
where
yi is the dependent variable for location i,
Xi is a row vector of explanatory vari-
ables for location i,
β is a column vector of coefficients,
εi is the error term for location i,
λ is the spatial error autoregressive co-
efficient,
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Table 2.2 Explanatory variables used in spatial regression analysis
Exogenous variables Possibly endogenous variables
Percentage of area at different elevation ranges Population and population density
Percentage of area at different slope ranges Percentage of population in urban areas
Roughness of terrain Number and types of markets
Soil type Density of different types of roads
Type of land cover Density of navigable rivers
Rainfall Transport time to cities of different sizes
Temperature
Hours of sunshine
Distance to cities of different sizes
wij is the spatial weight reflecting the
proximity of i and j, and
ui is the uncorrelated portion of the error
term for location i.
In this case, using ordinary least squares
to estimate the model does not yield biased
coefficients, but the estimates of the coeffi-
cient are not efficient, and the standard t and
F tests will produce misleading inference
(Anselin 1988).
In order to test for the presence of spa-
tial autocorrelation, Moran’s I is frequently
used:
Moran’s I = (x – µ)′W(x – µ)/
(x – µ)′(x – µ), (16)
where
x is a column vector of the variable of
interest,
µ is the mean of x, and
W is the weighting matrix.
This statistic is simply the correlation
coefficient between x at one point in space
and the weighted average of the values of x
nearby. In order to test whether there is spa-
tial lag dependence or spatial error depen-
dence, the Lagrange multiplier is used to
test the statistical significance of the spatial
autocorrelation coefficient (λ) in the two
models. Anselin (1988) shows that the model
with the larger coefficient (λ) is likely to be
the appropriate model.
In this study, we estimate the district
level poverty rates (P0) as a function of the
spatial variables listed in Table 2.1. A Chow
test indicates that the coefficients to predict
urban poverty differ significantly from the
coefficients to predict rural poverty. Thus,
we carry out the regression analysis sepa-
rately for urban and rural areas.
The weighting matrix was generated
using the inverse distance between the geo-
graphic centers of the two districts. In other
words, the value of wij is equal to the inverse
of the distance between the center of district
i and the center of district j.
A Lagrange multiplier test is used to test
for the statistical significance of σ and λ,
which indicate the need to use the spatial
dependence lag model or the spatial error
dependence model, respectively. Often with
spatial regression models, both parameters
are statistically significant, and the normal
procedure is to adopt the model that yields
the higher value of the Lagrange multiplier.
The analysis was carried out using the
“spatreg” module written for Stata and
available from the Stata web site (www.
stata.com) as an add-on module.
Methods in Local Spatial
Regression Analysis
The global model described in the previous
section assumes that the relationship between
poverty and geographic factors is the same
across the country. Local spatial regression
analysis does not make this assumption and
examines spatial variations in the relation-
ship between poverty and geographic fac-
tors. We use a “moving window” regression
framework in which numerous regression
models are estimated, each centered on a
“regression point” and including nearby ob-
servations defined by a fixed “kernel band-
width.” Coefficient estimates are generated
for each regression point (see Fotheringham,
Brunsdon, and Charlton 2002).
A model based on geographically
weighted regression (GWR) techniques,
where observations within the local regres-
sion window are weighted according to the
distance to the regression point, was applied
(Brunsdon, Fotheringham, and Charlton
1996). Observations closer to the regression
point Xi receive more weight than data of
observations further away. The weighted
regression window is then “moved” to the
next regression point, until all points have
been covered.
Because this method is based on a con-
ventional regression framework, the tech-
nique will produce the standard regression
output for each regression point. This al-
lows the regression output (including co-
efficients and R2) to be mapped, showing
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their variation over space. This makes this
technique particularly useful for analyzing
relationships in spatial data.
The standard global regression model
can be written as:
yi = Xi′β + εi , (17)
where
yi is the dependent variable,
Xi′ is a row vector of explanatory vari-
ables for location i,
β is a column vector of coefficients, and
εi is the error term.
This model can be extended to a local re-
gression model as follows:
yi = Xi′βi + εi , (18)
where βi is a column vector of coefficients
specific to location i.
The regression coefficients vary from
one observation to another because they are
based on a local regression that includes
observations in the vicinity. For each local
regression at a regression point i, the obser-
vations are weighted depending on the dis-
tance from the regression point to the ob-
servation j. The Gaussian distance decay
function applied in this analysis can be writ-
ten as follows:
1 dij
wij = exp[– — —–]2, (19)2 b
where
wij is the weight at regression point i for
observation j,
dij is the distance from regression point i
to observation j, and
b is the bandwidth or the radius of influ-
ence around each observation.
In addition, we can test whether a local
model really describes relationships better
than a global model by comparing global
and local values of R2. Furthermore, Fother-
ingham, Brunsdon, and Charlton (2002) pro-
posed a Monte Carlo test of whether spatial
variations in the estimated coefficients are
statistically significant. The test involves
randomly adjusting the geographic location
of the observations numerous times, running
a GWR on each, and then comparing statis-
tically the parameter estimates for the ran-
domly distributed observations with the
parameter estimates of the actual geographic
distribution.
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C H A P T E R  3
Spatial Patterns in Poverty and Inequality
Household Characteristics Correlated with 
Per Capita Expenditure
A
s described above, the first step in constructing a poverty map is to estimate econo-
metrically per capita consumption expenditure as a function of variables that are
common to the Census and the VLSS. These household characteristics include house-
hold size and composition, ethnicity, education of the head of household and his or her spouse,
occupation of the head of household, housing size and type, access to basic services, and own-
ership of selected consumer durables. Table 2.2 lists the variables used to represent these
household characteristics in the regression analysis.
It is reasonable to expect that the coefficients to “predict” expenditure in rural areas may
be different from those predicting expenditure in urban areas. Statistical tests indicate that the
coefficients in the urban model are significantly different from those in the rural model.8 This
implies that separate analyses should be carried out on rural and urban samples.
In an earlier analysis, we tried estimating separate models for two urban and seven rural
regions (see Minot and Baulch 2002a). The regression results were not very satisfactory, with
lower values of R2, more coefficients that were statistically insignificant, and some coeffi-
cients that had the “wrong” sign. Based on these results, we adopt the rural-urban regression
models in this analysis.
We also experimented with the use of community-level means of the household-level
variables as explanatory variables. This is recommended by Elbers, Lanjouw, and Lanjouw
(2003) as a way to increase the explanatory power of the Stage 1 regression model and to
reduce or eliminate spatial autocorrelation. Unfortunately, the community-level variables had
very little effect on the explanatory power of the model and were not successful in reducing
spatial autocorrelation.9
As discussed above, we decided not to use community-level geographic variables in Stage
1 because we wish to later examine the geographic determinants of the estimated poverty rates
in Stage 3. The concern was that including geographic variables in Stage 1 could exaggerate
the strength of the relationship between poverty and the geographic variables in Stage 3.
8The Chow test strongly rejects the hypothesis that the coefficients for the urban subsample are the same as those
for the rural subsample (F = 6.16, P < 0.001).
9We added 18 commune-level means of variables representing household size, household composition, education,
housing characteristics, electrification, type of toilet, type of water, and ownership of consumer durables. The ad-
ditional variables increased the R2 but just 2 percentage points in rural and urban models. In addition, the spatial
autocorrelation (as measured by the significance of commune-level dummy variables on the regression residuals)
was still statistically significant in both models.
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The results of the regression analysis are
shown in Table 3.1. Both urban and rural
models explain somewhat more than half of
the variation in per capita expenditure. This
is a relatively good result for cross-sectional
data, but it is useful to keep in mind that
other factors that are not included in the
model explain almost half of the variation.
In addition, because of the endogeneity of
some of the “explanatory” variables, the
statistical significance of the coefficients
should not be interpreted as implying causal-
ity, nor should much weight be given to the
size of the coefficients.
According to the results in Table 3.1,
large households are strongly associated with
lower per capita expenditure in both urban
and rural areas. Given the likely economies
of scale in family size, these results do not
necessarily imply a negative relationship be-
tween welfare and household size.
In rural areas, a household with a large
proportion of elderly members, of children,
and of women is likely to be poorer, other
factors being equal. In urban areas, however,
only the share of children is associated with
poverty. This implies that income-earning
capacity in urban areas is less dependent on
physical strength than it is in rural areas.
Ethnicity10 is a surprisingly weak pre-
dictor of per capita expenditure after other
household characteristics are controlled. In
rural areas the coefficient on ethnicity was
significant only at the 10 percent level,
whereas in urban areas it was not statisti-
cally significant. In both urban and rural
areas the level of schooling of the head of
household is a good predictor of a house-
hold’s per capita expenditure (the omitted
category is no schooling). The five variables
that represent the education of the head of
household are jointly significant at the 1 per-
cent level in both rural and urban areas (see
Table 3.1).
In general, the educational level of
the spouse is less significant than that of the
household head as a predictor of per capita
expenditure.
The occupation of the head of house-
hold is a statistically significant predictor of
per capita expenditure in rural and urban
areas, other factors held equal. As expected,
a household whose head is working in a
skilled occupation is better off than other
households.
Housing characteristics are good predic-
tors of expenditures. Living in a house made
of permanent or semipermanent materials
is associated with significantly higher per
capita expenditure in both rural and urban
areas.11 The living area of a house is also
a useful predictor of household well-being
(houses in Vietnam have an average living
area of about 45 square meters). Electrifica-
tion12 is a statistically significant predictor
of household welfare in rural areas, where
71 percent of the households have access to
electricity, but not in urban areas, where 98
percent of the households are already elec-
trified (see Table 3.1).
The main source of water and type of
sanitation facilities are also useful predic-
tors. In rural areas, households with access
to well water have a higher level of per
capita expenditures than households using
river or lake water (the omitted category). In
urban areas, where more than half of the
sample households (58 percent) have access
to tap water, this variable is a good predic-
tor of urban per capita expenditures.
In rural areas, flush toilets and latrines
are statistically significant indicators of
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10Ethnic minorities are defined as all ethnic groups except for Kinh (ethnic Vietnamese) and Hoa (ethnic Chi-
nese), following the classification commonly used in Vietnam.
11The effect of permanent and semipermanent housing materials operates through both the dummy variables for
these characteristics and the interaction terms with living areas. Although the dummy variables have negative
coefficients, this is more than offset by the positive effect through the interaction terms.
12More specifically, this variable refers to the main type of lighting used by the households.
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Table 3.1 Rural and urban regression models of per capita expenditure
Rural modela Urban modelb
Variable Coefficient t Coefficient t
Size of household (members) –0.0772 –19.5*** –0.0785 –8.1***
Proportion over 60 years (fraction) –0.0831 –2.4** –0.1026 –1.6
Proportion under 15 years (fraction) –0.3353 –9.4*** –0.2368 –3.6***
Proportion female (fraction) –0.1177 –3.5*** 0.0386 0.5
Household head is ethnic minority –0.0765 –1.9* 0.0142 0.2
Head has completed primary school 0.0585 3.4*** 0.0616 1.7
Head has completed lower secondary school 0.0883 4.5*** 0.0338 1.3
Head has completed upper secondary school 0.0884 3.3*** 0.1368 3.2***
Head has completed advanced technical degree 0.1355 4.2*** 0.1603 3.5***
Head has postsecondary education 0.2552 4.9*** 0.1843 3.7***
Head does not have a spouse 0.0173 1.0 0.0344 0.8
Spouse has completed primary school 0.0049 0.3 0.0642 1.9*
Spouse has completed lower secondary school 0.0132 0.6 0.0987 2.6**
Spouse has completed upper secondary school 0.0107 0.3 0.1912 2.7**
Spouse has completed advanced technical degree 0.0921 2.3** 0.1285 3.2***
Spouse has postsecondary education 0.1571 2.7*** 0.1752 3.1***
Head is a political leader or manager 0.1414 3.5*** 0.2312 3.0***
Head is a professional or technical worker 0.1350 3.3*** 0.0576 1.2
Head is a clerk or service worker 0.1362 3.4*** 0.0357 0.9
Head is in agriculture, forestry, or fishing –0.0163 –0.6 –0.0093 –0.2
Head is a skilled worker 0.0701 1.9* 0.0071 0.2
Head is an unskilled worker –0.0586 –1.7* –0.1599 –2.9***
House made of permanent materials –0.9228 –4.3*** –0.5194 –3.4***
House made of semipermanent materials –0.3120 –3.6*** –0.4001 –3.8***
Interaction of log(house area) and permanent house 0.2958 5.7*** 0.2001 5.4***
Interaction of log(house area) and semipermanent house 0.1180 5.2*** 0.1403 4.6***
House has electricity 0.0765 2.7*** –0.0026 0.0
House uses water from a public or private tap 0.0828 1.4 0.2289 5.3***
House uses well water 0.1157 4.4*** 0.0340 0.6
House has flush toilet 0.2700 5.5*** 0.1311 2.2**
House has latrine 0.0556 2.6** 0.0049 0.1
Household has television 0.2124 15.1*** 0.2167 5.5***
Household has radio 0.1009 7.0*** 0.1599 6.2***
Red River Delta 0.0314 0.6 0.0693 0.7
North Central Coast 0.0485 0.8 0.0445 0.6
South Central Coast 0.1373 2.2** 0.1460 1.9*
Central Highlands 0.1708 2.1** omitted
Southeast 0.5424 9.4*** 0.4151 5.5***
Mekong River Delta 0.3011 5.1*** 0.1895 2.1**
Constant 7.5327 108.7*** 7.7538 64.7***
Source: Regression analysis of 1997–98 Vietnam Living Standards Survey, taking into account clustering and
stratification and using robust estimates of standard errors.
Notes: Omitted categories are: head has no education; spouse has no education; head is not working; house is
made of temporary materials; household has other water source; household has no sanitation facilities;
and household lives in the Northern Uplands. * indicates significance at the 10 percent level, ** at the
5 percent level, and *** at the 1 percent level.
aN = 4,269, R2 = 0.536.
bN = 1,730, R2 = 0.550.
higher per capita expenditure, whereas in
urban areas, having a flush toilet is a statis-
tically significant predictor (see Table 3.1).
Television and radio ownership are two
of the strongest predictors of per capita ex-
penditures. Both variables are statistically
significant in both urban and rural areas. As
expected, the coefficient for radio ownership
is smaller than that of television ownership.
Regional dummy variables were in-
cluded in the regression models, with the
Northern Uplands as the omitted region.
Even after controlling for other household
characteristics, rural households in the four
southern regions are shown to be better off
than those in the Northern Uplands. A simi-
lar pattern holds for urban households (see
Table 3.1). The regional dummy variables
are jointly significant at the 1 percent level
in both urban and rural areas (see Table 3.2).
Incidence of Poverty
The incidence of poverty (also called the
poverty rate or poverty headcount ratio) is
defined here as the proportion of the popu-
lation living in households whose per capita
expenditure is below the “overall poverty
line,” as defined by the GSO (2000, 260).
This is the Foster-Greer-Thorbecke measure
of poverty when α = 0, also known as P0.
We present national, regional, provincial,
district, and commune-level estimates of the
poverty rate in turn.
National and Regional Poverty
Rates (P0)
The national headcount poverty rate, as es-
timated in this application of the small-area
estimation method using a 33 percent sample
of the 1999 Census data, is 36.5 percent, less
than 1 percentage point from the estimate
from the 1997–98 VLSS (see Table 3.3). The
small-area estimate of the urban poverty
rate (11.6 percent) is 2.4 percentage points
lower than the corresponding estimate from
the 1997–98 VLSS, but the small-area esti-
mate for the rural poverty rate (44.3 per-
cent) is 1.2 percentage points higher.
The difference in regional poverty esti-
mates ranges from less than 2 percentage
points in the North Central Coast, Southeast,
and Mekong River Delta to 8.9 percentage
points in the Central Highlands. It should
be noted that the 1997–98 VLSS had a rel-
atively small sample for the Central High-
lands, just 368 households, and that there
were no urban households sampled in this
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Table 3.2 Statistical significance of groups of variables
Sector Variable df1 df2 F statistic Probability
Rural Education of head of household 5 129 7.80 0.0000***
Education of spouse 6 129 1.97 0.0738*
Occupation of head of household 6 129 12.65 0.0000***
Type of housing 2 129 14.00 0.0000***
Main source of water 2 129 9.69 0.0001***
Type of sanitary facility 2 129 15.64 0.0000***
Region 6 129 26.20 0.0000***
Urban Education of head of household 5 55 4.01 0.0036***
Education of spouse 6 55 3.10 0.0110**
Occupation of head of household 6 55 2.90 0.0157**
Type of housing 2 55 10.76 0.0001***
Main source of water 2 55 17.17 0.0000***
Type of sanitary facility 2 55 4.12 0.0216**
Region 5 55 10.29 0.0000***
Source: Regression analysis of per capita expenditure using 1997–98 VLSS.
Notes: The dependent variable is log of per capita expenditure. * indicates significance at the 10 percent level,
** at the 5 percent level, and *** at the 1 percent level.
region. In contrast, the small-area estimates
are based on 273,035 Census households in
the Central Highlands, 27 percent of which
live in urban areas. In fact, the estimate for
rural poverty in the Central Highlands using
small-area estimation is 53.7 percent, just
1.3 percentage points above the VLSS esti-
mate. This suggests that the small-area es-
timates may be more accurate than survey-
based estimates in some cases.
Provincial Poverty Rates (P0)
Table 3.4 gives the estimates of the incidence
of poverty for each of the 61 provinces in
Vietnam, and Figure 3.1 (see color insert)
maps these estimates. In the map, the poor-
est areas are dark orange, and the least
poor areas are dark green. These results con-
firm that poverty is most widespread in the
Northwest and the Northeast, particularly
in the provinces along the northern border
with China and the northwestern border with
the Lao P.D.R. More specifically, the poverty
rate is highest (70–80 percent) in the prov-
inces colored dark orange: Lai Chau, Ha
Giang, and Son La. The light orange indi-
cates that the poverty rate is 60–70 percent
in Lao Cai, Cao Bang, Lang Son, and Bac
Kan. Poverty is lower but still above 50
percent in the yellow provinces, including
the interior provinces of the Northeast and
Northwest (Hoa Binh, Tuyen Quang, and
Yen Bai), the northern part of the Central
Highlands (Gia Lai and Kon Tum), and two
central coast provinces (Ninh Thuan and
Quang Tri). It is striking that the 10 poor-
est provinces are all in the Northeast and
Northwest.
The provinces where the poverty rate is
lowest are, not surprisingly, the ones near
large urban centers. Three southern prov-
inces (Ho Chi Minh, Binh Duong, and Ba
Ria-Vung Tau) are dark green, implying that
they have estimated poverty rates around 10
percent or lower. Other provinces, including
Dong Nai, Tay Ninh, Da Nang, Hanoi, and
Binh Phuoc, have estimated poverty rates
between 10 and 20 percent.
Most provinces in the Red River Delta,
the Mekong Delta, and the Central Coast are
various shades of lighter green, indicating a
poverty rate in the range of 20–50 percent.
Although the poverty map is useful for
identifying the spatial patterns of poverty,
Table 3.4 provides more detail, including
the standard errors of the poverty estimates
and the urban and rural poverty rates for
each province. One of the strengths of this
poverty-mapping method is that it calcu-
lates the standard errors, a measure of the
accuracy of the estimate (see Box 3.1 for
more explanation of standard errors).
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Table 3.3 Comparison of poverty estimates at national and regional levels
Headcount poverty rate (percent)
1997–98 Small-area Difference
Level VLSS estimation method (percentage points)
National 37.4 36.5 0.9
By urban/rural residence
Urban 9.2 11.6 –2.4
Rural 45.5 44.3 1.2
By region
Northern Uplands 58.6 53.6 5.0
Red River Delta 28.7 31.6 –2.9
North Central Coast 48.1 46.2 1.9
South Central Coast 35.2 39.1 –3.9
Central Highlands 52.4 43.5 8.9
Southeast 7.6 8.5 –0.9
Mekong River Delta 36.9 35.7 1.2
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Table 3.4 Estimated poverty rate (P0) for urban and rural areas by province
Overall Rural Urban
Rank Poverty Standard Poverty Standard Poverty Standard
Code Province (1 = poorest) rate (P0) error rate (P0) error rate (P0) error
101 Ha Noi 55 0.16 0.013 0.31 0.026 0.05 0.011
103 Hai Phong 51 0.29 0.020 0.40 0.029 0.08 0.017
105 Ha Tay 33 0.39 0.027 0.41 0.029 0.13 0.024
107 Hai Duong 47 0.33 0.026 0.36 0.030 0.12 0.026
109 Hung Yen 39 0.37 0.027 0.39 0.029 0.17 0.036
111 Ha Nam 35 0.38 0.028 0.40 0.030 0.14 0.028
113 Nam Dinh 41 0.35 0.026 0.38 0.030 0.11 0.024
115 Thai Binh 43 0.34 0.029 0.36 0.030 0.08 0.020
117 Ninh Binh 35 0.38 0.025 0.42 0.029 0.10 0.023
201 Ha Giang 2 0.75 0.020 0.81 0.022 0.24 0.033
203 Cao Bang 5 0.67 0.024 0.75 0.027 0.17 0.041
205 Lao Cai 4 0.70 0.018 0.79 0.021 0.21 0.027
207 Bac Kan 7 0.60 0.027 0.67 0.031 0.21 0.037
209 Lang Son 6 0.62 0.024 0.73 0.028 0.17 0.033
211 Tuyen Quang 9 0.57 0.030 0.61 0.033 0.14 0.023
213 Yen Bai 9 0.57 0.025 0.67 0.031 0.17 0.025
215 Thai Nguyen 25 0.43 0.033 0.50 0.042 0.16 0.022
217 Phu Tho 20 0.45 0.038 0.50 0.044 0.15 0.022
219 Vinh Phuc 20 0.45 0.044 0.48 0.049 0.20 0.028
221 Bac Giang 17 0.46 0.042 0.48 0.046 0.16 0.024
223 Bac Ninh 35 0.38 0.043 0.40 0.048 0.18 0.026
225 Quang Ninh 41 0.35 0.025 0.51 0.041 0.15 0.024
301 Lai Chau 1 0.80 0.014 0.88 0.015 0.19 0.029
303 Son La 3 0.73 0.020 0.81 0.022 0.14 0.023
305 Hoa Binh 8 0.59 0.028 0.65 0.032 0.14 0.023
401 Thanh Hoa 17 0.46 0.034 0.49 0.037 0.14 0.025
403 Nghe An 17 0.46 0.034 0.50 0.037 0.12 0.022
405 Ha Tinh 20 0.45 0.036 0.48 0.040 0.15 0.028
407 Quang Binh 15 0.47 0.033 0.51 0.038 0.14 0.026
409 Quang Tri 13 0.51 0.027 0.59 0.034 0.22 0.031
411 Thua Thien-Hue 15 0.47 0.026 0.58 0.036 0.20 0.027
501 Da Nang 55 0.16 0.017 0.34 0.032 0.11 0.020
503 Quang Nam 29 0.41 0.029 0.46 0.034 0.17 0.029
505 Quang Ngai 20 0.45 0.030 0.49 0.034 0.15 0.027
507 Binh Dinh 35 0.38 0.028 0.45 0.036 0.16 0.028
509 Phu Yen 29 0.41 0.029 0.46 0.035 0.18 0.031
511 Khanh Hoa 47 0.33 0.022 0.44 0.032 0.14 0.022
601 Kon Tum 13 0.51 0.037 0.65 0.052 0.20 0.028
603 Gia Lai 11 0.53 0.037 0.63 0.049 0.20 0.027
605 Dak Lak 25 0.43 0.045 0.50 0.056 0.17 0.025
701 TP Ho Chi Minh 61 0.05 0.008 0.08 0.012 0.05 0.009
703 Lam Dong 43 0.34 0.035 0.46 0.055 0.14 0.021
705 Ninh Thuan 11 0.53 0.026 0.63 0.032 0.21 0.032
707 Binh Phuoc 54 0.17 0.020 0.19 0.023 0.08 0.017
709 Tay Ninh 57 0.13 0.016 0.14 0.018 0.08 0.017
711 Binh Duong 60 0.08 0.008 0.08 0.011 0.06 0.012
713 Dong Nai 58 0.11 0.012 0.13 0.016 0.06 0.010
715 Binh Thuan 20 0.45 0.026 0.53 0.034 0.24 0.035
717 Ba Ria–Vung Tau 59 0.10 0.010 0.13 0.016 0.06 0.010
801 Long An 51 0.29 0.022 0.32 0.026 0.14 0.026
The poverty rates and their respective
confidence intervals for the 61 provinces (in
order from least poor to most poor) are
shown in Figure 3.2. The diamond-shaped
markers are the provincial poverty estimates,
and the horizontal lines above and below
each estimate are the upper and lower limits
of its 95 percent confidence interval. This
graph shows that most of the provinces
(36) have poverty rates in the range of 20
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Table 3.4—Continued
Overall Rural Urban
Rank Poverty Standard Poverty Standard Poverty Standard
Code Province (1 = poorest) rate (P0) error rate (P0) error rate (P0) error
803 Dong Thap 33 0.39 0.025 0.42 0.028 0.19 0.032
805 An Giang 31 0.40 0.022 0.46 0.027 0.21 0.032
807 Tien Giang 53 0.27 0.024 0.30 0.027 0.12 0.024
809 Vinh Long 47 0.33 0.024 0.36 0.027 0.15 0.027
811 Ben Tre 50 0.32 0.024 0.34 0.026 0.15 0.028
813 Kien Giang 31 0.40 0.023 0.45 0.027 0.21 0.034
815 Can Tho 43 0.34 0.022 0.40 0.027 0.14 0.026
817 Tra Vinh 25 0.43 0.026 0.47 0.030 0.19 0.030
819 Soc Trang 25 0.43 0.025 0.48 0.029 0.22 0.033
821 Bac Lieu 40 0.36 0.023 0.41 0.028 0.20 0.034
823 Ca Mau 43 0.34 0.024 0.38 0.028 0.17 0.028
Source: Analysis of 1997–98 VLSS and 1999 Population and Housing Census.
Notes: The poverty rate refers to the proportion of the population that are in households whose per capita expenditure is below the overall
poverty line. The standard error is a measure of the accuracy of the poverty estimate. The 95 percent confidence interval is approxi-
mately ± 2 times the standard error.
Box 3.1 Interpretation of the Standard Error and Confidence Interval
Like any method for measuring poverty, the poverty-mapping method does not produce
exact results. The household characteristics do not perfectly predict household expendi-
ture in Stage 1. Even if they did, there may be differences between households in the
VLSS sample and those in the Census. Finally, our Census data consist of a 33 percent
sample of the original data, so there is some sampling error as well.
A number of factors affect the accuracy of the poverty estimate. First, if the Stage 1
regression equation is very good in predicting household expenditure based on the
household characteristics, then the poverty estimates will be more accurate. Second, the
accuracy of poverty estimates tends to be better for areas with poverty rates near 0 per-
cent or near 100 percent. Third, the accuracy is better for areas with a large number of
similar households than for areas with few and diverse households.
Standard errors help define the margin of error around the poverty estimates. There
is a 95 percent chance that the “true” poverty estimate lies within two standard errors of
the poverty estimate. For example, in the case of Yen Bai, the estimated poverty rate is
0.57 (57 percent), and the standard error is 0.025. This means the 95 percent confidence
interval of this poverty estimate is 57 percent ± 5 percentage points (0.025 × 2). In other
words, there is a 95 percent chance that the true poverty rate for Yen Bai is between 52
and 62 percent.
to 50 percent. In contrast, there are fewer
provinces with poverty rates below 20 per-
cent or above 50 percent, and the gap be-
tween the poverty rates of adjacent provinces
is relatively large.
Across provinces, the 95 percent confi-
dence interval (see Box 3.1) ranges from
±1.6 percentage points to ±9 percentage
points, with the average confidence interval
being ±5.2. Half the provinces have confi-
dence intervals between ±4.2 and ±5.8 per-
centage points.13 Dak Lak has the highest
confidence interval (±9 percentage points).
It is not obvious why the standard error is so
large for Dak Lak; it may be that households
earning money from coffee spend it in ways
that are not captured by our 17 household
characteristics.
One important implication of these
standard errors is that if two provinces have
poverty rates that differ by 5 percentage
points, for example, there is a good chance
that the difference is not statistically signif-
icant. For example, if province A has a
poverty rate of 40 percent and province B
has a rate of 44 percent, we generally can-
not say that province B is poorer than prov-
ince A. As a general rule, two poverty rates
must differ by at least 8–10 percentage points
to give us confidence that the difference is
statistically significant.
As can be seen in Figure 3.2, the confi-
dence intervals are much smaller when the
poverty rate is either quite high or quite low.
When the poverty rate is below 20 percent
or above 70 percent, the confidence interval
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13More specifically, this refers to the inter-quartile range. The first figure (±4.2) is the 25th percentile and the
second (±5.8) is the 75th percentile. Thus, half the provinces lie within this range.
Figure 3.2 Provincial poverty rates and confidence intervals
tends to be ±2 or ±3 percent. In contrast,
when the poverty rate is around 50 percent,
the confidence interval tends to be ±5 per-
centage points or more.
It is also useful to look at differences in
the incidence of poverty in urban and rural
areas within each province (see Table 3.4).
In all 61 provinces, the rural poverty rate is
higher than the urban poverty rate. In fact,
whereas the rural poverty rate ranges widely
from 8 percent to almost 90 percent, the
urban poverty rates are all less than 25
percent.
District Poverty Rates (P0)
The poverty-mapping method can also be
used to generate poverty estimates for each
of the 614 districts in Vietnam. The spatial
patterns in the incidence of poverty can be
seen in Figure 3.3 (see color insert). The
district-level poverty map shows consider-
ably more detail than the provincial poverty
map. For example, in the provincial map,
Son La and Lai Chau appear as one orange
block, implying a poverty rate in the range
of 70–80 percent. The district map, however,
shows that the poverty rate varies widely
within these two provinces, being under 70
percent in southeastern Son La (Yen Chau,
Phu Yen, and Moc Chau districts) and over
90 percent in the far northwestern corner of
Lai Chau province (Mong Te and Sin Ho
districts).
Similarly, the provincial map suggests
that almost all of the North Central Coast is
light green, implying poverty rates in the
40–50 percent range. In contrast, the district
map shows that the poverty rate along the
coastal plain is less than 40 percent, but the
rates in the interior are greater than 70 per-
cent for some districts. Two districts in this
region have poverty rates over 80 percent,
both on the Lao border: Muong Lat district
in Thanh Hoa and Ky Son district in Nghe
An. The district map also reveals variation
in the incidence of poverty in the Central
Highlands and in the Mekong Delta that are
hidden in the provincial map.
It should be noted that the sharp line be-
tween the low poverty rates in the Southeast
(as defined in 1998) and the higher rates in
the Central Highlands and South Central
Coast are partly an artificial result of the use
of regional dummy variables in Stage 1.
The 95 percent confidence intervals for
the district-level poverty rates are shown in
Figure 3.4. As in Figure 3.2, the center line
represents the estimates of the poverty rate,
and the small horizontal lines above and
below the center line are the upper and lower
95 percent confidence limits.
The district-level confidence intervals
range from ±1.3 to ±22 percentage points,
with an average value of ±5.8 percentage
points. Half of the districts have confidence
intervals between ±4.4 and ±6.9 percentage
points (this is the interquartile range). As
noted before, the confidence intervals are
smaller (and the poverty rate estimates
more accurate) when the poverty rate is
close to zero or close to 100 percent. When
the poverty rate is in the middle range
(40–50 percent), the confidence intervals
tends to be ± 5 to ±10 percentage points.
In general, the confidence intervals for
district poverty rates are somewhat higher
than those of provincial poverty rates, for
which the average was ±5.2 percent. This is
because there are fewer households in the
districts than in the provinces. The least re-
liable district estimate is for Bach Long Vi
district in Hai Phong province: the poverty
rate is estimated as 19 percent ± 22 per-
cent. The reason this poverty estimate is
very unreliable is that it is based on just 18
households on this island district. This is
an exception, however. The second highest
confidence interval is ±12 percentage points.
Furthermore, only 6 of the 614 districts have
fewer than 1,000 households in our sample
of the Census data, and 90 percent of them
have more than 2,500 households.
As noted above, urban poverty rates are
generally lower than rural poverty rates.
Most district-level urban poverty rates are
clustered in the range of 10 to 30 percent,
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and district-level rural poverty rates range
from less than 10 percent to over 90 percent,
with the bulk of the districts falling in the
range of 30–60 percent. It is also interesting
to note that there is a positive correlation
(R2 = 0.42) between the urban poverty rate
in a district and the rural poverty rate in the
same district, as shown in Figure 3.5.
Commune Poverty Rates (P0)
The poverty-mapping method also gener-
ates estimates of the incidence of poverty
(P0) at the commune level. It is important to
use these results with caution because the
small number of households in some com-
munes means that the poverty estimates are
not reliable for some communes. The reli-
ability of the commune poverty estimates is
discussed further below.
The spatial patterns in commune pov-
erty rates are shown in Figure 3.6 (see color
insert). This map provides considerably more
detail than the district poverty map (see
Fig. 3.3 in color insert). For example, in the
Northern Upland region, the commune
poverty map reveals a number of green
“dots” in the orange and red areas. These
are urban areas with relatively low inci-
dence of poverty surrounded by rural areas
with much higher poverty rates. In addition,
the path of the Red River can be seen as a
yellow and orange line entering Vietnam
from the northwest and heading toward
Hanoi. Communes near the Red River
benefit from flat land, irrigation water, and
transportation provided by the river, all of
which reduce poverty rates.
In the Northeast, the influence of the
road network is visible in some places. For
example, there is a yellow-orange line ex-
tending southeast from the Chinese border
through Cao Bang and Lang Son. This cor-
responds to the path of the highway (Routes
4A and 4B) that goes from the Chinese
border through the two provincial capitals
to the coast. This may reflect the impact of
market access on poverty rates, or it may be
that the roads are built in less mountainous
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Figure 3.4 District poverty rates and confidence intervals
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areas with greater agricultural potential (com-
pare Figures 3.6 and 3.7 in color insert).
The city of Hanoi shows up clearly as
a dark green dot surrounded by light green
and yellow. This reflects the fact that the
communes of Hanoi have poverty rates
below 10 percent, compared to 20–40 per-
cent in most of the surrounding communes
of the Red River Delta.
In the North Central Coast, the com-
mune poverty map illustrates even more
clearly that the coastal communes have
lower poverty rates, whereas the interior
regions along the Lao border have much
higher poverty rates. One exception to this
pattern is the area west of the city of Vinh.
The lower poverty rate in this region may
reflect the impact of the highway (Route 8)
that runs from Vinh west to the Lao border
and serves as an important channel for trade
between the two countries. Another high-
way (Route 7) running northwest from Vinh
to the Lao border in Nghe An is barely vis-
ible in Ky Son district (see Figs. 3.6 and 3.7
in color insert).
The South Central Coast has some of
the poorest coastal areas in Vietnam. In par-
ticular, the coast of Binh Thuan and Ninh
Thuan provinces are shaded orange on the
map, indicating poverty rates over 60 per-
cent. The high incidence of poverty in this
region is probably because this is one of the
most arid parts of Vietnam, and the sandy
soils make it difficult to practice intensive
agriculture. A relatively large proportion of
the population is involved in fishing in this
area (see Fig. 3.6 in color insert).
In the Central Highlands, the commune
map shows more clearly that the incidence
of poverty is highest in the northern part of
the Central Highlands, particularly in the
provinces of Gia Lai and Kon Tum. The
least poor communes in these two provinces
(shaded in green and yellow) are along the
north-south highway connecting Kon Tum
town and Pleiku (Route 14) and along the
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Figure 3.5 Urban poverty and rural poverty by district
east-west road connecting Pleiku and the
coast (Route 19). Dak Lak is less poor than
Gia Lai and Kon Tum, most of the com-
munes being shaded yellow or green indi-
cating poverty rates below 60 percent. The
town of Buon Ma Thuot is visible as a green
dot in the center of the province. Dak Lak is
the main coffee-growing area in Vietnam
and has benefited from the rapid growth in
coffee production during the 1990s (see
Figs. 3.6 and 3.7 in color insert).
The commune-level poverty map also
shows red areas on three sides of Lam Dong
province in the Southeast region. These cor-
respond to mountainous areas with difficult
access to roads and markets. The green and
yellow path in the center of the province
follows the highway (Route 20) northeast
from Ho Chi Minh City to Dalat, the dark
green area. After Dalat, the highway turns
southeast to the coast, barely visible on the
map from the yellow and orange communes
along the route. The Southeast region also
has a large green area indicating relatively
low levels of poverty (under 20 percent) in
most of the provinces near Ho Chi Minh
City (see Figs. 3.6 and 3.7 in color insert).
As noted earlier, the sharp line between low
poverty rates in the Southeast and higher
rates elsewhere is partly a result of the
use of regional dummy variables. Although
the average poverty rate for the Southeast
closely matches the VLSS poverty rate for
the region, the poverty rates for outlying
communes in the Southeast may be under-
estimated.
The Mekong Delta, in contrast, is pre-
dominantly light green and yellow, suggest-
ing poverty rates in the range of 30–60 per-
cent. A few communes in this region have
poverty rates above 60 percent, represented
by the light orange communes. These com-
munes are found in Tra Vinh and Soc Trang,
near the mouth of the Tien Giang and Hau
Giang branches of the Mekong River, and in
An Giang and Kien Giang near the Cambo-
dian border.
As mentioned earlier, the commune-level
estimates of poverty must be interpreted with
caution. Many of the communes have a rel-
atively small number of households, leading
to relatively high margins of error in the
poverty estimates (see Fig. 3.8). The 95 per-
cent confidence intervals for commune-level
poverty estimates range from less than
±1 percentage point to ±27 percentage
points, the average being ±8.1 percent-
age points. Half of the communes have
confidence intervals between ±6.6 and
±10 percentage points. This means that one-
quarter of the communes have confidence
intervals greater than ±10 percentage points.
By comparison, none of the province-level
confidence intervals was greater than ±10
percentage points, and only 15 of the 614
district-level confidence intervals were this
large. Clearly, the commune estimates of
poverty must be used very cautiously, tak-
ing into account the size of the confidence
intervals. For some communes, they should
not be used at all.
Poverty Density
The three maps presented in Figures 3.1,
3.3, and 3.6 (see color insert) show the inci-
dence of poverty, defined as the percentage
of the population living below the poverty
line. Another way to look at the spatial dis-
tribution of poverty is to examine the pov-
erty density, defined as the number of poor
people living in a given area. By multiply-
ing the commune-level poverty rates by the
population in each commune, we estimate the
number of poor people living in that com-
mune, a number that is represented by the
number of dots in that commune.14 Figure
3.9 shows the poverty density in Vietnam,
where each dot represents 500 poor people.
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14We do not have information on the geographic distribution of households within each commune, so the dots are
distributed randomly within each commune.
It is somewhat surprising to find that the
number of poor people per square kilometer
is greatest in the Red River Delta, in the
Mekong River Delta, and along the coastal
plains. The poverty density is lowest in the
areas where the incidence of poverty is
the highest. This is because the areas with
the highest poverty rate tend to be remote
and sparsely populated areas, and the lower
population density more than offsets the
higher percentage of the population that is
poor.
An important implication of Figure 3.9
(see color insert) is that if all poverty allevi-
ation efforts are concentrated in the areas
where the poverty rate is the highest, in-
cluding the Northeast, the Northwest, the
Central Highlands, and the interior of the
central coast, most of the poor will be ex-
cluded from the benefits of these programs.
The implications of this map are discussed
in Chapter 6.
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Figure 3.8 Commune poverty rates and confidence intervals
Spatial Patterns in Other
Measures of Poverty
The previous section explores the spatial
patterns in the incidence of poverty, also
called P0. As described in Chapter 2, there
are other measures of poverty that have use-
ful properties. The depth of poverty (P1), also
called the poverty gap, takes into account
not just how many people are poor but how
poor they are, on average. In fact, the depth
of poverty is equal to the proportion of the
population that is poor multiplied by the per-
centage gap between the poverty line and
the average per capita expenditure of the
poor. The severity of poverty (P2), also called
the poverty gap squared, takes into account
not just how poor the poor are, on average,
but the distribution of income among them
(see Chapter 2 for more information).
At the national level, the estimated
value of P1 is 0.100, implying that the aver-
age poor person has a level of per capita
expenditure that is 28 percent below the
poverty line.15 The estimated value of P2 at
the national level is 0.040.
Figure 3.10 (see color insert) shows the
district-level maps of the depth of poverty
(P1) and the severity of poverty (P2), pre-
sented side-by-side to make comparison
easier. It is obvious that the spatial patterns
in P1 and P2 are quite similar to each other
and similar to the spatial pattern of P0 (see
Fig. 3.3 in color insert). In all three maps,
poverty is greatest in the Northwest, North-
east, the interior of the North Central Coast,
and in the northern part of the Central High-
lands. Poverty is intermediate in the Red
River Delta and the Mekong River Delta,
and it is lowest in the large urban areas such
as Hanoi and Ho Chi Minh City as well as
in the Southeast region near Ho Chi Minh
City.
Figure 3.11 plots the depth of poverty
(P1) and the severity of poverty (P2) on the
vertical axis with the incidence of poverty
(P0) on the horizontal axis, with each point
representing one district. As the incidence
of poverty rises, the depth and severity of
poverty rise as well. The correlation between
the poverty measures is quite strong.16 The
fact that the P1 line curves upward as P0
increases implies that, as the poverty rate
rises, the percentage gap between the pov-
erty line and the per capita expenditure
of the average poor households increases
as well.17
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15P1 = P0 · G, where G is the gap between the poverty line and the average per capita expenditure of poor people,
expressed as a proportion of the poverty line.
16A quadratic trend line based on P0 has an R2 of 0.98 in the case of P1 and 0.96 in the case of P2.
17If the average poverty gap remained constant, P1 would have a positive and linear relationship with P0. The fact
that it curves upward implies that the average poverty gap must also be increasing as we move from less poor to
poorer districts.
Figure 3.11 Depth of poverty (P1) and severity of poverty (P2) as a function of the
incidence of poverty (P0) in each district
Spatial Patterns 
in Inequality
As discussed in Chapter 2, the small-area
estimation method is most commonly used
to estimate the incidence of poverty (pov-
erty mapping), but it can also be used to
generate inequality estimates. Whereas pov-
erty measures focus on those below the
poverty line, inequality measures look at
the distribution of the entire population,
poor and nonpoor. In this analysis, we focus
on three commonly used measures of in-
equality: the Gini coefficient, the Theil L
index of inequality, and the Theil T index of
inequality. The two Theil indexes are also
part of a class of generalized entropy mea-
sures, sometimes labeled GE(0) and GE(1).
Gini Coefficient
The Gini coefficient is a measure of in-
equality that varies between 0 (when every-
one has the same expenditure or incomes)
and 1 (when one person has everything!).
Thus, a higher Gini coefficient implies
more inequality. For most developing coun-
tries, Gini coefficients range between 0.3
and 0.6. According to our analysis, the na-
tional Gini coefficient is 0.323, indicating a
relatively low degree of inequality in per
capita expenditure.
Like other measures of inequality, the
Gini coefficient tends to be smaller for
smaller areas, such as provinces or districts,
than for the nation as a whole. This is be-
cause households in a small area are likely
to be more similar to each other than to
households across the entire country. Figure
3.12 (see color insert) shows the level of
inequality in per capita expenditure as mea-
sured by the Gini coefficient at the district
level. The areas with the least inequality
(shaded white) include the Red River Delta,
some lowland areas of the Northeast, coastal
districts in the North Central Coast region,
some districts in the Mekong Delta, and
scattered coastal districts in the South Cen-
tral Coast. The greatest level of expenditure
inequality is found in the large urban areas,
particularly Hanoi and Ho Chi Minh City,
and in the upland areas, including the North-
east, Northwest, and Central Highlands.
It is not surprising that large urban areas
have a high levels of inequality because
they have some of the richest households
in the country as well as recent immigrants
and others whose income is barely higher
than in rural areas. Nor is it surprising that
inequality is low in the Red River Delta and
coastal districts. These areas are character-
ized by intensive irrigated agriculture and a
large percentage of the population depend-
ing on agriculture. The agricultural potential
of the irrigated farm land is relatively uni-
form, and the allocation of cooperative land
among households was carried out with
the objective of maintaining equality among
households.
The Mekong River Delta is also charac-
terized by intensive irrigated agriculture
and a large percentage of the population de-
pending on agriculture, but there is greater
variation in farm size as well as the presence
of some landless households that depend on
selling agricultural labor.
Perhaps the most surprising finding is
the high level of inequality in some parts of
the Northeast, Northwest, and the Central
Highlands. One possible explanation is that
these areas combine very poor subsistence
farmers, many of whom are ethnic minori-
ties, and some richer households who earn
income from commerce, commercial agri-
culture (including livestock production), or
salaried employment, including government
employment. The case of Dak Lak, however,
does not support this explanation. We would
expect the contrast between relatively rich
coffee farmers and poor subsistence farmers
to yield a particularly high level of inequal-
ity, but Dak Lak is one of the few upland
provinces where inequality is moderate.
Theil L and Theil T Indexes 
of Inequality
The Theil L index varies between 0 (ab-
solute equality) and infinity (∞, absolute
inequality), although it is unusual for it to
exceed 1. Like the Gini coefficient, a higher
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Theil index implies a more unequal distri-
bution of expenditures (or incomes). How-
ever, the Theil L gives more weight to the
bottom of the distribution, thus giving
greater weight to the distribution of expen-
diture among the poor than the Theil T
index or the Gini coefficient.
The Theil T index varies between 0 and
log (N ), where N is the population. Unlike
the Theil L index, the Theil T index gives
equal weight to all parts of the distribution.
The equations used to calculate the two
Theil indices are given in Chapter 2.
The district-level maps of inequality as
measured by the Theil L and Theil T indexes
are shown in Figure 3.13 (see color insert).
Despite their different underpinnings, the
maps of inequality using the two Theil in-
dexes give similar results to the map using
the Gini coefficient. In all cases, inequality
is lowest in the Red River Delta and some
coastal districts in the North Central Coast
region, intermediate in the Mekong River
Delta, and greatest in urban areas, the North-
ern Uplands, and the Central Highlands.
Figure 3.14 shows the relationship
among the three measures of inequality,
where each dot represents one district. This
graph indicates that there is a linear rela-
tionship between the Gini coefficient on
the one hand and the two Theil indexes on the
other and that the correlation is quite close.
For the relationship between the Gini coef-
ficient and the Theil L index, R2 = 0.98, and
in the relationship between the Gini coeffi-
cient and the Theil T index, R2 = 0.97. This
helps to explain why the three inequality
maps are quite similar.
Decomposing Inequality
Is inequality mainly caused by differences
across provinces or differences across house-
holds within each province? Unlike the
Gini coefficient, the Theil L and T indexes
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Figure 3.14 Theil indexes of inequality as a function of the Gini coefficient for 
each district
of inequality can be exactly decomposed into
“subgroups.” For example, the Theil index
for all of Vietnam is equal to the weighted
average of the provincial indexes (the
“within-province” component) plus the Theil
index of the inequality in provincial average
expenditures (the “between-province” com-
ponent). The “between” component refers
to what inequality would be if everyone
inside a province had the same expenditure
as the provincial mean, and the “within”
component takes into account inequality
within provinces but excludes inequality of
provincial means.
Table 3.5 decomposes the Theil L and
Theil T measures using provinces as the
subgroup. The between-province compo-
nent of inequality accounts for about one-
quarter of the inequality at the national
level. The other three-quarters results from
inequality within each province. The mag-
nitude of these decomposition results are
similar to those described by Kanbur (2002)
for other developing countries, where it is
usual for the between component to ac-
count for around 15 percent of total national
inequality.18
Table 3.6 decomposes the Theil L and T
measures using districts as the subgroup.
The between-district component of inequal-
ity is about one-third (34 percent for the
Theil L index and 36 percent for the Theil T
index). The other two-thirds of national in-
equality is associated with inequality within
each district. We expect the between com-
ponent of inequality to increase with greater
geographic disaggregation. It is perhaps
more surprising how much inequality re-
mains after disaggregating down to the
level of the 614 districts. This suggests that
district-level targeting in antipoverty pro-
grams may not be that effective, though
more detailed studies of leakage and under-
coverage rates would be needed to confirm
this conclusion. These results also contra-
dict the widespread view in Vietnam that
inequality between provinces is a major con-
tributor to overall inequality.
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18Obviously the relative magnitude of the between and within components will depend on how many subgroups
(provinces, districts, or other administrative units) are involved. The greater the number of subgroups, the larger
is the between component.
Table 3.5 Decomposition of inequality into between- and within-province components
Inequality Total inequality Between-province Within-province
measure Variable at national level component component
Theil L index Value of index 0.193 0.046 0.147
Share of total 100% 24% 76%
Theil T index Value of index 0.204 0.050 0.153
Share of total 100% 25% 75%
Table 3.6 Decomposition of inequality into between- and within-district components
Inequality Total inequality Between-district Within-district
measure Variable at national level component component
Theil L index Value of index 0.193 0.067 0.127
Share of total 100% 34% 66%
Theil T index Value of index 0.204 0.073 0.131
Share of total 100% 36% 64%
Relationships among
Income, Poverty, and
Inequality
Previous sections of this chapter examined
the spatial patterns in poverty and inequal-
ity. In this section, we examine the relation-
ship among poverty, inequality, the degree
of urbanization, and average per capita ex-
penditure at the district level. In order to
reduce the number of variables, and because
of the close correlation among poverty mea-
sures, we use P0 to represent poverty. Simi-
larly, because all three inequality measures
are closely correlated, we use the Gini coef-
ficient to represent inequality.
In Figure 3.15, we plot the poverty rate
(P0) as a function of the district average per
capita expenditure, where each dot repre-
sents a district. We expect that as per capita
expenditure rises, the poverty rate will fall.
Nonetheless, it is surprising how closely the
poverty rate depends on the average per
capita expenditure of the district. Particularly
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Figure 3.15 Poverty rate (P0) as a function of per capita expenditure
among the poorer districts, the relationship
between the two is very close. A quadratic
trend line explains 96 percent of the varia-
tion in poverty. This suggests that the inci-
dence of poverty in a district is largely a
function of the average level of per capita
expenditure in the district and that the de-
gree of inequality within a district plays a
minor role in determining the poverty rate.
Figure 3.16 shows the relationship be-
tween the Gini coefficient and the average
per capita expenditure of the district. It is
widely believed in Vietnam and other coun-
tries that as incomes rise, the gap between
the poor and rich widens. The data presented
here confirm that view to some degree. The
linear trend line shown on the graph indi-
cates an increase in the Gini coefficient
from 0.25 to 0.30 as per capita expenditure
rises from 1 million VND/year to 7 million
VND/year. This may be part of the pattern
found in international data in which, at low
levels of income, higher income is associ-
ated with higher inequality, but at some
point further increases in income tend to
reduce inequality. This inverted-U pattern is
called the Kuznets curve. Because Vietnam
is a low-income country, the Kuznets curve
would predict a positive relationship be-
tween income and inequality over time and
across districts.
But the relationship between inequality
and per capita expenditure in Figure 3.16
is not a simple positive relationship. Many
low-income districts also have a high level
of inequality. In fact, the districts with the
highest levels of inequality tend to be the
relatively poor districts with per capita ex-
penditure below 4 million VND/year. Fur-
thermore, low-income districts have a wider
range of levels of inequality, whereas high-
income districts seem to converge toward a
Gini coefficient of around 0.3.
The relationship between poverty (P0)
and inequality (the Gini coefficient) is shown
in Figure 3.17. There appears to be a weak
U-shaped pattern in which the highest level
of inequality is found in the poorest districts
and in the least poor districts. This may be
related to the pattern noted in Figures 3.12
and 3.13 (see color insert), in which the
areas with the highest inequality were the
rural upland areas (with high poverty rates)
and the large urban centers (with low
poverty rates). Although the trend line does
support the idea of a quadratic (curved) re-
lationship, the relationship is fairly weak
(R2 = 0.12).
Rural poverty rates exceed urban pov-
erty rates in almost every country where it
has been studied. Indeed, this pattern has
been confirmed for Vietnam by various
surveys (for example, GSO 2000). Using
small-area estimation methods, however,
we can examine the poverty rates for many
urban and rural districts to provide a more
detailed picture of the relationship between
the degree of urbanization and poverty. Fig-
ure 3.18 shows the relationship across dis-
tricts between the proportion of the popula-
tion living in urban areas and the poverty
rate (P0), along with a linear trend line. The
graph indicates clearly that there is a clear
negative relationship: most districts that are
largely rural have poverty rates in the range
of 30–60 percent, whereas most districts
that are mainly urban have poverty rates that
SPATIAL PATTERNS IN POVERTY AND INEQUALITY 33
Figure 3.16 Gini coefficient of inequality as a function of per capita expenditure
Gini coefficient
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Figure 3.17 Gini coefficient of inequality as a function of the poverty rate (P0)
Gini coefficient
Figure 3.18 Poverty rate (P0) as a function of the share of the population in urban areas
Percentage of population in urban areas
are less than 30 percent. At the same time,
it is interesting to note the wide range of
poverty rates among rural districts. Several
dozen districts have a majority rural popu-
lation and poverty rates in the same range
as urban districts. This suggests that under
some circumstances, poverty can be reduced
significantly within rural areas. Based on
the maps presented earlier, it is clear that
many of these “rich” rural districts are in the
Southeast region, benefiting from the access
to labor and commodity markets in Ho Chi
Minh City.
The relationship between the degree of
urbanization and inequality is quite differ-
ent. As shown in Figure 3.19, inequality (as
measured by the Gini coefficient) is quite
low for districts that are almost entirely
rural, and it is almost as low for districts that
are almost entirely urban. The districts with
the highest level of inequality are those
that combine urban and rural populations,
with the urban share of the population being
in the range of 20 to 80 percent. These re-
sults confirm the common view that urban
areas have more inequality than rural areas,
but it suggests that the pattern is more com-
plicated in that districts with both rural and
urban populations have the highest inequal-
ity. The quadratic trend line shows that
inequality is at its highest when the urban
share is about 60 percent.
Relationship with MOLISA
Poverty Estimates
In this section, we compare the estimates of
the incidence of poverty (P0) derived from
our application of the small-area estimation
method to the estimated incidence of pov-
erty produced by the Ministry of Labor,
Invalids, and Social Affairs (MOLISA). As
described earlier, there are a number of dif-
ferences in the definition of poverty and the
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Figure 3.19 Gini coefficient of inequality as a function of the share of the population in
urban areas
Gini coefficient
data collection methods. Some of these dif-
ferences are summarized below:
• Our definition of poverty uses as the
welfare indicator the value of per capita
consumption expenditure, including the
value of subsistence food production
and the imputed rental value of owner-
occupied housing. In contrast, MOLISA
uses per capita income as its welfare
indicator.
• To adjust for regional differences in the
cost of living, we use a set of regional
and monthly price indexes calculated
by the GSO for the 1997–98 VLSS
analysis. These price indexes are based
on the cost of a basic consumption bas-
ket in the urban and rural areas of each
region. In contrast, MOLISA adjusts
for the local cost of living by express-
ing per capita income in terms of the
number of bags of rice it will buy at
local prices.19
• Our poverty line is equal to the “overall
poverty line,” defined as VND 1,789
million per person per year in real
consumption expenditure. MOLISA
defines the poverty line in terms of the
number of bags of rice, although the
number varies somewhat from one
province to another.
• We define the poverty rate in terms 
of the percentage of people living in
households whose per capita expendi-
ture is below the poverty line. MOLISA
defines the poverty rate in terms of the
percentage of households below the
poverty line.
• Our poverty estimate for each district is
based on the characteristics of house-
holds in that district in the 1999 Popu-
lation and Housing Census, given the
relationship between per capita expen-
diture and those household characteris-
tics in the 1997–98 Vietnam Living
Standards Survey. The MOLISA esti-
mates are based on assessments of
MOLISA field staff in each commune,
applying national and provincial guide-
lines to identify poor households (for
a description of the field work, see
Conway 2001).
Do these methodological differences re-
sult in different estimates of the incidence of
poverty (P0) at the district level? As shown
in Figure 3.20, the MOLISA poverty esti-
mates are generally lower than those gen-
erated by the small-area estimation method
used in this report. The median value of the
MOLISA poverty rates is 15 percent, com-
pared to 41 percent for our poverty estimates.
This difference is not particularly surprising
because the two estimates are based on quite
different poverty lines. Given the wide range
of views about how to construct a poverty
line, there is little to be gained from debates
over the “true” poverty rate. It is more im-
portant to examine whether the spatial pat-
terns in poverty are consistent between the
two methods.
What is surprising is that there is very
little correlation between the district-level
poverty rate estimates produced by MOLISA
and the poverty rates estimated by this study
(the R2 of a linear trendline is just 0.17). To
illustrate the disagreement in the estimates,
we consider two districts in which the con-
trast between the two methods is the great-
est. In the upper left corner of Figure 3.20 is
a dot representing Bat Xat district, located
in the northwest corner of Lao Cai. Accord-
ing to our estimates, Bat Xat district has a
poverty rate of almost 82 percent. By con-
trast, the MOLISA poverty estimate for the
district is less than 6 percent. Given that
Bat Xat is in a remote portion of one of the
poorest provinces in Vietnam, we would ex-
pect the poverty rate to be relatively high. In
the lower right corner of Figure 3.20 is the
urban district of Nha Trang, on the central
coast of Kanh Hoa province. The MOLISA
poverty estimate for Nha Trang is 68 per-
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19This is equivalent to a price index that includes just one commodity, rice, in the consumption basket.
cent, whereas the estimate produced in this
report is just 15 percent. Because Nha Trang
is a popular beach resort town, benefiting
from both local and international tourism,
a relatively low poverty rate would be
expected.
Clearly, the choice of poverty estimates
can make a large difference in terms of the
targeting of poverty alleviation programs.
Further research is needed to resolve the
discrepancies between these two poverty
estimates. One approach would be to select
districts where the two estimates vary widely
(such as the two cited above) and collect pri-
mary or secondary data to determine which
estimate conforms more closely to reality.
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Figure 3.20 Comparison of poverty rates (P0) from MOLISA and from small-area
estimation methods
C H A P T E R  4
Geographic Determinants of Poverty
T
he poverty maps that have been presented in Chapter 3 show considerable geographic
variation among provinces, districts, and communes in Vietnam. In particular, the inci-
dence of poverty is highest in the upland areas of Vietnam bordering China and Laos
and lowest in large urban centers and in the Red River and Mekong deltas. This chapter uses
the district-level poverty estimates from Chapter 3 to investigate the extent to which geo-
graphic variables may have an effect on the incidence of poverty in a district.20
Geographic Factors
Table 4.1 lists a number of geographic variables that may help to explain the spatial patterns
in poverty in Vietnam. The variables are divided into two categories. Exogenous variables are
those that are unlikely to be affected by the level of economic activity or poverty. For example,
agro-climatic variables such as rainfall or topography may influence poverty, but they are un-
likely to be influenced by poverty. In contrast, the endogenous variables may both influence
poverty and be influenced by it (at least in the long run). For example, areas with low poverty
rates may attract immigrants, increasing the population of the area. Similarly, investments in
markets and transport infrastructure is determined at least in part by the level of economic ac-
tivity, so that a low poverty rate may influence the density of markets and roads in the long run.
The right-side column of Table 4.1 shows the expected relationship between each variable
and poverty. The double-sided arrows indicate cases in which poverty and the variable each
have some effect on the other. In order to carry out a regression analysis, the agro-climatic fac-
tors in Table 4.1 must be expressed as specific variables.
Using a Chow test, we determined that the coefficients explaining urban and rural
poverty were significantly different from each other, indicating that separate urban and
rural models would be preferable. We would expect soil type, land cover, rainfall, and sun-
shine to matter much more in rural areas, where approximately two-thirds of households list
agriculture as their main economic activity. In contrast, indicators of nonagricultural activities,
such as the number of markets per district and distance to major cities, are expected to be more
important in urban areas.
20We decided not to carry out the analysis of geographic determinants of poverty at the commune level for two
reasons. First, the commune-level poverty estimates have large standard errors, indicating a large “noise” com-
ponent in these estimates. Second, some of the geographic variables are less accurate at the commune level. For
example, climate variables are interpolated from a relatively small number of weather stations. Interpolation at
the district level is probably more reliable than interpolation at the commune level.
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Estimation Issues
As discussed in Chapter 2, poverty rates in
nearby districts are likely to be similar to
one another, so it is important to pay atten-
tion to the structure of spatial dependence in
our data. Failure to do this can result in in-
consistent or biased estimates of the impact
of different geographic variables, especially
when ordinary least squares is used as the
estimation method. The spatial econometrics
literature distinguishes between two types
of spatial dependence:
• Spatial error dependence, in which un-
observed explanatory variables are cor-
related over space. An example of this
would occur if, because of provincial
policies and budgets, the quality of
local health care were similar across 
all districts in a province but different
across provinces. When there is spatial
error dependence, ordinary least-
squares regression coefficients will be
unbiased but not efficient (the standard
errors will be larger than they would 
be if all information were used).
• Spatial lag dependence, in which the
dependent variable in one area is di-
rectly affected by the dependent vari-
ables in nearby areas. An example
would be that the poverty rate in one
area is directly affected by poverty in
nearby districts. When there is spatial
lag dependence, ordinary least-squares
regression coefficients are biased and
inconsistent.
Whenever spatial error or spatial lag
dependence is indicated, special types of
generalized least-squares (GLS) regression
models need to be applied. In the case of
spatial error dependence, the spatial error
model is appropriate, whereas in the case
of spatial lag dependence, the spatial lag
model would be used.21 In both cases, the
researcher must specify the structure of spa-
tial weights, which defines the functional
form of the weights as a function of distance
or contiguity.
Our estimation strategy is as follows.
First, we estimate an ordinary least-squares
(OLS) model with all exogenous variables
included. Second, we perform tests for the
two types of spatial dependence. Third, we
use either the spatial error or the spatial lag
GEOGRAPHIC DETERMINANTS OF POVERTY 39
21See Anselin (1988) for a description of these models.
Table 4.1 Agro-climatic and socioeconomic factors that may affect poverty rate
Variables Expected relationship to poverty
Exogenous variables
Elevation Higher elevation → higher poverty
Slope/roughness Steeper slopes → higher poverty
Soil type Sandy and poor soils → higher poverty
Type of land cover Not known
Hours of sunshine Less sunshine → higher poverty
Rainfall per year Low rainfall → higher poverty
Distance to towns and cities Greater distance → higher poverty
Endogenous variables
Population Not known
Number and density of markets Lower density of markets ↔ higher poverty
Length and density of roads Lower density of roads ↔ higher poverty
Length and density of navigable rivers Lower density of navigable rivers ↔ higher poverty
Transport time to towns and cities Higher transport time ↔ higher poverty
model to reestimate the model using gen-
eralized least squares. Two versions of the
rural and urban models are presented: a more
selective one that includes only strictly ex-
ogenous variables, and a more comprehen-
sive model that includes some variables that
may be endogenous, at least in the long run.
We adopted spatial weights that are pro-
portional to the inverse distance between
the geographic centers of the districts, up
to a maximum distance of 75 kilometers. A
more detailed description of these methods
and the tests is provided in Chapter 2 and in
Appendix B.
Global Model of 
Rural Poverty
Table 4.2 shows the tests that were con-
ducted for spatial dependence when an or-
dinary least-squares model was estimated
with the district-level rural poverty rate as
the dependent variable and the exogenous
variables listed above. Inverse-distance
weights were used to perform this test.22
Both Moran’s I and the Lagrange multiplier
test statistic reject the null hypothesis of
no spatial dependence. The much larger La-
grange multiplier in the spatial error model
indicates that this type of spatial dependence
is more likely. We therefore proceed to esti-
mate the spatial error model in order to an-
alyze the determinants of rural poverty (see
Chapter 2 for more information on these
tests).
Inclusive Model of Rural Poverty
Table 4.3 shows the results of regressing
district-level rural poverty rates on the full
set of unrestricted exogenous variables using
the spatial error model. The model explains
four-fifths of the variation in district-level
rural poverty rates, a surprisingly high pro-
portion. As in all the models presented in this
section, the spatial correlation coefficient (λ)
is positive, large (close to 1.0), and statisti-
cally significant. This suggests that the error
terms of nearby districts are strongly and
positively correlated with each other (see
equation 15 for the interpretation of λ).
Of the 32 coefficients, only eight are
statistically significant at the 5 percent level.
It may seem surprising that none of the ele-
vation variables are statistically significant,
but this is probably because slope and soil
type are included in the model. In other
words, high elevations do not contribute to
rural poverty directly but only to the extent
that they are associated with poor soils and
steep slopes. Among the land cover vari-
ables, only bare-rocky cover is statistically
significant. The positive coefficient means
that the rural poverty rate is higher in dis-
tricts with a high proportion of bare and
rocky land.
Two of the slope variables are statisti-
cally significant (share of the land with a
4–8 percent slope and share of the land with
a 15–30 percent slope). Because the omitted
category is flat land (less than 4 percent
slope), these results indicate that districts
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22We carried out the analysis with another commonly used form of distance weighting, inverse-squared distance,
and the results were similar.
Table 4.2 Diagnostic tests for spatial dependence in rural poverty
Test Statistic df P-value
Spatial error model
Moran’s I 25.459 1 0.000
Robust Lagrange multiplier 168.329 1 0.000
Spatial lag model
Robust Lagrange multiplier 6.166 1 0.013
with a large area of sloped land will have
higher poverty rates than those with flat
areas. This is not surprising in light of
the difficulties of cultivating and irrigating
sloped land as well as problems associated
with erosion on steep land.
The coefficients for three soil types were
also statistically significant at the 5 percent
level of confidence (because gray ferrous
soils are the most common, we used this as
the omitted category). For example, districts
with a large share of the area covered with
acid sulfate soils tend to be poorer than dis-
tricts with a small share, other things being
equal. Districts with large areas of salinated
soils also tend to be poorer, as do districts
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Table 4.3 Inclusive model of the geographic determinants of rural poverty
Robust
Characteristic Coefficient standard error z
Area between 251 and 500 m (%) 0.0005366 0.0004063 1.32
Area between 501 and 1,000 m (%) 0.0004463 0.0003416 1.31
Area between 1,001 and 1,500 m (%) –0.0002176 0.0008015 –0.27
Area over 1,500 m (%) 0.0012043 0.0010897 1.11
Land cover (% of arable land) 0.0003025 0.0001767 1.71*
Land cover (% of bare and rocky land) 0.0016445 0.0005611 2.93***
Land cover (% of national forest) –0.0000316 0.0002933 –0.11
Land cover (% of plantation forest) –0.0017524 0.0010513 –1.67*
Slope (% of land with 4 to 8% slope) 0.0039081 0.0008831 4.43***
Slope (% of land with 8 to 15% slope) 0.0010364 0.0012501 0.83
Slope (% of land with 15 to 30% slope) 0.0039068 0.0011927 3.28***
Slope (% of land with over 30% slope) 0.0034696 0.001971 1.76*
Area with alluvial soils (%) –0.000042 0.0002639 –0.16
Area with alluvial glacial soils (%) 0.0003011 0.0003052 0.99
Area with alluvial acidic soils (%) 0.0000304 0.000292 0.10
Area with acid sulfate soils (%) 0.000612 0.0003086 1.98**
Area with salty soils (%) 0.0005966 0.0002946 2.03**
Area with alluvial oxidized soils (%) –0.0001836 0.0003344 –0.55
Area with red-brown soils (%) –0.0007071 0.0003803 –1.86*
Area with sandy soils (%) 0.0012598 0.0004398 2.86***
Area with fluvial soils (%) 0.0006494 0.0003864 1.68*
Area with acrisol soils (%) 0.0009033 0.000417 2.17**
Area with other soils (%) –0.0000894 0.0003413 –0.26
Area with rocky soils (%) –0.0009221 0.0006002 –1.54
Area covered with water (%) 0.0004779 0.0009002 0.53
Annual sunshine (days) –0.000037 0.0000544 –0.68
Annual precipitation (mm) –8.81e–06 0.0000312 –0.28
Distance from town with over 10,000 inhabitants (m) 2.50 × 10–6 3.45 × 10–7 7.26***
Distance from town with over 50,000 inhabitants (m) 5.95 × 10–7 3.31 × 10–7 1.80*
Distance from town with over 100,000 inhabitants (m) 2.53 × 10–7 2.89 × 10–7 0.88
Distance from town with over 250,000 inhabitants (m) 8.20 × 10–8 2.99 × 10–7 0.27
Distance from town with over 1 million inhabitants (m) –2.30 × 10–8 3.03 × 10–7 –0.08
Constant 0.3901486 0.1326071 2.94***
λ 0.9015347 0.0421281 21.40***
Notes: Spatial error model: N = 569; variance ratio = 0.679; squared correlation = 0.736; log-likelihood =
695.58012; σ = 0.07; R2 = 0.8009. Wald test of λ = 0: χ2(1) = 457.953 (0.000). Lagrange multiplier test
of λ = 0: χ2(1) = 378.471 (0.000). Acceptable range for λ: –1.900 < λ < 1.000. * indicates significance
at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
with sandy soils. Acid sulfate soils are a
particularly serious problem in parts of the
Mekong River Delta. Salination affects irri-
gated agricultural areas near the coast that
do not have adequate infrastructure or fresh
water flow to avoid contamination by sea-
water. Sandy soils are a problem in the South
Central Coast, among other areas.
Somewhat surprisingly, annual precip-
itation and hours of sunshine do not have
a statistically significant effect on the rural
poverty rate, after controlling for other fac-
tors. It is understandable that in irrigated
areas, rainfall is less of a constraint. Perhaps
in rainfed areas, the problems associated with
steep slopes and poor soils dominate varia-
tions in rainfall and sunshine.
Among the variables representing dis-
tance to urban centers, distance to a city of
at least 10,000 people has a positive and sta-
tistically significant coefficient. This means
that, other things being equal, a district that
is far from a town of 10,000 inhabitants tends
to be poorer than one that is close to such a
town, after controlling for elevation, slope,
soil type, and land cover. Distance to a town
of 50,000 is not statistically significant at
the 5 percent level, but it is significant at the
10 percent level. It is somewhat surprising
that distance to larger cities is not statisti-
cally significant.
Selective Model of Rural Poverty
We now turn our attention to a more selec-
tive model of rural poverty, using a combi-
nation of economic intuition and a stepwise
backward regression procedure to eliminate
or combine variables from the inclusive rural
model. Because rainfall and sunshine are
insignificant predictors of rural poverty in
the unrestricted spatial error model, they are
dropped. F-tests were then conducted, indi-
cating that it makes sense to aggregate all
four of the alluvial soils variables with those
of the omitted soil category gray ferrous
soils (which make up some 37 percent of
soils in Vietnam). In addition, because there
is very little land with slopes over 15 percent
or elevation over 500 meters, we aggregate
these categories of slope and elevation with
their nearest neighbors. Finally, we focus
on the distance to towns with populations of
over 10,000 and 100,000 and cities over one
million to reduce multicollinearity with the
other distance variables.
Restricting the rural poverty regression
analysis in this way gives the model shown
in Table 4.4 with just 12 explanatory vari-
ables. This model can still explain 74 per-
cent of the variation in rural poverty, with
poverty increasing with the slope of land or
the presence of high percentages of acidic,
salty, or other acrisol soils. Bare and rocky
land cover is also associated with higher
levels of rural poverty, although the effect
of elevation (which will be correlated with
slope, soil, and land cover) is not significant.
Finally, the distance to small and medium-
sized towns (over 100,000 inhabitants) is
positively associated with rural poverty, but
distance to cities of over 1 million is not.
This may be interpreted as providing evi-
dence of the greater importance of closeness
to small towns rather than major cities in
reducing rural poverty.
Having developed this selective model
of rural poverty, we then tested to see if
including any of the endogenous variables
would increase the explanatory power of the
model. In theory, adding such variables may
cause problems of simultaneity.23 In prac-
tice, however, including endogenous vari-
ables such as population and road density
in the rural poverty model only increase
the explanatory power (R2) by 3 percentage
points. Alternative specifications of these
variables that replace distance to town and
cities with the estimated travel time to reach
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23If the explanatory variables in a regression equation are affected by the dependent variable, then coefficients
estimated with ordinary least-squares regression will be biased and will not reflect the effect of changes in the
explanatory variable on the dependent variable.
them and the population density of districts
with the density of markets, produced simi-
lar results.
Finally, when dummy variables for Viet-
nam’s seven regions are included in the rural
poverty model, they are jointly significant
and increase the model’s explanatory power
by another 9 percentage points. In many
ways, however, such dummy variables are
picking up the effect of omitted geographic
variables and are best interpreted as fixed
effects that show our inability to explain
more than 75 to 80 percent of the varia-
tion in rural poverty rates using geographic
variables.
It is not surprising that agro-climatic vari-
ables affect rural poverty. Poverty in rural
areas is closely related to agricultural pro-
ductivity and market access. The land cover,
slope, and soil type have direct effects on
agricultural productivity. Similarly, distance
to towns and cities is one (admittedly crude)
indicator of market access, which affects
the prices farmers receive for their output
as well as prices they pay for inputs. But it
is somewhat surprising that these variables
explain such a high percentage of the varia-
tion in rural poverty across districts.
Global Model of 
Urban Poverty
As with rural poverty, we first test for the
type of spatial dependence when an unre-
stricted ordinary least-squares model is esti-
mated with the district-level urban poverty
rate as the independent variable and the
exogenous variables listed above. Table 4.5
shows the diagnostic test of spatial depen-
dence (inverse distance weights were used
to perform this test). The results from the
tests are now much less conclusive than
before. For the global urban model with all
possible exogenous variables included, there
is weak evidence for preferring the spatial
lag rather than the spatial error model. This
can be interpreted as providing (some) evi-
dence that poverty rates in one urban area
are directly affected by poverty rates in
nearby urban areas. However, the test also
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Table 4.4 Selective model of the geographic determinants of rural poverty
Robust 
Characteristic Coefficient standard error z
Area between 251 and 500 m (%) 0.0023138 0.000644 3.59***
Area between 501 and 1,500 m (%) 0.0025204 0.0004661 5.41***
Area over 1,500 m (%) 0.0047158 0.0014319 3.29***
Area with acid sulfate soils (%) 0.0006972 0.0002769 2.52**
Area with salty soils (%) 0.0006522 0.0001998 3.26***
Area with acrisol soils (%) 0.0007839 0.0003169 2.47**
Land cover (% of bare and rocky land) 0.001079 0.000394 2.74***
Distance from town with over 10,000 inhabitants (m) 2.75 × 10–6 3.26 × 10–7 8.45***
Distance from town with over 100,000 inhabitants (m) 6.09 × 10–7 2.65 × 10–7 2.29**
Distance from town with over 1 million inhabitants (m) 4.82 × 10–8 1.96 × 10–7 0.25
Area between 251 and 500 m (%) 0.0003639 0.000395 0.92
Area over 500 m (%) 0.000278 0.0003297 0.84
Constant 0.3247383 0.0408911 7.94***
λ 0.8972043 0.0345779 25.95***
Notes: Spatial error model: N = 569; variance ratio = 0.639; squared correlation = 0.723; log-likelihood =
676.05323; σ = 0.07; R2 = 0.7379. Wald test of λ = 0: χ2(1) = 673.264 (0.000). Lagrange multiplier test
of λ = 0: χ2(1) = 961.892 (0.000). Acceptable range for λ: –1.900 < λ < 1.000. ** indicates significance
at the 5 percent level and *** at the 1 percent level.
indicated that the spatial error model may be
appropriate, and preference for this model
was confirmed separately for the more se-
lective model (without and with endogenous
variables) developed below.
Inclusive Model of Urban Poverty
As before, we start with an inclusive model
and then identify a more selective model.
The inclusive model of district-level urban
poverty explains just 38 percent of the vari-
ation in urban poverty levels (see Table 4.6).
This indicates that urban poverty is much
harder to explain with geographic variables
alone than rural poverty.
Just 4 of the 32 explanatory variables
have coefficients that are statistically signif-
icant at the 5 percent level. The percentage
of district land that is arable is significantly
related to urban poverty, but the sign is
positive, implying that more arable land is
associated with higher urban poverty. Pre-
sumably, urban areas in districts with a lot
of agricultural land are small towns, so this
variable may be picking up the effect of city
size.
In addition, urban poverty is related to
the percentage of the district covered with
red-brown soils. It is difficult to explain
this result; it may simply reflect a spurious
correlation.24 Urban poverty is also linked
to the distance to the nearest town of more
than 10,000 inhabitants and to the distance
to the nearest town of more than 100,000
inhabitants.
Selective Model of Urban Poverty
A more selective model of the determinants
of urban poverty was then developed using
the same procedure as used for the rural
model (Table 4.7). All soils apart from red-
brown soils were successively eliminated by
the stepwise regression procedure. Eleva-
tion continues to be a statistically significant
predictor of poverty. However, in densely
populated urban areas, it is not the percent-
age of land in different elevation classes that
matters so much as the variation in eleva-
tion (as measured by the standard deviation
of elevation). Because urban centers in the
deltas and on the coast have very little vari-
ation in elevation, this variable shows that
urban centers in midland and upland areas
are poorer than those on the coast and the
deltas. Finally, after some experimenta-
tion, the same three variables for distance
to towns and cities were retained as in the
urban model. However, in contrast to the
rural model, distance from major and
medium sized cities matters much more in
urban areas. This indicates the importance
of living close to major centers of demand;
in particular, Hanoi and Ho Chi Minh City,
the only two cities with populations of more
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24Red-brown soils are not very common, accounting for an average of 4 percent of the area across districts. How-
ever, red-brown soils account for more than 50 percent of the area in 13 districts in four provinces: Gia Lai, Dak
Lak, Binh Phuoc, and Dong Nai. In any regression analysis with more than 20 variables, it is likely that at least
one coefficient will show a spurious correlation.
Table 4.5 Diagnostic tests for spatial dependence in urban poverty
Test Statistic df P-value
Spatial error
Moran’s I 18.674 1 0.000
Lagrange multiplier 192.773 1 0.000
Robust Lagrange multiplier 11.678 1 0.001
Spatial lag
Lagrange multiplier 195.959 1 0.000
Robust Lagrange multiplier 14.864 1 0.000
than a million, are more important to pro-
ducers of nonagricultural products and
services.
Note that the final version of the se-
lective urban poverty model was estimated
using the spatial error model, as rerunning
the diagnostic tests for spatial dependence
indicates that the spatial error model is now
preferred (Lagrange multipliers of 371.710
for the spatial error model against 293.1 for
the spatial lag model) (Table 4.7).
It should be stressed, however, that the
explanatory power of the selective urban
model is rather modest: the six geographic
variables included in the model explain just
under 30 percent of the variation in urban
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Table 4.6 Inclusive model of the geographic determinants of urban poverty
Robust
Characteristic Coefficient standard error z
Area between 251 and 500 m (%) 0.0001082 0.0002731 0.40
Area between 501 and 1,000 m (%) –0.0000278 0.0002845 –0.10
Area between 1,001 and 1,500 m (%) –0.000056 0.0005433 –0.10
Area over 1,500 m (%) –0.0000753 0.00111 –0.07
Land cover (% of arable land) 0.0003578 0.0000948 3.77***
Land cover (% of bare and rocky land) 0.0003138 0.0005151 0.61
Land cover (% of national forest) 0.0001816 0.0001717 1.06
Land cover (% of plantation forest) –0.0010288 0.0006689 –1.54
Slope (% of land with 4 to 8% slope) 0.0005427 0.0006581 0.82
Slope (% of land with 8 to 15% slope) 0.0007459 0.0009565 0.78
Slope (% of land with 15 to 30% slope) 0.0009161 0.0008757 1.05
Slope (% of land with over 30% slope) 0.0007792 0.0015636 0.50
Area with alluvial soils (%) –0.0001124 0.0001845 –0.61
Area with alluvial glacial soils (%) 0.0001253 0.0002099 0.60
Area with alluvial acidic soils (%) 0.0000288 0.0002096 0.14
Area with acid sulfate soils (%) 0.0001295 0.000201 0.64
Area with salty soils (%) 0.0001363 0.0001762 0.77
Area with alluvial oxidized soils (%) –0.0003464 0.0002077 –1.67*
Area with red-brown soils (%) –0.0007689 0.0002382 –3.23***
Area with sandy soils (%) 0.0004235 0.0003504 1.21
Area with fluvial soils (%) 0.0001111 0.0002161 0.51
Area with acrisol soils (%) 0.0003841 0.0002917 1.32
Area with other soils (%) 0.0001843 0.0002943 0.63
Area with rocky soils (%) –0.0000639 0.0005357 –0.12
Area covered with water (%) 0.0001654 0.000528 0.31
Annual sunshine (days) 0.0000102 0.0000239 0.43
Annual precipitation (mm) –6.14 × 10–6 0.0000206 –0.30
Distance from town with over 10,000 inhabitants (m) 5.74 × 10–7 2.42 × 10–7 2.37**
Distance from town with over 50,000 inhabitants (m) 5.11 × 10–7 2.12 × 10–7 2.41**
Distance from town with over 100,000 inhabitants (m) –1.40 × 10–7 1.79 × 10–7 –0.78
Distance from town with over 250,000 inhabitants (m) –1.12 × 10–10 1.42 × 10–7 –0.00
Distance from town with over 1 million inhabitants (m) 1.17 × 10–7 1.02 × 10–7 1.14
Constant 0.0992521 0.0687563 1.44
λ 0.8127389 0.0520617 15.61***
Notes: Spatial error model: N = 574; variance ratio = 0.358; squared correlation = 0.289; log-likelihood =
865.43392; σ = 0.05; R2 = 0.3783. Wald test of λ = 0: χ2(1) = 243.706 (0.000). Lagrange multiplier test
of λ = 0: χ2(1) = 192.773 (0.000). Acceptable range for λ: –1.900 < λ < 1.000. * indicates significance
at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
poverty rates among districts. Furthermore,
the explanatory power of the model does
not improve very much when endogenous
variables are included. Even after popula-
tion, road density, and market density vari-
ables are added to the model, only 41 per-
cent of urban poverty can be explained.
Regional dummies are also relatively unim-
portant, increasing the fit (R2) of the selec-
tive model by 7 percentage points.
It is not surprising that agro-climatic
conditions and market access matter much
less to the industrial and service-related ac-
tivities that drive productivity in urban areas.
Here the clustering of industry, patterns of
employment, and availability of comple-
mentary infrastructure will be crucial. A dif-
ferent, and probably more endogenous, set
of variables would be needed to explain the
geographic determinants of urban poverty.
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Table 4.7 Selective model of the geographic determinants of urban poverty
Robust 
Characteristic Coefficient standard error z
Elevation of town (m) 0.0000132 0.0000229 0.58
Standard deviation of elevation 0.0001964 0.0000361 5.45***
Area with red-brown soils (%) –0.0009041 0.0002049 –4.41***
Distance to town with over 100,000 inhabitants (m) 2.39 x 10–7 1.71 x 10–7 1.40
Distance to town with over 250,000 inhabitants (m) 4.69 x 10–8 1.41 x 10–7 0.33
Distance to town with over 1 million inhabitants (m) 7.52 x 10–8 9.93 x 10–8 0.76
Constant 0.1407774 0.019244 7.32***
λ 0.8023299 0.0504752 15.90***
Notes: Spatial error model: N = 573; variance ratio = 0.339; squared correlation = 0.254; log-likelihood =
841.82739; σ = 0.05; R2 = 0.2917. Wald test of λ = 0: χ2(1) = 252.668 (0.000). Lagrange multiplier test
of λ = 0: χ2(1) = 371.710 (0.000). Acceptable range for lambda: –1.900 < λ < 1.000. *** indicates sig-
nificance at the 1 percent level.
C H A P T E R  5
Spatial Variation in Determinants of Poverty
C
hapter 4 described the results of an analysis of linkages between the spatial distribu-
tion of poverty and a number of agro-ecological and market access variables based on
several different regression models. These models are “global” in the sense that they
describe the relationship between poverty and geographic variables in Vietnam as a whole.
However, one would expect these relationships to vary over space. Indeed, an almost
universal feature of spatial data is the variation in relationships over space, a phenomenon
generally referred to as spatial nonstationarity or spatial drift. The problem of spatial non-
stationarity is closely related to the problem of spatial dependence: the error terms of global
regression models will show spatial autocorrelation if applied to data with spatially varying
relationships because the global model can describe only universal relationships.
In this chapter, the results of an analysis of the spatial variation in relationships between
poverty incidence on the one hand and a number of agro-ecological variables on the other are
presented. We use a type of analysis called spatially weighted local regression analysis.
Model Description
The district-level estimates of P0 (the incidence of poverty) are defined as the dependent vari-
able, and 14 variables from the database described in Chapter 2 were chosen as the independent
variables. The 14 independent variables are listed in Table 5.1, and their spatial distributions
are shown in Figure 5.1 (see color insert).
As described in Chapter 2, the variables were calculated at district level. The regression
points were defined as the geographic center of each district of Vietnam, effectively fitting the
defined data points. The regression points are those locations for which the local parameters
are estimated and from which the other observations are weighted with decreasing weight the
further away they are.
Results
A global regression model was first applied to the variables before the same regression model
was “localized” by applying a geographically weighted regression. Table 5.1 presents the re-
sults of the global regression model. The R2 value of 0.74 indicates a reasonably good fit: 74
percent of the variance in district-level incidence of poverty is explained by the model. Almost
all variables are significant (at the 1 percent confidence limit), and only market size (measured
as payments of taxes from markets to the state) and total annual rainfall do not seem to be re-
lated to the dependent variable. Almost all the coefficients have the expected sign. For exam-
ple, higher road density is expected to be negatively related to the incidence of poverty, mean-
ing less poverty where the road density is higher. The only surprise is the positive relationship
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between the percentage of arable land and
the incidence of poverty because one would
expect that in a largely agriculture-based
economy, availability of arable land would
have a positive influence on human welfare.
The question we would like to look at
now is whether there are significant spatial
variations in the relationships between the
explanatory variables and the incidence
of poverty. To investigate these questions,
a local geographically weighted regression
was applied to the variables. Table 5.2 shows
the main diagnostic indicators of the global
model compared to the respective results of
the local model.
The local overall R2 (the average over
the local regressions) is 0.95, indicating
that 95 percent of the variance in district-
level poverty incidence can be explained by
the 14-variable local model. A local model
will always fit the data at least as well as a
global model, but the results suggest a large
improvement in the fit, as measured by the
R2. Similarly, the residual sum of squares in
the local model is about one-fifth that of the
global model. Figure 5.2 shows the distribu-
tion of the residuals (the difference between
the predicted poverty rate and the actual
poverty rate). Both graphs display a rather
normal distribution. Considering the results
presented above, it is not surprising that the
local model has a much narrower distribu-
tion than the global one, again indicating
smaller errors and better fit in the local
model.
However, there seem to be significant
variations in the explanatory power of the
local model over space. The map in Figure
5.3 (see color insert) shows the local R2
values obtained from the local regression
analysis. Clearly, the values of R2 are every-
where above the global score (0.74), al-
though the upland areas are generally better
described by the model than the lowland and
delta regions. This is not too surprising be-
cause one would expect agro-ecological and
market access variables to have a stronger
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Table 5.1 Summary results of global model of rural poverty
Variable Coefficient Standard error t-statistic
Constant 124.4558 42.68905 2.9154***
Population density (%) 0.000597 0.000143 4.1799***
Natural forest (%) –0.12724 0.023699 –5.3690***
Arable land area (%) 7.034238 2.069287 3.3993***
Bare land (%) 0.071751 0.041173 1.7426*
Markets per commune –2.67395 0.695687 –3.8436***
Market payments to state –7.7 × 10–7 9.8 × 10–7 –0.7855
Flat land (%) –0.33163 0.021118 –15.7037***
Average distance to district town (km) 0.000665 0.000102 6.5066***
Main roads density (m/km2) –0.01149 0.00259 –4.4370***
Minor roads density (m/km2) –0.00324 0.001202 –2.69637**
Annual rainfall (mm) 0.000103 0.00114 0.0905
Average temperature (ºC) –1.10746 0.410026 –2.7009**
Annual sunshine duration (days) –0.00253 0.00222 –1.1412
Average humidity (%) –0.62011 0.502581 –1.2338
Note: * indicates significance at the 10 percent level, ** at the 5 percent level, and *** at the 1 percent level.
Table 5.2 Summary results of global and
local models
Indicator Result
Global R2 0.74
Local overall R2 0.95
Range in local R2 0.83–0.99
Global residual sum of squares 44,908
Local residual sum of squares 8,778
influence on human welfare in environmen-
tally more difficult areas than in more ac-
cessible and less mountainous areas.
We now turn our attention to the explo-
ration of spatial variations in the variable
relationships.
Table 5.4 summarizes the local coeffi-
cients estimated by the local model, and
Figure 5.4 (see color insert) visualizes the
spatial distribution of those local regression
coefficients for each of the 14 explanatory
variables. Clearly, a great deal of variation
in relationships over space can be identified
for almost all of the parameters, and many
of them have rather large ranges, often even
including changes of signs.
Significance tests based on Monte Carlo
simulations are used to see whether the
observed spatial variations in parameter es-
timates are caused by random variations or
whether they reflect true spatial differences.
The tests indicate that all variables except
for “average distance to district town” have
statistically significant spatial variation with
a high level of confidence (see Table 5.4).
Although the interpretation of the varia-
tion in relationships over space can be rather
tricky for some variables, it seems more in-
tuitive for others. For example, the average
number of markets per commune appears to
be much more negatively related to the inci-
dence of poverty in poorer, remote upland
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Table 5.3 Summary results of local parameter estimates
Lower Upper
Label Minimum quartile Median quartile Maximum
Constant –1,203.02 –53.1318 82.14617 395.9055 1,157.351822
Population density –0.01106 0.000131 0.000232 0.00184 0.030141
Natural forest (%) –0.64205 –0.08912 –0.031546 0.100038 0.295875
Arable land area (%) –60.4885 –3.15322 3.700728 9.73332 74.51855
Bare land (%) –2.01275 –0.05482 0.059338 0.48317 2.499394
Markets per commune (number) –27.8087 –7.62955 –2.176135 –1.50498 1.758242
Market payments to state –6.8 × 10–5 –7 × 10–6 –0.000002 0 0.000023
(million VND/6 mo.)
Flat land (%) –0.91052 –0.27857 –0.194937 –0.12296 0.201926
Average distance to district town (km) –0.00074 0.000122 0.000512 0.000734 0.001523
Main roads density (m/km2) –0.21916 –0.01899 –0.007749 –0.00303 0.020078
Minor roads density (m/km2) –0.07833 –0.00879 –0.001636 –0.00053 0.010837
Annual rainfall (mm) –0.04894 –0.01547 –0.004274 0.002622 0.037291
Average temperature (ºC) –41.5685 –5.20404 –2.874492 1.298637 24.52939
Annual sunshine duration (days) –0.08096 –0.0475 –0.011726 0.005215 0.187103
Average humidity (%) –16.7322 –3.18053 –0.280914 2.020089 15.454768
Figure 5.2 Distribution of residuals in the global and local models
areas than in better-off lowland areas. A
similar pattern can be identified for road
densities.
As for the relationship of forest cover
to poverty, it appears that availability of nat-
ural forest generally tends to have more
negative relationship to poverty in remote
upland areas where there is generally a
smaller percentage of forest cover (e.g., the
Northern Uplands) compared to other up-
land areas (e.g., the Central Highlands) (see
Figs. 3.6 and 5.1 in color insert). The posi-
tive relationship between natural forest cover
and poverty in some lowland and less remote
areas indicates that poorer districts tend to
have higher percentages of forest cover than
richer districts in the same region.
A somewhat surprising outcome can be
seen in the spatial patterns of the relation-
ship between population density and pov-
erty: although one might expect popula-
tion density to be negatively correlated to
poverty (i.e., higher population density re-
lates to lower poverty rates) primarily in
remote areas, Figure 5.4 appears to indicate
the opposite. Apparently, in several remote
areas, despite relatively low population den-
sities, population pressure appears to nega-
tively affect human welfare in these remote
upland areas. This could be explained by
the low “carrying capacity” of these upland
areas, caused mainly by their low agricul-
tural productivity.
Though the climatic variables show great
variation in their relationships to poverty in-
cidence, the interpretation is less straight-
forward and often not necessarily intuitive.
Nevertheless, some patterns appear obvious:
Although globally not significantly related
to poverty, annual rainfall appears in large
parts of Vietnam to be negatively correlated
to poverty (i.e., more rainfall relates to lower
poverty rates), it seems that the central coast
does not benefit from higher annual rainfall.
This might well be related to the area fre-
quently being affected by typhoon-induced
floods causing great damage in the region
almost on an annual basis.
Spatial patterns in relationships between
poverty and agro-ecological and market
access variables show great variations over
space. Some variables might be important
positive contributors to some socioeconomic
conditions in one area, but the same vari-
ables could have no, or even a negative,
effect on the same socioeconomic situation
in other areas. A more localized analysis ap-
proach helps to reveal local particularities
not necessarily obvious otherwise. Such in-
formation can be crucial for informed spa-
tially disaggregated pro-poor policy making.
In fact, conclusions drawn from “global” re-
sults applied to “local” conditions might in
some cases even be misleading. Future re-
search in this direction, for instance local-
ized analysis of urban and rural poverty in
relation to agro-ecological and market access
variables separately, would therefore prom-
ise valuable new insights into local aspects
of the poverty–environment nexus.
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Table 5.4 Significance of spatial
variations in parameter estimates
Parameter P-value
Population density 0.00***
Natural forest (%) 0.00***
Arable land area (%) 0.00***
Bare land (%) 0.01***
Markets per commune 0.00***
Market payments to state 0.03**
Flat land (%) 0.01***
Average distance to district town 0.84
Main roads density 0.00***
Minor roads density 0.00***
Annual rainfall 0.00***
Average temperature 0.00***
Annual sunshine duration 0.00***
Average humidity 0.00***
Note: ** indicates significance at the 5 percent level
and *** at the 1 percent level.
C H A P T E R  6
Summary and Conclusions
T
his concluding chapter is divided into four sections. The first provides a brief descrip-
tive summary of the objectives, methods, and results of this report, and the second de-
scribes a number of general conclusions that can be drawn. Although the main purpose
of this study was to generate information on the patterns of poverty and inequality rather than
to address specific policy issues, the third section explores some of the implications of the
findings for policy and programs. Finally, because the report raises as many questions as it an-
swers, the last part describes some avenues for future research related to poverty and inequality
in Vietnam.
Summary
Background and Methods
Information on the spatial distribution of poverty and inequality is useful because it assists
policymakers and program designers by shedding light on the causes of poverty and facili-
tating efforts to target poverty alleviation programs on the poorest regions. Information on the
spatial patterns of poverty is particularly important in Vietnam because of the large regional
disparities within the country and the government’s strong commitment to the goal of reduc-
ing poverty and eliminating hunger.
Various household surveys carried out by the General Statistics Office (GSO) provide
information on the incidence of poverty at the regional and provincial levels, but these sur-
veys cannot generate district- or commune-level poverty estimates. The Ministry of Labor,
Invalids, and Social Affairs (MOLISA) produces a list of the poorest communes based on data
collected administratively from its officers in the field, but the criteria and methods differ
across provinces.
The objectives of this study were (1) to explore the spatial distribution of poverty and
inequality in Vietnam using small-area estimation methods, (2) to study the effect of agro-
climatic variables and market access on poverty at the district level, and (3) to demonstrate the
potential for new methods, including the small-area estimation method, to generate informa-
tion useful for policy makers and program designers in Vietnam.
The small-area estimation method combines household survey data and census data to es-
timate a variable of interest (often poverty) for small areas such as districts. First, the 1997–98
Vietnam Living Standards Survey data are used to estimate an equation describing the rela-
tionship between per capita expenditure and various household characteristics. The equation
is then applied to data on those same household characteristics from the 1999 Population and
Housing Census, generating poverty estimates for each household in the Census. These results
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are then aggregated to generate estimates of
poverty and inequality at the commune, dis-
trict, and province level.
The study examines the geographic de-
terminants of poverty with spatial regres-
sion analysis. The dependent variable is the
district-level poverty rate, and the explana-
tory variables include variables representing
topography, soil, climate, and market access.
Spatial Patterns in Poverty 
and Inequality
In the first stage of the analysis, an econo-
metric model of per capita expenditure is
estimated for urban and rural households
using the VLSS. As expected, per capita
expenditure is significantly related to house-
hold size and composition, education of the
head of household and the spouse, housing
characteristics, source of water, electrifica-
tion, type of toilet, source of water, and re-
gion of residence. In general, the models ex-
plain a little more than half of the variation
in per capita expenditure in urban and rural
areas.
With regard to the spatial patterns in the
incidence of poverty, the findings can be
summarized as follows:
• Poverty rates (P0) are highest in the
Northeast and Northwest along the
border with China and the Lao P.D.R.,
in the interior of the central coast, and
in the northern part of the Central
Highlands.
• Poverty rates are intermediate in the
two main deltas of Vietnam, the Red
River Delta and the Mekong Delta.
• Poverty rates are the lowest in the 
large urban areas, particularly Hanoi
and Ho Chi Minh City, and in the
Southeast region.
• Urban poverty rates are consistently
much lower than rural poverty rates.
• The map of commune-level poverty
reveals the effect of mountains and
even highways on poverty rates.
• There is only a very weak correlation
between these district-level poverty esti-
mates and those estimated by MOLISA.
The confidence intervals for the
province- and district-level poverty esti-
mates are reasonable: half the provinces
have confidence intervals between ±4.2 and
±5.8 percentage points, whereas half the
districts have intervals between ±4.4 and
±6.9 percentage points. However, the confi-
dence intervals for poverty at the commune
level are higher, indicating less reliable esti-
mates. Half the communes have confidence
intervals between ±6.6 and ±10.
Two other poverty measures, the depth
of poverty (P1) and the severity of poverty
(P2 ), were estimated at the district level.
These two measures were highly correlated
with the incidence of poverty (P0), resulting
in very similar poverty maps.
The map of the density of poverty (the
number of poor people per unit of area)
reveals that the density of poverty is greatest
where the incidence of poverty is lowest. The
regions with the highest poverty rates, the
Northeast, Northwest, and Central High-
lands, are so sparsely populated that the
number of poor people living in them is
relatively small. In contrast, the densely pop-
ulated cities and the deltas account for a
greater absolute number of poor people de-
spite their lower poverty rates.
This study also generated district-level
estimates of three measures of inequality in
per capita expenditure: the Gini coefficient,
the Theil L index, and the Theil T index. We
can summarize the results as follows:
• The three measures of inequality are
very highly correlated.
• Inequality is greatest in the large 
urban areas and in parts of the 
Northeast, Northwest, and Central
Highlands.
• Inequality was the lowest in the Red
River Delta, followed by the Mekong
River Delta.
• More than three-quarters of the in-
equality is within provinces rather 
than between provinces.
• About two-thirds of the inequality 
is within districts rather than between
districts.
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Examining the relationships among
poverty, inequality, per capita expenditure,
and the degree of urbanization at the district
level, the study found that:
• The district-level poverty rate and
average per capita expenditure in the
district are highly correlated, with per
capita expenditure explaining about 96
percent of the variation in inequality
across districts.
• In general, higher per capita expenditure
is associated with higher inequality, but
some poorer districts also have very
high levels of inequality.
• Inequality is highest in districts with
very low or very high poverty rates, al-
though the correlation is not very high.
• As the share of the population living 
in urban areas rises, the poverty rate
declines.
• As the share of the population living in
urban areas rises, the level of inequality
rises up to a point, after which further
urbanization is associated with lower
inequality. In other words, the districts
with the highest levels of inequality 
are those with both urban and rural
populations.
Geographic Determinants 
of Poverty
This analysis explored the geographic de-
terminants of poverty using spatial regres-
sion analysis. The dependent variable is the
district-level incidence of poverty (P0), and
the explanatory variables include a wide
range of GIS variables including elevation,
slope, soil type, land cover, rainfall, sun-
shine, and distance to towns and cities. Sep-
arate models are used to estimate urban and
rural poverty.
Statistical tests on the rural model indi-
cate that there is spatial correlation in the
error terms, meaning that some geographic
variables not in the model are causing the
error terms in neighboring districts to be
correlated. We compensate for this by run-
ning generalized least squares with a spatial
weighting matrix. An inclusive model with
32 explanatory variables explains about 80
percent of the variation in district-level pov-
erty rates. The following factors are posi-
tively linked to rural poverty: bare and rocky
land cover, steep slopes, acid sulfate soils,
sandy soils, salinated soils, and distance to
a town of at least 10,000 inhabitants. Ele-
vation, annual rainfall, and annual hours of
sunshine do not have statistically significant
effects. After collapsing categories and re-
moving insignificant variables, we get a
more selective model of rural poverty in
which 12 explanatory variables explain 74
percent of the variation in district level pov-
erty. In this version, distance to cities of at
least 100,000 inhabitants is also significant.
Tests of the spatial correlations in the
model of urban poverty were somewhat am-
biguous but suggested that we should again
use the spatial error model. The inclusive
model with 32 explanatory variables ex-
plains just 38 percent of the variation in
urban poverty. This implies that urban pov-
erty is much less affected by agro-climatic
conditions and market access than rural
poverty. Urban poverty is positively associ-
ated with arable land, distance to towns of
at least 10,000 inhabitants, and distance to
towns of at least 100,000 but negatively as-
sociated with red-brown soils. In the selec-
tive model, six variables explain 29 percent
of the variation in urban poverty.
Spatial Variation in the
Determinants of Poverty
The nature of how agro-climatic and mar-
ket access variables are related to poverty
varies over space. This study applied a geo-
graphically weighted local regression analy-
sis to explore the geographic variation in
relationships of 14 explanatory variables to
the incidence of poverty.
The results of the analysis suggest two
things. First, there are significant variations
in the way that individual explanatory vari-
ables are related to poverty. The association
between market access and poverty, and be-
tween access to natural forests and poverty,
is strongest in comparatively disadvantaged
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areas. In most parts of Vietnam, higher rain-
fall is associated with lower poverty, but in
some areas, the reverse is true. This appears
to reflect vulnerability to environmental
stress, such as flooding or typhoons. Sec-
ond, a model that allows for spatial varia-
tions in relationships better describes the
complex relationship between poverty and
the environment. The results of the analysis
suggest that the local measures of goodness
of fit are everywhere higher than the fit
achieved by the global model but that there
are still great differences over space in how
the model can replicate the data. Generally,
areas with a more difficult terrain achieved
a better fit in the model, suggesting that
agro-ecological and market access condi-
tions have a stronger influence on human
welfare than in areas where environmental
conditions are less difficult.
Conclusions
The district poverty rates estimated in this
study differ significantly from the poverty
rates estimated by MOLISA. Although
MOLISA uses a different welfare indicator,
a different poverty line, a different method
of adjusting for the local cost of living, and
measures poverty at the household rather
than the individual level, it is still surpris-
ing that there is only a weak correlation
between the poverty rates estimated by the
two methods.
Poverty rates across districts and com-
munes vary widely. One of the striking as-
pects of the poverty maps generated by this
study is the wide variation in poverty rates.
In some districts, particularly remote districts
in the upland areas, over 90 percent of the
population lives below the poverty line. In
others, particularly in or near the large urban
centers, less than 5 percent of the population
is poor.
In spite of the wide variation in poverty
rates across the country, the level of in-
equality is relatively low. One might expect
a country with such wide variations in pov-
erty to have a high degree of inequality, but
the level of inequality in Vietnam is relatively
low by international standards. One possible
explanation is that the poorest areas tend to
be sparsely populated, so they do not greatly
affect national inequality figures. The bulk
of the rural population in Vietnam lives in
the Mekong Delta and the Red River Delta,
where inequality is relatively low. Even
more surprising is the fact that variations in
average per capita expenditure across the dis-
tricts accounts for just one-third of the total
inequality in the country. Inequality within
districts accounts for two-thirds of the total.
High levels of inequality are not found
only in urban and commercial farming areas.
It is commonly believed in Vietnam (and in
other developing countries) that inequality
is primarily associated with urban areas
and rural areas characterized by commer-
cial agriculture. This is based on the idea
that inequality is the byproduct of economic
growth, as some households take advantage
of new market opportunities and earn in-
comes much higher than average. Our find-
ings confirm that inequality is greater in
urban areas than rural areas, but we also find
that inequality can be quite high in rural
areas, even in areas characterized by sparse
population and semisubsistence farming.
Differences in poverty across districts
are mainly determined by differences in
average per capita expenditure, not the de-
gree of inequality. Ninety-six percent of the
variation in district-level poverty rates can
be explained by differences in average per
capita expenditure, with differences in in-
equality accounting for less than three per-
cent. The explanation is that inequality does
not vary much from one district to another.
Most poor people live in the less poor
areas. The density of poor people is lowest
in areas with the highest poverty rate (such
as the rural upland areas), and the poverty
density is highest in areas with low poverty
rates (such as cities and rural deltas). The
absolute number of poor people that live in
areas with high poverty rates is relatively
low because the population density in these
areas is also low. By contrast, most of the
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rural poor live in the Mekong Delta and the
Red River Delta. Although these areas have
relatively low poverty rates compared to
other rural areas, the population density en-
sures that most of the poor live in the two
deltas.
Most of the variation in district-level
rural poverty can be explained by agro-
climatic factors and market access. Al-
though it is not surprising that agro-climatic
factors and market access explain some of
the variation in district-level rural poverty, it
is somewhat surprising that they explain
three-quarters of the variation. In contrast,
less than two-fifths of the variation in urban
poverty can be explained by these factors.
Implications for Policy 
and Programs
The main objective of this study is to exam-
ine spatial patterns in poverty and inequality,
with the idea that this information is useful
for targeting poverty alleviation programs.
The study was not designed to assess spe-
cific policy options for reducing poverty.
The results do, however, provide some in-
direct implications for policy and programs.
In this section, we discuss some of those
implications.
Where Are the Poor?
The most obvious application of the re-
sults presented in this report is in improving
information on the spatial distribution of
poverty for the purpose of targeting poverty
alleviation programs. Not only do the re-
sults provide information on the distribution
of poverty in Vietnam, but they also provide
information on the accuracy of these esti-
mates. In addition, by generating informa-
tion on alternative poverty measures, they
allow program designers to target assistance
on districts with the greatest depth or severity
of poverty.
Assistance to Poor Areas or 
Poor People?
If most poor people live in less poor areas,
what are the implications for targeting pov-
erty alleviation programs? In particular,
should poverty alleviation programs con-
centrate their efforts on areas with the great-
est poverty density? The answers depend on
the type of poverty alleviation program, as
discussed below.
Some programs are relatively untargeted
and lift the income of all households in an
area. Examples might be better roads, better
health care, and financial support to local
government. Assuming the program has a
fixed cost per inhabitant, the program will
have a greater effect on poverty if it is con-
centrated on poor areas. In these areas, a
higher percentage of the population is poor,
so a higher percentage of the beneficiaries
will be poor. In this way, the government
achieves more poverty reduction per dollar
spent. This is certainly true if the goal is to
reduce the depth of poverty (P1), and it is
probably true if the goal is to reduce the in-
cidence of poverty (P0).
Other programs are targeted to poor
households (e.g., income transfers, food for
work, or social service fee exemptions). If
the goal is to provide the same level of as-
sistance to each poor person, the program
should spend more overall in areas with
many poor people (such as the deltas in Viet-
nam) but more money per inhabitant in areas
with high poverty rates (such as the North-
ern Uplands and the Central Highlands).
Of course, these guidelines assume the
cost of providing the program is constant in
per capita terms, implying that the cost is
not affected by population density. Some
programs, such as electrification and exten-
sion, will cost more in per capita terms in
low-density areas. Other programs, particu-
larly land-intensive programs such as roads
and parks, may be more expensive in a high-
density area.
Does Geography Make Upland
Development Impossible?
The analysis of the geographic determinants
of poverty reveals that three-quarters of the
variation in rural poverty at the district level
can be explained by a small number of agro-
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climatic and market access variables. This
finding is somewhat troubling because it is
not possible to design policy interventions
that directly influence the agro-climatic
variables. These results might be interpreted
as saying that those living in districts with
steep slopes and poor soils are caught in
spatial poverty traps from which it is diffi-
cult to escape.
We are less pessimistic about these find-
ings. First, market access can be influenced
by public investment and policy. Although
the government cannot reduce the actual
distance to cities, it can reduce travel time
and travel cost, which are probably the rel-
evant variables. Of course, roads will also
allow goods produced more cheaply else-
where (such as rice) to enter the region and
compete with local production. But trade
theory suggests that the aggregate impact on
the region will be positive, and the results
presented here indicate it will even be posi-
tive in terms of reducing poverty.
In addition, geography is a limiting fac-
tor in poverty reduction only to the extent
that people are not able to migrate. To the
extent that migrants are able to raise their
living standards without negatively affecting
others, migration can be an effective tool to
reduce poverty. The implication is that the
government should not exclude migration
as a possible development strategy, par-
ticularly for districts that are severely con-
strained by agro-ecological factors. Relax-
ing some of the restrictions on migration
would allow people from agro-climatically
constrained areas to raise their incomes and
reduce poverty. Although migrants from
rural areas to the cities tend to be initially
poorer than their urban neighbors, thus con-
tributing to a more visible increase in the
number of urban poor, the relevant question
is whether the standard of living of the
migrants is better than it would be if they
had not migrated.
Finally, it is important to avoid the idea
that geography will prevent any develop-
ment in disadvantaged areas. Other studies
have shown that economic growth and pov-
erty reduction have occurred even in dis-
advantaged regions such as the Northern
Uplands (Poverty Working Group 1999). The
fact that agro-climatic factors are good pre-
dictors of poverty rates across districts at
one point in time does not mean that they
are good predictors of poverty over time for
a given district.
Growth versus Equity
In Vietnam, as elsewhere, there is a debate
between those who support policies and
programs to reduce poverty through direct
assistance to poor people and those who
support policies and programs to increase
economic growth as a strategy to raise the
poor out of poverty. This study finds that
almost all (96 percent) of the variation in
district-level poverty rates can be explained
by differences in district-level average per
capita expenditure. Certainly, it is possible
to reduce district-level poverty by reducing
inequality, but in practice this is not what
distinguishes high- and low-poverty districts
in Vietnam. If this cross-sectional pattern re-
flects the changes that occur over time, then
the implication is that poverty reduction oc-
curs largely as a result of broad-based eco-
nomic growth rather than improvements in
income distribution. Indeed, this is consis-
tent with the results of a comparison of the
1992–93 and 1997–98 Vietnam Living Stan-
dards Surveys (see Poverty Working Group
1999). This finding highlights the impor-
tance of policies and programs that promote
household income growth as a strategy to
reduce poverty.
Implications for 
Future Research
Poverty at the household level can be ex-
plained fairly well on the basis of simple
household characteristics. Over half of the
variation in per capita expenditure can be
explained using 17 household characteris-
tics from the Census questionnaire. These
variables cover household size and compo-
sition, occupation, education, housing char-
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acteristics, water and toilet facilities, owner-
ship of consumer durables, and region of
residence. A questionnaire focused on the
characteristics that distinguish poor from
nonpoor households should be able to pre-
dict expenditures even better. This suggests
the potential for developing a short survey
(or a set of indicators to be included in
larger surveys) that would focus on house-
hold characteristics proven to be associated
with expenditure or income. This could be
used for poverty monitoring, project evalu-
ations, or household-level targeting. Some
work on this topic has been done in Vietnam
(see Minot and Baulch 2002a; Baulch
2002), but more work is needed to identify
and build consensus around the best predic-
tors of poverty and verify that the targeting
based on these predictors would be reason-
ably accurate.
Further research is also needed to evalu-
ate the discrepancies between our poverty
estimates and those of MOLISA. The esti-
mates provided in this study may be flawed
if, in some areas, poverty is not well pre-
dicted on the basis of household character-
istics. However, the MOLISA estimates
may also be flawed because of inconsis-
tencies in their definition of poverty or
poverty-monitoring procedures (Conway
2001). One approach would be to study in
more depth a number of districts in which
the two methods give very different poverty
estimates.
Small-area estimation is a valuable tool
for understanding the spatial distribution of
poverty and inequality. The results presented
in this report suggest that there is consider-
able potential for using small-area estima-
tion methods and census data to obtain a
better understanding of the spatial patterns
in poverty and inequality. Census data pro-
vide the level of disaggregation that will be
increasingly necessary for spatially disaggre-
gated policy analysis and decentralization.
However, small-area estimation cannot
easily be used to update poverty maps. Al-
though small-area estimation is valuable for
generating poverty maps and other informa-
tion about the spatial distribution of poverty
and inequality, it probably cannot be used
to generate district and commune poverty
estimates for all of Vietnam on an annual
basis. If the analysis uses census data in the
second stage, it can be updated only every
10 years. Data from the agricultural census
could be used to update the estimates of
rural poverty every 5 years. Annual house-
hold surveys, such as those carried out by
GSO, can only help update the prediction
equation, not the poverty estimates them-
selves. To update district-level poverty esti-
mates would require a simple survey (with a
questionnaire similar to that of a census), but
with a very large sample, perhaps 600,000
households.
Small-area estimation can also be ap-
plied to the study of the spatial distribution
of nutrition, commercial agriculture, or any
other variable that can be predicted based
on household characteristics. Although this
report applies small-area estimation methods
to study the spatial patterns in poverty and
inequality, the method could be used to ex-
plore spatial patterns in other variables of
interest. For example, if caloric malnutrition
or micronutrient deficiencies can be pre-
dicted using household characteristics in a
nutrition survey, the results could be applied
to the census data to produce detailed infor-
mation on the spatial distribution of those
problems. Similarly, other variables such as
the degree of income diversification, vulner-
ability to weather-related shocks, or involve-
ment in commercial agricultural production
could be mapped in a similar way if they
can be predicted with at least moderate ac-
curacy by household characteristics in the
census data. Another possible application
is to use small area estimation methods to
examine poverty and inequality among
groups of households that are too small to
be studied with conventional household sur-
veys, such as the disabled, specific ethnic
groups, widows, or marginalized occupa-
tional groups.
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A P P E N D I X  A
Comparison of Results Using Different
Analysis Methods
Introduction
A
s described in Chapter 2, the small-area estimation analysis that generates estimates of
poverty and inequality was carried out using a program written by the authors in Stata
software. The estimates of the incidence of poverty (P0) and the standard errors of
P0 were based on the formulas described by Hentschel et al. (2000). These formulas assume
the error term in the first-stage regression model of per capita expenditure is homoskedastic
and has no spatial autocorrelation. The estimation of other poverty measures (P1 and P2) and
the three measures of inequality (the Gini, Theil L, and Theil T) were calculated by running
the Hentschel procedure 100 times with different “poverty lines,” constructing a numerical
cumulative distribution function for per capita expenditure, and then using this function to es-
timate the poverty and inequality measures. The Stata program uses Huber/White/sandwich
estimators for the standard errors, which, although they do not explicitly model heteroskedas-
ticity and spatial autocorrelation, do take into account the sample structure (including cluster-
ing) and are robust to heteroskedasticity. The Stata program is small, flexible, and runs
quickly, but it does have two important limitations: it does not explicitly take heteroskedasticity
and location effects into account in the first-stage regression analysis, and it does not calculate
the standard errors for P1, P2, and the measures of inequality.
Elbers, Lanjouw, and Lanjouw (2003) propose an alternative approach to generating
small-area estimates. In this approach, the first-stage regression model is estimated with gen-
eralized least squares, taking into account heteroskedasticity and location effects25 and then
calculating the poverty and inequality measures and their standard errors using simulation
methods. Although more computationally intensive, this approach allows estimation of all the
major indicators of poverty and inequality as well as the standard errors of all the estimates.
With support from the World Bank, Gabriel Demombynes has written a program in SAS to
implement the approach developed by Elbers, Lanjouw, and Lanjouw (2003).
Method
This raises the question as to whether the Stata program produces substantially different results
compared to the more comprehensive SAS program. In order to answer this question, we used
25Location effects refer to the fact that the error terms in the regression model are likely to be correlated within
each cluster of households in the sample because of cluster-specific factors not included in the model such as soil
type and access to markets. Location effects are one type of spatial autocorrelation.
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the SAS program to run the first-stage re-
gression analysis of the 1997–98 Vietnam
Living Standards Survey and generate pov-
erty and inequality estimates from a subset of
the 1999 Population and Housing Census.
In particular, we examined the district-level
estimates of three measures of poverty (P0,
P1, and P2) and three measures of inequality
(Gini, Theil L, and Theil T) using data from
the rural areas of three provinces: Lai Chau,
Ha Tinh, and Ba Ria–Vung Tau. These three
provinces were selected to represent the
range of different levels of development
within Vietnam. Lai Chau is a remote, moun-
tainous, and largely agricultural province
in the extreme northwest of the country and
has the highest poverty rate in Vietnam, ac-
cording to our estimates (80 percent). Ha
Tinh is a small coastal province in the North
Central Coast region with an intermediate
poverty rate (45 percent). Ba Ria–Vung Tau
is a more urbanized coastal province in the
Southeast region, benefiting from proximity
to Ho Chi Minh City, local tourism, and
substantial employment in the oil industry.
The poverty rate in Ba Ria–Vung Tau is the
third lowest in the country (10 percent). We
focus on rural areas to simplify the analysis
and because geographically targeted pro-
grams in Vietnam concentrate on rural areas
because of the higher poverty rates there.
The SAS program can be run with or
without adjustments for heteroskedasticity
and location effects. In this analysis, we
make two comparisons. First, we compare
the results of the Stata program to those
of the SAS program without adjustment for
heteroskedasticity and location effects. As-
suming there are no programming errors,
these two approaches differ mainly in the
way that the standard errors are calculated,
though this may have small effects on the
poverty and inequality estimates them-
selves.26 The second comparison is between
the results of the Stata program and those
of the SAS program with adjustment for lo-
cation effects and heteroskedasticity. The
difference between the sets of results will
reflect both the different method of calcu-
lating standard errors and the impact of ex-
plicitly modeling heteroskedasticity and lo-
cation effects.
Results
Comparison of First-Stage Results
In the first stage, regression analysis is used
to “predict” per capita expenditure in rural
areas, the Stata program and the SAS pro-
gram without adjustments generate coeffi-
cients that are identical down to the fifth
decimal (the precision used in the display of
the SAS results). The standard errors, how-
ever, are substantially larger in the Stata ver-
sion, presumably because the Stata program
generates robust standard errors rather than
ordinary standard errors (assuming normal
and identical, independently distributed error
terms).
The SAS program with adjustments
generates somewhat different coefficients
in the first-stage regression model (the aver-
age absolute value of the difference is 32
percent of the Stata coefficient). Somewhat
surprisingly, the standard errors in the Stata
model are generally larger than those in the
SAS model with adjustments. More specif-
ically, 75 percent of the coefficients have
larger standard errors in the Stata model. All
the coefficients that are statistically signifi-
cant at the 5 percent level in the Stata model
are also statistically significant in the SAS
model with adjustments. One coefficient (for
ethnic minorities) was significant in the
SAS model with adjustments but not in the
Stata model. Thus, it appears that using Stata
with robust Huber/White/sandwich standard
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26Recall that in equation 2, the expected probability that a household is poor is partly a function of σ, the stan-
dard error of the regression. If σ is underestimated, the probability that the household is poor will be biased away
from 50 percent, and the degree of inequality will be overestimated.
errors does not exaggerate the statistical sig-
nificance of the explanatory variables com-
pared to a generalized least-squares model
that incorporates heteroskedasticity and lo-
cation effects.
Comparison of 
Second-Stage Results
In the second stage, the estimated regression
equation is applied to the subset of the Cen-
sus data. The district-level estimates for the
incidence of rural poverty (P0) produced by
the Stata program are quite similar to those
produced by the SAS model without adjust-
ments. Table A.1 shows that, across the 26
districts in the three selected provinces, the
difference ranges from 0.000 to 0.006, with
most being less than 0.003.27 Across the 26
districts, the mean difference in the estimates
of P0 is less than 0.0005,28 and the mean
absolute difference is 0.003. The mean ab-
solute difference (0.003) represents less than
1 percent of the average point estimate of P0
(0.510). Because the first-stage regression
coefficients are identical in the Stata pro-
gram and the SAS program without adjust-
ment, it is not surprising that the poverty
estimates are so close. These small differ-
ences in poverty estimates must be caused
by differences in the way standard errors are
calculated (ordinary vs. robust) and perhaps
differences in the way the poverty estimates
are generated (simulation vs. formula).
Table A.1 also compares the Stata re-
sults with the SAS results with adjustment.
In this case, the mean difference is about
1 percentage point (–0.012), and the mean
absolute difference is about 3 percentage
points (0.032). This mean absolute difference
is about 6 percent of the average estimate of
P0. Clearly, taking heteroskedasticity and
location effects into account has a larger ef-
fect on the poverty estimates than switching
from the analytic solution of Hentschel et al.
(2000) to the simulation-based approach of
Elbers, Lanjouw, and Lanjouw (2003).
Table A.2 compares the district-level
rural Gini coefficients generated by the Stata
program and the SAS program. All the es-
timated Gini coefficients are in the range
0.21 to 0.27. The Stata estimates of the Gini
coefficient tended to be slightly lower than
the SAS estimates without adjustment but
slightly higher than the SAS estimates with-
out adjustment. In other words, the Stata
program overestimated inequality somewhat,
producing estimates 0.005 higher on aver-
age than the SAS program with adjustments
or 2 percent of the average Gini estimate by
the SAS program with adjustment. In ab-
solute value, the Stata estimates of the Gini
coefficient differed by an average of 0.011
compared to those of the SAS program with
adjustment, representing less than 5 percent
of the average Gini estimate by the SAS
program with adjustment.
Table A.3 shows the comparison of the
three methods in estimating the standard
error of P0, the other two measures of pov-
erty (P1 and P2), and the other two measures
of inequality (Theil L and Theil T). To save
space, we suppress the results for each dis-
trict and report only the means over the 26
districts. As expected, the standard errors of
P0 generated by the Stata program are larger
than those produced by the SAS program
without adjustment. This is because the Stata
program calculates robust standard errors in
the first-stage regression, which are used in
calculating the standard errors of the pov-
erty estimates (see equation 5). However, the
standard errors produced by the Stata pro-
gram are smaller than those produced by
the SAS program with adjustments. On
average, the standard errors from the Stata
program are about 40 smaller than those
produced by the SAS program with adjust-
ment. In other words, the Stata program, by
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27For example, the difference between a headcount poverty rate of 45.0 percent and 45.3 percent is 0.003.
28Although not shown in the table, the mean difference was actually 0.0001.
not taking into account heterogeneity and
location effects, underestimates the margin
of error of the estimates of the incidence of
poverty.
Looking at the two measures of poverty
in Table A.3, it appears that the Stata pro-
gram underestimates the poverty gap (P1)
and the squared poverty gap (P2). The bias
is about 7–8 percent of the SAS value with
adjustment for both P1 and P2. The mean
absolute difference between the district-level
estimates of the Stata program and those of
the SAS program with adjustments is 9 per-
cent of the SAS estimate in the case of both
P1 and P2.
In contrast, the Stata program overesti-
mates inequality as measured by the Theil L
and Theil T indexes. Compared to the SAS
estimate with adjustment, the average up-
ward biases of the Stata estimates of Theil L
and Theil T are 23 and 17 percent, respec-
tively. The mean absolute difference between
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Table A.1 Comparison of P0 estimates using different methods
SAS without SAS with
Stata adjustment adjustment Difference Difference
District (1) (2) (3) (1) – (2) (1) – (3)
Lai Chau province
30101 0.592 0.594 0.667 –0.002 –0.076
30105 0.948 0.950 0.973 –0.002 –0.024
30107 0.894 0.899 0.930 –0.005 –0.036
30109 0.943 0.947 0.972 –0.004 –0.030
30111 0.918 0.922 0.943 –0.003 –0.025
30113 0.937 0.941 0.968 –0.004 –0.031
30115 0.922 0.927 0.952 –0.005 –0.031
30117 0.710 0.714 0.782 –0.003 –0.071
30119 0.935 0.939 0.957 –0.003 –0.021
Ha Tinh province
40501 0.347 0.344 0.362 0.003 –0.014
40503 0.424 0.421 0.430 0.003 –0.006
40505 0.461 0.460 0.495 0.001 –0.034
40507 0.411 0.409 0.423 0.002 –0.011
40509 0.453 0.451 0.474 0.002 –0.021
40511 0.504 0.504 0.522 0.000 –0.018
40513 0.487 0.486 0.512 0.001 –0.025
40515 0.487 0.486 0.517 0.001 –0.029
40517 0.550 0.551 0.570 –0.001 –0.020
40519 0.514 0.514 0.552 0.000 –0.038
Ba Ria–Vung Tau province
71701 0.139 0.135 0.096 0.004 0.043
71703 0.086 0.082 0.051 0.003 0.035
71705 0.107 0.103 0.071 0.004 0.037
71707 0.171 0.167 0.117 0.004 0.054
71709 0.130 0.124 0.091 0.006 0.039
71711 0.127 0.124 0.089 0.003 0.038
71713 0.067 0.068 0.052 –0.001 0.015
Mean value 0.510 0.510 0.522 0.000 –0.012
Mean absolute value 0.003 0.032
Source: Analysis of data from 26 districts in three provinces to calculate poverty and inequality measures using
three methods: the Stata program used in this report, an SAS program developed by the World Bank with
no adjustments for heteroskedasticity and location effects, and the same SAS program with adjustments
for heteroskedasticity and location effects.
the Stata estimates and the SAS estimates
with adjustment are the same, 23 percent and
17 percent of the SAS value, respectively.
Finally, Table A.4 shows the correlation
coefficient (R2) between district-level esti-
mates of rural poverty and inequality in the
three provinces. The Stata poverty estimates
are highly correlated with the corresponding
SAS estimates, with R2 values of at least
0.995 in all cases. The Stata inequality es-
timates are less closely correlated with the
SAS estimates, with the R2 values varying
between 0.68 and 0.94. The correlation co-
efficients, like the mean absolute differences,
suggest that the Stata program measures the
Gini index more accurately than the other
two measures of inequality.
Summary
In the first stage, the Stata program gen-
erates standard errors that are somewhat
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Table A.2 Comparison of Gini coefficient estimates using different methods
SAS without SAS with
Stata adjustment adjustment Difference Difference
District (1) (2) (3) (1) – (2) (1) – (3)
Lai Chau province
30101 0.262 0.269 0.243 –0.006 0.019
30105 0.239 0.245 0.221 –0.006 0.018
30107 0.251 0.263 0.242 –0.012 0.009
30109 0.225 0.234 0.210 –0.009 0.015
30111 0.254 0.264 0.246 –0.010 0.008
30113 0.228 0.235 0.211 –0.007 0.018
30115 0.224 0.241 0.219 –0.017 0.005
30117 0.264 0.277 0.256 –0.013 0.008
30119 0.245 0.253 0.230 –0.007 0.015
Ha Tinh province
40501 0.273 0.253 0.230 0.020 0.043
40503 0.235 0.287 0.270 –0.053 –0.035
40505 0.234 0.231 0.210 0.003 0.024
40507 0.225 0.238 0.222 –0.013 0.003
40509 0.225 0.234 0.217 –0.009 0.008
40511 0.216 0.233 0.216 –0.016 0.000
40513 0.227 0.231 0.215 –0.003 0.013
40515 0.228 0.238 0.222 –0.010 0.007
40517 0.232 0.232 0.216 0.000 0.016
40519 0.223 0.240 0.222 –0.016 0.001
Ba Ria–Vung Tau province
71701 0.234 0.233 0.218 0.001 0.017
71703 0.247 0.246 0.232 0.001 0.015
71705 0.243 0.258 0.253 –0.015 –0.010
71707 0.246 0.253 0.253 –0.007 –0.007
71709 0.257 0.257 0.254 0.000 0.003
71711 0.256 0.274 0.275 –0.017 –0.019
71713 0.265 0.269 0.267 –0.004 –0.002
Mean value 0.241 0.251 0.235 –0.010 0.005
Mean absolute value 0.010 0.011
Source: Analysis of data from 26 districts in three provinces to calculate poverty and inequality measures using
three methods: the Stata program used in this report, a SAS program developed by the World Bank with
no adjustments for heteroskedasticity and location effects, and the same SAS program with adjustments
for heteroskedasticity and location effects.
larger than those of the SAS program, with
or without adjustment for heteroskedasticity
and location effects. This suggests that the
Stata program does not exaggerate the sta-
tistical significance of the regression coeffi-
cients, at least in the case of estimating rural
consumption in Vietnam.
In the second stage, the Stata estimates
of P0 are, on average, about 3 percentage
points different from those of the SAS pro-
gram with adjustment, but there is little or
no bias. However, the Stata program appears
to underestimate the margin of error of these
estimates by about 40 percent. The Stata
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Table A.3 Comparison of poverty and inequality estimates using different methods
SAS without SAS with
Stata adjustment adjustment Difference Difference
Parameter (1) (2) (3) (1) – (2) (1) – (3)
Standard error of P0 estimate
Mean value 0.026 0.013 0.043 0.013 –0.017
Mean absolute value 0.013 0.017
Estimate of poverty gap (P1)
Mean value 0.184 0.190 0.198 –0.006 –0.014
Mean absolute value 0.007 0.018
Estimate of squared poverty gap (P2)
Mean value 0.090 0.094 0.098 –0.003 –0.008
Mean absolute value 0.005 0.009
Estimate of Theil L index (GE(0))
Mean value 0.112 0.103 0.091 0.009 0.021
Mean absolute value 0.009 0.021
Estimate of Theil T index (GE(0))
Mean value 0.109 0.104 0.093 0.005 0.016
Mean absolute value 0.005 0.016
Source: Analysis of data from 26 districts in three provinces to calculate poverty and inequality measures using
three methods: the Stata program used in this report, an SAS program developed by the World Bank with
no adjustments for heteroskedasticity and location effects, and the same SAS program with adjustments
for heteroskedasticity and location effects.
Table A.4 Correlation (R2) between poverty and inequality estimates
Stata versus SAS
Parameter Without adjustment With adjustment
Incidence of poverty (P0) 1.000 0.995
Poverty gap (P1) 0.997 0.996
Poverty gap squared (P2) 0.997 0.996
Gini coefficient 0.937 0.783
Theil L [GE(0)] 0.829 0.682
Theil T [GE(1)] 0.914 0.744
Source: Analysis of data from 26 districts in three provinces to calculate poverty and
inequality measures using three methods: the Stata program used in this report,
an SAS program developed by the World Bank with no adjustments for hetero-
skedasticity and location effects, and the same SAS program with adjustments
for heteroskedasticity and location effects.
estimates of P1 and P2 appear to be under-
estimated by about 7–8 percent compared to
the corresponding SAS estimates with ad-
justment. The district-level poverty estimates
produced by Stata and SAS (with adjust-
ment) are highly correlated, with values of
R2 of 0.995 and 0.996 for all three poverty
indicators.
The Stata program overestimates in-
equality somewhat, though the degree varies
across the three measures. The Stata esti-
mates of the Gini coefficient are fairly accu-
rate, with an upward bias of 2 percent and
an average difference of less than 5 percent
compared to the SAS estimate with adjust-
ment. The Stata estimates of Theil L and
Theil T have larger upward biases: about
26 percent and 20 percent, respectively. The
district-level inequality measures generated
by Stata and SAS (with adjustments) are
less strongly correlated than the poverty
measures, with values of R2 between 0.68
and 0.78, depending on the index used.
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A P P E N D I X  B
Using GIS-Derived Variables for 
Statistical Analysis
General Considerations on GIS-Derived Variables
T
his analysis of alternative determinants of poverty focuses on exploring linkages
among district-level poverty incidence and a variety of agro-ecological variables by
means of a regression analysis. Although the dependent variable is a result obtained
from the Census and survey-based poverty mapping regression analysis, almost all of the
independent explanatory variables used in this analysis were derived from GIS data layers.
Some general aspects of the use of GIS-derived variables in statistical analysis are therefore
considered here first.
An initial challenge in such an analysis is to establish an analytic link between the people
and their local environment, that is, between the tabular socioeconomic data (the poverty in-
cidence estimates at district level) and the GIS-based environmental data. One important facet
of this challenge is that the dependent variable is of a different spatial data type and of a dif-
ferent form of spatial aggregation than most of the independent variables: socioeconomic vari-
ables typically exist in a spatially discrete representation format referring to administrative
units or points, whereas environmental data are normally of a spatially continuous nature. This
poses methodological challenges in spatial analysis applications, a problem generically known
as the modifiable areal unit problem (MAUP). MAUP is endemic to all spatially aggregated
data: the core issue is that alternative forms of spatial aggregation of data would lead to dif-
ferent results, or as Heywood (1998) put it: MAUP is “a problem arising from the imposition
of artificial units of spatial reporting on continuous geographical phenomenon resulting in the
generation of artificial spatial patterns.” Clearly, MAUP is an issue that needs to be kept in
mind when socioeconomic and environmental data sets are to be combined, as attempted for
the purpose of this analysis.
The successful generation of reliable estimates of district level poverty incidence allows a
linkage analysis at the district level, which implies that agro-ecological variables need to be
calculated at the district level. This, again, implies the need for some form of geographic ag-
gregation of the spatially continuous data to spatially discrete record values at district level.
The definition of the spatial extent (the areal unit) of the “district” now has considerable im-
plications on the outcome of the aggregated data set and thus the analysis’ results. The agro-
climatic variables to be linked to the socioeconomic data within each district area could be
defined as, for instance and possibly most obviously, all observations within the administra-
tive boundaries of a district, or, potentially more meaningfully, as those observations within a
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certain perimeter of the populated areas of
the district, or as the area within any other de-
marcation of the spatial extent of the district
population’s environment or area of direct
socioeconomic activity.
Suppose there are two geographically
similar districts with a lowland plain area and
an adjacent mountainous hinterland. In one
district 90 percent of the population is liv-
ing as predominantly paddy farmers in the
plain, whereas the vast majority of the pop-
ulation of the other district dwell as upland
farmers in the highlands. Although the socio-
economic activities and natural resource
uses, and hence the actual socioeconomic–
environmental links, will most probably be
very different in district A from those in dis-
trict B, the populations of both districts will,
as district aggregates, be statistically linked
to a similar environment.
Clearly, the areal units for linking peo-
ple to an environmental zone are largely ar-
bitrary. In addition, the aggregated variables
would have different values depending on
the choice of the areal unit.
Although such areal unit aggregates are
relatively easy to link with the socio-
economic data of the same areal unit, infor-
mation on variations within the geographic
unit, however spatially defined, is lost. For
example, a district with a very rugged ter-
rain with elevations ranging from 200 me-
ters above sea level (mas) at valley bottoms
to 2,700 mas at mountain peaks could have
a district level mean elevation of 1,200 mas,
similar to a district that is part of a plateau at
1,200 mas.
From the above, two things become ob-
vious. First, alternative zoning of the areal
units, possibly including some sort of spa-
tial weighting scheme reflecting distributions
of population and economic activities within
the district (see, e.g., Epprecht and Müller
2003), promises an improvement of the an-
alytic “people–environment” link. Second,
the different aggregated variables need to
represent the variations within the districts
as well as possible. At the least, in addition
to means, additional variables representing
the geographic variation of the same GIS
variable (e.g., elevation) are essential.
The scope of this research study, how-
ever, only allowed for an adequate consid-
eration of the latter. For this linkage analy-
sis, therefore, mainly the mean, minimum,
maximum, and standard deviation values
for each district defined by its administra-
tive boundaries were calculated for several
of the spatially continuous GIS data, which
attempt to reflect some of the variation of
each variable within each district.
Nevertheless, because policy decisions
are often made on the basis of results ob-
tained from statistical analysis of at least
partly spatially defined data (e.g., allocation
of special funds to the poorest districts), the
former needs to be kept in mind when at-
tempting to draw conclusions from the re-
sults of the following analysis, and more
attention needs to be paid to the problem in
future analysis of spatial data.
The data sources, data processing, and
the generated variables are described in more
detail in the following sections.
Data Sources
Data of different types and from a number of
different sources were used to generate the
variables used in the analysis. The digital
elevation data used to generate related vari-
ables (see below) are based on GTOPO30, a
global digital elevation model (DEM) with
a horizontal grid spacing of 30 arc seconds
(equivalent to approximately 1 kilometer),
produced by the United States Geological
Survey (USGS 2003). GTOPO30 was de-
rived from several raster and vector data
sources of topographic information.
GIS data layers on transportation (roads
and railroads) and river networks, as well
as administrative boundaries, were obtained
from the Centre for Remote Sensing and
Geomatics (VTGEO) in Hanoi. Data on
land cover, soil, and climate originated from
the Ministry of Science and Technology
(MOSTE).
66 APPENDIX B
Data Processing and 
Data Quality
In the following, aspects of data quality and
accuracy are discussed briefly, and the nec-
essary data-processing tasks, as well as the
data extraction methods, are outlined.
In regard to the sizes of the districts
(the geographic unit to which the data were
to be aggregated), an accuracy and there-
fore a target scale of the source maps of
1:250,000 appeared reasonable. However,
for several data layers (soils and land cover
in particular), only data based on source
maps or equivalents (mainly satellite im-
ages) of scales no better than 1:500,000 or
1:1,000,000 were available. The USGS el-
evation data correspond to an accuracy of
approximately 1:1,000,000.
The data obtained from the different
sources described above were of varying
quality, which made extensive processing
tasks necessary. A general observation on
GIS data in Vietnam is that basically all GIS
data sets available on a national level are
produced for an intended primary applica-
tion in the field of cartography and map-
ping. Although the quality of the data is
generally good enough for visualization on
maps, the many topological errors often
not visible on maps pose considerable prob-
lems when the data are to be used for GIS
modeling and spatial analysis purposes. The
greatest problems encountered were with
digital line and polygon data (see below).
Digital Elevation Data
Digital elevation data and derivatives such
as slope, terrain roughness, and shaded re-
lief (for illustrative mapping) were calcu-
lated using the above-mentioned GTOPO30
data as a basis. Although the data set, which
comes with a declared vertical accuracy
equivalent to an 18-meter root mean square
error, was adequate for generating average
elevation variables for each district, the gen-
eration of minimum, maximum, and stan-
dard deviation variables for elevation re-
quired some further processing of the data.
A process commonly referred to as filling of
sinks was performed on the data set in order
to eliminate unnatural sinks as a result of
data errors. Still, district minimum and
maximum elevation values extracted from
those data were rather unreliable and were
therefore not included in the variable data-
base. GIS data layers describing slope as
well as three different definitions of terrain
roughness were calculated and modeled in
a GIS environment. Slope is calculated by
identifying the maximum rate of change in
elevation value from each grid cell to its
neighbors. Terrain roughness was modeled
as the standard deviation of elevation values
of all the neighboring cells in a given radius.
In addition to these topographic derivates, a
shaded relief was produced for analytic and
illustrative mapping purposes using the dig-
ital elevation data.
Vector Line Data
The digital line data layers representing
river and transportation networks were gen-
erally good enough for the calculation of
proximity variables such as “average dis-
tance to a main road.” The many topologi-
cal errors in those data sets, however, did
not permit direct calculations of “distances
along networks” variables such as “road dis-
tance to nearest town.” The line data were
therefore converted into grid cell data, which
permitted an approximate distance calcu-
lation using cost–distance modeling tech-
niques. Transportation network density vari-
ables were calculated for each district by
intersecting transportation data layers with
the district boundary layer before calculat-
ing the total length of all roads per district as
well as the total district area. Density vari-
ables were generated by dividing the former
by the latter.
Vector Polygon Data
Polygon data layers used for the analysis
consisted mainly of layers on administrative
boundaries, soil, and land cover maps. With
the administrative boundaries, two challenges
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were encountered. First, the administrative
coding system had to be matched with the
one used in the 1999 Housing and Popu-
lation Census, whereas the relatively large
number of changes in administrative divi-
sions (splitting and merging of administra-
tive units) added an extra challenge to this.
Second, the many topological errors did not
permit any areal calculations per adminis-
trative unit. This, however, is a necessary
precondition for the creation of many of
the district-level variables. Extensive spa-
tial cleaning operations were therefore per-
formed on the data sets. Although the ad-
ministrative boundary data were kept in the
polygon data structure, soil and land cover
data sets were converted into grid data layers,
which facilitated areal calculations and data
extraction. In a GIS environment, “zonal
statistics” (in this case statistics per district)
were performed to generate variables on,
for example, areas of each land cover class
per district. Similar spatiostatistical analyses
were performed using the elevation and de-
rivative data layers with the administrative
boundary polygons to calculate variables on,
for example, mean, minimum, maximum,
and standard deviation of elevation, terrain
roughness, or slope per district.
Vector Point Data
Digital point data used in the analysis in-
cluded point data layers on location of ad-
ministrative centers and on the location of
climatic measurement stations, including
attribute tables describing monthly averages
of rainfall, temperature, humidity, and sun-
shine duration.
Climatic Data. In order to be able to gen-
erate climatic indicator variables for each
district, the values of the variables available
for the climate measurement stations should
be available for each of the 614 districts
rather than only for the 161 measurement
stations. Because such information is not
available, spatial interpolation techniques
were applied to calculate climate variable
surfaces for the whole of Vietnam, from
which district aggregated values can then
be calculated. In order to produce accu-
rate climate variable surfaces, sophisticated
modeling techniques would have to be ap-
plied, taking into account factors such as
elevation, landform, and land cover, which
have a direct influence on local climatic
conditions. However, such sophisticated
climatic modeling procedures clearly would
have gone far beyond the scope of this
study. Therefore, relatively straightforward
interpolation techniques were applied, using
Kriging techniques. Kriging is an advanced
geostatistical procedure that generates an
estimated surface from a scattered set of
points with z values. Unlike other interpola-
tion methods, Kriging involves an inter-
active investigation of the spatial behavior
of the phenomenon represented by the z
values before selecting the best estimation
method for generating the output surface.
Towns and Cities. Those data sets were
used in the form of points as well as poly-
gon data. Although the point data layer on
the location of the administrative centers
per administrative unit (province and dis-
trict) required updating predominantly for
the places where geographic administrative
changes occurred, the categorization of the
towns and cities by size required additional
inputs. In order to determinate the size (num-
ber of people) and the areal extent of the
town and cities (many towns, and cities in
particular, extend across districts), informa-
tion from the 1999 Housing and Population
Census was integrated into the GIS data-
base. By combining information on urban
areas and population numbers available in
the Census with the respective administra-
tive units in the GIS database, delineation
of the urban areas and calculation of their
population was possible. For calculations of
distances to towns or cities, the distance to
the nearest urban perimeter was taken as
the respective reference. Elevation values of
towns were obtained by overlaying the GIS
point data layers of the town locations over
the gridded digital elevation model and ex-
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tracted through an assignment of data by lo-
cation process.
Description of Variables
In total, some 430 individual variables were
derived from GIS data layers. In addition,
another 22 variables on markets and popu-
lation numbers originating from published
results of the 1999 Vietnam Market Net-
works survey and from the 1999 Population
and Housing Census, respectively, were
included in the database. The following list
provides an overview of the variables,
grouped into six broad categories:
Location
• UTM48 projected XY coordinates of
district towns
• UTM48 projected XY coordinates of
district centroids
Socioeconomic Variables
• Number of communes
• Population of districts (total, male,
female)
• Population of the district capitals
• Number of markets
• Markets per commune (district
average)
• Market revenues and payments of
planned markets to the state
Land Cover
• Total area of the district
• Arable land area
• Natural forest area
• Planted forest area
• Bare and rocky land area
Relief
• Percentage of total area by elevation
range (0–250 meters, 250–500 meters,
500–1,000 meters, 1,000–1,500 
meters, over 1,500 meters)
• District elevation values (mean,
median, standard deviation)
• Elevation of district town
• Roughness as standard deviation of 
cell values in a radius of 5, 12, and 
25 kilometers (minimum, maximum,
range, mean, standard deviation)
• Percentage of total district area by
slope class (0–4 percent, 4–8 percent,
8–15 percent, 15–30 percent, over 
30 percent)
• Percentage of total district area by soil
type (32 soil type classes)
Transportation and Accessibility
• Length of roads by type (total, main
roads, minor roads, tracks)
• Navigable rivers total length
• Distance to main road (maximum,
mean, standard deviation)
• Distance to a road (maximum, mean,
standard deviation)
• Distance from district town to closest
province town
• Average distance to province town
(minimum, maximum, mean, standard
deviation)
• Average distance to district town (max-
imum, mean, standard deviation)
• Distance from district town to town
with over 10,000, 50,000, 100,000,
250,000, 1 million inhabitants
• Distance to town with over 10,000,
50,000, 100,000, 250,000, 1 million
inhabitants (minimum, maximum,
mean, standard deviation)
• Approximate distance along best
available roads from district town 
to nearest town with over 10,000,
50,000, 100,000, 250,000, 1 million
inhabitants
• Approximate time along best avail-
able roads from district town to 
nearest town with over 10,000, 
50,000, 100,000, 250,000, 1 million
inhabitants
Climate
• Monthly average precipitation (mini-
mum, maximum, range, mean, standard
deviation)
• Monthly average temperature (mini-
mum, maximum, range, mean, standard
deviation)
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• Monthly average sunshine duration
(minimum, maximum, range, mean,
standard deviation)
• Monthly average humidity (minimum,
maximum, range, mean, standard
deviation)
Spatial Weighting Matrix
In the analysis of spatially derived data, a
phenomenon generally referred to as spatial
autocorrelation needs to be considered. Spa-
tial autocorrelation is a spatial dependence
problem based on the similarity of nearby
observations (i.e., the propensity for data
to be similar to surrounding data values),
which contradicts the common statistical as-
sumption of independence of observations
(see further details below). To correct for
such distorting effects in the regression
analysis, which would lead to biased results,
a common practice is to construct a spatial
weighting matrix. With a spatial weighting
matrix, an attempt is made to quantify the
often subjective concept of proximity (there
is no standard on how to conceptualize and
quantify “nearness” or “relatedness”). Two
common types of spatial weighting matrices
are generally distinguishable: (1) discrete
contiguity matrixes with values 1 and 0 de-
pending on whether polygons are contiguous
and (2) continuous spatial weighting ma-
trixes where observations are weighted by
some distance decay function.
For the purpose of this analysis, a weight-
ing scheme based on inverse distance was
chosen, in which the distance measurements
were taken from the district centroid points.
In order to specify the distance after which
threshold weights become 0, a distance band
within which location pairs must be consid-
ered “neighbors” (i.e., spatially contiguous)
must be defined. The choice of the distance
band has direct implications on the degree
of weighting decay by distance. The distance
band needs to be defined in such a way that
each observation has at least one “neighbor.”
Figure B.1 shows the histogram for straight-
line distances from each district centroid to
its nearest neighbor.29 Clearly, there are a
small number of observations with excep-
tionally large distances to the closest neigh-
bor. Not surprisingly, the top three districts
in terms of distance to the nearest neighbor
are island districts off the mainland coast.
Dropping those three island districts (Bach
Long Vi District, Hai Phong Province; Phu
Qui District, Binh Thuan Province; Con Dao
District, Ba Ria–Vung Tau Province) from
the analysis allowed for a maximum dis-
tance band specification of 75 kilometers
so that each district has at least two “neigh-
bors.” A too-large distance band specifica-
tion would result in a too-weak correction of
local spatial autocorrelation effects, whereas
a too-low upper limit of the distance band
would create a spatial weighting matrix in
which some observations would have no
“neighbors.”
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29The graphic shows the nearest-neighbor distances of all the 614 districts included in the poverty-mapping
analysis. The two archipelago districts Hong Sa and Truong Sa, both well over 300 km away from the closest
mainland district, were thus excluded from the analysis.
Figure B.1 Distance to nearest
neighboring district measured from
district centroids
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Figure 1.1 Regions and provinces 
of Vietnam
Figure 3.1 Map of the incidence of poverty
(P0) for each province
Figure 3.3 Map of the incidence of poverty
(P0) for each district
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Figure 3.7 Map of elevation and
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Figure 5.1 Maps of the spatial distribution of the independent variables
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Figure 5.3 Map of the spatial distribution of local R2
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