We introduce a formalism for time-dependent correlation functions for systems whose evolutions are governed by non-Hermitian Hamiltonians of general type. It turns out that one can define two different types of time correlation functions. Both these definitions seem to be physically consistent while becoming equivalent only in certain cases. Moreover, when autocorrelation functions are considered, one can introduce another function defined as the relative difference between the two definitions. We conjecture that such a function can be used to assess the positive semi-definiteness of the density operator without computing its eigenvalues. We illustrate these points by studying analytically a number of models with two energy levels.
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I. INTRODUCTION
Quantum dynamics of systems governed by nonHermitian (NH) Hamiltonians is currently a very popular field of research. For example, this includes areas such as quantum transport and scattering by complex potentials [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , resonances and decaying states [11] [12] [13] [14] [15] , multiphoton ionization [16] [17] [18] [19] , optical waveguides [20, 21] , and the theory of open quantum systems [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Notwithstanding the long history, the core of the formalism of non-Hermitian quantum dynamics is still a topic of active research [33] [34] [35] [36] [37] [38] . From the viewpoint of the general formalism, one can divide the whole field of research into two main branches: pseudo-Hermitian quantum dynamics (together with the synonymous or sister theories, such as quasi-Hermitian and PT -symmetric quantum mechanics) [39] [40] [41] and general non-Hermitian formalism. The former branch deals mainly with a class of NH Hamiltonians which have purely real eigenvalues. The latter branch, to which the study reported in this paper belongs, attempts to find a way to adopt general NH Hamiltonians as an effective tool for the description of dissipative processes. As regards this goal, the realvaluedness of the spectrum of the Hamiltonian operator is not compulsory -on the contrary, in some cases, it would be too restrictive. Indeed, the real parts of the eigenvalues can be related to the energy, as usual, whereas the imaginary parts can be linked to decay rates.
In this paper, we continue along the line of research started in Ref. [33] . Our aim is to build a consistent formalism of quantum statistical mechanics when the dynamics is generated by non-Hermitian Hamiltonians. In Ref. [33] , we adopted a well-defined quantum evolution equation for density operator and considered a definition of statistical averages that allows one to retain the * Electronic address: sergi@ukzn.ac.za † Electronic address: k.g.zloschastiev@gmail.com probabilistic interpretation of the density matrix. Here, our interest is devoted to the definition and study of the multi-time correlation functions since they are often directly related to measurable quantities, such as structure factors, fluctuation spectra, scattering rates, and so on [42, 43] . This paper is structured as follows. In Sec. II we give a brief outline of the quantum non-Hermitian approach. In Sec. III A we sketch the formalism for multi-time correlation functions in the conventional (Hermitian) case. In Sec. III B we generalize the formalism for multi-time correlation functions to the case of quantum dynamics generated by non-Hermitian Hamiltonians. In Sec. IV we apply such a formalism to a specific example: we compute the two-point correlation functions for a number of two-level systems (in the following we will use the acronym TLS for denoting a two-level system), which were also considered in [33] . Conclusions are drawn in Sec. V.
II. NON-HERMITIAN DYNAMICS AND AVERAGES
Let us consider a non-Hermitian HamiltonianĤ =Ĥ † , which can be always written in the form
It can be shown that the evolution equation for the non-normalized density matrix Ω can be written as
where the square brackets on the right hand side of Eq.
(2) denote the commutator while the curly brackets denote the anti-commutator. Also, upon taking the trace of Eq. (2) one obtains:
which shows that the trace ofΩ is not conserved during the evolution governed by a NH Hamiltonian. Defining the normalized density matrix aŝ
and using Eq. (3) we can obtain a non-linear equation of motion forρ(t)
which can be brought back into a linear form by using (4) as an ansatz (provided the initial condition trρ(t 0 ) = 1 is assumed). For the detailed discussion of important features of time evolution driven by NH Hamiltonians, such as the purity's non-conservation and independence from the the absolute value of the energy, the reader is referred to Refs. [33, 35] .
Given an arbitrary operatorχ, its statistical average can be defined as
which reduces to the standard quantum statistical rule in the case of Hermitian Hamiltonians.
III. TIME CORRELATION FUNCTIONS
In the following, we sketch the formalism for the twotime correlation functions in the Hermitian case in Sec. III A. Its generalization to the non-Hermitian case is given in Sec. III B.
A. Hermitian case
Given two arbitrary operatorsχ andξ, it is known that their time-dependent correlation function in the Heisenberg picture of Hermitian quantum mechanics is defined as
Now, assuming that the evolution takes place under the Hermitian operatorĤ + , upon using the definition of the time-dependent Heisenberg operator (χ(t) ≡
, and the properties of the trace, the Hermitian correlation function (7) can be rewritten as
The definition given in Eq. (8) represents the correlation function written in the Schrödinger picture, where the time dependence has been transferred from the operators to the density matrix. We take the Schrödinger form of the correlation function as the basis for the generalization to the non-Hermitian case, which is treated in Sec. III B.
B. Non-Hermitian case
When the Hermitian HamiltonianĤ + is augmented by a non-Hermitian partĤ − = −iΓ, a natural generalization of Eq. (8) is C ξχ (t 1 , t 2 ) = tr χK(t 2 , t 1 )ξK(t 1 , t 0 )ρ(t 0 ) = tr χK(t 2 , t 1 )ξρ(t 1 ) = tr χK(t 2 , t 1 ){ξΩ(t 1 )/trΩ(t 1 )} , (10) whereχ andξ are operators in the Schrödinger presentation, and K is the (generalized) evolution operator defined as follows. When K(t b , t a ) is applied to anything on its right, it evolves it from time t a up to time t b using Eq. (5). Hence, in the expression above, the first application of K evolvesρ from time t 0 to time t 1 as a solution of (5) . The second application of the evolution operator acts on the operatorξρ(t 1 ) and propagates it from the initial condition at t 1 till the final time t 2 , using Eq. (5). Equation (10) has the obvious properties that it reduces to the correlation function of Hermitian quantum mechanics whenΓ = 0 and to the normalized average ofχ whenξ is the identity operator. The correlation function that is defined by Eq. (10) is founded on the time evolution of the density matrix in terms of a non-Hermitian Hamiltonian and a non-linear equation of motion. Naturally, the non-linear equation (5) may invalidate the properties of the correlation function, which are related to linearity. Moreover, the linearizing ansatz (4), often adopted in calculations, can be applied only if the input of the evolution operator K has a unit trace. Otherwise, one should use other analytical (or numerical) approaches.
There is also the possibility of defining the correlation functions in terms of the linear non-Hermitian evolution given by Eq. (2):
where K L is the evolution operator defined as follows. When K L (t b , t a ) is applied to an operator on its right, it evolves it from time t a up to time t b using the linear equation (2) . Hence, in the expression above, the first application of K L evolves the non-normalized density matrixΩ from time t 0 to time t 1 as a solution of Eq. (2). The second application of the evolution operator acts on the productξΩ(t 1 ) and propagates it from the initial condition at t 1 till the final time t 2 , using the Eq. (2). The denominator of the correlation function defined in Eq. (11), i.e., trΩ(t 2 ), takes into account the final normalization since, in this case, the time evolution is realized in terms of the non-normalized density matrix. Also the definition in (11) reduces to the correlation function of Hermitian quantum mechanics whenΓ = 0 and to the normalized average ofχ whenξ is the identity operator. We propose Eqs. (10) and (11) as legitimate definitions of two-time correlation functions in the case of quantum dynamics realized by means of non-Hermitian Hamiltonians.
In the case of auto-correlation functions, when the initial time is taken as t 1 = 0, the definitions in (10) and (11) can be reduced to
assuming that trΩ(0) = trρ(0) = 1. We will use the definitions in Eqs. (12) and (13) in Sec. IV. The generalization of the definitions of correlation functions in (10) and (11) to the multi-time case is straightforward. In order to do this, first one can introduce the ordered sets of times t n > ... > t 1 t 0 and s m > ... > s 1 t 0 , as well as their time-ordered union {τ }: τ u > ... > τ 1 t 0 where u n + m. Next, for any set of operatorsχ j (j = 1, ..., m) andξ k (k = 1, ..., n) in the Schrödinger picture, we define the superoperator Π l (l = 1, ..., u) through its action upon the operatorD which can be eitherρ orΩ [42, 43] :
if τ l = s j = t k for some j and all k, ξ kDχj if τ l = t k = s j for some k and j, (14) Then in the case of the definition in (10), one can introduce the multi-time correlation functions in the standard way:
where the evolution operator K is defined as in the paragraph after Eq. (10). In the case of the other definition, given in (11), one can adopt the following generalization:
where the evolution operator K L is defined in the paragraph after Eq. (11).
Finally, it should be mentioned that notwithstanding the mathematical equivalence of the evolution equations, which underlay the definitions of the correlation functions, these definitions themselves represent different physical points of view. The definition given in Eq. (15) (whose special cases are found in Eqs. (10) and (12)), implies that the actual time evolution is driven by the normalized density operatorρ whereas the non-normalized densityΩ is an auxiliary quantity. The definition given in Eq. (16) (whose special cases are found in Eqs. (11) and (13)), is based on the alternative point of view: it is the non-normalized density operator that actually drives the time evolution.
IV. CORRELATIONS IN TWO-LEVEL SYSTEMS
In this section we consider as a specific example a number of non-Hermitian TLS models, which were already described in Ref. [33] . For these models the Hermitian part is common and described by the Hamiltonian
∆ being a positive-valued constant parameter, whereas the anti-Hermitian part (the so-called decay rate operator)Γ varies.
Here we are going to compute the correlation functions using the definitions in Eqs. (10) and (11) . In particular, we are going to explicitly consider the case of the autocorrelation functions, defined in Eqs. (12) and (13) .
With the goal of obtaining exact analytical results, and considering the comment after Eq. (10), we restrict our study only to those initial density matrices satisfying tr (σ kρ (0)) = tr σ kΩ (0) /trΩ(0) = 1,
where k = x, z, so thatσ k will denote a Pauli matrix operator in the Schrödinger picture. The initial conditions for the density matrix, which are labelled by the index k, do not need to be satisfied simultaneously. In general, such conditions restrict the physical situations that one can describe. However, we are not aiming at providing a general solution of the dynamics but we want to illustrate the formalism of the correlation function, introduced in Sec. III B, by providing some specific examples. Hence, for what follows, it is useful to define the following density matrices which satisfy (18) for k = x, z, respectively:
where ν is some real-valued constant parameter, and we In order to describe physical situations, the initial conditions (19) and (20) must be supplemented with the con-dition of positive semi-definiteness of the density matrix ρ(0). In this case, such a condition is equivalent to
The condition in Eq. (21), relating the value of the parameter ν to the positive semi-definiteness of the density matrix at the initial time, can be deduced by inspecting the eigenvalues of the density matrices in Eqs. (19) and (20):
In what follows we will call Eq. (21) the "on-shell" condition: it makes sure that the probabilistic interpretation of the density operator is preserved. Hence, the parameter ν can be regarded as a measure of the deviation of the solutions from those that are physically permitted. However, as it will be explained in detail later, it is convenient to first obtain the solutions "off-shell" (i.e., at ν = 0).
A. Evolution with conserved average energy (exponential decay)
Let us consider the model specified by the sum of the Hermitian Hamiltonian in Eq. (17) and the antiHermitian part given bŷ
where a 2 and γ are two constant parameters. This model was considered in section 4.1 of [33] .
As discussed previously, in order to compute analytically the autocorrelation functions C σxσx and C (L) σxσx , defined as in (12) and (13), we must impose the initial conditions in Eq. (19) on the density operator. As a result, the analytical expressions of the averages of the spin operators have the following form:
where α = 2a 2 ∆, and we introduced the function S It is worth to note that the observable values do not depend on the parameter γ. This arises from the independence of Eq. (5) on the absolute value of the energy, as it was already discussed in [33, 35] . Another thing to note is that the value σ x ∝ H + , though vanishing at large times (as shown below), is not identically zero, since the initial condition (19) was used. Such a condition is different from the one used in [33] . The form of the autocorrelation functions is:
The large-time asymptotic values of Eqs. (24) - (28) are:
where θ(x) is the Heaviside step function. The comparative plots of different observables for some values of the parameters are shown in Fig. 1 .
In order to compute analytically the autocorrelation functions C σzσz and C (L) σz σz , the initial condition in Eq. (20) is imposed. As a result, the analytical expressions of the averages of the spin operators have the form:
where we introduced the function T
The form of the corresponding autocorrelation functions is:
The large-times asymptotic values of Eqs. (33) - (37) are:
In this set of solutions, it is clear that the autocorrelation function C (L) σzσz (t) depends on the initial conditions. It is also worth to notice that the ratio
does not depend on the parameters of the Hamiltonian, but it depends on the parameter ν whose nature was discussed after Eq. (22) . The comparative plots of different observables for some values of parameters are shown in Fig. 2 . It is easy to see that the difference between the two functions C σ k σ k (t), and C (L) σ k σ k (t), for each case k = x, z, disappears when ν → 0. The implications of this feature are discussed in the concluding section.
B. Evolution with conserved average energy (polynomial decay)
Here, we consider the model specified by the sum of the Hermitian Hamiltonian Eq. (17) and the anti-Hermitian part given byΓ
where the parameter γ is specified as in Sec. IV A. This model was considered in section 4.2 of [33] .
As discussed previously, in order to compute analytically the autocorrelation functions C σxσx and C
(L)
σxσx , we use the initial condition specified by Eq. (19) on the density operator. Consequently, the analytical expressions of the averages of the spin operators have the form
where we introduced the function S
The form of the autocorrelation functions is:
The large-times asymptotic values of Eqs. (44) - (48) are:
The graphs of different observables, corresponding to some values of the parameters, can be found in the middle plot of Fig. 1 . In order to compute analytically the autocorrelation functions C σzσz and C (L) σzσz , we impose the initial condition given by Eq. (20) on the density operator. It follows that the analytical expressions of the averages of the spin operators are: where
The autocorrelation functions have the form
The large-times asymptotic values of Eqs. (52) - (56) are:
where δ ab is the Kronecker symbol. The graphs of different observables, corresponding to some values of the parameters, can be found in the middle plot in Fig. 2 . As before, the difference between the two functions C σ k σ k (t) and C
σ k σ k (t) for each case k = x, z disappears when ν → 0. The implications of this feature are discussed in the concluding section.
C. Evolution with asymptotic dephasing
where γ is a constant parameter. This model was proposed in section 6 of [33] . Since in Eq. (61) the parameter γ does not only appear in theÎ term, it is going to appear in all of the expressions for the observables.
(L)
σxσx , we use the initial condition specified by Eq. (19) on the density operator. Consequently, solving the evolution equation yields the following components of the (nonnormalized) density matrix:
where Γ = 2γ∆. It is worth reminding that for the model given by Eqs. (17) and (61), the off-diagonal components of the density matrix vanish at large times. Furthermore, the analytical expressions of the averages of the spin operators have the form: 
The large-time asymptotic values of Eqs. (65-69) are:
where the function θ(x) has been defined in Sec. IV A. The comparative plots of different observables for some values of parameters are shown in Fig. 3 . In order to compute analytically the autocorrelation functions C σzσz and C (L) σz σz , the initial condition in Eq. (20) is imposed. As a result, the analytical expressions of the averages of the spin operators have the form:
where we introduced the function T 
The large-time asymptotic values of Eqs. (74-78) are:
where θ(x) has been defined in Sec. IV A. The comparative plots of different observables for some values of parameters are shown in Fig. 4 . As in the previous sections, the difference between the two functions C σ k σ k (t) and C (L) σ k σ k (t) for each case k = x, z disappears when ν → 0. The possible implications of this feature shall be discussed in the next section. 
V. DISCUSSION AND CONCLUSION
Having as a final goal the proper foundation of the statistical mechanics of systems with non-Hermitian Hamiltonians (which is a research endeavor that we started in Ref. [33] ), in this paper we have introduced a formalism for multi-time correlation functions. We have found that such a formalism can lead to two different definitions of the time correlation function. Notwithstanding the equivalence of the evolution equations underlying these definitions, the different time correlation functions represent distinct physical points of view. The first definition is presented in Eq. (15) while its special cases are given by Eqs. (10) and (12) . Such a definition presumes that the actual dynamics is defined in terms of the normalized density operator. The second definition is presented in Eq. (16) and its special cases are given by Eqs. (11) and (13) . Alternatively, this second definition assumes that the dynamics is defined in terms of the non-normalized density operator.
In the case of one-point time correlation functions (which provide basically statistical averages), both definitions lead to the same results. However in general (i.e., for multiple-time correlation functions), the two definitions do not coincide, as it has been illustrated by explicitly studying various two-level models.
As we have already remarked at the end of Secs. IV A, IV B and IV C, the relative difference between the two definitions of autocorrelation functions,
σiσi (i = x, y, z), tends to zero when ν approaches the "on-shell" value (21) . As it is known, the probabilistic interpretation of the density operator requires the matrices (19) and (20) to be positive semidefinite. The parameter ν indicates the deviation from such a property, as it has been discussed after Eq. (22) . Therefore, one can naturally propose the conjecture that functions such as ∆C i are useful in order to assess the positive semi-definiteness of the density operator without actual computing its eigenvalues. In this paper, we have verified by studying various two-level models that, indeed, the positive semi-definiteness of the density matrix holds whenever the functions ∆C i vanish. Such a conjecture could be especially useful when the number of eigenvalues is rather large (e.g., when the Hilbert space is infinite). The further investigation of this problem is an interesting direction of future work.
