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ON THE POLYNOMIALS HOMOGENEOUS ERGODIC
BILINEAR AVERAGES WITH LIOUVILLE AND
MO¨BIUS WEIGHTS
E. H. EL ABDALAOUI
Abstract. We establish a generalization of Bourgain double re-
currence theorem by proving that for any map T acting on a prob-
ability space (X,A, µ), and for any non-constant polynomials P,Q
mapping natural numbers to themselves, for any f, g ∈ L2(X), and
for almost all x ∈ X , we have
1
N
N∑
n=1
ν(n)f(TP (n)x)g(TQ(n)x) −−−−−!
N!+∞
0,
where ν is the Liouville function or the Mo¨bius function.
1. Introduction
The purpose of this paper is to generalize Bourgain double recurrence
theorem (BDRT) proved in [10]. The original proof of this theorem
seems to be one of the more difficult proofs in ergodic theory. It used
the λ-separated lemma based on Le´pingle’s Lemma from the theory of
Martingale as in the proof of Bourgain polynomial ergodic theorem [11]
(see also [24]). But, therein the difficulty lies on some uniformity with
respect to the orbit (see [10, section 4]). Later, Demeter provided an
alternative proofs in [15], and Lacey [20] extended bilinear maximal
inequality into Lp with 2/3 < p < 1. Besides, I. Assani proved that
for the special cases of weak mixing maps with singular spectrum on
its Pinsker algebra, the Fu¨rstenberg’s multilinear ergodic average con-
verge almost surely [5]. He also noticed that the proof of (BDRT) can
be made more accessible for the case of Wiener-Wintner systems [6].
Subsequently, the author proved that there is a subsequence for which
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the convergence a.e. of the ergodic multilinear averages holds [3]. Very
recently, the author provided a simultaneously simple proof of Birkhoff
ergodic theorem and Bourgain homogeneous ergodic bilinear theorem
with an extension to polynomials and polynomials in primes [1]. Here,
we focus on the almost everywhere convergence of the homogeneous er-
godic bilinear averages with weight. This was initiated by I. Assani, D.
Duncan, and R. Moore in [7]. Therein, the authors proved a Wiener-
Wintner version of BDRT, that is, the exponential sequences (e2πint)n∈Z
are good weight for the homogeneous ergodic bilinear averages. Sub-
sequently, I. Assani and R. Moore showed that the polynomials expo-
nential sequences
(
e2πiP (n)
)
n∈Z
are also uniformly good weights for the
homogeneous ergodic bilinear averages [8]. One year later, I. Assani [9]
and P. Zorin-Kranich [28] proved independently that the nilsequences
are uniformly good weights for the homogeneous ergodic bilinear aver-
ages. But, their proofs depend on Bourgain’s theorem. Very recently,
the author extended Bourgain-Sarnak theorem by proving that the
Mo¨bius and Liouville functions are a good weight for the homogeneous
ergodic bilinear averages [2]. But there is a gap in the proof. Here,
we will generalize that theorem to the polynomial cases and we will fill
the gap. Our proof follows closely the oscillation method of Bourgain
combined with the Caldero´n transference principal. For a nice account
on this method, we refer to [21], [24]. Despite the fact that the classical
spectral analysis can not be applied to study the Fu¨rstenberg’s multi-
linear ergodic average, we develop here a spectral analysis tool based
on the Fourier transform for its studies. This is accomplished by apply-
ing Calde´ron principal and the discrete Fourier transform which can be
seen as a spectral isomorphism. This point was raised and developed
in [1]. We notice that in this setting, the dynamics on the diagonal
in Fu¨rstenberg’s ergodic average is interpreted as an operation on the
kernels which we introduced here (see equation (12)). The kernel is an
average mass on the particles X =
{
x1, · · · , xN
}
and the operation is
on the diagonal ofX×X denoted by ⊙. We stress, as it was noticed [1],
that the product on the observable functions in ℓ2 functions is inter-
preted as a convolution. It follows that BabenkoBeckner inequalities
come into play.We believe that our tool combined with harmonic ana-
lyis methods can be useful to address the problem of the convergence
almost everywhere of Fu¨rstenberg’s multilinear ergodic average.
We recall that the problem of the convergence almost everywhere
(a.e.) of the ergodic multilinear averages was initiated by Fu¨rstenberg
in [16, Question 1 p.96]. Bourgain answered that question by proving
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the following:
Let T be a map acting on a probability space (X,A, ν), and a, b ∈ Z,
then for any f, g ∈ L∞(X), the averages
1
N
N∑
n=1
f(T anx)g(T bnx)
converge for almost every x.
2. Set up and Tools
The Liouville function is defined for the positive integers n by
λ(n) = (−1)Ω(n),
where Ω(n) is the length of the word n is the alphabet of prime, that
is, Ω(n) is the number of prime factors of n counted with multiplicities.
The Mo¨bius function is given by
(1) µ(n) =

1 if n = 1;
λ(n) if n is the product of r distinct primes;
0 if not
These two functions are of great importance in number theory since
the Prime Number Theorem is equivalent to
(2)
∑
n≤N
λ(n) = o(N) =
∑
n≤N
µ(n).
Furthermore, there is a connection between these two functions and
Riemann zeta function, namely
1
ζ(s)
=
∞∑
n=1
µ(n)
ns
for any s ∈ C with Re(s) > 1.
Moreover, Littlewood proved that the estimate∣∣∣∣∣
x∑
n=1
µ(n)
∣∣∣∣∣ = O (x 12+ε) as x −! +∞, ∀ε > 0
is equivalent to the Riemann Hypothesis (RH) ( [23, pp.315]).
We recall that the proof of Sarnak-Bourgain theorem [22] is based
on the following Davenport-Hua’s estimation [14], [18, Theorem 10.]:
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for each A > 0, for any k ≥ 1, we have
(3) max
z∈T
∣∣∣∣∣∑
n≤N
zn
k
µ(n)
∣∣∣∣∣ ≤ CA NlogAN for some CA > 0.
We refer to [4] and [13] for this proof. Here, we will need the following
extension due to Green-Tao in the nilsequences setting. We refer to
Theorem 1.1 in [17] for the complete statement and for the definition of
the nilsequences. Here, precisely, we need only the following corollary.
Lemma 2.1. Let P be a non-constant polynomial mapping natural
numbers to themselves. Then, for any N ≥ 1, we have
(4) max
θ∈[0,2π)
∣∣∣∣∣ 1N ∑
n≤N
µ(n)eiP (n)θ
∣∣∣∣∣ ≤ CAlogAN for some CA > 0.
The inequalities (3) and (4) can be established also for the Mo¨bius
function by applying carefully the following identity:
λ(n) =
∑
d:d2|n
µ
( n
d2
)
.
3. Some tools on the oscillation method and Caldero´n
transference principle
Let k ≥ 2 and (X,A, Ti, µ)ki=1 be a family of dynamical systems, that
is, for each i = 1, · · · , k, Ti is a measure-preserving transformation,
(∀A ∈ A, µ(T−1i A) = µ(A).). The sequence of complex number (an)
is said to be good weight in Lpi(X, µ), pi ≥ 1, i = 1, · · · , k, with∑k
i=1
1
pi
= 1, if, for any fi ∈ Lpi(X, µ), i = 1, · · · , k, the ergodic k-
multilinear averages
1
N
N∑
j=1
aj
k∏
i=1
fi(T
j
i x)
converges a.e.. The maximal multilinear ergodic inequality is said to
hold in Lpi(X, µ), pi ≥ 1, i = 1, · · · , k, with
∑k
i=1
1
pi
= 1, if, for any
fi ∈ Lpi(X, µ), i = 1, · · · , k, the maximal function given by
M(f1, · · · , fk)(x) = sup
N≥1
∣∣∣ 1
N
N∑
j=1
aj
k∏
i=1
fi(T
j
i x)
∣∣∣
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satisfy the weak-type inequality
sup
λ>0
(
λµ
{
x : M(f)(x) > λ
})
≤ C
k∏
i=1
∥∥fi∥∥pi,
where C is an absolutely constant.
As far as the author know, it is seems that it is not known whether
the classical maximal multilinear ergodic inequality (an = 1, for each
n) holds for the general case n ≥ 3. Nevertheless, we have the following
Caldero´n transference principal in the homogeneous case.
Proposition 3.1. Let (an) be a sequence of complex number and as-
sume that for any φ, ψ ∈ ℓ2(Z), for any non-constant polynomials P,Q
mapping natural numbers to themselves, for any 1 ≤ p, q, r ≤ +∞ such
that 1
r
= 1
p
+ 1
q
, we have
∥∥∥ sup
N≥1
∣∣∣ 1
N
N∑
n=1
anφ(j + P (n))ψ(j +Q(n))
∣∣∣∥∥∥
ℓr(Z)
≤ C.∥∥φ∥∥
ℓp(Z)
∥∥ψ∥∥
ℓq(Z)
,
where C is an absolutely constant. Then, for any dynamical system
(X,A, T, µ), for any f ∈ Lp(X, µ) and g ∈ Lq(X, µ) , we have
∥∥∥ sup
N≥1
∣∣∣ 1
N
N∑
n=1
anf(T
P (n)x)g(TQ(n)x)
∣∣∣∥∥∥
1
≤ C∥∥f∥∥
p
∥∥g∥∥
q
.
We further have
Proposition 3.2. Let (an) be a sequence of complex number and as-
sume that for any φ, ψ ∈ ℓ2(Z), for any λ > 0, for any integer J ≥ 2,
for any non-constant polynomials P,Q mapping natural numbers to
themselves, for any 1 ≤ p, q ≤ +∞ such that 1
p
+ 1
q
= 1, , we have
sup
λ>0
(
λ
∣∣∣{1 ≤ j ≤ J : sup
N≥1
∣∣∣ 1
N
N∑
n=1
anφ(j + P (n))ψ(j +Q(n))
∣∣∣ > λ}∣∣∣)
≤ C∥∥φ∥∥
ℓp(Z)
∥∥ψ∥∥
ℓq(Z)
,
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where C is an absolutely constant. Then, for any dynamical system
(X,A, T, µ), for any f, g ∈ L2(X, µ), we have
sup
λ>0
(
µ
{
x ∈ X : sup
N≥1
∣∣∣ 1
N
N∑
n=1
anf(T
P (n)x)g(TQ(n)x)
∣∣∣ > λ})
≤ C∥∥f∥∥
2
.
∥∥g∥∥
2
.
It is easy to check that Proposition 3.1 and 3.2 hold for the homoge-
neous k-multilinear ergodic averages, for any k ≥ 3. Moreover, it is
easy to state and to prove the finitary version where Z is replaced by
Z/JZ and the functions φ and ψ with J-periodic functions.
4. Main result and its proof
The subject of this section is to state and to prove the main result of
this paper and its consequences. We begin by stating our main result.
Theorem 4.1. Let (X,A, µ, T ) be an ergodic dynamical system, let
P,Q be a non-constant polynomials mapping natural numbers to them-
selves. Then, for any f, g ∈ L2(X), for almost all x ∈ X ,
1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x) −−−−!
N!+∞
0,
where ν is the Liouville function or the Mo¨bius function.
Consequently, we obtain the following theorem
Corollary 4.2 ( [2]). Let (X,A, µ, T ) be an ergodic dynamical system,
and T1, T2 be powers of T . Then, for any f, g ∈ L2(X), for almost all
x ∈ X ,
1
N
N∑
n=1
ν(n)f(T n1 x)g(T
n
2 x) −−−−!
N!+∞
0,
where ν is the Liouville function or the Mo¨bius function.
Before proceeding to the proof of Theorem (4.1), we recall the fol-
lowing notations.
Let T be a map acting on a probability space (X,A, µ) and for any
any ρ > 1, we will denote by Iρ the set
{
(⌊ρn⌋), n ∈ N
}
. The maximal
functions are defined by
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MN0,N¯(f, g)(x) =
sup
N0≤N≤N¯
N∈Iρ
∣∣∣ 1
N
N∑
n=1
ν(n)f(T nx)g(T−nx)− 1
N0
N0∑
n=1
ν(n)f(T nx)g(T−nx)
∣∣∣,
and
MN0(f, g)(x) =
sup
N≥N0
N∈Iρ
∣∣∣ 1
N
N∑
n=1
ν(n)f(T nx)g(T−nx)− 1
N0
N0∑
n=1
ν(n)f(T nx)g(T−nx)
∣∣∣.
Obviously,
lim
N¯−!+∞
MN0,N¯(f, g)(x) = MN0(f, g)(x).
For the shift Z-action, the maximal functions are denoted bymN0,N¯(φ, ψ)
and mN0(φ, ψ).
At this point, we restate the key theorem in the proof of our main
result.
Theorem 4.3. For any ρ > 1, for any f, g ∈ ℓ4(Z), for any K ≥ 1, we
have
K∑
k=1
∥∥∥mNk,Nk+1(f, g)∥∥∥
ℓ2(Z)
< C.
√
K.
∥∥f∥∥
ℓ4(Z)
∥∥g∥∥
ℓ4(Z)
,(5)
where ν is the Liouville function or the Mo¨bius function and C is an
absolutely constant which depend only on ρ.
Proof. We proceed by using the finitary method. For that, let J be a
large integer, f, g ∈ ℓ2(Z) and p ≥ 1. We put
ZJ = Z/JZ,
EZJ (f) =
1
J
J∑
j=1
f(j),
∥∥f∥∥
ℓp(ZJ )
=
( 1
J
J∑
j=1
|f(j)|p
) 1
p
.
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Moreover, as customary , we will denote by F the discrete Fourier
transform on ZJ . We recall that
F(f)(χ) = 1
J
∑
n∈ZJ
f(n)χ(−n),
for χ ∈ ẐJ , we still denote by f the J-periodic function associated to
f . We further have, by the inverse Fourier formula, the following
f(j) =
∑
χ∈ẐJ
F(f)(χ)χ(j).
We further identify ẐJ with ZJ and we put
χk(n) = e
2iπ kn
J , k = 0, · · · , J − 1.
Obviously, we have
1
N
N∑
n=1
ν(n)f(j + P (n))g(j +Q(n))
=
J−1∑
k,l=0
F(f)(χk)F(g)(χl)
( 1
N
N∑
n=1
ν(n)χk(P (n)χl(Q(n))
)
χk+l(j),(6)
Put
DN,k,l =
1
N
N∑
n=1
ν(n)χk(P (n)χl(Q(n)).
Therefore, by Lemma (2.1), for each A > 0, we have∣∣∣DN,k,l∣∣∣ ≤ CA(
log(N)
)A , ∀k, l ∈ Z.(7)
Moreover, a straightforward computation gives
∣∣∣ 1
N
N∑
n=1
ν(n)f(j + P (n))g(j +Q(n))
∣∣∣2
=
J−1∑
k,l,k′,l′=0
F(f)(χk)F(g)(χl)F(f)(χk′)F(f)(χl′)DN,k,lDN,k′,l′χ(k+l)−(k′+l′)(j).
(8)
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Whence
J−1∑
j=0
∣∣∣ 1
N
N∑
n=1
ν(n)f(j + n)g(j − n)
∣∣∣2
= J
J−1∑
k+l=k′+l′
F(f)(χk)F(g)(χl)F(f)(χk′)F(f)(χl′)DN,k,lDN,k′,l′χ(k+l)−(k′+l′)(j),
(9)
since
J−1∑
j=0
χm(j) =
{
0 if m 6= 0,
J if not.
Therefore,
1
J
J∑
j=0
∣∣∣ 1
N
N∑
n=1
ν(n)f(j + n)g(j − n)
∣∣∣2(10)
=
J−1∑
k+l=k′+l′
F(f)(χk)F(g)(χl)F(f)(χk′)F(f)(χl′)DN,k,lDN,k′,l′,
=
J−1∑
s=0
∣∣∣ J−1∑
k=0
F(f)(χk)F(g)(χs−k)DN,k,s−k
∣∣∣2.
Now, following Bourgain’s approach, for each polynomials P (n), we
put
KN,P (k) =
1
N
N∑
n=1
ν(n)δP (n)(k),
and, we define its off-diagonal by
KN,P ⊙KN,P = 1
N
N∑
n=1
ν(n)
(
δP (n) ⊗ δP (n)
)
(11)
where ⊗ is the usual product measure define on the Cartesian product
Zj × Zj by
F(µ⊗ ν)(χk, χl) = F(µ)(χk)F(ν)(χl).
In the similar manner, we define KN,P ⊙ KN,Q, and more generally if
X =
{
x1, · · · , xN
}
and KN =
1
N
∑N
n=1 anδxj , we put
KN ⊙KN = 1
N
N∑
i=1
ai
(
δxi ⊗ δxi
)
.(12)
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But for technical convenience, we will use the following off-diagonal
kernel
LN (k, l) =
1
N
N∑
n=1
ν(n)
(
δP (n)−Q(n) ⊗ δQ(n)
)
(k, l),
Therefore
DN,k,s−k = F(LN)(χk, χs).
We are going to establish the following
J−1∑
s=0
∣∣∣ J−1∑
k=0
F(f)(χk)F(g)(χs−k)F(LN)(k, s)
∣∣∣2
≤ CA
log(N)A
∥∥∥F(f) ∗ F(g)‖2,(13)
which is equivalent to the following version on the torus∑
s∈Z
∣∣∣ ∫ 1
0
f̂(θ)ĝ(τ − θ)L̂N (θ, τ)dθe−isτdτ
∣∣∣2
≤ CA
log(N)A
‖fg‖22.(14)
This with the help of Parseval equality is equivalent to∫ 1
0
∣∣∣ ∫ 1
0
f̂(θ)ĝ(τ − θ)L̂N (θ, τ)dθ
∣∣∣2dτ
≤ CA
log(N)A
‖fg‖22.(15)
Indeed, it is suffice to consider that f, g ∈ ℓ2(Z) are supported on [0, J ]
and compute in the same manner to derive the formula from
1
N
N∑
n=1
ν(n)f(j + n)g(j − n).
Assume that (13) is proved. Then, by applying the convolution theorem
combined with Parseval equality, we get
1
J
J∑
j=0
∣∣∣ 1
N
N∑
n=1
ν(n)f(j + n)g(j − n)
∣∣∣2
≤
∥∥∥fg∥∥∥2
2
,(16)
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Therefore, by applying Cauchy-Schwarz inequality, we get
1
J
J∑
j=0
∣∣∣ 1
N
N∑
n=1
ν(n)f(j + n)g(j − n)
∣∣∣2
≤ C
2
A(
log(N)
)2A∥∥f∥∥24∥∥g∥∥24(17)
Whence ∥∥∥ 1
N
N∑
n=1
ν(n)f(j + n)g(j − n)
∥∥∥
2
≤ CA(
log(N)
)A∥∥f∥∥4∥∥g∥∥4(18)
At this point, we need only to establish (13) or equivalently (14). For
that, we use the Bourgain’s approach of the circle method (see [25,
Chap. 5], [26], [13], [21] 1 to get even the following
∑
j∈Z
sup
N≥1
∣∣∣∣∣
∫ 1
0
(∫ 1
0
f̂(θ)ĝ(τ − θ)L̂N (θ, τ)dθe−ijτ
)
dτ
∣∣∣∣∣
2
≤ C‖fg‖22.(19)
Now, by applying the same reasoning as in [2], we conclude that for
any K ≥ 1, we have
K∑
k=1
∥∥∥mNk,Nk+1(f, g)∥∥∥
ℓ2(Z)
< C.
√
K.
∥∥f∥∥
ℓ4(Z)
∥∥g∥∥
ℓ4(Z)
.(20)
This complete the proof of the theorem. 
As a consequence of Proposition 3.1 and 3.2, we have the following
theorem. Its proof is similar to the proof of Propositions 4.3 and 3.1.
But, we provide it for the reader’s convenience.
Theorem 4.4. Let (X,A, T, µ) be an ergodic dynamical system, and
let f, g ∈ L4(X, µ) . Then, for any ρ > 1, for any K ≥ 1,
K∑
k=1
∥∥∥MNk ,Nk+1(f, g)∣∣∣∥∥∥
1
< 4C.
√
K.
∥∥f∥∥
4
∥∥g∥∥
4
,(21)
where ν is the Liouville function or the Mo¨bius function.
1But, as noticed in [13] there is a small gap in Wierdl’s argument which is
corrected in [13, Lemma 6.2]. We stress also that Young’s inequality for convolution
play a crucial role in [13, Proposition 7.2], and in our case, we need to deals with
the approximation of (θ, τ) ∈ [0, 1)2.
12 E. H. EL ABDALAOUI
Proof. Let N¯ = NK+1 and J ≫ N¯ . Put
φx(n) =
{
f(T P (n)x), if n ∈ [−2N¯ , 2N¯ ];
0, if not,
and
ψx(n) =
{
g(TQ(n)x), if n ∈ [−2N¯ , 2N¯ ];
0, if not,
Then, by Theorem 4.3, we have
K∑
k=1
∥∥∥mNk ,Nk+1(φx, ψx)∥∥∥
ℓ2(Z)
< C
√
K
∥∥φx∥∥ℓ4(Z)∥∥ψx∥∥ℓ4(Z).
We thus get
K∑
k=1
( ∑
|j|≤N¯
(
mNk ,Nk+1(φx, ψx)(j)
)2) 1
2
< C
√
K
∥∥φx∥∥ℓ4(Z)∥∥ψx∥∥ℓ4(Z),
which can be rewritten as follows
K∑
k=1
( ∑
|j|≤N¯
(
MNk ,Nk+1(f, g)(T
jx)
)2) 1
2
< C
√
K
( ∑
|n|≤2N¯
|f |4(T nx)
) 1
4
( ∑
|n|≤2N¯
|g|4(T nx)
) 1
4
.
Integrating and applying Ho¨lder inequality we obtain
K∑
k=1
∥∥∥MNk ,Nk+1(f, g)∥∥∥
1
< 4C
√
K
∥∥f∥∥
4
∥∥g∥∥
4
,
since T is measure preserving, and this finish the proof of the theorem.

We proceed now to the proof of our main result (Theorem 4.1).
Proof of Theorem 4.1. Without loss of generality, we assume that
the map T is totally ergodic, that is, all its powers are ergodic. Let us
assume also that f, g are in L∞(X, µ). Therefore, by Theorem 4.4, it
is easily seen that
1
K
K∑
k=1
∥∥∥MNk ,Nk+1(f, g)∥∥∥
1
−−−−!
K!+∞
0.(22)
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Hence, by the standard arguments of oscillation method (see for in-
stance [21], [24], [15]), for almost every point x ∈ X , we have
1
[ρm]
[ρm]∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x) −−−−!
m!+∞
0,
since the L2-limit is zero by Green-Tao theorem [17, Theorem 1.1] com-
bined with Chu’s result [12, Theorem 1.3].
For the reader’s convenience, let us point out that the proof in [24]
and [15] is obtained by contradiction. Indeed, we assume that the
almost everywhere convergence does not hold. Then, we construct an
increasing sequence (Nk) for which we establish with the help of the
Markov trick that (22) can not hold.
Now, it follows that if [ρm] ≤ N < [ρm+1] + 1,
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣
=
∣∣∣ 1
N
[ρm]∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x) +
1
N
N∑
n=[ρm]+1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣
≤
∣∣∣ 1
[ρm]
[ρm]∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣ +∥∥f∥∥
∞
∥∥g∥∥
∞
[ρm]
(N − [ρm]− 1)
≤
∣∣∣ 1
[ρm]
[ρm]∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣ +∥∥f∥∥
∞
∥∥g∥∥
∞
[ρm]
([ρm+1]− [ρm]).
Letting m goes to infinity, we get
∣∣∣ 1
[ρm
[ρm]∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣ −−−−!
m!+∞
0,
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and
||f ||∞
∥∥g∥∥
∞
[ρm]
([ρm+1]− [ρm]) −−−−!
m!+∞
∥∥f∥∥
∞
∥∥g∥∥
∞
.(ρ− 1),
for any ρ > 1. Letting ρ −! 1 we conclude that
1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x) −−−−!
N!+∞
0, a.e.,
To finish the proof, notice that for any f, g ∈ L2(X, µ), and any
ε > 0, there exist f1, g1 ∈ L∞(X, µ) such that
∥∥∥f − f1∥∥∥
2
<
√
ε, and∥∥∥g − g1∥∥∥
2
<
√
ε. Moreover, by Cauchy-Schwarz inequality, we have
∣∣∣ 1
N
N∑
n=1
ν(n)(f − f1)(T P (n)x)(g − g1)(TQ(n)x)
∣∣∣
≤ 1
N
N∑
n=1
∣∣(f − f1)(T P (n)x)∣∣∣∣(g − g1)(TQ(n)x)∣∣
≤
( 1
N
N∑
n=1
∣∣(f − f1)(T P (n)x)∣∣2) 12( 1
N
N∑
n=1
∣∣(g − g1)(TQ(n)x)∣∣2) 12
Applying the ergodic theorem, it follows that for almost all x ∈ X , we
have
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)(f − f1)(T P (n)x)(g − g1)(TQ(n)x)
∣∣∣ < ε.
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Whence, we can write
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣
≤ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g(TQ(n)x)
∣∣∣
+ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g1(T
Q(n)x)
∣∣∣
+ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g1(T
Q(n)x)
∣∣∣
≤ ε+ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g(TQ(n)x)
∣∣∣
+ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g1(T
Q(n)x)
∣∣∣.
We thus need to estimate
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g(TQ(n)x)
∣∣∣,
and
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g1(T
Q(n)x)
∣∣∣.
In the same manner we can see that
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
nx)(g − g1)(TQ(n)x)
∣∣∣
≤ lim sup
N−!+∞
( 1
N
N∑
n=1
|f1(T P (n)x)|2
) 1
2
lim sup
N−!+∞
( 1
N
N∑
n=1
|(g − g1)(TQ(n)x)|2
) 1
2
≤ ∥∥f1∥∥2∥∥g − g1∥∥2
≤
(∥∥f∥∥
2
+
√
ε
)
.
√
ε
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This gives
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g(TQ(n)x)
∣∣∣
≤
(∥∥∥f∥∥∥
2
+
√
ε
)
.
√
ε+ lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f1(T
P (n)x)g1(T
Q(n)x)
∣∣∣
≤
(∥∥f∥∥
2
+
√
ε
)
.
√
ε+ 0
Summarizing, we obtain the following estimates
lim sup
N−!+∞
∣∣∣ 1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x)
∣∣∣
≤ ε+
(∥∥f∥∥
2
+
√
ε
)
.
√
ε+
(∥∥g∥∥
2
+
√
ε
)
.
√
ε
Since ε > 0 is arbitrary, we conclude that for almost every x ∈ X ,
1
N
N∑
n=1
ν(n)f(T P (n)x)g(TQ(n)x) −−−−!
N!+∞
0.
This complete the proof of the theorem. 
It is noticed in [2] that the convergence almost sure holds for the short
interval can be obtained by applying the following Zhan’s estimation
[27]: for each A > 0, for any ε > 0, we have
(23) max
z∈T
∣∣∣∣∣ ∑
N≤n≤N+M
znλ(n)
∣∣∣∣∣ ≤ CA,ε MlogA(M) for some CA,ε > 0,
provided that M ≥ N 58+ε. Here,
Question. we ask on the convergence almost sure in the short interval
for the polynomial bilinear ergodic bilinear averages with Liouville and
Mo¨bius weights.
Remark 4.5. In the forthcoming revised version of [1]. The authors
will present a simple proof of Bourgain double ergodic theorem by
applying the strategy presented here and by adapting it to the proof
of Bourgain bilinear ergodic theorem for polynomials and polynomials
in primes as it is stated in that paper.2
2The paper [1] was posted on Arxiv on August 2019. Therein, it is pointed that
Babenko-Beckner inequalities will be used in the proof of Bourgain bilinear ergodic
theorem for polynomials and polynomials in primes in the forthcoming revision of
the paper. Very recently (3 August 2020), the authors in [19] provided a proof of
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