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The nonlinear ill-posed Cauchy problem dudt = Au(t) + h(t,u(t)),u(0) = χ , where A is
a positive self-adjoint operator on a Hilbert space H, χ ∈H, and h : [0, T ) ×H→H is a
uniformly Lipschitz function, is studied in order to establish continuous dependence results
for solutions to approximate well-posed problems. The authors show here that solutions of
the problem, if they exist, depend continuously on solutions to corresponding approximate
well-posed problems, if certain stabilizing conditions are imposed. The approximate
problem is given by dvdt = f (A)v(t) + h(t, v(t)), v(0) = χ , for suitable functions f . The
main result is that ‖u(t) − v(t)‖ Cβ1− tT M tT , where C and M are computable constants
independent of β and 0< β < 1. This work extends to the nonlinear case earlier results by
the authors and by Ames and Hughes.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Recently the authors obtained continuous dependence on modeling results for inhomogeneous ill-posed Cauchy problems
in Banach space [8], extending earlier work by Ames and Hughes (cf. [4,6,7]). That work builds on the earlier results of
several authors, including Lattes and Lions [11], Miller [12,13], and Showalter [16], who use quasireversibility methods
to approximate the original ill-posed problem. For homogeneous ill-posed problems, Ames et al. [5] construct numerical
approximations using the quasi-boundary value regularization of Clark and Oppenheimer (cf. [9]) and present several sample
calculations. In this paper, we use new methods to extend the continuous dependence results of [7,8] to more general
nonlinear problems. To describe these results, we follow [8] and ﬁrst consider the linear inhomogeneous Cauchy problem
du
dt
= Au(t) + h(t),
u(0) = χ, (1)
where A is a positive self-adjoint operator on a Hilbert space H, χ ∈ H, and h : [0, T ) → H. We approximate this problem
with
dv
dt
= f (A)v(t) + h(t),
v(0) = χ, (2)
where f is a real-valued Borel function bounded above that approximates A in a suitable sense. For example, it is standard
to take f (A) = A − A2 (cf. [4,11,12]). For A = −Δ, this yields the approximate problem
* Corresponding author.
E-mail address: bcampbel@gettysburg.edu (B.M. Campbell Hetrick).
1 Present address: Department of Mathematics, Gettysburg College, Gettysburg, PA 17325, USA.0022-247X/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2008.08.052
B.M. Campbell Hetrick, R.J. Hughes / J. Math. Anal. Appl. 349 (2009) 420–435 421∂v
∂t
= −∂
2v
∂x2
−  ∂
4v
∂x4
+ h(t), where 0< t < T ,
v(x,0) = ψ(x).
As  → 0, this approximate problem approaches the original one. In [8], we prove that∥∥u(t) − v(t)∥∥ Cβ1− tT M tT ,
where∥∥(−A + f (A))ψ∥∥ β∥∥A1+δψ∥∥
for all ψ ∈ Dom(A1+δ). Here u and v are solutions to the ill-posed and approximate problems, respectively, and C and M
are computable constants independent of β .
In Section 2, we state the homogeneous Cauchy problem in Hilbert space, then review an important deﬁnition and result
from [7]. In Section 3, we examine the linear case of the inhomogeneous Cauchy problem in Hilbert space. The authors
prove continuous dependence results for this problem in Banach space in [8]; here we give the details (that are omitted in
the earlier paper) to make this work self-contained.
In Section 4, we extend our consideration to the nonlinear Cauchy problem, given by
du
dt
= Au(t) + h(t,u(t)),
u(0) = χ, (3)
where again 0  t < T , A is a positive self-adjoint operator on H, χ ∈ H, and h : [0, T ) × H → H. We assume that h is
Lipschitz continuous in both variables, i.e.∥∥h(t1,u) − h(t2, v)∥∥ K (|t1 − t2| + ‖u − v‖),
where K is a constant. We prove continuous dependence on modeling for this problem. The results are obtained by extend-
ing the solutions into the complex plane following [7] and, following the approach in [2], introducing a related holomorphic
function whose growth properties yield the desired Hölder continuous dependence.
2. Homogeneous problem in Hilbert space
In Hilbert space, the homogeneous Cauchy problem is given by
du
dt
= Au(t),
u(0) = χ, (4)
where 0 t < T , A is a positive self-adjoint operator on a Hilbert space H, and χ ∈ H. The approximate problem is given
by
dv
dt
= f (A)v(t),
v(0) = χ, (5)
where f is a real-valued Borel function that is bounded above and approximates A in a suitable sense. In [7], Ames and
Hughes deﬁne the following condition on f that is central to our proofs:
Deﬁnition 1. (See [7, Deﬁnition 1].) Let A be a positive self-adjoint operator on a Hilbert space H. Let f : [0,∞) → R
be a Borel function, and assume that there exists ω ∈ R such that f (λ)  ω for all λ ∈ [0,∞). Then f is said to satisfy
Condition (A) if there exist positive constants β , δ, with 0< β < 1, for which Dom(A1+δ) ⊆ Dom( f (A)), and∥∥(−A + f (A))ψ∥∥ β∥∥A1+δψ∥∥, (6)
for all ψ ∈ Dom(A1+δ).
Note that f (A) and A1+δ are deﬁned by the functional calculus for self-adjoint operators. Set
g(λ) = −λ + f (λ). (7)
Lemma 2. (See [7, Lemma 1].) For all t  0,
etg(A) = e−t Aet f (A).
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eαg(A) = e−αAeα f (A).
Theorem 3. (See [7, Theorem 1].) Let A be a positive self-adjoint operator acting on H, let f satisfy Condition (A), and assume that
there exists a constant γ , independent of β and ω, such that (g(A)ψ,ψ)  γ (ψ,ψ), for all ψ ∈ Dom(g(A)). If u(t) and v(t) are
solutions of (4) and (5), respectively, and ‖u(T )‖ M˜, then there exist constants C and M, independent of β , such that for 0 t < T ,∥∥u(t) − v(t)∥∥ Cβ1− tT M tT .
3. Inhomogeneous problem in Hilbert space: the linear case
In Hilbert space, the linear inhomogeneous ill-posed problem is given by
du
dt
= Au(t) + h(t),
u(0) = χ, (8)
where A is a positive self-adjoint operator on a Hilbert space H, χ ∈ H, and h : [0, T ) → H. We assume that h is differen-
tiable on (0, T ) and that h′ ∈ L1((0, T );H). As an example, consider the backward heat equation given by
∂u
∂t
= −∂
2u
∂x2
+ h(t) where 0< t < T , x ∈ R;
u(x,0) = ψ(x),
where h(t) represents an external temperature source or sink. Here, A = −Δ, a positive self-adjoint operator on L2(R).
A solution for (8) is deﬁned as follows:
Deﬁnition 4. (See [14, Deﬁnition 4.2.1].) A function u : [0, T ) → X is a (classical) solution of (8) on [0, T ) if u is continuous
on [0, T ), continuously differentiable on (0, T ), u(t) ∈ Dom(A) for 0< t < T , and (8) is satisﬁed on [0, T ).
Some functions may satisfy the differential equation while not meeting all the conditions for a classical solution. We
deﬁne another type of solution as follows:
Deﬁnition 5. (See [14, Deﬁnition 4.2.8].) A function u which is differentiable almost everywhere on [0, T ] such that
u′ ∈ L1((0, T );H) is called a strong solution of the initial value problem (8) if u(0) = χ and dudt = Au(t) + h(t) almost every-
where on [0, T ].
We assume that u(t) is a known strong solution of the linear homogeneous ill-posed problem given in (8). The following
theorem states conditions under which such a solution exists:
Theorem 6. (See [14, Corollary 4.2.10].) Let X be a Banach space and let A be the inﬁnitesimal generator of a C0 semigroup T (t) on X.
If h : [0, T ) → X is differentiable almost everywhere on [0, T ] and h′ ∈ L1((0, T ); X), then for every χ ∈ Dom(A) the initial value
problem (8) has a unique strong solution u on [0, T ] given by
u(t) = T (t)χ +
t∫
0
T (t − s)h(s)ds. (9)
Recall that self-adjoint operators bounded above generate C0 semigroups. This yields the following corollary:
Corollary 7. Let H be a Hilbert space, and let A : H → H be a closed, densely-deﬁned linear operator. If A is self-adjoint and bounded
above and h : [0, T ) → H is differentiable on (0, T ) with h′ ∈ L1(0, T ), then for every χ ∈ Dom(A) the initial value problem (8) has a
unique solution u on [0, T ] given by (9).
If A is an unbounded operator, it is not deﬁned everywhere and thus solutions may not exist for all χ . If solutions do
exist, they may not be continuously dependent on the data. In either of these cases, the problem is ill-posed. Formally, the
solution to this problem has the form
u(t) = et Aχ +
t∫
e(t−s)Ah(s)ds [14].0
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dv
dt
= f (A)v(t) + h(t),
v(0) = χ, (10)
where f is again a real-valued Borel function bounded above that satisﬁes Condition (A). Here, since f is bounded above,
the operator f (A) is bounded above, so by Corollary 7 the problem has a unique solution. The solution to this problem is
given by
v(t) = et f (A)χ +
t∫
0
e(t−s) f (A)h(s)ds.
As mentioned above, A is unbounded and thus not deﬁned everywhere. We need to regularize our data so that it is in the
domain of these operators. In Hilbert space, we use the resolution of the identity for this regularization. First, let {E(·)}
represent the resolution of the identity for the linear operator A. Set en = {λ ∈ [0,∞) | |g(λ)| n}. Using the deﬁnition of g
from (7), where f satisﬁes Condition (A), we see that en is a bounded set since
en =
{
λ ∈ [0,∞) ∣∣ ∣∣g(λ)∣∣ n}⊆ {λ | 0 λ n +ω}.
Let En = E(en). The following lemma is used repeatedly throughout this work:
Lemma 8. Let A be a self-adjoint operator with E the resolution of the identity for A and en = {λ ∈ [0,∞) | |g(λ)| n}. Let τ ∈ H.
Then Enτ ∈ Dom( f (A)), where f is a complex Borel function deﬁned E-almost everywhere on the real axis and bounded on bounded
sets.
Both of our proofs in Hilbert space begin with approximations un(t) and vn(t), and these approximations rely on the
Spectral Theorem for unbounded self-adjoint operators. As above, let En = E(en), and set χn = Enχ and hn(s) = Enh(s). Note
that f (λ) = etλ is a Borel function bounded on bounded sets, so by Lemma 8 χn , hn ∈ Dom(A) ∩ Dom(et A). Deﬁne
un(t) = Enu(t),
vn(t) = Env(t).
Lemma 9.
un(t) = et Aχn +
t∫
0
e(t−s)Ahn(s)ds.
Proof. First, we show that
du
dt
= AEnu(t) + hn(t),
u(0) = χn (11)
has a unique solution. Using Lemma 8, we know AEn is a bounded operator and so AEn generates a C0 semigroup. Further,
if h : [0, T ) → H is differentiable on (0, T ) and h′ ∈ L1(0, T ), then the same is true of hn since En is a bounded operator.
Thus by Theorem 6 (11) has a unique strong solution. Note that Enu(t) is a solution of (11).
Next, we show that
ψ(t) = et Aχn +
t∫
0
e(t−s)Ahn(s)ds (12)
is a classical solution for (11). We are able to show that ψ(t) = et Aχn+
∫ t
0 e
(t−s)Ahn(s)ds is continuous on [0, T ], continuously
differentiable on (0, T ), and that it satisﬁes (11), and thus (12) is a solution for (11). Since (11) has a unique solution and
Enu(t) = un(t) is also a solution of (11), we have
un(t) = et Aχn +
t∫
0
e(t−s)Ahn(s)ds. 
Next, we prove an analogous result for vn(t).
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vn(t) = et f (A)χn +
t∫
0
e(t−s) f (A)hn(s)ds.
Proof. Recall that since f (A) is bounded above, f (A) generates a C0 semigroup. Then by Theorem 6, (10) has a unique
solution given by
v(t) = et f (A)χ +
t∫
0
e(t−s) f (A)h(s)ds.
Thus
Env(t) = En
(
et f (A)χ +
t∫
0
e(t−s) f (A)h(s)ds
)
= et f (A)Enχ +
t∫
0
e(t−s) f (A)Enh(s)ds,
so
vn(t) = et f (A)χn +
t∫
0
e(t−s) f (A)hn(s)ds. 
Our proof uses the following function, motivated by work in [2]:
Φn(α) = − 1
π
∫ ∫
S
eγ
2
∂¯φn(γ )
(
1
γ − α +
1
γ + 1+ α
)
dxdy,
where γ = x+ iy, α = t + iη, and ∂¯ is the Cauchy–Riemann operator
∂¯ = 1
2
(
∂
∂t
+ i ∂
∂η
)
.
We require the following technical facts:
Lemma 11. (See [2].) Let ψ(γ ) be a complex function with γ = x + iy. Assume ψ(γ ) is continuous and bounded on the strip S =
{γ = x+ iy | 0< x< T , y ∈ R}. Deﬁne
Φ(α) = − 1
π
∫ ∫
S
ψ(γ )
(
1
γ − α +
1
γ + 1+ α
)
dxdy.
Then Φ(α) is absolutely convergent, ∂¯Φ(α) = ψ(α), and
∞∫
−∞
∣∣∣∣ 1γ − α + 1γ + 1+ α
∣∣∣∣dy  K(1+ log 1|x− t|
)
(13)
if x 
= t.
Now we state our result. Recall that g(λ) = −λ + f (λ).
Theorem 12. Let A be a positive self-adjoint operator acting on a Hilbert space H, let f satisfy Condition (A), and assume that there
exists a constant γ , independent of β and ω, such that (g(A)ψ,ψ) γ (ψ,ψ), for all ψ ∈ Dom(g(A)). Assume that h : [0, T ) → H
is continuously differentiable with h′(t) ∈ L1(0, T ) and h(t) ∈ Dom(eT A) for all t ∈ [0, T ). Further, for u(t) and v(t) solutions of
the inhomogeneous and the approximate inhomogeneous problems, respectively, assume ‖eT Aχ‖  L and ‖eT Ah(t)‖  N for all
t ∈ [0, T ). Then there exist constants C and M, independent of β , such that for 0 t < T ,∥∥u(t) − v(t)∥∥ C(β)1− tT (M) tT .
Our proof requires the further stabilizing condition that ‖u(T )‖ M1. This follows from the stability assumptions made
in the statement of the theorem, a result that we state in the following:
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constant M1 .
Proof. From the deﬁnition of En , we have ‖eT Aχn‖  ‖eT Aχ‖ and ‖eT Ahn(t)‖  ‖eT Ah(t)‖. Then, using Lemma 9 and the
Spectral Theorem, we have
∥∥un(T )∥∥=
∥∥∥∥∥eT Aχn +
T∫
0
e(T−s)Ahn(s)ds
∥∥∥∥∥

∥∥eT Aχn∥∥+
∥∥∥∥∥
T∫
0
e(T−s)Ahn(s)ds
∥∥∥∥∥
 L +
T∫
0
∥∥e(T−s)Ahn(s)∥∥ds
 L +
T∫
0
∥∥eT Ahn(s)∥∥ds
 L + T N.
Letting n → ∞, we obtain ‖u(T )‖ M1 for some constant M1. 
We omit the proof of Theorem 12 since the argument will be clear in the proof of the nonlinear case.
4. Inhomogeneous problem in Hilbert space: the nonlinear case
In a Hilbert space H, the nonlinear inhomogeneous Cauchy problem is given by
du
dt
= Au(t) + h(t,u(t))
u(0) = χ, (14)
where 0 t < T , A is a positive self-adjoint operator on H, χ ∈ H, and h : [0, T ) × H → H. We assume that h is Lipschitz
continuous in both variables, i.e.∥∥h(t1,u) − h(t2, v)∥∥ K (|t1 − t2| + ‖u − v‖),
where K is a constant. Further, we assume that h(t,u(t)) is differentiable (as a function of t) on the interval (0, T ) and that
d
dt h(t,u(t)) ∈ L1((0, T );H).
A solution of (14) is deﬁned as follows:
Deﬁnition 14. (See [14, Deﬁnition 6.1.1].) A continuous solution u of the integral equation
u(t) = et Aχ +
t∫
0
e(t−s)Ah
(
s,u(s)
)
ds
is called a mild solution of the initial value problem (14).
The following theorem states conditions under which such a solution exists:
Theorem 15. (See [14, Theorem 6.1.2].) Let h : [0, T ) × X → X be continuous in t on [0, T ) and uniformly Lipschitz continuous on
X, where X is a Banach space. If A is the inﬁnitesimal generator of a C0 semigroup T (t), t  0, on X then for every χ ∈ Dom(A) the
initial value problem (14) has a unique mild solution u ∈ C([0, T ); X).
Again using the fact that self-adjoint operators bounded above generate C0 semigroups, we have the following corollary:
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above and h : [0, T ) × H → H is continuous in t on [0, T ) and uniformly Lipschitz continuous on H, then for every χ ∈ Dom(A) the
initial value problem (14) has a unique mild solution u ∈ C([0, T );H) given by
u(t) = et Aχ +
t∫
0
e(t−s)Ah
(
s,u(s)
)
ds.
As in the linear case we introduce a second type of solution, in this case by placing more restrictions on u:
Deﬁnition 17. (See [14, cf. Deﬁnition 4.2.8].) A function u which is differentiable almost everywhere on [0, T ] such that
u′ ∈ L1((0, T );H) is called a strong solution of the initial value problem (14) if u(0) = χ and dudt = Au(t) + h(t,u(t)) almost
everywhere on [0, T ].
The next theorem provides conditions under which the mild solution is in fact a strong solution:
Theorem 18. (See [14, Theorem 6.1.6].) Let A be the inﬁnitesimal generator of a C0 semigroup T (t) on a reﬂexive Banach space X. If
h : [0, T ) × X → X is Lipschitz continuous in both variables, χ ∈ Dom(A) and u is the mild solution of the initial value problem (14),
then u is the strong solution of this initial value problem.
Note that we assume u(t) is a known strong solution of the nonlinear inhomogeneous Cauchy problem given in (14).
We approximate the nonlinear inhomogeneous problem (14) with
dv
dt
= f (A)v(t) + h(t, v(t)),
v(0) = χ, (15)
where f is a real-valued Borel function that is bounded above that satisﬁes Condition (A). Since f is bounded above, this
approximate problem is well-posed and thus by Corollary 16 has strong solution
v(t) = et f (A)χ +
t∫
0
e(t−s) f (A)h
(
s, v(s)
)
ds.
Note that A is unbounded and thus not deﬁned everywhere. We need to regularize our data so that it is in the domain
of these operators. Again we use the resolution of the identity for this regularization. As in the linear case, let En = E(en),
and set χn = Enχ . Set hn(s,u(s)) = Enh(s,u(s)). Again, since f (λ) = etλ is a Borel function bounded on bounded sets, χn ,
hn ∈ Dom(A) ∩ Dom(et A). Deﬁne
un(t) = Enu(t),
vn(t) = Env(t).
Deﬁne H(t) = h(t,u(t)). Note that from our assumptions on h it follows that H(t) is differentiable on (0, T ) and H ′(t) ∈
L1((0, T );H). We have the following:
Lemma 19. The differential equation given by
dw
dt
= AEnw(t) + EnH(t),
w(0) = χn (16)
is a well-posed linear problem.
Proof. By Lemma 8, AEn is a bounded operator and thus AEn generates a C0 semigroup. Since H(t) is differentiable on
(0, T ) and H ′(t) ∈ L1((0, T );H), the same is true of Hn = EnH since En is a bounded operator. Thus by Theorem 6 the
problem given in (16) has a unique strong solution. 
Lemma 20.
un(t) = et Aχn +
t∫
0
e(t−s)Ahn
(
s,u(s)
)
ds.
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dw
dt
= AEnw(t) + Hn(t),
w(0) = χn. (17)
By Lemma 19 above, (17) is a well-posed linear problem and thus by Theorem 6 has a unique strong solution of the form
w(t) = et AEnχ +
t∫
0
e(t−s)AEn H(s)ds = et Aχn +
t∫
0
e(t−s)AHn(s)ds.
Next, we show that Enu(t) is a solution of (17). We have
du
dt
= Au(t) + h(t,u(t)),
so
En
(
du
dt
)
= En
(
Au(t) + h(t,u(t)))= AEnu(t) + Enh(t,u(t))
using properties of En . Also, En( dudt ) = ddt (Enu) since En is bounded. Thus we have
d
dt
(Enu) = AEnu(t) + Enh
(
t,u(t)
)= AEn(Enu(t))+ Hn(t).
Also,
Enu(0) = Enχ = χn.
Hence Enu(t) is a solution of (17). Since this solution is unique, we have
un(t) = Enu(t) = w(t) = et Aχn +
t∫
0
e(t−s)AHn(s)ds
= et Aχn +
t∫
0
e(t−s)Ahn
(
s,un(s)
)
ds. 
Lemma 21.
vn(t) = et f (A)χn +
t∫
0
e(t−s) f (A)hn
(
s, v(s)
)
ds.
Proof. Recall that since f (A) is bounded above, f (A) generates a C0 semigroup. Then by Corollary 16 and Theorem 18,
(15) has a unique solution given by
v(t) = et f (A)χ +
t∫
0
e(t−s) f (A)h
(
s, v(s)
)
ds.
Thus
Env(t) = En
(
et f (A)χ +
t∫
0
e(t−s) f (A)h
(
s, v(s)
)
ds
)
= et f (A)Enχ +
t∫
0
e(t−s) f (A)Enh
(
s, v(s)
)
ds
so
vn(t) = et f (A)χn +
t∫
e(t−s) f (A)hn
(
s, v(s)
)
ds. 0
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Riemann operator.
Now we state our result. Recall that g(λ) = −λ + f (λ).
Theorem 22. Let A be a positive self-adjoint operator acting on a Hilbert space H, let f satisfy Condition (A), and let u(t) be a
known solution of the inhomogeneous problem given in (14). Let v(t) be a solution of the approximate inhomogeneous problem (15).
Assume there exists a constant γ , independent of β and ω, such that (g(A)ψ,ψ)  γ (ψ,ψ) for all ψ ∈ Dom(g(A)). Also, assume
that H(t) : [0, T ) → H, where H(t) = h(t,u(t)), is continuously differentiable with H ′(t) ∈ L1(0, T ) and h(t,u(t)) ∈ Dom(eT A) for
all t ∈ [0, T ). In addition, suppose ‖u(T )‖ M1 , ‖A1+δeT Aχ‖ L and ‖A1+δeT Ah(t,ψ)‖ N for all t ∈ [0, T ) and for all ψ ∈ H.
Then there exist constants C and M, independent of β , such that for 0 t < T ,∥∥u(t) − v(t)∥∥ Cβ1− tT M tT .
Our proof of this theorem requires a bound on ‖u(t) − v(t)‖, a bound that we obtain in the following lemma. Note that
while our main result is also a bound on ‖u(t) − v(t)‖, it is of a speciﬁc form, one that we are unable to obtain without
extending u and v to the complex strip. The bound obtained in the following lemma is more general.
Lemma 23. Under the conditions of Theorem 22,∥∥u(t) − v(t)∥∥ {∥∥et Aχ − et f (A)χ∥∥+ (T eγ Tβ)(T N)}eL1T ,
where 0 t < T .
Proof. By deﬁnition of un and vn , we have
∥∥un(t) − vn(t)∥∥=
∥∥∥∥∥(et Aχn − et f (A)χn)+
t∫
0
e(t−s)Ahn
(
s,u(s)
)
ds −
t∫
0
e(t−s) f (A)hn
(
s, v(s)
)
ds
∥∥∥∥∥

∥∥et Aχn − et f (A)χn∥∥ (18)
+
∥∥∥∥∥
t∫
0
[
e(t−s)Ahn
(
s,u(s)
)− e(t−s) f (A)hn(s, v(s))]ds
∥∥∥∥∥. (19)
For the summand in (19), we have∥∥∥∥∥
t∫
0
[
e(t−s)Ahn
(
s,u(s)
)− e(t−s) f (A)hn(s, v(s))]ds
∥∥∥∥∥
=
∥∥∥∥∥
t∫
0
[
e(t−s)Ahn
(
s,u(s)
)− e(t−s) f (A)hn(s,u(s))+ e(t−s) f (A)hn(s,u(s))− e(t−s) f (A)hn(s, v(s))]ds
∥∥∥∥∥
=
∥∥∥∥∥
t∫
0
([
e(t−s)A − e(t−s) f (A)]hn(s,u(s))+ e(t−s) f (A)[hn(s,u(s))− hn(s, v(s))])ds
∥∥∥∥∥

t∫
0
∥∥[e(t−s)A − e(t−s) f (A)]hn(s,u(s))∥∥ds (20)
+
t∫
0
∥∥e(t−s) f (A)[hn(s,u(s))− hn(s, v(s))]∥∥ds. (21)
Consider now the integrand in (20). Using f (A) = A + g(A), we have∥∥[e(t−s)A − e(t−s) f (A)]hn(s,u(s))∥∥= ∥∥[e(t−s)A − e(t−s)Ae(t−s)g(A)]hn(s,u(s))∥∥
= ∥∥[I − e(t−s)g(A)]e(t−s)Ahn(s,u(s))∥∥.
Now, for ψ ∈ Dom(g(A)), by properties of semigroups (cf. [10]) we have
(
I − e(t−s)g(A))ψ = − (t−s)∫ ewg(A)g(A)ψ dw.0
B.M. Campbell Hetrick, R.J. Hughes / J. Math. Anal. Appl. 349 (2009) 420–435 429Together with the assumption that (g(A)ψ,ψ) γ (ψ,ψ) for all ψ ∈ Dom(g(A)), this yields
∥∥(I − e(t−s)g(A))ψ∥∥= ∥∥∥∥∥−
(t−s)∫
0
ewg(A)g(A)ψ dw
∥∥∥∥∥ |t − s|eγ (t−s)∥∥g(A)ψ∥∥.
Furthermore, for ψ ∈ Dom(A1+δ), by Condition (A) we have
|t − s|eγ (t−s)∥∥g(A)ψ∥∥ |t − s|eγ (t−s) · β∥∥A1+δψ∥∥.
So, for ψ ∈ Dom(A1+δ) ∩ Dom(g(A)),∥∥(I − e(t−s)g(A))ψ∥∥ |t − s|eγ (t−s)β∥∥A1+δψ∥∥.
In particular, since e(t−s)Ahn(s,u(s)) ∈ Dom(A1+δ) ∩ Dom(g(A)), this yields∥∥[e(t−s)A − e(t−s) f (A)]hn(s,u(s))∥∥ |t − s|eγ (t−s)β∥∥A1+δe(t−s)Ahn(s,u(s))∥∥
 T eγ Tβ
∥∥A1+δe(t−s)Ahn(s,u(s))∥∥.
Together with the assumption that ‖A1+δeT Ah(t,ψ)‖ N for all 0 t < T , ψ ∈ H, we have
t∫
0
∥∥[e(t−s)A − e(t−s) f (A)]hn(s,u(s))∥∥ds (T eγ Tβ)(T N). (22)
For the integrand in (21), we again use the fact that h satisﬁes a Lipschitz condition. Note also that e(t−s) f (A) is bounded
above. Thus∥∥e(t−s) f (A)[hn(s,u(s))− hn(s, v(s))]∥∥ L1∥∥u(s) − v(s)∥∥, (23)
where L1 is a constant. Combining the results in (22) and (23) with (18)–(21) yields
∥∥un(t) − vn(t)∥∥ ∥∥et Aχn − et f (A)χn∥∥+
∥∥∥∥∥
t∫
0
[
e(t−s)Ahn
(
s,u(s)
)− e(t−s) f (A)hn(s, v(s))]ds
∥∥∥∥∥

∥∥et Aχn − et f (A)χn∥∥+ (T eγ Tβ)(T N) + L1 t∫
0
∥∥u(s) − v(s)∥∥ds.
Taking the supremum over all n yields
∥∥u(t) − v(t)∥∥ ∥∥et Aχ − et f (A)χ∥∥+ (T eγ Tβ)(T N) + L1 t∫
0
∥∥u(s) − v(s)∥∥ds.
Then by Gronwall’s inequality (cf. [14, proof of Theorem 6.1.2]),∥∥u(t) − v(t)∥∥ {∥∥et Aχ − et f (A)χ∥∥+ (T eγ Tβ)(T N)}eL1T .  (24)
We now proceed with the proof of Theorem 22, using the Three Lines Theorem (cf. [15, p. 33]) to obtain our result. Note
that the Three Lines Theorem is obtained in Agmon [1] as an application of abstract theorems about the uniqueness of the
Cauchy problem for second order elliptic equations; see also [3].
Proof. Let {E(·)} represent the resolution of the identity for A, and set en = {λ ∈ [0,∞) | |g(λ)|  n}, En = E(en), and
χn = Enχ , hn(s,u(s)) = Enh(s,u(s)). Set
un(t) = Enu(t),
vn(t) = Env(t).
From Lemmas 20 and 21 we have
un(t) = et Aχn +
t∫
0
e(t−s)Ahn
(
s,u(s)
)
ds,
vn(t) = et f (A)χn +
t∫
e(t−s) f (A)hn
(
s, v(s)
)
ds.0
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un(α) = eiηAun(t)
vn(α) = eiη f (A)vn(t),
and set
φn(α) = un(α) − vn(α).
Apply the Cauchy–Riemann operator ∂¯ to φn , where
∂¯ = 1
2
(
∂
∂t
+ i ∂
∂η
)
= 1
2i
(
i
∂
∂t
− ∂
∂η
)
.
Note that eiηAun(t) ∈ Dom(A) and eiη f (A)vn(t) ∈ Dom( f (A)) for Borel functions f that are bounded on bounded sets, using
Lemma 8. We have
∂¯φn(α) = 1
2i
(
i
∂φn(α)
∂t
− ∂φn(α)
∂η
)
= 1
2i
[
i
∂
∂t
(
eiηAun(t) − eiη f (A)vn(t)
)− ∂
∂η
(
eiηAun(t) − eiη f (A)vn(t)
)]
= 1
2i
[
i
(
AeiηAun(t) + eiηAhn
(
t,u(t)
)− f (A)eiη f (A)vn(t) − eiη f (A)hn(t, v(t)))− (iAeiηAun(t) − i f (A)eiη f (A)vn(t))]
= 1
2
[
eiηAhn
(
t,u(t)
)− eiη f (A)hn(t, v(t))]. (25)
Since this quantity is not identically zero, φn is not analytic and thus we cannot apply the Three Lines Theorem [15] directly
to φn . Instead, we use a related function introduced in [2]. Deﬁne
Φn(α) = − 1
π
∫ ∫
S
eγ
2
∂¯φn(γ )
(
1
γ − α +
1
γ + 1+ α
)
dxdy,
where γ = x+ iy and α = t + iη. To use Lemma 11, we must show that eγ 2 ∂¯φn(γ ) is continuous and bounded as a function
of γ on the strip S = {γ = x+ iy | 0< x< T , y ∈ R}. First, we show it is bounded. Using (25) from above, we have∥∥eγ 2 ∂¯φn(γ )∥∥= ∥∥∥∥eγ 2 · 12 [eiyAhn(x,u(x))− eiyf (A)hn(x, v(x))]
∥∥∥∥
 1
2
eT
2(∥∥eiyA∥∥∥∥hn(x,u(x))∥∥+ ∥∥eiyf (A)∥∥∥∥hn(x, v(x))∥∥)
= 1
2
eT
2(∥∥hn(x,u(x))∥∥+ ∥∥hn(x, v(x))∥∥). (26)
From our assumption that ‖A1+δeT Ah(t,ψ)‖  N for all t ∈ [0, T ) and for all ψ ∈ H, we have that ‖hn(x,u(x))‖ and
‖hn(x, v(x))‖ are bounded on the strip S . Hence eγ 2 ∂¯φn(γ ) is bounded. To see that
eγ
2
∂¯φn(γ ) = 1
2
eγ
2[
eiyAhn
(
x,u(x)
)− eiyf (A)hn(x, v(x))]
is continuous on S , note that both the exponential function and h are continuous on S . Since eγ
2
∂¯φn(γ ) is bounded and
continuous on S , the results of Lemma 11 hold.
Deﬁne a new function wn as follows:
wn(α) = eα2φn(α) − Φn(α).
We claim that wn is holomorphic on S and bounded and continuous on the closed strip 0  Re(α)  T , and hence wn
meets the criteria of the Three Lines Theorem. We have ∂¯(eα
2
) = 0 since eα2 is entire, and from Lemma 11 we have
∂¯Φn(α) = eα2 ∂¯φn(α). Thus for α ∈ S ,
∂¯wn(α) = ∂¯
(
eα
2
φn(α) − Φn(α)
)
= ∂¯(eα2φn(α))− ∂¯(Φn(α))
= eα2 ∂¯φn(α) + φn(α)∂¯
(
eα
2)− eα2 ∂¯φn(α)
= 0,
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To show that wn is bounded on the closed strip 0 Re(α) T , ﬁrst consider ‖eα2φn(α)‖ on the sides of the strip. For
the left hand side, t = 0, we have α = iη, so∥∥eα2φn(α)∥∥ ∥∥eiηAun(0)∥∥+ ∥∥eiη f (A)vn(0)∥∥
= 2‖χn‖.
Similarly, on the right hand side α = T + iη, so we have∥∥eα2φn(α)∥∥ ∥∥eT 2−η2∥∥(∥∥eiηA∥∥∥∥un(T )∥∥+ ∥∥eiη f (A)∥∥∥∥vn(T )∥∥)
 eT 2
(∥∥un(T )∥∥+ ∥∥vn(T )∥∥).
Thus, on the sides of the strip, we have∥∥eα2φn(α)∥∥ 2‖χn‖ + eT 2(∥∥un(T )∥∥+ ∥∥vn(T )∥∥).
To show that Φn is bounded on the strip, examine ‖∂¯φn(γ )‖. As we saw above in (26), ‖∂¯φn(γ )‖ is bounded on S . Using
this and (13) from Lemma 11, we have
∥∥Φn(α)∥∥ K T∫
0
(∥∥hn(x,u(x))∥∥+ ∥∥hn(x, v(x))∥∥)(1+ log 1|x− t|
)
dx, (27)
where K is a constant. Since wn(α) = eα2φn(α) − Φn(α), we see that on the sides of the strip 0 Re(α) T we have∥∥wn(α)∥∥ 2‖χn‖ + eT 2(∥∥un(T )∥∥+ ∥∥vn(T )∥∥)
+ max
0tT
K
T∫
0
(∥∥hn(x,u(x))∥∥+ ∥∥hn(x, v(x))∥∥)(1+ log 1|x− t|
)
dx. (28)
By the maximum modulus principle, this same bound holds in all of the closed strip.
Now, consider (wn(α), τ ), where (·,·) represents the inner product in H and τ is an arbitrary element of H . Using (28),
we obtain
∣∣(wn(α), τ )∣∣ ∥∥wn(α)∥∥‖τ‖
(
2‖χn‖ + eT 2
(∥∥un(T )∥∥+ ∥∥vn(T )∥∥)
+ max
0tT
K
T∫
0
(∥∥hn(x,u(x))∥∥+ ∥∥hn(x, v(x))∥∥)(1+ log 1|x− t|
)
dx
)
‖τ‖,
so (wn(α), τ ) is bounded on the closed strip 0 Re(α) T .
It remains to show that wn is continuous on the closed strip 0  Re(α)  T . Since wn is holomorphic on the open
strip S , it follows that wn is continuous on the open strip S . However, we still need to consider continuity on the sides of
the strip. First, examine
eα
2
φn(α) = eα2
[
un(α) − vn(α)
]= eα2[eiηAun(t) − eiη f (A)vn(t)].
We know that eα
2
is continuous, and we know un(t), vn(t) are continuous in t . It follows from an easy argument that φn(α)
is continuous on the edges of the strip. Hence eα
2
φn(α) is continuous in α.
With a simple Dominated Convergence Theorem proof, we are able to show that limα→α0 Φn(α) = Φn(α0). Then Φn(α)
is continuous in α, and so wn is continuous on the closed strip 0 Re(α) T .
Having satisﬁed all of the conditions, we now apply the Three Lines Theorem to (wn(α), τ ). By the Three Lines Theorem,∣∣(wn(α), τ )∣∣ M(0)1− tT M(T ) tT (29)
for 0 t  T , where M(t) = maxα=t+iη,η∈R |(wn(α), τ )|.
First we ﬁnd a different bound for ‖∂¯φn‖. Note that for γ = x+ iy, γ ∈ S , we have from Eq. (25)∥∥∂¯φn(γ )∥∥= ∥∥∥∥12 [eiyAhn(x,u(x))− eiyf (A)hn(x, v(x))]
∥∥∥∥
=
∥∥∥∥1 [eiyAhn(x,u(x))− eiyf (A)hn(x,u(x))+ eiyf (A)hn(x,u(x))− eiyf (A)hn(x, v(x))]∥∥∥∥2
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2
∥∥[eiyA − eiyf (A)]hn(x,u(x))+ eiyf (A)[hn(x,u(x))− hn(x, v(x))]∥∥
 1
2
[∥∥[eiyA − eiyf (A)]hn(x,u(x))∥∥+ ∥∥eiyf (A)[hn(x,u(x))− hn(x, v(x))]∥∥]. (30)
We consider each of the summands in (30) separately.
First, consider ‖[eiyA − eiyf (A)]hn(x,u(x))‖. We have∥∥[eiyA − eiyf (A)]hn(x,u(x))∥∥= ∥∥[eiyA − eiyAeiyg(A)]hn(x,u(x))∥∥
= ∥∥eiyA∥∥∥∥(I − eiyg(A))hn(x,u(x))∥∥.
Recall that for ψ ∈ Dom(g(A)), by properties of semigroups we have
(
I − eiyg(A))ψ = −i y∫
0
eiwg(A)g(A)ψ dw.
Together with the fact that ‖eiwg(A)‖ = 1 since g(A) is self-adjoint, this yields
∥∥(I − eiyg(A))ψ∥∥= ∥∥∥∥∥−i
y∫
0
eiwg(A)g(A)ψ dw
∥∥∥∥∥ |y|∥∥g(A)ψ∥∥. (31)
For ψ ∈ Dom(A1+δ) , by Condition (A) and the above inequality we have∥∥(I − eiηg(A))ψ∥∥ |y|β∥∥A1+δψ∥∥.
So, for ψ ∈ Dom(A1+δ) ⊆ Dom(A) ∩ Dom( f (A)) = Dom(g(A)),∥∥(eiyA − eiyf (A))ψ∥∥ |y|β∥∥A1+δψ∥∥. (32)
In particular, since hn(x,u(x)) ∈ Dom(A1+δ), this yields∥∥[eiyA − eiyf (A)]hn(x,u(x))∥∥ |y|β∥∥A1+δhn(x,u(x))∥∥ (33)
for all n.
Now, consider ‖eiyf (A)[hn(x,u(x)) − hn(x, v(x))]‖, the second summand in (30). Using the fact that eiyf (A) is bounded
above and h is Lipschitz continuous,∥∥eiyf (A)[hn(x,u(x))− hn(x, v(x))]∥∥ K∥∥u(x) − v(x)∥∥ (34)
for some constant K . By Lemma 23,∥∥u(x) − v(x)∥∥ {∥∥exAχ − exf (A)χ∥∥+ (T eγ Tβ)(T N)}eL1T .
To obtain a bound for ‖exAχ − exf (A)χ‖, we follow the approach used above in Eqs. (31)–(33). Again using properties of
semigroups together with Condition (A), we have∥∥exAχ − exf (A)χ∥∥= ∥∥[I − exg(A)]exAχ∥∥
=
∥∥∥∥∥−
x∫
0
ewg(A)g(A)exAχ dw
∥∥∥∥∥
 xβeγ x
∥∥A1+δexAχ∥∥. (35)
Combining this with (30), (33), (34), and (24) from Lemma 23, we have∥∥∂¯φn(γ )∥∥ 1
2
[∥∥[eiyA − eiyf (A)]hn(x,u(x))∥∥+ ∥∥eiyf (A)[hn(x,u(x))− hn(x, v(x))]∥∥]
 1
2
[|y|β∥∥A1+δhn(x,u(x))∥∥+ K∥∥u(x) − v(x)∥∥]
 1
2
[|y|β∥∥A1+δhn(x,u(x))∥∥+ K{∥∥exAχ − exf (A)χ∥∥+ (T eγ Tβ)(T N)}eL1T ]
 1
2
[|y|β∥∥A1+δhn(x,u(x))∥∥+ K{xβeγ x∥∥A1+δexAχ∥∥+ (T eγ Tβ)(T N)}eL1T ]
= β
[
1
2
(|y|∥∥A1+δhn(x,u(x))∥∥+ K T eγ T {∥∥A1+δexAχ∥∥+ T N}eL1T )]
= β
[
1 (|y|∥∥A1+δh(x,u(x))∥∥+ K T eγ T {∥∥A1+δexAχ∥∥+ T N}eL1T )]. (36)
2
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‖A1+δh(x,u(x))‖ N for a possibly different value of N . Similarly, ‖A1+δeT Aχ‖ L implies ‖A1+δexAχ‖ L. Then from the
above inequality we have
∥∥∂¯φn(γ )∥∥ β[1
2
(|y|N + K T eγ T {L + T N}eL1T )] β[1
2
|y|N + K1
]
, (37)
where K1 is a constant.
Now we return to the result (29) from the Three Lines Theorem. For M(0), we have t = 0 and thus α = iη. Using (32)
and (37) from above, along with Lemma 23, we have∣∣(wn(iη), τ )∣∣ ∥∥e−η2φn(iη) − Φn(iη)∥∥‖τ‖
=
∥∥∥∥e−η2[eiηAun(0) − eiη f (A)vn(0)]+ 1π
∫ ∫
S
eγ
2
∂¯φn(γ )
(
1
γ − iη +
1
γ + 1+ iη
)
dxdy
∥∥∥∥‖τ‖

(
e−η2
∥∥eiηAχn − eiη f (A)χn∥∥+ ∥∥∥∥ 1π
∫ ∫
S
eγ
2
∂¯φn(γ )
(
1
γ − iη +
1
γ + 1+ iη
)
dxdy
∥∥∥∥)‖τ‖

(
e−η2 |η|β∥∥A1+δχn∥∥+ 1
π
∫ ∫
S
∥∥∥∥eγ 2 ∂¯φn(γ )( 1γ − iη + 1γ + 1+ iη
)∥∥∥∥dxdy)‖τ‖

(
e−η2 |η|β∥∥A1+δχn∥∥+ 1
π
∫ ∫
S
∣∣eγ 2 ∣∣∥∥∂¯φn(γ )∥∥∣∣∣∣ 1γ − iη + 1γ + 1+ iη
∣∣∣∣dxdy)‖τ‖

(
e−η2 |η|β∥∥A1+δχn∥∥+ 1
π
∫ ∫
S
ex
2−y2β
[
1
2
|y|N + K1
]∣∣∣∣ 1γ − iη + 1γ + 1+ iη
∣∣∣∣dxdy)‖τ‖

(
e−η2 |η|β∥∥A1+δχn∥∥+ Kβ T∫
0
(
1+ log 1|x|
)
dx
)
‖τ‖
 β
[
e−η2 |η|∥∥A1+δχ∥∥+ K T∫
0
(
1+ log 1|x|
)
dx
]
‖τ‖.
Here, we also used (13) from Lemma 11. Our assumption ‖A1+δeT Aχ‖ L implies ‖A1+δχ‖ L1 for constant L1. Thus from
the above inequality we have
∣∣(wn(iη), τ )∣∣ β
[
e−η2 |η|L1 + K
T∫
0
(
1+ log 1|x|
)
dx
]
‖τ‖, (38)
and so
M(0) βC1‖τ‖,
where C1 is a constant independent of β .
To ﬁnd M(T ) we follow a similar approach, but in this case we use a different bound for ‖∂¯φn‖. We have∥∥∂¯φn(γ )∥∥= 1
2
∥∥eiyAhn(x,u(x))− eiyf (A)hn(x, v(x))∥∥
 1
2
(∥∥hn(x,u(x))∥∥+ ∥∥hn(x, v(x))∥∥).
As mentioned earlier, our assumption ‖A1+δeT Ah(t,ψ)‖  N for all t ∈ [0, T ) and for all ψ ∈ H implies that ‖hn(x,u(x))‖
and ‖hn(x, v(x))‖ are bounded on the strip. Note that for M(T ), α = T + iη. Now,∣∣(wn(T + iη), τ )∣∣ ∥∥e(T+iη)2φn(T + iη) − Φn(T + iη)∥∥‖τ‖
= ∥∥e(T+iη)2[eiηAun(T ) − eiη f (A)vn(T )]∥∥
+
∥∥∥∥ 1π
∫ ∫
eγ
2
∂¯φn(γ )
(
1
γ − (T + iη) +
1
γ + 1+ (T + iη)
)
dxdy
∥∥∥∥‖τ‖
S
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(
eT
2−η2(∥∥un(T )∥∥+ ∥∥vn(T )∥∥)
+ 1
π
∫ ∫
S
∥∥∥∥eγ 2 ∂¯φn(γ )( 1γ − (T + iη) + 1γ + 1+ (T + iη)
)∥∥∥∥dxdy)‖τ‖

(
eT
2−η2(∥∥un(T )∥∥+ ∥∥vn(T )∥∥)+ K T∫
0
(∥∥hn(x,un(x))∥∥+ ∥∥hn(x, vn(x))∥∥)(1+ log 1|x− T |
)
dx
)
‖τ‖

(
eT
2
e−η2
(∥∥u(T )∥∥+ ∥∥vn(T )∥∥)+ K1)‖τ‖,
where K1 is a constant. From our stabilizing conditions and the fact that (g(A)ψ,ψ)  γ (ψ,ψ), we have that ‖v(T )‖ is
bounded, since
∥∥v(T )∥∥= ∥∥∥∥∥eT f (A)χ +
T∫
0
e(T−s) f (A)h
(
s, v(s)
)
ds
∥∥∥∥∥

∥∥eT g(A)eT Aχ∥∥+ T∫
0
∥∥e(T−s)g(A)e(T−s)Ah(s, v(s))∥∥ds
 eTγ L + eTγ T N. (39)
Using the fact that ‖u(T )‖ M1, we get∣∣(wn(T + iη), τ )∣∣ M‖τ‖
where M is independent of β . Finally, returning to the Three Lines Theorem, we obtain∣∣(wn(t), τ )∣∣ (C1β)1− tT M tT ‖τ‖,
or ∣∣(wn(t), τ )∣∣ Cβ1− tT M tT ‖τ‖.
Taking the supremum over all τ ∈ H , with ‖τ‖ 1, we obtain∥∥wn(t)∥∥ Cβ1− tT M tT .
It remains to show that ‖u(t) − v(t)‖  Cβ1− tT M tT . Notice that in the above calculations we have shown that ‖Φn(α)‖ 
βK
∫ T
0 (1+ log 1|x−t| )dx for α in the closed strip 0 Re(α) T (see (13), (27), and (38) and preceding discussion). Using this
fact together with 0< β < 1, we see that∥∥eα2φn(t)∥∥= ∥∥wn(t) + Φn(t)∥∥

∥∥wn(t)∥∥+ ∥∥Φn(t)∥∥
 Cβ1− tT M tT + βK
T∫
0
(
1+ log 1|x− t|
)
dx
 β1− tT
(
CM
t
T + K
T∫
0
(
1+ log 1|x− t|
)
dx
)
= β1− tT M tT
(
C + M− tT K
T∫
0
(
1+ log 1|x− t|
)
dx
)
.
This can be rewritten as∥∥un(t) − vn(t)∥∥ Cβ1− tT M tT
for a possibly different constant C . Since the bound on the right is independent of n, we let n → ∞ to get∥∥u(t) − v(t)∥∥ Cβ1− tT M tT ,
and the proof is complete. 
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