Abstract. It is well known that, in the Boltzmann-Grad limit, the distribution of the free path length in the Lorentz gas with disordered scatterer configuration has an exponential density. If, on the other hand, the scatterers are located at the vertices of a Euclidean lattice, the density has a power-law tail proportional to ξ −3 . In the present paper we construct scatterer configurations whose free path lengths have a distribution with tail ξ −N−2 for any positive integer N . We also discuss the properties of the random flight process that describes the Lorentz gas in the Boltzmann-Grad limit. The convergence of the distribution of the free path length follows from equidistribution of large spheres in products of certain homogeneous spaces, which in turn is a consequence of Ratner's measure classification theorem.
Introduction
The Lorentz gas [18] describes the dynamics of non-interacting point particles in an array of fixed spherical scatterers of radius ρ, centered at the elements of a point set P ⊂ R d , with d ≥ 2. We assume that P has unit density, i.e., for any bounded D ⊂ R d with boundary of measure zero, (1.1) lim
Each particle travels with constant velocity along straight lines until it enters a scatterer where it is deflected, e.g. by elastic reflection (as in the classic setting of the Lorentz gas) or by the force of a spherically symmetric potential. We denote the position and velocity at time t by q(t) and v(t). Since the particle speed outside the scatterers is a constant of motion we may assume without loss of generality v(t) = 1. The dynamics thus takes place in the unit tangent bundle T 1 (K ρ ) where K ρ ⊂ R d is the complement of the set B d ρ + P; B d ρ denotes the open ball of radius ρ, centered at the origin. We parametrize
1 , where we use the convention that for q ∈ ∂K ρ the vector v points away from the scatterer (so that v describes the velocity after the collision). The Liouville measure on T 1 (K ρ ) is
where vol R d and vol S Since all particles are moving with unit speed, we may also refer to τ 1 (q, v; ρ) as the free path length. The distribution of free path lengths in the limit of small scatterer density (Boltzmann-Grad limit) has been studied extensively when P is a fixed realisation of a random point process (such as a spatial Poisson process) [5, 14, 26, 31] and when P is a Euclidean lattice [1, 2, 8, 10, 12, 13, 15, 20, 25, 26] (cf. also the recent studies of the free path length in the honeycomb lattice [3, 4] and quasicrystals [33, 24] ). In both cases, the limit distribution for the free path length between consecutive collisions exists in the small scatterer limit: For a random scatterer configuration, the probability that τ 1 > ρ −(d−1) ξ has the limiting density (as ρ → 0)
where σ is the volume of the (d − 1) dimensional unit ball (this represents the total cross section of a spherical scatterer in units of the radius). If the scatterer configuration is given by a Euclidean lattice P = L, an explicit formula for the limit distribution of free path length is only known in dimension d = 2 [1, 2, 12] ; in higher dimension we have the tail estimates Φ 0,L (ξ) ∼ A d ξ −3 for large ξ (the value of A d is given in Section 3), and Φ 0, [23] . Note that the heavy tail at infinity implies that Φ 0,L (ξ) has no second moment. A further non-trivial observation of [20] is that the limit distributions are independent of the choice of lattice L (the covolume of L is assumed to be one). We will therefore set in the following Φ 0 (ξ) := Φ 0,L (ξ).
In this study we assume that the scattering configuration is given by a finite union of distinct Euclidean lattices. That is,
where L i are (possibly shifted) Euclidean lattices of covolume n −1
i . We will assume that the lattices are pairwise incommensurable (we will give a precise definition of this in Section 2 below); this ensures among other things that each intersection L i ∩ L j (i = j) is contained in some affine subspace of dimension less than n, and thus the density of P is n 1 + . . . + n N . We impose the normalizing condition n 1 + . . . + n N = 1.
We will prove that the distribution of free path lengths has a limit density with tails
see Theorems 2 and 3 in Section 3 below for explicit formulas for the constants C 0 and C ∞ . In the Boltzmann-Grad limit, the Lorentz process in fact may converge to a random flight process; this has been proved in the case of random P in [14, 31, 5] , and in the case of Euclidean lattices P = L in [21] . In the random setting, this limiting process is governed by the linear Boltzmann equation as originally suggested by Lorentz [18] . In the periodic setting, the linear Boltzmann equation has to be replaced by a more general transport equation. We will argue that the same applies in the setting studied in this paper (Section 4), and establish a limit theorem for the transition kernel that characterises the transport equation (Section 5). The key technical ingredient in our proofs (which follow closely the strategy developed in [20] ) is an application of Ratner's measure classification theorem to establish equidistribution in products of certain homogeneous spaces (Section 6).
Free path length
We will begin by describing our results on the distribution of free path lengths for initial data of the form (q + ρβ(v), v), where v ∈ S d−1 1 is random, q ∈ R d is fixed and β : S
is some fixed continuous function. For q / ∈ P, the free path length τ 1 (q + ρβ(v), v; ρ) is evidently well defined for ρ sufficiently small. If q ∈ P, we assume in the following that β is chosen so that the ray β(v) + R ≥0 lies completely outside the ball
ρ for all ρ > 0); this is to avoid any initial condition where the particle starts inside the scatterer.
We let S be the commensurator of
Cf. [7, Thm. 2] , as well as [32, Sec. 7.3] . We say that the matrices
where ζ is any positive number such that ζ, ζ 2 , . . . , ζ N −1 / ∈ Q.
where Φ α,β (ξ) is the continuous probability density on R >0 defined in [20, Eq. (4.6)].
Let us fix a map K : S
1 ; we assume that K is smooth when restricted to S d−1 1 minus one point (see [20, footnote 3, p. 1968] for an explicit construction). We show in [20] 
where x ⊥ denotes the orthogonal projection of x ∈ R d onto {0} × R d−1 , and Φ 0 (ξ, z) is a probability density on R >0 for any fixed z ∈ {0} × R d−1 . We will call s(v) :
the exit parameter. Let us discuss two special examples of the limit density (2.3). In the first, we are shooting off from a scatterer centered at a lattice point q ∈ L j (i.e., α j ∈ Z d ) for some j, such that α i / ∈ Q d for each i = j. We remark that this condition, with j depending on q, is satisfied for all points in q ∈ P outside a finite union of affine subspaces of dimension less than n; this is because of our assumption about pairwise incommensurability. In particular the condition holds for asymptotically all points q ∈ P. For such a starting point q, the right hand side of (2.3) is
where
The distribution of the free path length between consecutive collisions is
In the second example, we launch a particle from a generic point q, by which we mean here α i / ∈ Q d for all i. Now the right hand side of (2.2) yields
This density is, as in the single-lattice setting, independent of β. We recall from [20] ,
With the above relations, this implies the following relation between the distribution of the free path length between consecutive collisions and the distribution of the distance to the first scatter from a generic point,
Asymptotic tails
For the distribution of the free path length in a single lattice, we have proved in [23] that for ξ small
The tail asymptics for large ξ are
and the log ξ may be replaced by 1 when d = 3. These relations imply, by an elementary calculation, the following asymptotic estimates for the free path lengths (2.6) and (2.8):
where, in the first expression, log ξ may be replaced by 1 when d = 3.
A macroscopic transport equation
As the mean free path length scales like ρ −(d−1) , i.e., like the inverse of the total scattering cross section of an individual scatterer, we rescale all length units by introducing the macroscopic coordinates
This rescaling of length and time is called the Boltzmann-Grad scaling, and the corresponding limit as ρ → 0 is called the Boltzmann-Grad limit. We define the macroscopic particle flow by F t ρ (Q, V ) := (Q(t), V (t)) and consider the evolution of an initial macroscopic particle density f 0 (Q, V ) which, at time t > 0, reads f
. The work of Gallavotti [14] , Spohn [31] and Boldrighini, Bunimovich and Sinai [5] shows that, if the scatterer configuration P is random (e.g. given by a typical realisation of a Poisson process studied in [5] ), then f (ρ) t (Q, V ) converges in the Boltzmann-Grad limit (in a weak sense) to a solution of the linear Boltzmann equation
as predicted by Lorentz [18] . Here σ(V 0 , V ) denotes the differential cross section of the scatterer. As mentioned in the introduction, the distribution of free path lengths between consecutive collisions is in this case given by the exponential distribution (1.4).
In the case when the scatterer configuration is a single Euclidean lattice, we have shown in [21] that, for a general class of scattering maps (which include elastic reflection and muffin-tin Coulomb potentials), the particle density f (ρ) t (Q, V ) also converges as ρ → 0, but the limiting density f t (Q, V ) does not satisfy a linear transport equation; cf. also [16] , [11] . To obtain a transport equation, consider a density f (Q, V , ξ, V + ) on an extended phase space, where ξ ∈ R + is the flight time until the next collision, and
is the velocity after the next collision. The density f t (Q, V , ξ, V + ) satisfies a generalized linear Boltzmann equation
with collision kernel
where σ(V , V + ) is the differential cross section and Φ 0 (ξ, −b, s) the transition kernel to exit with parameter s and hit the next scatterer at time ξ with impact parameter b. If we choose the initial condition
is the weak limit of f Let us now introduce the generalised linear Boltzmann equation that describes the BoltzmannGrad limit of f (ρ) t (Q, V ) in the case of a finite union of Euclidean lattices L i (as in Theorem 1). We will limit our discussion to the convergence of the transition kernel in analogy with our results in the periodic setting in [20] . The weak convergence of f (ρ) t (Q, V ) to a solution of the transport equation would require a number of additional technical estimates that are beyond the scope of this short note (cf. [21] for the periodic setting).
The particle density will now not only depend on position, velocity, time to the next hit and velocity thereafter but also on the index j which indicates the lattice L j that is involved in the next collision. (By assumption, the points in P that belong to two or more lattices have density zero, and will not be relevant for the limiting process.) The generalised linear Boltzmann equation reads thus
The original particle density is recovered from the relation
The right hand side of (4.8) involves a new collision kernel p
where σ(V , V + ) is the differential cross section and Φ (i→j) 0 (ξ, −b, s) the transition probability density to hit the next scatterer in L j at time ξ with impact parameter b, given that the particle exits a previous scatterer in L i with parameter s. So Φ (i→j) 0 (ξ, w, z) is a conditional probability density with
The stationary solution of (4.8) is f
In particular we have
This follows from eq. (5.14) below. Let us now discuss the convergence of the microscopic transition probabilities to the transition kernel Φ (i→j) 0 ξ, w, z), and provide explicit formulas in terms of the single-lattice distributions.
Convergence of the transition kernel
We are now interested in the joint distribution of the free path length (considered in Section 2), and the precise location on the scatterer where the particle hits.
Given initial data (q, v), we denote the position of impact on the first scatterer by
We define the function h 1 (q, v; ρ) = j if the first scatterer hit is centered at a point y in the lattice L j . (If two ore more scatterers overlap and are hit simultaneously, we choose the scatterer belonging to the lattice with the smallest index to make h 1 (q, v; ρ) well defined; this scenario is a probability zero event.) Given the scatterer location y ∈ L h 1 (q,v;ρ) , we have q 1 (q, v; ρ) ∈ S d−1 ρ +y and therefore there is a unique point
As in Section 2, we will use the initial data (q + ρβ(v), v) for fixed q and β, and use the shorthand τ 1 = τ 1 (q + ρβ(v), v; ρ), w 1 = w 1 (q + ρβ(v), v; ρ) and h 1 = h 1 (q + ρβ(v), v; ρ). (∂U) = 0, and any 0 ≤ a < b, we have
and Φ α (ξ, w, z) is the transition kernel for a single Euclidean lattice of covolume one.
We refer the reader to [20] for a detailed study of Φ α (ξ, w, z). In particular we note in [20, Remark 4.5] that for α / ∈ Q d , the kernel Φ(ξ, w) := Φ α (ξ, w, z) is independent of α and z. An explicit formula of the transition kernel Φ α (ξ, w, z) in dimension d = 2 is derived in [22] (cf. also [11, 9] ); for asymptotics in higher dimensions d ≥ 2 see [23] .
As discussed earlier in the case of the free path length, a particularly relevant case is when q ∈ L k for some k (i.e., α k ∈ Z d ) and q is generic with respect to the remaining lattices, i.e., α i / ∈ Q d for i = k. In this case we have
..,α N (ξ, w, z), the transition probability density considered in the previous section. In particular, for k = j,
and for k = j,
and, by [21, Eq. (6.67)],
We note that Φ (k→j) 0 (ξ, w, z) is a conditional probability density, in the sense that (4.11) holds. Note also that
We have the following relation with the density (2.6),
A second important case is when q is generic with respect to all lattices, i.e., α i / ∈ Q d for all i = 1, . . . , N . In this case Φ (j) α 1 ,...,α N (ξ, w, z) is also independent of z; we set
and have the explicit representation
This implies for instance 13) and hence in particular Φ (j) (0, w) = n j from (4.11). A simple substitution shows that the stationary solution of (4.8) can be written as
Let us now discuss the key ingredient in the proof of Theorem 4.
Equidistribution in products
Consider the subgroup Γ = Γ 1 ×· · ·×Γ N in SL(d, R) N , where each Γ i is a lattice in SL(d, R). We denote by µ Γ the unique SL(d, R) N invariant probability measure on Γ\ SL(d, R) N , and by ϕ the diagonal embedding of
Recall that two lattices Γ and Γ ′ in SL(d, R) are said to be commensurable if their intersection Γ ∩ Γ ′ is also a lattice; otherwise Γ and Γ ′ are incommensurable.
Theorem 5. Let Γ 1 , . . . , Γ N be pairwise incommensurable lattices in SL(d, R). Let λ be a Borel probability measure on R d−1 , absolutely continuous with respect to Lebesgue measure, and let f :
Proof. The statement is classical for N = 1 (cf. [20] ) and proved in [19] for N = 2. The extension to general N follows from the strategy in [19] : Ratner's measure classification theorem [28, 29] implies that there exists a closed connected subgroup K ≤ SL(d, R) N with the property that (a) Γ ∩ K is a lattice in K, (b) H := ϕ(SL(d, R)) ≤ K and (c) Γ\ ΓH is dense in Γ\ ΓK. Shah's theorem [30] then shows that (for x-independent test functions) the limit (6.3) exists and is given by
where µ K (g) is the unique K-invariant probability measure on Γ\ ΓK. The proof of [19, Theorem 2] shows that the incommensurability of Γ i and Γ j implies that the projection of K onto the ith and jth factor is the group SL(d, R) × SL(d, R). Lemma 6 below shows that the only K with this property is K = SL(d, R) N . The case of x-dependent test functions f follows from the same argument as in the proof of Theorem 5.3 in [20] .
Lemma 6. Let K be a connected Lie subgroup of SL(d, R) N whose projection onto the ith and jth factor equals
Proof. Let k be the Lie subalgebra of sl(d, R) N corresponding to K. The assumption implies that the projection of k onto the ith and jth factor equals
. It follows that if we let l be the set of those Z ∈ sl(d, R) for which (Z, 0, . . . , 0) ∈ k, then l = {0}. Note also that our assumption (applied e.g. with i = 1, j = 2) implies that l is an ideal in sl(d, R).
The equidistribution of horospherical averages in Theorem 5 implies, by the same argument as in [20] , the following equidistribution of spherical averages. The rotation K(v) ∈ SO(d) is defined as in Section 2. 6.5) lim
For our application to the Lorentz gas we are interested in the choice of lattices Γ i = M which is absolutely continuous with respect to Lebesgue measure, and let f : X N 1 → R be bounded continuous. Then
As in [20] , the above equidistribution theorems can be extended to the semi-direct product group ASL(d, R) = SL(d, R) ⋉ R d with multiplication law
An action of ASL(d, R) on R d can be defined as
Each affine lattice (i.e. translate of a lattice) of covolume one in R d can then be expressed as Z d g for some g ∈ ASL(d, R), and the space of affine lattices is then represented by
We denote by µ the unique ASL(d, R) invariant probability measure on X.
, we see that
the principal congruence subgroup. This means that the space of affine lattices with α = p/q can be parametrized by the homogeneous space Γ(q)\ SL(d, R) (this is not necessarily one-toone). Given arbitrary α 1 , . . . , α N in R d , we introduce for each i = 1, . . . , N a space (X i , µ i ) and a map ψ i : SL(d, R) → X i as follows:
with µ i the unique SL(d, R) invariant probability measure on X i , and let ψ i be the map M → Γ(q i )M . We now have the following generalization of Theorem 9.
Theorem 10. Let α 1 , . . . , α N ∈ R d be given and let (X i , µ i ) and ψ i be as defined above. Then for any M 1 , . . . , M N ∈ SL(d, R) which are pairwise incommensurable, any Borel probability measure λ on S d−1 1 which is absolutely continuous with respect to Lebesgue measure, and any bounded continuous f :
Proof. Let G = G 1 × · · · × G N and Γ = Γ 1 × · · · × Γ N , where
and
We here view SL(d, R) as a subgroup of ASL(d, R) through M → (M, 0). Let ϕ : SL(d, R) → G be the diagonal imbedding. Again by Ratner [28, 29] , there exists a closed connected subgroup K ≤ G such that Γ ∩ K is a lattice in K, H := ϕ(SL(d, R)) ≤ K, and ΓK equals the closure of ΓH in G. We are going to prove that K = G. Once we have this, the proof of Theorem 9 extends immediately to the present situation, thus completing the proof of Theorem 10.
Let ρ : ASL(d, R) → SL(d, R) be the projection (M, ξ) → M , and define ρ : Using dp 1 (k) = g 1 (cf. (6.16)) it follows that l is an ideal in g 1 ; hence also dρ(l) is an ideal in sl , v) , 0, . . . , 0) ∈ k. Using also dp 1 (k) = asl(d, R) we see that for any w ∈ R d there exist some X j ∈ g j for j = 2, . . . , N such that ((A, w), X 2 , . . . , X N ) ∈ k. Hence k also contains their Lie product, viz. We proved (6.21) under the assumption that α 1 / ∈ Q d ; however the same argument in a simplified form applies when α 1 ∈ Q d , i.e. (6.21) holds in that case as well. By analogous reasoning we get {0} × · · · × g i × · · · × {0} ⊂ k for each i. Hence k = g and K = G, and the proof is complete.
Finally, Theorems 1 and 4 now follow from Theorem 10 by the same steps as in [20, Sections 6 and 9] .
