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Abstract 
A new multi-scale groundwater modelling methodology is presented to simulate pumped 
water levels in abstraction boreholes accurately within regional groundwater models. This 
provides a robust tool for assessing the sustainable yield of supply boreholes, thus improving 
our understanding of groundwater availability during drought. 
Under UK legislation water companies are required to quantify the reliable, or deployable, 
output (DO) of all groundwater and surface water sources under drought conditions. 
However, there is a current lack of appropriate tools for assessing groundwater DO, 
especially for hydrogeologically complex sources. This is a particular issue for sources in the 
Chalk aquifer, which is vertically heterogeneous and closely linked with the surface water 
system. The DO of an abstraction borehole is influenced by processes operating at different 
scales. The multi-scale model incorporates these processes, providing a new and unique 
method for simultaneously representing regional groundwater processes, local-scale 
processes, and features of a borehole. The 3D borehole-scale model solves the Darcy-
Forchheimer equation in cylindrical co-ordinates to simulate both linear and non-linear radial 
flow to a borehole. It represents important features of the borehole itself and incorporates 
horizontal and vertical aquifer heterogeneity. The radial flow model is embedded within a 
Cartesian grid using a hybrid radial-Cartesian finite difference method which has not 
previously been applied in the field of groundwater modelling. A novel methodology is 
developed to couple this model to a regional groundwater model, ZOOMQ3D, using the 
OpenMI model linkage software. This provides a flexible and efficient tool for assessing the 
behaviour of a groundwater source within its regional hydrogeological context during historic 
droughts and under climate change. The advantages of the new method for calculating the 
sustainable yield of abstraction boreholes are demonstrated through application to a Chalk 
supply borehole in the Thames Basin. The multi-scale methodology has many potential 
applications beyond DO, but provides a valuable tool for water companies to produce a more 
reliable and robust assessment of groundwater availability, in line with the current water 
resources planning guidelines. 
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Chapter 1 
1 Introduction 
1.1 The Chalk Aquifer as a Groundwater Resource 
Groundwater provides approximately one third of the total public water supply in England 
and Wales. The Chalk, which is designated a Principal aquifer in the UK, underlies much of 
southern and eastern England, outcropping over an area of 21, 500 km2 (Figure 1.1). 
Abstraction from the Chalk aquifer accounts for approximately 40% and 70% of the total 
water supplied by Thames Water and Southern Water, respectively (Downing, 1998). 
However, considering a high proportion of river flow is derived from baseflow in Chalk 
catchments, the contribution of groundwater to the total water supply is likely to be much 
more significant. The importance of the Chalk aquifer is not only related to its physical 
properties, which enable large quantities of water to be stored and transmitted to springs and 
boreholes, but also to its occurrence in southern England where population density is high 
and rainfall is relatively low. 
Management of the Chalk as a groundwater resource requires a socially and environmentally 
acceptable balance to be maintained between supply and demand. This should ensure that a 
given level of service can be provided to customers without causing dramatic shortages and 
risk to the long-term supply. Short-term declines in levels are expected during periods of 
drought or increased demand; however, if a source is managed effectively water levels should 
recover quickly when recharge is re-established. Only if the rate of abstraction exceeds the 
long-term average recharge, will groundwater levels show a long-term decline. If this occurs 
the yield of the aquifer will decrease. In addition to abstraction for consumptive use, 
management of the resource must take into account the use of groundwater in the 
environment. In Chalk catchments, for example, baseflow is the main source of water for 
many important ecological sites.  
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1.2 Deployable Output 
Following the Water Industry Act 1991 and the Water Act of 2003, water companies have a 
statutory duty to produce a five yearly water resources management plan (WRMP). This must 
outline how the company intend to manage the balance between supply and demand over a 
25 year period. The WRMP is submitted to the Secretary of State or Welsh Assembly 
Government who, following advice from Statutory Consultees such as the Environment 
Agency, will approve the plan or issue directions on changes to be made. Further detail on the 
statutory process can be found in Parts A and B of the Environment Agency’s Water 
Resources Planning Guideline (EA, 2011). The WRMP also forms part of a water company’s 
strategic business plan, which is submitted to Ofwat, the water services regulation authority, 
as part of each five year asset management plan (AMP). Ofwat are responsible for setting the 
price limits for water and sewerage companies in England and Wales; plans submitted this 
year (2014) will be used by Ofwat to review the price limits set for the five years from 2015-
2020.  
The WRMP must quantify the level of service to be provided to customers and the total 
amount of water available for supply. It must display a balance between the supply and 
demand for a dry year and, where necessary, a dry year critical period where demand may be 
particularly high. This demonstrates that an agreed level of service can be provided to 
customers under drought conditions. The total amount of water available for supply is 
assessed using the concept of deployable output (DO). DO is a quantification of the reliable 
output of an individual source, group of sources, or water resources zone. In the case of 
groundwater, DO is constrained by several factors: the aquifer properties and characteristics 
of the spring or abstraction borehole; the surrounding environment (e.g. prescribed river 
flows); the licensed quantity for a source; water quality (e.g. solute concentrations or 
turbidity); and the capacity of the pumping plant, treatment plant, and transfer or output 
mains.  
The original methodology for assessing the DO of a groundwater source was developed by 
UK Water Industry Research (UKWIR, 1995; Beeson et al., 1997; Misstear & Beeson, 2000). 
The methodology outlines four options for DO assessment: options A-C are based on 
operational data while option D is based on pumping test analysis. The choice of 
methodology is based on the amount of available operational and test data. Option C is the 
most robust methodology, requiring the following data sets: the total output of a source and 
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corresponding pumped groundwater levels for a defined drought year; borehole construction 
details and geophysical information on major flow horizons to help define a deepest 
advisable pumping water level (DAPWL); peak and average licensed output; and any 
additional constraints related to the environment, water quality, or sourceworks. The drought 
year is defined from long-term observational records simply as the year when groundwater 
levels reached their minimum value. Average and peak demand scenarios are assessed for 
this year. In the average demand scenario the source output is calculated from historic data as 
the accumulated volume per month and the pumped water level is the average observed level 
for that month. The output and pumped water levels are calculated on a weekly basis for the 
peak demand scenario. A summary diagram, which consists of a scatter plot of total source 
output versus observed pumping water level, is constructed for each source (Figure 1.2). A 
drought curve is defined as the lower bound to the scatter of data points. Step-test data and a 
non-pumping (rest) water level from the drought period should also inform the shape and 
origin of the drought curve, respectively. The point at which the drought curve intersects the 
DAPWL defines the potential yield of the source under these conditions. DO is defined by 
the intersection of the drought curve with the minimum constraint on the source. Option B is 
also based on a summary diagram and drought curve however information on borehole 
construction and flow horizons are not incorporated therefore a potential yield is not defined. 
Option A is used where no operational groundwater levels are available and the DO is 
defined by the licence.  
The method for surface water DO assessment was originally outlined by the National Rivers 
Authority (NRA, 1995). Surface water DO assessments are undertaken using system 
simulation models, such as Aquator (OSSL, 2014; STW, 2014; TWUL, 2014), which 
represent the operation of an entire water resources system. They are based on water resource 
zones (WRZ), which are the largest possible zones in which all resources can be shared and 
are thus subject to the same risk of supply failure. Inflow sequences for the resource zone are 
determined from naturalised river flows, which are extended to include the 1930s drought by 
rainfall-runoff modelling, regression analysis, or catchment modelling. Operational practices 
are defined including agreed levels of service (i.e. the frequency of supply or water usage 
restrictions); demand profiles, which are based on observed demand during drought periods; 
emergency storage; and source or system constraints such as licence conditions, water 
quality, and capacity of the pumping plant, treatment and transfer or output mains. Both the 
natural river system and operational practices are represented as components in the system 
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simulation model. Models are generally run on a daily time-step over a long time period to 
include major historical droughts. Behavioural analysis of the system over this period allows 
the DO of the resource zone to be determined such that all predefined operational constraints 
are satisfied. This provides a risk-based DO assessment for a given level of service for a 
drought return period equivalent to that of the simulation period.  
The groundwater methodology described above is still widely applied by water companies for 
assessing the DO of individual sources. The key limitations of this methodology are 
summarised below: 
 Options A and B have little practical application because the potential yield of a source, 
which may be the key constraint on DO, is not defined. Furthermore, an incompatibility 
between data points for Option C, which is based on operational data, and Option D, 
which is based on an analysis of pumping test data, has shown that option D is generally 
not applicable (Beeson, 2000). 
 Estimation of the DAPWL is often very difficult, particularly in fractured aquifers, due 
to the lack of accurate geophysical data to map flow horizons (Besien & Perkins, 2000).  
 The availability and quality of sufficiently long operational time-series and pumping test 
data, particularly for drought periods, varies significantly between water companies and 
for different sources (Besien & Perkins, 2000). Where data are available under low water 
level conditions there may be uncertainty over whether they represent the most extreme 
drought. The availability of rest drought water levels to define the drought curve can also 
be a problem for sources that are continuously pumped.  
 Definition of the drought bounding curve is highly subjective, particularly for sources 
lacking operational and test data.  
 The methodology states that drought curves can be transposed to allow prediction of DO 
for water level conditions where no operational or test data exist, and that data displaying 
a long-term trend can be projected forwards to allow prediction of DO under future 
levels of abstraction (Beeson, 2000). This, however, makes the assumption that borehole 
behaviour is unaffected by groundwater level, which is unlikely in Chalk sources due to 
vertical heterogeneity. 
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 Groundwater sources are considered in isolation without taking into account interaction 
with adjacent sources or the surface water system. This is a particular issue for 
evaluating the water resources of Chalk catchments, in which there is often a very strong 
coupling between the groundwater and surface water system. The incompatibility of the 
groundwater and surface water methods discussed above make the integrated assessment 
of resources very difficult.   
The water resources planning guidelines (EA, 2011) and recommended DO assessment 
methodologies (UKWIR, 2000a; UKWIR, 2000b; UKWIR, 2012b) have been revised to 
address some of the limitations discussed above. The recent updates were implemented to 
ensure the water resources planning process is flexible and robust, particularly within the 
context of climate change and increasing population pressure. Water companies are now 
required to take a risk-based approach to water resources management. Sources that are of 
particular strategic importance, or are assessed as having a high vulnerability to climate 
change, require a more in-depth analysis to ensure the specified level of service can be 
maintained during drought. In addition to individual source DO, there is a requirement for 
groundwater resources to be assessed at the scale of a WRZ where necessary, bringing the 
groundwater methodology in line with the surface water methodology described above. WRZ 
assessments require a detailed understanding of source interaction, particularly for 
conjunctive use schemes involving surface water and groundwater. Under the new guidelines, 
water companies are also required to calculate the sustainability of sources in terms of their 
impact on the surrounding environment. This is particularly important near conservation sites 
designated under the EU Habitats Directive (Conservation (Natural Habitats, &c.) 
Regulations 1994), or where abstraction may impact the delivery of the key objectives of the 
EU Water Framework Directive (The Water Environment (Water Framework Directive) 
(England and Wales) Regulations 2003).  
The recent guidelines state that the dry year scenario on which DO assessments are based 
should be determined by analysis of historic climate data to ensure the worst drought scenario 
is planned for. Marsh et al. (2007) summarise the major droughts in England and Wales over 
the period 1800-2006. The most significant and widespread droughts occurred during 1921-2, 
1933-4 and 1976, with other notable dry periods in the 1940s and 1960s. More recently, the 
prolonged period of below average rainfall between 2010 and 2012 led to widespread drought 
across much of England and Wales (Kendon et al., 2013). River flows and regional 
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groundwater levels should therefore be reconstructed back to at least 1920 to investigate the 
behaviour of the system during significant historical droughts. The challenge for water 
companies is then how to use reconstructed time-series, which are representative of the 
regional aquifer system, to inform the DO assessment of an individual source where 
operational data are not available. This is difficult because the water level in an abstraction 
borehole is not only dependent on the regional system, but also on processes local to the 
borehole such as the rate of abstraction, well losses, borehole construction, and vertical 
heterogeneity.  
There is now a requirement for water companies to assess the likely impact of climate change 
on all groundwater and surface water sources (EA et al., 2013). Under the risk-based 
approach, the vulnerability of a source should determine the level of detail required to 
adequately assess the potential impact of climate change on DO. All climate change analyses 
should be based on some level of sampling of the UKCP09 (Murphy et al., 2009) or the 
Future Flows Climate (Prudhomme et al., 2012) UK climate projection data sets. For sources 
of low to medium vulnerability, climate factors derived from 20 UKCP09 scenarios or the 11 
Future Flows Climate (FFC) scenarios should be used to perturb historic time-series of 
rainfall and potential evapotranspiration (PET). For sources of medium to high vulnerability 
rainfall and PET time-series should be derived from either the 11 transient FFC scenarios or a 
sample of approximately 100 projections from the UKCP09 dataset. The perturbed or 
transient climate data are then used to drive rainfall-runoff or groundwater models to produce 
a representation of possible flow or groundwater level conditions in the 2030s. The variation 
within the suite of models provides an estimate of the uncertainty of the potential impact of 
climate change on regional groundwater levels. This uncertainty can then be accounted for in 
the water resources planning process. However, as discussed above, the issue remains over 
how to translate projected changes in regional groundwater levels to changes in the DO of an 
individual source.  
1.3 Aims of the Research 
There is a clear need for a methodology that allows the behaviour of an individual 
groundwater source to be analysed in the context of historical droughts and climate change. 
This will provide water companies with a more robust framework within which to assess 
groundwater DO, particularly for sources that are strategically important or vulnerable to 
drought. As discussed above, the behaviour of an abstraction borehole is dependent on both 
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the regional and local groundwater system. The aim of this research is therefore to develop a 
multi-scale modelling methodology that allows an individual abstraction borehole to be 
explicitly represented in a regional groundwater model. In this case, the term multi-scale 
modelling is used to refer to the simulation of macroscopic groundwater flow processes 
across multiple spatial scales, from regional-scale groundwater flow down to local-scale flow 
processes around a borehole. Particular attention will be paid to simulating sources in the 
Chalk aquifer due to its significant contribution to public water supply in southern England. 
The key requirements of the methodology are: 
1. It should be based on a continuous simulation allowing source behaviour to be 
reconstructed back to 1920 and to be simulated under potential climate change 
scenarios. 
2. It should take account of interference effects between neighbouring abstractions and 
impacts of abstraction on the surrounding environment. 
3. It should incorporate operation and management procedures to represent the realistic 
operation of a source. 
4. It should be capable of producing DO estimates quickly and accurately for a large 
number of sources and a number of climate change scenarios. 
5. It should have the potential to be linked to a surface water model to allow a fully 
integrated approach to water resources planning.  
This thesis will address the requirements above and focus on the development of a multi-
scale groundwater model that can be used to inform groundwater DO assessments both at the 
individual source and resource zone scale. Chapter 2 will provide an overview of the flow 
processes within the Chalk aquifer, with particular attention to flow around abstraction 
boreholes. The key processes to be represented in a groundwater model of the Chalk at the 
regional and borehole scale will be considered. Chapter 3 comprises a literature review of 
potential multi-scale modelling methodologies with an evaluation of their applicability to the 
Chalk. This includes those recently applied in the field of groundwater modelling, and also 
takes examples from the wider fluid flow modelling community. Chapter 4 describes the 
development and validation of a radial flow model to simulate flow to abstraction boreholes. 
While most existing groundwater models represent Darcian flow, the new three-dimensional 
model is based on the Darcy-Forchheimer equation. Its application highlights the importance 
of representing vertical heterogeneity and non-linear flow for accurately modelling 
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drawdown in Chalk boreholes. A method for coupling the Darcy-Forchheimer radial flow 
model with a regional groundwater model is described in Chapter 5. As will be discussed in 
Chapter 2, there are several existing regional groundwater models of the Chalk aquifer that 
are currently used by water companies for resource management. These models are generally 
based on a Cartesian grid structure and have either been developed using the MODFLOW or 
ZOOMQ3D codes (discussed further in Chapter 3). The aim of this work is to develop a 
methodology that can utilise existing regional models to maximise the significant amount of 
time and money already invested in these tools. The radial model is therefore embedded 
within a Cartesian grid using a hybrid radial-Cartesian finite difference method, as described 
in Chapter 3. This enables it to be linked to the Cartesian grid of an existing regional 
groundwater model relatively easily. The hybrid radial-Cartesian model is made OpenMI 
compliant allowing it to be coupled to other compliant regional groundwater modelling 
codes. In this case the ZOOMQ3D code is used as it has been shown to successfully simulate 
the regional Chalk groundwater system within the Thames Basin, as is discussed in Chapter 
2. A case study is presented in Chapter 6 to demonstrate the applicability of the multi-scale 
methodology for assessing groundwater deployable output. Future developments and 
potential application of the methodology beyond deployable output assessment will be 
discussed in Chapter 7. 
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Figure 1.1 Location map showing the Chalk outcrop and Thames Water supply boundary.  
 
 
Figure 1.2 Example deployable output summary diagram. 
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Chapter 2 
2 The Chalk Aquifer 
2.1 The Geology of the Chalk 
Chalk is a very fine-grained limestone (~98% CaCO3) formed from shell fragments and the 
skeletal plates of micro-organisms. It was deposited over significant portions of England and 
northern Europe during a marine transgression in the Cretaceous Period. In England, the 
Chalk outcrops in two broad zones: the larger southern zone comprises East Anglia, the 
Thames basin and the southern counties of Kent, Sussex, Hampshire and Dorset, while the 
northern zone outcrops in Yorkshire, Humberside and Lincolnshire. The following brief 
discussion focuses on the Chalk of the southern province. For a more detailed discussion see 
Allen et al. (1997) or Aldiss & Royse (2002). The thickness of the Chalk in the southern zone 
varies from approximately 200-400 m. It is classified into several members based on 
widespread flint and marl units. The West Melbury Marly Chalk and Zig Zag Chalk members 
(previously the Lower Chalk Formation) have a high marl content which decreases up 
through the sequence. Overlying the Zig Zag Chalk are the Holywell Nodular Chalk and New 
Pit Chalk members (previously the Middle Chalk Formation). The base of the Holywell is 
marked by the Melbourn Rock, a distinct hard band consisting of nodular marls. The flint 
content increases into the Lewes Nodular Chalk (base of the previous Upper Chalk), which 
consists of chalk interbedded with marl and nodular flints. The base of the Lewes Nodular 
Chalk is marked by another important hard band, the Chalk Rock. The Lewes Nodular is 
overlain by the Seaford Chalk and Newhaven Chalk members, which comprise the remainder 
of the original Upper Chalk Formation. Three types of fracture are identifiable in the Chalk: 
bedding plane fractures, faults, and joints. The latter two features are related to tectonic 
movements which affected the Chalk during the late Cretaceous and Oligocene-Miocene. The 
earlier period, related to the opening of the Atlantic, has generally resulted in a series of NW-
SE and NE-SW trending fractures while the latter period, related to compressional Alpine 
tectonics, has caused a series of E-W trending fractures in southern England. It is these sets of 
interconnected fractures, which bound blocks of very fine grained matrix, that give the Chalk 
the properties of an aquifer.  
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2.2 Flow Processes within the Chalk 
The Chalk is a dual permeability aquifer. The matrix, which is highly porous (20-45%), has a 
very low permeability (<10-2 m day-1) due to the lack of interconnected pore space, while the 
fracture network, which is often enhanced by dissolution, is highly permeable (>10-2 mday-1) 
(Price et al., 1993). This dual permeability and porosity accounts for conflicting observations 
in an aquifer that displays a fast response to recharge with slow solute migration and minimal 
solute dispersion (Jackson et al., 2007). Pore size distributions for the Upper Chalk indicate 
that approximately 3% of the total porosity, or around 1% of the bulk volume of the Chalk 
contributes to the available storage (Price, 1987). Unconfined storage (specific yield) is 
typically on the order of 10-2–10-3, while confined storage is much lower, of the order 10-4–
10-6 (Allen, 1997).  
Fractures in the Chalk are generally well connected and provide the principal flow 
mechanism in the saturated zone (MacDonald, 1998). Trends in fracture density are 
controlled by depth and location within a catchment and correspond with distinct vertical and 
lateral variations in transmissivity and storativity. Fractures generally have a higher density at 
shallow depths and in valleys and dry valleys, and a lower density at greater depths and on 
the interfluves (Williams et al., 2006). This is partly due to the increased overburden at depth, 
but is also affected by dissolution and the formation of secondary fractures within the zone of 
active groundwater circulation. The Chalk aquifer therefore displays two broad vertical 
hydraulic zones: an upper zone of active groundwater movement and a deeper zone of slow 
regional-scale flow (Finch et al., 2004). The upper zone is typically 35-50 m thick and 
generally displays a non-linear decrease in permeability with depth (Bradford, 2002). It can 
be further subdivided into two parts: (1) a shallow zone within which the water table 
fluctuates, characterised by solution-enhanced fractures and high permeability; (2) an 
intermediate zone of lower permeability within which the water table may still fluctuate 
during relatively dry periods. The deeper zone lies below the zone of water table fluctuation 
and is characterised by a low, relatively uniform permeability. Lateral variations in 
transmissivity are highlighted by analysis of pumping test data. Estimates of transmissivity 
from tests carried out in valleys or dry valleys typically range from 500 m2day-1 to 
2, 000 m2day-1, while those on the interfluves are generally >50 m2day-1 (Allen, 1997).  
Due to the highly transmissive nature of the Chalk, the water table surface is relatively flat 
and the thickness of the unsaturated zone (USZ) is therefore highly dependent on topography. 
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The thickness of the USZ exerts a control on the water table response to recharge by 
prolonging the drainage period, thus attenuating the input of fluxes to the saturated zone 
(Ireson et al., 2009). The recharge response is also controlled by the nature of flow within the 
USZ. The primary flow mechanism within the Chalk USZ has been widely debated in the 
literature (Wellings, 1984; Price et al., 2000; Mahmood-ul-Hassan & Gregory, 2002; Mathias 
et al., 2005; Ireson et al., 2006; Lee et al., 2006; Ireson et al., 2009; Ireson & Butler, 2011; 
Ireson et al., 2012; Ireson & Butler, 2013). Current thinking is that fluxes can be transmitted 
through the USZ by slow draining through the matrix, or by fractures. Two distinct types of 
fracture flow have been identified in the Chalk USZ (Ireson et al., 2012). Non-preferential 
flow occurs when the matrix and fractures are in equilibrium. Under these conditions the 
response of the water table to individual rainfall events may be lagged by tens of days. Under 
certain conditions fracture flow can bypass the matrix completely resulting in lag times of 
less than a day. 
River-aquifer interactions in Chalk catchments are well reported in the literature (Bradford, 
2002; Grapes et al., 2005; Griffiths et al., 2006). Baseflow typically accounts for 80-95% of 
total flow in Chalk rivers. Groundwater discharge to rivers largely depends on the regional 
hydraulic gradient, the extent and permeability of surface deposits, and the permeability of 
the river bed. Due to the high contribution of baseflow, Chalk streams display less temporal 
variation in total catchment discharge compared to rivers in less permeable catchments. 
However, there are often significant differences between the perennial and ephemeral extent 
of Chalk rivers. 
The above discussion demonstrates the dynamic and complex nature of the Chalk aquifer. 
Regional groundwater flow is influenced by large-scale features such as major rivers or sink 
lines, confining boundaries, stratigraphy, and major structural features. Flow at the local scale 
is controlled by smaller scale features such as small rivers and dry valleys, abstractions, 
minor structural features, lithological changes, and karstification. These scale-dependent 
controls on flow within the Chalk aquifer have implications for groundwater modelling, as 
will be discussed in the following section. 
31 
 
2.3 Modelling the Chalk Aquifer 
2.3.1 The Importance of Groundwater Modelling 
A model is a simplified representation of reality which may be used to improve our 
understanding of a particular system or process, to test a system by investigating hypotheses 
about its behaviour under different conditions, and to make predictions about its future 
behaviour. Various types of models exist and are used for different purposes depending on 
the level of complexity required. A conceptual model is used to summarise what is known 
about a groundwater system to develop a better understanding of the main processes 
operating in that system. Mathematical models of groundwater flow are typically based on a 
set of governing differential equations. Depending on the level of complexity, a mathematical 
model may require an analytical or numerical solution. Analytical solutions have many 
assumptions associated with them and are thus unsuitable for solving complex flow 
problems. Numerical methods are therefore commonly applied for simulating large-scale, 
heterogeneous groundwater systems with dynamic, complex boundary conditions. Specific 
numerical methods will be discussed further in Chapter 3. The numerical modelling process 
begins with defining the problem and outlining the purpose of the model. Relevant data are 
then collected to formulate a conceptual model upon which the mathematical and numerical 
model are based. A numerical model is generally developed and calibrated or evaluated 
against observed data such as groundwater levels in observation boreholes or flows at river 
gauging stations. This process allows the conceptual model to be tested, indicating whether 
the flow processes and parameter values are acceptable. The calibration process should also 
involve an estimation of parameter sensitivity and uncertainty (Beven, 2001). Only once a 
model has been fully evaluated should it be used for prediction.  
Groundwater flow models are typically applied at the regional or borehole scale. Borehole-
scale models may be used for analysing complex pumping test data (Rushton & Booth, 1976; 
Rushton & Chan, 1976; Connorton & Reed, 1978; Gonzalez & Rushton, 1981; Rushton & 
Howard, 1982; Rushton & Singh, 1987; Sakthivadivel & Rushton, 1989; Rathod & Rushton, 
1991; Mansour et al., 2003; Mansour et al., 2006; Rushton, 2006; Mathias & Todman, 2010), 
while regional-scale groundwater models are commonly applied for water resource 
management purposes (Rushton et al., 1989; Salmon et al., 1996; Ebraheem et al., 2004; 
Bernard et al., 2009; Holman et al., 2009; Al-Salamah et al., 2011; Jackson et al., 2011; Sanz 
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et al., 2011; Simpson et al., 2011). Specific examples of groundwater modelling codes will 
be discussed in Chapter 3. Sections 2.3.2 and 2.3.3 provide an overview of some key 
groundwater modelling studies of the Chalk aquifer. These highlight the main processes and 
features that should be represented in a groundwater model to successfully simulate the Chalk 
aquifer at both the borehole and regional scale.  
2.3.2 Modelling the Regional Chalk Aquifer 
Numerous groundwater models have been produced for different regions of the Chalk aquifer 
in the UK, largely for the purposes of groundwater resource modelling. Given the scale of 
these studies the hydrogeological properties of the Chalk are generally simplified. Rushton 
(1989; 2003) presents a regional groundwater  model of the Chalk aquifer of the Berkshire 
Downs, which was developed to investigate the suitability of the Chalk aquifer to augment 
flows in the River Thames during drought periods. Although the majority of flow in the 
Chalk occurs through a network of small fractures, individual flow pathways are not 
generally represented in regional-scale groundwater models. The effect of fracture flow is 
averaged over a model layer by estimating an equivalent hydraulic conductivity and specific 
yield. In this model, hydraulic conductivity decreases linearly with depth within the zone of 
water table fluctuation from around 40 m day-1 at the top to <5 m day-1 at the base. Hydraulic 
conductivity in the zone below is low and constant. The model also incorporates lateral 
variations in hydraulic conductivity and storage with higher values along the valleys and dry 
valleys and lower values on the interfluves. Hydraulic conductivity can vary laterally by up to 
two orders of magnitude to simulate the variations in yield of abstraction boreholes located in 
different parts of the catchment.  
A similar lateral and vertical variation in hydraulic conductivity is applied in a regional 
model of the Candover catchment (Rushton & Rathod, 1981), in a more recent ZOOMQ3D 
model of the Marlborough and Berkshire Downs (Jackson et al., 2006b) and in a ZOOMQ3D 
model of the River Cray catchment in south London (Hughes et al., 2009; Jones et al., 2012). 
Soley et al. (2012) use the MODFLOW-VKD code to define vertical variations in the 
transmissivity profile of the Chalk in the Wessex Basin. They define an inflection point as the 
lowest observed groundwater level, below which hydraulic conductivity is low and uniform, 
and above which hydraulic conductivity increases linearly to a defined maximum value. This 
profile is altered spatially to account for differences in the valleys and interfluves and to 
incorporate the effects of regionally important hard-grounds. Taylor et al. (2012) also utilise 
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the MODFLOW-VKD code in their study of the Chalk aquifer in the Vale of St Albans. They 
use the PEST parameter estimation software to inform the calibration process at steady-state 
and introduce two connected layers (one with high transmissivity and low storage and 
another with low transmissivity and high storage) to approximate the dual permeability 
behaviour of the Chalk. This was found to improve the simulation of extreme events.  
Butler et al. (2012) discuss some of the issues associated with the generalisation of the 
properties of the Chalk for regional groundwater modelling. They highlight the importance of 
detailed monitoring to better quantify the spatial heterogeneity of the Chalk and its influence 
on unsaturated zone processes, river-aquifer interaction, and response to extreme events. It is 
likely that the representation of the Chalk in regional-scale groundwater models will continue 
to evolve as these processes become better understood.   
2.3.3 Modelling Chalk Boreholes 
Pumping tests are typically carried out to determine the physical properties and hydraulic 
parameters of an aquifer allowing a conceptual model of the aquifer system to be developed 
or tested. Analysis of time-drawdown curves using analytical or numerical techniques can 
highlight the complexities associated with simulating groundwater levels in an abstraction 
borehole, particularly in the Chalk aquifer.  
Rushton & Chan (1976) present data from two pumping tests carried out in the unconfined 
Chalk aquifer of the Berkshire Downs, UK, at times when the rest water level differs by 
7.5 m. Groundwater levels are monitored in the abstraction well, which is over 100 m deep, 
and in an observation well situated 220 m away. The first test is conducted from the higher 
rest water level and applies a constant abstraction rate of 6450 m3day-1 for 14 days. This 
produces approximately 35 m of drawdown in the abstraction well. The second test is 
conducted from the lower rest water level with a constant abstraction rate of 4650 m3day-1. 
After only 6 days of pumping the second test is discontinued due to drawdown of 43 m in the 
abstraction borehole. Analytical solutions are unable to reproduce this behaviour with a 
single value of transmissivity and storage therefore a numerical approach is adopted. In the 
numerical model, transmissivity and specific yield are a function of both the radial distance 
from the abstraction borehole and the saturated thickness of the aquifer. Hydraulic 
conductivity also decreases non-linearly with depth to represent the decrease in major 
yielding fractures. The best fit to the observed data is achieved when a highly permeable zone 
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is incorporated between five and fifteen metres below the rest water level of the first test. 
Below this zone, permeability is specified as being low and uniform.  
A similar numerical approach is applied to simulate the results of pumping tests at two 
different boreholes in the Chalk aquifer of the Berkshire Downs (Connorton & Reed, 1978). 
The first displays a gradual downward departure from the extrapolated straight-line trend of 
the Cooper-Jacob model (Cooper & Jacob, 1946), while the second displays an abrupt 
departure from the Cooper-Jacob model. In order to simulate the response of the first 
abstraction borehole a lateral variation in transmissivity and specific yield is required. An 
abrupt vertical decrease in transmissivity and storage is also required to simulate the rapid 
increase in drawdown observed in the second borehole. Similar vertical variations in 
hydraulic conductivity and storage have been reported for simulating drawdown in Chalk 
abstraction boreholes in the London Basin (Mansour et al., 2003; 2006).  
Rushton & Howard (1982) demonstrate the importance of representing well storage and 
vertical flows in and around an abstraction borehole through analysis of pumping test data 
from the unconfined Permo-Triassic sandstone aquifer in north-west England. The one-day 
constant rate test was carried out with an abstraction rate of 1619 m3day-1. Groundwater 
levels were monitored at six piezometers installed at varying depths within the same 
observation borehole 34.5 m away from the abstraction well. Analysis of the time-drawdown 
data showed that after three minutes of pumping 98% of the total drawdown in the 
abstraction borehole is taken from borehole storage with no changes observed in the 
piezometers. After 30 minutes of pumping no drawdown is observed in the uppermost 
piezometer however significant decreases in groundwater head in the lower piezometers 
indicate release of water from confined storage. The rate of drawdown in the piezometers is 
similar after 200 minutes of pumping. After 300 minutes, 4 m of drawdown is observed in the 
uppermost piezometer (screened over a depth to monitor the water table) indicating the 
release of water from unconfined storage. The authors are able to model this variable 
response by representing well storage and incorporating delayed yield and vertical flow from 
the water table. Although these observations are from a sandstone aquifer, similar vertical 
head gradients have been observed in a fractured granitic aquifer (Rathod & Rushton, 1991), 
and are also likely to develop in response to pumping in the unconfined Chalk aquifer.  
Observations from pumping tests in unconfined aquifers often indicate that drawdown in the 
abstraction well is considerably greater than drawdown in the aquifer in the immediate 
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vicinity of the well (Rushton & Chan, 1976; Rushton & Howard, 1982; Rushton & Singh, 
1987; Sakthivadivel & Rushton, 1989; Rushton, 2006). This represents the development of a 
seepage face, which occurs between the water table surface on the well face and the water 
level in the well itself. Analytical solutions for drawdown in unconfined aquifers generally 
assume that drawdown is small relative to the total saturated thickness and the seepage face is 
therefore ignored (Neuman, 1972). There are no analytical solutions that quantify the height 
of a seepage face above the water level in the well, or the amount of flow that enters the well 
across the seepage face. Several methods have been developed to represent the seepage face 
numerically (Rushton & Singh, 1987; Sakthivadivel & Rushton, 1989; Mansour, 2003b; 
Rushton, 2006). Application of these methods to pumping tests in various unconfined 
aquifers, including a basement aquifer in India (Rushton & Singh, 1987), the Yazor Gravel 
aquifer in the UK, and the alluvial Wadi Bana aquifer system in Yemen (Rushton, 2006), 
reveal that the seepage face is not generally effective at drawing water from the aquifer. 
Failing to account for seepage flow therefore results in an underestimation of the 
transmissivity and storage coefficient of the aquifer and an overestimation of the potential 
yield of a borehole. There are no published studies looking at seepage face development in 
the Chalk aquifer, in which the mechanisms of seepage flow are likely to be different due to 
the dominance of fracture flow. Anecdotal evidence suggests that fractures will continue to 
flow when the water level in a borehole has fallen below the base of the fracture, however, 
the quantities and mechanisms by which this happens are largely unknown.  
The development of a seepage face is one potential cause of the non-linear response to 
pumping often observed in abstraction boreholes, particularly in unconfined aquifers. Non-
linear losses can also be attributed to frictional losses within and around the borehole as a 
result of non-Darcian flow. The importance of non-linear flow, particularly where high flow 
velocities develop in fractures around abstraction boreholes, has been demonstrated in 
numerous studies (Sen, 1987; Sen, 1989; Sen, 1990; Kohl et al., 1997; Sen, 2000; Qian et al., 
2005; Wen et al., 2006; Qian et al., 2007). Numerical methods for representing non-Darcian 
flows will be discussed further in Chapter 3. 
The discussions above have related to single borehole tests whereby drawdown is only 
influenced by abstraction in one borehole. Analysis of pumping test data from the Great 
Oolite Limestone Aquifer in the UK demonstrates that interference between neighbouring 
abstraction boreholes can be significant when they are pumped simultaneously (Gonzalez & 
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Rushton, 1981). The pumping test consists of two abstraction boreholes situated 85 m apart 
with an observation borehole in between. The results are analysed with a numerical model 
which simulates each abstraction borehole separately. To match the observed drawdown the 
total drawdown from each model is added together. The authors show that abstraction 
boreholes located several hundreds of metres apart could potentially cause significant 
interference effects.  
2.3.4 Key Issues for Modelling the Chalk Aquifer 
Sections 2.2 and 2.3 demonstrate that the Chalk aquifer is a complex and highly dynamic 
system. The discussion in Section 2.3.2 highlights that the common representation of the 
Chalk aquifer in regional-scale models is highly simplified and is likely to be inadequate for 
accurately simulating processes at the borehole scale. Radial models, as described in Section 
2.3.3, are better suited for simulating local-scale processes around a borehole, but do not 
incorporate important regional processes that may influence a borehole over longer time-
scales. A multi-scale model that is capable of simulating the Chalk at both the regional and 
borehole scale will require the following key features and processes to be represented.  
At both the regional and local scale: 
 Large fluctuations in groundwater head in response to local and regional stresses 
such as recharge, abstraction, and river-aquifer interaction;  
 Vertical and horizontal heterogeneity; 
 Interference effects between abstraction boreholes, particularly for sources 
comprising multiple wells.  
At the borehole-scale only: 
 Vertical heterogeneity, possibly at a greater level of refinement than is required at 
the regional scale; 
 Vertical flow; 
 Well storage; 
 Seepage face development; 
 Non-Darcian flow.  
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Another important consideration is the temporal resolution of the large and small-scale 
models. Variations in groundwater levels in response to pumping may occur on a small time-
scale, e.g. minute or hourly, while regional-scale models may only require a daily or monthly 
time-step. To run a regional-scale model at a fine temporal resolution would be 
computationally demanding.  
Historically, adits (tunnels constructed below the water table) were driven horizontally from 
large diameter abstraction wells to enable a larger volume of aquifer to be exploited. Adits 
are typically 1.8 m high, 1.2 m wide and may extend laterally for several tens of metres to 
several kilometres. They may be simple linear features or may be constructed in more 
complex radial or branching patterns (Zhang & Lerner, 2000). It should be stated at this point 
that the simulation of adits will not be considered as part of this work. Adits are no longer 
constructed for groundwater abstraction purposes; however, they are still in use at several 
sources in the Chalk aquifer in southern England. Darcy’s law, which describes flow through 
porous media, is not suitable for simulating open flow in an adit. In order to simulate adited 
systems, the multi-scale groundwater model would need to be coupled with a model of pipe 
or open channel flow. This will be discussed further in Chapter 7. 
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Chapter 3 
3 Multi-scale Modelling 
3.1 Introduction 
The issue of scale is apparent in many disciplines where complex systems need to be 
modelled at a range of resolutions to accurately simulate important physical processes. 
Chapter 2 provided an overview of the key processes to be represented in a groundwater 
model of the Chalk at both the regional and borehole scale. The numerical methods and codes 
commonly used for representing these processes in groundwater models are discussed in 
Section 3.2. Potential multi-scale methods for representing boreholes in regional groundwater 
models are discussed in Section 3.3. In this case, multi-scale methods refer to grid refinement 
methods that allow the simulation of macroscopic groundwater flow processes over multiple 
spatial scales. Scaling methods that allow physical processes and parameters to be up- or 
down-scaled are not relevant to the aims of this thesis and will not be considered. A 
discussion of multi-scale methods for simulating hydrogeological processes at different 
physical scales (e.g. from molecular to pore-scale to field-scale) can be found in Scheibe et 
al. (2015). This discussion of multi-scale methods draws on literature from the field of 
groundwater modelling but also incorporates examples from petroleum reservoir, 
atmospheric, and oceanic modelling, in which the representation of multi-scale processes is 
also very important. The main methods summarised in this chapter are the hybrid radial-
Cartesian finite difference method; the finite volume method based on a two-point flux 
approximation, also commonly referred to as the control volume finite difference method; 
and the finite volume method based on a multi-point flux approximation. The applicability of 
each of these methods for multi-scale modelling of the Chalk aquifer, particularly for the 
purposes of groundwater DO assessment, is discussed in Section 3.4. The summary provided 
in this chapter is by no means an exhaustive list of all potential multi-scale methods. 
Alternative approaches, such as the mesh-free (Li et al., 2002; Bandilla et al., 2009; Wen et 
al., 2014) and lattice Boltzmann methods (Anwar et al., 2008; Sukop et al., 2008; Anwar & 
Sukop, 2009b; Anwar & Sukop, 2009a), have gained increased attention in the literature over 
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the last 10 years or so. However, given their limited uptake within the groundwater 
community they are not considered further for this work.  
3.2 Groundwater Modelling at the Regional and Borehole Scale 
3.2.1 Numerical Methods 
Groundwater models typically use finite difference, finite element, or finite volume schemes 
to solve the governing partial differential equation (Wang & Anderson, 1982). In all three 
methods a model domain is spatially discretized by a set of nodes and the system of equations 
is solved for the unknown variable(s) at each point. The finite difference method is based on 
the differential form of the governing equation: 
𝑆𝑠
𝜕ℎ
𝜕𝑡
+ ∇(𝐾∇ℎ) + 𝑅 = 0 (3.1) 
where  
Ss  is specific storage [L
-1] 
h  is hydraulic head [L] 
t  is time [T] 
K  is hydraulic conductivity [LT-1] 
R  is a volumetric source/sink per unit volume [T-1] 
 
The model domain is spatially discretized by a series of points which are connected by a 
square network of lines. Equation 3.1 is approximated by replacing the first and second 
spatial derivatives by algebraic differences between points on the model grid. The accuracy 
of this method can be determined from the truncation error in a Taylor Series expansion for 
head at any point. This shows that the finite difference method has second order accuracy 
when centred finite differences are used, i.e. the head at any point is determined by the head 
in the forward and backward direction along each dimension. In two dimensions this creates a 
five point stencil whereby the groundwater head at any point is dependent on the groundwater 
head at four neighbouring nodes. The truncation error will approach zero as the distance 
between neighbouring nodes approaches zero. The finite difference method is relatively 
simple to program and use and is therefore widely applied for groundwater modelling. For 
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regional groundwater modelling it is generally applied on a Cartesian grid, but can also be 
constructed in cylindrical co-ordinates for modelling flow to boreholes.  
The finite volume method is based on the integral form of the partial differential equation, 
whereby Equation 1 is integrated over a small control volume constructed around each point 
on the model grid (Narasimhan & Witherspoon, 1976; de Marsily, 1986): 
𝜕
𝜕𝑡
∫ (𝑆𝑠ℎ)𝑑𝑉
𝑉
+ ∫(𝐾∇ℎ)
𝑆
𝐧𝑑𝑆 + ∫ 𝑅𝑑𝑉
𝑉
= 0 (3.2) 
where  
V  is the control volume [L3] 
S  is the surface area of the control volume [L2] 
n  is a vector perpendicular to the volume surface 
 
According to Equation 3.2, the change in storage within a control volume (first term) must 
balance the total inflow and outflow across each surface of the control volume (second term) 
plus any inflow or outflow from external sources or sinks (third term). In this formulation a 
grid cell is not limited to a square or rectangular geometry and each cell can be linked to an 
arbitrary number of adjacent grid cells. This can make the grid generation process more 
complex, and the method is generally mathematically and computationally more demanding 
than the finite difference method. However, it provides greater geometric flexibility because 
nodes do not have to be connected by lines on a regular square mesh.  
When the line joining the mid-point of two adjacent cells intersects the cell boundary at a 
right angle and the principal directions of permeability are aligned with the grid directions, 
the finite volume method can be applied using a two-point flux approximation (TPFA). This 
is often referred to as the control volume finite difference (CVFD) method. In the TPFA the 
flux across a volume surface is approximated by the head difference and conductance 
between two adjacent nodes. On a standard 2D Cartesian grid this will reduce to the finite 
difference method with a 5-point stencil. Where grids are non-orthogonal and/or the 
permeability tensor is not aligned with the grid directions, the finite volume method is 
extended to a multi-point flux approximation (MPFA). In this method the flux across a 
volume surface may depend on the head and permeability at more than two nodes. For 
example, on a 2D quadrilateral grid that is non-orthogonal, the flux across a cell boundary 
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depends on six, rather than two, adjacent grid nodes. For further detail on the finite volume 
TPFA and MPFA schemes see Aavatsmark et al. (1996; 1998a; 1998b).  
The finite element method provides the same geometric flexibility as the finite volume 
method but is based on minimising an error function rather than directly solving the partial 
differential equation. It is generally more complex to program than the finite difference or 
finite volume methods and tends to be based on a tetrahedral or triangular mesh, the 
generation of which requires greater user input than the standard finite difference Cartesian 
mesh. As a result, there is less uptake of the finite element method within the groundwater 
community and FEFLOW (Diersch, 2002), one example of a finite element groundwater 
modelling code, is less widely used than other finite difference codes (discussed below). For 
this reason, the finite element method is not considered further for this work. 
3.2.2 Regional Groundwater Modelling 
Two widely applied regional groundwater modelling codes, MODFLOW (McDonald & 
Harbaugh, 1988) and ZOOMQ3D (Jackson & Spink, 2004), use the finite difference method. 
These codes use local grid refinement (LGR) methods to allow a more accurate solution in 
regions with rapidly changing hydraulic gradients, such as in the vicinity of an abstraction 
borehole, spring or river, or where there is known heterogeneity. The LGR method applied in 
MODFLOW is based on a two-way coupling between a global grid and a refined sub-grid 
(Szekely, 1998; Mehl & Hill, 2002; Mehl & Hill, 2004; Mehl & Hill, 2005). Groundwater 
heads from the coarse grid are interpolated onto the boundary of the refined grid and fluxes 
from the refined grid are then applied at the coarse grid boundary. The two grids are solved 
iteratively until the head and flow changes along the interface are negligible. ZOOMQ3D 
adopts a direct solution approach, which modifies the finite difference equations at the 
boundary between the coarse and fine grids allowing solution within a single matrix (von 
Rosenberg, 1982; Jackson, 2000). The refinement methods applied in ZOOMQ3D and 
MODFLOW allow local-scale processes to be simulated within a regional scale model; 
however, the grid structure is limited to a rectangular or square mesh.  
MODFLOW-USG has recently been developed to accommodate both structured and 
unstructured grids using a control volume finite difference (CVFD) solution method (Panday 
et al., 2013). As discussed above, this is based on the integral form of the governing equation 
and provides flexibility in the grid design which is particularly useful for representing faulted 
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or laterally discontinuous units and for simulating flow around boreholes or rivers. The 
CVFD method has second order accuracy when the line connecting two adjacent nodes 
bisects the cell boundary at right angles. A ghost node correction (GNC) package is 
incorporated to accommodate fully unstructured grids where this criterion is not met. The 
GNC package calculates the head at the point within a cell which satisfies the criterion above 
by interpolating between adjacent cells, requiring an additional computational step in the 
solution process. In MODFLOW-USG grids are no longer defined by a row, column and 
layer index but by a single node number. In the standard finite difference formulation node 
connections are easily defined based on adjacent locations in the row, column and layer set-
up; however, in the CVFD formulation all node connections must be predefined by the user. 
MODFLOW-USG also requires that users predefine the terms of the inter-cell conductance 
equation (i.e. the flow area between two cells, the distance between nodes and the hydraulic 
conductivity) for every cell connection on an unstructured grid. This makes grid construction 
more difficult, requiring a significant amount of pre- and post-processing. The CVFD method 
will be discussed in more detail in Section 3.3.  
3.2.3 Modelling Flow to Boreholes 
Numerous analytical models have been developed to represent drawdown in and around 
abstraction boreholes under different hydrogeological conditions, for example in confined 
(Theis, 1935) and unconfined (Neuman, 1972) aquifers with large diameter abstraction 
boreholes (Papadopulos & Cooper, 1967) and non-linear well losses (Jacob, 1947), and in 
non-uniform or fractured aquifers (Barker & Herbert, 1982; Barker, 1988; Butler, 1988; 
Butler & Liu, 1993). A detailed discussion of several analytical methods for pumping test 
analysis can be found in Kruseman and de Ridder (1990). Analytical solutions generally 
require a number of underlying assumptions that may not be satisfied in complex 
heterogeneous aquifers, particularly when pumping over long time-scales. As a result, 
numerical methods have been developed for simulating flow to abstraction boreholes that 
allow additional hydrogeological complexity to be represented.   
The perturbed flow to an abstraction well is typically radial in nature and is therefore best 
simulated using cylindrical coordinates. Several codes have been developed for simulating 
radial groundwater flow, some of which incorporate the local-scale processes outlined in 
Chapter 2. A discrete-time discrete-space numerical model was presented by Rathod & 
Rushton (1991), building on previous work by Rushton (1974), Rushton & Booth (1976), 
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Rushton & Redshaw (1979), and Rathod & Rushton (1984). The model is based on a finite 
difference approximation to the governing equation in cylindrical coordinates and allows the 
borehole to be explicitly represented in the model by refining the grid in the radial direction 
down to the level of the borehole diameter. The storage coefficient of the borehole node is set 
to unity to represent well storage. In the radial direction the grid size increases 
logarithmically from the borehole to the outer boundary, which is represented as a constant 
head or no-flow condition. The model takes a two-zone approach in the vertical dimension. 
This allows the representation of two high permeability layers with intermediate and 
overlying low permeability layers. Non-linear well losses are represented by a well loss 
constant which increases the hydraulic resistance in a defined zone around the borehole. A 
modified version of the discrete-time discrete-space radial model was presented for 
simulating pumping tests in large diameter boreholes (Sakthivadivel & Rushton, 1989). This 
model incorporates an empirical representation of a seepage face based on the ratio of 
drawdown in the well to drawdown in the aquifer directly adjacent to the well.  
The object-oriented, layered finite difference model in cylindrical coordinates presented by 
Mansour (2003b) builds on the work described above. This model, COOMPuTe, improves 
the representation of unconfined aquifers by explicitly incorporating the water table as a free 
surface object. The free surface boundary condition is defined on an array of nodes, each of 
which is linked to a node in the upper layer of the main grid. Free surface nodes are moved 
vertically at the end of each time-step depending on the vertical hydraulic gradient between 
the free surface and the main grid and the horizontal hydraulic gradient along the free surface 
itself. This explicit representation of the water table allows a seepage face to develop when 
the level in the borehole falls below the elevation of the adjacent water table node. Seepage 
nodes are subjected to atmospheric pressure and therefore become a constant head boundary 
set at the elevation of the node. All flow into the seepage node is passed directly into the well. 
Well storage and non-linear well losses are represented in the same way as the discrete-time 
discrete-space model described above.  
Several methods have been presented for simulating radial flow using MODFLOW (Samani 
et al., 2004; Langevin, 2008; Louwyck et al., 2014). These methods are generally based on a 
set of relationships which convert the governing flow equation from a Cartesian to cylindrical 
coordinate system, assuming axisymmetric flow. This method does not allow the two 
coordinate systems to be combined in a single model. The radial version of MODFLOW 
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represents the borehole using the standard well package, which simply applies an abstraction 
rate to a single aquifer node. The representation of boreholes in MODFLOW has since been 
improved with the multi-node well (MNW) package (Konikow et al., 2009). This package 
does not explicitly represent the borehole but allows the head within a borehole to be 
calculated based on the head at adjacent nodes using the analytical formula presented by 
Jacob (Jacob, 1947). The MNW package has not yet been adapted for MODFLOW-USG. 
MODFLOW has the ability to represent non-linear flow, including flow within boreholes, 
using the conduit flow process (CFP) package (Shoemaker et al., 2008b; Reimann et al., 
2011a). Turbulent flow can be simulated in the CFP package in three ways: through a discrete 
network of cylindrical pipes, which may represent dissolution features in a karstic aquifer 
(Mode 1); within a high permeability layer, such as a preferential flow horizon where the 
exact location and geometry of secondary porosity features are not known (Mode 2); or 
through a combination of both (Mode 3). In Mode 1, turbulent flow within the pipe network 
is calculated by the Darcy-Weisbach equation. Mode 2 provides an approximation to 
secondary porosity flow by averaging the presence of voids over a single high permeability 
layer. Turbulent flow is calculated by Darcy’s equation; however the laminar hydraulic 
conductivity is substituted for a turbulent hydraulic conductivity at a critical head gradient. 
The turbulent hydraulic conductivity is calculated as a power function of the Reynolds 
number, producing a non-linear relationship between head gradient and specific discharge 
under turbulent conditions. The critical head gradient at which this substitution occurs is 
dependent on a user-defined Reynolds number. Mode 1 provides a more physically based 
method for simulating turbulent flow within conduits; however, it requires more information 
on the exact distribution, geometry and nature of individual voids and is computationally 
more intensive due to the coupling required for the dual-continuum approach. The CFP 
package has not yet been adapted for MODFLOW-USG and it is therefore not possible to 
represent non-linear flow to a borehole on an unstructured grid. 
Forchheimer (1901) introduced a quadratic term to Darcy’s equation to account for the non-
linear relationship between head gradient and specific discharge as flow velocities increase. 
Whitaker (1996) shows the theoretical basis for this by deriving the Forchheimer equation 
from the Navier Stokes equation. The Darcy-Forchheimer equation has been used in 
numerous oil reservoir modelling studies to simulate single-phase and multi-phase flow 
through porous media in which inertial effects are significant (Ewing et al., 1999; Belhaj et 
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al., 2003a; Belhaj et al., 2003b; Huang & Ayoub, 2008). More recently, it has been applied 
for simulating non-linear groundwater flow around abstraction boreholes (Mathias et al., 
2008; Mathias & Todman, 2010; Wen et al., 2011). Mathias & Todman (2010) apply a 1D 
radial model of the Darcy-Forchheimer equation to successfully simulate step drawdown tests 
at four abstraction boreholes. The model is only applied under confined conditions and does 
not represent vertical flow or heterogeneity around the borehole.  
3.2.4 The Issue of Scale 
In regional groundwater models boreholes are typically assigned to a single node and 
abstraction is distributed over the corresponding grid cell. The size of a model cell will 
typically be much larger than the diameter of a borehole, even when grid refinement 
techniques are employed, leading to large discretization errors around the borehole. 
Furthermore, the radial nature of flow to a borehole is not properly represented on a square or 
rectangular mesh and small-scale processes, particularly those contributing to non-linear 
losses, are not accounted for. Radial flow models, such as COOMPuTe, are designed for 
simulating local flow processes around a borehole. Non-linear losses, which can significantly 
influence the amount of drawdown in an abstraction borehole, have been incorporated by 
representing seepage flow and substituting Darcy’s law with the Darcy-Forchheimer 
equation. However, radial flow models do not adequately represent regional groundwater 
processes. When assessing the potential yield of a borehole during drought, regional features 
such as river-aquifer interaction, geological heterogeneity and structure, and regional 
recharge patterns become increasingly significant. This is particularly important when 
analysing borehole behaviour in the context of climate change. The CVFD scheme applied in 
MODFLOW-USG provides a multi-scale method which can improve the representation of 
boreholes in regional groundwater models. However, this model does not currently include 
local-scale processes such as non-linear or seepage flow. The CVFD and other potential 
multi-scale methods for representing boreholes in regional groundwater models are discussed 
in the following section. 
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3.3 Multi-Scale Methods 
3.3.1 Hybrid Radial-Cartesian Finite Difference Method 
The representation of production wells in regional reservoir models has long been recognized 
as an important issue in the field of petroleum engineering. The first method developed to 
represent flow to a well in a regional reservoir model was the hybrid radial-Cartesian finite 
difference method (Akbar, 1974; Mrosovsky, 1974; Pedrosa Jr & Aziz, 1986; Gottardi, 
1990). In the work presented by Pedrosa & Aziz (1986) and later adopted by Gottardi & 
Vignati (1990) a layered 2D radial grid is embedded within a layered 2D Cartesian grid 
whereby the radial model replaces one or more blocks of the regional model (Figure 3.1a). 
The conductance term of the irregular shaped blocks at the boundary between the radial and 
Cartesian grids is determined by substituting the irregular block with a fictitious radial or 
rectangular block with the same volume and hydraulic properties. This maintains mass 
conservation but assumes that potential is uniform across the irregular volume and flow is 
orthogonal across the outer boundary of the irregular block. These assumptions introduce 
errors when the cone of depression extends across the radial-Cartesian boundary, however 
these are found to be small when the radial grid is refined in the circumferential direction. 
The discretization error associated with this method is large when the well is displaced from 
the centre of the gridblock and it assumes that the principle directions of permeability are 
aligned with the co-ordinate axes therefore does not deal with full tensor anisotropy. The 
authors solve the coupled radial-Cartesian problem by decoupling the radial and Cartesian 
grids. Iterative and direct solution methods are tested and compared. The iterative method 
solves the radial grid using a fixed pressure boundary condition from the previous Cartesian 
iteration. This is then used as an internal pressure boundary for the Cartesian solution. This 
method requires two sets of iterations which are repeated until convergence is achieved. The 
direct method solves the regional reservoir problem using a Cartesian grid over the entire 
model domain which then provides a pressure boundary for the radial grid to be solved. 
While the iterative method is a more robust approach, it is found by the authors to be slow to 
converge. The radial grid allows horizontal refinement down to the scale of the production 
well but vertical refinement is not considered. 
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3.3.2 Finite Volume Two Point Flux Approximation Method 
As discussed in Section 3.2.1, the finite volume two point flux approximation (TPFA), or 
control volume finite difference (CVFD) method, is based on the integral form of the 
governing equation, combining the relative simplicity and mass conservation of the finite 
difference method with the geometric flexibility of the finite element method. To maintain 
second order accuracy, the grid must be locally orthogonal therefore the CVFD method is 
commonly applied on a Voronoi grid. Given a finite set of points distributed over a surface in 
Euclidean space, a Voronoi grid is a way of subdividing the surface into cells around each 
point such that the area within each cell lies closer to its grid point that to any other point on 
the grid. The Delaunay tessellation is the dual grid of the Voronoi tessellation therefore the 
method can be used to produce hexagonal or triangular meshes in 2D. This provides greater 
flexibility because grid points can be placed at any location in the model domain regardless 
of the position of any other point. A grid can therefore be smoothly refined from the global to 
local scale without introducing discretization errors at the boundary between a global and 
local grid.  
The Voronoi tessellation with a CVFD scheme (Figure 3.1b) has been widely applied for 
simulating production wells in regional petroleum reservoir models (Rozon, 1989; 
Heinemann, 1991; Palagi, 1993; Palagi, 1994; Palagi & Aziz, 1994). It has also more recently 
been applied by the National Centre for Atmospheric Research (NCAR) to allow prediction 
across a range of scales in atmospheric models (Ringler et al., 2008; Ju et al., 2010; Ringler 
et al., 2013). This was implemented to improve the NCAR Weather Research and 
Forecasting (WRF) Model (Skamarock et al., 2008) which, similarly to most groundwater 
models, supports horizontal nesting of refined Cartesian grids.  
The CVFD method on a Voronoi grid is shown to be a specific example of the control 
volume finite element (CVFE) method, which has also been widely applied for simulating 
wells in petroleum reservoir models (Forsyth, 1990; Fung, 1992; Kuwauchi, 1996; Verma, 
1997; Skoreyko, 2003; Hurtado, 2005). This method also provides geometric flexibility and 
maintains second order accuracy for non-orthogonal grids. However, as was discussed in 
Section 3.2.1, the additional complexity of the finite element method, and its limited uptake 
within the groundwater community, means it is not considered further for the purposes of this 
work.  
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Hiebert et al. (1993) and Fung et al. (1994) compare the results from several discretization 
schemes for simulating near-well processes in a regional reservoir model (Figure 3.1c). 
Hiebert et al. (1993) use a large-extent radial model as a benchmark. This is constructed 
following a sensitivity analysis to determine the number of radial nodes required to optimise 
both accuracy and computational time for simulating thermal injection and production. A 
refined Cartesian model, a hybrid radial-Cartesian model (as described above), a CVFE 
model on a refined Voronoi grid, and a hybrid radial-Voronoi grid are all compared with the 
large radial model (Figure 3.1c). The refined Cartesian and Voronoi grids are shown to 
adequately reproduce the radial model results, but the number of grid nodes required is at 
least one order of magnitude higher. The hybrid grids, which use a radial grid for simulating 
near-well processes, are shown to provide significantly better accuracy and efficiency than 
the refined grids. Fung et al. (1994) compare a refined Voronoi grid and a hybrid radial-
Voronoi grid with an analytical solution for pressure drawdown in a production well. These 
results also indicate that the hybrid radial-Voronoi grid provides greater accuracy in the 
vicinity of the well. The radial grid also requires fewer nodes than the refined Voronoi grid 
and is therefore computationally more efficient. Although the hybrid radial-Voronoi grid 
provides greater flexibility and accuracy across the boundary than the hybrid radial-Cartesian 
grid, the results from these two models are shown to be comparable (Hiebert et al., 1993).   
The TPFA method has been applied with a windowing technique, which allows a coarse 
global grid to be dynamically replaced by a refined sub-grid during a simulation (Deimbacher 
& Heinemann, 1993; Heinemann, 1994; Deimbacher et al., 1995; Mlacnik & Heinemann, 
2001). The global grid generally consists of a Cartesian mesh while the refined grid is 
constructed as a Voronoi grid around a production well. This improves the computational 
efficiency of a simulation because the refined grid is only switched on when required. Dual 
time-stepping can also be introduced allowing longer time-steps on the global grid and 
shorter time-steps on the sub-grid. This is achieved by applying a fixed flow condition on the 
boundary of the sub-grid during the refined time-steps.   
In both the petroleum and atmospheric modelling literature the CVFD scheme on a Voronoi 
grid is shown to be an effective way of allowing a smooth transition from the coarse to fine 
grid scale without the need for dealing with complex boundary conditions at a grid interface. 
However, the CVFD method on a refined Voronoi grid is shown to be less efficient for 
accurately modelling radial flow to a borehole than the finite difference method in radial co-
49 
 
ordinates. As in the finite difference hybrid radial-Cartesian method, the CVFD method 
allows heterogeneity to be represented but does not account for full tensor anisotropy.  
3.3.3 Finite Volume Multi Point Flux Approximation Method 
The finite volume method can be extended to a multi-point flux approximation (MPFA) to 
allow computation on non-orthogonal or fully unstructured grids and to account for full-
tensor anisotropy. On a 2D quadrilateral grid the MPFA method is based on a 9-point stencil; 
this increases to a 27-point stencil in 3D. As discussed in Section 3.2.1 the 2D case reduces to 
the standard finite difference 5-point stencil where the grid is orthogonal and the grid axes are 
aligned with the principal directions of permeability. Aavatsmark et al. (1996; 1998a; 1998b; 
2002) introduce a 2D and 3D MPFA for a structured quadrilateral grid. The method is 
extended to unstructured triangular grids (Verma, 1997) and to quadrilateral grids with local 
refinement (Aavatsmark et al., 2001).  
The MPFA method has been successfully applied to simulate petroleum production wells 
using unstructured grids. Ding and Jeannin (2001b; 2001a) present a method for transforming 
the MPFA to a curved grid system. In their first paper (Ding & Jeannin, 2001a) the well is 
represented as a point sink and a Peaceman-type analytical model is applied for calculating 
the wellbore pressure. In their second paper (Ding & Jeannin, 2001b), the MPFA method is 
extended for logarithmic refinement around the well allowing discretization of the wellbore 
itself. The method is tested by simulating pressure drawdown in and around a production well 
using a TPFA on an orthogonal Voronoi grid and an MPFA a non-orthogonal triangular grid 
(Figure 3.1d). The standard linear TPFA and MPFA is compared with the new radial 
logarithmic TPFA and MPFA. In both cases the new scheme is shown to improve the 
simulation results. The TPFA, which is computationally more efficient, is shown to be 
sufficient in all cases, except when the gridblocks are significantly deformed in the near-well 
region.  
Mundal et al. (2010) apply the radial logarithmic approach outlined by Ding & Jeannin 
(2001b) to simulate production wells in highly anisotropic porous media. They compare the 
convergence behaviour of a TPFA and MPFA scheme, showing that the TPFA scheme does 
not converge for an anisotropy ratio greater than five. The authors present a way of joining 
the logarithmic radial grid with an intermediate triangular grid, which then links to a global 
rectangular grid. Where multiple wells are present, the triangular grid provides the 
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intermediate grid between adjacent well regions. They do not resolve the problem of how far 
the radial logarithmic grid should extend from the wellbore; the outer radius is therefore set 
arbitrarily as 100x the wellbore radius. The method is only represented for 2D problems.  
The finite volume method for fully unstructured grids has also been adopted for oceanic and 
atmospheric modelling. Examples of this include the Community Atmospheric Model (Neale 
et al., 2010; Neale et al., 2013; Williamson, 2013) and the Finite Volume Coastal Ocean 
Model (Chen et al., 2003; Chen et al., 2007; Huang et al., 2008), which has been applied to 
simulate phenomena such as tidal currents and seawater exchange (Hendrawan & Asai, 2014) 
and coastal inundation (Yang et al., 2014). 
3.4 Application to the Chalk 
A variety of methods have been discussed in Section 3.3 that could potentially be applied to 
simulate boreholes within regional groundwater models. The key features to be represented in 
a multi-scale model of the Chalk were outlined in Chapter 2. These include: 
 Dynamic boundary conditions between the local and regional scale related to 
potentially large fluctuations in groundwater head; 
 Representation of multiple boreholes; 
 Simulation of confined and unconfined conditions;  
 Temporal refinement at the local scale; 
 Incorporation of vertical and horizontal heterogeneity; 
 Features of a borehole, including well storage and well losses related to seepage 
face development and non-Darcian flow.  
Several of these issues have been addressed in the preceding sections; a summary will be 
provided here. 
The issue of representing dynamic boundary conditions and multiple boreholes was largely 
dealt with in Section 3.3. The hybrid radial-Cartesian approach provides the simplicity and 
efficiency of the finite difference method in terms of grid construction, programming and 
solution. The main drawbacks of this method are the requirements for the borehole location 
in relation to the regional grid, and the error on the radial-Cartesian boundary where the grid 
is non-orthogonal and pressure is assumed constant across a cell. The finite volume method, 
based on a two-point flux approximation (TPFA) on a Voronoi grid or a multi-point flux 
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approximation (MPFA) on a fully unstructured grid, provides greater geometric flexibility in 
terms of transitioning from the regional to local scale and incorporating multiple boreholes. 
The TPFA and MPFA methods also avoid discretization errors across grid boundaries. The 
main drawback of these methods is the additional complexity associated with constructing the 
grid. Several mesh generation algorithms have been published to aid grid construction 
(Persson & Strang, 2004; Ju et al., 2010), however this requires significantly more pre- and 
post-processing time for the user, as is the case for MODFLOW-USG. It has also been shown 
that a radial grid presents the most accurate and efficient method for simulating flow to a 
borehole. Results on a hybrid radial-Cartesian mesh and hybrid radial-Voronoi mesh have 
proved comparable (see Section 3.3.2).  
In the layered approach of groundwater modelling codes such as MODFLOW and 
ZOOMQ3D the water table is not represented explicitly as a free surface. Instead, layers 
transition between confined, unconfined, and dewatered conditions depending on the relative 
position of groundwater head to the top and bottom elevation of the layer at each node. When 
a layer is unconfined the transmissivity and storage are head-dependent and the storativity 
incorporates specific yield. Model instability and convergence issues often occur due to the 
non-linearity of cell dewatering and rewetting. This has been addressed in MODFLOW-
NWT, which incorporates an upstream weighting packing (UPW) and Newton-Raphson 
method for solving systems of non-linear equations (Niswonger et al., 2011). The water-table 
representation in COOMPuTe (Mansour, 2003b; Mansour et al., 2003) is shown to be in 
reasonable agreement with the Neuman solution for drawdown in an unconfined aquifer 
(Neuman, 1972); however, errors are often observed as the cone of depression extends to the 
model boundary as nodes have a larger area producing larger errors in the calculated 
hydraulic gradient. The author also describes issues related to recovery whereby the head in 
the borehole recovers more quickly than the water table nodes adjacent to the borehole 
resulting in flow from the borehole into the aquifer (Mansour, 2010).  
Unstructured grids have been moving towards adaptive refinement whereby the mesh is 
dynamically updated during a simulation. This allows additional nodes to be inserted in the 
horizontal or vertical dimension to provide refinement around evolving structures, but also 
allows nodes to move enabling the mesh to follow a free surface without nodes dewatering or 
rewetting. This has become common practice in oceanic modelling (Ford et al., 2004a; Ford 
et al., 2004b; Pain et al., 2005; Piggott et al., 2005; Piggott et al., 2009). Horizontal mesh 
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optimization is considered unnecessary for multi-scale modelling of boreholes because the 
location of the borehole, and thus the area in which refinement is required, is largely fixed. 
Vertical mesh movement could be incorporated to simulate a transient water table surface. 
However this representation is not consistent with the water table representation in most 
commonly applied regional groundwater models, including ZOOMQ3D (Jackson & Spink, 
2004) and MODFLOW (McDonald & Harbaugh, 1988). This would therefore complicate the 
transition from the regional to local scale.  
It is possible to incorporate vertical and horizontal heterogeneity using any of the multi-scale 
methods described in Section 3.3. The finite difference hybrid radial-Cartesian method and 
finite volume TPFA method do not account for full tensor anisotropy. This has been shown to 
introduce significant errors for an anisotropy ratio greater than five. However in the Chalk 
aquifer, where fracture flow dominates, it is difficult to define horizontal anisotropy and 
differences between horizontal and vertical conductivity are likely to be much more 
significant. The key requirement for representing vertical heterogeneity and vertical flow 
around a borehole is being able to incorporate vertical refinement between the regional and 
local scale. This is handled naturally in a fully unstructured grid without the need for internal 
boundaries but is also possible with a layered model structure, as is used in the commonly 
applied groundwater modelling codes. As for horizontal refinement, layers are refined in 
MODFLOW using an iterative coupling process whereby boundary fluxes are transferred 
from the child to the parent grid, and boundary heads are transferred from the parent to the 
child grid using a Darcy-weighted interpolation (Mehl & Hill, 2002; Mehl & Hill, 2004).  
In a dual permeability aquifer such as the Chalk, the majority of flow is concentrated in 
individual fractures or in high permeability horizons containing a dense network of 
interconnected fractures. Non-linear flow within these horizons is a major contributing factor 
to non-linear head losses in abstraction boreholes. Several methods have been discussed in 
the preceding sections for simulating non-Darcian flow in dual permeability aquifers. The 
models using cylindrical coordinates discussed in Section 3.2 approximate non-linear losses 
by increasing the hydraulic conductivity in the vicinity of the borehole. There is no physical 
basis for this approach and it is therefore difficult to parameterise. The dual continuum 
method applied in the conduit flow process in MODFLOW has been used to simulate flow in 
several dual permeability aquifers (Green et al., 2006; Shoemaker et al., 2008a; Reimann & 
Hill, 2009; Hill et al., 2010; Reimann et al., 2011b). This provides a physically based method 
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for simulating non-Darcian flow but is also difficult to parameterise as it requires the exact 
location and dimensions of fractures to be defined. An alternative method to the dual 
continuum approach uses the Darcy-Forchheimer equation (Mathias et al., 2008; Mathias & 
Todman, 2010). This approach applies the same equation across the entire model domain 
however different parameterisations allow linear flow in porous regions and non-linear flow 
in fractured regions. Many attempts have been made to determine the limits of Forchheimer 
flow in terms of the Reynolds number. In general the upper limit is thought to be within the 
100-300 range, beyond which the transition to fully turbulent flow occurs  (Huang & Ayoub, 
2008).  
3.5 Conclusions 
Several methods for multi-scale groundwater modelling of the Chalk have been reviewed in 
this Chapter. One approach for the new multi-scale methodology would be to develop an 
entirely new model incorporating both regional and local-scale processes. This would perhaps 
be best achieved with a control volume finite difference or finite volume approach, which 
transitions between the different scales of interest without the need for internal boundaries. 
However, a key aim of this work is to allow existing regional groundwater models of the 
Chalk, which are already widely applied by water companies, to be utilised for the detailed 
assessment of DO.  
A second approach would be to hard-code a local-scale borehole model into an existing 
regional groundwater modelling code, such as MODFLOW or ZOOMQ3D, allowing existing 
regional models of the Chalk to be used and adapted for the assessment of DO. This could be 
achieved using the hybrid radial-Cartesian finite difference method; however there are 
several limitations of this approach. The time and effort required to edit or change the grid 
and re-calibrate a regional-scale groundwater model can be significant. This may be a 
particular issue if water companies are interested in looking at a large number of sources 
within a single regional model. Unless there is a need to model sources conjunctively, 
adapting a regional model to incorporate multiple local-scale models in this way may result in 
complex grid structures and unacceptably long run-times.  
An alternative approach, which may overcome the limitations outlined above, could make use 
of defined standards for linking different types of models. This would allow a local-scale 
borehole model to be quickly and easily coupled to an existing regional groundwater model, 
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without requiring complex changes to the regional grid structure. It would also allow the 
regional and local-scale models to run on different time-steps, addressing the temporal 
resolution issues described above.  
The third approach outlined above is the one adopted for this work. The ZOOMQ3D 
groundwater modelling code is selected to simulate the regional groundwater system. This 
code has successfully been used to produce several regional groundwater models of the Chalk 
aquifer in the Thames Basin (see Chapter 2). As was discussed in Section 3.3.2 cylindrical or 
radial grids have proven the most accurate and efficient way of simulating flow to a borehole. 
Several examples of radial models have provided methods for representing some of the key 
features and processes around a borehole (see Chapter 2). The development of a new radial 
flow model is described in Chapter 4. This is based on the Darcy-Forchheimer equation, 
allowing linear and non-linear flow to be represented. To allow the radial model to be easily 
linked to the Cartesian grid of ZOOMQ3D the cylindrical grid is coupled to a Cartesian grid 
using the hybrid radial-Cartesian method described in Section 3.3.1 (see Chapter 5). This is 
chosen over the hybrid radial-Voronoi method because grid construction is quicker and 
simpler, making it possible to develop small-scale models for multiple abstraction boreholes 
in a relatively short space of time. Several standards exist for linking models, including 
OpenMI (Gijsbers & Gregersen, 2005; Moore & Tindall, 2005) and CSDMS (Peckham et al., 
2013). These standards define the exchange of data between models at run-time allowing an 
integrated approach to environmental modelling. The use of OpenMI has increased in recent 
years and it has previously been used to link ZOOMQ3D with a river model to allow 
integrated water resources modelling in the Thames Basin (Mackay et al., 2013; Mansour et 
al., 2013). For this reason, the OpenMI standard is used to link the local-scale coupled radial-
Cartesian model with the ZOOMQ3D regional groundwater modelling code (see Chapter 5). 
This novel multi-scale methodology allows local-scale models of multiple sources to be 
quickly and easily developed and linked to existing regional groundwater models. 
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(c) (d) 
Figure 3.1 Example grid configurations for multi-scale groundwater modelling: (a) the hybrid radial-
Cartesian finite difference method of Pedrosa & Aziz (1986); (b) the Voronoi tessellation applied with 
a CVFD scheme by Heinemann et al. (1991); the refined Voronoi, hybrid radial-Cartesian and hybrid 
radial-Voronoi grids applied by Hiebert et al. (1993);  the triangular grid applied by Ding & Jeannin 
(2001b) with the finite volume MPFA scheme.  
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Chapter 4 
4 The Darcy-Forchheimer Radial Flow Model 
4.1 Introduction 
This chapter will discuss the development, testing and application of a radial model for 
simulating groundwater flow to a pumping well. As was discussed in Chapter 3, numerous 
models have previously been developed for simulating radial flow to a borehole. The 
methods, results and conclusions from these studies have been used to determine the key 
features to be represented in the new model. These include: 
 Grid refinement to the scale of the abstraction borehole 
 Well storage 
 Well losses related to linear and non-linear flow around the borehole 
 Unconfined and confined conditions 
 Vertical flow 
 Vertical and horizontal heterogeneity 
 Seepage face development 
 Partially penetrating boreholes and well screening and casing 
The model structure, including representation of the features listed above, will be discussed 
in Section 4.2. The model will be tested and validated against analytical solutions for 
drawdown around an abstraction borehole (Section 4.3). It will then be applied to a borehole 
in the unconfined Chalk aquifer to demonstrate its ability to simulate pumping test data 
(Section 4.4). Validation and application of the radial flow model will also help to highlight 
some of its key limitations, along with some general issues associated with simulating 
groundwater levels in and around abstraction boreholes.    
4.2 Development of the Radial Flow Model 
The radial flow model is based on a finite difference approximation to the continuity equation 
for transient groundwater flow through a porous medium (Equation 4.1). This is based on a 
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mass balance of flow into and out of an elementary control volume, taking into account 
changes in storage. The continuity equation is constructed in cylindrical coordinates to 
represent flow converging on an abstraction borehole:   
1
𝑟
𝑞𝑟 +
𝜕𝑞𝑟
𝜕𝑟
+
1
𝑟  
𝜕𝑞𝜃
𝜕𝜃
+  
𝜕𝑞𝑧
𝜕𝑧
= 𝑆𝑠
𝜕ℎ
𝜕𝑡
+ 𝑁 
(4.1) 
where 
q  is specific discharge [LT-1] 
r, θ, z   are the radial, circumferential and vertical dimensions 
Ss  is specific storage [L
-1] 
t  is time [T] 
h  is hydraulic head [L] 
N  is a volumetric source/sink per unit volume [T-1] 
 
The following logarithmic transformation is applied in the radial direction: 
𝑎 = ln 𝑟 (4.2) 
This provides refinement around the abstraction borehole where the water table will have 
greatest curvature and allows Equation 4.1 to be expressed as:  
1
𝑟  
[𝑞𝑟 +
𝜕𝑞𝑟
𝜕𝑎
] +
1
𝑟
𝜕𝑞𝜃
𝜕𝜃
+  
𝜕𝑞𝑧
𝜕𝑧
= 𝑆𝑠
𝜕ℎ
𝜕𝑡
+ 𝑁 
(4.3) 
To improve the computational efficiency of the solution, the vertical direction is replaced by 
a series of layers. The hydraulic head is integrated over the saturated thickness of each layer 
and a vertical leakage is calculated across each layer boundary. Under this vertical 
discretization scheme Equation 4.3 can be rewritten as: 
1
𝑟  
[𝑞𝑟𝑏𝑟 +
𝜕𝑞𝑟𝑏𝑟
𝜕𝑎
] +
1
𝑟
𝜕𝑞𝜃𝑏𝜃
𝜕𝜃
= 𝑆
𝜕ℎ
𝜕𝑡
+ 𝑁 + 𝑞𝑡 + 𝑞𝑏 (4.4) 
where 
S  is the storage coefficient of a layer [-] 
N  is a volumetric source/sink term [LT-1] 
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qt , qb  are the leakage rates from the layers above and below [LT
-1] 
b  the saturated thickness of the layer [L] 
 
In groundwater flow models, the specific discharge is typically calculated by Darcy’s Law: 
𝑞𝑟 =
𝐾𝑟
𝑟
𝜕ℎ
𝜕𝑎
 
(4.5) 
𝑞𝜃 =
𝐾𝜃
𝑟
𝜕ℎ
𝜕𝜃
 
(4.6) 
where 
K  is the hydraulic conductivity [LT-1] in the radial, r, and 
circumferential, θ, directions 
r  is the radial distance [L] from the centre of the borehole 
 
To account for non-linear flow in the model Equations 4.5 and 4.6 can be replaced by the 
Darcy-Forchheimer equation. Mathias et al. (2008) express the Darcy-Forchheimer equation 
(in the radial dimension) as:   
𝑞𝑟 + 𝛽𝑞𝑟
2 =
−𝐾𝑟
𝑟
𝜕ℎ
𝜕𝑎
 
(4.7) 
Where the non-linear parameter, β, is expressed in units of L-1T. The authors show that 
Equation 4.7 can be solved for qr to give: 
𝑞𝑟 =
1
2𝛽
([1 +
4𝛽𝐾𝑟
𝑟
𝜕ℎ
𝜕𝑎
]
1/2
− 1) 
(4.8) 
The Darcy-Forchheimer equation is more commonly expressed in the literature as: 
𝜇
𝑘
𝑞𝑟 + 𝜌𝛽1𝑞𝑟
2 = −
1
𝑟
𝜕𝑃
𝜕𝑎
 
(4.9) 
where 
μ  is the dynamic viscosity of the fluid [ML-1T-1] 
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k  is the intrinsic permeability of the porous medium [L2] 
ρ  is the density of the fluid [ML-3] 
P  is the fluid pressure [ML-1T-2] 
β1  is the non-linear parameter [L-1] 
 
Comparison of Equations 4.7 and 4.9 demonstrate the following relationships:  
𝐾 =
𝑘𝜌𝑔
𝜇
 
(4.10) 
𝑃 = ℎ𝜌𝑔 (4.11) 
𝛽 =
𝛽1𝐾
𝑔
 
(4.12) 
From this point the non-linear parameter will be expressed as β and will refer to β1 in 
Equation 4.12, which is expressed in units of L-1. Where β is greater than zero, the Darcy-
Forchheimer equation replaces Darcy’s equation in the radial and circumferential directions. 
Vertical flow, qz, across layer boundaries is dependent on the vertical head gradient and the 
weighted harmonic mean of the vertical hydraulic conductivity between two layers:  
𝑞𝑧 =
2𝐾𝑧𝑡𝐾𝑧𝑏
𝐾𝑧𝑡∆𝑧𝑏 + 𝐾𝑧𝑏∆𝑧𝑡
 (ℎ𝑡 − ℎ𝑏) 
(4.13) 
where 
Kzt  is the vertical hydraulic conductivity of the upper layer [LT
-1] 
Kzb  is the vertical hydraulic conductivity of the lower layer [LT
-1] 
Δzt  is the thickness of the upper layer [L] 
Δzb  is the thickness of the lower layer [L] 
h  is the hydraulic head in each layer [L] 
 
The vertical and horizontal hydraulic conductivities, Forchheimer parameter, specific storage 
and specific yield can be set at different values for each individual layer in the model. This 
allows very high or low permeability layers to be incorporated providing a representation of 
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the vertical heterogeneity in the aquifer. Horizontal heterogeneity can also be incorporated by 
specifying different conductivities and storage values at each node. If this is the case the 
harmonic mean is used to calculate the conductivity between adjacent nodes with different 
parameter values.  
Layers can transition between confined, unconfined and inactive depending on the elevation 
of head relative to the top and base of the layer. When a layer is confined, b is the total 
thickness of that layer and the storage coefficient is calculated by:  
𝑆 = 𝑆𝑠𝑏 (4.14) 
When a layer is unconfined, b is the saturated thickness of the layer and the storage 
coefficient incorporates specific yield, Sy [-]: 
𝑆 = 𝑆𝑠𝑏 + 𝑆𝑦 (4.15) 
A conceptual model of the spatial discretization scheme is shown in Figure 4.1. The finite 
difference method is used to approximate the spatial derivatives of the continuity equation 
(Equation 4.4), reducing it to the following ordinary differential equation (ODE) assuming 
linear flow:   
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𝑟𝑖∆𝜃
[𝑏
max(𝑗,𝑗−
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𝐾
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(
ℎ𝑗 − ℎ𝑗−1
𝑟𝑖∆𝜃
)]
+
2𝐾𝑧 𝑘+1𝐾𝑧 𝑘
𝐾𝑧 𝑘∆𝑧𝑘+1 + 𝐾𝑧 𝑘+1∆𝑧𝑘
 (ℎ𝑘+1 − ℎ𝑘)
+
2𝐾𝑧 𝑘𝐾𝑧 𝑘−1
𝐾𝑧 𝑘∆𝑧𝑘−1 + 𝐾𝑧 𝑘−1∆𝑧𝑘
 (ℎ𝑘−1 − ℎ𝑘) − 𝑁 (4.16) 
Cell dewatering and rewetting often causes numerical instabilities in groundwater models. 
This is a particular issue when modelling highly non-linear systems, such as an unconfined 
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aquifer around an abstraction well. An upstream weighting approach, similar to that applied 
in MODFLOW-NWT (Niswonger et al., 2011), has been implemented in the radial flow 
model to help smooth the transition when cells dewater or rewet. In a single direction (i.e. 
radial or circumferential) the flux between two cells is therefore based on the weighted 
harmonic mean of the hydraulic conductivity of the two cells (Kr i+1/2 and Kr i-1/2 in the radial 
direction and Kθ j+1/2 and Kθ j-1/2 in the circumferential direction) and the up-gradient saturated 
thickness (bmax) in that direction. This means that water cannot flow horizontally out of a 
dewatered cell, but it can still receive water from an up-gradient cell (Figure 4.1). All water 
entering a dewatered cell, either from an adjacent cell or from recharge, is automatically 
routed vertically to the active node below. This helps to smooth the transition as cells dewater 
and rewet and reduces numerical instabilities.  
The borehole itself sits at the centre of the radial grid and is represented by a single node with 
a specified radius. Where there is no well casing, the well node is connected horizontally to 
all adjacent aquifer nodes with a very high horizontal hydraulic conductivity. If the well is 
cased within the upper layers of the model, the well node is disconnected from the 
corresponding aquifer nodes. This is achieved by setting the horizontal hydraulic conductivity 
equal to zero. If the well is screened within certain layers, the well node is connected to the 
corresponding aquifer nodes with a user-defined hydraulic conductivity. A gravel pack can be 
represented by incorporating horizontal heterogeneity in the aquifer nodes around the well. 
The well node can extend to the base of any model layer to represent a fully or partially 
penetrating well. Where the well does not extend to the base of the model, additional nodes 
are inserted in each layer below the well and are given the properties of the adjacent aquifer 
node.  
The well node has a storage coefficient equal to unity to represent well storage. It is also 
possible to incorporate variable well storage with depth. This is included to represent 
boreholes that may have been enlarged through the process of well development, as is often 
visible on geophysical calliper logs. A threshold level is defined below which well storage is 
based on the specified, or drilled, radius of the borehole. When the water level in the well is 
above this threshold, the area of the well is multiplied by a constant which is predefined by 
the user. The user can also specify whether the area of the well increases abruptly or 
gradually above the threshold. Where a gradual increase is specified, the area is increased 
linearly between the drilled and enlarged values, depending on the water level in the well 
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relative to the rest water level and the threshold level (Figure 4.1). The methods defined for 
specifying borehole enlargement may not represent all possible scenarios; however the 
structure of the code makes it very easy to incorporate new rules if necessary.  
As was discussed in Chapter 2, vertical flow from the water table and seepage face 
development at the well boundary become important features in unconfined aquifers that will 
impact drawdown in and around the well and affect estimation of well yields (Rushton, 
2006). A seepage face forms across the interval between the water level in the well and the 
elevation at which the water table intersects the well. To fully simulate seepage face 
development in a numerical model would require a coupled saturated-unsaturated flow model 
to provide a continuous representation of pressure across the water table interface. This could 
be achieved using an unsaturated flow model based on Richards’ equation, which describes 
the movement of water in unsaturated porous material due to gravitational and capillary 
forces (Mathias & Butler, 2006; Chenaf & Chapuis, 2007; Ireson et al., 2009). However, this 
more detailed representation would be computationally more demanding due to the non-
linearity of Richards’ equation and the additional model nodes required to fully represent the 
unsaturated zone. Model uncertainty would also increase due to the complexity of 
parameterising the unsaturated model and the impact on the model results may be minimal, 
particularly when simulating dual permeability aquifers where the majority of flow into a 
borehole is likely to occur through fractures rather than the pore space. For these reasons 
most distributed groundwater models assume instantaneous drainage and ignore the impact of 
the unsaturated zone. For example, in the COOMPuTe radial flow model (Mansour, 2003b), 
the water table is represented as a discrete numerical layer which allows vertical gradients 
and flow to develop under unconfined conditions. A seepage face is allowed to develop when 
the level in the well falls below the base of a layer while the water table remains above the 
base of the layer. The well boundary nodes representing the seepage face are set to a constant 
head with a value equal to the elevation of the base of the layer and all flow into these nodes 
is passed directly into the well. When the seepage node has completely dewatered the layer is 
disconnected from the well. This representation is justified because the pressure head at the 
seepage face is zero and the total head is therefore equal to the elevation on the seepage face. 
Although the water table is explicitly defined in this model, seepage will only occur when the 
level in the well falls below the base of a layer, thus vertical discretization is still required to 
fully represent seepage face development.  
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In the radial flow model presented here, there is no discrete water table surface and the 
groundwater head in the upper unconfined layer does not represent the elevation of the water 
table, but an average of the head within that layer. This structure was chosen to maintain 
consistency with the regional scale model (ZOOMQ3D) to which the radial model will 
ultimately be coupled. This will be discussed further in Chapter 5. There are also known 
issues with the water table representation in COOMPuTe related to recovery, whereby the 
water level in the well rises more quickly than the water table surface resulting in flow from 
the well into the aquifer. Without a discrete water table surface, a single-layer model 
resembles the Dupuit approximation to unconfined steady-state radial flow, which assumes 
that all flow into the well is horizontal and occurs below the level in the well (Figure 4.2a). 
However, vertical discretization around the water table allows the vertical component of flow 
to be incorporated without explicitly representing the water table surface (Figure 4.2b). This 
will be demonstrated in Section 4.3.3.  
The seepage face is approximated by allowing a layer to remain connected to the well after 
the water level in the well has fallen below the base of the layer (Figure 4.2b). While the well 
boundary node is still saturated flow across the seepage face will continue to be calculated by 
Darcy’s law according to the head difference between the node and the well and a very high 
hydraulic conductivity. When this node dewaters, the head will be fixed at the elevation of 
the base of the layer and all flow into this node from the adjacent radial node will be passed 
directly into the well. When this aquifer node also dewaters the layer becomes horizontally 
disconnected from the well. This representation of the seepage face will be explored further 
in Section 4.3.4. 
The outer boundary of the model can be defined as no-flow (Neumann condition) or fixed 
head (Dirichlet condition). A specified flow boundary can also be incorporated; this is 
required for linkage with the regional model, as will be discussed in Chapter 5. 
The radial flow model is coded in the MATLAB commercial software package (Mathworks, 
2012). The set of ODEs, as defined in Equation 4.16, are solved using the environment’s 
ode15s solver (Shampine & Reichlet, 1997). This is an implicit, variable-step, variable-order 
solver which uses the numerical differentiation formulas (NDFs) and the Newton iteration 
method to solve a system of non-linear equations. The NDFs can be evaluated up to the 5th 
order however reducing the truncation error also reduces the stability of the solution. The 
default 2nd order NDFs are therefore used in this application. The ode15s solver varies the 
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step size (in this case the time-step) based on the local error in the computed state (in this 
case groundwater head). The error tolerance is defined by the user and will affect both the 
accuracy and efficiency of the solution. The default value applied in the solver is 10-3, 
resulting in a solution which is accurate to within 0.1%. If the solution computed does not 
achieve this error tolerance, the step size will be reduced for the following iteration.  
The Darcy-Forchheimer radial flow model described above is designed to be able to simulate 
drawdown in and around an abstraction well in complex hydrogeological environments, such 
as the Chalk aquifer. Analytical models of drawdown in response to pumping make many 
simplifying assumptions about an aquifer, but provide useful benchmarks against which to 
test a numerical model. In the following section, the radial flow model is tested against three 
analytical solutions: the Papadopulos-Cooper solution for drawdown in a confined aquifer 
with well storage (Section 4.3.1), the Jacob solution for linear and non-linear drawdown in a 
confined aquifer (Section 4.3.2), and the Neuman solution for drawdown in an unconfined 
aquifer (Section 4.3.3). Unconfined behaviour in which cells dewater and seepage nodes 
develop will be explored in Section 4.3.4. 
4.3 Validation of the Radial Flow Model 
4.3.1 Confined Aquifer with Well Storage 
Papadopulos and Cooper (1967) present a solution for drawdown in a confined aquifer due to 
pumping from a large diameter well. The solution assumes that the aquifer is extensive, of 
uniform thickness, homogeneous and isotropic, and that the well penetrates the full thickness 
of the aquifer; it also assumes that the storage capacity of the well is significant and will 
therefore impact drawdown, particularly at early times. The Papadopulos-Cooper solution 
approaches the Theis solution (Theis, 1935) at progressively earlier times as the well 
diameter decreases and aquifer transmissivity increases. The Papadopulos-Cooper solution 
for drawdown in the well, sw, is given as:  
𝑠𝑤 =
𝑄
4𝜋𝑇𝐹(𝑢𝑤, 𝛼)
 
(4.17) 
where 
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𝑢𝑤 =
𝑟𝑤
2𝑆
4𝑇𝑡
 
(4.18) 
𝛼 =
𝑟𝑤
2𝑆
𝑟𝑐2
 
(4.19) 
𝐹(𝑢𝑤, 𝛼) =
32𝛼2
𝜋2
 ∫
1 − 𝑒−𝛽
2 4𝑢𝑤⁄
𝛽3∆𝛽
 
∞
0
𝑑𝛽  
(4.20) 
 
Q  is the pumping rate [L3T-1] 
T  is the aquifer transmissivity [L2T-1] 
S  is the storage coefficient of the aquifer [-] 
rw  is the effective radius of the well screen or open hole [L] 
rc  is the radius of the well casing [L] 
t  is the time since the start of pumping 
 
A simple single-layer, confined model was set up with a transmissivity of 500 m2day-1 and 
storage coefficient of 10-3. The borehole was uncased and was set to penetrate the full 
thickness of the aquifer, the abstraction rate was set at 1000 m3day-1, and the radial extent of 
the aquifer was 10, 000 m. Three model runs, 1.1, 1.2 and 1.3, were carried out with the well 
radius set at 0.01, 0.1, and 1.0 m, respectively. In each case, head was monitored at the well 
and at a radial distance of 10 and 100 m away from the well. The results were compared with 
the Papadopulos-Cooper solution and the Theis solution (Figure 4.3). Figure 4.3 shows good 
agreement between the model and the Papadopulos-Cooper solution for drawdown with well 
storage. Figure 4.3a compares the drawdown in the well itself for the three different well 
radii. As would be expected, the well with the smallest radius shows the greatest amount of 
drawdown and approaches the Theis solution at an earlier time than in the simulations using 
larger diameter wells. Figures 4.3b and 4.3c also show good agreement between the 
numerical and analytical models and show that the impact of well storage on drawdown 
decreases with distance from the well. Figure 4.3d shows the volume of water derived from 
well and aquifer storage in each of the three simulations. In all three models, well storage is 
dominant during the initial stages of abstraction and aquifer storage becomes dominant at 
later times. The time at which the switch occurs varies depending on the size of the well. In 
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all simulations the global water balance error for the model is maintained at between 10-8 and 
10-10 m3day-1.  
4.3.2 Confined Aquifer with Linear and Non-Linear Drawdown 
Jacob (1947) proposed the following equation to describe the non-linear increase in 
drawdown often observed in a pumping well under progressively higher abstraction rates 
during a step-drawdown test: 
𝑠𝑤 = 𝐴𝑄 + 𝐵𝑄
2 (4.21) 
where 
sw  is drawdown [L] 
Q  is the abstraction rate [L3T-1] 
A  is the linear coefficient of drawdown [L-2T] 
B  is the non-linear well loss coefficient [L-5T2] 
 
In this solution the non-linear component of drawdown is attributed to losses in the well, 
however, in reality it is likely that non-linear losses will also occur in the surrounding 
formation due to inertial effects in the fluid as it accelerates towards the well. The linear 
component of drawdown is often approximated by the Theis solution (Theis, 1935) or, for 
large times, the Cooper-Jacob solution (Cooper & Jacob, 1946): 
𝐴(𝑡) =
1
4𝜋𝑇
[ln (
4𝑇𝑡
𝑆𝑟𝑤2
) − 0.5772] 
(4.22) 
where 
T  is the aquifer transmissivity [L2T-1] 
S  is the storage coefficient of the aquifer [-] 
rw  is the radius of the well [L] 
 
Mathias et al. (2008) derived the following late-time approximation to the Forchheimer 
equation for drawdown in a well being pumped at a constant rate: 
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𝑠𝑤 =
𝑄
4𝜋𝑇
[ln (
4𝑇𝑡
𝑆𝑟𝑤2
) − 0.5772] +
𝛽𝑄2
(2𝜋𝑚)2𝑟𝑤𝑔
 
(4.23) 
where 
β  is the Forchheimer parameter [L-1] 
m  is the thickness of the aquifer [L] 
 
Through comparison of Equations 4.21, 4.22 and 4.23, Mathias & Todman (2010) then 
showed that the non-linear component of drawdown in Jacob’s solution can be approximated 
by: 
𝐵 =
𝛽
(2𝜋𝑚)2𝑟𝑤𝑔
 
(4.24) 
The radial flow model is validated against the solution above using a single-layer, confined 
model with a fully penetrating well and large areal extent. Figures 4.4-4.6 show comparisons 
of modelled drawdown from the numerical radial flow model and the analytical solution 
described in Equation 4.23.  
Figure 4.4 shows the numerical and analytical model results of drawdown at the abstraction 
well with and without the non-linear parameter. The parameter sets for these models are 
shown in Table 4.1. The transmissivity and storage are equivalent in all five models thus the 
linear component of drawdown is the same. The non-linear parameter is increased from 
model 2 to model 5 such that B is equal to 2.53×10-6, 5.07×10-6, 1.01×10-5 and 1.52×10-5 day2 
m-5, respectively. As would be expected the non-linear component of drawdown, and thus the 
total amount of drawdown in the well, increases linearly with the Forchheimer parameter.  
 Model 2.1 Model 2.2 Model 2.3 Model 2.4 Model 2.5 
Layer Thickness (m) 10 10 10 10 10 
Kh (m day-1) 50 50 50 50 50 
Ss (m-1) 10-6 10-6 10-6 10-6 10-6 
B (day2 m-5) - 2.53×10-6 5.07×10-6 1.01×10-5 1.52×10-5 
Table 4.1 Parameterisation of Models 2.1-2.5 to test the Forchheimer parameter. 
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The numerical model shows good agreement with the analytical solution in all simulations. 
Figure 4.5 shows the time-drawdown curves at each node between the well and a radial 
distance of 10 m from the well for each of the models discussed above. Comparison of the 
drawdown curves for each model in Figure 4.5 shows that at early times (t < 10-3 days), 
drawdown around the abstraction borehole increases at a faster rate as the non-linear 
parameter increases. This means that a greater volume of water is derived from the aquifer in 
the immediate vicinity of the well and the cone of depression therefore spreads more slowly. 
As a result there is more drawdown at early times away from the well in the linear model than 
the non-linear models. This can clearly be seen by comparing the models at early times at a 
distance of 1 m and 10 m from the well (Figures 4.6a and b). At late times (t > 10-3 days) 
Figure 4.5 shows that there is a greater amount of drawdown at equivalent distances from the 
well as the non-linear parameter is increased; however, as can be seen from Figures 4.6a-d, 
the influence of non-linear flow decreases with distance from the well. This would be 
expected due to the squared term in Equation 4.9, which means the non-linear component of 
flow becomes more important as the specific discharge increases. This will happen as flow 
accelerates towards the well. Figure 4.6e shows drawdown in the non-linear models 
approaching drawdown in the linear model with distance from the well. The distance at 
which the difference in drawdown between the linear and non-linear models is less than 1 cm 
of drawdown, and non-linear flow is therefore assumed negligible, is linearly proportional to 
the Forchheimer parameter. The radial flow model can incorporate vertical variations in the 
Forchheimer parameter to represent the varying importance of non-linear flow in different 
layers. This is not accounted for in the analytical solution described in Equation 4.23 and will 
therefore be explored further in Section 4.4 when the model is applied to observed pumping 
test data from the Chalk.  
4.3.3 Unconfined Aquifer without Dewatering 
The analytical solutions described above assume the aquifer is confined. The transmissivity 
and storage are therefore constant over time and all water is derived from elastic storage. 
Neuman (1972) developed an analytical model for drawdown around an abstraction well that 
considers the delayed response of the water table in an unconfined aquifer. The Neuman 
solution represents the typical response to pumping of an unconfined aquifer in which three 
distinct phases of drawdown are observed: (1) an initial phase in which the aquifer behaves in 
a confined manner as water is instantaneously released from elastic storage; (2) a second 
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phase during which vertical head gradients develop in the aquifer and the water table starts to 
fall; during this phase the aquifer essentially behaves in a leaky manner as it receives 
recharge from the water table; (3) a final phase in which flow is largely horizontal and water 
is derived from specific yield. Phases 1 and 3 conform to the Theis solution controlled by 
specific storage and specific yield, respectively. The timing and duration of phase 2 depends 
on the specific yield and vertical hydraulic conductivity of the aquifer.  
The Neuman solution for drawdown, sw, in an unconfined aquifer is: 
𝑠𝑤 =
𝑄
4𝜋𝐾ℎ𝑏
𝑊(𝑢𝑎, 𝑢𝑏 , 𝛽) 
(4.25) 
where 
Q  is the abstraction rate [L3T-1] 
K  is the horizontal hydraulic conductivity [LT-1] 
b  is the aquifer thickness [L] 
W(ua, ub, β)  is the well function 
 
At early times the well function is defined by ua and β where: 
𝑢𝑎 =
𝑟2𝑆
4𝐾ℎ𝑏𝑡
 
(4.26) 
𝑆 = 𝑆𝑠𝑏 (confined storage) (4.27) 
At late times the well function is defined by ub and β where: 
𝑢𝑏 =
𝑟2𝑆𝑦
4𝐾ℎ𝑏𝑡
 
(4.28) 
In Equations 4.26 and 4.28, r is the radial distance from the well [L] and t is the time since 
the start of pumping [T]. Neuman’s parameter, β, is defined as: 
𝛽 =
𝑟2𝐾𝑣
𝑏2𝐾ℎ
 
(4.29) 
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The Neuman solution assumes that the amount of drawdown is negligible compared to the 
saturated thickness of the aquifer. Like the analytical solutions for drawdown in a confined 
aquifer, it therefore applies a constant storage and transmissivity and ignores the influence of 
a seepage face. It also assumes that the elastic or confined storage is significantly smaller 
than the specific yield and can therefore be ignored at late times (i.e. during phases 2 and 3 
described above). The Neuman solution is used as a benchmark for the radial flow model 
under unconfined conditions. The model is also compared to a single-layer COOMPuTe 
model, which includes a discrete water table surface and has been shown to accurately 
reproduce the Neuman solution for drawdown in an unconfined aquifer (see Mansour (2003b) 
and Chapter 3 for further details of the COOMPuTe model).  
A single-layer model with a fully penetrating borehole and large areal extent (radius of 
10 km) was set up to validate the model behaviour under unconfined conditions. The aquifer 
was pumped at a rate of 1,000 m3day-1 for 10 days and flow was assumed to be Darcian. The 
results of this simulation (Model 3.1) are compared with the Neuman solution and the model 
is evaluated at the abstraction well and at radial distances of 1, 10 and 100 m from the well 
(Figure 4.7). The single-layer model matches the late-time behaviour of the analytical 
solution, which conforms to the Theis solution with a storage coefficient equivalent to the 
specific yield; however it fails to reproduce the early time drawdown behaviour because the 
water table is not explicitly represented in the model. This means the specific yield is applied 
to the entire thickness of the aquifer and there is no vertical flow from the water table. 
Drawdown during phase 1 is therefore significantly underestimated and the influence of 
vertical flow from the water table during phase 2 is not seen.   
A homogeneous and isotropic 2-layer model was set up to improve the representation of the 
water table and more accurately reproduce the unconfined response during phases 1 and 2. 
The upper layer was set to represent the zone in which the water table fluctuates, and the 
lower layer represents the remainder of the aquifer. The model was run twice with the 
thickness of the upper and lower layer set at 5 and 45 m, and 3.5 and 46.5 m, respectively. 
The parameterisation of this test (Model 4.1) is shown in Table 4.2. The results of these 
simulations are compared with the Neuman solution for drawdown in the aquifer and the 
COOMPuTe model results for drawdown at the water table (Figure 4.8). Comparison of 
Figures 4.7a and 4.8a demonstrates that the 2-layer model is able to simulate early-time 
drawdown in the abstraction well more accurately than the single-layer model. Away from 
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the borehole, drawdown in layer 2 approaches the analytical solution and drawdown in layer 
1 approaches the water table response of the COOMPuTe model (Figure 4.8). This would be 
expected as the early-time drawdown will now be dominated by release of water from elastic 
storage in layer 2, which will then start to receive recharge from layer 1 as vertical head 
gradients develop between the two layers during phase 2. Figure 4.8 shows that the second 
model (Model 4.1b), with a respective upper and lower layer of 3.5 and 46.5 m, provides a 
better fit to the analytical solution than the first model (Model 4.1a), indicating that the 
unconfined model performance is improved by increasing the refinement around the water 
table.   
 Model 4.1 Model 4.2 Model 4.3 
Layer 1 Thickness 
(m) 
5/3.5 5/3.5 5/3.5 
Layer 2 Thickness 
(m) 
45/46.5 45/46.5 45/46.5 
Layer 1 Kh 
(m day-1) 
10 10 10 
Layer 2 Kh 
(m day-1) 
10 10 10 
Kv (all layers) 
(m day-1) 
10 1 10 
Sy (all layers) 
(-) 
0.01 0.01 0.1 
Ss (all layers) 
(m-1) 
10-4 10-4 10-4 
Table 4.2 Parameterisation of Models 4.1, 4.2 and 4.3 to investigate unconfined behaviour in the 
radial flow model. 
The Neuman solution stipulates that the duration and timing of phase 2 of the typical 
unconfined response is controlled by the specific yield and vertical hydraulic conductivity. 
The single-layer model and 2-layer models were run again with different parameterisations in 
order to test the impact of these parameters on the model performance. In the first instance, 
anisotropy was introduced by reducing the vertical hydraulic conductivity by an order of 
magnitude (Model 4.2 in Table 4.2). The vertical hydraulic conductivity has no impact on 
modelled drawdown in the single-layer model, which provides a poorer fit to the analytical 
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solution than the isotropic model (Figure 4.9). As for the isotropic parameterisation, the 
model performance is improved by introducing a second layer to represent the water table. 
Comparison of Figures 4.8 and 4.9 indicates there is less drawdown of the water table in the 
anisotropic COOMPuTe model and a corresponding decrease in the amount of drawdown in 
layer 1 of the radial flow model during phase 2 of the unconfined response. As for the 
isotropic parameterisation the model performance is better with greater refinement in the 
upper layer.  
In the second test (Model 4.3 in Table 4.2), the specific yield was increased from 1% to 10%. 
This has little impact on the drawdown in phase 1, which is controlled by the specific storage, 
but increases the amount of water that is released from storage as the water table falls thereby 
increasing the duration of phase 2. Both the single and 2-layer models underestimate the 
amount of drawdown in phase 1 to a greater extent when the specific yield is increased 
(Figure 4.10). The 2-layer models improve the fit to the analytical solution, but to a lesser 
extent due to the overestimation of leakage from the water table layer. The model 
performance could be improved through further vertical refinement around the water table, 
however, this would lead to nodes dewatering and the development of a seepage face, which 
is not accounted for in the Neuman solution. These issues will be discussed in more detail in 
Section 4.3.4 below. 
Validation of the model against the Neuman solution and the COOMPuTe radial flow model 
indicates that vertical refinement is required around the water table in order to accurately 
represent the impact of specific yield and vertical flow on the unconfined response. This is of 
greater importance when the aquifer is anisotropic and the specific yield is relatively high. 
The specific yield of the Chalk aquifer is generally considered to be low, often quoted to be 
around 1%; however, the conceptual understanding of flow through the Chalk, whereby 
horizontal flow is concentrated in fractures or high permeability horizons, means that 
anisotropy may be significant.  
4.3.4  Unconfined Aquifer with Dewatering and Seepage Face Development 
Validation of the model against Neuman’s solution indicates that refinement around the water 
table is required to fully represent the impact of vertical flow on drawdown in an unconfined 
aquifer. The Neuman solution does not provide an accurate benchmark for drawdown in the 
well in an unconfined aquifer because it fails to represent the development of a seepage face. 
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As was discussed in section 4.2, a seepage face will develop in the model if the groundwater 
head in the well falls below the base of a layer while the adjacent aquifer node remains 
active. The seepage face will remain active until the aquifer nodes also dewater, at which 
point the layer is no longer connected horizontally to the well and its storage is accessible 
through vertical flow only. The development of a seepage face, and the behaviour of an 
unconfined layer when it is connected to the well through a seepage node, or disconnected 
from the well completely, will therefore be influenced by the parameterisation of the model. 
This will be explored in the following section by running a series of models in which layers 
dewater around the well with varying degrees of vertical heterogeneity and anisotropy.  
The first model to be tested is a 3-layer, homogeneous, isotropic model. The model setup and 
parameterisation is equivalent to Model 4.1 discussed in Section 4.3.3 (Figure 4.8) but the top 
layer has been split into two layers, each with a thickness of 2.5 m (see Model 5.1 in Table 
4.3). The simulation period is increased to 100 days to fully evaluate the seepage face 
development, and the pumping rate is set at 1,000 m3day-1. As for the 2-layer model, 
drawdown in the abstraction well shows a good fit to the Neuman solution (Figure 4.11a); 
drawdown in layer 3 also matches the analytical solution at various distances from the 
abstraction well (Figure 4.11b). The level in the well falls below the base of layer 1 
approximately 0.4 days after the start of the test, at which point there is almost 2 cm of 
saturated thickness at the well boundary node and 20 cm of saturated thickness at the second 
aquifer node. Due to the very small saturated thickness at the boundary node, only a very 
small volume of water can be passed across the seepage face. This initially accounts for 
1.25% of the total abstraction rate, reducing to zero as the head at the seepage node 
approaches the base of the layer. The seepage face is switched off in layer 1 approximately 
20 days after the start of pumping. If there was a conceptual reason to justify switching the 
seepage face off earlier, i.e. when the saturated thickness at the seepage face is greater than 
zero, it is possible to include a threshold value above the base of the layer at which point the 
nodes dewater.  
Figure 4.11c shows the impact of the seepage face on drawdown at various distances from the 
well in layer 1. Due to the very small saturated thickness at the seepage node, it becomes 
more difficult for water to be passed horizontally into the well; as a result, there is a reduction 
in the rate at which head falls in the immediate vicinity of the well in layer 1. For the 
homogeneous, isotropic model this only impacts on drawdown within 1 m of the well. When 
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the seepage node dewaters and the horizontal connection to the well is completely switched 
off small fluctuations can be observed at adjacent nodes in the horizontal and vertical 
direction (Figure 4.11d). This is due to numerical instability as nodes are essentially removed 
from the solution and is a common feature when modelling highly non-linear systems. 
Fluctuations in the global water balance are also observed as nodes dewater, however, the 
balance quickly recovers and is maintained on the order of 10-4 to 10-5 m3day-1 for the 
majority of the simulation. These small numerical instabilities are therefore deemed to be 
acceptable.  
 
Model 
5.1 
Model 
5.2 
Model 
5.3 
Model 
5.4 
Model 
5.5 
Model 
5.6 
Model 
5.7 
Model 
5.8 
Layer 1  
Thickness (m) 
2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 
Layer 2  
Thickness (m) 
2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 
Layer 3  
Thickness (m) 
45 45 45 45 45 45 45 45 
Layer 1 Kh 
(m day-1) 
10 10 10 10 55 55 91 91 
Layer 2 Kh 
(m day-1) 
10 10 10 10 55 55 91 91 
Layer 3 Kh 
(m day-1) 
10 10 10 10 5 5 1 1 
Kv (all layers) 
(m day-1) 
10 1 10 0.1 1 0.1 1 0.1 
Sy (all layers) 
(-) 
0.01 0.01 0.1 0.01 0.01 0.01 0.01 0.01 
Ss (all layers) 
(m-1) 
10-4 10-4 10-4 10-4 10-4 10-4 10-4 10-4 
4.3 Parameterisation of Models 5.1-5.8 to investigate unconfined behaviour with dewatering and 
seepage face development.  
To evaluate the impact of model parameterisation on seepage face development three 
subsequent 3-layer models were run: two anisotropic models (Models 5.2 and 5.4 in Table 
4.3) in which the vertical hydraulic conductivities were decreased by one and two orders of 
magnitude, respectively, and a model in which the specific yield was increased by an order of 
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magnitude (Model 5.3 in Table 4.3). The first anisotropic model (Model 5.2) and the higher 
storage model (Model 5.3) are equivalent to Models 4.2 and 4.3 described above. In the 3-
layer models the upper layer has been split into two layers, each of 2.5 m thickness, as above. 
Drawdown in the well and the bottom layer of the anisotropic models show a good match to 
the analytical solution (Figures 4.12a and b, and 4.13a and b). The same decrease in the rate 
of drawdown that is observed in the upper layer of the isotropic model is seen in the 
anisotropic models as head approaches the base of layer 1 on the well boundary. This 
becomes more pronounced as the degree of anisotropy increases because it is harder for the 
upper layer to pass water vertically downwards (Figures 4.12c and 4.13c).  
The impact of the seepage face is also seen further from the well with increased anisotropy. 
In the model with one order of magnitude difference between horizontal and vertical 
hydraulic conductivity, the decrease in the rate of drawdown in the upper layer can be seen at 
a radial distance of 10 m from the well (Figure 4.12c). In the model with two orders of 
magnitude difference the decrease in the rate of drawdown is greater at a radial distance of 
10 m, and can still be seen 100 m from the abstraction well (Figure 4.13c). In the first 
anisotropic model the seepage face becomes active after 0.36 days of pumping, at which 
point there is slightly more saturated thickness at the seepage node and a steeper hydraulic 
gradient around the abstraction well compared to the isotropic model. Seepage therefore 
accounts for a higher proportion of the total pumping rate (2%) and continues to the end of 
the simulation. In the second anisotropic model the seepage face becomes active after 0.006 
days and initially accounts for 5% of the total pumping rate. There is no dewatering in the 
anisotropic models and the global water balances are therefore maintained between 10-4 and 
10-5 m3day-1 without any significant fluctuations.  
The fit of the 2-layer model to the Neuman solution was shown to be poorer when the 
specific yield is higher due to the underestimation of drawdown during phase 1 (Figure 4.10 
in Section 4.3.3). Increasing the number of layers to three, as above, improves the fit to the 
analytical solution at the well and at depth in the aquifer (Figure 4.14a and 4.14b). The total 
drawdown is lower in the high storage model therefore the seepage face does not become 
active in the upper layer of the 3-layer model until 4 days after the start of the simulation. The 
rate of drawdown in the upper layer also decreases as the saturated thickness of the seepage 
node approaches zero. As for the isotropic model shown in Figure 4.11, this is only seen 
within 1 m of the well (Figure 4.14c).  
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The models described above represent aquifers in which the hydraulic properties are assumed 
to be uniform with depth. In reality vertical heterogeneity is likely to have a significant 
influence on drawdown in and around an abstraction borehole, particularly in the Chalk 
aquifer where flow is concentrated in individual fractures or high permeability, fractured 
horizons. The following set of runs investigates the impact of vertical heterogeneity on 
seepage face development and drawdown in and around an abstraction well. The 
heterogeneous models (Models 5.5-5.8) are compared with the homogeneous models 
presented above (Models 5.1, 5.2 and 5.4). Models 5.5-5.8 use the same layer structure as the 
3-layer homogeneous models (two upper layers each of 2.5 m thickness and a lower layer of 
45 m thickness). The parameterisation of these models is shown in Table 4.3. They all have 
uniform storage and vertical hydraulic conductivity and a fully saturated transmissivity of 
500 m2day-1.  
The models in which hydraulic conductivity is uniform with depth will display a linear 
decrease in transmissivity as head falls. The decrease in transmissivity will be non-linear in 
the heterogeneous models, which results in a greater amount of total drawdown at the well 
(Figure 4.15). In a layered model the percentage of the total pumping rate provided by each 
layer is approximately proportional to the transmissivity of that layer, when well storage 
effects are negligible. In the homogeneous models, this means the majority of water is 
derived from layer 3, which accounts for more than 90% of the total transmissivity in the 
model (Figure 4.16a). When vertical heterogeneity is introduced the higher transmissivity 
horizons will provide the majority of water when they are saturated. In models 5.5 and 5.6, 
for example, layers 1 and 2 initially account for 30% each of the total abstraction rate and 
layer 3 provides around 40% of the water delivered to the well. As the transmissivity of 
layers 1 and 2 decrease the well takes more water from layer 3 (Figure 4.16b), resulting in a 
greater amount of drawdown in the lower permeability layer. In models 5.7 and 5.8, where 
layers 1 and 2 initially provide 90% of the total water required to the well, this is more 
pronounced. As the saturated thickness in layer 1 approaches zero, the contribution from 
layer 2 increases from around 45% to 70%. As layer 2 also becomes unconfined and its 
ability to transfer water to the well reduces, more water is derived from the bottom layer 
(Figure 4.16c). Again, the lower permeability of the bottom layer results in a significant 
increase in the amount of drawdown observed in that layer (Figure 4.17). As was discussed 
above, comparison of Models 5.1, 5.2 and 5.4 shows that a greater degree of anisotropy leads 
to the development of larger vertical hydraulic gradients. This becomes more pronounced 
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when vertical heterogeneity is introduced, as can be seen by comparing the results from 
models 5.5 and 5.6, and 5.7 and 5.8 (Figure 4.18).  
The role of the seepage face also becomes more significant as vertical heterogeneity is 
introduced. As was discussed above, seepage across layer 1 initially accounts for 1.25%, 2% 
and 5% of the total abstraction rate in models 5.1, 5.2 and 5.4, respectively. Figures 4.19a and 
4.19b show the increase in the relative contribution of seepage across layer 1 in models 5.5 
and 5.6, which initially accounts for 15% and 22% of the total abstraction rate. In models 5.7 
and 5.8, the significant increase in the hydraulic conductivity of layers 1 and 2 mean that 
seepage across layer 1 initially accounts for 30% and 37% of the total abstraction rate (Figure 
4.19c and d). A sharp increase in the contribution of seepage flow in models 5.7 and 5.8 can 
be seen on Figures 4.19c and 4.19d after approximately four days of pumping. This is the 
point at which layer 2 also becomes a seepage layer.  
In the heterogeneous and anisotropic models presented above the upper layers continue to 
provide seepage flow to the well while head in the layers below continue to fall. In highly 
anisotropic models it is therefore possible that high permeability layers will continue to 
deliver small amounts of water to a well across a seepage face as the layers below become 
unconfined. In this case, the upper high permeability horizon is essentially acting as a 
perched water table. This conceptualisation seems reasonable for the Chalk aquifer where a 
high permeability model layer may represent an individual fracture, or fractured horizon. It is 
conceivable that a fractured layer could continue to provide water to a well across a seepage 
face until some boundary is intersected that would prevent a continuous supply of water and 
cause the fracture to completely dewater. The issue with the representation of the seepage 
face in the model is the lack of published observations against which to validate it. Without a 
discrete water table surface the model can only approximate seepage face behaviour and key 
uncertainties remain over whether this representation is adequate. The runs above suggest 
that flow across a seepage face could account for a significant proportion of the total 
abstraction rate, particularly where there is significant vertical heterogeneity. This agrees 
with a modelling study carried out by Rushton (2006) in which the potential significance of 
seepage flow was investigated, but there are no known observations from the Chalk against 
which this can be tested. The model also suggests that when seepage flow develops the rate 
of drawdown in the seepage layers reduces while drawdown in the well and at depth will 
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continue. Observations from piezometers at varying distances from an abstraction well, and at 
varying depths, would be required in order to further validate this model behaviour.  
The development of a seepage face is one of the main contributing factors to the non-linear 
relationship often observed between borehole yield and drawdown at abstraction wells. 
However, it appears that the development and behaviour of seepage flow and the impact this 
has on drawdown away from the well is not fully understood. Given the potential impact that 
seepage flow can have on reliably estimating the sustainable yield of a well, particularly 
under drought conditions, this is perhaps surprising. Further practical studies on seepage face 
development would be extremely useful in terms of providing observations against which to 
validate the structure of a radial flow model for simulating drawdown at abstraction wells, 
particularly in fractured aquifers.  
4.4 Application of the Radial Flow Model 
4.4.1 The Bean Abstraction Site 
The Bean abstraction site is located in the Swanscombe area of Kent, approximately 20 km to 
the east of London. The well field consists of 10 abstraction boreholes over an area of 6 km2, 
centred on the village of Bean (Figure 4.20). The boreholes were commissioned to replace 
abstraction sites along the River Darent, which suffered low flows and subsequent ecological 
issues during the 1980s and 1990s (EA, 2013b). Two existing boreholes were acquired and 
eight new boreholes were drilled and tested over the period 2002-2005. The site of interest 
for this study is Site 3, which is located at the western extent of the well field. The behaviour 
of this borehole during a step-drawdown and constant rate pumping test is highly non-linear. 
It is therefore well suited for testing the model’s ability to reproduce a relatively complex 
groundwater response in which vertical heterogeneity is likely to be important. 
The Bean well field is located in the south-eastern part of the London Basin on the dip slope 
of the North Downs. The Chalk at outcrop is generally the Seaford Chalk. This is typically a 
soft, non-nodular Chalk while the underlying Lewes Nodular Chalk contains a higher 
proportion of hardgrounds. Both formations contain regular bands of flint. The boundary 
between the Lewes Nodular and underlying New Pit Chalk is marked by the Chalk Rock, a 
distinctive hard band which is often associated with significant flow horizons. The Chalk of 
the North Downs is known to have well-developed karstic systems (Allen et al., 1997). 
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The Chalk is locally covered in this area by the Palaeogene Thanet Sand Formation and 
overlying Lambeth Group; however groundwater levels indicate that the water table is deep 
enough that the Chalk groundwater system remains unconfined. The Thanet Sands are a fine-
grained silty sand, typically with fairly low permeability but high storage. Along the valleys 
of the River Thames and River Darent the Chalk is overlain by terrace deposits and alluvial 
sands and gravels (Ellison, 2004).  
The well field is located approximately 3 km south of the River Thames. The River Darent 
flows towards the River Thames to the west of the site, where it has an average flow of 
55.6 Ml day-1. The base flow index of the River Darent is around 73% (Marsh & Hannaford, 
2008). The regional hydraulic gradient generally slopes from the Chalk escarpment south of 
the area to the River Thames in the north. Smaller rivers, such as the River Darent to the west 
and River Medway to the east, will exert a local control on groundwater flow patterns and 
several used and disused quarries in the area are also likely to influence the local 
hydrogeology (Robins et al., 2001). The closest quarries to Site 3 are shown on Figure 4.20. 
The Eastern quarry ceased to operate in 2007 and the Western quarry has now been 
developed into a shopping centre. Both quarries are over 1 km from Site 3.  
Data from several pumping tests in the Chalk of the North Downs indicate transmissivity 
values ranging from 52 to 7400 m2day-1 and storage coefficients between 1×10-5 and 6×10-2 
(Allen et al., 1997). As is typical of the Chalk, vertical and lateral variations in transmissivity 
have developed with higher values generally observed in the valleys and within the zone of 
water table fluctuation; lower values are typically found on the interfluves and at depth. 
Higher transmissivity is also observed where enhanced recharge to the Chalk occurs at the 
boundary of the Palaeogene. 
The borehole at Site 3 is drilled to a depth of 137 m. Geological logging carried out by the 
British Geological Survey (Buckley, 2003) shows the Thanet Sand Formation in the upper 
16 m of the borehole. This is underlain by 62 m of Seaford Chalk, with flints reported in the 
lower 10 m towards the boundary with the Lewes Nodular Chalk. The Lewes Nodular Chalk, 
which is reported to be well fractured in the upper 10 m, has a total thickness of 45 m. This is 
underlain by the New Pit Chalk Formation, which is visible towards the base of the borehole 
(Buckley, 2003). The borehole has a diameter of 406 mm to a depth of 60.5 m. Steel casing is 
installed to this depth, below which the borehole is open with a drilled diameter of 248 mm. 
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The borehole at Site 3 was geophysically logged following two phases of acidisation and air 
lifting. It was not possible to log while pumping due to the depth of the water table and it is 
therefore difficult to determine the exact location and contribution of inflow horizons; 
however inferences can be made based on the non-pumping logs. The calliper log shows up 
to 40 cm of enlargement between 60 and 90 m depth, corresponding with the top 30 m of the 
water column. This also corresponds with a section of lower fluid temperature and 
conductivity, likely to be due to the dispersal of acid within a zone of active groundwater 
circulation. The boundary between the Seaford Chalk and Lewes Nodular Chalk, at a depth of 
78 m, also sits within this interval and, as discussed above, was observed to be highly 
fractured. Below 90 m depth the gamma and resistivity logs show a number of distinct marl 
bands which can be correlated across most of the Bean boreholes. These bands also coincide 
with an increase in fluid temperature and conductivity where acid has ponded due to a lack of 
inflow to the well. This evidence suggests that the majority of inflow to the well occurs above 
90 m depth, either through one or more large fractures or within a larger zone of high fracture 
density. 
4.4.2 Testing at Site 3 
The borehole at Site 3 was step tested following an initial phase of acid injection and air 
lifting. This test consisted of four 4-hour steps whereby the abstraction rate was increased 
from 4 ls-1 in the first step to 16 ls-1 in the final step. A second step test was carried out 
following a second phase of well development. This test consisted of five 100-minute steps at 
abstraction rates increasing from 10 ls-1 to 30 ls-1. A 2-month constant rate test involving six 
abstraction boreholes was carried out following the step testing. For the first day of the test 
only Site 3 was pumping and it is therefore treated as a single-well constant rate test. For the 
remainder of the test all sites were pumping and this data is ignored for the purpose of this 
work.  
The time-drawdown data for the two step drawdown tests at Site 3 are shown in Figures 4.21 
and 4.22. During the first step test (SDT1) drawdown in the well appears to reach equilibrium 
during the first three steps under abstraction rates of 4, 8 and 12 ls-1. The total amount of 
drawdown at the end of step 3 is around 16 m. A similar amount of drawdown (~19 m) is 
achieved in the first four steps of SDT2 but under higher abstraction rates of 10, 15, 20 and 
25 l s-1. There is a marked increase in drawdown towards the end of steps three and four 
during SDT2 suggesting that the borehole may not be able to sustain the higher abstraction 
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rates for a significant period of time. During the final step of SDT1 and SDT2 a significant 
increase in drawdown is observed in the abstraction borehole suggesting that a major fracture 
or inflow horizon has dewatered, resulting in a lowering of the available transmissivity 
around the well. 
The Hantush-Bierschenk method (Hantush, 1964; Kruseman & deRidder, 1990) can be used 
to analyse the step test data to determine the linear and non-linear coefficients of drawdown 
in Jacob’s equation (sw = BQ + CQ2). This indicates that the non-linear component of 
drawdown (C) accounts for a smaller proportion of the total drawdown in SDT2  
(C = 2.0×10-6 day2 m-5) than SDT1 (C = 1.0×10-5 day2 m-5). This increase in the efficiency of 
the borehole is likely to be due to the additional phase of well development between the two 
tests. There is no available observation borehole data for the step drawdown tests.  
The time-drawdown data from the constant rate test (CRT) at Site 3 is shown on Figure 4.23. 
The level in the abstraction borehole (Figure 4.23a) falls consistently over the first 40 
minutes (2.8×10-2 days) of the test; the rate of drawdown then increases slightly and 
continues consistently until it reaches the dewatering point discussed above; at this point 
there is a significant increase in drawdown and the level fails to stabilise before the additional 
boreholes start to pump. An observation borehole (Bean Farm) located 340 m from the 
abstraction borehole is also monitored during the CRT and displays less than 1 m of 
drawdown after 1 day of pumping (Figure 4.23b). The borehole does not display a typical 
unconfined response, which would generally consist of an initial phase of drawdown during 
which water is released from specific storage, followed by a reduction in the rate of 
drawdown as water is contributed from specific yield. This suggests that water is 
predominantly being provided to the well through fractures without significant drawdown of 
the water table. 
Analysis of the CRT data from the abstraction and observation borehole provides an estimate 
of the aquifer parameters in the vicinity of each borehole. The time-drawdown data from the 
abstraction borehole is split into three sections: (1) the first 40 minutes of the test; (2) 40-480 
minutes into the test; (3) 480-780 minutes into the test. Analysis of sections 1, 2 and 3 using 
the Cooper-Jacob method (Cooper & Jacob, 1946) give transmissivity estimates of 84, 44 and 
6.5 m2 day-1, respectively. Cooper-Jacob analysis of the recovery data at the end of the group 
test gives a transmissivity estimate of 63.3 m2 day-1. These values are relatively low for the 
Chalk, which may be indicative of non-linear flow or poor aquifer development in the 
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vicinity of the abstraction borehole. The very low value for section 3 highlights the loss of 
transmissivity due to the dewatering of a major fracture or flow horizon. The time-drawdown 
data from the observation borehole is also analysed to give an estimate of the transmissivity 
(501.6 m2 day-1) and storage (7.3×10-4) in the wider vicinity of the abstraction well. This 
transmissivity estimate is more typical of the Chalk. 
4.4.3 Previous Modelling of the Bean Well Field 
The group pumping test at the Bean well field has been the subject of a previous modelling 
study, undertaken using the layered R-θ-Z model described in Chapter 3 (Mansour, 2003b). 
This study applied a 2D (R-Z) model to analyse the results from the group constant rate test 
at each of the six abstraction boreholes individually (Mansour, 2003a). The individual 
analysis of Site 3 applied a 5-layer model with the parameterisation shown in Table 4.4. In 
order to simulate the increase in the rate of drawdown after 40 minutes (phase 2 described 
above) a multiplier was applied to reduce the horizontal hydraulic conductivity with distance 
from the abstraction borehole. No justification or field-based evidence was given for this 
assumption. The minimum and maximum horizontal conductivity are shown in Table 4.4. A 
well loss factor (multiplier of the hydraulic conductivity in the immediate vicinity of the 
borehole) of 0.5 was introduced to account for non-linear losses in and around the well.  
Model 
Layer 
Chalk Layer 
Thickness 
(m) 
Min Kh 
(mday-1) 
Max Kh 
(mday-1) 
Kv 
(mday-1) 
Ss 
(m-1) 
Sy 
1 
Upper/Middle Chalk in 
contact with the ABH 
19.5 0.016 16 0.007 7×10-6 0.01 
2 Fracture 1 3.2 3200 0.007 7×10-6 0.01 
3 
Upper/Middle Chalk in 
contact with the ABH 
50.5 0.132 132 0.007 7×10-6 0.01 
4 
Upper/Middle Chalk 
below the ABH 
50 0.06 60 0.007 7×10-6 0.01 
5 Lower Chalk 40 0.02 20 0.007 7×10-6 0.01 
Table 4.4 Parameterisation of the 2D COOMPuTe model used to simulate Bean Site 3.  
This model was able to reproduce the first day of drawdown in the abstraction borehole 
reasonably well, but no observation boreholes were considered. Models calibrated to simulate 
drawdown at the other five sites varied considerably in their setup and parameterisation, 
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highlighting the significant heterogeneity of the Chalk aquifer in this region. A 3D (R-θ-Z) 
model was then applied to reproduce drawdown at Site 7 (shown on Figure 4.20) within the 
context of the well field, i.e. with all abstraction wells pumping over the 61 day duration of 
the test (Mansour et al., 2011a). The 3-layer model incorporated a representation of the 
quarries in this region. The quarries were found to impact the late-time drawdown data 
(>1 day) at Site 7 when they were represented as internal impermeable boundaries and the 
water stored within them was therefore inaccessible. 
4.4.4 Application of the Radial Flow Model to Site 3 
The aim of this application was to test the model’s ability to reproduce complex pumping test 
data, specifically to investigate the causes of non-linearity and the importance of representing 
vertical heterogeneity and non-linear flow around a Chalk abstraction borehole. The model 
was initially applied to the SDT1 data and the following hypotheses were tested: 
1. The data can be reproduced with a single-layer model without non-linear flow; 
2. The data can be reproduced with a single-layer model with non-linear flow; 
3. The data can be reproduced with a two-layer model without non-linear flow; 
4. The data can be reproduced with a two-layer model with non-linear flow. 
The calibrated model for SDT1 was then applied to the SDT2 and CRT data and further 
calibration was undertaken. Initial calibration to SDT1 was largely carried out using the 
Monte Carlo method, whereby multiple simulations are run using parameter values that are 
randomly selected from a predefined range. The results of each simulation were evaluated 
against observations allowing parameter uniqueness to be assessed.  
In each application a 2D (R-Z) model was set up with a large radial extent (10 km). The rest 
water level is within the open borehole therefore the top of the model was set at the base of 
the cased section. The model extends to the base of the borehole and the rest water level and 
layer elevations were assumed to be constant across the model. The parameterisation was 
laterally homogeneous, an assumption that will be discussed further below. The observed and 
modelled abstraction rates for SDT1, SDT2 and the CRT are shown on Figure 4.24. 
SDT1: Hypothesis 1 
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A single-layer model with a thickness of 77.5 m (the depth from the base of the cased section 
to the base of the borehole) was set up to run using the Monte Carlo (MC) method. Each 
model run within an MC analysis was evaluated against the observed data using the Nash-
Sutcliffe efficiency (NSE). The NSE is a measure of the residual variance relative to the 
observed data variance and is widely used to evaluate hydrological models. An NSE value of 
one indicates a perfect fit to the observed data, while a value of zero indicates that the 
observed mean is a better predictor than the model. The NSE is sensitive to magnitude and 
will therefore be biased towards the late-time drawdown data of each step. This is thought to 
be acceptable for the application to step-test data because the late-time data provides a better 
estimate of the effective transmissivity, therefore the longer-term behaviour of the aquifer 
(Meier et al., 1998). 
The single-layer model has two parameters: hydraulic conductivity and storage. The model is 
unconfined therefore the storage is dominated by specific yield. The specific storage was 
therefore fixed at 10-6 m-1 and the specific yield was sampled within the range 10-4 – 10-1. The 
hydraulic conductivity was sampled from the range 10-2 – 101 m day-1. These parameter 
ranges are based on typical values for the Chalk – storage coefficients in the Chalk of the 
London Basin range from 10-5 to 10-2 with a geometric mean of 0.0016 and a median of 
0.0024, while transmissivity ranges from 1 to 4300 m2day-1 with a geometric mean of 
160 m2day-1 and a median of 230 m2day-1 (Allen, 1997) – and on the Cooper-Jacob analysis 
of the test data described in Section 4.4.2. To ensure the parameter space is adequately 
sampled it has been suggested that each parameter in an MC analysis should equate to an 
order of magnitude increase in the number of model runs (Beven, 2001). The MC simulation 
therefore consisted of 1,000 individual model runs. The results of this simulation were 
evaluated against all steps of SDT1 and against each individual step using the NSE. Analysis 
of the parameter values and corresponding NSE shows that the hydraulic conductivity (Kh) is 
identifiable, but that different values are required to provide the best fit to each individual 
step of the test (Figure 4.25). A higher Kh is required to match step 1 than steps 2 and 3, and a 
poor fit is generally achieved for step 4.  
The single-layer MC analysis was re-run with fixed values of Kh to investigate the uniqueness 
of the storage parameter. Four analyses were undertaken with Kh fixed at the best-fit values 
identified for steps 1-4, respectively. Each analysis consisted of 100 model runs, in which the 
storage parameter was sampled from the range above. The results were again evaluated 
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against steps 1-4 and, as expected, a different unique value was required to match each 
individual step of the test (Figure 4.26). Figure 4.26a-c shows that it was not possible to 
achieve a reasonable fit to the step 4 data while matching steps 1-3, and the best-fit 
parameters for steps two and three were generally unrealistic for the unconfined Chalk. To 
achieve a good fit to step 4, the model was unable to match the first three steps (Figure 
4.26d).  
The best-fit models as evaluated against each individual step are shown on Figure 4.27. This 
calibration method is not ideal because the fit to steps 2 and 3 depends on the initial condition 
defined by drawdown at the end of steps 1 and 2, respectively. The parameter values defined 
for each step could therefore be improved upon; however, the key conclusion to be taken 
from these results is that the SDT1 data cannot be accurately modelled with a single-layer, 
linear model. The unique parameter values identified for each step also suggest that the 
hydraulic conductivity and storage decrease with depth, as would be expected from the 
geological and geophysical logging at Site 3.   
SDT1: Hypothesis 2 
The second hypothesis is based on the assumption that non-linear flow is responsible for the 
observed increase in drawdown with each step of SDT1. To test this hypothesis, the single-
layer model was parameterised with the hydraulic conductivity and storage values that 
provide the best fit to step 1, as identified from the MC analysis above. A sensitivity analysis 
was then carried out whereby the Forchheimer parameter was varied between 0.01 m-1day 
and 0.9 m-1day. The results of the sensitivity analysis are shown on Figure 4.28.  
Introducing non-linear flow improves the fit to steps 2 and 3 with the Forchheimer parameter 
between 0.35 – 0.4 m-1day. However, drawdown in step 4 is still significantly underestimated 
suggesting that the single-layer model does not provide an adequate representation of the 
aquifer in the vicinity of Site 3.  
SDT1: Hypothesis 3 
To achieve a better fit to the increased drawdown observed in step 4, a 2-layer model was set 
up allowing the hydraulic conductivity and storage to vary with depth. The process applied to 
test the first hypothesis was repeated for the 2-layer model. This model has a greater number 
of parameters than the single-layer model (hydraulic conductivity, storage and thickness of 
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layers 1 and 2, and vertical conductivity between layers 1 and 2), requiring a greater number 
of runs (107) to fully sample the parameter space. To reduce the number of degrees of 
freedom the following assumptions were made: 
1. The elevation of the boundary between the two layers can be estimated from the 
test data and geophysical logging therefore the layer thicknesses are set at 18 m 
and 59.5 m for layers one and two, respectively; 
2. As for the first hypothesis, the storage will be dominated by specific yield 
therefore the specific storage is fixed at 1×10-6 m-1 in layers one and two; 
3. The hydraulic conductivity of layer two (Kh2) is significantly less than that of 
layer one (Kh1) and will predominantly impact drawdown after layer one has 
dewatered (i.e. during step 4); this parameter is therefore fixed. 
Three separate MC analyses were initially carried out with different values of Kh2 (0.25, 0.5, 
and 0.75 m day-1) to investigate the sensitivity of the model results to this parameter. The 
values of Kh2 were informed by the MC analysis from the single-layer model, as evaluated 
against step 4 (see Figure 4.25e). Analysis of the results shows that the lower value of Kh2 
provides the best fit to the observed drawdown during the final step. As for the first 
hypothesis Kh1 was identifiable in each MC analysis, with slightly different values providing 
the best fit to steps 1, 2 and 3 (Figure 4.29). Three further MC analyses were run to 
investigate the uniqueness of the storage and vertical hydraulic conductivity parameters. Kh2 
was fixed at 0.25 m day-1 and Kh1 was fixed at the best-fit values to steps 1, 2, and 3, 
respectively. The storage parameter was again identifiable, with slightly different values 
providing the best fit to the first three steps. The best fit models from the three simulations as 
evaluated against steps 1, 2, and 3 are shown on Figure 4.30. The model results were shown 
to be relatively insensitive to the vertical hydraulic conductivity between layers one and two. 
The results from the MC analyses described above were used as the basis for further manual 
calibration to improve the fit of the 2-layer model to step 4. The results and parameterisation 
of the manually adjusted model are shown in Figure 4.31 and Table 4.5, respectively. Figure 
4.31 shows that the linear 2-layer model is able to provide a better fit to all four steps of 
SDT1. There are certain features of the observed response that are not reproduced, for 
example drawdown in step 1 is slightly overestimated in the model, and the shape of the 
modelled curve does not fit the observed response during step 3. However, this simulation 
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highlights the importance of representing vertical heterogeneity for reproducing the non-
linear response in the abstraction borehole.   
Model Layer 
Thickness  
(m) 
Kh  
(mday-1) 
Kv 
 (mday-1) 
Ss  
(mday-1) 
Sy 
1 18.0 6.4 0.11 7×10-6 0.002 
2 59.5 0.15 0.11 7×10-6 0.002 
Table 4.5 Parameterisation of the best-fit 2-layer linear model for Bean Site 3. 
SDT1: Hypothesis 4 
The 2-layer model was used to test the hypothesis that the fit to steps 1, 2 and 3 could be 
improved upon by including non-linear flow, as was achieved with the single-layer non-linear 
model in hypothesis 2. The parameterisation of the best-fit 2-layer linear model described 
above was adjusted slightly to improve the fit to step 1 by increasing the hydraulic 
conductivity of layer 1 to 8 m day-1. The Forchheimer parameter of layer 1 was then varied in 
an attempt to achieve a better fit to steps 2 and 3. The best-fit models from this sensitivity 
analysis are shown on Figure 4.32. Comparison of the 2-layer linear (Figure 4.31) and non-
linear (Figure 4.32) models indicates that the non-linear model does not provide a better fit to 
the observed data and this conceptualisation is not therefore representative of the Chalk 
system at Site 3. 
Application to SDT2 and CRT 
To determine whether the 2-layer linear model provides an adequate representation of Site 3, 
the model was evaluated against the CRT and SDT2 data. In both cases the model completely 
dewatered under the higher abstraction rates of these tests. As was discussed above, the 
second step test and constant rate test were carried out after a second phase of well 
development therefore some change in the properties of the aquifer in the vicinity of the 
borehole may be expected. This was initially investigated by manually calibrating the 2-layer 
model to provide a better fit to the CRT and SDT2 data. The calibration process was also 
informed by CRT data from the observation borehole, located 340 m from the abstraction 
borehole. 
The 2-layer model was initially calibrated to the observation borehole data and the 
Forchheimer parameter was adjusted to match the observations from the CRT at the 
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abstraction borehole. This model was then used to simulate SDT2. This model set-up tests the 
assumption that the observation borehole is representative of the wider aquifer system and 
any additional drawdown at the abstraction borehole can be attributed to non-linear flow. The 
results of this calibration are shown on Figure 4.33 and the best-fit parameterisation is given 
in Table 4.6. The model shows a reasonable fit to the observation borehole but a poor fit to 
the abstraction borehole, particularly during the step test, allowing this conceptualisation of 
Site 3 to be dismissed.  
Model Layer 
Kh  
(mday-1) 
Kv  
(mday-1) 
Ss  
(m-1) 
Sy 
β1  
(m-1day) 
1 28.5 0.11 7×10-6 0.001 0.05 
2 0.1 0.11 7×10-6 0.001 - 
Table 4.6 Parameterisation of the best-fit 2-layer non-linear model for Bean Site 3. 
A short sensitivity analysis was then carried out to investigate the sensitivity of the model 
solution to each parameter at both the abstraction and observation borehole. In each 
sensitivity run a single parameter was changed, as outlined in Table 4.7. The results of each 
sensitivity run are shown on Figure 4.34. As would be expected drawdown at the abstraction 
borehole is more sensitive to horizontal hydraulic conductivity and specific yield, as shown 
by the difference between Models 1 and 2, and 2 and 3-5 on Figure 4.34a and d. Specific 
storage and vertical hydraulic conductivity have little impact on the drawdown at the 
borehole. Drawdown at the observation borehole is also sensitive to the specific yield of layer 
one (as shown by the difference between Models 2 and 3 on Figure 4.34 b and c). The 
specific storage of layer two, which controls the rate at which the cone of depression expands 
horizontally, influences drawdown at the observation borehole, particularly in the second 
layer (shown by the difference between Models 4 and 5 on Figure 4.34c). The vertical 
hydraulic conductivity, which controls the amount of water that can be accessed from the 
higher permeability layer, has an impact on the late-time drawdown data in layer 2 at the 
observation borehole (shown by the difference between Models 6 and 7 on Figure 4.34c).  
The sensitivity analysis was used as the basis for manually calibrating the 2-layer model to 
the CRT abstraction borehole data. Figure 4.35 shows simulated drawdown at the abstraction 
and observation boreholes for the best-fit model (parameterisation shown in Table 4.7). The 
model is able to reproduce drawdown at the abstraction borehole reasonably well but 
significantly underestimates drawdown at the observation borehole. This discrepancy could 
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be related to horizontal heterogeneity however a lack of additional observations makes this 
very difficult to confirm or quantify.  
Run 
Kh1  
(mday-1) 
Kh2  
(mday-1) 
Kv  
(mday-1) 
Sy1 
Ss1  
(m-1) 
Ss2  
(m-1) 
Sensitivity Analysis 
1 12.5 0.3 0.11 0.002 7 ×10-6 7×10-6 
2 12.5 0.25 0.11 0.002 7×10-6 7×10-6 
3 12.5 0.25 0.11 0.01 7×10-6 7×10-6 
4 12.5 0.25 0.11 0.01 7×10-5 7×10-6 
5 12.5 0.25 0.11 0.01 7×10-5 7×10-5 
6 11.0 0.25 0.11 0.01 7×10-5 7×10-5 
7 11.0 0.25 0.011 0.01 7×10-5 7×10-5 
Calibration to ABH 
8 8.8 0.18 0.11 0.1 7×10-6 7×10-6 
Calibration with vertical head gradients 
9 9.0 0.18 0.001 0.1 7×10-6 7×10-6 
Table 4.7 Parameterisation for sensitivity analysis, and calibrated 2-layer model for Bean Site 3. 
It is also worth questioning what the measurements in the observation borehole actually 
represent. Rushton & Howard (1982) highlight the unreliability of using open observation 
boreholes during pumping tests in unconfined aquifers because they can act as conduits for 
vertical flow, thus providing misleading observations. This is particularly true in fractured 
aquifers where large vertical hydraulic gradients may develop across layers of varying 
permeability. They emphasise the importance of installing piezometers at varying depths to 
provide a profile of the vertical head gradient at an observation point, allowing better 
quantification of the aquifer parameters with depth. This issue is discussed further by 
Williams et al. (2006), who suggest that the head measurements in an open borehole 
represent an average of the head at the different depths penetrated by the borehole. Bearing 
this in mind, the vertical hydraulic conductivity could be lowered in the model, generating 
larger hydraulic gradients between the upper and lower layers. As can be seen in Figure 4.36, 
this has little impact on drawdown at the abstraction borehole but a significant impact on 
drawdown in layer 2 at the observation borehole. If the observed data were viewed as a 
vertical average between the upper and lower layers, this model set-up could represent a more 
accurate conceptualisation of the aquifer around Site 3. The high degree of anisotropy is 
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consistent with the previous modelling study carried out by Mansour (2011a); however 
without better observations at varying depths and at varying locations around the abstraction 
borehole it is difficult to have confidence in these conclusions.  
The results presented in Figures 4.33–4.36 show that a reasonable fit can be achieved at the 
abstraction borehole with the 2-layer model for both the CRT and SDT2. The increase in 
drawdown towards the end of each test is generally reproduced by the vertically 
heterogeneous model; however the earlier time data is less well matched. This is particularly 
apparent during steps 2 and 3 of the step test, in which drawdown is significantly 
underestimated by the model, and at 0.02 days into the CRT, where the model fails to 
reproduce the observed increase in drawdown. The change in behaviour observed in both 
tests could be attributed to several factors, but is likely to be due to horizontal or vertical 
heterogeneity. As mentioned above, additional observations would help to build a better 
conceptual understanding of horizontal heterogeneity, and flow logging would help to 
determine the contribution of individual fractures or flow horizons at different depths. In the 
absence of additional data, the model can be used to test the hypothesis that the change in 
behaviour is related to vertical heterogeneity. This was investigated by using a 3-layer model 
to try to achieve a better fit to the early-time CRT data.  
The parameterisation of the 3-layer model was initially informed by the 2-layer model (Run 8 
in Table 4.7) with the upper layer split into two layers, each with a thickness of 9 m. Further 
calibration was informed by a sensitivity analysis to achieve a better fit to the observations. 
Figure 4.37 shows that an improved fit to the observations at the abstraction borehole can be 
achieved with the 3-layer model with the parameter set given in Table 4.8 (Run 1). This 
represents an upper layer with very high horizontal conductivity and storage which may be 
representative of a single large fracture or highly fractured horizon. This is underlain by a less 
permeable layer, the base of which corresponds to the base of the Seaford Chalk Formation. 
As for the 2-layer model, the Lewes Nodular and New Pit Chalk Formations are represented 
by a single layer of low transmissivity and storage, which is less able to provide the required 
amount of water to the borehole after layers 1 and 2 dewater.  
Figure 4.37 shows that the 3-layer model defined by Run 1 (Table 4.8) does not reproduce 
drawdown at the observation borehole. As for the 2-layer model, the vertical hydraulic 
conductivity can be reduced (see parameterisation for Run 2 in Table 4.8) to generate larger 
vertical hydraulic gradients (Figure 4.38). This has little impact on drawdown in the upper 
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layer but produces greater drawdown in layers two and three, which may then produce a 
vertically averaged head closer to the observed values. As discussed above, it is difficult to 
have confidence in this parameterisation without further observations. However, it fits a 
conceptualisation of the Chalk aquifer whereby horizontal flow towards an abstraction 
borehole occurs predominantly through a network of sub-horizontal fractures (represented by 
the upper two layers in the model) with little vertical flow to the matrix-dominated layers 
below (i.e. layer three).  
Layer Thickness (m) 
Kh 
(mday-1) 
Kv 
(mday-1) 
Sy1 
Ss1 
(m-1) 
Run1 
1 9 20 0.11 0.1 7×10-6 
2 9 5.6 0.11 0.1 7×10-6 
3 59.5 0.12 0.11 0.01 7×10-6 
Run2 
1 9 20 0.11 0.1 7×10-6 
2 9 6.5 0.007 0.1 7×10-6 
3 59.5 0.12 0.007 0.01 7×10-6 
Table 4.8 Parameterisation of 3-layer model for Runs 1 and 2 at Bean Site 3.  
This application highlights the importance of representing vertical heterogeneity for 
simulating the non-linear response often observed during pumping tests in Chalk abstraction 
boreholes. It also highlights some of the challenges associated with model parameterisation 
and calibration where there are insufficient data to develop a full conceptual understanding of 
the aquifer in the immediate vicinity of the borehole and further afield. This is particularly the 
case where open observation boreholes are used in unconfined fractured aquifers in which 
significant vertical hydraulic gradients are likely to develop. These observations, which are 
likely to represent a vertical average of the head in all contributing layers, do not allow the 
model results to be properly calibrated away from the borehole and it is therefore difficult to 
have confidence in any single model parameterisation. Additional observations, including 
flow logging and piezometers installed at varying depths and distances from a borehole, 
would provide a better understanding of the vertical and horizontal heterogeneity in an 
aquifer and the impact this has on the non-linear response in an individual abstraction 
borehole. This application has however demonstrated that the non-linear radial flow model is 
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a powerful tool for testing different conceptualisations of an aquifer in the vicinity of an 
abstraction borehole. 
4.5 Conclusions 
This chapter has outlined the development, testing and application of a non-linear radial flow 
model for simulating drawdown in an abstraction borehole. The model includes a numerical 
representation of the key features outlined in the introduction to this chapter, including grid 
refinement to the scale of the borehole, well storage, non-linear flow, and vertical and 
horizontal heterogeneity. The main limitations of the model have also been discussed. The 
non-explicit representation of the water table surface requires vertical refinement to 
approximate vertical flow as water is released from unconfined storage. There is also 
significant uncertainty over the representation of the seepage face and whether this accurately 
represents unconfined behaviour in a fractured aquifer. As discussed above, without further 
observations it is difficult to validate the model behaviour under these conditions. These 
issues will be discussed further in Chapter 7 in relation to potential future model 
developments. Despite these limitations, the model has been shown to accurately reproduce 
analytical solutions under confined, unconfined, and non-linear flow conditions. It has also 
been successfully applied to simulate pumping test data from the unconfined Chalk in which 
a significant non-linear response is observed. The model has proved a useful tool for testing 
different conceptual models of an aquifer in the vicinity of an abstraction borehole, although 
this has largely focused on investigating vertical heterogeneity. The impact of horizontal 
heterogeneity could be better explored through the coupling of a small-scale radial model 
with a regional-scale groundwater model, as is discussed in Chapter 5.  
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Figure 4.1 Conceptual model of the Darcy-Forchheimer radial flow model, showing the spatial discretization 
scheme, upstream weighting, and variable well storage.
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Figure 4.2 Schematic diagram showing flow to a borehole in an unconfined aquifer as represented by (a) a 
single layer model (the Dupuit assumption) and (b) a multi-layer model. 
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Figure 4.3 SPIDERR Flow Model (SFM) compared with the Papadopulos-Cooper (PC) and Theis (Th) solutions for Models 1.1-1.3 at (a) the well radius; (b) a radial 
distance of 10m from the well; (c) a radial distance of 100m from the well. Figure (d) shows the amount of water derived from the well and aquifer over time for 
different well radii. 
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Figure 4.4 SPIDERR Flow Model (SFM) compared with the Jacob solution at the well boundary for different 
values of the non-linear coefficient (Models 2.1-2.5). 
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Figure 4.5 Drawdown at every node within 10m of the borehole in (a) Model 2.1, (b) Model 2.2, (c) Model 
2.3, (d) Model 2.4, and (e) Model 2.5. 
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Figure 4.6 Impact of the Forchheimer parameter at a radial distance of (a) 1m from the borehole, (b) 10m 
from the borehole, (c) 25m from the borehole, and (d) 100m from the borehole. Figure (e) shows the final 
cone of depression in Models 2.1-2.5. 
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Figure 4.7 Single-layer SPIDERR Flow Model (Model 3.1) compared with the Neuman solution at (a) the well radius, (b) a radial distance of 1m, (c) a radial 
distance of 10m, and (d) a radial distance of 100m.  
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Figure 4.8 Two-layer SPIDERR Flow Models (SFM 4.1a and SFM 4.1b) compared with the Neuman solution and water table solution from the COOMPuTe radial 
flow model at (a) the well radius, (b) a radial distance of 1m, (c) a radial distance of 10m, and (d) a radial distance of 100m.  
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Figure 4.9 Single layer (SFM 3.2) and two-layer (SFM 4.2a and SFM 4.2b) anisotropic SPIDERR Flow Models compared with the Neuman solution and water table 
solution from the COOMPuTe radial flow model at (a) the well radius, (b) a radial distance of 1m, (c) a radial distance of 10m, and (d) a radial distance of 100m. 
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Figure 4.10 Single layer (SFM 3.3) and two-layer (SFM 4.3a and SFM 4.3b) high storage SPIDERR Flow Models compared with the Neuman solution and water 
table solution from the COOMPuTe radial flow model at (a) the well radius, (b) a radial distance of 1m, (c) a radial distance of 10m, and (d) a radial distance of 
100m.  
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Figure 4.11 Three-layer SPIDERR Flow Model (Model 5.1) compared with the Neuman solution at (a) the well radius, and various radial distances in (b) layer 3, (c) 
layer 1, and (d) layer 2. 
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Figure 4.12 Three-layer anisotropic SPIDERR Flow Model (Model 5.2) compared with the Neuman solution at (a) the well radius, and various radial distances in (b) 
layer 3, (c) layer 1, and (d) layer 2. 
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Figure 4.13 Three-layer anisotropic SPIDERR Flow Model (Model 5.4) compared with the Neuman solution at (a) the well radius, and various radial distances in (b) 
layer 3, (c) layer 1, and (d) layer 2. 
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Figure 4.14 Three-layer high-storage SPIDERR Flow Model (Model 5.3) compared with the Neuman solution at (a) the well radius, and various radial distances in 
(b) layer 3, (c) layer 1, and (d) layer 2.  
107 
 
 
Figure 4.15 Drawdown in the borehole for models with varying degrees of vertical heterogeneity and anisotropy as defined in Table 4.1: (a) Models 5.1, 5.2 and 5.4; 
(b) Models 5.5 and 5.6; (c) Models 5.7 and 5.8.  
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Figure 4.16 Percentage of total abstraction rate provided to the borehole by layers 1, 2 and 3 in models with varying degrees of vertical heterogeneity and anisotropy 
as defined in Table 4.1: (a) Models 5.1, 5.2 and 5.4; (b) Models 5.5 and 5.6; (c) Models 5.7 and 5.8.  
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Figure 4.17 Drawdown in layer 3 at various radial distances from the borehole in (a) Model 5.5, (b) Model 5.6, (c) Model 5.7, and (d) Model 5.8. 
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Figure 4.18 Comparison of (a) Models 5.5 and 5.6 at a radial distance of 0.3m; (b) Models 5.7 and 5.8 at a 
radial distance of 0.3m; (c) Models 5.5 and 5.6 at a radial distance of 1m; (d) Models 5.7 and 5.8 at a radial 
distance of 1m; (e) Models 5.5 and 5.6 at a radial distance of 100m; (f) Models 5.7 and 5.8 at a radial 
distance of 100m.  
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Figure 4.19 Percentage of total abstraction rate provided to the borehole by seepage flow in (a) Model 5.5, (b) Model 5.6, (c) Model 5.7, and (d) Model 5.8. 
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Figure 4.20 Location map of the Bean well field. 
 
 
Figure 4.21 Observed data at the abstraction borehole for SDT1. 
113 
 
 
Figure 4.22 Observed data at the abstraction borehole for SDT2.  
 
 
Figure 4.23 Observed data at (a) the abstraction borehole, and (b) the observation borehole for CRT. 
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Figure 4.24 Observed and modelled abstraction rates for (a) SDT1, (b) SDT2, and (c) CRT. Note that the decrease in abstraction rate at the end of the CRT is not 
incorporated because the groundwater level does not stabilise under this rate. 
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Figure 4.25 Hydraulic conductivity of the each run in the Monte Carlo simulation as evaluated against (a) all 
steps of the test, (b) step1, (c) step 2, (d) step 3, and (e) step 4. 
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Figure 4.26 Specific yield of the each run in the Monte Carlo simulation as evaluated against each step with 
the hydraulic conductivity fixed at the best-fit value for (a) step1, (b) step 2, (c) step 3, and (d) step 4.
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Figure 4.27 Best-fit models as evaluated against each step of the test with the hydraulic conductivity fixed at the best-fit value for (a) step1, (b) step 2, (c) step 3, and 
(d) step 4.
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Figure 4.28 Results of the sensitivity analysis on the Forchheimer parameter. 
119 
 
 
Figure 4.29 Hydraulic conductivity of the each run in the Monte Carlo simulation with Kh2 fixed at 
0.25 mday-1, as evaluated against (a) step1, (b) step 2, and (c) step 3. 
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Figure 4.30 Best-fit two-layer models as evaluated against (a) step1, (b) step 2, and (c) step 3.
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Figure 4.31 Calibrated two-layer model for SDT1. 
 
 
Figure 4.32 Best-fit two-layer models from the Forchheimer parameter sensitivity analysis. 
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Figure 4.33 Two layer model as calibrated to the observation borehole data from the CRT showing model output at (a) the abstraction borehole for the CRT, (b) the 
observation borehole for the CRT, and (c) the abstraction borehole for SDT2.  
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Figure 4.34 Results of the sensitivity analysis for calibrating the two-layer model to the CRT and SDT2 data showing model output at (a) the abstraction borehole for 
the CRT, (b) layer 1 at the observation borehole for the CRT, (c) layer 2 at the observation borehole for the CRT, and (d) the abstraction borehole for SDT2.
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Figure 4.35 Two-layer model calibrated to the CRT abstraction borehole data showing modelled and 
observed data at (a) the abstraction borehole, and (b) the observation borehole.  
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Figure 4.36 Anisotropic two-layer model calibrated to the CRT abstraction borehole data showing modelled 
and observed data at (a) the abstraction borehole, and (b) the observation borehole.
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Figure 4.37 Three-layer model calibrated to the CRT abstraction borehole data showing modelled and 
observed data at (a) the abstraction borehole, and (b) the observation borehole. 
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Figure 4.38 Anisotropic three-layer model calibrated to the CRT abstraction borehole data showing 
modelled and observed data at (a) the abstraction borehole, and (b) the observation borehole. 
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Chapter 5 
5 The SPIDERR Flow Model 
5.1 Introduction 
In this chapter a method is presented for coupling the Darcy-Forchheimer radial flow model 
with the ZOOMQ3D groundwater modelling code. The Darcy-Forchheimer radial flow 
model described in Chapter 4 can be used to accurately simulate the pumped water level in a 
borehole. Calibration of this model against pumping test data allows a conceptual model of 
the near-well flow processes to be developed and tested. As was discussed in previous 
chapters, the pumped water level in a borehole will not only be influenced by the aquifer 
properties and processes in the immediate vicinity of the well, but also by its regional 
hydrogeological setting. This becomes particularly important when considering pumping over 
longer time scales, during which the influence of spatially and temporally variable recharge, 
river-aquifer interaction, and interference from neighbouring abstraction boreholes may 
become more important. It is therefore necessary to couple the Darcy-Forchheimer radial 
flow model with a regional groundwater model to accurately simulate the groundwater level 
in a borehole over longer simulation periods.  
A key aim of this work is that it should have the potential to be widely applied by water 
companies for the purposes of DO assessment. It is therefore important that the methodology 
allows the use of existing regional groundwater models. The most commonly applied 
regional groundwater modelling codes (discussed in Chapter 3) are generally based on a 
finite difference approximation to the governing flow equation in Cartesian coordinates. The 
first issue to be addressed in the multi-scale methodology is therefore how to couple a local-
scale cylindrical or radial grid with a regional-scale Cartesian grid. Several methods were 
discussed and evaluated in Chapter 3 and the hybrid radial-Cartesian finite difference method 
(Pedrosa Jr & Aziz, 1986) was shown to be effective, simple to program and solve, and very 
user-friendly. This method, which has been applied for simulating petroleum production 
wells in regional reservoir models but has not previously been used by the groundwater 
community, is presented in Section 5.2. The coupled radial-Cartesian model has been named 
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the SPIDERR Flow Model (Simulating Pumping Boreholes with a Darcy-Forchheimer 
Regional Radial Flow Model). Testing and validation of the model is described in Section 
5.3. 
The Cartesian grid in the SPIDERR Flow Model provides a way to link numerically to the 
Cartesian grid of a regional finite difference groundwater model. The second issue is 
therefore how to link these two codes together. One option, as was discussed in Chapter 3 
(Section 5), would be to hard-code the SPIDERR Flow Model into an existing regional 
groundwater modelling code; however this may become highly inefficient where water 
companies are interested in modelling numerous sources. An alternative option is to use 
model linkage standards, such as OpenMI (Moore & Tindall, 2005) or CSDMS (Peckham et 
al., 2013). Implementation of these standards is becoming more widespread as there are 
increasing requirements for an integrated approach to water resources management and 
modelling. A novel methodology for coupling the SPIDERR Flow Model with the 
ZOOMQ3D regional groundwater modelling code (Jackson & Spink, 2004) using the 
OpenMI standard is presented in Section 5.4. The ZOOMQ3D code was selected for several 
reasons: ease of access to the code; it has been successfully applied to model several aquifers 
in the UK (Jackson et al., 2005; Jackson et al., 2006b; Jackson et al., 2011; Jackson, 2012; 
Jones et al., 2012), including the Chalk aquifer of the Thames Basin; and it is compliant with 
the OpenMI standard. Testing and validation of the coupling methodology is described in 
Section 5.5. The fully coupled multi-scale modelling methodology provides a tool for 
simulating an individual abstraction borehole within a regional groundwater model. 
Application of the model to a Thames Water abstraction borehole is described in Chapter 6. 
This demonstrates the potential value of the methodology in providing more robust 
estimations of the potential yield and deployable output of supply wells. 
5.2 Radial-Cartesian Coupling: Development of the SPIDERR Flow Model 
As was discussed in Chapter 3, several methods have been presented in the petroleum 
reservoir modelling literature to incorporate production wells in regional reservoir models. 
These include the hybrid radial-Cartesian method, the finite volume two-point flux 
approximation method, and the finite volume multi-point flux approximation method. The 
finite volume two-point flux approximation method, also referred to as the control volume 
finite difference (CVFD) method, has also recently been implemented in the MODFLOW-
USG groundwater modelling code. While the finite volume methods provide greater 
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flexibility in terms of refining from the regional to the borehole scale, they also introduce 
greater complexity, particularly in terms of generating the model grid. The hybrid radial-
Cartesian method was therefore selected due to its simplicity, and consequent accessibility to 
end-users.  
An example of a simple coupled radial-Cartesian grid is shown in Figure 5.1. The coupled 
grid is constructed such that the radial mesh extends from the borehole to a specified radial 
distance away from the borehole. The spacing of the radial grid nodes increases 
logarithmically providing greater refinement close to the well, as was discussed in Chapter 4. 
Each node on the boundary of the radial grid is linked to a single node on the Cartesian grid. 
The radial grid must therefore comprise at least four radial slices. As shown in Figure 5.1, the 
radial grid effectively replaces one or more cells of the Cartesian mesh, where the location of 
the borehole, which is at the centre of the radial mesh, corresponds to a node on the Cartesian 
mesh. This requires that the radial grid replaces a square number of Cartesian grid cells. The 
radial and Cartesian grids are equivalent in the vertical dimension, i.e. they have the same 
number of layers and layers are laterally continuous across the model domain.  
The governing equations are slightly different when constructed in the two coordinate 
systems. The continuity equation in cylindrical coordinates is given by: 
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(5.1) 
As was demonstrated in Chapter 4, this can be spatially discretized using cylindrical 
coordinates to give the following ordinary differential equation, assuming linear flow: 
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The continuity equation in Cartesian coordinates is comparable to Equation 5.1 and is given 
by: 
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(5.3) 
This can be discretized in the same way using Cartesian coordinates and assuming Darcian 
flow: 
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(5.4) 
The vertical dimension is treated in exactly the same way in both regions of the finite 
difference grid and the upstream weighting approach, as described in Chapter 4, is also 
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applied. Non-linear flow can be accounted for on the Cartesian grid by substituting the 
Darcy-Forchheimer equation (see Chapter 4).   
Equations 5.2 and 5.4 can be solved at each grid node on the radial and Cartesian meshes, 
respectively; a different approach is, however, required at the nodes on the boundary between 
the two grids (Pedrosa Jr & Aziz, 1986). These grid cells are irregularly shaped with a 
curvilinear surface on the radial grid boundary and a rectilinear surface on the Cartesian grid 
boundary. The hydrogeological properties, i.e. the hydraulic conductivity, storativity, and 
Forchheimer coefficient, and the volume of the irregular boundary cells remain constant. 
Flows between the boundary nodes and adjacent radial nodes (a1 and b in Figure 5.2) are 
assumed to be radial and are calculated by replacing the irregular cells with radial cells of 
equivalent volume. The outer radius (ri+1/2) of the new cells can be calculated from the area 
(A) of the irregular cells by:  
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2
2 
(5.5) 
This allows the apparent radius (ri) of the boundary nodes to be calculated. The outer radius 
and node radius can then be substituted into Equation 5.2 to calculate the flow between the 
node in the irregular boundary cell and the adjacent radial node. The angular flow between 
adjacent boundary cells (a2 and e in Figure 5.2) is treated in a similar manner. The irregular 
cells are replaced by radial cells of equivalent volume and the outer radius is calculated by 
Equation 5.5, where A and Δθ apply to the total area and angle of the two cells, respectively. 
This allows the apparent radius of the boundary nodes to be calculated, which are then 
substituted into Equation 5.2. Flows between the boundary nodes and adjacent Cartesian 
nodes (c and d in Figure 5.2) are assumed to be orthogonal and are calculated by replacing 
the irregular cells with Cartesian cells of equivalent volume. As for the radial cells, the length 
of the new Cartesian cells (Δyi) can be calculated from the area of the irregular cells by: 
𝛥𝑦𝑖 =
𝐴
𝛥𝑥𝑖
 
(5.6) 
This can then be substituted into Equation 5.4 to calculate the flow between the node in the 
irregular boundary cell and the adjacent Cartesian node. As for the radial model, the system 
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of ordinary differential equations given by Equations 5.2 and 5.4 is solved implicitly over the 
whole model region using the MATLAB ode15s solver (Shampine & Reichlet, 1997).  
The hybrid finite difference method on a mixed cylindrical-Cartesian mesh maintains mass 
balance across the boundary between the two grids and can deal with horizontal and vertical 
heterogeneity. It does not, however, deal with full tensor anisotropy. Both the Cartesian and 
radial grids can represent different values of hydraulic conductivity in the vertical and 
horizontal directions, as is evident from Equations 5.2 and 5.4. The Cartesian grid can 
incorporate horizontal anisotropy where the grid is aligned to the principal axes of the 
hydraulic conductivity tensor. However, this is not translated into the radial grid and the 
coupled model is not therefore suitable for simulating highly anisotropic systems. Anisotropy 
in the horizontal direction could be translated into the near-well regions by constructing an 
elliptical, rather than radial, grid. However horizontal anisotropy is difficult to quantify and 
often not included in groundwater models, particularly in models of the Chalk aquifer where 
vertical anisotropy is likely to have a more significant impact on groundwater flow. 
Discretization errors associated with the boundary will be explored in Section 5.3.  
The simple grid configuration shown in Figure 5.1 is for a single radial model located at the 
centre of a Cartesian grid. As mentioned above, it is a requirement of this methodology that 
the well be located on a Cartesian grid node and that the radial grid therefore replaces a 
square number of Cartesian nodes. It is not however a requirement that the radial grid sit at 
the centre of the SPIDERR Flow Model and there is no limit to the lateral extent of the 
Cartesian grid. While the model has, at present, the capability to include only one radial grid 
the method could be extended relatively easily to allow more than one radial model to sit 
within a single Cartesian grid. This would allow a detailed representation of multiple 
abstraction boreholes to be included in a regional groundwater model, as will be discussed 
further in Chapter 7.  
5.3 Radial-Cartesian Coupling: Validation of the SPIDERR Flow Model 
The coupling methodology is validated against the Papadopulos-Cooper solution (1967) for 
drawdown in a confined aquifer due to pumping from a large diameter well. Details of this 
solution can be found in Chapter 4. A single-layer confined model was run with a constant 
abstraction rate of 1,000 m3day-1 over a 50 day simulation period. The model was 
homogeneous and isotropic and it was assumed that flow was Darcian, i.e. the Forchheimer 
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parameter was not included. The borehole, with a radius of 0.1 m, was located at the centre of 
a 20 km × 20 km Cartesian grid to avoid boundary effects.  Several grid configurations were 
used (Figure 5.3 and Table 5.1) and drawdown was evaluated at various points on both the 
radial and Cartesian grids. These are shown schematically on Figure 5.3.  
Simulation 
Cartesian Grid 
Resolution 
Radial Grid 
Extent 
No. Radial Slices No. Radial Nodes 
Test 1 1500 m 750m 4 41 
Test 2 500 m 250 m 4 41 
Test 3 250 m 125 m 4 41 
Test 4 500 m 750 m 12 41 
Test 5 500 m 1250 m 20 51 
Table 5.1 Grid configurations of the coupled radial-Cartesian model. 
In the first three tests the radial grid replaces just one Cartesian node and is therefore split 
into four radial slices (Figure 5.3a-c). The resolution of the Cartesian grid is set at 1500, 500, 
and 250 m in Tests 1, 2, and 3, respectively. The model results for each test are shown in 
Figures 5.4, 5.5 and 5.6. In each simulation the model reproduces drawdown at the 
abstraction borehole until the effects of the boundary are seen, at which point it deviates from 
the analytical solution (Figure 5.4). The timing of this deviation is dependent on the extent of 
the radial model and is therefore observed earliest in Test 3. Figure 5.5 compares modelled 
drawdown with the analytical solution at the boundary nodes, three outer radial nodes, and 
two adjacent Cartesian nodes. In each test, the error generated at the boundary node 
propagates into the radial grid with time, eventually resulting in the observed deviation at the 
abstraction borehole. The percentage error at these observation points is shown for the late-
time data on Figure 5.6. In the coarse model (Test 1) the percentage error at the boundary 
node is approximately 14% of the drawdown. Refining the Cartesian grid in Tests 2 and 3 
reduces the error on the boundary to 8% and 6% of the drawdown, respectively. The error at 
the abstraction borehole lies between 2% and 3% for all three tests.  
In Test 4 a 500 m Cartesian grid is applied with a 12-slice radial model, which extends to a 
radial distance of 750 m from the borehole (Figure 5.3d). The error on the Cartesian grid is 
equivalent to Test 2; however, the results of this simulation show that increasing the number 
of radial slices significantly improves the solution on the radial grid (Figure 5.7). The 
percentage error at the abstraction borehole is reduced to 0.03% in the 12-slice simulation. 
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There is also a reduction in error at the boundary nodes to 2.3% within the central radial 
slices and 2.8% within the corner slices. The slightly higher error at the boundary node of a 
corner slice may be expected because the cell area is greater therefore the apparent location 
of the node is further from the actual location of the node when the irregular cell is 
substituted for a radial or Cartesian cell.  
This discretization effect is also seen in Test 5, in which a 20-slice radial grid replaces 25 
nodes on the 500m Cartesian grid (Figure 5.3e). In this simulation the error at the boundary 
node within the central radial slice is further reduced to less than 2%. However, the error at 
the boundary on the middle and corner slices increases to 4% and 7%, respectively. These 
differences reduce away from the boundary and the modelled drawdown at equivalent radial 
distances within different slices converges to the same solution towards the well (Figure 5.8b-
d). The error at the abstraction borehole in Test 5 is slightly higher than Test 4 at 0.18%; 
however, this still produces an excellent match to the analytical solution (Figure 5.8a). Tests 
4 and 5 were re-run with only 21 nodes along the radial dimension. Less refinement in the 
radial dimension appears to improve the accuracy of the solution on the boundary between 
the two grids. This may be due to a smaller jump in the mesh resolution in the radial direction 
across the model boundary where the irregular cell is replaced by a Cartesian cell to calculate 
the linear flow across the boundary. However, as would be expected, reducing refinement in 
the radial direction also results in a loss of accuracy around the borehole.  
The results presented in this section show that discretization errors at the boundary between 
the radial and Cartesian grids are complex. The errors depend on different interacting aspects 
of the grid configuration, including the level of refinement in the Cartesian grid, the level of 
refinement along the radial dimension, the difference in grid resolution across the radial-
Cartesian boundary, the number of radial slices, and the degree to which the apparent node 
location deviates from the actual node location. The results indicate that the coupled radial-
Cartesian model is capable of accurately reproducing drawdown in response to pumping and 
suggest that a 12-slice radial model may produce optimum results both at the well and on the 
boundary.      
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5.4 Coupling the SPIDERR Flow Model with ZOOMQ3D: Development 
5.4.1 Introduction 
The hybrid radial-Cartesian method implemented in the SPIDERR Flow Model provides a 
simple way to numerically link the borehole model with the Cartesian grid of a regional 
groundwater model, in this case ZOOMQ3D (Jackson & Spink, 2004). As was discussed in 
Chapter 3 ZOOMQ3D incorporates a local grid refinement method which allows problems to 
be solved at different scales. It is able to represent multiple layers with varying hydraulic 
parameters, confined and unconfined conditions in which nodes dewater and rewet with 
changes in groundwater head, spatially and temporally varying recharge, and river-aquifer 
interaction. There are several existing ZOOMQ3D models of the Chalk aquifer, including the 
Marlborough and Berkshire Downs model (Jackson et al., 2006b) and the Swanscombe 
model (Hughes et al., 2009), which have both been used by Thames Water to look at water 
resource management issues in the Thames Basin (Jones et al., 2012). As was discussed in 
Chapter 3 and Section 5.1, different methods were considered to couple the SPIDERR Flow 
Model with ZOOMQ3D. The use of the model linkage standard, OpenMI, was chosen to 
provide maximum efficiency and flexibility in the application to DO assessment. This allows 
standalone radial models of individual sources to be developed using the SPIDERR Flow 
Model, which can then be quickly and easily coupled with ZOOMQ3D without any changes 
to the regional model. 
5.4.2 Background to OpenMI 
The OpenMI (Open Modelling Interface) standard (Moore & Tindall, 2005; Gregersen et al., 
2007) was developed in response to the EU Water Framework Directive, which requires an 
integrated, catchment-scale approach to water resources management. From a modelling 
perspective, this requires the integration of models which represent different catchment 
processes at different temporal and spatial scales. The OpenMI standard was therefore 
designed to enable different types of models to run simultaneously, exchanging data at run-
time. It has been widely applied for linking different types of environmental models (Betrie et 
al., 2011; Elag et al., 2011; Janssen et al., 2011; Safiolea et al., 2011; Liao et al., 2012; Butts 
et al., 2013; Castronova & Goodall, 2013; Castronova et al., 2013; Goodall et al., 2013; 
Shrestha et al., 2013; Zhou et al., 2013; Shrestha et al., 2014).  
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The OpenMI standard requires a model code, such as ZOOMQ3D, to be disassembled into 
three component parts: (1) the input component, in which specific model parameters and data 
are specified; (2) the engine, in which the calculations for simulating a specific process are 
carried out; (3) the output component, in which the results from a simulation are written in a 
given format. A model engine must accept and provide data in a standardized way to be 
linked with other engines through an interface such as OpenMI. When a model engine is 
configured to transfer data using the OpenMI schema it becomes a linkable component and is 
termed OpenMI compliant. The OpenMI standard is implemented in either C# for the 
Microsoft .NET framework or Java.  
The OpenMI interface has three main functions: (1) to define what data is available for 
exchange from a linkable component, including the quantity and location of that data; (2) to 
define exactly what data will be exchanged when two linkable components are run together; 
(3) to enable linkable components to exchange data at run-time. The exchange of data 
through the OpenMI interface is achieved using a pull-driven approach, which is based on a 
single linkable component being assigned as the driver of the multi-component composition. 
A function in OpenMI calls the driver component to update (i.e. proceed to the next time-
step) at which point it will request all necessary data from all other linked components. This 
will cause OpenMI to update the other linked components, which will perform a time-step 
and provide data back to the driver so it can also proceed in time. If there is a two-way 
linkage between components, the driver will provide an estimate of the required data based 
on the previous time-step so the second component can update and return the required 
computed values to the driver. Each linkable component provides a time-stamp at each time-
step so the interface knows when all components have reached the same point in time. It is 
therefore possible for two linked components to run at different temporal resolutions and over 
different periods of time. The data exchange process implemented in OpenMI is shown 
schematically in Figure 5.9 and will be discussed further in Section 5.5.  
5.4.3 Linking the SPIDERR Flow Model with ZOOMQ3D through OpenMI 
The C# implementation of the OpenMI standard is adopted to link the SPIDERR Flow Model 
(henceforth referred to as SPIDERR) with ZOOMQ3D (ZOOM). The models are linked 
spatially by providing the coordinates of the outer boundary of SPIDERR to ZOOM through 
the OpenMI interface. The Cartesian grid of SPIDERR must be equivalent to the Cartesian 
grid of ZOOM, such that a single node on the SPIDERR boundary links directly to a single 
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node in ZOOM. This is achievable due to the local grid refinement capabilities of ZOOM. 
Due to the gridding requirements of SPIDERR this also means that the location of the 
abstraction borehole in SPIDERR will directly correspond to a single grid node in the 
regional model. The location of this grid node is provided to ZOOM from the SPIDERR 
input files. SPIDERR reads the layer elevations from the ZOOM input files to ensure spatial 
consistency in the vertical dimension. On the Cartesian grid the layer elevations can be 
passed directly from nodes in the regional model to the corresponding nodes in SPIDERR. 
On the radial grid, node elevations are spatially interpolated from ZOOM using a 2D linear 
interpolation. As was discussed in previous chapters, it is critically important to represent 
vertical heterogeneity to accurately simulate the groundwater level in an abstraction borehole, 
particularly in the Chalk aquifer. Consequently, each ZOOM layer can be vertically refined in 
SPIDERR. The refined layers remain parallel to the original layers and a single ZOOM layer 
will link to a whole number of refined SPIDERR layers.  
The two models run simultaneously within the OpenMI framework and exchange the 
following data at run-time: 
Exchange Items from SPIDERR to ZOOM 
1. SPIDERR provides a pumping rate to ZOOM which is applied directly to the 
abstraction node in the regional model. The abstraction rate could be based on 
operational data from a source and may incorporate abstraction management 
procedures (discussed in more detail below). 
2. The parameterisation of SPIDERR (horizontal and vertical hydraulic 
conductivity, specific storage and specific yield), which is likely to have been 
calibrated at a smaller scale than the regional model, is also passed to ZOOM 
(discussed in more detail below). 
Exchange Items from ZOOM to SPIDERR 
1. ZOOM provides volumetric flows across the outer boundary of SPIDERR 
(discussed in more detail below). 
2. Additional fluxes including recharge, leakage to or from river or spring nodes, 
and additional abstractions or discharges are lumped together at each node of the 
regional model and passed to SPIDERR (discussed in more detail below). 
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Exchange Item: Abstraction Rate from SPIDERR to ZOOM 
For a simulation with a predefined abstraction time-series, it would not be necessary to pass 
the abstraction rate from SPIDERR to ZOOM as this could be included directly in the ZOOM 
input file. However, the SPIDERR Flow Model includes an abstraction management routine 
which allows the pumping rate to vary during the simulation based on the groundwater head 
in the abstraction borehole. This allows the model to be used to investigate optimum 
abstraction scenarios, particularly during droughts, when the abstraction rate might be 
reduced as the groundwater head approaches, for example, the deepest advisable pumping 
water level (DAPWL). The abstraction rate can be altered in various ways: (1) the pump is 
switched off completely when the groundwater head in the borehole reaches the DAPWL and 
is only switched on again when the groundwater head recovers to a defined level above the 
DAPWL; (2) the pumping rate is continuously reduced by a fixed proportion of the current 
rate when the groundwater head in the borehole reaches the DAPWL and only returns to the 
full rate when the groundwater head recovers to a defined level above the DAPWL; (3) the 
pumping rate is reduced or increased linearly between the input abstraction rate and zero as 
the groundwater head fluctuates between a threshold level above the DAPWL and the 
DAPWL itself. These management scenarios are presented in Figure 5.10. The method used 
to alter the abstraction rate depends on the operational procedures at a particular source and it 
is relatively easy to include additional rules if required. The output of a source is often 
constrained by other environmental indicators, such as the flow in a river. The baseflow at a 
specified point on a river within the regional model could be included as an additional 
exchange item from ZOOM as an alternative way of constraining the pumping rate during a 
simulation.  
Exchange Item: Parameterisation from SPIDERR to ZOOM 
If a SPIDERR model applies the ZOOM layer elevations without any vertical refinement it is 
relatively straightforward to pass the parameterisation from SPIDERR to ZOOM. Where the 
ZOOM model corresponds to the Cartesian grid of the SPIDERR model, parameter values are 
passed directly from SPIDERR to ZOOM nodes. Where the ZOOM model grid overlaps with 
the radial grid of SPIDERR, parameter values are spatially interpolated from the SPIDERR 
nodes to the corresponding ZOOM nodes. When layers have been refined in SPIDERR, 
vertical heterogeneity must be taken into account when transferring the parameter values 
between the two models. The transmissivity and storativity of a single ZOOM layer is set 
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equal to the total transmissivity and storativity of all corresponding SPIDERR layers. This 
allows the hydraulic conductivity and specific storage of a ZOOM layer to be calculated 
based on the total saturated thickness. Where a layer is unconfined, ZOOM is given the 
specific yield of the uppermost unconfined SPIDERR layer. The vertical hydraulic 
conductivity of a single ZOOM layer is calculated as the weighted mean of the vertical 
hydraulic conductivity over all corresponding SPIDERR layers.  
Exchange Item: Volumetric Boundary Flows from ZOOM to SPIDERR 
Where there is no vertical refinement, volumetric flows are simply passed from ZOOM to the 
corresponding Cartesian node within the relevant layer of the SPIDERR model. If a ZOOM 
layer is refined in SPIDERR the boundary flows are partitioned between all corresponding 
layers and are weighted according to the transmissivity of each layer. In practice this means 
that if a single ZOOM layer is split into three layers of equal thickness and equal hydraulic 
conductivity, each layer in the SPIDERR model will receive one third of the total boundary 
flow from that layer. If a single ZOOM layer is split into three layers of equal thickness, one 
of which has a hydraulic conductivity that is double that of the other two layers, it will 
receive half of the total boundary flow from that layer. Partitioning of flows also takes into 
account changes in head, and thus transmissivity, in unconfined layers. The transfer of flows 
across the boundary in this way, and the partitioning of flows between refined layers, requires 
the assumption that flow at the boundary is horizontal. The required extent of the SPIDERR 
model when coupling with ZOOM will therefore depend on the flow regime. It must extend 
far enough from the borehole to satisfy the assumption of horizontal flow within refined 
layers at the boundary. Where the Forchheimer coefficient is greater than zero the SPIDERR 
model also has to extend far enough away from the borehole such that flow at the boundary is 
Darcian. 
Exchange Item: Volumetric Recharge Flux from ZOOM to SPIDERR 
Recharge fluxes, including diffuse recharge from rainfall, leakage to, or from, river or spring 
nodes, and additional point abstractions or discharges, are always applied to the uppermost 
active layer in ZOOM. They are therefore transferred through the OpenMI interface to the 
uppermost active layer in SPIDERR. Recharge fluxes can be transferred directly from the 
Cartesian grid of ZOOM to the Cartesian grid of SPIDERR. Where the ZOOM grid 
corresponds to the radial grid of SPIDERR the lumped recharge flux is split evenly over all 
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radial nodes that fall within a single Cartesian grid cell. This means that the volumetric flux 
applied in the two models is exactly the same.  
5.4.4 Migrating the SPIDERR Flow Model to OpenMI 
As mentioned above, ZOOMQ3D is an OpenMI compliant model. It has recently been used 
to develop multi-model compositions to simulate groundwater and surface water flows within 
the Thames Basin for integrated water resource assessment (Mackay et al., 2013; Mansour et 
al., 2013), and to simulate interacting groundwater and surface water flooding within the 
Oxford floodplain (Mansour et al., 2011b). In addition to data exchange at river nodes 
ZOOM had existing capabilities to exchange abstraction rates at specified grid nodes. This 
was implemented to allow the groundwater abstraction rates to be updated based on a 
separate management component that controls abstraction in ZOOM based on the flow in 
rivers simulated using an OpenMI compliant river routing model, MCRouter (Mackay et al., 
2013). The following exchange items were added to the ZOOM model engine to allow 
coupling with SPIDERR: 
1. Parameter values at each grid node within the SPIDERR model boundary were 
included as an item that could be set within ZOOM based on data received from 
SPIDERR (this is termed a Set Values function within the OpenMI framework); 
2. Volumetric boundary flows at each grid node on the SPIDERR model boundary 
were included as an item that could be passed out of the ZOOM component (this 
is termed a Get Values function); 
3. Volumetric recharge fluxes at each grid node within the SPIDERR model 
boundary were included as a Get Values function as these are also passed from 
ZOOM to SPIDERR. 
To allow SPIDERR to be coupled to ZOOM through OpenMI, it had to be migrated to the 
OpenMI structure. This involved a number of steps. The MATLAB code was initially 
restructured to match the OpenMI standard. This requires the code to be split into three 
overriding functions: (1) an Initialize function that is responsible for the model set-up, 
including reading all input data and defining the model parameterisation; (2) a Perform Time-
Step function that when called makes the model engine perform a single time-step of the 
simulation; (3) a Finish function responsible for writing any output data and closing all model 
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files. The following functions were also incorporated to allow data exchange through the 
OpenMI interface at run-time: 
1. A function to get the current abstraction rate at the borehole, including any 
changes determined by the abstraction management rules; 
2. A function to get the horizontal and vertical hydraulic conductivity, specific 
storage, and specific yield for the current time-step at all nodes corresponding to 
the ZOOM grid (i.e. averaging over refined layers where necessary); 
3. A function to set the flows on the boundary of the model (this requires a 
Neumann boundary condition to be coded into the solution); 
4. A function to set the recharge flux at the uppermost active nodes in the model; 
5. Additional time functions to allow the SPIDERR model to return a time-stamp as 
a Modified Julian Date at each time-step, as required by the OpenMI standard. 
As mentioned above, for application on the Microsoft Windows operating system the 
OpenMI standard is implemented in C#. Models written in alternative languages require a 
wrapper to allow them to communicate using this OpenMI implementation. At the time of 
carrying out this work, there were no published examples of OpenMI compliant MATLAB 
code. Bulatewicz et al. (2013) have since published a simple script wrapper (SSW) for 
OpenMI to provide interoperability between different programming languages. Their method 
uses the Application Programming Interface (API) capabilities of MATLAB which allows 
programs written in other languages to interface with MATLAB functionality. The MATLAB 
code is built into an engine library and the SSW can execute scripts within this library 
through the C/C++ API. The SSW and API method means that MATLAB code can be 
executed through the OpenMI interface using MATLAB as the computation engine. While 
this is the most direct method of interfacing it requires MATLAB to be installed on the target 
machine. The method developed here allows the compliant model to be more widely 
deployed because it does not require MATLAB to run. This was considered important to 
ensure easy access to the methodology for end users. The MATLAB Compiler was used to 
package the SPIDERR model engine as a shared C dynamic-link library (dll). The MATLAB 
Compiler Runtime (MCR) library was included in the deployed dll, which allows the code to 
be run on a machine without a licensed version of MATLAB. The model was deployed as a 
32-bit application to avoid future issues with compatibility. A C# wrapper was written to 
143 
 
provide access to the dll from the OpenMI implementation. This wrapper calls individual 
functions and allows data to be passed to and from the model dll.  
5.4.5 Summary 
The method of deploying the MATLAB code as a shared C library and constructing a C# 
wrapper to access this library allows the SPIDERR model to be dynamically linked to other 
OpenMI compliant models. Through OpenMI the SPIDERR Flow Model and ZOOMQ3D 
model are able to run simultaneously, representing groundwater processes at different scales. 
ZOOMQ3D represents the regional groundwater system while the SPIDERR Flow Model 
represents the small-scale features and flows around an abstraction borehole. The 
methodology allows the models to be linked quickly and easily, without requiring any time-
consuming changes to be made in the regional model. This is particularly advantageous for 
the application to Deployable Output where simulations may be required for many sources 
across a large area. The method for handling time-stepping in OpenMI also means that the 
radial model can essentially be turned off when the source stops pumping. As a result, the 
regional model can run over a longer simulation period than the radial model without 
performing unnecessary calculations at additional grid nodes where they are not required. 
The methodology involves a one-way coupling between the two models. The boundary fluxes 
from ZOOM are based only on the calculated head within ZOOM, and not on a head 
boundary derived from the SPIDERR model. This negates the need for an iterative solution 
process between the two models and is thus much simpler and more efficient. However, for 
the method to be valid it requires the solutions to be equivalent at the boundary between the 
two models. The exchange of data between the models at run-time ensures that all stresses 
(i.e. abstraction and recharge) are consistent (see Section 5.5). Where vertical layering is the 
same in each model, the exchange of the model parameterisation will ensure that the 
solutions are consistent at all points on the Cartesian grids. When vertical refinement is 
introduced in SPIDERR the averaging of parameter values across layers helps to maintain 
consistency between two non-equivalent models. However, this is expected to introduce 
additional constraints to the coupling process, which will be discussed in the model validation 
section below.  
Where the SPIDERR model boundary extends beyond the influence of the borehole and the 
abstraction rate and parameterisation can be defined a priori, i.e. for purely predictive 
simulations, the regional and local scale models could potentially be run uncoupled. A flow 
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boundary condition and recharge fluxes, including leakage from river nodes, could be 
extracted from a standalone ZOOM model at each time-step and applied to one or more 
standalone SPIDERR models. This may have advantages in terms of model run times if 
several SPIDERR models were required across a regional model domain. 
5.5 Coupling the SPIDERR Flow Model with ZOOMQ3D: Validation 
The coupling methodology is validated using a simple model setup based on the tests 
described in Section 5.3. This consists of a 20 km × 20 km, single layer, confined, 
homogeneous model with a fixed head boundary along all sides. The Cartesian grid is 
constructed at a resolution of 250 m and a 12-slice radial grid replaces the nine central 
Cartesian nodes in SPIDERR. The radial grid therefore extends to a radial distance of 375 m 
from the borehole. As a benchmark both the ZOOM and the SPIDERR models were run 
uncoupled and compared with the Papadopulos-Cooper analytical solution. The results of this 
are shown in Figure 5.11. The uncoupled SPIDERR model reproduces the analytical solution 
at the borehole and at various points on the radial grid (Figures 5.11a and b). It also shows an 
excellent fit to the analytical solution at the radial-Cartesian boundary node (r = 375 m) and 
at various points on the Cartesian grid (Figure 5.11c). As may be expected, there is a small 
error in the solution at the Cartesian node adjacent to the radial grid boundary (r = 500 m). 
The time-drawdown curve at the abstraction node in ZOOM, which represents the average 
head over a 250 m square grid cell, highlights the importance of refinement for accurately 
simulating the groundwater head in a borehole (Figure 5.11a). The discretization error in 
ZOOM, associated with the lack of refinement around the borehole, is observed up to 500 m 
away; however the solution over the remainder of the ZOOM grid matches the Papadopulos-
Cooper solution (Figure 5.11c). The SPIDERR model reproduces the early-time data better 
than ZOOM because the solver utilises adaptive time-stepping.  
The coupled model is configured using the 250 m resolution ZOOM grid over the entire 
model domain. A 5 km × 5 km SPIDERR model sits over the centre of the ZOOM grid and 
contains the same 12-slice radial model as described above. The coupled model is run on a 
daily time-step through OpenMI. The results of this simulation reproduce the analytical 
solution at the borehole and at various points on the radial and Cartesian grids (Figure 5.12). 
Comparison of Figures 5.11 and 5.12 shows that the coupling process does not have a 
significant impact on the model results and the exchange of data between the two models 
ensures they are consistent over time. The greatest discrepancies are observed at the nodes 
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directly surrounding the borehole (250 m and 500 m away). As discussed above, this is due to 
the representation of the borehole on a coarse mesh within ZOOM, and errors at the radial-
Cartesian boundary in SPIDERR. Coupling the SPIDERR model with ZOOM increases the 
model run-time however the decrease in efficiency is not considered a significant constraint 
to the application of the model.  
The data exchange process used in OpenMI was described in Section 5.4. The impact of this 
process on the model results can be seen by comparing two compositions that use different 
models as the trigger (i.e. the model that makes the initial call to update, as illustrated in 
Figure 5.9). When SPIDERR is the trigger, ZOOM will receive an estimate of the exchange 
items from SPIDERR (the abstraction rate and parameter values) based on the previous time-
step. It will use these values to proceed to the next time-step and pass the boundary flows and 
recharge back. The opposite is true when ZOOM is the trigger. This process means that the 
models are always out of sync by one time-step, as defined by the coarser temporal resolution 
of ZOOM. In the model described above (Figure 5.12), which uses SPIDERR as the trigger, 
this is not an issue because the model is confined therefore the parameter values do not 
change over time and the abstraction rate is constant. When ZOOM is used as the trigger the 
solution within the SPIDERR model is one time-step behind that of ZOOM. As can be seen 
on Figure 5.13, the trigger has very little impact on the model results in this example. 
However it will become more important in compositions with greater non-linearity or more 
time-variant stresses.  
The coupled model described above is used to test the consistency between SPIDERR and 
ZOOM when greater complexity is incorporated into the coupling process. In the first 
instance, diffuse recharge is applied to the regional model. The recharge rate is constant in 
time and space and is set such that the volumetric rate over the entire model domain is equal 
to the abstraction rate (1000 m3day-1). The fixed head boundary is changed to an 
impermeable boundary and the model is run for four years to steady-state conditions (Figures 
5.14a and b). In the second simulation the recharge rate is varied in time according to a 
sinusoidal pattern over a three-monthly time period such that the average volumetric rate over 
the model domain is equal to the abstraction rate (Figures 5.14c and d). In both recharge 
simulations the coupling methodology ensures that consistency is maintained between the 
two models (Figure 5.14). The global water balance in SPIDERR is also maintained between 
10-5 m3day-1 and 10-11 m3day-1. As discussed in Section 5.4, all point and diffuse sources of 
146 
 
recharge from ZOOM are lumped into a single recharge flux through the coupling process. 
To further test this methodology, a river is inserted in ZOOM as a straight line running north 
to south across the full length of the regional model. The river runs 1500 m to the east of the 
abstraction borehole therefore sits within the SPIDERR model domain. A constant flow input 
of 1000 m3day-1 is applied to the river node on the northern boundary of the ZOOM model. 
The river stage and river bed elevations are constant along the length of the river and are set 
at 98 m aOD and 97 m aOD, respectively. The thickness and conductivity of the river bed are 
1 m and 250 mday-1, respectively, and the initial groundwater head is 100 m aOD across the 
entire model domain. River-aquifer interaction is represented in ZOOMQ3D as a linear head-
dependent leakage rate. When the groundwater head is above the base of the river bed this 
rate is dependent on the difference between the groundwater head and the river stage. When 
the groundwater head falls below the base of the river bed, the leakage rate is dependent on 
the difference between the river stage and the base of the river bed. In the coupled ZOOM-
SPIDERR composition, the river will therefore act as a sink until the groundwater head falls 
below the river stage. At this point, it will act as a source of water for the aquifer. The time-
drawdown curves at various distances to the north, south, east, and west of the borehole are 
shown on Figure 5.15. As above, this demonstrates consistency between the coupled models 
when discharge to and recharge from a river is incorporated. The groundwater head to the 
east of the borehole reaches steady-state very quickly in the vicinity of the river, which acts 
as a source of recharge (Figure 5.15b). Drawdown is greater further from the river, however 
the solution also approaches steady-state to the north, south, and west of the borehole as the 
aquifer is able to derive the pumped volume from the river (Figure 5.15c-e). The flow 
accretion profile at the end of the simulation is shown on Figure 5.15f. If run fully to steady-
state, the aquifer would derive the full pumped volume from the river and the flow in the 
downstream end of the river would approach zero. 
The single layer, homogeneous model with a fixed head boundary and no recharge flux is 
used to test the coupling methodology under unconfined conditions. The single layer 
SPIDERR model does not reproduce the Neumann analytical solution as there is no 
representation of vertical flow from the water table. However, the 50-day simulation can be 
used to test the consistency between the two models under unconfined conditions. The results 
at the abstraction borehole and at various points on the radial grid in the SPIDERR model are 
shown on Figure 5.16a and b. The results at equivalent points on the Cartesian grids within 
the two models are shown on Figure 5.16c. This shows a small increase in the discrepancy 
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between the models at a distance of 500 m from the borehole (i.e. closer to the abstraction 
node in ZOOM and adjacent to the radial-Cartesian boundary in SPIDERR); however the 
solutions remain consistent on the Cartesian grids further from the borehole. Vertical 
refinement is introduced into the SPIDERR model to allow better discretization around the 
water table, allowing the results to be evaluated against the Neumann analytical solution (see 
Chapter 4 for a detailed description of this solution), and to test the partitioning of the flux 
from ZOOM across the model boundary. The SPIDERR model is split into 3 layers: an 
upper, middle, and lower layer of 4, 6, and 10 m thickness, respectively. The model remains 
homogeneous in the horizontal and vertical, thus the boundary flows are partitioned 
according to the thickness of each layer. The results of this simulation are shown in Figure 
5.17. Comparison of Figures 5.16a and b and 5.17a and b highlight the benefit of being able 
to vertically refine the SPIDERR model to improve the representation of the water table 
surface around an abstraction borehole in an unconfined aquifer. Figure 5.17c shows that the 
vertically refined SPIDERR model is generally consistent with ZOOM and both models fit 
the analytical solution across the Cartesian grids.  
 
Homogeneous 
Model 
Heterogeneous 
Model 1 
Heterogeneous 
Model 2 
Heterogeneous 
Model 3 
Layer  1 25 50 75 100 
Layer 2 25 37.5 25 12.5 
Layer 3 25 7.5 5 2.5 
Table 5.2 Horizontal hydraulic conductivity (mday-1) of each layer in the homogeneous and 
heterogeneous simulations. 
As discussed in Section 5.4, the exchange of the model parameterisation from SPIDERR to 
ZOOM helps to maintain consistency between the solutions at the SPIDERR model 
boundary. The impact of introducing vertical heterogeneity is explored using the 3-layer 
SPIDERR model described above. Three additional simulations are carried out with 
increasing degrees of vertical heterogeneity. The storage parameters and vertical hydraulic 
conductivity are kept constant in each simulation (Ss = 2.5 × 10
-4 m-1, Sy = 0.1 and 
Kv = 1 mday
-1) but the horizontal hydraulic conductivity is altered according to the values 
displayed in Table 5.2. In all simulations the fully saturated transmissivity is the same.  
Figures 5.18 and 5.19 compare the drawdown at various points on the radial and Cartesian 
grids, respectively, for the homogeneous and heterogeneous simulations. Increasing the 
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hydraulic conductivity of layer 1 results in a greater amount of drawdown at the borehole as 
the non-linearity of the solution increases (Figure 5.18). This is related to a greater reduction 
in transmissivity for a given drawdown, rather than non-Darcian flow. Increased vertical 
heterogeneity and anisotropy between the horizontal and vertical directions also result in 
larger vertical hydraulic gradients around the borehole as the lower layers are less able to 
access water from the higher permeability upper layer. This is most pronounced in the late-
time data from Model 3 (Figure 5.18d). The impact of increased vertical heterogeneity on the 
solution away from the borehole is illustrated in Figure 5.19. In the homogeneous model, 
SPIDERR and ZOOM are consistent on the Cartesian grid, apart from a small discrepancy 
observed at a radius of 500 m from the borehole (Figure 5.19a). This is due to errors in 
ZOOM related to the coarse resolution of the grid near the borehole. As the degree of vertical 
heterogeneity increases, the SPIDERR solution diverges from the ZOOM solution. This can 
be seen at a radial distance of 500 m from the borehole in Models 1, 2 and 3, and at a radial 
distance of 1000 m from the borehole in Models 2 and 3. This means that with greater 
vertical heterogeneity the SPIDERR model must extend further from the borehole to achieve 
consistency at the boundary between the two models.  
Introducing the Forchheimer parameter has similar implications. Figure 5.20 shows the time-
drawdown curves for three simulations using the homogeneous 3-layer model with the 
Forchheimer parameter set at 0.05 m-1day (Model 2), 0.1 m-1day (Model 2) and 0.5 m-1day 
(Model 3) in the top two layers. The model results are compared with an equivalent linear 
model (Model 1). As the Forchheimer parameter is increased, a greater amount of drawdown 
is observed at the borehole. The impact of non-linear flow is also apparent at a distance of 
10m from the borehole in all three simulations. The effect of non-linear flow does not, 
however, extend to the radial-Cartesian boundary in the SPIDERR model therefore the two 
models remain consistent across the Cartesian grid. Testing of the non-linear radial flow 
model, as described in Chapter 4, showed that the radial extent of non-linear flow increases 
with the Forchheimer parameter. This should therefore be taken into consideration when 
constructing a SPIDERR model to be coupled with ZOOM to ensure the models are 
consistent at the boundary.    
To ensure complete consistency between the regional and local scale models, particularly for 
highly non-linear solutions with vertical heterogeneity, the SPIDERR model should extend 
beyond the influence of the borehole, i.e. beyond the cone of depression. The boundary of the 
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cone of depression will be defined by the distance at which drawdown related to pumping is 
negligible. This could be set at a tolerance level of 0.001 m, which is likely to be less than 
any change in head observed in the field. The cone of depression can easily be defined for a 
pumping test of short duration however abstraction over longer periods of time will cause the 
cone of depression to continue to propagate away from the borehole. In a regional system a 
borehole will continue to draw water from more distant aquifer storage until the aquifer in the 
vicinity of the borehole is replenished by recharge. The cone of depression will therefore 
expand over an area in which the volumetric recharge rate is equal to the pumping rate. The 
areal extent of a SPIDERR model abstracting over long periods of time could therefore be 
defined a priori based on the average abstraction and recharge rates.  
5.6 Conclusions 
The SPIDERR Flow Model and coupling methodology described above provides a tool for 
representing individual abstraction boreholes within regional groundwater models. The key 
limitations of the methodology have been addressed above and are summarised below. 
 The abstraction borehole must coincide with a node on the Cartesian grid 
therefore the location of the borehole is limited relative to the regional model 
grid; 
 Sufficient grid refinement must be incorporated to reduce the discretization error 
across the radial-Cartesian boundary; 
 The regional and local scale models become less consistent as greater vertical 
refinement is incorporated; 
 The SPIDERR Flow Model must extend far enough from the borehole to satisfy 
the assumption of linear and horizontal flow; 
 The model has limited ability to represent anisotropy. 
 
With consideration of the limitations above, the coupled model can easily be applied to 
inform the DO assessment of groundwater sources. The application to a specific abstraction 
borehole in the Chalk aquifer is described in Chapter 6. This includes a summary of the 
general process required for coupling the SPIDERR Flow Model with ZOOMQ3D to inform 
a DO assessment. Potential applications of the methodology extend beyond DO and these 
will be discussed further in Chapter 7.  
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Figure 5.1 Conceptualisation of the coupled radial-Cartesian grid in the SPIDERR Flow Model for a 12-slice 
radial model; in plan-view the solid lines represent the model grid and dashed lines represent the grid cell 
boundaries. 
 
 
 
 
 
 
 
Figure 5.2 Conceptualisation of the radial-Cartesian boundary in the SPIDERR Flow Model; dashed red lines 
show the outer cell boundaries when the irregular boundary cells are replaced by radial and Cartesian cells of 
equivalent volume; red circles show the location of the corresponding grid nodes. 
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Figure 5.3 Grid configurations for (a) test 1, (b) test 2, (c) test 3, (d) test 4, and (e) test 5; (f) location of 
observation boreholes for model output as shown on Figure 5.5 – Figure 5.8.  
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Figure 5.4 Modelled (SFM) and analytical (PC) drawdown at the abstraction borehole for (a) test 1, (b) test 2, and (c) test 3. 
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Figure 5.5 Modelled (SFM) and analytical (PC) drawdown at the radial-Cartesian boundary for (a) test 1, (b) test 2, and (c) test 3; location of observation nodes (R1, 
R2, R3 Boundary, C1 and C2) is shown on Figure 5.3f. 
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Figure 5.6 Model error at the abstraction borehole and radial-Cartesian boundary for (a) test 1, (b) test 2, and (c) test 3; location of observation nodes (R1, R2, R3 
and Boundary) is shown on Figure 5.3f.  
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Figure 5.7 Modelled (SFM) and analytical (PC) drawdown for test 4 at (a) the abstraction borehole; (b) the radial-Cartesian boundary in a corner slice of the 12-slice 
model; (c) the radial-Cartesian boundary in a central slice of the 12-slice model; location of observation nodes is shown on Figure 5.3f; corner and central slices of a 
12-slice model are shown on Figure 5.3d.  
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Figure 5.8 Modelled (SFM) and analytical (PC) drawdown for test 5 at (a) the abstraction borehole; (b) the radial-Cartesian boundary in a corner slice of the 20-slice 
model; (c) the radial-Cartesian boundary in a middle slice of the 20-slice model; (d) the radial-Cartesian boundary in a central slice of the 20-slice model; location of 
observation nodes is shown on Figure 5.3f; corner, middle and central slices of a 20-slice model are shown on Figure 5.3e.  
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 Model 1 Model 2 
t=t0   
1 Update Model 1 to t = t0 + Δt  
2 Get Values from Model 2 at t = t0 + Δt  
3  Update Model 2 to t = t0 + Δt 
4  Get Values from Model 1 at t = t0 + Δt 
5 
Provide estimate of values to Model 2 at 
t = t0 + Δt 
 
6  
Compute time-step using estimates from 
Model 1 
7  
Provide calculated values to Model 1 at 
t = t0 + Δt 
8 
Compute time-step using calculated 
values from Model 2 
 
t=t1   
 Update Model 1 to t = t1 + Δt...  
 
Figure 5.9 Summary of the data exchange process when two models are coupled through OpenMI. 
 
 
 
 
Figure 5.10 Graphs showing the simple ways in which a pumping rate can be altered within the abstraction 
management module. 
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Figure 5.11 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid with the Papadopulos-Cooper analytical solution (PC) for an 
uncoupled model at (a) the abstraction borehole, (b) and (c) various points on the radial and Cartesian grids; (d) grid configuration of uncoupled models.
 
(d) 
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Figure 5.12 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid with the Papadopulos-Cooper analytical solution (PC) for a 
coupled model at (a) the abstraction borehole; (b) various points on the radial grid; (c) various points on the Cartesian grid; (d) grid configuration of coupled models.
 
(d) 
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Figure 5.13 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid with the Papadopulos-Cooper analytical solution (PC) for a 
coupled model with ZOOM as the trigger at (a) the abstraction borehole; (b) various points on the radial grid; (c) various points on the Cartesian grid. 
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Figure 5.14 Comparison of drawdown at the abstraction borehole and various points on the Cartesian grid in the SPIDERR Flow Model (SFM) and ZOOM model 
for a coupled model with recharge; (a) and (b) show results with constant recharge; (c) and (d) show results with variable recharge.
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Figure 5.15 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid for a 
coupled model with a river at (a) the abstraction borehole; various points on the Cartesian grid to the (b) 
East, (c) North, (d) South, and (e) West of the borehole; (f) flow accretion profile in the ZOOM river.
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Figure 5.16 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid with the Neuman analytical solution for an unconfined coupled 
model at (a) the abstraction borehole; (b) various points on the radial grid; (c) various points on the Cartesian grid.
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Figure 5.17 Comparison of drawdown on the SPIDERR Flow Model (SFM) grid and ZOOM grid with the Neuman analytical solution for an unconfined coupled 
model with vertical refinement at (a) the abstraction borehole; (b) various points on the radial grid; (c) various points on the Cartesian grid.
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Figure 5.18 Drawdown on the radial grid in layers 1-3 (L1-L3) of the refined SPIDERR Flow Model for (a) a homogeneous model; (b) heterogeneous model 1; (c) 
heterogeneous model 2; (d) heterogeneous model 3.
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Figure 5.19 Drawdown on the Cartesian grid of the refined SPIDERR Flow Model and ZOOM model for (a) a homogeneous model; (b) heterogeneous model 1; (c) 
heterogeneous model 2; (d) heterogeneous model 3.
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Figure 5.20 Comparison of drawdown in a linear (SFM1) and non-linear (SFM2, SFM3, SFM4) SPIDERR Flow Model at (a) the abstraction borehole; (b) a 
radial distance of 10m from the abstraction borehole; (c) a radial distance of 375m from the abstraction borehole; (d) various points on the Cartesian grid. 
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Chapter 6 
6 Application of the SPIDERR Flow Model to Inform 
Deployable Output 
6.1 Introduction 
Chapter 4 described the development and validation of the Darcy-Forchheimer radial flow 
model for simulating non-linear groundwater flow to an abstraction borehole. As outlined in 
Chapter 5, the SPIDERR Flow Model embeds this radial model within a Cartesian grid, 
allowing it to be quickly and easily coupled with the ZOOMQ3D groundwater modelling 
code through OpenMI. This chapter describes the application of the coupled model to an 
abstraction borehole operated by Thames Water Utilities Ltd (TWUL). The site was selected 
in conjunction with TWUL to demonstrate the value of the methodology in informing 
deployable output (DO), and not as an exercise in carrying out a DO assessment. The site 
chosen (referred to as site A for confidentiality reasons) is therefore relatively simple; 
however the modelling process is applicable to sites with greater complexity, as will be 
discussed in Chapter 7. The modelling process is summarised in Section 6.2. Background 
information about Site A is provided in Section 6.3 and the existing regional groundwater 
model is summarised in Section 6.4. Calibration of the radial flow model is described in 
Section 6.5, and the results of the fully coupled model are presented in Section 6.6. This 
includes the use of the model output to inform the DO assessment of Site A. An evaluation of 
the methodology is included in the discussion in Chapter 7. 
6.2 The Modelling Process 
The general methodology for applying the fully coupled model to inform DO is likely to be 
similar for any application. A summary of the key steps is provided below.  
Calibration of the SPIDERR Flow Model against pumping test data 
The SPIDERR Flow Model allows refinement of a regional scale groundwater model in both 
the horizontal and vertical dimensions. Pumping test data provide useful information on the 
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aquifer properties in the immediate vicinity of a borehole and can therefore be used to 
calibrate the local-scale model. Where possible, parameterisation of the radial model, 
particularly in the vertical dimension, should be informed by down-hole geophysics which 
may help to highlight key fractures or flow horizons (Schurch & Buckley, 2002; Butler et al., 
2009). The calibration process may also include a sensitivity analysis to ascertain how far the 
SPIDERR Flow Model should extend from the borehole to satisfy the assumption of linear 
flow and, where vertical refinement has been incorporated, horizontal flow.  
Linking the SPIDERR Flow Model with ZOOMQ3D 
The Cartesian grids of the two models must be equivalent in the horizontal dimension 
therefore additional refinement of ZOOMQ3D may be required for coupling with the 
calibrated SPIDERR Flow Model. The pumping test(s) may be re-simulated in the coupled 
composition allowing more realistic boundary conditions and regional stresses to be 
incorporated. The regional context may be particularly important where tests are carried out 
during periods of high rainfall, or where the cone of depression intersects regional boundaries 
or sources of recharge. Further calibration of the small-scale model may be required at this 
stage.  
Running an historic simulation using operational data 
The fully calibrated and coupled ZOOMQ3D–SPIDERR Flow Model can then be used to run 
historic simulations to determine the source behaviour during periods of drought. This should 
initially be driven by operational abstraction rates from the source. Comparison of the 
modelled time-series at the abstraction borehole with available operational groundwater 
levels can then help to evaluate the ability of the model to accurately represent the source 
behaviour.   
Applying abstraction scenarios 
The deployable output of a source is based on an estimate of the potential yield of the 
borehole under drought conditions. Abstraction scenarios can therefore be applied to the 
model to investigate the source behaviour during historic drought periods under increasing 
rates of abstraction. This essentially provides additional data with which to populate the 
summary diagram, potentially providing greater confidence in the DO estimate. The 
abstraction management function can also be applied to vary the pumping rate throughout a 
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simulation based on the level in the borehole relative to the deepest advisable pumping water 
level. 
Applying climate change scenarios 
As was discussed in Chapter 1, water resources management plans must contain an 
assessment of the potential impact of climate change on DO. Climate data, such as those 
developed by the UK Climate Impacts Programme, for example UKCP09 (Murphy et al., 
2009), or the Future Flows Climate dataset produced by Prudhomme et al. (2013), can be 
used to generate an ensemble of probabilistic future recharge time-series, which can then be 
used to drive the coupled model. This will provide information on how the behaviour of the 
source might change under different recharge patterns.  
6.3 Site A 
6.3.1 Location 
Site A is located within the upper catchment of the River Kennet, which is a major tributary 
of the River Thames (Figure 6.1a). A new abstraction borehole was drilled at the site in 2003 
to replace a brick-lined well which was unable to achieve the full licensed capacity. The new 
borehole, which is situated 15 m from the old well, was tested in 2003 and became fully 
operational in 2004. The old well was decommissioned and the source therefore remains a 
single well site with a peak licence of 3.2 Ml day-1, and an average licence of 2.5 Ml day-1. 
The pumping station is located approximately 600 m south of the River Kennet. The closest 
river gauging station to the site is at Marlborough, where the Kennet has an average flow of 
75.6 Ml day-1. Q95, Q50 and Q10 of the River Kennet at Marlborough are approximately 
6.2 Ml day-1, 48.5 Ml day-1, and 181.4 Ml day-1, respectively. The base flow index for the 
River Kennet is around 0.94 in this part of the catchment (Marsh & Hannaford, 2008).    
6.3.2 Geology & Hydrogeology 
Site A is located on the unconfined Upper Chalk and is drilled to a depth of 55 m 
(92.8 m aOD), extending into the top of the Middle Chalk (Figure 6.2). The boundary 
between the Lewes Nodular Formation (Upper Chalk) and underlying New Pit Formation 
(Middle Chalk) is marked by the Chalk Rock. This is identified in the geological log as a 
sequence of glauconitic hardgrounds between 32-38 m depth (110-116 m aOD). Towards the 
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River Kennet, the Chalk is overlain by superficial river terrace deposits; to the south of the 
site it is overlain by Clay-with-Flint deposits (White, 1925).  
Recharge to the Chalk aquifer in this area occurs directly from rainfall and from runoff 
generated on the less permeable Clay-with-Flint deposits to the south. The lowest rest water 
level was recorded at the old abstraction well during the 1976 drought while the lowest 
pumped water level was recorded in the new borehole in 2011 (Figure 6.2). Observation data 
indicate that the range of water level fluctuation at Site A is approximately 6 m. Groundwater 
levels in observation boreholes in the vicinity of the site indicate a regional west-east flow 
direction. The River Kennet also exerts an influence on local groundwater flow, highlighted 
by a general decrease in observed groundwater levels towards the river. The hydraulic head 
gradient is very shallow indicating that the Chalk is highly transmissive in this area. Seasonal 
variations in the surrounding observation boreholes range from less than 2 m to over 10 m, 
with larger variations generally seen further from the river. 
6.3.3 Borehole Development & Testing 
The new abstraction borehole is cased to a depth of 15 m and is open hole below this level 
with a drilled diameter of 960 mm (Figure 6.2). Following completion, the borehole 
underwent two phases of acid injection and geophysical logging. The initial phase of logging 
was impacted by the presence of acid in the borehole; however the second phase provided 
fluid temperature and conductivity logs, natural gamma logs, and a flow log (TWUL, 2003a; 
TWUL, 2003b). Changes in fluid temperature and conductivity, which may be representative 
of inflow horizons, are observed at various points between depths of 22 and 45 m below 
ground level (bgl). The natural gamma count is low indicating that the Chalk is relatively 
clean. The typical Chalk Rock signal is observed on the natural gamma log between 32 and 
34 m bgl. Unfortunately, there is no calliper log against which to calibrate the flow log and it 
is therefore difficult to determine the volumetric flow profile. However, the flow velocity 
profile suggests that more than 75% of the total flow is contributed within the upper 32 m of 
the borehole, with significant contributions at 22 m, 27 m, and 32 m depth (TWUL, 2003a; 
TWUL, 2003b). The results of the geophysical logging were confirmed by a later CCTV 
survey, which was carried out to investigate issues with turbidity at the bottom of the new 
borehole. The CCTV survey identified flint bands at a depth of 18.8 m bgl, a widened section 
at a depth of 21.7 m bgl, possibly indicative of a major fracture, and a 1 m thick band of flint 
at 32.4 m bgl, representing the Chalk Rock (TWUL, 2004).   
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A step drawdown test (SDT) and constant rate test (CRT) were carried out at the new 
borehole following the two phases of acidization, clearance pumping and geophysical 
logging. The old well was not operational during the drilling and testing of the new borehole 
and was therefore used as an observation borehole during the CRT and SDT. The SDT 
comprised four 100-minute steps at pumping rates of 10, 20, 30, and 40 litres sec-1 (ls-1). The 
time-drawdown curve for this test is shown in Figure 6.3. The Hantush-Bierschenk method 
(Hantush, 1964; Kruseman & deRidder, 1990), which is based on Jacob’s equation using a 
non-linear exponent of two (Jacob, 1947), can be used to determine the linear and non-linear 
coefficients of drawdown, providing an estimate of the efficiency of the borehole. Analysis of 
the SDT data from Site A indicates a linear and non-linear coefficient of 2 × 10-3 day m-2 and 
1 × 10-7 day2 m-5, respectively. The well efficiency decreases from 70% to 36% as the 
abstraction rate increases between steps one and four.  
A five day CRT was carried out at the new borehole following recovery from the step test. 
The average abstraction rate during this test was 40 ls-1 (or approximately 3,500 m3day-1) and 
fluctuated between 35 and 42 ls-1, with two short breaks in pumping due to generator failure 
(Figure 6.4). Total drawdown at the end of the test was 2.4 m in the abstraction borehole and 
less than 1 m in the decommissioned well, indicating a highly transmissive system. Analysis 
of the abstraction phase using Jacob’s straight line method gave an estimate of the aquifer 
transmissivity of 1,776 m2day-1 at the abstraction borehole and 2,418 m2day-1 at the 
observation well. Analysis of the recovery data gave a transmissivity of 1,962 m2day-1 at the 
abstraction borehole and 2,281 m2d-1 at the observation well. Storage is estimated at 0.006 
and 0.023 from the abstraction and recovery phases, respectively. 
6.4 Regional Groundwater Modelling 
Site A is located within the ZOOMQ3D regional groundwater model of the Marlborough and 
Berkshire Downs (Figure 6.1). The groundwater model and corresponding ZOODRM 
recharge model (discussed further in Section 6.4.2) were developed by the British Geological 
Survey. A detailed description of the conceptual and numerical models can be found in 
Jackson et al. (2006a; 2006b); a summary is provided below.   
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6.4.1 Conceptual Model of the Groundwater System 
The Cretaceous Chalk, which was described in detail in Chapter 2, forms the most significant 
part of the groundwater system in this region. The Chalk is overlain by Palaeogene deposits 
in the south-east of the area, which predominantly consist of the Lambeth Group, London 
Clay Formation, and Bagshot Formation. The London Clay has very low permeability and 
restricts vertical recharge to the underlying Chalk and Lambeth Group; enhanced recharge 
from runoff can, however, occur along the boundaries of the clay outcrop. The Lambeth 
Group and Bagshot Formation contain sandy units which form locally important aquifers. 
Superficial deposits, such as river terrace sand and gravels (Figure 6.1b) can also transmit 
significant quantities of water and may form aquifers of local importance.  
The main inflows to the regional model domain are flow in the River Thames, which enters 
the model along the northern boundary close to Benson (Figure 6.1a), groundwater flow in 
the gravels within the River Thames valley, and recharge from rainfall and runoff. The main 
outflows from the system are flow in the River Thames and associated valley gravels, 
groundwater and surface water abstraction, spring flow, and groundwater flow into the 
London Basin. River-aquifer interaction is likely to be highly variable and depends on the 
nature and extent of superficial deposits. Baseflow indices for the Chalk streams in this 
region are typically greater than 0.9 (Marsh & Hannaford, 2008).  
Rainfall is relatively consistent throughout the year but varies spatially due to changes in 
topography. In the lowland areas average annual rainfall is around 580 mm; this increases to 
810 mm in upland areas. Potential evapotranspiration is approximately 600 mm yr-1 (Hough 
& Jones, 1997), but is seasonally variable.  
6.4.2 Numerical Recharge Model 
The BGS distributed recharge model, ZOODRM (Mansour & Hughes, 2004), provides the 
recharge input to the regional groundwater flow model. This model has been used to simulate 
recharge in a range of hydrogeological settings, including the Chalk aquifer of the Thames 
Basin (Hughes et al., 2008; Campbell et al., 2010; Jackson et al., 2011). ZOODRM is driven 
by distributed rainfall and potential evapotranspiration and is capable of representing both 
direct recharge from rainfall and indirect recharge from river losses, overland flow and 
springs. Runoff depends on topography, soil type and the underlying geology and is routed to 
174 
 
river nodes over the land surface using topographical data. Both surface runoff and river flow 
are routed using a lag routing method based on Manning’s equation (Neitsch et al., 2005). 
They can lose water to the soil zone below based on a water loss coefficient which is 
dependent on the underlying geology. Potential recharge at the base of the soil zone is 
calculated at each grid node by either the Penman-Grindley Soil Moisture Deficit (SMD) 
method (Penman, 1948; Grindley, 1967) or the FAO method (FAO, 1998). ZOODRM is run 
on a daily time-step and provides daily, monthly and long term average recharge at each node 
on a grid equivalent to that of the ZOOMQ3D model grid.  
The recharge model was originally calibrated over the period 1971-2003 (Jackson et al., 
2006b). The simulation period was extended to the end of 2012 for this application, however 
no further calibration was undertaken. The model boundary extends beyond that of the 
groundwater model in the south-east of the region to incorporate indirect recharge from 
surface runoff over the London Clay (Figure 6.5). For this application the Penman-Grindley 
SMD approach was taken. This was the method used when the model was originally 
developed and a decision was taken not to re-calibrate using the FAO method because this 
was not the primary focus of the work. The recharge model was driven by monthly 
evapotranspiration from the MORECS dataset and daily 1km gridded rainfall from the Centre 
for Ecology and Hydrology (CEH) CERF dataset (Keller et al., 2006). Land-use was defined 
from the CEH Land Cover Map 2000 (Fuller et al., 2000), which provides the predominant 
land-use for 1km grid squares from a list of 10 land-use types. The dominant land-use in the 
region is arable and horticultural; however there are also significant areas of improved 
grassland, built-up areas, and woodland. These land-use types were used to define a root 
constant and wilting point for each month at every node in the model for use in the SMD 
recharge calculation. During calibration, the runoff coefficients were adjusted to match the 
surface runoff component of river flow at 16 gauging stations across the region (Jackson et 
al., 2006a; Jackson et al., 2006b). Over the London Clay the runoff coefficients vary from 5-
40%; over the Chalk they are consistently less than 1%.  
For input to the groundwater model, daily recharge was lagged by one month to represent 
delayed recharge through the Chalk unsaturated zone. As discussed in Chapter 2, recharge 
through the unsaturated zone is highly complex and likely to be dependent on a number of 
factors, including the presence and properties of superficial deposits, the properties of the 
Chalk itself, the antecedent conditions, and the duration and intensity of rainfall. It was not 
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possible to represent this complexity at the spatial and temporal scales required for this study 
therefore the assumption of a 1-month lag time is applied. This is based on results from 
previous analysis and modelling of the area that has shown a 0 to 49 day lag  (Jackson et al., 
2011), and a 23.8 day lag between peak effective rainfall and water table response in the 
Chalk (Ireson et al., 2006). The assumption of a 1-month lag time creates uncertainty in the 
recharge data however this is likely to be more important under wet conditions, where flow 
processes in the unsaturated zone can cause a rapid and significant water table response to 
extreme rainfall. The application to DO is focused on extreme dry, rather than wet, conditions 
and the uncertainty in the recharge data related to the assumption of a 1-month lag time is 
considered acceptable.  
6.4.3 Regional Groundwater Model 
The extent of the regional groundwater model is shown in Figure 6.5. The base grid has a 
resolution of 2 km. This was refined to 500 m over the catchment area of the River Kennet 
and River Pang, and to 250 m around Site A. The representation of rivers is dependent on the 
resolution of the underlying grid (Figure 6.5). The rivers interact with the groundwater 
system according to a Darcian groundwater head dependent flux term which is dependent on 
the vertical conductance of the river bed. River bed conductance was set to zero where rivers 
flow across the London Clay. Where they flow across permeable deposits, the river bed 
conductance was calibrated against baseflow accretion in the river channels (Jackson et al., 
2006b).  
The regional groundwater system is represented by three layers, which were informed by 3D 
geological modelling of the lithostratigraphy of the Chalk Group (Jackson et al., 2006a). The 
base of layers 2 and 3 are defined by the base of the Holywell Nodular and West Melbury 
Marly Chalk Formations, respectively. Where the Chalk is confined the top of layer 1 is 
defined by the top of the Chalk Group. Where it is unconfined there is essentially no upper 
bound to layer 1. The thickness of layer 1, which represents the higher transmissivity zone 
within which the water table fluctuates, is defined from the saturated thickness of the Upper 
Chalk. The saturated thickness is calculated either from the top of the confined Chalk or a 
typical high groundwater level in the unconfined Chalk. Where the saturated thickness is 
greater than 50m layer 1 has a thickness of 25m; otherwise layer 1 represents 50% of the total 
saturated thickness of the Upper Chalk (Jackson et al., 2006b). The Upper Greensand is not 
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explicitly represented in the model however abstractions from this formation are applied to 
the lower Chalk to satisfy the water balance.  
Lateral variations in transmissivity are incorporated as zones according to the conceptual 
understanding of Chalk heterogeneity described by Allen et al. (1997) and summarised in 
Chapter 2. High transmissivity zones are applied in the valleys and dry valleys and lower 
values are applied on the interfluves. Zones are also incorporated to represent lower 
transmissivity in the confined areas of the Chalk and higher transmissivity on the Palaeogene-
Chalk boundary where karst development will have been enhanced by increased recharge 
from surface runoff. A similar distribution is applied to represent the lateral variation in 
storage. A single layer model was initially calibrated at steady-state against mean observed 
groundwater levels and river baseflow accretion profiles. Calibration was achieved with a 
Monte Carlo approach using the parameter estimation software PEST (Watermark Numerical 
Computing, 2002). The single-layer parameterisation was then transferred to a three layer 
model using the conceptual understanding of vertical heterogeneity in the Chalk aquifer (see 
Allen et al. (1997) and the summary provided in Chapter 2). Transmissivity was distributed 
across the three layers using a set of rules. The transmissivity of layer 3, which represents the 
Lower Chalk, was set to a low constant value across the entire model domain; layer 2, which 
predominantly represents the Middle Chalk, was generally assigned 25% of the total 
transmissivity minus that assigned to layer 3; and layer 1 was assigned the remainder of the 
transmissivity, i.e. 75% of the total transmissivity minus that assigned to layer 3. Storage was 
then calibrated manually under time-variant conditions. The specific yield of layers 2 and 3 
was set at 1% across the entire model domain, while the specific yield of layer 1 was varied 
between 1-3% according to the conceptual understanding of lateral heterogeneity (Jackson et 
al., 2006b). 
In the area around Site A, where the Chalk is unconfined, the elevation of the base of layer 1 
is between 106-110 m aOD, which approximately corresponds with the base of the Chalk 
Rock. The base of layer 2 is at an elevation of 85-90 m aOD and the base of layer 3 extends 
to 27-30 m aOD in the vicinity of Site A (Figure 6.2). Hydraulic conductivity in layers 1, 2, 
and 3 is around 50-75 m day-1, 16-25 m day-1, and 1 m day-1, respectively. Specific yield in 
layer 1 is 0.03. The River Kennet is well connected to the unconfined Chalk aquifer with a 
bed conductance of 10 m day-1.  
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The performance of the regional model for the calibration period around Site A was assessed 
by comparison with observed groundwater levels at several boreholes (Figure 6.6). There is 
generally good agreement between modelled and observed values at the new Buildings 
Cadley observation borehole, which is the closest to Site A (Figure 6.6e). The model 
generally matches the peaks at Manton House Farm and Rockley (Figure 6.6a and h) but does 
not reproduce the mean groundwater levels at these sites. At the remaining observation 
boreholes the modelled levels are generally higher than the observed levels, with the 
exception of Braydon Hook (Figure 6.6d). The difference in mean groundwater levels at 
these sites varies from 2.3 m at Well Cottage to 11.4 m at West Woods. Modelled baseflow to 
the River Kennet at Marlborough generally shows good agreement with the baseflow 
component of observed river flow, with a slight underestimation of the peak flows, 
particularly during 1993-1995 (Figure 6.7). 
Groundwater and surface water abstractions are represented in the model according to 
operational and license information provided by the Environment Agency and Thames Water. 
For sites where no operational data was available, a proportion of the licensed quantity was 
used based on an assessment of data from sites for which both licence and operational data 
were available (Jackson et al., 2006b). 
6.5 SPIDERR Flow Model Results 
6.5.1 Model Setup 
The SPIDERR Flow Model was initially calibrated to the step drawdown test (SDT) and 
constant rate test (CRT) data as an uncoupled radial model with a radial extent of 10 km. A 
fixed head condition was applied at the model boundary; this is far enough from the borehole 
not to impact on the model results. The borehole radius was set according to the borehole 
construction log at 0.48 m. The cased section of the borehole is above the highest recorded 
water level in the borehole, therefore this was not represented in the model. The radial 
dimension was discretized using 51 nodes, which are logarithmically spaced between the 
borehole radius and the outer boundary. The radial model was set up with 12 circumferential 
intervals.  
The model reads the layer elevations from the ZOOMQ3D input files to ensure consistency 
between the two models throughout the calibration and coupling process. As discussed in 
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Section 6.4.3 the layer elevations in the regional model correspond well with the geological 
and geophysical logs from the new abstraction borehole. Layer 1 corresponds with the Lewes 
Nodular Chalk Formation and Chalk Rock, which were shown to contribute more than 75% 
of inflow to the borehole (Figure 6.2). Several inflow horizons were identified throughout the 
thickness of this zone and it is therefore kept as a single high permeability layer. The base of 
layer 2, which is also kept as a single layer, is situated 5 m below the base of the borehole and 
represents the lower permeability New Pit Chalk Formation (Figure 6.2). In the SPIDERR 
Flow Model the borehole extends to the base of this layer and the pump is located at the 
elevation of the layer node. Layer 3 is below the base of the borehole and represents the less 
transmissive lower Middle and Lower Chalk Formations.  
The modelled and observed abstraction rates for the CRT and SDT are shown on Figure 6.8. 
The flow rate was not recorded during the first 1.5 minutes of the CRT therefore the start of 
pumping is also delayed in the model. The fluctuations during the first 30 minutes of the CRT 
and the brief breaks in pumping during the generator cut-outs are not incorporated (Figure 
6.8).  
6.5.2 Model Calibration 
Transmissivity estimates from analysis of the pumping test data (see Section 6.3.3) suggest 
that the aquifer is better developed around the observation well than the abstraction borehole. 
Analysis of the abstraction phase indicates that the transmissivity around the observation and 
abstraction boreholes differ by around 600 m2day-1; however this assumes that flow in and 
around the borehole is linear. Analysis of the recovery data, which is less likely to be affected 
by non-linear flow, indicates a difference of only 300 m2day-1. It is possible that this is a 
localised effect around the observation well related to fracture development during its 
operational phase. For simplicity, the uncoupled radial model is therefore calibrated as a 
laterally homogeneous model. An initial model run (Run 1) is carried out using the average 
hydraulic conductivity for each layer in the regional model within a 1 km square around the 
abstraction borehole (Table 6.1). The specific yield and specific storage are also set according 
to the regional model parameterisation and flow is assumed to be linear (Table 6.1). The 
initial head is uniform over the model domain and is equal to the rest water level in the 
abstraction borehole.  
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The results of Run 1 are shown on Figure 6.9. Drawdown is significantly overestimated at the 
observation well in both the CRT and SDT. Drawdown is also slightly overestimated at the 
abstraction borehole during the first two steps of the SDT. The model underestimates 
drawdown at the abstraction borehole during the CRT and during the third and fourth steps of 
the SDT. This result is not surprising because the total transmissivity across the model 
domain is lower than that suggested by the Jacob analysis of the CRT data, and analysis of 
the SDT data indicates that the non-linear component of drawdown becomes more important 
under higher rates of abstraction.  
 Run 1 Run 2 Run 3 Run 4 
Kh Layer 1  
(m day-1) 
58 78 78 76 
Kh Layer 2 
 (m day-1) 
19 19 19 19 
Kh Layer 3  
(m day-1) 
1 1 1 1 
Sy  Layer 1 
 (-) 
0.03 0.03 0.03 0.03 
Ss Layers 1-3  
(m-1) 
5 × 10-7 5 × 10-7 5 × 10-7 5 × 10-7 
β Layer 1  
(m-1 day) 
0 0 0.075 0.075 
Table 6.1 Parameterisation for calibration of the uncoupled SPIDERR Flow Model. 
The hydraulic conductivity and Forchheimer parameter in layer 1 are therefore adjusted to 
achieve a better fit to the observed data at both the abstraction and observation boreholes 
(Figure 6.10). The hydraulic conductivity is generally calibrated to the observation well data 
(Run 2) and the Forchheimer parameter is then adjusted to match the observed drawdown in 
the abstraction borehole (Run 3). The parameters and results of the calibration process, 
including the best fit model (Run 4), are shown in Table 6.1 and Figure 6.10. In Runs 3 and 4 
less than 2 cm of drawdown is observed at a radial distance of 1 km from the abstraction 
borehole. The influence of non-linear flow can be seen to a small extent at the observation 
well but is negligible at a distance of 100 m from the abstraction borehole. Figure 6.10 shows 
that the model is able to match the time-drawdown data from the observation well in both the 
CRT and SDT. The fit is also improved at the abstraction borehole however the following 
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issues remain: (1) the model does not match the early-time data of the CRT due to 
fluctuations in the pumping rate which are not represented in the model; (2) the model does 
not match the full extent of the late-time fluctuation in the CRT because the short breaks in 
pumping during generator failure are not represented in the model; (3) the model slightly 
overestimates drawdown during the first two steps of the SDT; (4) the model does not 
achieve the total drawdown of the fourth step of the SDT.  
The final issue listed above appears to be the most significant in terms of the model’s ability 
to reproduce the time-drawdown behaviour at Site A. Analysis of the late-time data of each 
step in the SDT (i.e. when drawdown has reached quasi steady-state) indicates that the 
amount of drawdown between steps three and four is disproportionate to the increase in 
abstraction rate when compared with the previous two steps. This is illustrated on Figure 
6.11. The model results indicate that this cannot be fully explained by non-linear flow with 
the 3-layer model structure described above. It is possible that the increase in drawdown 
during step 4 could be related to vertical heterogeneity in the Chalk. For example, dewatering 
of a fracture could result in a significant reduction in transmissivity and/or subsequent 
activation of a lower larger fracture in which the non-linear component of flow is more 
significant. However, the geophysical logs and CCTV survey do not show evidence of a 
significant fracture at this depth. The upper flint band highlighted in the CCTV survey sits at 
an elevation of approximately 129 m aOD (>1 m above the water level at the end of step 3); 
the other major fracture was identified at an elevation of 126 m aOD (>2 m below the water 
level at the end of step 3). There is, therefore, no justification based on the geophysics for 
incorporating a fracture in the model to reproduce the observed increase in drawdown during 
step 4. Furthermore, the operational groundwater levels and the observed data for the CRT, 
which was carried out at an abstraction rate equal to that of step 4 of the SDT, fluctuate 
around this elevation without any evidence of fracture dewatering. The observed data for step 
4 of the SDT are therefore viewed as an anomaly and the model (Run 4) is assumed to 
adequately represent the long-term behaviour of Site A. This is illustrated on Figure 6.12, 
which shows that the modelled groundwater level matches the long-term observed behaviour 
in the abstraction borehole when step 4 of the SDT is extended forwarded in time. 
Another possible explanation is that the anomaly in the observed data from the SDT could be 
due to an error in the recorded flow rate. Figure 6.13 shows that the model matches the 
observed drawdown during step 4 when the abstraction rate is increased to 45 ls-1. This 
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however results in a slight overestimation of drawdown at the observation well. The differing 
response may also be explained by development of the aquifer during the CRT and 
subsequent operational pumping, which may have resulted in a slight increase in the 
transmissivity in the immediate vicinity of the borehole. 
6.6 Coupled ZOOMQ3D–SPIDERR Flow Model Results 
6.6.1 Updates to the ZOOMQ3D and ZOODRM Models 
The original model of the Marlborough and Berkshire Downs, as developed by the British 
Geological Survey (Jackson et al., 2006b), was summarised in Section 6.4. No further 
calibration of the recharge or groundwater model was carried out for this work however both 
models were updated to run until the end of 2012. This allows Site A to be simulated during 
the drought of 2010-2012.The model grids were also refined to a resolution of 250 m in the 
vicinity of Site A. This is a relatively simple task in ZOOMQ3D and was carried out to allow 
greater accuracy in the positioning of the abstraction borehole. Increasing the spatial 
resolution in this area also provided refinement of the River Kennet, which is likely to play a 
significant role in controlling the groundwater level at Site A. The elevation of the refined 
river nodes were updated using the NEXTMap 5 m digital elevation model.  
The SPIDERR Flow Model is run using adaptive time-stepping and will therefore use a 
smaller time-step than ZOOMQ3D. However, the transfer of data between the two models 
through OpenMI is dependent on the smallest common time-step. The temporal resolution of 
the regional groundwater model was therefore increased from a weekly time-step with 
monthly stress periods to a daily time-step with weekly stress periods. This allows data to be 
transferred between the two models on a daily basis. The driving data for the recharge model 
was discussed in Section 6.4.2. The abstraction and river flow data for the groundwater 
model were updated based on data supplied by Thames Water and the National River Flow 
Archive.  
6.6.2 Historic Simulation 
The calibrated SPIDERR Flow Model described above was coupled with the ZOOMQ3D 
regional model according to the grid configuration shown in Figure 6.14. Site A sits at the 
centre of the SPIDERR grid, which extends over an area of 1500 m × 1500 m. Over the 
simulation period, the average recharge over this area is around 2000 m3day-1 and the average 
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abstraction rate at the borehole is 1473 m3day-1. Following the discussion in Section 5.5, the 
SPIDERR model therefore extends beyond the radius of influence of the borehole, meeting 
the requirements for a one-way coupling between the two models. The Cartesian grid is 
equivalent to the 250 m resolution grid in ZOOMQ3D. The central nine Cartesian nodes are 
replaced by the radial grid, which is refined to 12 circumferential intervals and extends to a 
radial distance of 375 m from the borehole. The calibrated parameterisation of the SPIDERR 
Flow Model is passed to the regional model through the OpenMI coupling process. This 
updates the parameterisation of the regional model across the extent of the SPIDER Flow 
Model, as shown on Figure 6.14. The abstraction rate at Site A is defined in the SPIDERR 
Flow Model and is passed to the corresponding grid node in ZOOMQ3D. Daily to sub-daily 
abstraction rates are available for the new borehole post-2003; these have been scaled due to 
confidentiality reasons (Figure 6.15). Prior to this the abstraction rates are taken from the old 
well. The operational abstraction data from the old well are less frequent and the modelled 
abstraction rate is therefore applied as a weekly average. This results in a loss of the daily to 
sub-daily fluctuation, as is shown on Figure 6.15, but is consistent with the peak demand 
scenario for DO assessment, as described in Chapter 1. The flow rates shown on Figure 6.15 
have been scaled for data confidentiality reasons. The fluctuation pattern is therefore 
representative of the operational time-series but the absolute values do not represent the 
actual pumping rate at Site A. Distributed recharge and leakage from the river nodes are 
passed from ZOOMQ3D to the SPIDERR Flow Model, as are the volumetric flows across the 
model boundary. This data exchange maintains the water balance and provides consistency 
between the two models.  
The models are set-up to run through OpenMI over the historic simulation period 1971-2012. 
The results of this simulation are compared at equivalent points on the Cartesian grids 
(Figures 6.16, and 6.17). The difference between the groundwater levels at equivalent points 
in the two models is generally maintained at less than 0.1 m, providing confidence in the 
coupling process. The results at the abstraction borehole are compared with daily operational 
groundwater levels from a telemetered pressure transducer over the period 2008-2012 (Figure 
6.18). There is a clear break in the operational record during 2009 but the reason for this is 
unknown. Figure 6.18 shows that the model generally reproduces the groundwater level in 
the abstraction borehole very well. The seasonal fluctuation pattern is reproduced indicating 
that the model is responding properly to changes in recharge. The close match to the 
operational data during 2010 also provides confidence in the model’s ability to simulate the 
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borehole behaviour under drought conditions. Comparison with the modelled abstraction rate, 
which has been scaled for data confidentiality reasons, shows that the simulated response to 
changes in pumping is consistent with the observed response in the abstraction borehole. This 
can clearly be seen during the sharp rise in pumping rate during 2010, and again during the 
subsequent fall in pumping rate during 2011. Sub-daily fluctuations related to the operational 
procedures at Site A are not reproduced in the model; however these are generally small 
compared to the groundwater level response to recharge and changes in the weekly averaged 
pumping rate.   
The old well at Site A continued to be monitored on a sub-daily basis until October 2006. The 
model is therefore compared with observed levels in the old well over the period 2003-2006 
(Figure 6.19). The simulated groundwater levels match the general pattern and average 
groundwater level in the observation well; however the modelled time-series shows a greater 
degree of fluctuation. The observation well is represented in the model as a normal aquifer 
node with a specific yield of 0.03, while the old well at Site A has a relatively large diameter 
of 2.7 m. The greater degree of fluctuation in the model may therefore be the result of low 
storage due to a failure to adequately represent storage within the well. As for the application 
to the Bean abstraction site (described in Chapter 4), this could be tested further in a multi-
borehole SPIDERR Flow Model.  
The modelled and observed baseflow in the River Kennet is compared at the Marlborough 
gauging station, which is close to Site A (Figure 6.20). Figure 6.20 demonstrates that the 
coupling process, which alters the aquifer parameters in the vicinity of the River Kennet 
gauging station, does not have an impact on the fit to the baseflow component of observed 
river flow. It also has little impact on the model results at observation boreholes in the 
vicinity of Site A (Figure 6.21).  
6.6.3 Pumping Test Simulation in the Regional Model 
To further test the model’s ability to reproduce the behaviour at Site A, the pumping tests are 
rerun within the coupled model composition. The historic simulation is re-run on a daily 
time-step up to one day prior to the SDT. Both models are then set-up to run on a 100 minute 
time-step and the final head output from the historic simulation is used as the initial condition 
for the pumping test simulation. The coupled model is run for one day at the refined temporal 
resolution before the pump is switched on for the SDT. The model is then re-run with the 
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same initial condition to simulate the CRT. The modelled initial head at the abstraction and 
observation borehole is approximately 1 m higher than the observed initial head at the start of 
both pumping tests. This error can be seen at the observation well during the early part of 
2003 (Figure 6.19).  Prior to the SDT and CRT the new borehole was drilled, developed, and 
logged. During this time the old well was not operating and the abstraction rate applied in the 
model during February and March 2003 is zero. The difference between the modelled and 
observed head during this time could therefore be indicative of bias in the model; however, 
the observed data is unlikely to be completely representative of ambient conditions in the 
aquifer due to clearance pumping during the development phase. This additional pumping, 
which is not represented in the model, may therefore be responsible for the discrepancy 
between the modelled and observed groundwater levels in and around Site A at the start of 
the pumping tests.  
To evaluate the model performance during the pumping tests relative drawdown, rather than 
absolute groundwater levels, are compared. The results from the coupled model are compared 
with observed drawdown and modelled drawdown from the uncoupled radial flow model 
(Figure 6.22). Figure 6.22 shows that the results are slightly different when the pumping tests 
are simulated in an uncoupled and coupled model composition. There are a number of 
possible reasons for this difference: coupling with ZOOMQ3D may provide access to 
additional sources of recharge, either from distributed recharge or a point source such as the 
River Kennet; the heterogeneity introduced from coupling with ZOOMQ3D may increase the 
rate at which water can be transferred to the vicinity of Site A, for example from the high 
permeability river gravels; the variable initial condition imposed in the coupled model may 
change the transmissivity of the aquifer in the vicinity of Site A. In this application the first 
two hypotheses are less likely because the cone of depression sits within the boundary of the 
coupled SPIDERR Flow Model and the impact of the coupling process on river flows is 
negligible. To test the third hypothesis the uncoupled model is run again with an initial 
groundwater head 1 m above the previous uncoupled simulation (i.e. similar to the initial 
condition of the coupled model). The results of this run are also displayed on Figure 6.22, 
indicating that the initial condition is the most likely reason for the difference between the 
coupled and uncoupled model results. This provides confidence in the model 
parameterisation and no further calibration is undertaken.  
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6.6.4 Abstraction Scenarios to Inform Deployable Output 
The Deployable Output summary diagram for Site A is shown on Figure 6.23. The drought 
curve at Site A is constrained by operational data from the 2010-2012 drought and the CRT 
and SDT data from 2003. The three observed operational points on Figure 6.23 were taken 
from operational data on the following dates: 3rd November 2011, 21st January 2012, and 20th 
February 2012. The origin of the drought curve is constrained by a rest water level from the 
old well during the drought of 1976 (also shown as an operational point on Figure 6.23). The 
deepest advisable pumping water level (DAPWL) coincides with the top of the Chalk Rock at 
a depth of 32 m. The drought curve suggests that the groundwater level in the abstraction 
borehole will not reach the DAPWL under the current licence conditions and the DO is 
therefore constrained by the licence rate.  
The modelled groundwater levels from the SDT and CRT are also shown on Figure 6.23. 
Ideally these would be taken from the coupled model however the uncoupled results were 
used due to the inaccuracy of the initial head in the coupled simulation (see Section 6.6.3). As 
would be expected from the results presented in Section 6.5.2, the modelled CRT and SDT 
data fit well with the observed data, apart from the underestimation of drawdown during the 
final step of the SDT. The modelled operational data corresponding to the three dates listed 
above are also plotted on the summary diagram (Figure 6.23). The modelled points do not 
match the observed points, but sit on a curve between the 1976 rest water level and 2010-
2012 operational levels. The modelled data points generally have slightly higher groundwater 
levels and lower abstraction rates than the corresponding observed data points. This is 
because the observed data are taken as a daily peak abstraction rate and corresponding 
minimum groundwater level from a sub-daily operational dataset. These data are plotted on 
Figure 6.24 for comparison with the observed and modelled daily averages. The length of 
time for which the peak rate was applied at Site A is unknown; however comparison of the 
daily peak and daily average rates indicate that it must have been less than one day. This DO 
assessment is therefore based on the assumption that the minimum groundwater level after 
pumping at a high rate for a short period of time is representative of the behaviour over a 
sustained period of pumping.  
The modelled points, which are based on a weekly averaged abstraction rate, do not represent 
the sub-daily peaks but will be representative of the borehole behaviour under a sustained rate 
of abstraction. This allows the model to be used to test the validity of the observed peaks for 
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informing the DO of Site A. Additional points are taken from the modelled dataset under low 
groundwater level conditions during 1976, 1989, 1992, and 2005. These points are also 
plotted on Figure 6.23. They generally fit the curve of the observed data, including the sub-
daily data from 2010-2012, suggesting that the observed sub-daily peaks represent a 
reasonable approximation to the longer-term behaviour of the borehole. 
The behaviour of the source was tested further by applying six scenarios with increasing rates 
of abstraction. The scenarios were defined by the following rates: 
 Scenario 0: Abstraction rate of zero to obtain the historic, ambient groundwater 
levels; 
 Scenario 1: Constant abstraction rate of 1 Ml day-1 
 Scenario 2: Constant abstraction rate of 2 Ml day-1 
 Scenario 3: Constant abstraction rate of 3 Ml day-1 
 Scenario 4: Constant abstraction rate of 4 Ml day-1 
 Scenario 5: Variable abstraction rate of 3.18 Ml day-1 (peak licensed rate) during 
peak times (Jun-Aug) and 2.24 Ml day-1 for the remainder of the year 
 Scenario 6: Constant abstraction rate of 5 Ml day-1 
The simulated groundwater level time-series at Site A for Scenarios 0-6 are presented on 
Figure 6.25. As for the historic simulation, abstraction rates and corresponding groundwater 
levels were extracted from the modelled time-series under low level conditions. These data 
points were taken from recognised drought periods during 1976, 1989, 1992, 1997, 2005, and 
2012 (Marsh et al., 2007), and are plotted on the DO curve in Figure 6.26. The higher 
abstraction scenarios (4 and 6) are not representative of the current operational procedures at 
Site A, which are constrained by an average and peak license of 2.24 and 3.18 Ml day-1, 
respectively. However, the results from these simulations suggest that the current drought 
curve is conservative and that Site A could potentially maintain a higher abstraction rate for a 
sustained period of time without the groundwater level reaching the DAPWL.  
The impact of increased abstraction on the surrounding environment was assessed by looking 
at the changes in baseflow in the River Kennet close to Site A. The simulated time-series of 
baseflow from the historic simulation and Scenarios 0-6 are shown on Figure 6.27a. It is clear 
from this figure that the changes in flow due to increased abstraction are significantly smaller 
than the seasonal fluctuations in baseflow at this location. The difference in baseflow 
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between the historic simulation and each scenario is generally within 1 Ml day-1 (Figure 
6.27b) indicating that the river is not a major source of water for Site A. These results suggest 
that a higher rate of abstraction could be sustained at Site A without significant impacts on 
the surrounding environment.  
While the results of multi-scale modelling at Site A suggest that this source may have a 
higher potential yield than indicated by the current DO assessment methodology there are 
limitations that should be taken into account. The predicted groundwater levels under the 
higher abstraction rates are outside the calibration range, which reduces the confidence in 
these scenario outputs. However, the model results may justify further test pumping under 
low level conditions to validate the model behaviour and confirm whether Site A has the 
capacity to withstand a higher sustained abstraction rate without degrading the surrounding 
environment.  
6.7 Summary 
The application described in this chapter demonstrates how the SPIDERR Flow Model and 
coupling methodology can be used to inform the DO assessment of a groundwater source. 
The SPIDERR Flow Model was initially calibrated to pumping test data from Site A then 
coupled with the ZOOMQ3D regional groundwater model of the Marlborough and Berkshire 
Downs. The coupled model was evaluated against operational data at Site A and was found to 
accurately reproduce the daily averaged behaviour of the abstraction borehole, particularly 
during the 2010-2012 drought. The historic simulation over the period 1971-2012 allowed an 
operational time-series to be reconstructed at the abstraction borehole, providing further 
information on the source behaviour during historic droughts. This additional data was added 
to the summary diagram providing greater confidence in the DO assessment. The application 
of abstraction scenarios to the coupled model suggests that Site A could potentially maintain 
a sustained period of higher abstraction but more test data would be required to validate this. 
Further evaluation of the methodology is provided in Chapter 7, including a discussion on 
how the model could be applied to inform operational management procedures at Site A. 
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(a) 
 
(b) 
Figure 6.1 Superficial and bedrock geology (a) within the extent of the regional groundwater model of the 
Marlborough and Berkshire Downs; (b) around Site A; the location of Site A is indicated by the red point. 
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Figure 6.2 Conceptualisation of the abstraction borehole at Site A. 
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Figure 6.3 Observed groundwater levels in the abstraction borehole during a step-drawdown test at Site A. 
 
 
 
Figure 6.4 Observed groundwater levels in the abstraction borehole during a constant rate test at Site A. 
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Figure 6.5 Bedrock geology, model grid and location of rivers in the regional groundwater and recharge 
models. 
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Figure 6.6 Modelled versus observed groundwater levels at the following observation points: (a) Manton House Farm; (b) Well Cottage; (c) Hill Barn; (d) Braydon 
Hook; (e) New Buildings Cadley; (f) Levetts Farm; (g) West Woods; (h) Rockley. 
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Figure 6.7 Modelled versus observed baseflow in the River Kennet at Marlborough. 
 
 
Figure 6.8 Modelled and observed abstraction rates at Site A during (a) the step drawdown test, and (b) the 
constant rate test. 
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Figure 6.9 Modelled and observed groundwater levels for Run 1 at (a) the abstraction borehole during the SDT, (b) the observation borehole during the SDT, (c) the 
abstraction borehole during the CRT, and (d) the observation borehole during the CRT.  
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Figure 6.10 Modelled and observed groundwater levels for Runs 2, 3 and 4 at (a) the abstraction borehole during the SDT, (b) the observation borehole during the 
SDT, (c) the abstraction borehole during the CRT, and (d) the observation borehole during the CRT.  
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Figure 6.11 Observed groundwater levels and abstraction rates for each step of the SDT. 
 
 
 
Figure 6.12 Modelled and observed groundwater levels at the abstraction borehole during the SDT and CRT; 
the fourth step of the SDT is modelled over an extended time period to match the long-term behaviour of the 
CRT. 
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Figure 6.13 Modelled and observed drawdown at the abstraction borehole during the SDT; the modelled 
abstraction rate is increased during the fourth step to match the observed behaviour at the borehole. 
 
Figure 6.14 Map of Site A showing the refined regional model grid and extent of the radial and Cartesian 
grids of the SPIDERR Flow Model. 
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Figure 6.15 Observed daily abstraction rates (Obs) and weekly averaged rates as applied in the SPIDERR 
Flow Model (SFM) at Site A (a) over the entire simulation period, and (b) over the operational period of the 
new abstraction borehole from 2003-2012. 
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Figure 6.16 Comparison of the modelled groundwater levels at equivalent points on the ZOOMQ3D and SPIDERR Flow Model grids; observation points are shown 
on Figure 6.14 at a distance of 500m to the (a) north, (b) south, (c) east, and (d) west of the abstraction borehole. 
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Figure 6.17 Comparison of the modelled groundwater levels at equivalent points on the ZOOMQ3D and SPIDERR Flow Model grids; observation points are shown 
on Figure 6.14 at a distance of 750m to the (a) north, (b) south, (c) east, and (d) west of the abstraction borehole. 
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Figure 6.18 Modelled and observed (a) groundwater levels and (b) abstraction rates at Site A over the period 
for which groundwater levels within the abstraction borehole are available.  
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Figure 6.19 Modelled and observed groundwater levels at the observation well at Site A over the period for 
which operational groundwater levels are available. 
 
 
 
Figure 6.20 Observed and modelled baseflow in the River Kennet near Site A for an uncoupled ZOOMQ3D 
simulation and a coupled ZOOMQ3D-SPIDERR simulation. 
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Figure 6.21 Modelled versus observed groundwater levels for a coupled and uncoupled ZOOMQ3D model at the following observation points: (a) Manton House 
Farm; (b) Well Cottage; (c) Hill Barn; (d) Braydon Hook; (e) New Buildings Cadley; (f) Levetts Farm; (g) West Woods; (h) Rockley. 
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Figure 6.22 Observed and modelled drawdown with a coupled and uncoupled SPIDERR Flow Model at (a) the abstraction borehole during the SDT, (b) the 
observation borehole during the SDT, (c) the abstraction borehole during the CRT, and (d) the observation borehole during the CRT. 
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Figure 6.23 Deployable Output summary diagram for Site A whereby the drought curve is determined by the 
observed operational and test data; the modelled test data, operational data, and historic simulation data are 
also shown. 
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Figure 6.24 Observed (Obs) and modelled (SFM) daily averaged (a) groundwater levels, and (b) abstraction 
rates at Site A; the operational points used on the DO curve, which are taken from sub-daily data from the 
2010-2012 drought, are shown in blue. 
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Figure 6.25 Modelled groundwater levels at Site A for each abstraction scenario over (a) the entire 
simulation period, and (b) the period 2001-2012. The modelled time-series based on the historic abstraction 
rate is shown in red; scenarios 0-6 are shown in grey. 
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Figure 6.26 Deployable output summary diagram for Site A with the addition of the modelled points from 
abstraction scenarios 0-6.  
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Figure 6.27 (a) Modelled baseflow in the River Kennet near Site A during each abstraction scenario 
with the modelled time-series based on the historic abstraction rate shown in red and scenarios 0-6 
shown in grey; (b) the difference between baseflow under the historic abstraction rate, and baseflow 
under each abstraction scenario over the entire simulation period.  
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Chapter 7 
7 Discussion and Conclusions 
7.1 Evaluation of the multi-scale methodology 
7.1.1 Aims of the methodology 
The current guidelines for water resources management in the UK (EA, 2011; UKWIR, 
2012a) define the need for a risk-based approach to deployable output (DO) assessment. 
Within this framework there is a clear need for a new methodology to provide a more robust 
and in-depth analysis of DO, especially for sources that are of significant strategic importance 
to water companies or highly vulnerable to drought. Limitations of the current methodology 
were outlined in Chapter 1. These issues are particularly important when considering a dual 
permeability or highly vertically heterogeneous aquifer like the Chalk (see Chapter 2 for 
further discussion), which is likely to behave very differently under high and low 
groundwater level conditions (Butler et al., 2009).  
The DO of an individual groundwater source is influenced by processes operating at different 
scales. Regional groundwater models represent large-scale processes but are unable to resolve 
important small-scale processes around a borehole. As was discussed in Chapter 3, the radial 
nature of flow to a borehole is best simulated on a cylindrical grid, which can be refined 
down to the diameter of the borehole. The key aim of this research was therefore to develop a 
multi-scale modelling methodology that allows an individual abstraction borehole to be 
explicitly represented in a regional groundwater model. The methodology should be based on 
continuous simulation so that the behaviour of a source can be analysed within the context of 
historical droughts and climate change. 
Some of the key objectives and requirements of the methodology (discussed in detail in 
Chapters 1, 2 and 3), are: 
1. It should allow for the use of existing regional groundwater models to benefit 
from the significant past investment in these tools; 
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2. It should be widely applicable, i.e. efficient and easy to adopt by non-modellers 
so that DO estimates can be produced relatively quickly for numerous sources; 
3. It should have the potential to incorporate interference effects between 
neighbouring abstractions and allow an analysis of the impact of groundwater 
abstraction on the surrounding environment; 
4. It should also have the potential to be linked to a surface water model to allow a 
fully integrated approach to water resources planning; 
5. It should be capable of representing important features and processes around a 
borehole, including vertical and horizontal heterogeneity, vertical flow, and non-
linear losses related to seepage face development and non-Darcian flow; 
6. It should be capable of representing features of the borehole itself, including well 
storage, partial or full penetration, well screening, well casing, and the location of 
the pump intake;  
7. It should incorporate abstraction management procedures to represent the realistic 
operation of a source. 
7.1.2 Evaluation of the Darcy-Forchheimer radial flow model 
The development and application of a radial flow model was described in Chapter 4. This 
model advances our ability to simulate drawdown in an abstraction borehole by building on 
previous radial and non-linear flow modelling (Rushton, 1974; Rathod & Rushton, 1991; 
Mansour, 2003b; Mathias et al., 2008) (see Section 3.2.3 for further details). The model 
represents important features of the abstraction borehole itself (i.e. those outlined in point 6 
above), but is also able to simulate non-linear flow by incorporating the Darcy-Forchheimer 
equation. While a previous study has applied this approach in a one-dimensional model to 
simulate step-drawdown test data (Mathias & Todman, 2010), this three-dimensional model 
allows the Forchheimer parameter, and other aquifer parameters, to vary spatially in both the 
vertical and horizontal directions. This vertical heterogeneity was shown to be particularly 
important for simulating the highly non-linear response to pumping of an unconfined Chalk 
borehole in the Thames Basin.  
The validation and testing of this model highlighted some key limitations, both of the model 
itself and of our conceptual understanding of important processes in unconfined fractured 
aquifers. The first limitation relates to the representation of a seepage face. The typical 
conceptualisation of a seepage face is of seepage flow occurring down the wall of a borehole 
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when the water level in the borehole falls below the water table in the surrounding aquifer. 
The Darcy-Forchheimer radial flow model does not explicitly represent the water table 
surface therefore seepage face development is approximated by allowing a layer to remain 
connected to the borehole after the water level in the borehole falls below the base of the 
layer. A layer will remain connected to the borehole until the first aquifer node away from the 
well boundary completely dewaters (see Chapter 4 for further detail). This representation is 
consistent with a conceptual model whereby fractures continue to provide water to a borehole 
when the level in the borehole falls below the base of the fracture. It is therefore assumed that 
the contribution of fracture flow above the water level in the borehole is more important than 
the contribution of seepage flow. Without better observations it is very difficult to determine 
whether this conceptualisation is appropriate for the Chalk; however borehole CCTV imaging 
and jacking tensiometer measurements have highlighted the relative importance of fracture 
flow over matrix flow in the Chalk unsaturated zone under certain conditions (Gallagher et 
al., 2012). If the contribution of seepage flow was found to be of greater relevance than 
fracture flow, or the model were to be adopted for investigating DO in single permeability 
aquifers, further work would be required to improve the representation of the water table 
surface. This could be achieved using a similar method as Mansour (2003b), although 
improvements would potentially be required to resolve issues around dewatering and 
rewetting. More sophisticated methods could be employed whereby the model mesh deforms 
in the vertical direction to follow the movement of a free surface (see Section 3.4 and 
references therein for further detail). This does not require nodes to dewater and the solution 
is therefore more stable; however it is inconsistent with the representation of unconfined 
conditions in most regional groundwater models and may therefore complicate the coupling 
process. 
The application of the Darcy-Forchheimer radial flow model also highlighted issues around 
the use of open observation boreholes in unconfined fractured aquifers. Observed 
groundwater levels from open boreholes represent a vertically averaged groundwater head 
and it is therefore very difficult to use these observations to calibrate a multi-layer model, 
particularly one that is vertically heterogeneous. This problem has been raised by other 
authors (Rushton & Howard, 1982) and the model provides an opportunity to investigate the 
issue in greater detail. The coupled radial-Cartesian SPIDERR Flow Model currently only 
allows a single radial grid to be embedded in a Cartesian grid. However, as will be discussed 
below, future development of the model will allow multiple radial grids to be coupled in a 
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single Cartesian grid providing the opportunity to simulate two adjacent boreholes. These 
could be set-up to represent one abstraction borehole and one observation borehole, which 
could be open to all model layers or cased and only open to individual layers. This 
configuration could then be used to compare the head response in individual layers in a 
vertically heterogeneous aquifer, with the averaged head over all layers when connected 
through an open borehole. The open observation borehole would allow vertical flow within 
the well, and potentially flow from the borehole to the aquifer as well as from the aquifer to 
the borehole. This may help to better understand what the measurements in an open borehole 
actually represent, and the implications of using these observations to conceptualise or 
numerically model a fractured aquifer.  
7.1.3 Evaluation of the SPIDERR Flow Model 
The novel coupling methodology described in Chapter 5 achieves the objectives outlined in 
Section 7.1.1. While there have been recent advancements in multi-scale groundwater 
modelling, such as MODFLOW-USG (Panday et al., 2013), the methodology presented in 
Chapter 5 provides a new and unique opportunity to represent simultaneously regional 
groundwater processes, detailed borehole-scale processes and features, and non-Darcian flow. 
The limitations of the methodology (outlined in Chapter 5) are largely related to grid 
construction, which is less flexible in the hybrid radial-Cartesian finite difference method 
than in other multi-scale methods (see Chapter 3 for further discussion). However, this 
method was chosen due to its relative simplicity, which ensures it is extremely user-friendly – 
a key requirement in the application to DO. The use of OpenMI means that a standalone 
radial flow model can be developed and calibrated for a source prior to coupling with a 
regional model. This is easier than trying to re-calibrate a small area of interest in a regional-
scale model, particularly if the method is to be applied to multiple sources. It also makes the 
solution process more efficient as individual sources can effectively be switched on and off 
when they are not required. The OpenMI methodology allows existing groundwater models 
to be used without requiring any complicated or time-consuming changes to the grid 
structure. Although the methodology has initially been developed with ZOOMQ3D the use of 
OpenMI makes it easily transferrable to other compliant codes, for example MODFLOW 
(Fenske et al., 2011).  
The application of the multi-scale methodology to a Thames Water abstraction borehole 
(Chapter 6) demonstrated the potential value of the method for informing the assessment of 
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DO. The model was able to represent accurately the operational behaviour of the source over 
the period 2008-2012, providing confidence in the results over the historic simulation period, 
which extended back to 1970 to include the severe drought of 1976. The simulation could 
have been extended to 1920 in line with the water resources planning guidelines; however it 
was not possible to obtain the necessary driving data in the time available. Scenarios were 
applied at the borehole to investigate the behaviour of the source under increasing rates of 
abstraction. This provided further data with which to populate the summary diagram for the 
site, indicating that the source may be capable of sustaining a higher abstraction rate than the 
current assessment suggests. Caution should be applied when interpreting these results due to 
uncertainty in predicted groundwater levels that lie outside the range of calibration. However, 
the results from the multi-scale model provide data that incorporate the non-linear behaviour 
of the source, adding significant value to the summary diagram by helping to better inform 
the drought curve. The next stage in the application of the methodology to this source would 
be the application of climate change scenarios, as recommended in recent Environment 
Agency guidelines (EA, 2013a). Using the multi-scale model to assess climate change 
impacts on DO allows a quantification of the associated uncertainty, which is a key 
requirement of the risk-based approach to water resources planning outlined by the 
Environment Agency (2011). Climate scenarios could be applied with an abstraction pattern 
similar to the historic time-series, and with scenarios of increased abstraction. The results 
from these scenarios could be added to the summary diagram to investigate the relative 
importance of changing recharge patterns and increasing demand on DO.  
The operational abstraction rates used in the application described in Chapter 6 were based on 
weekly averaged data. This provides information about the source behaviour under a 
sustained period of abstraction, but does not allow daily or sub-daily patterns to be simulated. 
While this is appropriate for DO assessments it may not be sufficient for applications to 
inform the operational management procedures of a source. In this case, a finer temporal 
resolution would be required to incorporate a more realistic representation of the variation in 
abstraction rates and groundwater levels on a daily or sub-daily basis. In the case of Site A 
the abstracted water is pumped to a service reservoir where it is stored for distribution. The 
abstraction rate at Site A is controlled by the level in the reservoir, resulting in the sub-daily 
fluctuations in abstraction rate and groundwater level described in Chapter 6. The coupled 
model could be used to test the efficiency of the current management procedures by 
incorporating a simple bucket model to represent the reservoir. The level in the reservoir 
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could then be used to alter the pumping rate allowing different management scenarios to be 
tested. The use of the model to inform operational management will be discussed in more 
detail below.  
7.2 Future Model Development 
The model presented in this thesis provides the opportunity to simulate detailed processes 
around a single abstraction borehole within a regional-scale model. Additional abstraction 
boreholes are incorporated as point sources within the regional model, meaning that the total 
abstraction for a region, or water resource zone, is included in the overall water balance. 
While this is acceptable for distant sources, it does not allow multiple boreholes which are 
close to one another, and therefore likely to display interference effects (see Section 2.3.3 for 
further details), to be simulated in detail at the same time. A key development of the 
SPIDERR code for DO assessment will be the incorporation of multiple radial models within 
a single Cartesian grid. This is a relatively simple task and is essential due to the significant 
number of multi-well sources in operation (for example approximately two thirds of Thames 
Water’s groundwater sources consist of between two to eight boreholes). 
Multiple boreholes will be represented in the SPIDERR Flow Model as individual radial 
grids, which are connected through the Cartesian mesh. Due to the restrictions of grid 
construction radial grids will not be able to overlap therefore the extent of a grid for an 
individual borehole will be determined by the proximity of neighbouring boreholes. The 
construction of a grid for a multi-well source with several boreholes could become quite 
complex, however this would be the case for any numerical method. Testing of the method 
with different grid resolutions would be required to understand fully the impact of boundary 
effects between the radial and Cartesian grids. A multi-well SPIDERR Flow Model could be 
coupled with ZOOMQ3D in the same way as a single-well model however additional 
refinement of the Cartesian grid may be necessary to meet the grid construction requirements 
outlined in Chapter 5.  
One of the key aims outlined above (Objective 4) was to develop a methodology that has the 
potential to be linked to a surface water model. This is required under the current water 
resources planning guidelines (EA, 2011), which outline the need for the groundwater DO 
method to be brought in line with the surface water method so that DO can be evaluated in an 
integrated way within water resource zones. This is particularly important for regions 
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underlain by Chalk where the groundwater and surface water systems are highly interlinked. 
Despite this, groundwater is often poorly represented in surface water resource models and 
vice versa (Jackson et al., 2011; Bell et al., 2012). The use of OpenMI provides a clear 
pathway for linking the coupled SPIDERR-ZOOMQ3D model with a surface water model. 
Preliminary work has been undertaken by the British Geological Survey to integrate 
groundwater and surface models using OpenMI (Mackay et al., 2013; Mansour et al., 2013). 
Initial results have shown the potential of the method for investigating the complexity of 
groundwater-surface water interaction in the context of abstraction management. The 
SPIDERR Flow Model could be incorporated within this linked modelling framework to 
allow a more detailed representation of groundwater sources and their interaction with the 
surface water environment. 
The SPIDERR Flow Model could be applied more generally by water resource managers to 
inform abstraction management procedures, particularly under drought conditions. 
Abstraction management is currently incorporated in the model by allowing the abstraction 
rate to be updated at the end of each time-step based on the simulated groundwater level in 
the borehole using a predefined set of rules (see Section 5.4.3 for further detail). It would be 
straightforward to incorporate new rules within the current management function, for 
example based on the DO curve or the pump capacity curve. A further development of the 
model could allow the abstraction rate in one or more borehole to be updated in an iterative 
manner at each time-step to optimise the management of a source through a drought. This 
would be less efficient in terms of model run-times but could provide a valuable tool to 
improve the efficiency of management procedures, and to maximise the output at complex 
sources (particularly multi-well sources) during droughts. It would also be possible to 
introduce more complex abstraction management strategies based on water resource 
management models, for example that used by Matrosov & Harou  (2010), using the OpenMI 
framework. The coupling of a multi-scale groundwater model, surface water model, and 
operational water resource management model would allow a fully integrated approach, both 
to DO assessment and operational management.   
The issue of adited sources was raised in Section 2.4. Adits are not incorporated in the current 
version of the SPIDERR Flow Model but could be considered in future developments. This 
would require the model to be coupled or linked with a model of horizontal pipe flow. This 
has previously been achieved in MODFLOW by adapting MODBRNCH (Swain & Wexler, 
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1996), the coupled groundwater-surface water flow model, to simulate pressurised flow in a 
pipe (Zhang & Lerner, 2000). It could also be achieved using a method similar to the conduit 
flow process (Shoemaker et al., 2008b) or connected linear network (Panday et al., 2013) 
functions in MODFLOW (see Section 3.2.3 for further detail). The connected linear network 
approach has been adopted by Quinn et al. (2013) to assess the impact of adits on the regional 
flow pattern in a hypothetical Chalk groundwater system.   
7.3 Future Applications 
The site selected for the application described in Chapter 6, which demonstrates the potential 
value of the multi-scale method in informing the DO assessment of a source, was 
intentionally simple. In conjunction with the model developments described above, the 
method will be applied to more complex sources, such as multi-well or conjunctive use 
sources, and sources in which the vertical structure of the Chalk is known to play a more 
significant role in determining the potential yield. As described above, other applications in 
relation to DO will include investigating the potential impacts of climate change, extending 
the groundwater method to incorporate surface water DO, and using the model to inform 
operational management procedures.  
The issue of representing boreholes in regional scale models applies to many aspects of water 
resource management and there are many potential applications of this tool beyond DO 
assessment. In addition to those already described above, some of the current and planned 
applications of the multi-scale methodology are listed and briefly described below. 
1. Building understanding of climate variability into planning of groundwater 
The SPIDERR Flow Model is currently being used as part of a year-long research project, co-
funded by DFID, NERC and ESRC, investigating the impacts of climate variability and 
change on groundwater supplies in low storage aquifers in Africa (Macdonald et al., 2014). 
This work is using the JULES land surface model (Best et al., 2011; Clark et al., 2011) and a 
linked ZOOMQ3D-SPIDERR Flow Model to investigate the behaviour of supply boreholes 
in weathered basement aquifers under varying climatic conditions. The model was applied to 
a typical abstraction borehole in the Atankwidi Basin, Ghana, to assess the failure rate of the 
source under different recharge scenarios.  
2. The Hidden Crisis 
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The SPIDERR Flow Model has been written into a grant proposal under the UPGro Research 
Programme (co-funded by DFID, NERC and ESRC), which aims to investigate the high 
failure rate of hand pumps in rural Africa. There are many inter-related reasons for borehole 
failure, including the physical properties of an aquifer, changes in demand for water, 
inappropriate engineering, and governance issues. This project would aim to use the 
SPIDERR Flow Model to investigate the impacts of the physical properties of crystalline 
basement rocks on borehole failure, and to look at potential changes in borehole performance 
given changes in recharge and abstraction patterns.  
3. Integrated modelling for agricultural water resource management 
The SPIDERR Flow Model is currently being integrated with an intraseasonal crop growth 
model to explore the resilience of irrigated agriculture to climate change in the USA. Crop 
productivity models, for example AquaCrop (Raes et al., 2011), are commonly applied to 
develop irrigation strategies and evaluate the impact of climate change or land management 
techniques on crop yield (Abedinpour et al., 2014; Garcia-Lopez et al., 2014; Iqbal et al., 
2014; Paredes et al., 2014). However, these applications rarely consider the impact of 
irrigation on the underlying groundwater system. Work being carried out by Imperial College 
London aims to address this by coupling the SPIDERR-ZOOMQ3D model with a crop 
growth model to simulate the time-variant impact of irrigation on groundwater levels, both at 
regional and source scales. The SPIDERR Flow Model will constrain the amount of water 
available for irrigation based on the level in the borehole to avoid continued long-term 
depletion of the aquifer. In particular, it will incorporate pump capacity curves which will 
reduce maximum abstraction rates as groundwater levels decrease. The aim is that this 
integrated approach will enable economically and environmentally more sustainable 
management strategies to be developed for large-scale irrigation systems. 
7.4 Conclusions 
Water companies recognise the need for different resource assessment tools to reflect the 
varying complexity of surface water and groundwater sources throughout the UK. This is 
clear from Thames Water’s involvement in this project, and from work being undertaken by 
other water companies, for example the use of MODFLOW-USG by Southern Water to 
simulate the yield of borehole and adited sources in the Chalk (Quinn et al., 2013; Cook et 
al., 2014).  
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The multi-scale methodology presented in this thesis provides a valuable tool for assessing 
the behaviour of complex groundwater sources within their regional hydrogeological context. 
There are many potential applications of the model and it could be widely applied by water 
companies across the UK, both for DO assessment and to improve or inform operational 
management procedures. The methodology was highlighted by UKWIR (2012a) as a 
potentially important tool for groundwater DO assessment. It is hoped that it will be more 
formally adopted by UKWIR, particularly given future developments to incorporate multiple 
boreholes and link with surface water models. The model has the potential to be part of a 
wider DO assessment framework that will lead to a more robust and integrated approach to 
water resources planning in the UK.  
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