Vector algorithms allow the computation of an output vector r = r 1 r 2 : : : r m given an input vector e = e 1 e 2 : : : e m i n a b o u n d e d n umber of operations, independent of m the length of the vectors. The allowable operations are usually restricted to bit-wise operations available in processors, including shifts and binary addition with carry. T h e s e restrictions imply that the existence of a vector algorithm for a particular problem opens the way to extremelyfast implementations, using the inherent parallelismof bit-wise operations. This paper presents general results on the existence and construction of vector algorithms, with a particular focus on problems arising from computational biology. W e show that e cient v ector algorithms exist for the problem of approximate string matching with arbitrary weighted distances, generalizing a previous result by G . M y ers. We also characterize a class of automata for which v ector algorithms can be automatically derived from the transition table of the automata.
Introduction
Finite automata are powerful devices for computing on sequences of characters. Among the nest examples, very elegant linear algorithms have been developed for the string matching problem 1]. Automata are also widely used in elds such as metric lexical analysis 3] or computational biology, w h e r e approximate string matching is at the core of most algorithms that deal with genetic sequences 11], 4]. In these elds, the huge amount of data to be processed { sometimes billions of characters { calls for algorithms that are better than linear.
Given a deterministic nite automaton, and an input sequence e 1 : : : e m , w e are interested in the output sequence r 1 : : : r m of visited states. Since executing one transition is usually considered to be a constant time operation, the output sequence can be obtained in O(m) time.
One way to accelerate the computations is to exploit the parallelism of vector operations, especially bit-vector operations. For example, in 2] and 5], bit-vectors are used to code the set of states of a non-deterministic automaton. Another approach, developed in 9], uses bit-vectors to code both the input and output sequence, and computes the output with a bounded number of bit-wise operations on the input. This work prompts the question of what kind of problems can be e ciently solved in this way.
The main drawback o f v ector operations is that they are applied component b y component, meaning that the only computations that one could hope to solve w i t h pure vector operations are those in which t h e v alue of r i depends only on e i , and its close neighbors.
In order to tackle more complex problems, we n e e d t o a l l o w some operations or constructions that have a memory of past events. The theoretical limit seems to be set by the Krohn-Rhodes cascade decomposition theorem, originally proved in 6], but see also 8] for a very accessible treatment with an automata oriented point of view. In the case of counter-free automata, the cascade decomposition of an n states automaton is a parallel simulation of the original automaton using at most n reset automata. The simulation can in turn be implemented as a vector algorithm.
However, cascade decompositions su er from several handicaps, the most benign being the awkwardness of the formalism. Complexity issues are a major problem. Indeed, tight exponential bounds have been obtained on the complexity o f t h e resulting simulation, both in terms of the number of states, and of the number of transitions of the original automaton 7].
These negative results weaken the hope of nding e cient v ector algorithms for general counter-free automata but, in this paper, we i d e n tify a class of counter-free automata for which there exists parallel algorithms that are linear in the number of states and the number of transitions. This class was identi ed while exploring the problem of approximate string matching, which is a major non-trivial application of the technique.
The paper is organized in two parts. First, we discuss vector algorithms in general, starting with an e ort to develop suitable notation, and ending with the construction of a general linear algorithm for a particular class of automata. In the second part, we g i v e a complete parallel algorithm for the approximate detection of a substring in a text using weighted edit distances.
Vector Algorithms

Notation
Vector notation has been used for quite some time and provides a very compact way to write expressions that would otherwise be cumbersome. We will use this feature extensively. Most of our notation is quite standard. For example, if x = x 1 : : : x m and y = y 1 : : : y m are two n umerical vectors, then x + y, o r x + y (mod d), have a n u n a m biguous accepted meaning. If x and y are boolean vectors { or bit vectors {, x _ y x^y :x denote, as usual, the corresponding bit-wise logical operations where 0 stands for false and 1 for true. We will also add boolean vectors x + b y using binary addition with carry, from left to right a s i n t h e f o l l o wing example, (forgetting the eventual last carry bit). In order to prove things about vector algorithms, we had to write propositions such as:
If V k;1 = min(X k ; 1), t h e n V k = V k;1 + ( X k):
The elegance and e ciency of this statement, compared to its equivalent, The values of x have been shifted to the right, and the rst component i s s e t t o a.
The shift operation behaves well with the other vector operations as, for example, in the easily veri ed identity:
((" i r) < k ) = " i<k (r < k ):
The Basics of Vector Algorithms
We rst introduce the concept of vector algorithms with an elementary example.
Consider the following automaton. On input sequence e = babba, it will generate the output r = 10120 { we omit the leading initial state. (r = 0 )= (e = a) (1) (r = 1 )= " 1 (r = 0 ) (e = b) (2) (r = 2 )= :((r = 0 ) _ (r = 1)) (3) These three equations are used in the following way. Suppose, for example, that the input sequence given to the automaton is e = babba. T h e n (e = a) = 01001 (e = b) = 10110
Equation (1) states that the output is 0 if and only if the input is a, t h us:
(r = 0 )= (e = a) = 01001
The output state is 1 if the input letter is b, and the preceding state is 0:
(r = 1 )= " 1 (r = 0 )(e = b) = 10100^10110 = 10100 In all other cases, the output state is 2, and we h a ve:
(r = 2 )= :(01001_10100) = 00010 If we assume that vector operations are done in parallel then, regardless of the length of the input sequence, the output can be computed with 6 operations! This example is simple, since the output state depends on at most two input letters, but it gives the avor of the technique. In general, the output state will depend on arbitrarily "far" events but, in some interesting cases, it will still be possible to reduce the computation to direct bit-vector operations.
Remembering Past Events
The simplest example of a computation that is in uenced by p a s t e v ents is given by the following automaton M. In this automaton, state 1 means that the carry bit is set to 1. This state is reached when both bits are 1, or when the two bits are di erent, and their sum is 0.
Thus, if two v ectors x 1 and x 2 are added bit-wise from left to right, using binary addition with carry propagation, the carry bit is 1, that is (r = 1 ) , when With these identities, automaton M becomes a sub-graph of the bit addition automaton. Since x 1: x 2 is always false, we get, by substitution, the formula for (r = 1 ) . The formula for (r = 0 ) is derived in a similar way with x 1 = :(e = b) and x 2 = :((e = b) _ (e = c)). De nition 1 Let A be a nite automaton on alphabet of events , w i t h s t a t e s Q and transition function Q F ;! Q: A state s is solvable if, whenever there exists t 0 6 = s such that F (t 0 e ) = s, t h e n 8t 2 Q F (t e) = s. The indicator set I s of a solvable state s is the set of events e 2 such that 8t 2 Q F(t e) = s.
Let the function Ind(s X Y ) be de ned as:
This function encapsulate the two cases of the Addition Lemma. It can be used directly to compute the value of (r = s), when s is solvable. Proof. The proof is similar to the proof of the Addition Lemma. If s is initial, the formula for (r = s) is the formula for state 0 in the automaton M where we substitute vector (e = b) with e 2 I s , a n d v ector (e = c) with e 2 L s . I f s is not initial, we use the formula for state 1, where we substitute vector (e = a) with e 2 I s , and vector (e = c) with e 2 L s .
2 A solvable state can be removed from an automaton in the following sense. Let I s be the set of events for which F(r e ) = s for all states r, a n d A n f sg be the automaton obtained from A by r e m o ving state s, and all its pending arrows. Then if s is solvable, A n f sg is still a complete automaton on the alphabet n I s , since F(r e ) 6 = s if e is not in I s . (r = 0 ) = Ind(0 e 2 I 0 e 2 L 0 ): Suppose now t h a t t h e v ector (r < k ) is known. In order to compute the vector (r = k), w e h a ve t wo separate cases: either the preceding state s is smaller than k, or it is greater. Since (r < k ) is known, we k n o w e v ery position in r for which the preceding state s < k , this can be computed by the expression (" i r < k ). W e can apply the transition table F of the automaton on these positions and check if the result is k. Thus the preceding result is smaller than k, and the result is k, if and only if:
(" i r < k )^(F (" i r e ) = k): (4) If s k, since Anf 0 1 : : : k ;1g is solvable for state k, w e can de ne the set of events I k such t h a t i f e 2 I k then 8r 2 f k ::: d;1g F (r e ) = k. By the solvability hypothesis, we reach state k from a state s > k only with these events, looping if s = k. T h us, the following vector covers at least all the possibilities of reaching k from a state s > k :
(r k)^(e 2 I k ): (5) Combining Equations 4 and 5, we obtain the following vector that covers at least all the possibilities of reaching k from a di erent state: N k = (" i r < k )^(F (" i r e ) = k)] _ (r k)^(e 2 I k )]: (6) Finally, i f L k is the set of events not in I k that loop on state k, w e h a ve:
The algorithm given in the proof of Theorem 1 can be written in a more code-like style as follows. De ne the vector K as (r < k ), and note that, since (" i r < k ) = " i<k (r < k ), the value (" i r < k ) can be obtained as " i<k K.
We rst compute (r = 0 ) , and initialize K to this result: can then be compared to k, yielding the vector (" i<k K)^(F(" i r e ) = k).
Approximate String Matching
A common way to formalize the notion of distance between two strings is the edit distance, based on the number of operations required to transform one string into another. Three basic operations are permitted on individual characters: insertion, deletion and replacement.
For example, in order to transform the string COMPUTER into the string SOLUTION, we can apply to the rst string the sequence of edit operations RMDRMMIRR, where R denotes a replacement, D a deletion, I an insertion and M a m a t c h.
Such a transformation is usually displayed as an alignment of the two strings, where matched or replaced letters are on top of each other, and insertions and deletions are denoted by a properly placed dashes. With our example, we get the alignment:
The edit distance between two strings is de ned as the minimum number of edit operations { excluding matches { needed to transform one string into another.
A crucial generalization of the edit distance for applications in biology is the weighted e dit distance. It comes from the observation { in biological sequences { that replacements are not equally likely. Assigning di erent costs to di erent edit operations allows the construction of alignments that are meaningful from an evolutionary point of view.
Let c be the cost associated to an insertion or a deletion, and (a b) be the cost of replacing a by b. W e de ne the cost of a sequence of edit operations to be the sum of the costs of the operations involved. Since a replacement c a n b e a c hieved by a deletion followed by an insertion, the replacement cost (a b) should be less than 2c.
De nition 3 The weighted edit distance (A B) between two strings A and B is the minimal cost to transform A into B.
In the sequel, we will focus on the following problem. Given a query sequence P = p 1 : : : p m , and a text T = t 1 : : : t n , w e w ant to nd the approximate occurrences of P in T. F ormally, the problem is to nd all positions j in T such that, for a given threshold t 0, we h a ve m i n g (P T g j]) t. T ypically, P will be relatively short { a few hundred characters {, while T can be quite large.
The A similar argument holds to show t h a t jC i j] ; C i j ; 1]j c.
2 Since the horizontal and vertical di erences are bounded, we can code this computation as an automaton, which will turn out to be solvable. Proof. We will show that, for k 2 f 0 : : : 2cg, k is solvable in B k;1 = B n f 0 : : : k ; 1g, with the set of events ( v ) s u c h t h a t v + = k.
First note that, since v + < k implies that F(s ( v )) < k , the only remaining events in B k;1 are those that satisfy v + k. I f v + = k, t h e n min( v + v + s 2c) = k, since s k for states in B k;1 . If both v + > k and s > k , then the minimum is certainly greater than k, a n d F(s ( v )) > k . 2
A Vector Algorithm
Since automaton B is solvable, Theorem 1 can be used to produce a corresponding vector algorithm. Recall that the core of the general algorithm has three main instructions, where i is the initial state and K = (r < k ):
In order to adapt the algorithm to automaton B, w e need to derive suitable expressions for (F (" i r e ) = k), (e 2 I k ), a n d (e 2 L k ). 
