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Abstract
The paper surveys evaluation methods of natural language generation (NLG) sys-
tems that have been developed in the last few years. We group NLG evaluation
methods into three categories: (1) human-centric evaluation metrics, (2) automatic
metrics that require no training, and (3) machine-learned metrics. For each cat-
egory, we discuss the progress that has been made and the challenges still being
faced, with a focus on the evaluation of recently proposed NLG tasks and neural
NLG models. We then present two case studies of automatic text summarization
and long text generation, and conclude the paper by proposing future research
directions.2
∗Equal contribution.
2We are grateful for the following people: Rahul Jha, Sudha Rao, Ricky Lyond for their helpful comments
and suggestions on earlier versions of this paper. We would like to thank the authors of the papers who gave us
permission to use their figures, tables, and examples in our survey paper to summarize the related work.
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Chapter 1
Introduction
Natural language generation (NLG), a sub-field of natural language processing (NLP), deals with
building software systems that can produce coherent and readable text. NLG can be applied to a
broad range of NLP tasks such as generating responses to user questions in a chatbot, translating a
sentence or a document from one language into another, offering suggestions to help write a story,
or generating summaries of time-intensive data analysis. NLG evaluation is challenging mainly
because many NLG tasks are open-ended. For example, a dialog system can generate multiple
plausible responses for the same user input. A document can be summarized in different ways.
Therefore, human evaluation remains the gold standard for almost all NLG tasks. However, human
evaluation is expensive, and researchers often resort to automatic metrics for quantifying day-to-day
progress and for performing automatic system optimization. Recent advancements in deep learning
have yielded tremendous improvements in many NLP tasks. This, in turn, presents a need for
evaluating these deep neural network (DNN) models for NLG.
In this paper we provide a comprehensive survey of NLG evaluation methods with a focus on eval-
uating neural NLG systems. We group evaluation methods into three categories: (1) human-centric
evaluation metrics, (2) automatic metrics that require no training, and (3) machine-learned metrics.
For each category, we discuss the progress that has been made, the challenges still being faced, and
proposals for new directions in NLG evaluation.
1.1 Evolution of Natural Language Generation
NLG is defined as the task of building software systems that can write (i.e., producing explanations,
summaries, narratives, etc.) in English and other human languages1. Just as people communicate
ideas through writing or speech, NLG systems are designed to produce natural language text or
speech that conveys ideas to its readers in a clear and useful way. NLG systems have been used
to generate text for many real-world applications such as generating weather forecasts, carrying
interactive conversations with humans in spoken dialog systems (chatbots), captioning images or
visual scenes, translating text from one language to another, and generating stories and news articles.
NLG techniques range from simple template-based systems that generate natural language text us-
ing rules and templates to machine-learned systems that have a complex understanding of human
grammar. The first generation of automatic NLG systems uses rule-based or data-driven pipeline
methods. In their seminal paper, Reiter & Dale (2000) present a classical three-stage NLG architec-
ture, as shown in Figure 1.1. The first stage is document planning, in which the content and its order
are determined and a text plan that outlines the structure of messages is generated. The second is
the micro-planning stage, in which referring expressions that identify objects like entities or places
are generated, along with the choice of words to be used and how they are aggregated. Collating
similar sentences to improve readability with a natural flow also occurs in this stage. The last stage
is realization, in which the actual text is generated, using linguistic knowledge about morphology,
syntax, semantics, etc. Earlier work has focused on modeling discourse structures and learning
representations of relations between text units for text generation (McKeown, 1985; Marcu, 1997;
1From Ehud Reiter’s Blog (Reiter, 2019).
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Figure 1.1: The three stages of the traditional NLG process (Reiter & Dale, 2000).
Ono et al., 1994; Stede & Umbach, 1998), for example using Rhetorical Structure Theory (Mann
& Thompson, 1987) or Discourse Representation Theory (Lascarides & Asher, 1991). There is a
large body of work that is based on template-based models and have used statistical methods to
improve generation by introducing new methods such as sentence compression, reordering, lexi-
cal paraphrasing, and syntactic transformation, to name a few (Sporleder, 2005; Steinberger, 2006;
Knight, 2000; Clarke & Lapata, 2008; Quirk et al., 2004).
These earlier text generation approaches and their extensions play an important role in the evo-
lution of NLG research. The same is true for the NLG research in the last decade, in which we
witness a paradigm shift towards learning representations from large textual corpora in an unsuper-
vised manner using deep neural network (DNN) models. Recent NLG models are built by training
DNN models, typically on very large corpora of human-written texts. The paradigm shift starts
with the use of recurrent neural networks (Graves, 2013) (e.g., long-short term memory networks
(LSTM) (Hochreiter & Schmidhuber, 1997), gated recurrent units (GRUs) (Cho et al., 2014), etc.)
for learning language representations, such as word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014), and later sequence-to-sequence learning (Sutskever et al., 2014), which opens
up a new chapter characterised by the wide application of the encoder-decoder architecture. Al-
though sequence-to-sequence models were originally developed for machine translation they were
soon shown to improve performance across many NLG tasks. These models’ weakness of capturing
long-span dependencies in long word sequences motivates the development of attention networks
(Bahdanau et al., 2015) and pointer networks (Vinyals et al., 2015). The Transformer architecture
(Vaswani et al., 2017), which incorporates an encoder and a decoder, both implemented using the
self-attention mechanism, is being adopted by new state-of-the-art NLG systems. There has been
a large body of research in recent years that focuses on improving the performance of NLG using
large-scale pre-trained language models for contextual word embeddings (Peters et al., 2018; Devlin
et al., 2018; Sun et al., 2019; Dong et al., 2019), using better sampling methods to reduce degen-
eration in decoding (Zellers et al., 2019; Holtzman et al., 2020), and learning to generate text with
better discourse structures and narrative flow (Yao et al., 2018; Fan et al., 2019b; Dathathri et al.,
2020; Rashkin et al., 2020).
Neural models have been applied to many NLG tasks which we will discuss in this paper, including:
• summarization: common tasks include single or multi-document tasks, query-focused or
generic summarization, and summarization of news, meetings, screen-plays, social blogs,
etc.
• machine translation: sentence- or document-level.
• dialog response generation: goal-oriented or chit-chat dialogs.
• paraphrasing
• question generation
• long text generation: most common tasks are story, news, or poem generation.
• data-to-text generation: e.g., table summarization.
• caption generation from non-text input: input can be tables, images, or sequences of video
frames (e.g., in visual storytelling), to name a few.
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1.2 Why a Survey on Evaluation on Natural Language Generation
The question we are interested in in this paper is how to measure the quality of text generated from
NLG models.
Text generation is a key component of language translation, chatbots, question answering, sum-
marization, and several other applications that people interact with everyday. Building language
models using traditional approaches is a complicated task that needs to take into account multiple
aspects of language, including linguistic structure, grammar, word usage, and perception, and thus
requires non-trivial data labeling efforts. Recently, Transformer-based neural language models have
shown very effective in leveraging large amounts of raw text corpora from online sources (such
as Wikipedia, search results, blogs, Reddit posts, etc.). For example, one of most advanced neural
language models, GPT-2 (Radford et al., 2019), can generate long texts that are almost indistinguish-
able from human-generated texts (Zellers et al., 2019). Empathetic social chatbots, such as XiaoIce
(Zhou et al., 2020), seem to understand human dialog well and can generate interpersonal responses
to establish long-term emotional connections with users.
Nevertheless, training a powerful language model relies on evaluation metrics that can measure the
model quality from different perspectives. For instance, it is imperative to build evaluation methods
that can determine whether a text is generated by a human or a machine to prevent any potential
harm. Similarly, evaluating the generated text based on factual consistency has recently drawn at-
tention in the NLG field. It is concerning that neural language models can generate open-ended texts
that are fluent but not grounded in real-world knowledge or facts, such as fake news. The situation
is particularly alarming if the generated reports or news are related to the well-being of humankind,
such as summaries of health reports (Zhang et al., 2019b). Thus, in addition to mainstream NLG
evaluation methods, our survey also discusses recently proposed metrics to address human-facing
issues, such as the metrics that evaluate the factual consistency of a generated summary or the em-
pathy level of a chatbot’s response.
Many NLG surveys have been published in the last few years (Gatt & Krahmer, 2017; Zhu et al.,
2018; Zhang et al., 2019a). Others survey specific NLG tasks or NLG models, such as image
captioning (Kilickaya et al., 2017; Hossain et al., 2018; Li et al., 2019; Bai & An, 2018), machine
translation (Dabre et al., 2020; Han & Wong, 2016; Wong & Kit, 2019), summarization (Deriu et al.,
2009; Shi et al., 2018), question generation (Pan et al., 2019), extractive key-phrase generation (C¸ano
& Bojar, 2019), deep generative models (Pelsmaeker & Aziz, 2019; Kim et al., 2018), text-to-image
synthesis (Agnese et al., 2020), and dialog response generation (Liu et al., 2016; Novikova et al.,
2017; Deriu et al., 2019; Dusek et al., 2019; Gao et al., 2019), to name a few.
There are only a few published papers that review evaluation methods for specific NLG tasks, such
as image captioning (Kilickaya et al., 2017), machine translation (Goutte, 2006), online review
generation (Garbacea et al., 2019), interactive systems (Hastie & Belz, 2014a), and conversational
dialog systems (Deriu et al., 2019), and for human-centric evaluations (Lee et al., 2019; Amidei
et al., 2019b). The closest to our paper is the NLG survey paper of Gkatzia & Mahamood (2015),
which includes a chapter on NLG evaluation metrics.
Different from this work, our survey is dedicated to NLG evaluation, with a focus on the evaluation
metrics developed recently for neural text generation systems, and provides an in-depth analysis of
existing metrics to-date. To the best of our knowledge, our paper is the most extensive and up-to-date
survey on NLG evaluation.
1.3 Outline of The Survey
We review NLG evaluation methods in three categories in Chapters 2-4:
• Human-Centric Evaluation. The most natural way to evaluate the quality of a text gener-
ator is to involve humans as judges. Naive or expert subjects are asked to rate or compare
texts generated by different NLG systems or to perform a Turing test (Turing, 1950) to
distinguish machine-generated texts from human-generated texts. Most human evaluations
are task-specific, and thus need to be designed and implemented differently for the outputs
of different tasks. For example, the human evaluation for image captioning is different
from one for text summarization.
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• Untrained Automatic Metrics. This category, also known as automatic metrics, is the
most commonly used in the research community. These evaluation methods compare
machine-generated texts to human-generated texts (references) from the same input data
using metrics that do not require machine learning but are simply based on string overlap,
content overlap, string distance, or lexical diversity, such as n-gram match and distribution
similarity. For most NLG tasks, it is critical to select the right automatic metric that mea-
sures the aspects of the generated text that are consistent with the original design goals of
the NLG system.
• Machine-Learned Metrics. These metrics are often based on machine-learned models,
which are used to measure the similarity between two machine-generated texts or between
machine-generated and human-generated texts. These models can be viewed as digital
judges that simulate human judges. We investigate the differences among these evaluations
and shed light on the potential factors that contribute to these differences.
In Chapter 5, we present two case studies of evaluation methods developed for two tasks, automatic
document summarization and long-text generation (e.g., story or review generation), respectively.
We choose these tasks because they have attracted a lot of attention in the NLG research community
and the task-specific evaluation metrics they used can be adopted for other NLG tasks. We then
provide general guidelines in building evaluation metrics that correlate well with human judgements.
Lastly, we conclude the paper with future research directions for NLG evaluation.
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Chapter 2
Human-Centric Evaluation Methods
Whether a system is generating an answer to a user’s query, a justification for a classification model’s
decision, or a short story, the ultimate goal in NLG is to generate text that is valuable to people. For
this reason, human evaluations are typically viewed as the most important form of evaluation for
NLG systems and are held as the gold standard when developing new automatic metrics. Since
automatic metrics still fall short of replicating human decisions (Reiter & Belz, 2009b; Krahmer
& Theune, 2010; Reiter, 2018), many NLG papers include some form of human evaluation. For
example, Hashimoto et al. (2019) report that 20 out of 26 generation papers published at ACL2018
present human evaluation results.
While human evaluations give the best insight into how well a model performs in a task, it is worth
noting that human evaluations also pose several challenges. First, human evaluations can be expen-
sive and time-consuming to run, especially for the tasks that require extensive domain expertise.
While online crowd-sourcing platforms such as Amazon Mechanical Turk have enabled researchers
to run experiments on a larger scale at a lower cost, they come with their own problems, such as
maintaining quality control (Ipeirotis et al., 2010; Mitra et al., 2015). Furthermore, even with a large
group of annotators, there are some dimensions of generated text that are not well-suited to human
evaluations, such as diversity (Hashimoto et al., 2019). There is also a lack of consistency in how
human evaluations are run, which prevents researchers from reproducing experiments and compar-
ing results across systems. This inconsistency in evaluation methods is made worse by inconsistent
reporting on methods; details on how the human evaluations were run are often incomplete or vague.
For example, van der Lee et al. (2019) find that in a sample of NLG papers from ACL and INLG,
only 55% of papers report the number of participants in their human evaluations.
In this chapter, we describe common approaches researchers take when evaluating generated text
using only human judgments, grouped into intrinsic (§2.1) and extrinsic (§2.2) evaluations (Belz
& Reiter, 2006). However, there are other ways to incorporate human subjects into the evaluation
process, such as training models on human judgments, which will be discussed in Chapter 4.
2.1 Intrinsic Evaluation
An intrinsic evaluation asks people to evaluate the quality of generated text, either overall or along
some specific dimension (e.g., fluency, coherence, correctness, etc.). This is typically done by gen-
erating several samples of text from a model and asking human evaluators to score their quality.
The simplest way to get this type of evaluation is to show the evaluators the generated texts one at a
time and have them judge their quality individually. They are asked to vote whether the text is good
or bad, or to make more fine-grained decisions by marking the quality along a Likert or sliding scale
(see Figure 2.1(a)). However, judgments in this format can be inconsistent and comparing these
results is not straightforward; Amidei et al. (2019b) find that analysis on NLG evaluations in this
format is often done incorrectly or with little justification for the chosen methods.
To more directly compare a model’s output against baselines, model variants, or human-generated
text, intrinsic evaluations can also be performed by having people choose which of two generated
8
(a) Likert-scale question
(b) RankME-style question
Figure 2.1: Two different methods for obtaining intrinsic evaluations of text generated from a
meaning representation. Image Source: (Novikova et al., 2018), https://github.com/jeknov/
RankME
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texts they prefer, or more generally, rank a set of generated texts. This comparative approach has
been found to produce higher inter-annotator agreement (Callison-Burch et al., 2007) in some cases.
However, while it captures models’ relative quality, it does not give a sense of the absolute quality
of the generated text. One way to address this is to use a method like RankME (Novikova et al.,
2018), which adds magnitude estimation (Bard et al., 1996) to the ranking task, asking evaluators to
indicate how much better their chosen text is over the alternative(s) (see Figure 2.1(b)). Comparison-
based approaches can become prohibitively costly (by requiring lots of head-to-head comparisons)
or complex (by requiring participants to rank long lists of output) when there are many models to
compare, though there are methods to help in these cases. For example, best-worst scaling (Louviere
et al., 2015) has been used in NLG tasks (Kiritchenko & Mohammad, 2016; Koncel-Kedziorski
et al., 2019) to simplify comparative evaluations; best-worst scaling asks participants to choose the
best and worst elements from a set of candidates, a simpler task than fully ranking the set that still
provides reliable results.
Almost all the text generation tasks today are evaluated with intrinsic human evaluations. Machine
translation is one of the text generation tasks in which intrinsic human evaluations have made a huge
impact on the development of more reliable and accurate translation systems, as automatic metrics
are validated through correlation with human judgments. One metric that is most commonly used
to judge translated output by humans is measuring its adequacy, which is defined by the Linguistic
Data Consortium as “how much of the meaning expressed in the gold-standard translation or source
is also expressed in the target translation.”1. The annotators must be bilingual in both the source and
target languages in order to judge whether the information is preserved across translation. Another
dimension of text quality commonly considered in machine translation is fluency, which measures
the quality of the generated text only (e.g., the target translated sentence), without taking the source
into account. It accounts for criteria such as grammar, spelling, choice of words, and style. A typ-
ical scale used to measure fluency is based on the question “Is the language in the output fluent?”.
Fluency is also adopted in several text generation tasks including document summarization (Celiky-
ilmaz et al., 2018; Narayan et al., 2018), recipe generation (Bosselut et al., 2018), image captioning
(Lan et al., 2017), video description generation (Park et al., 2018), and question generation (Du
et al., 2017), to name a few.
While fluency and adequacy have become standard dimensions of human evaluation for machine
translation, not all text generation tasks have an established set of dimensions that researchers use.
Nevertheless, there are several dimensions that are common in human evaluations for generated
text. As with adequacy, many of these dimensions focus on the contents of the generated text.
Factuality is important in tasks that require the generated text to accurately reflect facts described
in the context. For example, in tasks like data-to-text generation or summarization, the information
in the output should not contradict the information in the input data table or news article. This is
a challenge to many neural NLG models, which are known to “hallucinate” information (Holtzman
et al., 2020; Welleck et al., 2019); Maynez et al. (2020) find that over 70% of generated single-
sentence summaries contained hallucinations, a finding that held across several different modeling
approaches. Even if there is no explicit set of facts to adhere to, researchers may want to know how
well the generated text follows rules of commonsense or how logical it is. For generation tasks that
involve extending a text, researchers may ask evaluators to gauge the coherence or consistency of a
text—how well it fits the provided context. For example, in story generation, do the same characters
appear throughout the generated text, and do the sequence of actions make sense given the plot so
far?
Other dimensions focus not on what the generated text is saying, but how it is being said. As with
fluency, these dimensions can often be evaluated without showing evaluators any context. This
can be something as basic as checking for simple language errors by asking evaluators to rate how
grammatical the generated text is. It can also involve asking about the overall style, formality, or
tone of the generated text, which is particularly important in style-transfer tasks or in multi-task
settings. Hashimoto et al. (2019) ask evaluators about the typicality of generated text; in other
words, how often do you expect to see text that looks like this? These dimensions may also focus
on how efficiently the generated text communicates its point by asking evaluators how repetitive or
redundant it is.
1https://catalog.ldc.upenn.edu/docs/LDC2003T17/TransAssess02.pdf
10
Note that while these dimensions are common, they may be referred to by other names, explained
to evaluators in different terms, or measured in different ways (van der Lee et al., 2019). More
consistency in how user evaluations are run, especially for well-defined generation tasks, would
be useful for producing comparable results and for focused efforts for improving performance in a
given generation task. One way to enforce this consistency is by handing over the task of human
evaluation from the individual researchers to an evaluation platform, usually run by people hosting
a shared task or leaderboard. In this setting, researchers submit their models or model outputs to the
evaluation platform, which organizes and runs all the human evaluations. For example, ChatEval
is an evaluation platform for open-domain chatbots based on both human and automatic metrics
(Sedoc et al., 2019), and TuringAdvice (Zellers et al., 2020) tests models’ language understanding
capabilities by having people read and rate the models’ ability to generate advice. Of course, as
with all leaderboards and evaluation platforms, with uniformity and consistency come rigidity and
the possibility of overfitting to the wrong objectives. Thus, how to standardize human evaluations
should take this into account. A person’s goal when producing text can be nuanced and diverse, and
the ways of evaluating text should reflect that.
2.2 Extrinsic Evaluation
An extrinsic evaluation has people evaluate a system’s performance on the task for which it was
designed. Extrinsic evaluations are the most meaningful evaluation as they show how a system
actually performs in a downstream task, but they can also be expensive and difficult to run (Reiter
& Belz, 2009a). For this reason, intrinsic evaluations are more common than extrinsic evaluations
(Gkatzia & Mahamood, 2015; van der Lee et al., 2019) and have become increasingly so, which
van der Lee et al. (2019) attribute to a recent shift in focus on NLG subtasks rather than full systems.
Extrinsic methods measure how successful the system is in a downstream task. This success can
be measured from two different perspectives: a user’s success in a task and the system’s success in
fulfilling its purpose (Hastie & Belz, 2014b). Extrinsic methods that measure a user’s success at a
task look at what the user is able to take away from the system, e.g., improved decision making,
higher comprehension accuracy, etc. (Gkatzia & Mahamood, 2015). For example, Young (1999),
which Reiter & Belz (2009a) point to as one of the first examples of extrinsic evaluation of generated
text, evaluate automatically generated instructions by the number of mistakes subjects made when
they followed them. System success extrinsic evaluations, on the other hand, measure an NLG
system’s ability to complete the task for which it has been designed. For example, Reiter et al.
(2003) generate personalized smoking cessation letters and report how many recipients actually
gave up smoking.
Extrinsic human evaluations are commonly used in evaluating the performance of dialog (Deriu
et al., 2019) and have made an impact on the development of the dialog modeling systems. Various
approaches have been used to measure the system’s performance when talking to people, such as
measuring the conversation length or asking people to rate the system. The feedback is collected
by real users of the dialog system (Black et al., 2011; Lamel et al., 2000; Zhou et al., 2020) at the
end of the conversation. The Alexa Prize2 follows a similar strategy by letting real users interact
with operational systems and gathering the user feedback over a span of several months. However,
the most commonly used human evaluations of dialog systems is still via crowd-sourcing platforms
such as Amazon Mechanical Turk (AMT) (Serban et al., 2016a; Peng et al., 2020; Li et al., 2020;
Zhou et al., 2020). Jurcı´cek et al. (2011) suggest that using enough crowd-sourced users can yield a
good quality metric, which is also comparable to the human evaluations in which subjects interact
with the system and evaluate afterwards.
2.3 The Evaluators
For many NLG evaluation tasks, no specific expertise is required of the evaluators other than a
proficiency in the language of the generated text. This is especially true when fluency-related aspects
of the generated text are the focus of the evaluation. Often, the target audience of an NLG system
is broad, e.g., a summarization system may want to generate text for anyone who is interested in
2https://developer.amazon.com/alexaprize
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reading news articles or a chatbot needs to carry a conversation with anyone who could access it. In
these cases, human evaluations benefit from being performed on as wide a population as possible.
Typically evaluations in these settings are performed either in-person or online. An in-person evalu-
ation could simply be performed by the authors or a group of evaluators recruited by the researchers
to come to the lab and participate in the study. The benefits of in-person evaluation are that it is
easier to train and interact with participants, and that it is easier to get detailed feedback about the
study and adapt it as needed. Researchers also have more certainty and control over who is partic-
ipating in their study, which is especially important when trying to work with a more targeted set
of evaluators. However, in-person studies can also be expensive and time-consuming to run. For
these reasons, in-person evaluations tend to include fewer participants, and the set of people in prox-
imity to the research group may not accurately reflect the full set of potential users of the system.
In-person evaluations may also be more susceptible to response biases, adjusting their decisions to
match what they believe to be the researchers’ preferences or expectations (Nichols & Maner, 2008;
Orne, 1962).
To mitigate some of the drawbacks of in-person studies, online evaluations of generated texts have
become increasingly popular. While researchers could independently recruit participants online to
work on their tasks, it is common to use crowdsourcing platforms that have their own users whom
researchers can recruit to participate in their task, either by paying them a fee (e.g., Amazon Me-
chanical Turk3) or rewarding them by some other means (e.g., LabintheWild4, which provides par-
ticipants with personalized feedback or information based on their task results). These platforms
allow researchers to perform large-scale evaluations in a time-efficient manner, and they are usually
less expensive (or even free) to run. They also allow researchers to reach a wider range of evaluators
than they would be able to recruit in-person (e.g., more geographical diversity). However, main-
taining quality control online can be an issue (Ipeirotis et al., 2010; Oppenheimer et al., 2009), and
the demographics of the evaluators may be heavily skewed depending on user base of the platform
(Difallah et al., 2018; Reinecke & Gajos, 2015). Furthermore, there may be a disconnect between
what evaluators online being paid to complete a task would want out of a NLG system and what the
people who would be using the end product would want.
Not all NLG evaluation tasks can be performed by any subset of speakers of a given language. Some
tasks may not transfer well to platforms like Amazon Mechanical Turk where workers are more ac-
customed to dealing with large batches of microtasks. Specialized groups of evaluators can be useful
when testing a system for a particular set of users, as in extrinsic evaluation settings. Researchers
can recruit people who would be potential users of the system, e.g., students for educational tools or
doctors for bioNLP systems. Other cases that may require more specialized human evaluation are
projects where evaluator expertise is important for the task or when the source texts or the generated
texts consist of long documents or a collection of documents. Consider the task of citation genera-
tion (Luu et al., 2020): given two scientific documents A and B, the task is to generate a sentence in
document A that appropriately cites document B. To rate the generated citations, the evaluator must
be able to read and understand two different scientific documents and have general expert knowledge
about the style and conventions of academic writing. For these reasons, Luu et al. (2020) choose
to run human evaluations with expert annotators (in this case, NLP researchers) rather than regular
crowdworkers.
2.4 Inter-Evaluator Agreement
While evaluators often undergo training to standardize their evaluations, evaluating generated natural
language will always include some degree of subjectivity. Evaluators may disagree in their ratings,
and the level of disagreement can be a useful measure to researchers. High levels of inter-evaluator
agreement generally mean that the task is well-defined and the differences in the generated text are
consistently noticeable to evaluators, while low agreement can indicate a poorly defined task or that
there are not reliable differences in the generated text.
Nevertheless, measures of inter-evaluator agreement are not frequently included in NLG papers.
Only 18% of the 135 generation papers reviewed in Amidei et al. (2019a) include agreement analysis
(though on a positive note, it was more common in the most recent papers they studied). When agree-
3https://www.mturk.com/
4http://www.labinthewild.org/
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ment measures are included, agreement is usually low in generated text evaluation tasks, lower than
what is typically considered “acceptable” on most agreement scales (Amidei et al., 2018, 2019a).
However, as Amidei et al. (2018) point out, given the richness and variety of natural language, push-
ing for the highest possible inter-annotator agreement may not be the right choice when it comes to
NLG evaluation.
While there are many ways to capture the agreement between annotators (Banerjee et al., 1999), we
highlight the most common approaches used in NLG evaluation. For an in-depth look at annotator
agreement measures in natural language processing, refer to Artstein & Poesio (2008).
2.4.1 Percent agreement
A simple way to measure agreement is to report the percent of cases in which the evaluators agree
with each other. If you are evaluating a set of generated texts X by having people assign a score to
each text xi, then let ai be the agreement in the scores for xi (where ai = 1 if the evaluators agree
and ai = 0 if they don’t). Then the percent agreement for the task is:
Pa =
∑|X|
i=0 ai
|X| (2.1)
So Pa = 0 means the evaluators did not agree on their scores for any generated text, while Pa = 1
means they agreed on all of them.
However, while this is a common way people evaluate agreement in NLG evaluations (Amidei
et al., 2019a), it does not take into account the fact that the evaluators may agree purely by chance,
particularly in cases where the number of scoring categories are low or some scoring categories
are much more likely than others (Artstein & Poesio, 2008). We need a more complex agreement
measure to capture this.
2.4.2 Cohen’s κ
Cohen’s κ (Cohen, 1960) is an agreement measure that can capture evaluator agreements that may
happen by chance. In addition to Pa, we now consider Pc, the probability that the evaluators agree
by chance. So, for example, if two evaluators (e1 and e2) are scoring texts X with a score from the
set S, then Pc would be the odds of them both scoring a text the same:
Pc =
∑
s∈S
P (s|e1) ∗ P (s|e2) (2.2)
For Cohen’s κ, P (s|ei) is estimated using the frequency with which Evaluator ei assigned each of
the scores across the task.5 So, for example, if there are two scores, 0 and 1, and e1 assigns 6 scores
as 0s and 4 scores as 1s, and e2 assigns 5 0s and 5 1s, then Pc = 0.6 ∗ 0.5 + 0.4 ∗ 0.5.
Once we have both Pa and Pc, Cohen’s κ can then be calculated as:
κ =
Pa − Pc
1− Pc (2.3)
2.4.3 Fleiss’ κ
As seen in Equation 2.2, Cohen’s κ measures the agreement between two annotators, but often
many evaluators have scored the generated texts, particularly in tasks that are run on crowdsourcing
platforms. Fleiss’ κ (Fleiss, 1971) can measure agreement between multiple evaluators. This is
done by still looking at how often pairs of evaluators agree, but now considering all possible pairs
5There are other related agreement measures, e.g., Scott’s pi (Scott, 1955), that only differ from Cohen’s κ
in how to estimate P (s|ei). These are well described in Artstein & Poesio (2008), but we do not discuss these
here as they are not commonly used for NLG evaluations (Amidei et al., 2019a).
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of evaluators. So now ai, which we defined earlier to be the agreement in the scores for a generated
text xi, is calculated across all evaluator pairs:
ai =
∑
s∈S # of evaluator pairs who score xi as s
total # of evaluator pairs
(2.4)
Then we can once again define Pa, the overall agreement probability, as it is defined in Equation
2.1—the average agreement across all the texts.
To calculate Pc, we estimate the probability of a judgment P (s|ei) by the frequency of the score
across all annotators and assuming each annotator is equally likely to draw randomly from this
distribution. So if rs is the proportion of judgments that assigned a score s, then the likelihood of
two annotators assigning score s by chance is rs ∗ rs = r2s . Then our overall probability of chance
agreement is:
Pc =
∑
s∈S
r2s (2.5)
With these values for Pa and Pc, we can use Equation 2.3 to calculate Fleiss’ κ.
2.4.4 Krippendorff’s α
Each of the above measures treats all evaluator disagreements as equally bad, but in some cases,
we may wish to penalize some disagreements more harshly than others. Krippendorff’s α (Krip-
pendorff, 1970), which is technically a measure of evaluator disagreement rather than agreement,
allows different levels of disagreement to be taken into account.6
Like the κ measures above, we again use the frequency of evaluator agreements and the odds of
them agreeing by chance. However, we will now state everything in terms of disagreement. First,
we find the probability of disagreement across all the different possible score pairs (sm, sn), which
are weighted by whatever value wm,n we assign the pair. So:
Pd =
|S|∑
m=0
|S|∑
n=0
wm,n
|X|∑
i=0
# of evaluator pairs that assign xi as (sm, sn)
total # of evaluator pairs
(2.6)
(Note that when m == n, i.e., the pair of annotators agree, wm,n should be 0.)
Next, to calculate the expected disagreement, we make a similar assumption as in Fleiss’ κ: the
random likelihood of an evaluator assigning a score si can be estimated from the overall frequency
of si. If rm,n is the proportion of all evaluation pairs that assign scores sm and sn, then we can treat
it as the probability of two evaluators assigning scores sm and sn to a generated text at random. So
Pc is now:
Pc =
|S|∑
m=0
|S|∑
n=0
wm,nrm,n (2.7)
Finally, we can calculate Krippendorff’s α as:
α = 1− Pd
Pc
(2.8)
6Note that there are other measures that permit evaluator disagreements to be weighted differently. For
example, weighted κ (Cohen, 1968) extends Cohen’s κ by adding weights to each possible pair of score assign-
ments. In NLG evaluation, though, Krippendorff’s α is the most common of these weighted measures; in the
set of NLG papers surveyed in Amidei et al. (2019a), only 1 used weighted κ.
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Chapter 3
Untrained Automatic Evaluation
Metrics
With the increase of the numbers of NLG applications and their benchmark datasets, evaluation
of NLG systems has become increasingly important. Today, the best evaluation for automatic NLG
system output is human-based evaluation. However, human evaluation is costly and time-consuming
to design and run, and more importantly, the results are not always repeatable (Belz & Reiter, 2006).
Thus, automatic evaluation metrics are employed as an alternative in both developing new models
and comparing them against state-of-the-art. In this survey, we group automatic metrics into two
categories: untrained automatic metrics that do not require training (this chapter), and machine-
learned evaluation metrics that are based on machine-learned models (Chapter 4).
In this chapter we review untrained automatic metrics used in different NLG applications and discuss
their advantages and drawbacks in comparison with other approaches. Untrained automatic metrics
for NLG evaluation are used to measure the effectiveness of the models that generate text, such as
in machine translation, image captioning, or question generation. These metrics compute a score
that indicates the similarity (or dissimilarity) between an automatically generated text and human-
written reference (gold standard) text. Untrained automatic evaluation metrics are fast and efficient
and are widely used to quantify day-to-day progress of model development, e.g., comparing model
training with different hyperparameters. We group the untrained automatic evaluation methods, as
in Table 3.1, into five categories:
• n-gram overlap metrics
• distance-based metrics
• diversity metrics
• content overlap metrics
• grammatical feature based metrics
3.1 n-gram Overlap Metrics for Content Selection
n-gram overlap metrics are commonly used for evaluating NLG systems and measure the degree of
“matching” between machine-generated and human-authored (ground-truth) texts. In this section
we present several n-gram match features and the NLG tasks they are used to evaluate.
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Metric Property MT IC SR SUM DG QG RG
n-
gr
am
ov
er
la
p
BLEU n-gram precision X X X X X
NIST n-gram precision X
F-SCORE precision and recall X X X X X X X
WER % of insert,delete,replace X
ROUGE n-gram recall X X
METEOR n-gram w/ synonym matching X X X
HLEPOR unigrams harmonic mean X
RIBES unigrams harmonic mean
CIDER tf-idf weighted n-gram similarity X
di
st
an
ce
-
ba
se
d
EDIT DIST. cosine similarity X X X X X X
TER translation edit rate X
WMD earth mover distance on words X X
SMD earth mover distance on sentences X X X
co
nt
en
t
ov
er
la
p PYRAMID X
SPICE scene graph similarity X
SPIDER scene graph similarity X
Table 3.1: Untrained automatic and retrieval-based metrics based on string match, string distance,
or context overlap. The acronyms for some of the NLP sub-research fields that each metric is
commonly used to evaluate text generation are: MT: Machine Translation, QG: Question Genera-
tion, SUM: Summarization, RG: Dialog Response Generation, DG: Document or Story Generation,
Visual-Story Generation, etc., IC: Image Captioning.
3.1.1 F-SCORE (F1)
The F-SCORE, also called the F1-score or F-measure, is a measure of accuracy. The F-SCORE bal-
ances the generated text’s precision and recall by measuring the harmonic mean of the two measures.
F-SCORE is defined as:
F1 = 2× Precision · RecallPrecision + Recall (3.1)
Precision (specificity), also called the positive predictive value, is the fraction of n-grams in the
model-generated (hypothesis) text that are present in the reference (human or gold) text. Recall,
also called sensitivity, is the fraction of the n-grams in the reference text that are present in the
candidate text. The F-SCORE reaches the best value, indicating perfect precision and recall, at a
value of 1. The worst F-SCORE, which means lowest precision and lowest recall, would be a value
of 0.
In text generation tasks such as machine translation or summarization, F-SCORE gives an indica-
tion as to the quality of the generated sequence that a model will produce (Melamed et al., 2003;
Aliguliyev, 2008). Specifically for machine translation, F-SCORE based metrics have been shown
to be effective in evaluating translation quality. One of these metrics is the CHRF, character n-gram
F-score, which uses character n-grams instead of word n-grams to compare the machine translation
model output with the reference translations (Popovic´, 2015). They use character n-grams because
it helps to better match the morphological variations in words. In recent work by Mathur et al.
(2020), it was empirically shown that CHRF has high correlation with human judgments compared
to commonly used n-gram-based evaluation metrics.
3.1.2 BLEU
The Bilingual Evaluation Understudy (BLEU) is one of the first metrics used to measure the simi-
larity between two sentences (Papineni et al., 2002). Originally proposed for machine translation, it
compares a candidate translation of text to one or more reference translations. BLEU is a weighted
geometric mean of n-gram precision scores, defined as:
precn =
∑
smin(c(s, yˆ), c(s, y))∑
s c(s, yˆ)
(3.2)
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where yˆ is the hypothesis sequence, y is the ground-truth sequence, s is an n-gram sequence of yˆ,
and c(s, yˆ) is the number of times s appears in yˆ. The BLEU score is then:
BLEU = BP · exp(
N∑
n=1
wn log precn) (3.3)
BP is the brevity penalty to penalize sequences that are too short, and often calculated as:
BP =
{
1, Tˆ > T
e(1−r/c), Tˆ ≤ T (3.4)
where Tˆ and T are the prediction and gold sequence length, c is the length of the candidate generated
sequence, and r is the effective reference corpus length. N is the total number of n-gram precision
scores to use, and wn is the weight for each precision score, which is often set to be 1/N .
It has been argued that although BLEU has significant advantages, it may not be the ultimate mea-
sure for improved machine translation quality (Callison-burch & Osborne, 2006). Earlier work has
reported that BLEU correlates well with human judgments (Lee & Przybocki, 2005; Denoual & Lep-
age, 2005). More recent work argues that although it can be a good metric for the machine translation
task (Zhang et al., 2004) for which it is designed, it doesn’t correlate well with human judgments for
other generation tasks outside of machine translation (such as image captioning or dialog response
generation). Reiter (2018) report that there’s not good evidence to support that BLEU is the best
metric for evaluating NLG systems other than machine translation. In Caccia et al. (2018), it was
empirically demonstrated that, when used to sample from the model outputs that has perfect BLEU
with the corpus, the generated sentences were grammatically correct, but lacked semantic and/or
global coherence, concluding that the generated text has poor information content.
Outside of machine translation, BLEU has been used for other text generation tasks, such as docu-
ment summarization (Graham, 2015), image captioning (Vinyals et al., 2014), human-machine con-
versation (Gao et al., 2019), and language generation (Semeniuta et al., 2019). In Graham (2015),
it was concluded that BLEU achieves strongest correlation with human assessment, but does not sig-
nificantly outperform the best-performing ROUGE variant. On the other hand, a more recent study
has demonstrated that n-gram matching scores such as BLEU can be insufficient and potentially less
accurate metric for unsupervised language generation (Semeniuta et al., 2019).
Text generation research, especially when focused on short text generation like sentence-based ma-
chine translation or question generation, has successfully used BLEU for benchmark analysis with
models since it is fast, easy to calculate, and enables a comparison with other models on the same
task. However, BLEU has some drawbacks for NLG tasks where contextual understanding and rea-
soning is the key (e.g., story generation (Fan et al., 2018; Martin et al., 2017) or long-form question
answering (Fan et al., 2019a)). It considers neither semantic meaning nor sentence structure. It does
not handle morphologically rich languages well, nor does it map well to human judgments (Tatman,
2019). Recent work by (Mathur et al., 2020) investigated how sensitive the machine translation
evaluation metrics are to outliers. They found that when there are outliers in tasks like machine
translation, metrics like BLEU lead to high correlations yielding false conclusions about reliability
of these metrics. They report that when the outliers are removed, these metrics do not correlate as
well as before, which adds evidence to the unreliablity of BLEU. We will present other metrics that
address some of these shortcomings throughout this paper.
3.1.3 NIST
Proposed by the US National Institute of Standards and Technology, NIST (Martin & Przybocki,
2000) is a method similar to BLEU for evaluating the quality of text. Unlike BLEU, which treats each
n-gram equally, NIST heavily weights n-grams that occur less frequently, as co-occurrences of these
n-grams are more informative than common n-grams (Doddington, 2002). Information weights are
computed using n-gram counts over the set of reference translations, according to the following
equation:
Info(w1 · · ·wn) = log2
c(w1 · · ·wk−1)
c(w1 · · ·wn) (3.5)
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where wi are n-grams in the reference text and c(·) indicates count. The formula for calculating the
NIST score is:
NIST =
N∑
n=1
∑ allw1...wsthat co-occur Info(w1 · · ·wn)∑
allw1···wn
in hyp. sequence
(1)
 · exp{BR · log [min(LhypLref , 1)] (3.6)
where Lhyp is the average number of words in a hypothesis (generated) translation, averaged over
all reference translations, and Lref is the number of words in the translation being scored.
Different from BLEU, the brevity penalty is chosen to be 0.5 when the number of words in the
reference output is two-thirds of the average number of words in the reference translation. This
change is made to minimize the impact on the score when there is a small variation in the translation
length. The goal is to preserve the original motivation of using the brevity penalty, while reducing
the contributions of length variations on the score when there are small variations. It has shown that
the NIST metric is often superior to BLEU in terms of reliability and quality (Doddington, 2002).
Even though this metric has several merits in evaluating machine translation, it has not been adopted
by recent neural NLG research as much as the BLEU metric.
3.1.4 ROUGE
Recall-Oriented Understudy for Gisting Evaluation (ROUGE) (Lin, 2004) is a set of metrics for
evaluating automatic summarization of long texts consisting of multiple sentences or paragraphs.
Although mainly designed for evaluating single- or multi-document summarization, it has also been
used for evaluating short text generation, such as machine translation (Lin & Och, 2004), image
captioning (Cui et al., 2018), and question generation (Nema & Khapra, 2018; Dong et al., 2019).
ROUGE includes a large number of distinct variants, including eight different n-gram counting meth-
ods to measure n-gram overlap between the generated and the ground-truth (human-written) text.
Simplifying the notation in the original paper (Lin, 2004), ROUGE-N can be defined as:
ROUGE-N =
∑
r
∑
n match
(
gramn,r
)∑
r
∑
s count (gramn)
(3.7)
where
∑
n sums over all n-grams of length n (e.g., if n = 2, the formula measures the number of
times a matching bigram is found in the hypothesis (model-generated) and the reference (human-
generated) text). If there is more than one reference summary, the outer summation (
∑
r) repeats
the process over all reference summaries. We explain commonly used ROUGE metrics (Lin, 2004)
below:
• ROUGE-1 measures the overlap of unigrams (single tokens) between the reference and
hypothesis text (e.g,. summaries).
• ROUGE-2 measures the overlap of bigrams between the reference and hypothesis text.
• ROUGE-3 measures the overlap of trigrams between the reference and hypothesis text.
• ROUGE-4 measures the overlap of four-grams between the reference and hypothesis text.
• ROUGE-L measures the longest matching sequence of words using longest common sub-
sequence (LCS). This metric doesn’t require consecutive matches, but it requires in-
sequence matches that indicate sentence-level word order. The n-gram length does not
need to be predefined since ROUGE-L automatically includes the longest common n-grams
shared by the reference and hypothesis text.
• ROUGE-W (less commonly used) measures weighted LCS-based statistics that favor con-
secutive LCSs.
• ROUGE-S (less commonly used) measures skip-bigram1-based co-occurrence statistics.
Any pair of skip-words in the sentence order is considered a skip-bigram.
1A skip-gram (Huang et al., 1992) is a type of n-gram in which tokens (e.g., words) don’t need to be
consecutive but in order in the sentence, where there can be gaps between the tokens that are skipped over. In
NLP research, they are used to overcome data sparsity issues.
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• ROUGE-SU (less commonly used) measures skip-bigram and unigram-based co-occurrence
statistics.
ROUGE also includes a setting for word-stemming of summaries and an option to remove or retain
stop-words. Additional configurations include the use of precision (ROUGE-P), recall (ROUGE-R), or
F-score (ROUGE-F) to compute individual summary scores. It also provides options for computation
of the overall score for a system by computing the mean or median of the generated (hypothesis)
text score distribution, which is not found in BLEU scores. In total, ROUGE can provide 192 (8 x 2 x
2 x 3 x 2) possible system-level measure variants.
Compared to BLEU, ROUGE focuses on recall rather than precision and is more interpretable than
BLEU (Callison-burch & Osborne, 2006). Additionally, ROUGE includes the mean or median score
from individual output text, which allows for a significance test of differences in system-level
ROUGE scores, while this is restricted in BLEU (Graham & Baldwin, 2014; Graham, 2015). ROUGE
evaluates the adequacy of the generated output text by counting how many n-grams in the generated
output text matches the n-grams in the reference (human-generated) output text. This is consid-
ered a bottleneck of this measure, especially for long-text generation tasks (Kilickaya et al., 2017),
because it doesn’t provide information about the narrative flow, grammar, or topical flow of the gen-
erated text, nor does it evaluate the factual correctness of the summary compared to the corpus it is
generated from.
3.1.5 METEOR
The Metric for Evaluation of Translation with Explicit ORdering (METEOR) (Lavie et al., 2004;
Banerjee & Lavie, 2005) is a metric designed to address some of the issues found in BLEU and
has been widely used for evaluating machine translation models and other models, such as image
captioning (Kilickaya et al., 2017), question generation (Nema & Khapra, 2018; Du et al., 2017), and
summarization (See et al., 2017; Chen & Bansal, 2018; Yan et al., 2020). Compared to BLEU, which
only measures the precision, METEOR is based on the harmonic mean of the unigram precision and
recall, in which recall is weighted higher than precision. Several metrics support this property since
it yields high correlation with human judgments (Lavie & Agarwal, 2007).
The METEOR score between a reference and hypothesis text is measured as follows. Let c(u) rep-
resent the unigrams found between the hypothesis and reference text, ch(u) be the total number of
unigrams in the hypothesis text, and cr(u) be the total number of unigrams in the reference text (r).
The mean F-SCORE is computed using the unigram Recall=c(u)/cr(u) and Precision=c(u)/ch(u):
Fmean =
Precision ∗ Recall
α · Precision + (1− α) · Recall (3.8)
Then, the alignment between the hypothesis and reference is calculated as follows:
METEOR = Fmean · (1− penalty) (3.9)
The penalty term, which is called the fragmentation penalty, determines the extent to which the
matched unigrams in both hypothesis and reference are well-ordered and is measured as follows:
penalty = γ · fragβ (3.10)
In the above, first, the sequence of matched unigrams between the two texts is divided into the fewest
possible number of chunks, such that the matched unigrams in each chunk are adjacent and identical
in word order. The number of chunks (ch) and the number of matches (m) are then used to calculate
a fragmentation fraction: frag = ch/m. γ determines the maximum penalty (0 ≤ γ ≤ 1), and β
determines the functional relation between the fragmentation and the penalty. METEOR scores range
between 0 and 1.
METEOR has several variants that extend exact word matching that most of the metrics in this cate-
gory do not include, such as stemming and synonym matching. These variants address the problem
of reference translation variability, allowing for morphological variants and synonyms to be rec-
ognized as valid translations. The metric has been found to produce good correlation with human
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judgments at the sentence or segment level (Agarwal & Lavie, 2008). This differs from BLEU in that
METEOR is explicitly designed to compare at the sentence level rather than the corpus level.
3.1.6 HLEPOR
Harmonic mean of enhanced Length Penalty, Precision, n-gram Position difference Penalty, and Re-
call (HLEPOR), initially proposed for machine translation, is a metric designed for morphologically
complex languages like Turkish or Czech (Han et al., 2013b). Among other factors, HLEPOR utilizes
part-of-speech (noun, verb, etc.) tags’ similarity to capture syntactic information.
3.1.7 RIBES
Rank-based Intuitive Bilingual Evaluation Score (RIBES) (Isozaki et al., 2010) is another un-trained
automatic evaluation metric for machine translation. It was developed by NTT Communication Sci-
ence Labs and designed to be more informative for Asian languages–—like Japanese and Chinese—
since it doesn’t rely on word boundaries. Specifically, RIBES is based on how the words in generated
text are ordered. It uses the rank correlation coefficients measured based on the word order from the
hypothesis (model-generated) translation and the reference translation. Some of the correlation co-
efficients used in RIBES are Spearman’s ρ, which is based on the distance of difference in the ranks,
or Kendall’s τ , which is based on the direction of the difference in rank. However, earlier work
on evaluating the correlation of automatic metrics with human judgments has shown that RIBES
tends to show lower correlation with human evaluation scores, indicating that higher RIBES doesn’t
necessary yield better translations (Tan et al., 2015).
3.1.8 CIDEr
Consensus-based Image Description Evaluation (CIDEr) is an automatic metric for measuring the
similarity of a generated sentence against a set of human-written sentences using a consensus-based
protocol. Originally proposed for image captioning (Vedantam et al., 2014), CIDEr shows high
agreement with consensus as assessed by humans. It enables a comparison of text generation mod-
els based on their “human-likeness,” without having to create arbitrary calls on weighing content,
grammar, saliency, etc. with respect to each other.
The CIDEr metric presents three explanations about what a hypothesis sentence should contain:
1. n-grams in the hypothesis sentence should also occur in the reference sentences.
2. If an n-gram does not occur in a reference sentence, it shouldn’t be in the hypothesis sen-
tence.
3. n-grams that commonly occur across all image-caption pairs in the dataset should be as-
signed lower weights, since they are potentially less informative.
Given these intuitions, a Term Frequency Inverse Document Frequency (TF-IDF) weight is calcu-
lated for each n-gram. Specifically, given an image i and a list of the reference descriptive sentences
about the image, sij ∈ Si = {si1, ..., sim}, where hk(sij) and hk(ci) represent the numbers of
times an n-gram wk occurs in a reference sentence sij and a hypothesis (model-generated) sentence
ci, respectively. The TF-IDF score is calculated as follows:
gk(sij) =
hs(sij)∑
wl∈ω hl(sij)
log
(
|I|∑
Ip∈I min(1,
∑
q hk(spq))
)
(3.11)
where I is the set of all images, and ω the vocabulary of all n-grams. Then, the CIDErn score for
a particular n-gram is calculated as the cosine similarity between the generated candidate sentence
and the reference sentence, as
CIDErn(ci, Si) =
1
m
∑
j
gn(ci) · gn(sij)
||gn(ci)||||gn(sij)|| (3.12)
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where gn(ci) is a vector of gk(ci), containing all n-grams of length n, and ||gn(ci)|| measures the
magnitude of the vector gn(ci). To capture richer semantics and grammatical properties, CIDEr can
also use higher-order (longer) n-grams as
CIDErn(ci, Si) =
N∑
n=1
wnCIDErn(ci, Si) (3.13)
Vedantam et al. (2014) find that uniform weights wn = 1/N work the best where N=4.
A recent study (Kilickaya et al., 2017) shows that among all the untrained automatic metrics for
image captioning evaluation, CIDEr is the most robust and correlates the best with human judgments.
3.2 Distance-Based Evaluation Metrics for Content Selection
A distance-based metric in NLG applications uses a distance function to measure the similarity
between two text units (e.g., words, sentences). First, we represent two text units using vectors.
Then, we compute the distance between the vectors. The smaller the distance, the more similar the
two text units are. This section reviews distance-based similarity measures where text vectors can
be constructed using discrete tokens, such as bag of words (§3.2.1) or embedding vectors (§3.2.2).
We note that even though the embeddings that are used by these metrics to represent the text vectors
are pre-trained, these metrics are not trained to mimic the human judgments as in machine-learned
metrics that we summarize in Chapter 4.
3.2.1 Edit Distance-Based Metrics
Edit distance, one of the most commonly used evaluation metrics in natural language processing,
measures how dissimilar two text units are based on the minimum number of operations required
to transform one text into the other. We summarize some of the well-known edit distance measures
below.
WER Word error rate (WER), originally designed for measuring the performance of speech recog-
nition systems, is also commonly used to evaluate the quality of machine translation systems (Toma´s
et al., 2003). Specifically, WER is the percentage of words that need to be inserted, deleted, or re-
placed in the translated sentence to obtain the reference sentence, i.e., the edit distance between the
reference and hypothesis sentences. It is calculated as:
WER =
substitutions + insertions + deletions
reference sentence length
(3.14)
where a substitution replaces one word with another, an insertion adds one new word, and a deletion
drops one word. The main drawback of WER is its dependency on the reference sentences. In
machine translation, there may exist multiple correct translations for the same input. But this metric
only considers one to be correct.
Other variations of WER, such as Sentence Error Rate (SER), measure the percentage of sentences
whose translations do not exactly match the reference sequence. Multi-reference word error rate
(mWER) (Ali et al., 2015) calculates the edit distance between several references for each sentence
and chooses the smallest one (Nießen et al., 2000). One drawback of this approach is that it requires
human effort to obtain multiple references, but it has been found to be an effective measure. All-
reference word error rate (aWER) (Toma´s et al., 2003) measures the number of words to be inserted,
deleted, or replaced in the sentence under evaluation in order to obtain a correct translation. aWER
can be considered a version of mWER which takes into account all possible references, not just one
reference, as in WER.
WER has some limitations. For instance, while its value is lower-bounded by zero, which indicates
a perfect match between the hypothesis and reference text, its value is not upper-bounded, making
it hard to evaluate in an absolute manner (Mccowan et al., 2004). It is also reported to suffer from
weak correlation with human evaluation. For example, in the task of spoken document retrieval, the
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WER of an automatic speech recognition system is reported to poorly correlate with the retrieval
system performance (Kafle & Huenerfauth, 2017).
MED The minimum edit distance (MED) between two text strings is the minimum number of edit-
ing operations (i.e., insertion, deletion, and substitutions) required to transform one string into the
other. For two strings x and y of length n and m, respectively, we define a distance metric, D(i, j),
which will be the edit distance between x[1 · · · i] (i.e., the first i characters of string x) and y[1 · · · j]
(i.e., the first j characters of string y). Now the distance between the entire two strings x and y
will be D(n,m). The MED can be applied to sentences or longer text using words as units rather
than characters. In machine translation, MED is the minimum number of insertions, deletions, and
substitutions of words that are required in order to make a system translation equivalent in meaning
to that of a reference translation. Both WER and MED are based on Levenshtein Distance. While
MED is used mainly to measure two text strings, WER is for both text and speech.
TER Translation edit rate (TER) (Snover et al., 2006) is defined as the minimum number of edits
needed to change a generated text so that it exactly matches one of the references, normalized by the
average length of the references. In terms of minimum number of edits, TER measures the number
of edits to the closest reference as:
TER =
number of edits
average number of reference words
(3.15)
TER considers the insertion, deletion, and substitution of single words and shifts of words as possible
edits. The word shifting moves a contiguous sequence of words within the hypothesis to another
location within the hypothesis. The metric assigns all edits an equal cost.
While TER has been shown to correlate well with human judgments in evaluating machine trans-
lation quality, it suffers from some limitations. For example, it can only capture similarity in a
narrow sense, as it only uses a single reference translation and considers only exact word matches
between the hypothesis and the reference. This issue can be partly addressed by constructing a
lattice of reference translations, a technique that has been used to combine the output of multiple
translation systems (Rosti et al., 2007). Many variants have been proposed to improve the original
TER. TERP2 uses phrasal substitutions (using automatically generated paraphrases), stemming, syn-
onyms, relaxed shifting constraints, and other improvements. ITER (Panja & Naskar, 2018) adds
stem matching and normalization on top of TER. CDER (Leusch et al., 2006) models block ordering
as an edit operation. PER (Tillmann et al., 1997) computes position independent error rate. Two
recent variants, CharacTER (Wang et al., 2016), a character-based translation edit distance measure,
and EED (Stanchev et al., 2019), an extension of Levenshtein distance, have shown to correlate better
with human judgments on some languages.
3.2.2 Vector Similarity-Based Evaluation Metrics
In NLP, embedding-based similarity measures are commonly used in addition to n-gram-based sim-
ilarity metrics. Embeddings are real-valued vector representations of character or lexical units, such
as word-tokens or n-grams, that allow tokens with similar meanings to have similar representations.
Even though the embedding vectors are learned using supervised or unsupervised neural network
models, the vector-similarity metrics we summarize below assume the embeddings are pre-trained
and simply used as input to calculate the metric.
MEANT 2.0 The vector-based similarity measure MEANT uses word embeddings and shallow se-
mantic parses to compute lexical and structural similarity (Lo, 2017). It evaluates translation ade-
quacy by measuring the similarity of the semantic frames and their role fillers between the human
references and the machine translations.
YISI Inspired by the MEANT score, YISI3 (Lo, 2019) is proposed to evaluate the accuracy of ma-
chine translation model outputs. It is based on the weighted distributional lexical semantic similarity,
as well as shallow semantic structures. Specifically, it extracts the longest common character sub-
string from the hypothesis and reference translations to measure the lexical similarity.
2TERP is named after the University of Maryland mascot, the Terrapin.
3YiSi, is the romanization of the Cantonese word 意思, which translates as ‘meaning’ in English.
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Word Mover’s Distance (WMD) Earth mover’s distance (EMD), also known as the Wasserstein
metric (Rubner et al., 1998), is a measure of the distance between two probability distributions.
Word mover’s distance (WMD; Kusner et al., 2015) is a discrete version of EMD that calculates the
distance between two sequences (e.g., sentences, paragraphs, etc.), each represented with relative
word frequencies. It combines item similarity4 on bag-of-word (BOW) histogram representations of
text (Goldberg et al., 2018) with word embedding similarity. In short, WMD has several intriguing
properties:
• It is hyperparameter-free and easy to use.
• It is highly interpretable as the distance between two documents can be broken down and
explained as the sparse distances between few individual words.
• It uses the knowledge encoded within the word embedding space, which leads to high
retrieval accuracy.
For any two documents A and B, we define the WMD as the minimum cost of transforming one
document into the other. Each document is represented by the relative frequencies of the words it
contains, i.e., for the ith word type,
dA,i = count(i)/|A| (3.16)
In Equation 3.16, |A| is the total word count of document A, and dB,i is defined in the same way.
Representing the ith word by vi ∈ Rm, i.e., an m-length embedding,5 we define distances between
the ith and jth words as ∆(i, j). V is the vocabulary size. Kusner et al. (2015) use the Euclidean
distance (∆(i, j) = ‖vi − vj‖2).
Figure 3.1: (LEFT) Illustration of Word Mover’s Distance (WMD). Picture source: (Kusner et al.,
2015); (RIGHT) Illustration of Sentence Mover’s Distance (SMD). Picture source: (Clark et al.,
2019).
The WMD is then calculated by finding the solution to the linear program:
WMD(A,B) = min
T≥0
∑V
i=1
∑V
j=1Ti,j∆(i, j) (3.17a)
s.t.
∀i,∑Vj=1Ti,j = dA,i, (3.17b)
∀j,∑Vi=1Ti,j = dB,j (3.17c)
T ∈ RV×V is a non-negative matrix, where each ~Ti,j denotes how much of word i (across all its
tokens) in A is assigned to word j in B, and the constraints ensure the flow of a given word cannot
4The similarity can be defined as cosine, Jaccard, Euclidean, etc.
5One could use pre-trained type-based or contextual word embeddings.
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exceed its weight. Specifically, WMD ensures that the entire outgoing flow from word i equals dA,i,
i.e.,
∑
j
~Ti,j = dA,i. Additionally, the amount of incoming flow to word j must match dB,j , i.e.,∑
i
~Ti,j = dB,j .
Empirically, WMD has been instrumental to the improvement of many NLG tasks, specifically
sentence-level tasks, such as image caption generation (Kilickaya et al., 2017) and natural language
inference (Sulea, 2017). However, while WMD works well for short texts, its cost grows prohibitively
as the length of the documents increases, and the BOW approach can be problematic when docu-
ments become large as the relation between sentences is lost. By only measuring word distances, the
metric cannot capture information conveyed in the group of words, for which we need higher-level
document representations (Dai et al., 2015; Wu et al., 2018).
Sentence Mover’s Distance (SMD) Sentence Mover’s Distance (SMD) is an automatic metric
based on WMD to evaluate text in a continuous space using sentence embeddings (Clark et al., 2019;
Zhao et al., 2019). SMD has been used to compare the generated texts to reference texts in tasks like
machine translation and summarization, and is found to be correlated with human evaluation. SMD
represents each document as a collection of sentences or of both words and sentences (as seen in
Figure 3.1), where each sentence embedding is weighted according to its length. The bag of words
and sentences representing document A is normalized by 2|A|, so that:
dA,i =
{
count(i)/2|A|, if i is a word
|i|/2|A|, if i is a sentence (3.18)
Like WMD, SMD also tries to solve the same linear program in Eq. 3.17. Unlike WMD, SMD measures
the cumulative distance of moving both the words in a document and the sentences to match another
document. The vocabulary is defined as a set of sentences and words in the documents. On a
summarization task, SMD is found to correlate better with human judgments than ROUGE (Clark
et al., 2019).
Recently, Zhao et al. (2019) propose a new version of SMD that attains higher correlation with human
judgments. Similar to SMD, they use word and sentence embeddings by taking the average of the
token-based embeddings before the mover’s distance is calculated. They also investigate different
contextual embeddings models including ELMO and BERT by taking power mean (which is an
embedding aggregation method) of their embeddings at each layer of the encoding model.
Fre´chet Inception Distance Extending Inception score, Heusel et al. (2017) propose a new metric
called Fre´chet Inception Distance (FID) to score the similarity between generated images and real
ones. It measures the distance between two multivariate Gaussians:
FID = ||µr − µg||2 + Tr
(∑
r
+
∑
g
−2(
∑
r
∑
g
)
)1/2
(3.19)
where the samples Xr ∼ N (µr,
∑
r) and Xg ∼ N (µg,
∑
g) are the hidden-layer activations of
the Inception v3 for real and generated samples, respectively. The authors assume that the features
extracted by a classifier are normally distributed. Semeniuta et al. (2018) adapt FID to NLG eval-
uation by using InferSent text embedding model (Conneau et al., 2017) to compute the sentence
embeddings. InferSent is a supervised model of bidirectional LSTM with max pooling.
3.3 n-gram-Based Diversity Metrics
The lexical diversity score measures the breadth and variety of the word usage in writing (Inspector,
2013). Consider two pieces of texts about in-class teaching. The first repeatedly uses the same
words such as ‘teacher’, ‘reads’, and ‘asks’. The second one avoids repetition by using different
words or expressions, e.g, ‘lecturer’, ‘instructor’, ‘delivers’, ‘teaches’, ‘questions’, ‘explains’, etc.
The second text is more lexically diverse, which is more desirable in many NLG tasks such as
conversational bots (Li et al., 2018), story generation (Rashkin et al., 2020), question generation
(Du et al., 2017; Pan et al., 2019), and abstractive question answering (Fan et al., 2019).
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In this section we review some of the metrics designed to measure the quality of the generated text
in terms of lexical diversity.
3.3.1 Type-Token Ratio (TTR)
Type-Token Ratio (TTR) is a measure of lexical diversity (Richards, 1987), mostly used in linguistics
to determine the richness of a writer’s or speaker’s vocabulary. It is computed as the number of
unique words (types) divided by the total number of words (tokens) in a given segment of language:
TTR(text) =
#distinct tokens
#total tokens
(3.20)
Although intuitive and easy to use, TTR has a major problem: it is sensitive to text length. The longer
the document, the lower the prospect that a replacement token will be a new type. This eventually
causes the TTR to drop as more words are added. To remedy this issue, several other lexical diversity
measures have been proposed, and we discuss them below.
Measuring diversity using n-gram repetitions is a more generalized version of TTR, which has been
use for text generation evaluation. Li et al. (2016) has shown that modeling mutual information
between source and targets significantly decreases the chance of generating bland responses and
improves the diversity of responses. They use BLEU and distinct word unigram and bigram counts
to evaluate the proposed diversity-promoting objective function for dialog response generation.
3.3.2 SELF-BLEU
Zhu et al. (2018) propose SELF-BLEU as a diversity evaluation metric by measuring the differences
between generated sentences and references or other generated texts. In a sense, it is the opposite of
BLEU, which assesses how similar two sentences are. Taking a generated sentence to be evaluated as
the hypothesis and the other sentences as references, SELF-BLEU calculates a BLEU score for every
generated sentence and defines the average of these BLEU scores as the SELF-BLEU score of the
to-be-evaluated text. A lower SELF-BLEU score implies higher diversity.
Several NLG papers have reported that SELF-BLEU achieves good generation diversity (Zhu et al.,
2018; Chen et al., 2018; Lu et al., 2018). However, others have reported some weakness of the metric
in generating diverse output (Caccia et al., 2018) or detecting mode collapse (Semeniuta et al., 2019)
in text generation with GAN (Goodfellow et al., 2014) models. Even though SELF-BLEU is mainly
used for evaluating the diversity of generated sentences, people are exploring a better evaluation
metric that evaluates both quality and diversity (Montahaei et al., 2019a).
3.3.3 Measure of Textual Lexical Diversity
As we noted earlier in this chapter, the TTR metric is sensitive to the length of the text. To remedy
this, a new diversity metric, HD-D (hyper-geometric distribution function), is proposed to compare
texts of different lengths (McCarthy & Jarvis, 2010).
McCarthy & Jarvis (2010) argue that the probabilities of word occurrence can be modeled using
the hyper-geometric distribution (HD). The HD is a discrete probability distribution that expresses
the probability of k successes after drawing n items from a finite population of size N containing
m successes without replacement. HD is used to measure lexical diversity, entitled HD-D. HD-
D assumes that if a text sample consists of many tokens of a specific word, then there is a high
probability of drawing a text sample that contains at least one token of that word. This measure does
not require a minimum k tokens to be estimated.
The HD-D and its variants (McCarthy & Jarvis, 2010) have been used to measure the diversity in
story generation (McCarthy & Jarvis, 2010) and summarization tasks (Crossley et al., 2019).
3.4 Explicit Semantic Content Match Metrics
Semantic content matching metrics define the similarity between human-written and model-
generated text by extracting explicit semantic information units from text beyond n-grams. These
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metrics operate on semantic and conceptual levels, and are shown to correlate well with human
judgments. We summarize some of them below.
3.4.1 PYRAMID
The PYRAMID method is a semi-automatic evaluation method (Nenkova & Passonneau, 2004) for
evaluating the performance of document summarization models. Like other untrained automatic
metrics that require references, this untrained metric also requires human annotations. It identifies
summarization content units (SCUs) to compare information in a human-generated reference sum-
mary to the model-generated summary. To create a pyramid, annotators begin with model-generated
summaries of the same source texts and select sets of text spans that express the same meaning
across summaries. Each set is referred to as a SCU and receives a label for mnemonic purposes. An
SCU has a weight corresponding to the number of summaries that express the SCU’s meaning.
SCUs are extracted from a corpus of summaries by annotators and are not longer than a clause (see
Table 3.2). The annotation starts with identifying similar sentences and then proceeds with more
fine-grained inspection that identifies related sub-parts. The SCUs that appear in human-generated
summaries more often get higher weights. So a pyramid is formed after the SCU annotation of
human-generated summaries. The SCUs that appear in most of the summaries appear at the top
of the pyramid and get the greatest weights. The lower in the pyramid an SCU appears, the lower
its weight is because it occurs in fewer summaries. The SCUs in peer summary are then checked
against an existing pyramid to measure how much information agrees between the model-generated
and human-generated summaries.
SCU: The cause of an airline crash over Nova Scotia has not been determined
a. The cause of the Sept. 2, 1998A2 crash has not been determined.
b. searched for clues as to a causeA2 but refrained from naming one.
c. The cause has not been determined,
d. The specific cause of the tragedy was never determined
e. but investigators remain unsure of its cause.
f. A final determination of the crashes cause is still far off. A1
Table 3.2: Overlay of matching SCUs from two annotators A1 and A2 from summaries a through
f . Boldface indicates text selected by both annotators. Text spans in italics are labeled A1 or A2 to
indicate which annotator selected them. Table Source: (Passonneau, 2006)
The PYRAMID metric relies on manual human labeling effort, which makes it difficult to automate.
In a recent study, the PEAK: Pyramid Evaluation via Automated Knowledge Extraction (Yang et al.,
2016) is presented as a fully automated variant of PYRAMID model, which can automatically assign
the pyramid weights. First, the PEAK identifies relation triples (subject-predicate-object triples)
using open information extraction (Del Corro & Gemulla, 2013). Then, these triplets are combined
into a hypergraph based on a semantic similarity approach in which the nodes become the triplets.
Salient nodes on the graph, which are later assigned as potential SCUs, are determined based on
novel similarity metrics defined on the graph. The PEAK metric not only generates a pyramid entirely
automatically but also is shown to correlate well with human judgments (Yang et al., 2016).
3.4.2 SPICE
Semantic propositional image caption evaluation (SPICE) (Anderson et al., 2016) is an image cap-
tioning metric that measures the similarity between a list of reference human written captions
S = {s1, · · · , sm} of an image and a hypothesis caption c generated by a model. Instead of di-
rectly comparing a generated caption to a set of references in terms of syntactic agreement, SPICE
parses each reference to derive an abstract scene graph representation. The generated caption is also
parsed and compared to the scene graph to capture the semantic similarity. SPICE has shown to have
a strong correlation with human ratings.
A scene graph (Schuster et al., 2015) encodes objects, attributes, and relationships detected in image
captions, representing an image in a skeleton form, as shown in Figure 3.2. A two-stage process is
typically used to parse an image caption into a scene graph (Schuster et al., 2015; Lin et al., 2014).
First, syntactic dependencies between words in the generated and reference captions are extracted
using a dependency parser (Klein & Manning, 2003). Second, the extracted dependency tree is
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Figure 3.2: Illustration of Scene Graph Extraction for measuring the SPICE metric. A scene graph
(right) is parsed from a set of reference image captions on the left. Picture source: (Anderson et al.,
2016).
mapped to a scene graph using a rule-based system (Schuster et al., 2015). SPICE then computes
the F-SCORE using the hypothesis and reference scene graphs over the conjunction of logical tuples
representing semantic propositions in the scene graph.
The semantic relations in a scene graph (G) are represented as a conjunction of logical propositions,
namely tuples (T ), defined as:
T (G(c)) = O(c) ∪A(c) ∪R(c) (3.21)
Each tuple contains up to three elements, indicating objects (O), relations (R), and attributes (A). A
binary matching operator ⊗ then returns the matching tuples in two scene graphs. The SPICE metric
is defined as:
SPICE(c, S) = F1(c, S) =
2 · P (c, S) ·R(c, S)
P (c, S) +R(c, S)
(3.22)
where P (c, S) and R(c, S) are the precision and recall.
As discussed in the previous subsections, most evaluation metrics are based on n-gram matching,
such as BLEU and METEOR. However, a higher number of matched n-grams doesn’t always indi-
cate a higher generation quality because two sentences with a lot of words in common can be very
different semantically. In comparison, SPICE is more desirable because it measures the semantic
similarity between a hypothesis and a reference text using scene graphs. Even though SPICE corre-
lates well with human evaluations, a major drawback is that it ignores the fluency of the generated
captions (Sharif et al., 2018).
3.4.3 SPIDER
Liu et al. (2017) propose SPIDER which is a linear combination of SPICE and CIDER. They show
that optimizing SPICE alone often results in captions that are wordy and repetitive Although scene
graph similarity is good at measuring the semantic similarity between captions, it does not take
into account the syntactical aspects of texts. Thus, a combination of semantic graph similarity
(like SPICE) and n-gram similarity measure (like CIDER) yields a more complete quality evaluation
metric. However, the correlation of SPIDER and human evaluation is not reported.
3.4.4 Semantic Similarity Models used as Evaluation Metrics
Other text generation work has used the confidence scores obtained from semantic similarity meth-
ods as an evaluation metric. Such models can evaluate a reference and a hypothesis text based on
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their task-level semantics. The most commonly used methods based on the sentence-level similarity
are as follows:
• Semantic Textual Similarity (STS) is concerned with the degree of equivalence in the
underlying semantics of paired text (Agirre et al., 2016). The STS is used as an evaluation
metric in text generation tasks such as machine translation, summarization, and dialogue re-
sponse generation in conversational systems. The official score is based on weighted Pear-
son correlation between predicted similarity and human-annotated similarity. The higher
the score, the better the the similarity prediction result from the algorithm (Maharjan et al.,
2017; Cer et al., 2017).
• Paraphrase identification (PI) considers if two sentences express the same meaning
(Dolan & Brockett, 2005; Barzilay & Lee, 2003). PI is used as a text generation evalu-
ation score based on the textual similarity (Kauchak & Barzilay, 2006) of reference and
hypothesis by finding a paraphrase of the reference sentence that is closer in wording to the
hypothesis output. For instance, given the pair of sentences:
reference: ”However, Israel’s reply failed to completely clear the U.S. suspicions.”
hypothesis: ”However, Israeli answer unable to fully remove the doubts.”
PI is concerned with learning to transform the reference sentence into:
paraphrase: ”However, Israel’s answer failed to completely remove the U.S. suspicions.”
which is closer in wording to the hypothesis. In Jiang et al. (2019), a new paraphrasing
evaluation metric, TIGER, is used for image caption generation evaluation. Similarly, con-
sidering image captioning, Liu et al. (2019a) introduce different strategies to select useful
visual paraphrase pairs for training by designing a variety of scoring functions.
• Textual entailment (TE) is concerned with whether a hypothesis can be inferred from a
premise, requiring understanding of the semantic similarity between the hypothesis and the
premise (Dagan et al., 2006; Bowman et al., 2015). It has been used to evaluate several
text generation tasks, including machine translation (Pado´ et al., 2009), document summa-
rization (Long et al., 2018), language modeling (Liu et al., 2019b), and video captioning
(Pasunuru & Bansal, 2017).
• Machine Comprehension (MC) is concerned with the sentence matching between a pas-
sage and a question, pointing out the text region that contains the answer (Rajpurkar et al.,
2016). MC has been used for tasks like improving question generation (Yuan et al., 2017;
Du et al., 2017) and document summarization (Hermann et al., 2015).
3.5 Syntactic Similarity-Based Metrics
A syntactic similarity metric captures the similarity between a reference and a hypothesis text at a
structural level to capture the overall grammatical or sentence structure similarity.
In corpus linguistics, part of speech (POS) tagging is the process of assigning a part-of-speech tag
(e.g., verb, noun, adjective, adverb, and preposition, etc.) to each word in a sentence, based on
its context, morphological behaviour, and syntax. POS tags have been commonly used in machine
translation evaluation to evaluate the quality of the generated translations. While TESLA (Dahlmeier
et al., 2011) is introduced as an evaluation metric to combine the synonyms of bilingual phrase tables
and POS tags, others use POS n-grams together with a combination of morphemes and lexicon prob-
abilities to compare the target and source translations (Popovic et al., 2011; Han et al., 2013a). POS
tag information has been used for other text generation tasks such as story generation (Agirrezabal
et al., 2013), summarization (Suneetha & Fatima, 2011), and question generation (Zerr, 2014).
Syntactic analysis studies the arrangement of words and phrases in well-formed sentences. For ex-
ample, a dependency parser extracts a dependency tree of a sentence to represent its grammatical
structure. Several text generation tasks have enriched their evaluation criteria by leveraging syntac-
tic analysis. In machine translation, Liu & Gildea (2005) use constituent labels and head-modifier
dependencies to extract structural information from sentences for evaluation, while others use shal-
low parsers (Lo et al., 2012) or a dependency parser (Yu et al., 2014, 2015). Yoshida et al. (2014)
combine a sequential decoder with a tree-based decoder in a neural architecture for abstractive text
summarization.
28
Chapter 4
Machine-Learned Evaluation
Metrics
Many of the untrained evaluation metrics described in Chapter 3 assume that the generated text has
significant word (or n-gram) overlap with the ground-truth text. However, this assumption does not
hold for many NLG tasks, such as a social chatbot, which permit significant diversity and allow
multiple plausible outputs for a given input. Table 4.1 shows two examples from the dialog response
generation and image captioning tasks, respectively. In both tasks, the model-generated outputs are
plausible given the input, but they do not share any words with the ground-truth output.
One solution to this problem is to use embedding-based metrics, which measure semantic similar-
ity rather than word overlap, as in Section 3.2.2. But embedding-based methods cannot help in
situations when the generated output is semantically different from the reference, as in the dialog
example. In these cases, we can build machine-learned models (trained on human judgment data)
to mimic human judges to measure many quality metrics of output, such as factual correctness, nat-
uralness, fluency, coherence, etc. In this chapter we survey the NLG evaluation metrics that are
computed using machine-learned models, with a focus on recent neural models.
Dialog Response Generation Image Captioning
Context
Speaker A: Hey John, what do you
want to do tonight?
Speaker B: Why don’t we go see a
movie?
Ground-Truth Response: Nah, I hate that stuff, let’s
do something active.
Caption: a man wearing a red life
jacket is sitting in a canoe on a lake
Model/Distorted Output Response: Oh sure! Heard the film
about Turing is out!
Caption: a guy wearing a life vest is in
a small boat on a lake
BLEU 0.0 0.20
ROUGE 0.0 0.57
WMD 0.0 0.10
Table 4.1: Demonstration of issues with using automatic evaluation metrics that rely on n-gram
overlap using two short-text generation tasks: dialog response generation and image captioning.
The examples are adapted from Liu et al. (2016) and Kilickaya et al. (2017).
4.1 Sentence Semantic Similarity Based Evaluation
Neural approaches to sentence representation learning seek to capturing semantic and syntactic
meanings of sentences from different perspectives and topics and to map a sentence onto an em-
bedding vector using DNN models. As with word embeddings, NLG models can be evaluated by
embedding each sentence in the generated and reference texts.
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Figure 4.1: Illustration of Skip-Thoughts Vectors Model for sentence representation learning (Image
Source: (Kiros et al., 2015)).
Extending word2vec (Mikolov et al., 2013) to produce word or phrase embeddings, one of the ear-
liest sentence embeddings models, Deep Semantic Similarity Model (DSSM) (Huang et al., 2013)
introduces a series of latent semantic models with a deep structure that projects two or more text
streams (such as a query and multiple documents) into a common low-dimensional space where
the relevance of one text towards the other text can be computed via vector distance. The SKIP-
THOUGHT vectors model (Kiros et al., 2015) exploits the encoder-decoder architecture to predict
context sentences in an unsupervised manner. Skip-thought vectors allow us to encode rich contex-
tual information by taking into account the surrounding context, but are slow to train. FASTSENT
(Hill et al., 2016) makes training efficient by representing a sentence as the sum of its word embed-
dings, but also dropping any knowledge of word order. A simpler WEIGHTED SUM of word vectors
(Arora et al., 2019) weighs each word vector by a factor similar to the tf-idf score, where more
frequent terms are weighted less. Similar to FASTSENT, it ignores word order and surrounding sen-
tences. Extending DSSM models, INFERSENT (Conneau et al., 2017) is an effective model, which
uses LSTM-based Siamese networks, with two additional advantages over the FASTSENT. It encodes
word order and is trained on a high-quality sentence inference dataset. On the other hand, QUICK-
THOUGHT (Logeswaran & Lee, 2018) is based on an unsupervised model of universal sentence
embeddings trained on consecutive sentences. Given an input sentence and its context, a classifier is
trained to distinguish a context sentence from other contrastive sentences based on their embeddings.
The recent large-scale pre-trained language models (PLMs) such as ELMO and BERT use contex-
tualized word embeddings to represent sentences. Even though these PLMs outperform the ear-
lier models such as DSSMs, they are more computationally expensive to use for evaluating NLG
systems. For example, the Transformer-based BERT model (Devlin et al., 2018) and its extension
ROBERTA (Liu et al., 2019c) are designed to learn textual similarities on sentence-pairs using cosine
similarities, similar to DSSM. But both are much more computationally expensive than DSSM due
to the fact that they use a much deeper NN architecture, and need to fine-tuned for different tasks.
To remedy this, Reimers & Gurevych (2019) propose to use SENTBERT, which is a fine-tuned BERT
on a “general” task to optimize the BERT parameters, so that a cosine similarity between two gen-
erated sentence embeddings is strongly related to the semantic similarity of the two sentences. Then
the fine-tuned model can be used to evaluate various NLG tasks. A recent study focusing on ma-
chine translation task, ESIM also computes sentence representations from BERT embeddings (with
no fine-tuning), and later computes the similarity between the translated text and its reference using
metrics such as average recall of its reference. (Chen et al., 2017; Mathur et al., 2019).
4.2 Evaluating Factual Correctness
Summarization Model
Fact Extractor
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Figure 4.2: Illustration of the training strategy of the factually correct summarization model. Image Source:
(Zhang et al., 2019b).
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Zhang et al. (2019b) propose a way to tackle the problem of factual correctness in summarization
models. Focusing on summarizing radiology reports, they extend pointer networks for abstractive
summarization by introducing a reward-based optimization that trains the generators to obtain more
rewards when they generate summaries that are factually aligned with the original document. Specif-
ically, they design a fact extractor module so that the factual accuracy of a generated summary can
be measured and directly optimized as a reward using policy gradient, as shown in Figure 4.2. This
fact extractor is based on an information extraction module and extracts and represents the facts
from generated and reference summaries in a structured format. The summarization model is up-
dated via reinforcement learning using a combination of the NLL (negative log likelihood) loss, a
ROUGE-based loss, and a factual correctness-based loss (Loss=LNLL+λ1Lrouge+λ2Lfact). Their
work suggests that for domains in which generating factually correct text is crucial, a carefully im-
plemented information extraction system can be used to improve the factual correctness of neural
summarization models via reinforcement learning.
To evaluate the factual consistency of the text generation models, Eyal et al. (2019b) present a
question-answering-based parametric evaluation model named Answering Performance for Evalua-
tion of Summaries (APES). Their evaluation model is designed to evaluate document summarization
and is based on the hypothesis that the quality of a generated summary is associated with the number
of questions (from a set of relevant ones) that can be answered by reading the summary.
Figure 4.3: APES evaluation flow. Image Source: (Hashimoto et al., 2019).
To build such an evaluator to assess the quality of generated summaries, they introduce two compo-
nents: (a) a set of relevant questions for each source document and (b) a question-answering system.
They first generate questions from each reference summary by masking each of the named entities
present in the reference based on the method described in Hermann et al. (2015). For each refer-
ence summary, this results in several triplets in the form (generated summary, question, answer),
where question refers to the sentence containing the masked entity, answer refers to the masked
entity, and the generated summary is generated by their summarization model. Thus, for each gen-
erated summary, metrics can be derived based on the accuracy of the question answering system in
retrieving the correct answers from each of the associated triplets. This metric is useful for summa-
rizing documents for domains that contain lots of named entities, such as biomedical or news article
summarization.
4.3 Regression-Based Evaluation
Shimanaka et al. (2018) propose a segment-level machine translation evaluation metric named
RUSE. They treat the evaluation task as a regression problem to predict a scalar value to indicate the
quality of translating a machine-translated hypothesis t to a reference translation r. They first do a
forward pass on the GRU (gated-recurrent unit) based an encoder to generate t and represent r as
a d-dimensional vector. Then, they apply different matching methods to extract relations between
t and r by (1) concatenating (~t, ~r); (2) getting the element-wise product (~t ∗ ~r); (3) computing the
absolute element-wise distance |~t − ~r| (see Figure 4.5). RUSE is demonstrated to be an efficient
metric in machine translation shared tasks in both segment-level (how well the metric correlates
with human judgements of segment quality) and system-level (how well a given metric correlates
with the machine translation workshop official manual ranking) metrics.
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Figure 4.4: The sketch of the RUSE metric. Image source (Logeswaran & Lee, 2018).
4.4 Evaluation Models with Human Judgments
For more creative and open-ended text generation tasks, such as chit-chat dialog, story generation,
or online review generation, current evaluation methods are only useful to some degree. As we
mentioned in the beginning of this section, word-overlap metrics are ineffective as there are often
many plausible references in these scenarios and collecting all is impossible. Even though human
evaluation methods are useful in these scenarios for evaluating aspects like coherency, naturalness,
or fluency, aspects like diversity or creativity may be difficult for human judges to assess as they have
no knowledge about the dataset that the model is trained on. Language models can learn to copy
from the training dataset and generate samples that a human judge will rate as high in quality, but
will fail in generating diverse samples (i.e., samples that are very different from training samples),
as has been observed in social chatbots (Li et al., 2016; Zhou et al., 2020). As we discussed in
the previous sections, a language model optimized only for perplexity generates coherent but bland
responses. Such behaviours are observed when generic pre-trained language models are used for
downstream tasks ‘as-is’ without fine-tuning on in-domain datasets of related downstream tasks. A
commonly overlooked issue is that conducting human evaluation for every new generation task can
be expensive and not easily generalizable.
To calibrate human judgments and automatic evaluation metrics, model-based approaches that use
human judgments as attributes or labels have been proposed. Lowe et al. (2017) introduce a model-
based evaluation metric, ADEM, which is learned from human judgments for dialog system evalua-
tion, specifically response generation in a chatbot setting. They collect human judgment scores on
chitchat dialog using the “appropriateness” metric, which they say is satisfactory to evaluate chitchat
dialog model responses as most systems generate inappropriate responses. They train the evaluation
model using Twitter; each tweet response is a reference, and its previous dialog turns are its context.
Then they use different models (such as RNNs, retrieval-based methods, or other human responses)
to generate different responses and ask humans to judge the appropriateness of the generated re-
sponse given the context. For evaluation they use a higher quality labeled Twitter dataset (Ritter
et al., 2011), which contains dialogs on a variety of topics.
Figure 4.5: The ADEM evaluation model. Image source (Lowe et al., 2017).
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Using this score-labeled dataset, the ADEM evaluation model is trained as follows: First, a latent
variational recurrent encoder-decoder model (VHRED) (Serban et al., 2016b) is pre-trained on a
dialog dataset to learn to represent the context of a dialog. VHRED encodes the dialog context into
a vector representation, from which the model generates samples of initial vectors to condition the
decoder model to generate the next response. Using the pre-trained VHRED model as the encoder,
they train ADEM as follows. First, the dialog context, c, the model generated response rˆ, and the
reference response r are fed to VHRED to get their embedding vectors, c, rˆ and r. Then, each
embedding is linearly projected so that the model response rˆ can be mapped onto the spaces of
the dialog context and the reference response to calculate a similarity score. The similarity score
measures how close the model responses are to the context and the reference response after the
projection, as follows:
score(c, rˆ, r) = (cTM rˆ + rTN rˆ− α)/β (4.1)
ADEM is optimized for squared error loss between the predicted score and the human judgment
score with L-2 regularization in an end-to-end fashion. The trained evaluation model is shown to
correlate well with human judgments. ADEM is also found to be conservative and give lower scores
to plausible responses.
With the motivation that a good evaluation metric should capture both the quality and the diversity of
the generated text, Hashimoto et al. (2019) propose a new evaluation metric named Human Unified
with Statistical Evaluation (HUSE), which focuses on more creative and open-ended text generation
tasks, such as dialogue and story generation. Different from the ADEM metric, which relies on
human judgments for training the model, HUSE combines statistical evaluation and human evaluation
metrics in one model, as shown in Figure 4.6.
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Figure 4.6: HUSE can identify samples with defects in quality (Sharon has stroke for stroke) and diversity
(Cleared coach facing). Image Source: (Hashimoto et al., 2019).
HUSE considers the conditional generation task that, given a context x sampled from a prior dis-
tribution p(x), outputs a distribution over possible sentences pmodel(y|x). The evaluation metric
is designed to determine the similarity of the output distribution pmodel and a human generation
reference distribution pref . This similarity is scored using an optimal discriminator that determines
whether a sample comes from the reference or hypothesis (model) distribution (Figure 4.6). For
instance, a low-quality text is likely to be sampled from the model distribution. The discriminator is
implemented approximately using two probability measures: (i) the probability of a sentence under
the model, which can be estimated using the text generation model, and (ii) the probability under the
reference distribution, which can be estimated based on human judgment scores. On summarization
and chitchat dialog tasks, HUSE has been shown to be effective to detect low-diverse generations
that humans fail to detect.
4.5 BERT-Based Evaluation
Given the strong performance of BERT (Devlin et al., 2018) across many tasks, there has been work
that uses BERT or similar pre-trained language models for evaluating NLG tasks, such as summariza-
tion and dialog response generation. Here, we summarize some of the recent work that fine-tunes
BERT to use as evaluation metrics for downstream text generation tasks.
One of the BERT-based models for semantic evaluation is BERTSCORE (Zhang et al., 2020). As
illustrated in Figure 4.7, it leverages the pre-trained contextual embeddings from BERT and matches
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Figure 4.7: Illustration of BERTSCORE metric. Image Source: Zhang et al. (2020).
words in candidate and reference sentences by cosine similarity. It has been shown to correlate
well with human judgments on sentence-level and system-level evaluations. Moreover, BERTSCORE
computes precision, recall, and F1 measures, which are useful for evaluating a range of NLG tasks.
Kane´ et al. (2019) present a new BERT-based evaluation method called ROBERTA-STS to detect
sentences that are logically contradictory or unrelated, regardless whether they are grammatically
plausible. Using ROBERTA (Liu et al., 2019c) as a pre-trained language model, ROBERTA-STS is
fine-tuned on the STS-B dataset to learn the similarity of sentence pairs on a Likert scale. Another
evaluation model is fine-tuned on the Multi-Genre Natural Language Inference Corpus in a similar
way to learn to predict logical inference of one sentence given the other. Both model-based evalua-
tors have been shown to be more robust and correlate better with human evaluation than automatic
evaluation metrics such as BLEU and ROUGE.
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Figure 4.8: Agreement between BLEURT and human ratings for different skew factors in train and test. Image
Source: Sellam et al. (2020)
Another recent BERT-based machine-learned evaluation metric is BLEURT (Sellam et al., 2020),
which is proposed to evaluate various NLG systems. The evaluation model is trained as follows: A
checkpoint from BERT is taken and fine-tuned on synthetically generated sentence pairs using auto-
matic evaluation scores such as BLEU or ROUGE, and then further fine-tuned on system-generated
outputs and human-written references using human ratings and automatic metrics as labels. The
fine-tuning of BLEURT on synthetic pairs is an important step because it improves the robustness to
quality drifts of generation systems.
As shown in the plots in Figure 4.8, as the NLG task gets more difficult, the ratings get closer as it is
easier to discriminate between “good” and “bad” systems than to rank “good” systems. To ensure the
robustness of their metric, they investigate with training datasets with different characteristics, such
as when the training data is highly skewed or out-of-domain. They report that the training skew has
a disastrous effect on BLEURT without pre-training; this pre-training makes BLEURT significantly
more robust to quality drifts.
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Figure 4.9: Composite Metrics model architecture. Image Source: (Sharif et al., 2018).
As discussed in Chapter 2, humans can efficiently evaluate performance of two models side-by-
side, and most embedding-based similarity metrics reviewed in the previous sections are based on
this idea. Inspired by this, the comparator evaluator (Zhou & Xu, 2020) is proposed to evaluate
NLG models by learning to compare a pair of generated sentences by fine-tuning BERT. A text
pair relation classifier is trained to compare the task-specific quality of a sample hypothesis and
reference based on the win/loss rate. Using the trained model, a skill rating system is built. This
system is similar to the player-vs-player games in which the players are evaluated by observing a
record of wins and losses of multiple players. Then, for each player, the system infers the value of
a latent, unobserved skill variable that indicates the records of wins and losses. On story generation
and open domain dialogue response generation tasks, the comparator evaluator metric demonstrates
high correlation with human evaluation.
4.6 Composite Metric Scores
The quality of many NLG models like machine translation and image captioning can be evaluated
for multiple aspects, such as adequacy, fluency, and diversity. Many composite metrics have been
proposed to capture a multi-dimensional sense of quality.
Sharif et al. (2018) present a machine-learned composite metric for evaluating image captions. The
metric incorporates a set of existing metrics such as METEOR, WMD, and SPICE to measure both
adequacy and fluency. Li & Chen (2020) propose a composite reward function to evaluate the
performance of image captions. The approach is based on refined Adversarial Inverse Reinforcement
Learning (rAIRL), which eases the reward ambiguity (common in reward-based generation models)
by decoupling the reward for each word in a sentence. The proposed composite reward is shown
on MS COCO data to achieve state-of-the-art performance on image captioning. Some examples
generated from this model that uses the composite reward function are shown in
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Figure 4.10: (Top four images) Example image captions using different learning objectives: MLE: maximum
likelihood learning, GAN: Generative Adversarial Networks, RL: Reward-based reinforcement learning. (Bot-
tom image) Example generations from Adversarial Inverse Reinforcement Learning (rAIRL). Image Source:
(Li & Chen, 2020).
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Chapter 5
Two Case Studies of Task-Specific
NLG Evaluation
In the previous chapters, we have reviewed a wide range of NLG evaluation metrics individually.
This chapter presents how these metrics are used jointly to evaluate NLG systems for real-world
applications. We choose two NLG tasks, automatic document summarization and long-text gener-
ation, as case studies. These tasks are sophisticated enough that multiple metrics are required to
gauge different aspects of the NLG quality.
5.1 Case Study #1: Automatic Document Summarization Evaluation
A text summarization system aims to extract useful content from a reference document and generate
a short summary that is coherent, fluent, readable, concise, and consistent with the reference docu-
ment. There are different types of summarization approaches, which can be grouped by their tasks
into (i) generic text summarization for broad topics; (ii) topic-focused, such as scientific article,
conversation, or meeting summarization; and (iii) query-focused, such that the summary answers a
posed query. These approaches can also be grouped by their method: (i) extractive, where a sum-
mary is composed of a subset of sentences or words in the input document; and (ii) abstractive,
where a summary is generated on-the-fly and often contains text units that do not occur in the input
document. Depending on the number of documents to be summarized, these approaches can be
grouped into single-document or multi-document summarization.
Evaluation of text summarization, regardless of its type, measures the system’s ability to generate
a summary based on: (i) a set of criteria that are not related to references (Dusek et al., 2017),
(ii) a set of criteria that measure its closeness to the reference document, or (iii) a set of criteria
that measure its closeness to the reference summary. Figure 5.1 shows the taxonomy of evaluation
metrics (Steinberger & Jezek, 2009) in two categories: intrinsic and extrinsic.
5.1.1 Intrinsic Methods
Intrinsic evaluation of generated summaries can focus on the generated text’s content, text quality,
and factual consistency, each discussed below.
Content. Content evaluation compares a generated summary to a reference summary using auto-
matic metrics. The most widely used metric for summarization is ROUGE, though other metrics,
such as BLEU and F-SCORE, are also used. Although ROUGE has been shown to correlate well with
human judgments for generic text summarization, the correlation is lower for topic-focused sum-
marization like extractive meeting summarization (Liu & Liu, 2008). Meetings are transcripts of
spontaneous speech, and thus usually contain disfluencies, such as pauses (e.g., ‘um,’ ‘uh,’ etc.),
discourse markers (e.g., ‘you know,’ ‘i mean,’ etc.), repetitions, etc. Liu & Liu (2008) find that after
such disfluencies are cleaned, the ROUGE score is improved. They even observed fair amounts of
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Figure 5.1: Taxonomy of summarization evaluation methods. Extended from Steinberger & Jezek
(2009).
improvement in the correlation between the ROUGE score and human judgments when they include
the speaker information of the extracted sentences from the source meeting to form the summary.
Quality. Evaluating generated summaries based on quality has been one of the challenging tasks
for summarization researchers. As basic as it sounds, since the definition of a “good quality sum-
mary” has not been established, finding the most suitable metrics to evaluate quality remains an open
research area. Below are some criteria of text, which are used in recent papers as human evaluation
metrics to evaluate the quality of generated text in comparison to the reference text.
• Coherence measures how clearly the ideas are expressed in the summary (Lapata & Barzi-
lay, 2005).
• Readability and Fluency, associated with non-redundancy, are linguistic quality metrics
used to measure how repetitive the generated summary is and how many spelling and gram-
mar errors there are in the generated summary. (Lapata, 2003).
• Focus indicates how many of the main ideas of the document are captured while avoiding
superfluous details.
• Informativeness, which is mostly used to evaluate question-focused summarization, mea-
sures how well the summary answers a question. Auto-regressive generation models trained
to generate a short summary text given a longer document(s) may yield shorter summaries
due to reasons relating to bias in the training data or type of the decoding method (e.g.,
beam search can yield more coherent text compared to top-k decoding but can yield shorter
text if a large beam size is used.) (Huang et al., 2017). Thus, in comparing different model
generations, the summary text length has also been used as an informativeness measure
since a shorter text typically preserves less information (Singh & Jin, 2016).
These quality criterion are widely used as evaluation metrics for human evaluation in document
summarization. They can be used to compare a system-generated summary to a source text, a
human-generated summary, or to another system-generated summary.
Factual Consistency. One thing that is usually overlooked in document summarization tasks is
evaluating the generated summaries based on how well they can convey factual correctness. As
discussed in the introduction section, fact checking has been a mainstream evaluation strategy for
automatic text generation, due to the emergence of powerful language models (Zellers et al., 2019).
However, since they are not trained to be factually consistent and can write about anything related
to the prompt, they frequently generate factually incorrect text. Table 5.1 shows a sample sum-
marization model output, in which the claims made are not consistent with the source document
(Krys´cin´ski et al., 2019).
It is imperative that the summarization models are factually consistent and that any conflicts be-
tween a source document and its generated summary can be easily measured, especially for domain-
specific summarization tasks like patient-doctor conversation summarization or business meeting
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Source article fragments
(CNN) The mother of a quadriplegic man who police
say was left in the woods for days cannot be extra-
dited to face charges in Philadelphia until she com-
pletes an unspecified “treatment,” Maryland police
said Monday. The Montgomery County (Maryland)
Department of Police took Nyia Parler, 41, into cus-
tody Sunday (...)
(CNN) The classic video game “Space Invaders” was
developed in Japan back in the late 1970’s – and
now their real-life counterparts are the topic of an
earnest political discussion in Japan’s corridors of
power. Luckily, Japanese can sleep soundly in their
beds tonight as the government’s top military official
earnestly revealed that (...)
Model generated claims
Quadriplegic man Nyia Parler, 41, left in woods for
days can not be extradited.
Video game “Space Invaders” was developed in Japan
back in 1970.
Table 5.1: Examples of factually incorrect claims output by summarization models. Green text
highlights the support in the source documents for the generated claims, red text highlights the
errors made by summarization models. Table Source (Krys´cin´ski et al., 2019).
summarization. As a result, factual-consistency-aware text generation research has drawn a lot of
attention in the community in recent years (Kryscinski et al., 2019; Gunel et al., 2019; Krys´cin´ski
et al., 2019; Zhang et al., 2019b; Wang et al., 2020). A common approach is to use a model-based
approach, in which a separate component is built on top of a summarization engine that can evaluate
the generated summary based on factual consistency. In Section 4.2 we have discussed some of
these parametric fact-checking models.
5.1.2 Extrinsic Summarization Evaluation Methods
Extrinsic evaluation metrics test the generated summary text by how it impacts the performance of
downstream tasks, such as relevance assessment, reading comprehension, and question answering.
Cohan & Goharian (2016) propose a new metric, SERA (Summarization Evaluation by Relevance
Analysis), for summarization evaluation based on the content relevance of the generated summary
and the human-written summary. They find that this metric yields higher correlation with human
judgments compared to ROUGE, especially on the task of scientific article summarization. Eyal et al.
(2019a); Wang et al. (2020) measure the performance of a summary by using it to answer a set of
questions regarding the salient entities in the source document.
5.2 Case Study #2: Long Text Generation Evaluation
A long text generation system aims to generate multi-sentence text, such as a single paragraph or a
multi-paragraph document. Common applications of long-form text generation are document-level
machine translation, story generation, news article generation, poem generation, summarization, and
image description generation, to name a few. This research area presents a particular challenge to
state-of-the-art (SOTA) approaches that are based on statistical neural models, which are proven to
be insufficient to generate coherent long text. For example, one of the SOTA neural language models,
GPT-2 (Radford et al., 2018), can generate remarkably fluent sentences, and even paragraphs, for
a given topic or a prompt. However, as more sentences are generated and the text gets longer,
it starts to wander, switching to unrelated topics and becoming incoherent (Rashkin et al., 2020).
Evaluating long-text generation by itself is a challenging task. New criteria need to be implemented
to measure the quality of long generated text, such as inter-sentence or inter-paragraph coherence in
language style and semantics. Although human evaluation methods are commonly used, we focus
our discussion on automatic evaluation methods in this case study.
5.2.1 Evaluation via Discourse Structure
Long text consists of groups of sentences structured together by linguistic elements known as dis-
course (Jurafsky & Martin, 2009). Considering the discourse structure of the generated text is then
crucial in evaluating the system. Especially in open-ended text generation, the model needs to de-
termine the topical flow, structure of entities and events, and their relations in a narrative flow that is
coherent and fluent. One of the major tasks in which discourse plays an important role is document-
level machine translation (Gong et al., 2015). Hajlaoui & Popescu-Belis (2013) present a new metric
39
called Accuracy of Connective Translation (ACT) (Meyer et al., 2012) that uses a combination of
rules and automatic metrics to compare the discourse connection between the source and target doc-
uments. Joty et al. (2017), on the other hand, compare the source and target documents based on the
similarity of their discourse trees.
5.2.2 Evaluation via Lexical Cohesion
Lexical cohesion is a surface property of text and refers to the way textual units are linked together
grammatically or lexically. Lexical similarity (Lapata & Barzilay, 2005) is one of the most com-
monly used metrics in story generation. Roemmele et al. (2017) filter the n-grams based on lexical
semantics and only use adjectives, adverbs, interjections, nouns, pronouns, proper nouns, and verbs
for lexical similarity measure. Other commonly used metrics compare reference and source text on
word- (Mikolov et al., 2013) or sentence-level (Kiros et al., 2015) embedding similarity averaged
over the entire document. Entity co-reference is another metric that has been used to measure co-
herence (Elsner & Charniak, 2008). An entity should be referred to properly in the text and should
not be used before introduced. Roemmele et al. (2017) capture the proportion of the entities in the
generated sentence that are co-referred to an entity in the corresponding context as a metric of entity
co-reference, in which a higher co-reference score indicates higher coherence.
In machine translation, Wong & Kit (2019) introduce a feature that can identify lexical cohesion at
the sentence level via word-level clustering using WordNet (Miller, 1995) and stemming to obtain
a score for each word token, which is averaged over the sentence. They find that this new score
improves correlation of BLEU and TER with human judgments. Other work, such as Gong et al.
(2015), uses topic modeling together with automatic metrics like BLEU and METEOR to evaluate
lexical cohesion in machine translation of long text. Chow et al. (2019) investigate the position
of the word tokens in evaluating the fluency of the generated text. They modify WMD by adding
a fragmentation penalty to measure the fluency of a translation for evaluating machine translation
systems.
5.2.3 Evaluation via Writing Style
Gamon (2004) show that an author’s writing is consistent in style across a particular work. Based
on this finding, Roemmele et al. (2017) propose to measure the quality of generated text based on
whether it presents a consistent writing style. They capture the category distribution of individual
words between the story context and the generated following sentence using their part-of-speech
tags of words (e.g, adverbs, adjectives, conjunctions, determiners, nouns, etc.).
Text style transfer reflects the creativity of the generation model in generating new content. Style
transfer can help re-write a text in a different style, which is useful in creative writing such as poetry
generation (Ghazvininejad et al., 2016). One metric that is commonly used in style transfer is the
classification score obtained from a pre-trained style transfer model (Fu et al., 2018). This metric
measures whether a generated sentence has the same style as its context.
5.2.4 Evaluation with Multiple References
One issue of evaluating text generation systems is the diversity of generation, especially when the
text to evaluate is long. The generated text can be fluent, valid given the input, and informative for
the user, but it still may not have lexical overlap with the reference text or the prompt that was used
to constrain the generation. This issue has been investigated extensively (Li et al., 2016; Monta-
haei et al., 2019b; Holtzman et al., 2020; Welleck et al., 2019; Gao et al., 2019). Using multiple
references that cover as many plausible outputs as possible is an effective solution to improving the
correlation of automatic evaluation metrics (such as adequacy and fluency) with human judgments,
as demonstrated in machine translation (Han, 2018; La¨ubli et al., 2020) and other NLG tasks.
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Chapter 6
Conclusions and Future Directions
Text generation is central to many NLP tasks, including machine translation, dialog response gen-
eration, document summarization, etc. With the recent advances in neural language models, the
research community has made significant progress in developing new NLG models and systems for
challenging tasks like multi-paragraph document generation or visual story generation. With every
new system or model comes a new challenge of evaluation. This paper surveys the NLG evaluation
methods in three categories:
• Human-Centric Evaluation. Human evaluation is the most important for developing NLG
systems and is considered the gold standard when developing automatic metrics. But it is
expensive to execute, and the evaluation results are difficult to reproduce.
• Untrained Automatic Metrics. Untrained automatic evaluation metrics are widely used to
monitor the progress of system development. A good automatic metric needs to correlate
well with human judgments. For many NLG tasks, it is desirable to use multiple metrics to
gauge different aspects of the system’s quality.
• Machine-Learned Evaluation Metrics. In the cases where the reference outputs are not
complete, we can train an evaluation model to mimic human judges. However, as pointed
out in Gao et al. (2019), any machine-learned metrics might lead to potential problems such
as overfitting and ‘gaming of the metric.’
We conclude this paper by summarizing some of the challenges of evaluating NLG systems:
• Detecting machine-generated text and fake news. As language models get stronger by
learning from increasingly larger corpora of human-written text, they can generate text
that is not easily distinguishable from human-authored text. Due to this, new systems and
evaluation methods have been developed to detect if a piece of text is machine- or human-
generated. A recent study (Schuster et al., 2019) reports the results of a fact verification
system to identify inherent bias in training datasets that cause fact-checking issues. In an
attempt to combat fake news, Vo & Lee (2019) present an extensive analysis of tweets
and a new tweet generation method to identify fact-checking tweets (among many tweets),
which were originally produced to persuade posters to stop tweeting fake news. Other
research focuses on factually correct text generation, with a goal of providing users with
accurate information. Massarelli et al. (2019) introduce a new approach for generating text
that is factually consistent with the knowledge source. Krys´cin´ski et al. (2019) investigate
methods of checking the consistency of a generated summary against the document from
which the summary is generated.
• Making evaluation explainable. Explainable AI refers to AI and machine learning meth-
ods that can provide human-understandable justifications for their behaviour (Ehsan et al.,
2019). Evaluation systems that can provide reasons for their decisions are beneficial in
many ways. For instance, the explanation could help system developers to identify the root
causes of the system’s quality problems such as unintentional bias, repetition, or factual in-
consistency. The field of explainable AI is growing, particularly in generating explanations
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of classifier predictions in NLP tasks (Ribeiro et al., 2016, 2018; Thorne et al., 2019). Text
generation systems that use evaluation methods that can provide justification or explana-
tion for their decisions will be more trusted by their users. Future NLG evaluation research
should focus on developing easy-to-use, robust, and explainable evaluation tools.
• Improving corpus quality. Creating high-quality datasets with multiple reference texts is
essential for not only improving the reliability of evaluation but also allowing the develop-
ment of new automatic metrics that correlate well with human judgments (Belz & Reiter,
2006).
• Standardizing evaluation methods. Most untrained automatic evaluation metrics are
standardized using open source platforms like Natural Language Toolkit (NLTK)1 or
spaCy2. Such platforms can significantly simplify the process of benchmarking different
models. However, there are still many NLG tasks that use task-specific evaluation met-
rics, such as metrics to evaluate the contextual quality or informativeness of generated text.
There are also no standard criteria for human evaluation methods for different NLG tasks.
It is important for the research community to collaborate more closely to standardize the
evaluation metrics for NLG tasks that are pursued by many research teams. One effective
way to achieve this is to organize challenges or shared tasks, such as the Evaluating Natural
Language Generation Challenge3 and the Shared Task on NLG Evaluation4.
• Developing effective human evaluations. For most NLG tasks, there is little consensus
on how human evaluations should be conducted. Furthermore, papers often leave out im-
portant details on how the human evaluations were run, such as who the evaluators are and
how many people evaluated the text (van der Lee et al., 2019). Clear reporting of human
evaluations is very important, especially for replicability purposes.
We encourage NLG researchers to design their human evaluations carefully, paying at-
tention to best practices described in NLG and crowdsourcing research, and to include
the details of the studies and data collected from human evaluations, where possible, in
their papers. This will allow new research to be consistent with previous work and enable
more direct comparisons between NLG results. Human evaluation-based shared tasks and
evaluation platforms can also provide evaluation consistency and help researchers directly
compare how people perceive and interact with different NLG systems.
• Evaluating ethical issues. There is still a lack of systematic methods for evaluating how
effectively an NLG system can avoid generating improper or offensive language. The prob-
lem is particularly challenging when the NLG system is based on neural language models
whose output is not always predictable. As a result, many social chatbots, such as Xi-
aoIce (Zhou et al., 2020), resort to hand-crafted policies and editorial responses to make
the system’s behavior predictable. However, as pointed out by Zhou et al. (2020), even
a completely deterministic function can lead to unpredictable behavior. For example, a
simple answer “Yes” could be perceived as offensive in a given context.
We encourage researchers working in NLG and NLG evaluation to focus on these challenges moving
forward, as they will help sustain and broaden the progress we have seen in NLG so far.
1nltk.org
2spacy.io
3https://framalistes.org/sympa/info/eval.gen.chal
4https://github.com/evanmiltenburg/Shared-task-on-NLG-Evaluation
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