A Unified Instrumentation Test examining the combined application of Pressure Sensitive Paint, Projection Moiré Interferometry, Digital Particle Image Velocimetry, Doppler Global Velocimetry, and Acoustic Microphone Array has been conducted at the NASA Langley Research Center. The fundamental purposes of conducting the test were to (a) identify and solve compatibility issues among the techniques that would inhibit their simultaneous application in a wind tunnel, and (b) demonstrate that simultaneous use of advanced instrumentation techniques is feasible for increasing tunnel efficiency and identifying control surface actuation / aerodynamic reaction phenomena. This paper provides summary descriptions of each measurement technique used during the Unified Instrumentation Test, their implementation for testing in a unified fashion, and example results identifying areas of instrument compatibility and incompatibility. Conclusions are drawn regarding the conditions under which the measurement techniques can be operated simultaneously on a non-interference basis. Finally,
INTRODUCTION
The NASA Aeronautics Blueprint 1 identifies the development of revolutionary vehicles with significantly greater performance as a critical element required to alleviate an already burdened U.S. airspace system and maintain U.S. aviation leadership. Conceptually, these revolutionary vehicles will be comprised of a morphing airframe and various active flow, noise, and flight control systems that adapt themselves for optimal performance in each flight regime. Ground testing and validation of such a complicated vehicle will require far more than conventional aerodynamic force and moment data collected during wind tunnel tests. Highly advanced wind tunnel instrumentation systems will be required, and their development must precede the technology that they are intended to validate.
The next generation of wind tunnel instrumentation systems will be required to obtain simultaneous global measurements of multiple unsteady physical phenomena. This criterion is predicated by two fundamental needs: (1) the need to measure and understand the relationship between control system actuation and aerodynamic reaction, and (2) the continual need to increase wind tunnel testing efficiency by maximizing the knowledge gathered during the course of the test. Examining the combined use of existing instrumentation systems is a first step in satisfying both of these needs.
A large number of diagnostic methods currently exist for measuring specific physical properties during wind tunnel testing.
A majority of these techniques, particularly those that are optical in nature, have been developed without considering compatibility issues with other instrumentation systems. Such techniques have historically been applied serially during wind tunnel tests, drastically increasing tunnel testing time and cost by requiring duplicate runs for each instrument. Testing in this manner also reduced or eliminated the possibility of examining aerodynamic cause/effect relationships that could have been detected if multiple instruments were applied simultaneously. However, with careful engineering, some of these techniques can be configured to be compatible with each other, allowing for simultaneous use during wind tunnel tests. In addition to reducing tunnel run time, this restores the possibility of observing aerodynamic phenomena that might not be revealed when using a single measurement method.
A research effort chartered to investigate compatibility issues among various advanced wind tunnel instrumentation techniques has been conducted at the NASA Langley Research Center (LaRC) since 1998. This effort, named the Unified Instrumentation Project, has had the goal of removing instrument incompatibilities to facilitate the development of a suite of compatible measurement techniques that can be selectively used by aero researchers. The project has recently culminated in a Unified Instrumentation Test where multiple advanced instrumentation techniques were simultaneously applied to measure off-body flow velocity, on-body pressure, and structural deformation of a flat plate with hinged leading edge. The techniques used include Digital Particle Image Velocimetry (DPIV), Doppler Global Velocimetry (DGV), Pressure Sensitive Paint (PSP), Projection Moiré Interferometry (PMI), and a 80-sensor Acoustic Microphone Array (AMA). The fundamental purposes of conducting the test were to (a) identify and solve compatibility issues among the techniques used that would inhibit their simultaneous application in a wind tunnel, and (b) demonstrate that simultaneous use of advanced optical instrumentation techniques is feasible for increasing tunnel efficiency and identifying control surface actuation / aerodynamic reaction phenomena.
Additionally, the test has revealed fundamental insights regarding the physical and practical interactions between each instrumentation system. These insights have been used to identify ways to remove instrument incompatibilities/redundancies for efficient application of unified instrumentation in future wind tunnel tests.
This paper provides summary descriptions of the experimental facilities, model, and instrumentation techniques used in the Unified Instrumentation Test. Sample data gathered by each instrument when operated in a unified testing scenario are presented to illustrate areas of instrument compatibility and incompatibility. Conclusions are provided as to which instrumentation systems can be operated simultaneously on a non-interference basis, and what practical implementation issues need to be addressed to facilitate the use of unified instrumentation in the future.
MEASUREMENT TECHNIQUES SUMMARY Virtual Facilities (VF)
VF refers to the use of three-dimensional computer modeling to visualize a wind tunnel test environment. Although not considered a true wind tunnel diagnostic technique, VF technology has proven useful in planning the implementation of various optical instrumentation systems in numerous wind tunnel tests. VF models constructed for the Unified Instrumentation Test were used to determine the optimal hardware configurations for each measurement technique involved. This required balancing the instrumentation needs with the spatial and optical constraints imposed by the facility, while ensuring the instrumentation systems could coexist without interfering with each other. The VF models also provided enhanced post-test data analysis and visualization capabilities by allowing researchers to import processed data back into the virtual environment.
VF models are generated using commercially available computer animation and rendering software. This software enables the user to merge accurate threedimensional wind tunnel geometries with the CAD files developed to fabricate the wind tunnel model being tested 2 . Once the test configuration has been created in the virtual environment, optimal placement of the instrumentation components can be determined by simulating their positions about the test section. For camera-based instrumentation systems, the ability of the software to simulate photo-realistic camera views allows the researcher to visualize the measurement area observed by each camera 3 . This aids in determining whether the proper field-of-view can be obtained for a given mounting position, if there are obstructions to the field-of-view, and if adequate illumination will exist. Each candidate instrument configuration is tested as the virtual wind tunnel model is animated though its test matrix, such as an angle-of-attack sweep. This provides the ability to determine if optical access to the regionof-interest can be maintained throughout the test envelope. Designing instrument configurations in this manner can isolate problems that may be encountered during testing and provide the researcher the capability to explore solutions without the expense of additional tunnel occupancy time.
On-body: Acoustic Microphone Array (AMA)
Full assessment of complex separated flows above a model often requires the global measurement of the unsteady dynamic pressure on the model surface. This can be accomplished by using a two-dimensional AMA 4 . The microphones constituting the array serve as hydrodynamic pressure sensors whose response is proportional to the unsteady component of the surface dynamic pressure. The microphones are typically embedded within the model, flush-mounted with the model surface. Analyzing the time-dependent data simultaneously acquired from all microphones in the array can provide insight into relationships between the on-body pressure distribution and the off-body flow characteristics 5 .
For example, flow reattachment location can be deduced by examining the root-meansquare (RMS) pressure fluctuations computed from the microphone outputs 6 .
The reattachment location generally corresponds to the location where the RMS pressure fluctuations are at a maximum. The data can be further analyzed in the frequency domain to allow examination of auto-spectra, cross-spectra, and coherence, providing insight into the flow turbulence convective velocities and large eddy sizes [4] [5] . Use of the AMA in the Unified Instrumentation Test allowed for the comparison of the measured flow reattachment location using on-and off-body flow diagnostic techniques.
On-body: Pressure Sensitive Paint (PSP)
PSP measurement techniques have been employed for the global measurement of time-averaged surface pressure distributions on aerodynamic test articles for over two decades, and are currently used in production mode in several wind tunnel facilities worldwide [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The wide use and maturity of PSP makes it an ideal candidate for simultaneous use with other measurement methods.
PSP was included during the Unified Instrumentation Test to determine if it could be used simultaneously with PMI and off-body flow diagnostic techniques requiring flow seeding. This would provide the capability to establish relationships between the onbody global surface pressure distribution and off-body flow characteristics.
PSP techniques exploit the oxygen sensitivity of luminescent probe molecules (luminophores) that are dispersed within gas-permeable paints 18 . This process is shown schematically in figure 1 . Under appropriate illumination, typically 300 -500 nm wavelength light, the luminophore molecules absorb photons from the illumination source and emit them at wavelengths from 600 -750 nm. The intensity of the luminophore emission is inversely proportional to the oxygen concentration, and hence pressure, at the surface. Global pressure measurements can thus be obtained by recording the intensity of the luminophore emission using a scientific grade CCD camera.
As shown in figure 2, implementation of a PSP system requires a luminophore-impregnated, oxygen permeable λ em 
Figure 2:
Schematic depicting a generic PSP measurement system. paint, illumination source(s), scientific-grade CCD camera(s), and optical filters for spectral discrimination between excitation, emission, and background light. Typical absorption and emission spectra for a commonly used luminophore (Pt [TfPP] ) are shown in figure 3 . These data indicate that illumination of this specific luminophore with light between ~ 360 -540 nm results in pressure-sensitive emission between ~ 620 -750 nm. An optical band pass filter centered at the 650 nm emission peak is placed in front of the CCD camera to segregate the pressure-sensitive emission from the illumination and background light. Images of the painted surface are acquired in both wind-off and wind-on conditions for each model configuration (e.g., angle-of-attack) tested. The corresponding wind-off and wind-on images are spatially registered 19 and subsequently ratioed to produce an image whose greyscale intensity is inversely proportional to surface pressure. The intensity maps are then converted into pressure maps by applying either an a priori calibration determined using a pressure/temperature-controlled apparatus in the laboratory, or by applying an in situ calibration using a small population of pressure taps [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . Data collected from the pressure taps are typically used to compensate for PSP temperature sensitivity, which is, in most cases, the largest source of error in PSP measurements.
Data showing the relationship between PSP response and temperature is shown in figure 4 . Multi-luminophore, multi-layer paints that exhibit spectrally unique pressure-and temperature-sensitive emission are currently being developed to eliminate the need for pressure taps 27, [31] [32] .
On-body: Projection Moiré Interferometry (PMI)
PMI is a video-based, non-contacting measurement technique capable of obtaining spatially continuous measurements of out-of-plane structural deformations 33 . The technique is well suited to measuring the deformation of aeroelastic vehicle components or aerodynamic control surfaces [34] [35] [36] [37] [38] . Measurement of the out-of-plane surface deformation is critical for many shape-change flow control devices, and determining the overall control authority often requires coupled measurements of the surface deformation and on-and off-body flow characteristics. Thus PMI was used in the Unified Instrumentation Test to evaluate its compatibility with the other optical measurement methods used, with the goal of providing the capability to simultaneously measure control surface actuation and aerodynamic reaction.
PMI as applied to measuring wind tunnel model deformation is shown schematically in figure 5 . A projection system is used to project a grid of equispaced, parallel lines onto the wind tunnel model surface.
Any incoherent light source providing adequate illumination levels can be used for grid line projection, but pulsed laser diodes emitting in the near infrared (IR) are often used for large scale wind tunnel tests. Laser diodes provide the high light intensity levels required for measuring deformations over large fields-of-view, and, by optical filtering, provide the ability to spectrally isolate the PMI system illumination from other light present in the wind tunnel. This enables lights-on facility operation without loss of projected grid line contrast, and the potential for simultaneous operation with other optical measurement techniques. The projector system is typically aligned such that its optical axis is perpendicular to the surface being measured. A Ronchi ruling (a transmissive grating with opaque parallel lines etched at equal spacing and thickness) installed in the projector is the physical element generating the projected grid lines. A CCD camera with a narrow band pass filter matched to the projector illumination wavelength is positioned to view the model at a 30-45° angle inclined from the projector optical axis. The projector and camera must lie within a plane perpendicular to the projected grid lines. Images of the grid lines projected onto the model are acquired in baseline (wind-off) and loaded (windon) conditions using a frame grabber installed in a PC-compatible computer. An example PMI raw data image with an approximate 1.2-x 1.2-meter field-ofview is shown in figure 6. Image processing routines are then used to remove camera perspective distortion and interfere the acquired images with a computationally generated reference grid, resulting in interferograms containing moiré fringes, figure 7. These fringe patterns are further processed offline to obtain a quantitative, spatially continuous representation of the model surface shape or deformation, as shown in figure 8. The PMI system measurement accuracy and resolution are primarily dependent upon the projected grid pitch, video camera field-of-view, optical modulation transfer function, and illumination / observation angles 39 . The deformation measurement accuracy and resolution of the PMI system used to acquire the data shown in figures 6 -8 was 0.75-mm with 0.5-mm resolution respectively 37 , typical of PMI systems used in other large wind tunnel applications. DPIV is a mature method for measuring off-body flow velocity. The technique is based on tracking tracer particles embedded in the flow as they are illuminated by a series of pulsed light sheets. The advent of Particle Image Velocimetry (PIV) in the 1980's, followed by DPIV in the 1990's, has enabled researchers to examine complex off-body flow fields in great detail [40] [41] .
References 42-45 provide comprehensive reviews of the PIV/DPIV technique.
A generic DPIV system is shown in figure 9 . Typical DPIV operation consists of utilizing the beam from a multiple-pulse (e.g., double-pulse) Nd:YAG laser system to form a thin sheet of light which is directed into the flow within the field-of-view of the DPIV camera system. Particles are illuminated by a series of short (nominally 10 nS) pulses of light with a fixed inter-pulse time delay. The recording and laser systems are synchronized such that each camera frame obtains one exposure per laser pulse. These camera frames may be acquired using a frame-straddling camera where one camera captures multiple light sheet pulses on different frames. Conversely, as was the case for the present experiment, multiple cameras may be employed with polarization used to direct the scattered light from particles to the various cameras. Analysis of the recorded images to extract velocity information consists of segmenting the images into small, square interrogation regions typically no more than 32 -64 pixels wide. Corresponding interrogation regions from pairs of laser exposures are cross correlated to provide an indication of the two-dimensional particle movement within the plane of the light sheet. Flow velocities are then extracted by dividing the physical measure of the particle movement by the laser pulse separation time.
DPIV was considered a fundamental measurement technique for acquiring off-body velocity measurements during the Unified Instrumentation Test, and provided a standard for accurately defining the offbody flow structure and velocity magnitude. Use of the DPIV system also facilitated exploration of how the other optical measurement techniques interacted with a commonly used off-body velocity measurement method.
Off-Body: Doppler Global Velocimetry (DGV)
DGV was a second non-intrusive diagnostic used to acquire off-body velocity measurements during the Unified Instrumentation Test. DGV is similar to DPIV in the fact that both methods acquire flow velocity measurements within a plane of laser light. DGV has reduced accuracy compared to DPIV, but can obtain measurements over a larger field-of-view.
The inclusion of DGV in the Unified Instrumentation Test was intended to demonstrate two capabilities. The first was to provide an alternative method to measure the off-body flow velocity. The second was to demonstrate the ability of DGV and DPIV to share hardware components, including data acquisition hardware and software, towards constructing a single measurement system capable of acquiring both DGV and DPIV data. The intent of this dual system was to use the large fieldof-view velocity measurement capabilities afforded by DGV to determine the overall flow field characteristics, then shift to DPIV and stereo DPIV to "zoom in" on smaller areas of interest in the overall view for detailed measurements.
DGV is capable of measuring the three-component flow velocity within a measurement plane defined by a laser light sheet [46] [47] . The key element in the DGV approach is the use of the absorption characteristics of Iodine vapor, figure 10 , to determine the absolute optical frequency of Doppler shifted laser light scattered by small particles passing through a laser light sheet. Since the optical frequency of the scattered light is measured directly, the resolution of light scattered from a single particle is not necessary. Further, since optical 
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heterodyning is not used, multiple particles may coexist in the measurement volume without the complications found in other laser velocimetry techniques. Thus, many very small (<0.2 micron) particles can be used to illuminate a laser light sheet and velocity maps can be determined using standard video cameras. Figure 11 shows the DGV configuration for measurement of a single flow velocity component. A three-component DGV system consists of a single frequency laser, either Argon ion [48] [49] [50] [51] or frequencydoubled Nd:YAG [52] [53] [54] [55] [56] [57] [58] [59] , three receiver systems each consisting of two video cameras and an Iodine vapor cell, and a laser frequency monitor -a fourth receiver system used to monitor the optical frequency of the laser. The laser beam is expanded into a light sheet and oriented to the desired measurement plane. Each receiver system is placed about the light sheet to yield the maximum common viewing area with each out-ofplane angle set greater than 30-degrees to minimize viewing pixel overlap errors. The receivers are also set to positions that will yield component velocity vectors that are greater than 45-degrees from each other. The laser optical frequency is then tuned to a point midway along the side of the absorption line, figure 10 . When small particles pass through the light sheet, the scattered laser light is Doppler shifted based on their direction and velocity. When a portion of this scattered light is collected and directed through the Iodine vapor, some of the light energy will be absorbed by the vapor. The amount of light energy reduction will be greater (or less, depending on the direction of the Doppler shift) than that lost if a portion of the original laser beam were directed through the cell. Since the optical power passing through the Iodine vapor is also dependent on the particle number density, particle size, and laser intensity profile, a second or reference video camera is used to obtain a map of the collected scattered light intensities. A beam splitter is placed in front of the Iodine vapor cell to direct a portion of the collected scattered light toward the reference camera via a mirror, figure 11 . This configuration is used to maintain the same optical axis and image orientation for the two cameras.
Normalizing the signal image by this reference image yields the desired velocity-dependent transfer function imposed by the Iodine vapor. The ratio-to-frequency calibration of each Iodine vapor cell and Doppler shift equation are then used to determine the velocity of the flow passing through the light sheet at every pixel viewing point. An example velocity map of the flow above a delta wing is shown in figure 12. 
THE UNIFIED INSTRUMENTATION TEST -GENERAL TESTING PHILOSOPHY
The Unified Instrumentation Test was conducted purely as an instrument development exercise to (a) identify and solve compatibility issues among the techniques used that would inhibit their simultaneous application in a wind tunnel, and (b) demonstrate that simultaneous use of advanced optical instrumentation techniques is feasible for increasing tunnel efficiency and identifying control surface actuation / aerodynamic reaction phenomena. The test was not conducted to study flow physics, or to demonstrate the acquisition of measurements at the highest levels of quantitative accuracy. Although measurement accuracy was important, the most important conclusions to be reached involved understanding how each instrumentation system interacted with the others, which systems could be used together on a non-interference basis, and what changes could be made to facilitate the future development and application of instrumentation in a unified testing scenario. Incorporating these lessons learned into the development paths of each instrumentation system highlighted in this paper will significantly ease system integration issues for future tests requiring the simultaneous use of multiple measurement techniques.
TESTING FACILITIES AND WIND TUNNEL MODEL
The The model used during the test was a flat plate with a hinged leading edge, shown in figure 15 . This configuration was chosen specifically for instrument development purposes as opposed to a model with classical aerodynamic shape. Careful consideration was given to designing a model that generated structural and flow characteristics that could be resolved by each of the instrumentation techniques used. Additionally, the flat plate design allowed for the use of an existing AMA panel that was populated with numerous pressure taps, which could be used as reference points for both the AMA and PSP measurements. The flat plate leading edge angle (LEA) was adjustable from -12° to +12°, causing the creation of a flow separation bubble at positive inclination angles. The flow separation bubble provided an interesting flow field for DPIV and DGV off-body velocity measurements, and a well defined reattachment line that could be detected with on-body PSP and AMA. The adjustable leading edge also provided a variable-shape surface facilitating the application of PMI for measurement of the LEA. Thus the separated flow region (on-body and off-body) downstream of the model leading edge was the primary area of concentration for all measurement techniques used.
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MEASUREMENT TECHNIQUE IMPLEMENTATION VF Implementation
A VF model of the SBRT facility was constructed far in advance of the actual tunnel entry date. The VF model was used extensively for pretest planning and determining how to adequately position all of the required instrument components about the SBRT test section. The greatest challenge was to determine how to mount each optical component in a position as close to optimal as possible, within the spatial constraints imposed by the facility, without interfering with the other instrumentation components. Modeling the entire experiment, including the tunnel, its surroundings, test configuration, and all of the instrument hardware in a virtual environment was the only way to accomplish this task without consuming weeks of additional tunnel occupancy time.
A CAD model of the SBRT facility was required to establish the basis of the VF model. Blueprints of the 1940's vintage facility could not be found, so physical dimensions of the facility were recorded and manually input into the VF software. This produced a fully detailed model of the tunnel and surrounding room, including windows, ceiling rafters, tunnel drive motor, etc. The resulting virtual rendition of the SBRT facility is shown in figure 16 . The wind tunnel model used for the Unified Instrumentation Test was also integrated into the VF model, using dimensions extracted from the drawings used for hardware fabrication. Finally, each hardware component for all of the instrumentation systems used during the Unified Instrumentation Test was geometrically modeled. Optical receiver systems, such as the PSP and PMI video cameras and DPIV/DGV receivers, were modeled using lensing and optical ray tracing capabilities intrinsic to the VF software. This provided the ability for the researcher to visualize what each camera system would be imaging at any prospective mounting location. The PSP and PMI illumination sources were modeled as spotlights to investigate whether adequate illumination could be achieved on the model surface, or whether tunnel structure in the illumination path would cause shadowing. The DPIV/DGV laser light sheet was also modeled to predict the divergence required to adequately illuminate the separated flow region behind the model leading edge, and to define the plane of measurement for DPIV and DGV.
The nominal locations for the PMI and PSP hardware were determined with relative ease. Both instrumentation systems required clear optical access to the wind tunnel model top surface. Thus the virtual PMI and PSP cameras and illumination sources were situated above the test section ceiling and aligned to view the model top surface, figures 17 -18. The virtual components were then iteratively positioned until it was assured that the real components could coexist, albeit in very close proximity, without obscuring each other's field-of-view. The locations of the DPIV receivers for acquiring 2-component velocity measurements in the separated flow region were determined next. The receivers were positioned at the nominal height of the flow separation bubble and aligned to view the DPIV light sheet perpendicularly, figure 19 . Since these components were positioned on the side of the tunnel, there was no possibility that they would interfere with the PMI and PSP hardware. Additionally, there was no concern that the DPIV hardware, when configured in this manner, would interfere with the DGV hardware since the two instruments would not be operated simultaneously.
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Determining the locations of the stereo DPIV and DGV hardware for 3-component velocity vector measurements was much more challenging. The DGV system imposed the most stringent requirements for locating the optical receiver components for two reasons:
1. The velocity vector component measured by each receiver system is dependent on the illumination and observation angles, and 2. It is desired to maintain at least a 45° separation angle between measured velocity components to minimize errors that may propagate through the coordinate transform required to convert the measured velocities to the conventional streamwise-verticalcrossflow reference frame.
Additionally, it was desired to position the stereo DPIV receivers and two of the DGV receivers at the same locations to explore the ability to acquire DGV and stereo DPIV measurements with common receiver systems. Thus the positioning requirements for the stereo DPIV receivers had to be considered concurrently. Following a substantial amount of trialand-error positioning of the virtual hardware components, it was determined that the best compromise for the position of the two DPIV / DGV receivers was downstream of the model, symmetric about the light sheet, oriented upstream to view the separated flow region behind the wind tunnel model leading edge, as shown in figure 20. The simulated camera views from these positions are shown in figures 21 -22. With two of the DGV receiver positions now fixed, the location of the third receiver had to be determined to satisfy the positioning criteria noted above. Locating the two receivers at positions suitable for stereo DPIV provided the DGV system with sufficient sensitivity to resolve flow velocities in the streamwise and crossflow directions, but complete insensitivity to the vertical velocity component.
Sensitivity to the vertical component could only be obtained if the third DGV receiver was aligned to view the light sheet at an oblique downward angle. Unfortunately this was not directly possible because of the minimal clearance above the test section, coupled with the existence of the PMI and PSP hardware. The VF model was used to determine that the third DGV receiver could be mounted as high as possible on the right side of the tunnel and oriented to look cross stream to a downward-tilted mirror on the left side of the tunnel, figure 23. The mirror was angled so the DGV receiver could image the light sheet appropriately, figure 24, achieving the needed sensitivity to the vertical velocity component. The final DGV / PMI / PSP configuration for unified testing is shown in figure 25 .
On-body: AMA Implementation
An instrumented plate (hereafter referred to as an Iplate) that contained the microphones comprising the AMA was installed in the upper surface of the model near the leading edge, figure 26 . This enabled the acquisition of unsteady pressure measurements in the vicinity of flow separation and reattachment. The particular I-plate used for this test was previously employed to characterize the separated flow above a backward step model constructed by Michigan State University 5 and was modified for insertion into the unified instrumentation model.
The plate was populated with 80 flush-mounted electret microphones acting as hydrodynamic pressure sensors. Figure 27 illustrates the location of these sensors on the I-plate. The array consisted of 28 microphones mounted along the centerline of the plate with two rows each containing 13 microphones located on either side of the centerline. A total of 40 pressure taps were also positioned on the plate -28 taps located parallel to the centerline row of microphones and four other rows each containing 3 taps. All taps were offset from their corresponding microphones by 5.4 mm. A 48-channel electronically scanned, differential pressure module (ESP system) with a maximum range of 10 inches of H 2 O was used to sample each of the pressure taps. Acquisition of pressure tap data was not synchronized with the other instrumentation used during the test, primarily because of complications that arose when attempting to remotely trigger the previously existing ESP data acquisition software. Instead, pressure tap data were acquired at the beginning and end of the data acquisition sequences for the other techniques. This method of data acquisition was deemed acceptable since the taps provided time averaged surface pressure data, and the data showed no noticeable change from the beginning to the end of a data acquisition sequence.
A 64-channel signal conditioning system was used to provide gaining and anti-alias filtering of signals acquired from the microphones in the I-plate. The conditioned signals were digitized using a 64-channel multiplexed acquisition card contained in a PC. Each acquisition channel was sampled at 6 kHz, yielding an analog bandwidth of 3 kHz per channel, well above the estimated spectral bandwidth of 1 kHz expected in the separated flow field sampled by the AMA. During data acquisition, data from 64 microphones selected from the 80 on the I-plate were acquired simultaneously, and the AMA data acquisition was fully synchronized with the other measurement techniques. AMA data were acquired at a 6 kHz per channel sampling rate for a 25-second record length, generating 150,000 samples per microphone for each condition tested.
Tap Analysis: Analysis of the surface pressure tap data consisted primarily of computation of the pressure coefficient as a function of the distance along the model centerline. The pressure coefficient was determined using the commonly applied formula
where p s represents the surface pressure at a tap and p r is a reference pressure measured at the leading edge of the test section. A normalized formulation of the pressure coefficient 60 was used in plotting results:
where C p,min is the minimum C p along the model centerline.
Microphone Analysis: Analysis of the dynamic surface pressure data obtained from the AMA consisted of both time-domain analysis to obtain RMS pressure distributions and frequency-domain analysis using block-averaged statistical signal processing to obtain auto spectra, cross spectra magnitude and phase, and inter-channel coherence. The various forms of data analysis are described below.
Time-Domain Analysis: The primary time-domain analysis conducted on the acquired microphone data consisted of computation of the root-mean-squared (RMS) pressure fluctuations at each microphone. This was done after converting the raw data to engineering units (Pascals) using sensitivity data obtained from microphone calibrations over a frequency range of 1 to 3 kHz. The RMS values were computed via Large diameter circles represent microphones, small diameter circles represent taps. 
where p k is the k th pressure sample from an n-sized ensemble acquired for microphone #i. The RMS pressure distribution along the centerline of the model is an excellent indicator of flow reattachment. As described by Hudy in reference 5, the commonly held view is that the RMS pressure distribution is dominated by the interaction of shear-layer vortical structures generated by the separation bubble with the surface of the model. As these structures convect downstream, they grow in size and intensity and move closer to the surface of the model.
At the point of flow reattachment, the interaction of the structures with the surface of the model reaches a maximum.
Frequency-Domain Analysis: The primary frequencydomain analysis conducted on the acquired microphone data consisted of the computation of an M by M cross spectral matrix on the centerline row of microphones, where M is the total number of microphones on the array centerline (in this case, 28). The formation of the individual matrix elements was achieved through the use of Fast Fourier Transforms (FFT), performed after conversion of the raw data to engineering units (Pascal's). Each channel of engineering unit data was segmented into a series of non-overlapping blocks each containing 1024 samples, yielding a frequency resolution of 5.8 Hz for the 6 kHz acquisition sampling rate. Using a Hamming window, each of these blocks of data was Fourier transformed into the frequency domain.
The individual upper triangular matrix elements plus the diagonal (representing auto spectra for each array microphone) were formed by computing the corresponding block-averaged cross spectra from the frequency data using
where W s is the data window weighting constant, N is the number of blocks of data, and X represents an FFT data block. The lower triangular elements of the matrix were formed by taking the complex conjugates of the upper triangular elements (allowed because the cross spectral matrix is Hermitian). Individual spectra were extracted from the cross spectral matrix (auto spectra from diagonal entries, cross spectra from non-diagonal) and displayed as sound pressure level (SPL) relative to 20 µPascals versus frequency. The ordinary interchannel coherence was computed for combinations of off-diagonal entries in the cross spectral matrix via
The computation of the cross spectral matrix and extraction of auto spectra, cross spectra, and coherence is very similar to processing performed by the authors for aeroacoustic directional microphone arrays.
On-body: PSP Implementation
PSP was used to obtain measurements of the steady state pressure distribution on the I-plate surface, figure 26 . By coupling the PSP measurements with those obtained with the AMA, both the steady and unsteady pressure distribution on the I-plate surface could be fully determined.
Obtaining PSP measurements over this region-of-interest also provided the capability to correlate the surface pressure distribution with the off-body velocity measurements obtained in the separated flow region above the model, and examine compatibility issues with PMI and the offbody velocity measurement techniques. As a matter of practicality, pressure taps already incorporated into the I-plate served as reference pressures for the PSP data.
The PSP system optical components consisted of a single 16-bit scientific grade CCD camera and two 102-mm diameter light emitting diode (LED) arrays. The PSP camera was mounted above the tunnel test section ceiling on the tunnel centerline, slightly downstream of the I-plate geometric center, and aligned to view the I-plate. The LED arrays were also mounted above the test section ceiling near the side walls, and provided broadband blue illumination centered at 464 nm for paint excitation. The camera was equipped with a 650 ± 40 nm optical band pass filter and an IRblocking filter to spectrally isolate the PSP emission from the PSP illumination and laser light used by the remaining optical measurement techniques. A fiber optic video interface was used to transmit PSP data images back to the tunnel control room, where they were acquired and stored using a frame grabber installed in a PC-compatible computer.
The PSP was a ruthenium bathophenanthroline (RuB)-doped sol-gel formulation on a trifluoroethylmethacrylate copolymer (FEM) base coat. This paint composition was developed specifically for low-speed pressure sensitivity and dynamic response exceeding 1 kHz.
The paint has high pressure sensitivity exceeding 0.7%/kPa, relatively low temperature sensitivity at ~1.2%/°C, and excellent compatibility with blue LED illumination. The paint was applied to the I-plate in-situ, while the I-plate and model were installed in the tunnel test section. The I-plate microphones and pressure taps were masked prior to PSP application.
Continuous-wave (CW) LED illumination was used during PSP data acquisition. Sixteen images, each having a 1-second exposure time, were acquired for each tunnel condition. The 16-independent images were then averaged to improve the measurement signalto-noise ratio and subsequently processed using the Greenboot® PSP image processing software 19 . The PSP results were then converted to pressure (or pressure coefficient, Cp) by an in situ calibration using 25 of the 28 centerline taps on the I-plate. PSP data were acquired both independently and unified with the AMA, PMI, DPIV, and DGV. PSP data were acquired from a single paint application with negligible decreases in signal for a period exceeding one month, demonstrating the robustness of this paint formulation to low-and high-impact damage, sedimentation of tunnel debris, photodegradation, and contamination by off-body velocimetry seeding.
On-body: PMI Implementation
PMI was used to measure the model leading edge deflection angle. The leading edge, constructed of solid aluminum, was not expected to exhibit any aeroelastic deformation and therefore provided a relatively uninteresting test article for PMI measurements. The predominant goal of exploring the PMI system compatibility with the other measurement techniques, however, could still be achieved using this approach.
The PMI system was configured to measure the leading edge deflection in an approximate 125-x 125-mm region-of-interest at the front of the model, slightly off centerline. The PMI system hardware was mounted above the SBRT test section and aligned to view the model top surface through the float glass test section ceiling. As shown in figures 17 -18, VF models of the experimental setup were used to strategically position the PMI system hardware components to achieve cohabitation with the PSP equipment.
A laser diode bar emitting 795 nm was used as the PMI system illumination source. The laser light was fiber optically coupled from the tunnel control room to the PMI projector head installed above the test section. The projector head optical axis was aligned perpendicular to the model top surface, and a 10 line pairs/mm Ronchi ruling was installed in the projector to generate the grid pattern projected onto the leading edge. The leading edge top surface was painted with a flat white PSP primer to provide a diffuse scattering surface for PMI measurements.
The PMI video camera was a standard analog RS-170 compatible CCD camera with 768-x 480-pixel resolution. The camera was mounted downstream of the projector head, angled approximately 40° upstream to view the leading edge. A 795 ± 5 nm optical band pass filter was mounted to the PMI camera lens to distinguish the PMI system laser light from other sources of illumination for the remaining optical measurement techniques. The analog video stream produced by the camera was transmitted to the tunnel control room via a video fiber optic interface, and subsequently digitized using a frame grabber installed in a PC-compatible computer. Twenty PMI data images were acquired for each tunnel and model condition tested. The twenty independent images were then averaged to minimize noise present in the video signal and processed off-line to determine the leading edge deflection angle.
Off-body: DPIV and DGV Implementation
DPIV and DGV were both used to measure the offbody flow velocity in the separated flow region above the I-plate. Although DPIV and DGV cannot be operated simultaneously because of differing operational requirements and receiver configurations, there are numerous areas of commonality that can be exploited towards construction of a single system capable of acquiring both DPIV and DGV measurements. Therefore, in addition to exploring compatibility with PSP and PMI, one of the primary goals of the off-body measurements portion of the Unified Instrumentation Test was to determine the extent of commonality that could be achieved between the DGV and DPIV hardware.
DPIV and DGV are both typically based on the use of pulsed, frequency doubled Nd:YAG lasers operating at 532 nm wavelength. DGV requires a single-frequency laser whereas DPIV requires either a double-pulse laser or two separate single-pulse lasers. A combined DGV/DPIV laser system could be formed by using one single frequency Nd:YAG laser (for DGV) and one non-injected broadband Nd:YAG laser (for DPIV) in tandem.
Many of the other DPIV and DGV components have common requirements and perform similar functions. For example, the DPIV and DGV systems were configured to place potentially common components at the same locations. The same tunnel seeding system was used for both techniques. Common light sheet generation optics were used by both DPIV and DGV to create the light sheet defining the off-body velocity measurement plane. Additionally, the receiver systems were engineered to require only modest changes to the optical configurations to accommodate both techniques.
These and additional areas of commonality are described in greater detail below, followed by sections addressing specific aspects of the DPIV and DGV implementations.
Tunnel Off-Body Seeding System: A commercially available smoke generator was used to provide uniform flow seeding for off-body velocity measurements above the I-plate. The smoke produced by the generator was introduced into the facility by entraining it in the flow at the tunnel intake. The smoke generator consisted of a shearing atomizer feeding a vaporization / condensation section.
The smoke fluid was pharmaceutical grade mineral oil. The generator produced a cloud of smoke that could be varied in density by adjusting the atomizer supply pressure. Smoke densities ranging from a wisp to an amount of smoke that would fill the SBRT room within a few minutes were possible. Thus the seed particle density requirements for both DPIV and DGV could be easily met. The smoke particle size ranged from 0.2 to 0.4 µm, measured using a particle size analyzer. This is significantly smaller and more uniform than the 0.4 to 20 µm diameter particles produced by propylene glycol-based theatrical foggers that are often used for DPIV and DGV measurements. Even though the particles were small, they scattered enough light to be imaged by DPIV receivers. The resulting DPIV images contained sufficient particle image pairs to establish an accurate cross-correlation, and thus velocity vector, within each interrogation region. The particle image diameter was consistent among all particles in the image, indicating good smoke particle size uniformity.
Laser Light Sheet Generation: DPIV and DGV measurements were desired above the I-plate in a vertical plane along the tunnel centerline. The laser light sheet defining this measurement plane was formed by a series of mirrors and lenses that shaped the circular beam from the frequency-doubled Nd:YAG lasers into a sheet approximately 0.3 m in height and 0.5 mm thick throughout the measurement area. The transmission optics are shown in figures 28 -29. The light sheet illuminated by flow seeding is shown in figure 30 . The growing sheet was injected into the tunnel downstream of the model trailing edge and turned upstream using a right-angle prism. Although the single-frequency, frequency-doubled Nd:YAG laser used for DGV could have been one of the two DPIV lasers, separate systems were used since the lasers were of significantly different powers. The DPIV lasers and the DGV laser were placed upstream and downstream respectively from the light sheet forming optics. Thus the laser systems could be switched by the insertion/retraction of a single mirror. 
Timing Synchronization System:
A custom synchronization and control circuit was constructed to synchronize the DPIV / stereo DPIV and DGV laser(s), cameras and frame grabbers to insure simultaneous operation of the components. The circuit was designed to control up to two lasers and up to eight camera / frame grabber systems. The circuit also monitored the Iodine vapor cell temperatures during DGV applications. In addition this device provided the synchronization signals to begin acquisition for PMI and the AMA. Data Acquisition System: The DPIV/DGV data acquisition system consisted of a PC-class computer cluster with two frame grabber boards installed in each slave computer (2 for DPIV and 4 for DGV). A master computer was used to provide the user interface and the primary control for the slave computers and synchronization electronics. This data acquisition system, including the data acquisition software, was originally developed for DGV applications. Hardware and software upgrades were then added to the original system to accommodate the high resolution video cameras used for DPIV. Following the upgrades, the system could be used for either DGV or DPIV data acquisition.
Imaging System: The imaging systems for DPIV and DGV were based on the use of two 1300-x 1030-pixel progressive scan CCD cameras that imaged the seeded flow through a beam splitter. The receiver system components used for DPIV are shown in figure 31 . The beam splitter used for DPIV applications was a 50.8-mm depolarizing cube. The output beam polarizations of the DPIV lasers were aligned to be orthogonal, such that light emitted during the first laser pulse was Spolarized, and light emitted during the second laser pulse was P-polarized. The depolarizing cube was used to direct the particle-scattered light from the first laser pulse to one camera, and the scattered light from the second laser pulse to the other camera. The DGV receiver systems used a non-polarizing beam splitter plate with a 60/40 percent split ratio. An iodine vapor cell was installed between the splitter plate and signal camera in the optical path receiving the 60% of the split light. The additional light passed to the iodine cell by the beam splitter helped compensate for optical reflection losses and attenuation through the iodine cell. The remaining 40% of the split light was directed unabated to the reference camera. The DGV receiver assemblies were fully enclosed to protect the optics from the tunnel seeding, provide shielding from extraneous laser light, and to maintain a stable operating environment. The receiver packages were thermally controlled using self-contained heating and air conditioning systems to minimize drift of the iodine vapor absorption characteristics. The DPIV receivers were not enclosed for this study simply for convenience in performing camera alignment adjustments.
The cameras were electronically shuttered to 1/10,000 second for both DPIV and DGV operation. The laser/camera timing was adjusted such that the 10 nS Nd:YAG laser pulse occurred within the camera open shutter time. The minimal exposure time, coupled with the high energy Nd:YAG illumination, ensured that the collected particle scattered light intensity was much greater than other sources of background light, including the PSP illumination and emission. IRblocking filters were installed in each camera to provide additional extinction of the PMI system laser light. The analog output from the video cameras was transmitted to the tunnel control room via RG-59 coax cable and digitized at 8-bits.
DPIV System Specifics:
Two different receiver location geometries were used for DPIV during the Unified Instruments Test.
The first enabled measurement of the 2-component flow velocity vector (streamwise, vertical) within the plane of the laser light sheet with optimal accuracy. The second configuration provided stereo views of the light sheet, yielding 3-component flow velocity vector (streamwise, vertical, crossflow) measurements. Two independent DPIV receiver systems, totaling 4 cameras, were used in both phases of the DPIV investigations.
The DPIV receiver optical configuration used for acquiring the 2-component velocity measurements is shown in figure 32 . Although 2-component DPIV measurements can be obtained using a single pair of cameras, two receiver systems were used to expand the DPIV system field-of-view. The two receiver systems were arranged side-by-side and aligned such that their optical axes were perpendicular to the laser light sheet. The use of 135-mm f/2 single-lens-reflex (SLR) lenses on each camera resulted in an 80-x 200-mm (h-x w) combined field-of-view at an approximate 1.5 meter standoff distance. Unfortunately, this field-of-view was not large enough to measure the flow velocity over the full length of the I-plate. Therefore DPIV data was acquired for each test condition with the receiver system shown in figure 14 located at two streamwise stations. The vector maps acquired from the upstream and downstream stations were subsequently merged to generate the off-body flow velocity map for an overall 80-x 400-mm field-of-view from the model leading edge to the I-plate trailing edge.
Stereo DPIV measurements were obtained by reorienting the two receivers downstream of the model, positioned symmetric about the light sheet as shown in figure 20 . These locations corresponded with the locations of two of the DGV receiver components. Stereo DPIV data were acquired in a single measurement area approximately 80-x 100-mm in size near the model leading edge for a subset of the full test matrix. Since the off-body flow was predominantly two-dimensional at the tunnel centerline, the use of stereo DPIV was primarily intended to investigate the ability to obtain DPIV and DGV measurements with co-located receiver systems.
The DPIV image processing steps are outlined below. Specific details concerning the processing procedure may be found in reference 41.
1. Background image subtraction: A background, or "minimum" image was generated for each camera using a method described in reference 61. The background image was subtracted on a pixel-bypixel basis from all captured DPIV images to reduce the influence of unwanted flare light and background noise during the analysis. 2. Pixel alignment / distortion correction: Accurate pixel registration among the various cameras comprising the DPIV and stereo DPIV receivers was of paramount importance to minimize velocity measurement bias errors. The pixel alignment algorithm employed sequences of dot card images acquired during system calibration. The dot card images were processed using a piecewise bilinear dewarping technique originally devised to remove perspective and optical distortions for DGV images 47 . 3. Cross correlation analysis: Classical spatial cross correlation analysis was performed on pairs of images acquired from the two DPIV / stereo DPIV receivers using a commercially available analysis package. The relevant processing parameters used for the analysis are tabulated in Table 1 .
Velocity field validation:
Incorrect velocity vectors generated by the cross correlation analyses were identified and removed using magnitude difference algorithms contained in the shareware CleanVec validation system 62 .
Gaussian interpolation of the validated vector fields was then performed to insert an estimated velocity vector into those interrogation regions that originally reported an incorrect velocity vector, but were surrounded by at least 50% good vectors. Regions not surrounded by 50% good vectors were unaltered. 
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DGV System Specifics: Once the DPIV testing was completed, two DGV receivers were installed at the identical locations as the DPIV receivers in their stereo configuration. A third DGV receiver was installed to view the light sheet via a mirror from a point above and upstream of the leading edge, figure 23 . This configuration yielded out-of-plane angles greater than 41 degrees with vector-to-vector angles greater than 43 degrees. 50-mm focal length SLR lenses were used on the DGV cameras.
The resulting field-of-view observable by the three DGV receiver systems was 255-x 355-mm (h-x w), beginning 25 mm in front of the model leading edge and extending downstream over the I-plate centerline.
The single-frequency, frequency-doubled Nd:YAG laser was also enclosed to protect the laser and the Laser Frequency Monitor (LFM) from the smoke and stray laser light. Two standard RS-170 compatible video cameras were used in the LFM. These cameras, in conjunction with an iodine vapor cell, were used to measure the average laser emission frequency and spatial frequency distribution throughout the laser beam cross section. This information was used to adjust the optical frequency maps obtained by the three DGV receivers, yielding images whose pixel intensity values were directly proportional to the Doppler-shifted scattered light frequency. These Doppler frequency maps were subsequently converted to 3-component velocity measurements.
The data acquisition system was configured to use four slave computers to acquire the images from the added third component and LFM. Since the original DGV data acquisition system was designed to acquire images from one to four receiver systems, the addition of the two slaves just required their activation in the software.
TESTING PROCEDURES
The measurement systems used during the Unified Instrumentation Test were installed sequentially in the facility, and tested independently prior to operating in a unified manner with the other measurement techniques. The order of testing is shown in Table 2 . The DPIV/DGV data acquisition times could be dramatically reduced by upgrading the DPIV/DGV acquisition system to remove the 100 Mb softwareimposed storage limitation or to enable video streaming to disk. This would reduce the DPIV/DGV acquisition times to nominally 60 seconds, more commensurate with the acquisition times of the other instrumentation systems used during this test.
A typical unified acquisition sequence was begun by arming all of the instrumentation systems. Seeding was injected into the flow and allowed to stabilize for approximately 30 seconds. The DPIV/DGV acquisition system was used to continually monitor the DPIV/DGV camera outputs. When optimal seeding levels were obtained, the DPIV/DGV data acquisition operator verbally announced the start of data acquisition, and triggered the DPIV/DGV, AMA, and PMI acquisition computers.
The PSP acquisition computer was manually triggered based on the verbal command of the DPIV/DGV acquisition system operator. PSP and PMI data were acquired at the beginning and end of the 25-minute acquisition sequence to monitor any drift that may have occurred throughout the acquisition time. No significant drift in either the tunnel velocity or leading edge angle was revealed by these techniques.
REPRESENTATIVE RESULTS
On body: Surface Pressure Taps / AMA
Steady state surface pressure data measured using the taps embedded in the I-plate are shown in figure 33 . The data were acquired at 40 m/s tunnel free stream velocity and a model LEA of +12°. Results produced by several clogged taps have been removed for clarity. The general shape of the pressure distribution shown in figure 33 reveals information concerning the extent of the separated flow region generated by the model leading edge. The C p * values shown remain flat or slightly decrease along the centerline of the I-plate until approximately tap 8 to 10, at which point the pressure starts to rapidly increase and level off near tap 28. As described in reference 5, use of the C p * function defined in equation (2) instead of the traditional C p function allows the mean pressure distribution from various separated flow studies to be correlated. Many of these studies (reference 5 contains six different examples) have shown that the point along the centerline of the separation bubble at which the pressure starts to increase (the lower pivot point) indicates the location of greatest separation bubble height. Furthermore, this pivot point occurs at approximately one-half of the reattachment distance. Thus, it can be inferred that reattachment for the flow condition illustrated in figure 33 will occur in the vicinity of taps 16 to 20.
The unsteady surface pressure is a further indicator of the flow reattachment location. Figure 34 Representative coherence plot for microphones #1 and #2. Representative auto spectrum for microphone #1. This reaffirms the conclusion drawn from the pressure tap data that flow reattachment occurred near tap #20 for this particular flow and model condition.
The microphone data were also analyzed in the frequency domain by applying equations (4) and (5) to compute the auto-and cross-spectra, and inter-channel coherence. Figure 35 shows a representative power spectrum for microphone 1 (nearest the model leading edge on the centerline) for a free stream velocity of 40 m/s and +12° LEA. As can be seen from the shape of the spectrum, the relevant spectral energy encompasses a range from DC to approximately 500 Hz. Figures 36 and 37 show representative cross spectral magnitude ( figure 36 ) and phase (figure 37) plots for centerline microphones #1 and #2 for the same flow condition. Figure 38 shows a representative coherence function for the same microphones and flow conditions as figure 35 . The coherence function clearly shows that the spectral energy in the flow (at least in the vicinity of microphones 1 and 2) decreases rapidly from DC to 500 Hz and falls off to low levels at higher frequencies.
On-body: PSP
Representative PSP data acquired at 40 m/s tunnel free stream velocity for 0, +6, and +12° model LEA are shown in figure 39 . The data were acquired independent of the other measurement techniques used in the Unified Instrumentation Test. The line plots provided in figure 39 show the comparison of PSP measurements with pressure tap measurements along the model centerline. Relatively poor correlation was observed at 0° LEA, having a nominal 138 Pa total pressure change along the model surface. Excellent correlation with the pressure tap data was achieved for +12° LEA, as the total pressure change approached 690 Pa. In general, the PSP performance was suitable for characterizing the on-body characteristics and reattachment location of the separated flow generated by the model leading edge. The global nature of the PSP results provided clear visual demarcation of the flow reattachment, and these results correlated well with the reattachment location identified by the pressure tap and AMA data. The data shown in figure 39 are also typical of PSP data acquired while testing in a unified manner with the taps, AMA, and PMI, figure 40a. This confirmed that the PMI laser light did not corrupt the PSP data images or cause paint photodegradation, even when the PMI system laser was increased to its maximum output power level of 30 watts.
Unified operation with DPIV and DGV presented significantly greater challenges involving the 532-nm DPIV/DGV laser light and flow seeding. The PSP camera was equipped with a band pass filter centered about the 650 nm PSP emission peak, which provided isolation from the direct 532 nm DPIV/DGV laser illumination. However, as is shown in figure 3 , the 532 nm DPIV/DGV emission lies within one of the primary PSP excitation peaks. Thus the presence of the DPIV/DGV laser light (including light scattered from seed particles) induced additional paint excitation and emission, which ultimately appeared as an artificial pressure reduction in the PSP data images. This data corruption occurred most predominantly in the vicinity of the DPIV/DGV light sheet. This effect can be seen in figure 40b, which shows a PSP image acquired in a unified manner with AMA, PMI, and DPIV at the same tunnel and model conditions as figure 40a. The presence of the 532 nm laser light and inhomogeneous seed material results in the complete loss of the pressure information in the vicinity of the I-plate, and indicates an artificial pressure reduction near the model centerline.
In an attempt to circumvent this problem, a liquidcrystal (LC) shutter was placed in front of the PSP camera. The LC shutter had an open/close time of 100 µs, a 1000:1 contrast ratio, and 70% transmission at 650 nm. The shutter was synchronized with the DPIV/DGV laser pulse timing such that the shutter was closed for 5 ms bracketing the time when the DPIV/DGV laser was pulsed, and open for the remaining 95 ms between laser pulses. PSP data images were acquired by allowing the camera to integrate over multiple open/close cycles of the LC shutter. This approach seemed to alleviate most of the errors attributable to the laser exciting the paint. However, the spatial and temporal non-uniformity of the flow seeding continued to cause a variable attenuation in the transmitted and received PSP light collected during the open shutter periods. Figure 40c shows a PSP data image acquired in unified operation with AMA, PMI, and DPIV at the same tunnel and model conditions as figures JJ6a-b. The LC shutter was in use to remove the effects of DPIV laser excitation of the paint, and a moderate amount of seed material existed in the flow for DPIV measurements. The PSP data in figure 40c indicate that the use of the LC shutter helped to restore some of the pressure information as compared to figure 40b. However, the PSP data in figure 40c exhibits large variations in the pressure distribution compared to the no laser, no seed measurement shown in figure 40a. Figure 42 shows a series of six velocity field streamline plots obtained using the 2-dimensional DPIV configuration. The streamline plots were derived from the processed DPIV velocity vector plots, and illustrate the off-body flow structure at 40 m/s tunnel free stream velocity and +2, 4, 6, 8, 10 , and 12° LEA. The data shown in figure 42 have been cropped from the full DPIV system field-of-view to allow easier viewing of the flow structure in the vicinity of the reattachment location. The location of AMA centerline microphone #20 is shown as a reference. A comparison of the +12° LEA streamlines in Figure 42 with the RMS pressure fluctuation data shown in figure 34 shows a high degree of correlation between the reattachment locations identified by the on-and off-body instrumentation. Velocity streamline plots similar to those shown in figure 42 were also obtained while conducting unified tests with AMA, PSP, and PMI. There was no apparent contamination of the DPIV images from the PMI laser light or PSP illumination and emission.
Off-body: DPIV
Off-body: DGV
The acquisition of DGV measurements was first attempted independent of the other measurement techniques. During this course of testing, it became apparent that extraneous scattered DGV laser light was a critical impediment to acquiring accurate velocity measurements. Laser light scattered off the particles in the heavy smoke plume reflected off the tunnel walls and the PSP on the model surface, causing a green "glow" in the SBRT test section. Unfortunately, since DGV is basically an amplitude measurement, this secondary scatter was a direct error source since its optical frequency was different from the Doppler shifted light collected from the light sheet. The resulting measurements were the amplitude-weighted average of all optical frequencies originating from all light sources viewed by each pixel, and did not accurately represent the Doppler-shifted scattered light from particles embedded in the flow. Several attempts were made to minimize the amount of secondary-scattered light. First, the PSP was removed from the I-plate and the I-plate was painted flat black. Most of the interior of the test section was also painted flat black. Although these steps reduced the amount of secondary scatter, it could not be completely eliminated. Thus velocity maps comparable to those obtained by DPIV could not be obtained.
The susceptibility of DGV to secondary scatter from tunnel walls and/or model surface will remain a continual issue in the development and application of the technique. Testing in small wind tunnel facilities, such as the SBRT, may pose greater challenges in overcoming problems incurred by secondary scatter than testing in larger facilities where the confining walls are farther away from the measurement area. Scattering off the model will unequivocally corrupt velocity measurements near the model surface. However, this does not preclude the acquisition of representative flow field velocity measurements well above the surface, as is shown in figure 12 . The data shown in figure 12 were also acquired in the SBRT facility, albeit with a different model and optical configuration than that used during the Unified Instrumentation Test. Thus the presence and effects of secondary scatter are fully test-dependent, and often impossible to predict. The largest difficulty with secondary scatter is that its effects are often unapparent until the data are processed. Secondary scatter often does not manifest itself in the raw DGV data images, and potential sources of secondary scatter cannot be modeled using VF technology. Therefore problems caused by this error source are often not discovered until middle-or post-test. This mandates the need for near real-time data processing, which would allow for easier identification and minimization of secondary scattering errors early in the test.
VF -Unifying the Results
Efficiently analyzing and the results obtained with multiple measurement techniques can be a difficult task. For the Unified Instrumentation Test, enhanced data analysis and visualization capabilities were achieved using the VF model originally used for test planning. Figure 43 shows an example of PMI, PSP, and 2-component DPIV measurements imported back into the VF model. Use of the 3-dimensional virtual environment for data visualization provided clear advantages for identifying aerodynamic cause and effect relationships compared to viewing the data as 2-dimensional images.
INSTRUMENT COMPATIBILITY SUMMARY
The Unified Instrumentation Test revealed numerous areas where the optical measurement techniques were compatible with one another.
Likewise, some unexpected incompatibilities were identified. In general, operating each instrument at different discrete optical wavelengths worked well to optically isolate the measurement techniques. Table 3 lists the operating wavelengths of the instruments used during the Unified Instrumentation Test. The AMA was determined to be compatible with all of the optical measurement techniques used during the test. Naturally, optical interference between the AMA and other instrumentation systems was not a concern since AMA is not an optical instrument. However, a subtle area of potential compatibility problems involved the seed material used for DPIV/DGV. Seed material constituted of large diameter particles (e.g., propylene glycol) has a tendency to condense onto the model surface, and the deposited liquid could obstruct the microphone apertures thus affecting their response. The vaporized mineral oil seed used during the Unified Instrumentation Test showed no signs of condensation onto the model surface, and therefore did not corrupt the AMA.
PMI and PSP were found to be completely compatible through all stages of unified testing. The PSP showed no signs of photodegradation as a result of the 795 nm PMI laser light, nor could the PMI laser illumination be seen in any PSP image. Likewise, there was no evidence of the PSP ultraviolet illumination or emitted red light in the PMI images. The PSP also provided a nearly ideal diffuse scattering surface for PMI. Thus the two techniques can be used simultaneously in future tests, which presents the possibility of using PMI measurements to correct for wind off / wind on pixel registration errors in PSP images.
PMI was also found to be compatible with both the DPIV and DGV off-body velocity measurement techniques. The PMI image quality requirements are substantially more dependent on spatial resolution than intensity resolution. Thus the presence of seed particle material within the flow at low to moderate levels does not significantly corrupt the PMI image data. Therefore PMI can readily be used to measure wind tunnel model structural deformation simultaneously with these offbody velocity techniques, a critical capability for measuring control surface actuation / aerodynamic reaction phenomena.
PSP was found to be largely incompatible with the offbody velocity techniques for two fundamental reasons:
(1) non-stationary / non-uniform flow seeding caused wind-on variations in the PSP signal intensity that appeared as an artificial pressure variation, and (2) seed particle scattered light from the high powered DPIV and DGV lasers was absorbed by the PSP and emitted in the 650 ± 50 nm PSP output band. Normally the PSP photon absorption efficiency in the 532 nm region is low compared to the UV. However, the high energy of the DPIV and DGV lasers created enough light scattering to cause the PSP absorption and associated emission to be a problem. This was solved by placing a liquid crystal shutter in front of the PSP camera and closing the shutter during DPIV/DGV Nd:YAG laser pulses. The shutter minimized errors caused by the PSP absorption of the 532 nm laser light, but did not solve the artificial pressure variations caused by the nonstationary, non-uniform seeding. It is possible that PSP could be successfully applied with the off-body velocity measurement techniques if uniform seeding were achieved. In this case, the seed material would cause a uniform attenuation of the PSP illumination and emission, which would not alter the PSP performance with the exception of lower signal levels. Although completely homogeneous seeding is not typical, it can be achieved in supersonic wind tunnels that use water condensation droplets as seed material.
Although flow seeding emerged as a fundamental compatibility issue between PSP and DPIV/DGV, the use of seed material in the flow for the off-body techniques did not degrade the PSP. The flow was seeded with vaporized pharmaceutical grade mineral oil for both DPIV and DGV studies, and the PSP showed no seed particle-induced degradation whatsoever even after multiple days of exposure. This is an important compatibility to note since it demonstrates that PSP and DPIV/DGV could be conducted during the same tunnel run if flow seeding is turned off during the acquisition of PSP measurements.
An important compatibility issue investigated during the course of the Unified Instrumentation Test concerned the performance of candidate hardware components and subsystems suitable for use in an integrated DPIV / DGV acquisition system. DPIV and DGV hardware components common for this test included the following:
• Seeding system
• Laser light sheet optical system
• Synchronization controller
• Video cameras
• Data acquisition computers and frame grabbers
• Data acquisition software
Many of these components, described in the Measurement Technique Implementation section, performed to expectations when used in the DPIV, stereo DPIV, and DGV acquisition configurations. Use of the same tunnel seeding system was initially of great concern, as it was unclear whether the small particle size would provide sufficient scattered light for capture by the DPIV cameras. These concerns were alleviated when the quality of the captured DPIV and stereo DPIV images was comparable to that obtained using more traditional DPIV seeding techniques. This verified that a common seeding system could be used in an integrated DPIV/DGV system. While the laser requirements for DPIV and DGV are different (single frequency versus double-pulse, etc.), the laser light sheet optical system proved compatible for DPIV and DGV.
The DPIV / DGV acquisition cameras proved to be somewhat troublesome for use in an integrated system. The cameras were ideal for DPIV and stereo DPIV imaging because of the high spatial resolution provided by the 1300-x 1030 pixel format sensors. However, this large pixel density and 8-bit dynamic range was less suitable for DGV since the technique is far more dependent on amplitude resolution than spatial resolution. For the Unified Instrumentation Test, the acquired DGV images were binned and stored at a resolution of 650-x 515 pixels, effectively making these high spatial resolution cameras unnecessary when used for DGV. In contrast, the data acquisition computer and software subsystem performed exceptionally well when used for DPIV and DGV. No configuration changes were required to switch acquisition modes from DPIV to / from DGV, other than configuring two additional slave computers to acquire images from one additional DGV receiver and the laser frequency monitor.
A particular issue related to use of the integrated components in the stereo DPIV acquisition configuration concerned the placement of receivers to achieve maximum accuracy in the reconstructed out-ofplane velocity component.
Note that receiver placements are also critical to DGV velocity field accuracy and that the DGV optimal placements may not always be suitable for stereo DPIV use. A consequence of these limitations in receiver placement between the two measurement systems is that a potentially small locus of acceptable positions is created which may hinder applying an integrated system in facilities with limited optical access unless the receivers are repositioned for each technique. Although the SBRT provided excellent optical access for the Unified Instrumentation Test, the locus of acceptable receiver locations was very limited because of the spatial constraints imposed by the facility.
The best configuration for the two integrated stereo DPIV / DGV receivers was a symmetric, co-planar arrangement downstream of the measurement area, bisected by the light sheet. Note however that the stereo DPIV receivers do not have to reside in a co-planar configuration, nor do they have to be symmetrically placed about the light sheet. However, a co-planar, symmetric configuration reduces the mathematical complexity of reconstructing the out-of-plane velocity component.
A significant increase in off-body velocity measurement capability can be obtained for installations where an integrated DPIV/DGV hardware system can be deployed. The DGV configuration can be used to obtain large-scale flow velocity maps while the DPIV / stereo DPIV configuration can be used to obtain detailed measurements of specific regions of interest. While analysis of the data obtained using the above-mentioned integrated hardware components is on-going, the preliminary results indicate that construction of a viable integrated DPIV / DGV hardware system is feasible.
FUTURE DIRECTIONS FOR UNIFIED INSTRUMENTATION DEVELOPMENT
The Unified Instrumentation Test served well to investigate the physics of simultaneously applying multiple optical instrumentation techniques in a wind tunnel environment. It also made it clearly apparent that significant improvements to the mechanics of applying multiple optical techniques simultaneously will be required for successful implementation in the future. Several notable areas requiring improvement are:
Near real-time data processing: An essential criterion for all of the techniques used, this will provide on-line data inspection to ensure proper instrument functionality and prevent data loss from corruption that may otherwise go unnoticed until post-test processing. Considering the current and near-future computational capabilities and the processing demands intrinsic to AMA, PMI, PSP, DPIV, and DGV, data turnaround times ranging from several seconds to several minutes seem realistic for processing complete data sets. Subsets of the data could be processed at sub-second intervals for qualitative inspection. Data processing at these rates will substantially aid in verifying instrument operation, and provide the aerodynamics researcher with rapid feedback regarding the flow and model conditions occurring in the test.
Enhanced Data Visualization and Analysis Capabilities: One of the most attractive features of applying multiple instruments in a unified testing scenario is the potential to use the output data streams to establish interrelationships that might otherwise go undetected when using a single measurement technique. This is most easily accomplished in a 4-dimensional (including time) virtual environment where the results produced by each measurement method can be presented simultaneously about a virtual wind tunnel model. The VF capability used during the Unified Instrumentation Test approaches this goal, but requires much tighter integration with each instrumentation system such that the data processed in near-real time can also be visualized in near real-time. The visualized results do not necessarily need to be the final processed data of highest quantitative accuracy.
It is likely more important to maintain a high data presentation bandwidth, since a significant amount of insight can be gained by visualizing semi-quantitative (or qualitative) results at high data rates.
Common Output File Format: Importing the near-real time processed results into a virtual environment must be accomplished through the use of an output file format that is common among all of the instrumentation techniques being used. There is currently no such file format being pursued by instrument developers. Standard image formats such as JPEG, TIFF, BMP, etc. are generally insufficient for storing scientific imagebased data, or one-dimensional vectored data such as that produced by the AMA. The files must not only contain the data, but information regarding spatial registration of the data (e.g. where it was acquired with respect to the model), tunnel conditions, and other model parameters. Spatial registration information is critically important so the data can be automatically positioned as it is streamed into the virtual environment. The Hierarchial Data Format (HDF) 63 , supported by the National Center for Supercomputing Applications (NCSA) provides these capabilities. HDF is a platform independent, self-describing file format suitable for storing single-or multi-dimensional data of any type. The format was specifically designed to store scientific data and associated metadata, and is becoming widely accepted in the scientific imaging community. Use of the HDF file format will be included in future AMA, PMI, PSP, DPIV, and DGV development efforts at NASA LaRC.
Use of Video Transmission and Acquisition Standards: Three different types of video cameras, video transmission protocols, and video acquisition systems were used during the Unified Instrumentation Test to accommodate PMI, PSP, and DPIV/DGV. While the differing imaging requirements of these techniques makes it impractical for them all to use the same type of camera, their data images can be transmitted and captured using standardized hardware and software. The IEEE-1394 (FireWire) and Camera Link 64 video transmission protocols are possible options for unified instrument development. IEEE-1394 has the advantage of a fully standardized data transmission protocol, cabling, and acquisition libraries, however it may be more suited to commercial-grade video cameras rather than scientific cameras. The Camera Link standard is still maturing, and currently offers a standardized digital transmission protocol and universal cabling. Camera Link currently does not have a standardized acquisition library, but may be more suited to handle the video streams produced by scientific-grade cameras. Both standards will continue to be researched for their applicability for unified instrumentation.
