The hitting time for a Cox risk process  by Wu, Rong & Wang, Wei
Journal of Computational and Applied Mathematics 236 (2012) 2706–2716
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
The hitting time for a Cox risk process
Rong Wu a, Wei Wang b,∗
a School of Mathematical Sciences and LPMC, Nankai University, Tianjin 300071, PR China
b College of Mathematical Science, Tianjin Normal University, Tianjin, 300387, PR China
a r t i c l e i n f o
Article history:
Received 22 November 2009
Received in revised form 2 January 2012
MSC:
60J75
91B30
Keywords:
Cox process
Classical risk process
The hitting time
The last exit time
a b s t r a c t
This paper investigates the hitting time of a Cox risk process. The relationship between
the hitting time of the Cox risk process and the classical risk process is established and
an explicit expression of the Laplace–Stieltjes transform of the hitting time is derived by
the probabilitymethod. Similarly, we derive the explicit expression of the Laplace–Stieltjes
transform of the last exit time. Further, we study the situation when the intensity process
is an n-stateMarkov process.
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1. Introduction
Collective risk theory, as the most important theoretical part in actuarial mathematics, mainly deals with stochastic
models arising from the insurance business. We refer the readers to [1,2] for a systematical study of collective risk theory. In
this paper, we consider an important quantity called the first hitting time. The study of the first hitting time for a risk process
is important both in itself and for its applications. For example, [3,4] are two recent reviews concerning game theory where
the topic of risk and exit times, especially with regards to the Markov process is also frequently addressed.
Let (Ω,F , P) be a complete probability space containing all objects defined in the following. Consider a kind of Cox risk
process {U(t), t ≥ 0} introduced in [1]:
U(t) = u+ µ(1+ ρ)
 t
0
λ(s)ds−
N(t)
k=1
Zk, t ≥ 0, (1.1)
where u ≥ 0 is the insurer’s initial capital, ρ > 0, Z = {Zk, k ≥ 1} is a sequence of i.i.d. random variables representing the
claim amount, having common distribution function F(x) with density function f (x) and mean value µ. N = {N(t), t ≥ 0}
is a Cox process with intensity process λ = {λ(t), t ≥ 0}.
We call the counting process {N(t)} a Cox process if N(t) = N( t0 λ(s)ds), whereN = {N(t), t ≥ 0} is a standard Poisson
process with intensity one, λ(t) ≥ 0, P-a.s.,N and λ are independent.
In this paper we assume that N, λ and {Zk, k ≥ 1} are independent of each other. For simplicity, denote c = µ(1 +
ρ), A(t) =  t0 λ(s)ds, then (1.1) becomes
U(t) = u+ cA(t)−
N(t)
k=1
Zk, t ≥ 0. (1.2)
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Note that A(t) is a non-decreasing process with P-a.s. A(0) = 0, A(t) < ∞ for each t < ∞ and A(∞) = ∞. cA(t) can be
interpreted as the premium income in the time interval [0, t].
When the intensity process {λ(t)} equals a constantΛ, the Cox risk model (1.2) becomes the classical risk model
U(t) = u+ cΛt −
N(t)
k=1
Zk, t ≥ 0. (1.3)
In this case, the Cox process N becomes a standard Poisson process with intensityΛ.
In practice it turns out that a Poisson claim arrival process is not realistic. Thus the natural generalization of the classical
riskmodel is amodel whereN becomes a Cox process. Muchwork has been done under this framework, for example [5–11].
These research mainly concentrate their attention on the ruin probability and related problems. In this paper, we consider
other interesting problems, the hitting time and the last exit time for the Cox risk process. For arbitrary level b ≥ u, define
the hitting time of b point to be
Tb =

inf{t > 0,U(t) = b},
∞, if the above set is empty.
For δ > 0, let L(u; b) = E[e−δTb |U(0) = u] be the Laplace–Stieltjes (L–S) transform of Tb.
Define the last exit time (also called quitting time) of zero level to be
σ0 =

sup{t > 0,U(t) = 0},
0, if the above set is empty.
For δ > 0, let Ψ0(u) = E[e−δσ0 |U(0) = u] be the L–S transform of σ0.
It is known that both Tb and σ0 are important quantities in risk theory. For example, the hitting time Tb plays an important
role in dividend problems. The last exit time of zero level σ0 can be used to evaluate the ultimately leaving time of ending
the negative surplus. Gerber and Shiu [12] gave the explicit expression of the L–S transform of the hitting time Tb for the
classical risk process in terms of one root of Lundberg’s fundamental equation. Chiu and Yin [13] studied the L–S transform
of σ0 under the spectrally negative Lévy process framework.
Now we consider the caseΛ = 1, a classical risk model described by {U(t), t ≥ 0}:
U(t) = u+ ct − N(t)
k=1
Zk, t ≥ 0 (1.4)
where c = µ(1+ ρ) and ρ > 0 is the relative safety loading, then P(limt→∞U(t) = ∞) = 1.
It can be seen from (1.2) and (1.3) that
U(t) = U(A(t)), t ≥ 0.
Thus we have P(limt→∞ U(t) = ∞) = 1.
DenoteTb the hitting time of b point and σ0 the last exit time of zero level for the classical risk process {U(t), t ≥ 0}.
Then we have
A(Tb) =Tb, A(σ0) = σ0. (1.5)
Define the inverse A−1 of A by
A−1(t) = sup{s : A(s) ≤ t}.
The time scale defined by A−1 is generally called the operational time scale. Then
Tb = A−1(Tb), σ0 = A−1(σ0). (1.6)
Our paper is organized as follows. In Section 2, we first give some results for the classical risk model. Since the intensity
measure A(t) plays an important role in the relationship between the Cox risk model and the classical risk model, we derive
the Laplace transform of A−1(t) in this section. Then we can derive an explicit expression for L(u; b) by the probability
method. Using the same method as in Section 3, we derive an explicit expression for Ψ0(u). In Section 4, we study the case
that the intensity process is an n-stateMarkov process. A detailed discussion is given for the two-stateMarkov process.
2. An explicit expression for L(u;b)
In this section, we derive an explicit expression of L(u; b).
2.1. Some results for the classical risk model (1.3)
Wu et al. [14] studiedT0 when u ≥ 0. Now we give some preliminary results forTb.
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DefineT b0 = 0,T b1 = inf{t > 0 : U(t) = b}. In general, for k = 2, 3, . . . , recursively defineT bk = inf{t >T bk−1 : U(t) = b},∞, if the above set is empty.
Note thatT b1 is justTb defined in Section 1.
For every t > 0, set
Nbt = sup{k > 0,T bk ≤ t}.
We can see that Nbt is the number of hitting b point for the classical risk processU = {U(t), t ≥ 0} up to time t .
DefineSb0 = 0. For k ≥ 1,Sbk = T bk −T bk−1, ifT bk−1 <∞,∞, else.
Since the surplus process {U(t), t ≥ 0} is a strong Markov process, we can verify that {Sbk , k ≥ 1} are independent and
{Sbk , k ≥ 2} is a sequence of i.i.d. random variables. Therefore, Nb = {Nbt , t ≥ 0} is a defective renewal process. Let
G1(b, b, t) = P(Sb2 ≤ t|U(0) = b) be the common distribution ofSbk for k ≥ 2 and G1(u, b, t) = P(Sb1 ≤ t|U(0) =
u) = P(T b1 ≤ t|U(0) = u) be the distribution of the first hitting time of b pointT b1 . We put
G(u, b, t) =
∞
k=1
P(T bk ≤ t) = ∞
k=1
G1(u, b, t) ∗ G(k−1)∗1 (b, b, t), (2.1)
where ‘‘∗’’ is the convolution operator.
Corresponding to (2.1), we have
G(u, b, I) =
∞
k=1
G1(u, b, I) ∗ G(k−1)∗1 (b, b, I),
where I denotes a general interval and we call G(u, b, I) the renewal measure. Let g(u, b, t) be the intensity function of the
measure G(u, b, t).
Denote S(t) = N(t)k=1 Zk be the aggregate claims for the classical risk model (1.3). For x ≥ 0, let FS(t)(x) = P(S(t) ≤ x),
then FS(t)(x) = e−t + e−t∞k=1 tkk! F k∗(x) with probability density function fS(t)(x) = e−t∞k=1 tkk! f k∗(x) for x > 0, where
f k∗(x) denotes the k-fold convolution of f (x)with itself.
Lemma 2.1. For u ≤ b,
(1) If u < b, then
G(u, b, s) = 0, 0 ≤ s < b− u
c
,
G(u, b, s) = e− b−uc , s = b− u
c
,
g(u, b, s) = cfS(s)(u− b+ cs) = ce−s
∞
k=1
sk
k! f
k∗(u− b+ cs), s > b− u
c
.
(2) If u = b, then
g(b, b, s) = cfS(s)(cs) = ce−s
∞
k=1
sk
k! f
k∗(cs), s ≥ 0.
Proof. We first consider the case u < b. For 0 ≤ s < b−uc ,U(s) cannot hit b, so we have G(u, b, s) = 0. G(u, b, s) has a jump
at s = b−uc . In fact, G(u, b, b−uc ) = P(N[0, b−uc ) = 0) = e− b−uc .
For s > b−uc , we have
G(u, b, [s, s+ ds)) =
∞
k=1
P(T bk ∈ [s, s+ ds)|U(0) = u)
=
∞
k=1
P(T bk ∈ ds|U(0) = u)
=
∞
k=1
P(T bk ∈ ds,N[s, s+ ds) = 0|U(0) = u)+ ∞
k=1
P(T bk ∈ ds,N[s, s+ ds) ≥ 1|U(0) = u)
= I1(s)+ I2(s). (2.2)
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By simply calculating, we obtain
I1(s) = P(U(s) ≤ b < U(s+ ds),N[s, s+ ds) = 0|U(0) = u)
= P(u− b+ cs ≤ S(s) < u− b+ cs+ cds|U(0) = u)e−ds
= cfS(s)(u− b+ cs)ds+ o(d2s), (2.3)
and
I2(s) = o(d2s). (2.4)
It follows by combining (2.2)–(2.4) that
g(u, b, s) = cfS(s)(u− b+ cs).
Then g(u, b, s) = ce−s∞k=1 skk! f k∗(u− b+ cs), s > b−uc .
For u = b, notice that P(T b1 = 0|U(0) = b) = 0, the result follows.
Thus the proof is completed. 
Let Gˆ(u, b, v) = ∞0 e−vsG(u, b, ds) denote the L–S transform of the renewal measure. Similarly, we define Gˆ1(u, b, v) =∞
0 e
−vsG1(u, b, ds).
Theorem 2.1. For u ≤ b,
(1) If u < b, then
G1(u, b, s) = 0, 0 ≤ s < b− uc ,
G1(u, b, s) = e− b−uc , s = b− uc . (2.5)
When s > b−uc ,G1(u, b, s) has a density function g1(u, b, s) and
P(T b1 ∈ ds|U(0) = u) = g1(u, b, s)ds
=
∞
n=0
(−1)ng(b, b, s)n∗g(u, b, s)ds
=
∞
n=0
(−1)ncn+1f n∗S(s)(cs) ∗ fS(s)(u− b+ cs)ds. (2.6)
(2) If u = b, when s ≥ 0,G1(u, b, s) has a density function g1(b, b, s) and
P(T b1 ∈ ds|U(0) = b) = g1(b, b, s)ds
=
∞
n=0
(−1)ng(b, b, s)(n+1)∗ds
=
∞
n=0
(−1)ncn+1f (n+1)∗S(s) (cs)ds. (2.7)
Proof. We first consider the case u < b. It is easy to derive the result for 0 ≤ s ≤ b−uc . By (2.1) we have the following
defective renewal equation:
G(u, b, t) = G1(u, b, t)+ G1(u, b, t) ∗ G(b, b, t). (2.8)
Taking L–S transform on both sides of (2.8) we get
Gˆ1(u, b, v) = Gˆ(u, b, v)
1+ Gˆ(b, b, v) .
Thus we have that
G1(u, b, s) =
∞
n=0
(−1)nG(b, b, s)n∗ ∗ G(u, b, s).
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For s > b−uc , it follows from Lemma 2.1 that
P(T b1 ∈ ds|U(0) = u) = ∞
n=0
(−1)ng(b, b, s)n∗ ∗ g(u, b, s)ds
=
∞
n=0
(−1)ncn+1f n∗S(s)(cs) ∗ fS(s)(u− b+ cs)ds.
For u = b, notice that P(T b1 = 0|U(0) = b) = 0, the result follows.
Thus the proof is completed. 
2.2. Main results
In this subsection, we derive the explicit expression for L(u; b). The following lemma is important to establish the main
result.
Lemma 2.2. For θ > 0, δ > 0, the following relationship holds: ∞
0
e−θ tEe−δA
−1(t)dt = 1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

. (2.9)
Proof. It can be calculated that
Ee−δA
−1(t) =
 ∞
0
e−δsdsP(A(s) ≥ t)
= δ
 ∞
0
e−δsP(A(s) ≥ t)ds,
where ds denotes the Stieltjes integral with respect to s. Thus ∞
0
e−θ tEe−δA
−1(t)dt = δ
 ∞
0
e−δsds
 ∞
0
e−θ tP(A(s) ≥ t)dt. (2.10)
Substituting the equality ∞
0
e−θ tP(A(s) ≥ t)dt = 1− Ee
−θA(s)
θ
into (2.10), we have ∞
0
e−θ tEe−δA
−1(t)dt = δ
 ∞
0
e−δs
1− Ee−θA(s)
θ
ds
= 1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

.
This ends the proof. 
Remark 2.1. From (2.9) we have
Ee−δA
−1(t) = L−1θ

1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

(t), (2.11)
whereL−1θ is the Laplace inversion operator about θ . Generally speaking, it is difficult to compute Ee−δA
−1(t) directly. Luckily,
(2.11) provides an easier way to compute it.
Theorem 2.2. For u ≤ b, the L–S transform of Tb is given by
L(u; b) =

[0,∞)
L−1θ

1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

(t)P(Tb ∈ dt|U(0) = u) (2.12)
where P(Tb ∈ dt|U(0) = u) is computed by Theorem 2.1.
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Proof. Considering that Tb = A−1(Tb), it follows from the independent property that
L(u; b) = E[e−δTb |U(0) = u]
= E[e−δA−1(Tb)|U(0) = u]
=

[0,∞)
Ee−δA
−1(t)P(Tb ∈ dt|U(0) = u). (2.13)
Substituting (2.11) into (2.13), we get
L(u; b) =

[0,∞)
L−1θ

1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

(t)P(Tb ∈ dt|U(0) = u).
This ends the proof. 
3. An explicit expression for Ψ0(u)
In this section, we derive an explicit expression of Ψ0(u). First, we give some results for the classical risk model (1.3).
Letσ0 denote the last exit time of zero level for the risk process described by (1.3). Denote
τ0 = inf{t > 0,U(t) < 0},∞, if the above set is empty.
τ0 is the ruin time of the classical risk processU(t). Denote
T 0s = inf{t > 0,U(s+ t) = 0},∞, if the above set is empty.
T 0s is the first hitting time of zero point after time s.
We first give a lemma for the distribution aboutσ0.
Lemma 3.1. For t ≥ 0, we have
P(σ0 > t|U(0) = u) = ψ(u+ ct)e−t + 
(−∞,0)
fS(t)(u+ ct − x)dx+

[0,u+ct)
ψ(x)fS(t)(u+ ct − x)dx. (3.1)
Assume that the density function f (x) of F(x) is differentiable, then
P(σ0 ∈ dt|U(0) = u) = [ψ(u+ ct)− cψ ′(u+ ct)]e−t − 
(−∞,0)
f ′S(t)(u+ ct − x)dx
−

[0,u+ct)
ψ(x)f ′S(t)(u+ ct − x)dx

dt, (3.2)
where f ′S(t)(u + ct − x) is the derivative of fS(t)(u + ct − x) with respect to t and ψ(x) = P(τ0 < ∞|U(0) = x) is the ruin
probability for the risk model (1.3). Particularly, ψ(x) can be expressed as
ψ(x) =

1− µ
c
 ∞
n=1
µ
c
n
(1− (F s)n∗(x)), x ≥ 0 (3.3)
where F s(x) is given by F s(x) = 1
µ
 x
0 (1− F( y))dy, x ≥ 0.
Proof. For u ≥ 0, the following relationship holds:
P(σ0 > t|U(0) = u) = P(T 0t <∞|U(0) = u).
By the Markov property of the process {U(t)}, we have
P(T 0t <∞|FUt ) = P(T 0t <∞|U(t)), P-a.s.
whereFUt = σ(U(s), s ≤ t).
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Thus
P(σ0 > t|U(0) = u) =  ∞
−∞
P(T 00 <∞|U(0) = x)P(U(t) ∈ dx|U(0) = u). (3.4)
If x < 0, then P(T 00 <∞|U(0) = x) = 1. If x ≥ 0, then P(T 00 <∞|U(0) = x) = P(τ0 <∞|U(0) = x) = ψ(x). Notice that
ψ(x) can be expressed by (3.3) when x ≥ 0, see for example [2].
The expression of P(U(t) ∈ dx|U(0) = u) is as follows. For x > u + ct , we have P(U(t) ∈ dx|U(0) = u) = 0. For
x = u+ ct , we have P(U(t) = u+ ct|U(0) = u) = P(S(t) = 0) = e−t . For x < u+ ct , we have P(U(t) ∈ dx|U(0) = u) =
fS(t)(u+ ct − x)dx.
Substituting the above result into (3.4), (3.1) follows.
Differentiating (3.1) with respect to t , we get (3.2).
Thus the proof is completed. 
By similar calculations as Theorem 2.2, we get the following theorem and we omit the proof.
Theorem 3.1. The L–S transform of σ0 is given by
Ψ0(u) =
 ∞
0
L−1θ

1
θ

1− δ
 ∞
0
e−δsEe−θA(s)ds

(t)P(σ0 ∈ dt|U(0) = u), (3.5)
where P(σ0 ∈ dt|U(0) = u) is computed by (3.2) in Lemma 3.1.
4. Analysis of A(t)when λ is an n-stateMarkov process
In this section, we study the special case when λ is an n-stateMarkov process.
Let λ be a homogeneous Markov process with state space S = {λ1, λ2, . . . , λn}. Suppose that all states communicate.
Let ηi = η(λi) be the rate at which the process λ leaves state λi and pij be the jump probability of λ from λi to {λj}, i, j =
1, 2, . . . , n. Then the jump intensity ηij of the transition from λi to λj is given by
ηij =

ηipij, if i ≠ j,
−ηi, if i = j.
Let ζi denote the Laplace transform of A(t)when λ(0) = λi, that is
ζi(t, θ) = E[e−θA(t)|λ(0) = λi].
Given the initial stationary distribution (q1, q2, . . . , qn) of λ, for ζ (t, θ) = E[e−θA(t)], we have
ζ (t, θ) =
n
i=1
qiζi(t, θ).
Now we give the following lemma to derive ζi(t, θ).
Lemma 4.1. If P(λ(0) = λi) = 1, then ζi(t, θ) satisfies the following equation
ζi(t, θ) = e−(θλi+ηi)t +
n
j=1, j≠i
ηij
 t
0
e−(θλi+ηi)zζj(t − z, θ)dz. (4.1)
Proof. Let τ1 be the first jump time of λ, then τ1 is exponentially distributed with parameter ηi. By conditioning on the first
jump time of λ, we get
ζi(t, θ) = E

e−θ
 t
0 λ(s)ds1(τ1 ≥ t)

+ E

e−θ
 t
0 λ(s)ds1(τ1 < t)

= I1 + I2, (4.2)
where 1(·) is the indicator function.
Since τ1 is exponentially distributed, it can easily be calculated that
I1 = E

e−θ
 t
0 λ(s)ds1(τ1 ≥ t)

= e−(θλi+ηi)t . (4.3)
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LetFλ be the natural filtration of λ. By the strong Markov property of λ, we get
I2 = E

E

e−θ
 τ1
0 λidse−θ
 t
τ1
λ(s)ds1(τ1 < t)|Fλτ1

= E

e−θ
 τ1
0 λids1(τ1 < t)E

e−θ
 t
τ1
λ(s)ds|λ(τ1)

=
 t
0
ηie−ηiz

e−θλiz
n
j=1, j≠i
pijE[e−θ
 t−z
0 λ(s)ds|λ(0) = λj]

dz
=
n
j=1, j≠i
ηij
 t
0
e−(θλi+ηi)zζj(t − z, θ)dz. (4.4)
Thus the result follows by combining (4.2)–(4.4). 
Given the initial stationary distribution (q1, q2, . . . , qn) of λ, it can be easily calculated that
ζ (t, θ) =
n
i=1
qi

e−(θλi+ηi)t +
n
j=1, j≠i
ηij
 t
0
e−(θλi+ηi)zζj(t − z, θ)dz

.
In order to obtain ζ (t, θ), we try to determine that Laplace transform of it. Denote
ξi(δ, θ) =
 ∞
0
e−δtζi(t, θ)dt.
Let ξ(δ, θ) = ∞0 e−δtE[e−θA(t)]dt , then ξ(δ, θ) =ni=1 qiξi(δ, θ).
Theorem 4.1. Assume that δ, θ > 0 and P(λ(0) = λi) = 1, 1 ≤ i ≤ n. Then
ξi(δ, θ) = Hi(δ, θ)H(δ, θ) , if H(δ, θ) ≠ 0, (4.5)
where
H(δ, θ) =

δ + θλ1 + η1 −η12 · · · −η1n
−η21 δ + θλ2 + η2 · · · −η2n
...
...
. . .
...
−ηn1 −ηn2 · · · δ + θλn + ηn

and
Hi(δ, θ) =

δ + θλ1 + η1 −η12 · · · η1,i−1 1 η1,i+1 · · · −η1n
−η21 δ + θλ2 + η2 · · · η2,i−1 1 η2,i+1 · · · −η2n
...
... · · · ... ... ... . . . ...
−ηn1 −ηn2 · · · ηn,i−1 1 ηn,i+1 · · · δ + θλn + ηn
 .
Proof. It follows from (4.1) that
ξi(δ, θ) =
 ∞
0
e−δte−(θλi+ηi)tdt +
n
j=1, j≠i
ηij
 ∞
0
e−δtdt
 t
0
e−(θλi+ηi)zζi(t − z, θ)dz
= 1
δ + θλi + ηi +
n
j=1, j≠i
ηij
 ∞
0
e−(δ+θλi+ηi)tdt
 ∞
0
e−δsζj(s, θ)ds
= 1
δ + θλi + ηi +
n
j=1, j≠i
ηijξj(δ, θ)
δ + θλi + ηi , i = 1, 2, . . . , n.
We obtain a system of linear equations for ξ1(δ, θ), ξ2(δ, θ), . . . , ξn(δ, θ). Under the assumption H(δ, θ) ≠ 0, we know
that the solution is unique. Therefore, (4.5) holds true. 
Given the initial stationary distribution (q1, q2, . . . , qn) of λ, it can be easily calculated that
ξ(δ, θ) =
n
i=1
qiξi(δ, θ) =
n
i=1
qiHi(δ, θ)
H(δ, θ)
. (4.6)
Substituting (4.6) into Theorem 2.2, we get the following result.
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Theorem 4.2. Under the assumption that λ be a homogeneousMarkov process described in the first part of this section, for u ≤ b,
the L–S transform of Tb is given by
L(u; b) =

[0,∞)
L−1θ

1
θ
1− δ
n
i=1
qiHi(δ, θ)
H(δ, θ)

 (t)P(Tb ∈ dt|U(0) = u) (4.7)
where P(Tb ∈ dt|U(0) = u) is computed by Theorem 2.1.
Substituting (4.6) into Theorem 3.1, we get the following result.
Theorem 4.3. Under the assumption that λ be a homogeneous Markov process described in the first part of this section, the L–S
transform of σ0 is given by
Ψ0(u) =
 ∞
0
L−1θ

1
θ
1− δ
n
i=1
qiHi(δ, θ)
H(δ, θ)

 (t)P(σ0 ∈ dt|U(0) = u), (4.8)
where P(σ0 ∈ dt|U(0) = u) is computed by (3.2) in Lemma 3.1.
Corollary 4.1. When λ is a two-stateMarkov process with state space {λ1, λ2}. Then
L(u; b) =

[0,∞)
[e−∆1tch(√∆2t)−∆3e−∆1tsh(
√
∆2t)]P(Tb ∈ dt|U(0) = u), (4.9)
and
Ψ0(u) =
 ∞
0
[e−∆1tch(√∆2t)−∆3e−∆1tsh(
√
∆2t)]P(σ0 ∈ dt|U(0) = u) (4.10)
where
∆1 = λ1(η2 + δ)+ λ2(η1 + δ)2λ1λ2 , (4.11)
∆2 =
(λ1 − λ2)2

δ − λ2η1−λ1ηη2
λ1−λ2
2 + 4λ1λ2η1η2
4λ21λ
2
2
> 0, (4.12)
∆3 = λ1η2 + λ2η1 + (λ1 + λ2)δ − λ1η1 + λ2η2
η1 + η2 . (4.13)
Proof. In this case, p12 = p21 = 1, η12 = η1, η21 = η2 with initial stationary distribution q1 = η2η1+η2 and q2 =
η1
η1+η2 .
Following from Theorem 4.1, we get
ξ1(δ, θ) = δ + λ2θ + η1 + η22
i=1
(δ + λiθ + ηi)− η1η2
,
ξ2(δ, θ) = δ + λ1θ + η1 + η22
i=1
(δ + λiθ + ηi)− η1η2
.
Then
ξ(δ, θ) =
θ(λ1η1+λ2η2)
η1+η2 + η1 + η2 + δ
2
i=1
(δ + λiθ + ηi)− η1η2
. (4.14)
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Substituting (4.14) into (2.9), we get ∞
0
e−θ tEe−δA
−1(t)dt = 1
θ
[1− δξ(δ, θ)]
= λ1λ2θ + λ1η2 + λ2η1 + δ(λ1 + λ2)−
δ(λ1η1+λ2η2)
η1+η2
λ1λ2θ2 + [λ1η2 + λ2η1 + δ(λ1 + λ2)]θ + δ2 + δ(λ1 + λ2)
= θ
(θ +∆1)2 −∆2 −
∆3
(θ +∆1)2 −∆2 , (4.15)
where∆1,∆2 and∆3 are given by (4.11)–(4.13).
It follows by inverting the Laplace transform (4.15) that
E[e−δA−1(t)] = e−∆1tch(√∆2t)−∆3e−∆1tsh(
√
∆2t). (4.16)
Then the results follows by substituting (4.16) into (4.7) and (4.8). 
Finally we present an example to illustrate our result.
Example 4.1. Assume that the claims are exponentially distributed with mean µ, that is F(x) = 1 − e−x/µ, x ≥ 0. Then
all the quantities in (2.6), (2.7) and (3.2) can be expressed explicitly. For example, ψ(x) = µc e−(1−
µ
c )
x
µ and fS(t)(x) =
e−t
∞
n=1
tn
Γ (n)
1
µn(n−1)!x
n−1e−x/µ. It follows that
g1(u, b, t) = 1t e
−(u−b+(c+µ)t)/µ
∞
n=0
(−1)n
∞
m1=1
· · ·
∞
mn=1
m−1
k=1

ct2
µ
 n
i=1
mi n
i=1
B

2
i−1
k=1
mk, 2mi

miΓ 2(mi)

t
µ
m
×
B

2
n
i=1
mi,m+ k+ 1

mΓ 2(m)
Ckm−1(u− b)m−1−k(ct)k+1, (4.17)
where B(p, q) =  10 xp−1(1− x)q−1dx, p, q > 0 is the Beta-function and Cmn = n!m!(n−m)! denotes a combinatorial number.
It can be computed that
P(σ0 ∈ dt|U(0) = u) = e−(c−µ)u−c2tcµ − 
(−∞,0)
f ′S(t)(u+ ct − x)dx
−

[0,u+ct)
µ
c
e−(1−
µ
c )
x
µ f ′S(t)(u+ ct − x)dx

dt. (4.18)
Then according to Corollary 4.1, we have
L(u; b) = e− (b−u)∆1c ch

(b− u)√∆2
c

−∆3e−
(b−u)∆1
c sh

(b− u)√∆2
c

+


b−u
c ,∞
[e−∆1tch(√∆2t)−∆3e−∆1tsh(√∆2t)]g1(u, b, t)dt,
L(b; b) =

[0,∞)
[e−∆1tch(√∆2t)−∆3e−∆1tsh(
√
∆2t)]g1(b, b, t)dt
and
Ψ0(u) =
 ∞
0
[e−∆1tch(√∆2t)−∆3e−∆1tsh(
√
∆2t)]P(σ0 ∈ dt|U(0) = u).
5. Concluding remarks
In this paper, we obtain explicit expressions of the L–S transform of the hitting time and the last exit time for a kind
of Cox risk model. More transparent results can be obtained when the intensity process is an n-state Markov process and
particularly for the two-state Markov process.
The idea for deriving the results is new. After establishing the relationship between the Cox risk model and the classical
risk model, we get the Laplace transform of the inverse of A, that is E[e−δA−1(t)]. This together with the result for the
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distribution of the hitting time for the classical risk model, we obtain the L–S transform of the hitting time for the Cox
risk model. Similar idea is also used for deriving L–S transform of the last exit time for the Cox risk model.
In the future, we aim to study the hitting time for the perturbed Cox riskmodel. We still need to use the idea in this paper
to get the desired results.
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