With the accretion in use of Internet in everything, a prodigious influx of data is being observed. Use of MapReduce as a programming model has become pervasive for processing such wide range of Big Data Applications in cloud computing environment. Apache Hadoop is the most prominent implementation of MapReduce, which is used for processing and analyses of such large scale data intensive applications in a highly scalable and fault tolerant manner. Several scheduling algorithms have been proposed for Hadoop considering various performance goals. In this work, a new scheme is introduced to aid the scheduler in identifying the nodes on which stragglers can be executed. The proposed scheme makes use of resource utilization and network information of cluster nodes in finding the most optimal node for scheduling the speculative copy of a slow task. The performance evaluation of the proposed scheme has been done by series of experiments. From the performance analysis 27% improvement in terms of the overall execution time has been observed over Hadoop Fair Scheduler (HFS).
Introduction
In this era of data science, data is considered as a key source for promoting growth and wellbeing of the society. Perusing the affinity in data helps to associate information and formulate strategies efficiently. Every day, more than two quintillion bytes of data is being created in this info-centric digitized world from various sources like scientific instruments, web authoring, telecommunication industry, social media, etc. Therefore, the effective storage and analysis of such tremendous amount of data has become a great challenge for the computing industry. In order to solve this crucial problem of analyzing such large data sets various computing paradigms such as grid computing and cloud computing came into existence. However, these computing paradigms were rendered abortive as their debugging, load balancing and scheduling solutions were found to be inefficient when dealing with such large data. As a result of which various solutions [1] [2] [3] were introduced to handle the Big Data Applications efficiently.
MapReduce 1 is the most approved computational framework that utilize adaptive and scalable approaches of distributed computing for processing large data sets. Programs implemented using this functional style are parallelized implicitly. These are processed on a large cluster built from commodity hardware. The system itself is responsible for the partitioning of input data, scheduling of jobs across a set of commodity machines, handling the machine failures, and managing the required inter-machine communication at run time. This allows naive programmers in the field of parallel and distributed systems to easily make use of such large resources of distributed systems.
Apache Hadoop 4 , created by Doug Cutting, is the most universally recommended open source implementation of MapReduce framework. It is used for storing, processing and analyzing large data sets across clusters of commodity hardwares in a reliable and fault tolerant manner. Hadoop version 2.x comprises of the following three components: HDFS 5 , YARN 6 & MapReduce. Hadoop Distributed File System (HDFS) implemented by Yahoo is used by Hadoop for storing input and output data. It is also responsible for dividing the input data into fixed sized blocks and then allocating these data blocks to different data nodes. By default Hadoop maintains a replication factor of 3 i.e. it replicates each input block into 3 data nodes. Yet Another Resource Negotiator (YARN) also known as MapReduce version 2 is the foundation of new generation of hadoop. The fundamental idea of YARN is to split up the prominent functionalities of the Job Tracker which are resource management and job scheduling/monitoring, into 2 different daemons. The overall performance of a Hadoop cluster depends upon its scheduler. However, the performance of Hadoop's default scheduler is observed to deprecate in a non homogeneous environment. The scheduler is also not efficient enough in identifying the slow tasks which protract the overall execution time. Many scheduling algorithms [7] [8] [9] [10] [11] [12] [13] have been proposed as important extensions of Hadoop's default scheduling algorithm.
In this work, a new scheduling approach has been introduced which assists the Hadoop scheduler in finding the most optimal nodes on which a speculative copy of stragglers can be executed in a heterogeneous hadoop cluster. The scheduling scheme named "Tolhit" makes use of resource utilization and cluster network information in identifying the most appropriate choice for executing the slow tasks so that the delay in overall execution time can be reduced. From the experiments an improvement of approx. 27% in terms of execution time is observed over Hadoop Fair Scheduler (HFS). The remaining paper is scripted as follows. Segment number 2 covers the literature insights of Hadoop MapReduce Scheduling. The innovative approach is described in segment number 3. Segment number 4 explores the performance analysis of the proposed method followed by conclusion in segment number 5.
Related Work
By default Hadoop comes with three configurable scheduler policies; these are FIFO scheduler, Capacity scheduler 7 & Hadoop Fair Scheduler (HFS) 8 . First In First out (FIFO) scheduler does not assure fair sharing among users. It also lacks in performance for small jobs in terms of response time. Capacity Scheduler was proposed by Yahoo to make the cluster sharing among organizations possible. This was done by setting the minimum guaranteed capacity of the queues. Facebook also proposed HFS to fairly share the cluster among various users and applications.
Several scheduling algorithms have been proposed to cater the needs of different kind of workloads in different environments. As an important improvement of Hadoop's default scheduler, Zaharia et al. proposed LATE 9 for efficiently launching speculative tasks. Longest Approximate Time to End (LATE) scheduling scheme considers cluster heterogeneity for the first time. It also succeeds in improving the locality constraint by compromising fairness slightly. The constraints like deadline of a job are accurately considered in scheduling algorithm 11 . Self Adaptive MapReduce (SAMR) 12 scheduling policy as a supplement to LATE algorithm also considers historical information besides hardware heterogeneity to synchronize the weights of map and reduce stages dynamically. It however lacks behind as it does not consider other factors like jobs with different types and sizes which might also affect the stage weights. To subjugate the shortcomings of SAMR algorithm, Enhanced Self Adaptive MapReduce (ESAMR) 13 scheduling algorithm was introduced by Sun et al. The ESAMR algorithm records and reclassifies historical information for each job at every node by adopting K-Means 14 clustering algorithm. It dynamically tunes stage weights and finds slow tasks accurately.
Motivation
Hadoop is designed to follow Master-Slave architecture model. The master and the slave nodes in a Hadoop cluster communicate by exchanging heartbeat messages with each other at regular intervals. Each heartbeat message is considered as a potential scheduling opportunity for an application to run a container. Whenever a heartbeat message is received from a node about having an empty slot, a job is selected according to the configured scheduling policy.
Hadoop's default scheduler assumes the cluster environment to be homogeneous i.e. each node in the cluster has the same configuration and computing capacity. However, in most of the real world applications clusters are often found to work in heterogeneous environment. The overall performance of Hadoop may deteriorate if it keeps on using its default scheduling policy in heterogeneous environment. The major reason behind this is that different computing capacities of nodes can cause the task execution time to differ on different nodes. Another scenario which is often witnessed is, some tasks are found to take longer period of time to execute as compared to other tasks on a node. Such tasks are known as stragglers. These stragglers are responsible for prolonging the execution time of the job. For preventing the slow tasks from prolonging the job's overall execution time, MapReduce runs a backup task for the slow task on another node which has a faster computation. This mechanism of identifying and re-executing the stragglers is called as speculative execution. Many scheduling algorithms [9] [10] [11] [12] [13] have been introduced to handle the afore stated problem of speculative execution but none of them is efficient enough in identifying the nodes on which these backup tasks can be scheduled.
Proposed Method
This section introduces primary insights of Tolhit algorithm. The proposed algorithm maintains historical information in the form of History on every node present in the cluster. Each record in the historical information holds 5 values i.e. map (M1 & M2) and reduce stage weights (R1, R2 & R3). Tolhit assumes "Map function execution weight "as M1 and "Reordering intermediate results weight "as M2 of a map task. R1, R2, R3 stand for the copy, sort and reduce stage weights of reduce task. The history information stored on every node is classified using Genetic algorithm based clustering scheme 13 into k no of clusters. If a running job satisfies the TFMD(Threshold for Map Task Detection) on a data node, the algorithm then assigns the job a temporary map phase weight (M1). This temporary map phase weight is used as a search parameter for identifying a cluster with closest map stage weight (M1) among the k clusters in the historical information. The stage weights of the identified cluster are then used to calculate the job's map tasks TTE (Time to End) on the node following the same procedure as in before 9 . Whereas if a running job has not completed any map task on a node or it does not meet the threshold, the average of all k clusters stage weights are utilized to estimate the TTE. A similar procedure is carried out, when a running job satisfies TFRD (Threshold for Reduce Task Detection). By making use of the stage weights calculated in the previous step the slow tasks(map tasks & reduce tasks) are identified on the basis of their PS (Progress Score) & TTE (Time To end) as in before 13 .
The proposed algorithm "Tolhit" is named so, because of its ability to utilize more precise stage weights in estimating the TTE of running tasks. After identification of the stragglers, the nodes on which the backup copy of stragglers should be re executed are decided on the basis of two parameters which are resource utilization of the node and the minimum spanning distance of the node from the scheduler. The cluster network information is maintained within a data structure named NwGraph. This network information comprises of the no of nodes in the cluster and their minimum spanning distance from the scheduler. The resource utilization of the cluster nodes such as RAM & disk utilization is also maintained and updated periodically in ResourceInfo. The disk utilization parameter for a node is calculated by considering only the input output requests from the tasks running on the node. For simplicity, the tasks which are non local are not taken into consideration while calculating the value of utilization of disk. The non local tasks are the tasks which run on other nodes and access the disk through network. The network information and resource utilization together contribute in finding the most optimal nodes for scheduling the backup tasks. The node which has minimum resource utilization and least spanning distance from the scheduler will be the most optimal choice. The algorithm continues to execute speculative copies of slow tasks till no more stragglers are identified. When a job completes its execution the historical information is reclassified into k clusters using genetic algorithm based clustering technique. The algorithm makes speculative execution mechanism resource -aware compromising data locality up to some extent.
The pseudo code of Tolhit algorithm is presented in Algorithm 1. Tolhit uses Genetic Algorithm (GA)-based clustering technique 15 for the re classification of historical information into k clusters on every node in the cluster. The use of GA avoids achieving local optima. The pseudo code of GA is stated in Algorithm 2. The procedures to identify slow tasks and to calculate the weights of map tasks and reduce tasks have been kept the same as shown in before 13 . 
Performance Evaluation

Experimental setup
The performance of the proposed scheduling algorithm for speculative task re-execution has been evaluated by series of extensive experiments. The simulations were done on a 5 node heterogeneous cluster. Table 1 summarizes the configuration of the cluster used as a test bed for evaluating the performance. 
In cluster
In order to evaluate the performance of the algorithm Wordcount job is run. Wordcount is a MapReduce application which is used for counting the words in the input file. The values of TFMD, TFRD & k are kept as 0.2, 0.2 & 10 to obtain the best results as shown in before 13 . The replication factor is set to 3 and the size of the block has been kept 128 MB (default) during the experiment. The experimental data (1 GB & 2 GB) has been collected from Twitter live streaming using Apache Flume. In order to obtain the execution time, 10 Wordcount jobs were run simultaneously. Figure 1 & Fig. 2 show the execution time of 1 GB & 2 GB Wordcount job using HFS and Tolhit Scheduler respectively. The average execution time of 1 GB & 2 GB Wordcount job using HFS and Tolhit scheduler are listed in Table 2a and Table 2b . The wordcount job's average execution time is calculated using the data depicted in Fig. 1 and Fig. 2 .
Conclusions
Inspired by the crucial problem of node heterogeneity in real world, we have analyzed the problem of speculative execution in heterogeneous Hadoop cluster. In this work, a new approach is proposed to assist the scheduler in identifying the nodes on which stragglers can be executed so that the overall delay can be reduced. The performance of Tolhit scheduling algorithm is evaluated by series of experiments and an overall improvement of approx. 27% in terms of execution time over Hadoop Fair Scheduler is observed. In future, various other factors which influence the optimal node selection can be considered.
