This paper describes our vision on the architectures required to build next generation systems. Next generation systems will not be PC centric anymore, but they will be built based on distributed, networked, power constraint embedded systems on a chip (SOC) or systems on a multi chip module (SOM). These architectures will consist of large set of heterogeneous building blocks, many of them reconfigurable at different levels of abstraction. The paper will describe new forms of reconfigurable interconnect and it will include a description of the critical position of reconfigurable interconnect in these architectures. The challenge is not to provide general reconfigurability but to tune it to optimize the energy efficiency.
INTRODUCTION
Next generation applications will be deployed based on wireless, networked, power constraint, embedded systems on a chip or systems on a multi-chip module (MCM). Computations will be spacially distributed close to the source of data instead of moving large amounts of unprocessed data to a central CPU unit. The applications will require processing in real time of a diverse set of data, including multimedia events. The systems and architectures need to adapt to changing applications. Yet at the same time they need to operate on an extremely low power budget. Thus there is a fundamental energy flexibility trade-off. This will be illustrated in section 2. General programmability, such as provided by general purpose micro processors, or general reconfiguration as provided by FPGA's are too power-hungry. Thus, to address this energy-flexibility trade-off, reconfiguration has to be introduced selectively. Therefore, these systems will consist of a heterogeneous set of domain specific processors and reconfigurable components. The domain specific processors are introduced in section 3. Tuning the components of an architecture to the application domain, is an exploration of a design space, which we call the reconfiguration hierarchy. It is an extra design axis next to power, area or throughput optimizations. This design space is introduced in section 4. Interconnect is a fundamental component to provide flexibility, adaptability, reconfiguration, etc. A new vision on interconnect and reconfigurable interconnect is introduced in section 5. Possible applications for reconfigurable interconnect are introduced in section 6. Conclusions are given in section 7.
ENERGY-FLEXIBILITY TRADE-OFF
The traditional approach, i.e. the development of applications in general purpose languages (such as C, C++ or Java), running on general purpose platforms, such as general purpose micro processors or FPGA's, might provide the required reconfiguration or re programmability, but it fails in power efficiency and it might even fail to deliver the required throughput. The root of this problem is the energy inefficiency of general purpose solutions, as illustrated in Table 1. The table illustrates an AES encryption algorithm (a function likely to be part of a modern embedded information system) that is implemented on three different platforms: a specialized processor with CMOS standard cell technology, a FPGA, and a Pentium III microprocessor.
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DOMAIN SPECIFIC PROCESSOR
A domain specific processor holds the middle ground between a fully fixed function design (ASIC) and a general purpose, fully programmable architecture. The latter can be either a FPGA or a processor. Both a general purpose FPGA and micro processor differ only in their programming style (spatial as opposed to sequential). As illustrated in Figure 1 , a programmable system consists of a platform and an application. Thus we are considering designs in which programmability is reduced to a certain extent, i.e. a certain application domain. Reducing programmability implies a more efficient use of implementation technology, which directly impacts energy efficiency. As an example of this, the programming efficiency of a contemporary high end FPGA is between 5 and 10 bits per system gate (sources: Xilinx Virtex II, Altera Apex II). These programming bits are used to configure circuit topology using multiplexers, pass gates and so on. Per useful functional gate on an FPGA, there are 5 to 10 gates required for fixing that functionality.
RECONFIGURATION HIERARCHY
The fundamental reason for the energy inefficiency of general purpose solutions is that the architecture is not matched towards the application or application domain. Tuning the reconfiguration towards the application domain is the task of deciding which component of an architecture at what abstraction level at what binding rate needs to be fixed or left reconfigurable. This corresponds to choosing a design point into a design space, which we call the reconfiguration hierarchy [8] . This is illustrated in table 2: a processor has the following fundamental components: execution units (including control), communication and storage. Each of these components can be tuned separately at different abstraction levels. Several examples are given in table 2. The third axis is the binding rate: it describes the when reconfiguration data is sent to the processing part, ranging from implementation time to design time binding [4] . The reconfiguration for execution units and instruction sets has received attention by the research community. One example is described in [7] : it uses parametrizable blocks which are at a higher abstraction level than CLB units of FPGA's. Another example is the introduction of a specialized instruction sets to improve the performance of multimedia applications on general purpose CPU's, such as the MMX instruction set extension. Similarly, DSP processors have datapaths and even more important memory and interconnect architectures that are optimized to the data processing nature of signal and communication algorithms [9] . Yet, the exploration of the energy flexibility curve for interconnect has not been explored.
RECONFIGURABLE INTERCONNECT
Interconnect is used to transport data over a transmission medium between the different components of a system, called senders and receivers. Current interconnect schemes are all based on space or time division. Similarly, reconfiguration is confined to a space and a time axis [4] . New interconnect schemes are proposed that introduce frequency and code division or a combination of all above.
SDMA -Space division multiple access
If every sender, receiver pair has its own physical transmission medium, e.g. its own metal wire, there will be no access conflicts. But the amount of wires will grow exponential with the required number of sender, receiver pairs. Hence, to keep the space, i.e. number of wires, under control, space and time division multiple 
TDMA -Time division multiple access
Given a set of metal layers and a set of senders and receivers, the current approach to solve the interconnect demand is to introduce time division. This has been done in multiple approaches and multiple levels of hierarchy. Examples of bus architectures are the Amba bus [1] or the MicroNetwork [10] . Since resources are limited there is always a latency, throughput, bandwidth flexibility trade-off. To address these issues, newer approaches look at modeling the interconnect as a switched network [3] .
CDMA -Code division multiple access
In [2] , a novel RF/wireless interconnect scheme is proposed. Unlike the "passive" metal interconnect, the "active" RF/wireless interconnect is based on low loss and dispersion free microwave signal transmission and multiple access algorithms, well known in the radio communication infrastructure. The miniature LAN is illustrated in Figure 2 . Two VLSI circuits are housed in a MCM package. The I/O pads are the users, the capacitive couplers are the near-field antennas and the micro-strip line (MTL) or coplanar waveguide (CPW) are used as a shared transmission medium. Code division multiple access (CDMA) or frequency division multiple access (FDMA) communication algorithms can be use to address the cross-channel interference associated with a shared medium. An example of a CDMA based interconnect at baseband level is shown in Figure 3 . The data of two users are multiplied with two orthogonal spreading codes, e.g. Walsh codes. Each receiver has its own Walsh code and thus can retrieve its data from the superposed signal. By reprogramming the spreading codes, the interconnect can easily be reconfigured.
FDMA -Frequency division multiple access
To increase the capacity of the system the baseband signals can be modulated with a radio frequency. Combining this with the introduction of frequency bands, a frequency division multiple access (FDMA) scheme is realized. This is illustrated in Figure 4 . The data stream of the k-th user is multiplied by its sinusoidal carrier, A k cos(2πf k t). The resulting signal is filtered through a band pass filter BPF TK , which is then coupled on the shared medium. The receiver has to demodulate the signal to recover the data. Similar to radio receivers, pre-amplifiers, low pass or band pass filters, threshold comparator modules, etc. can be added. Similar to cellular systems, FDMA can be combined with TDMA (such as the GSM system) or with CDMA and even more possibilities open up.
APPLICATIONS FOR RECONFIG-URABLE INTERCONNECT
The importance of reconfigurable interconnect has been recognized in many systems. Yet, providing general multiplexer based reconfigurable interconnect architectures can be very expensive in terms of area and power. It is described in [6] , that for a Xilinx XC4003A FPGA, 65% of the power is attributed to interconnect,
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Transmitter/Receiver Capacitive Couplers , still focus on providing high speed switching matrices. They also include a large set of components to address on-chip and off-chip interconnect, such as multigigabit serial links. In our opinion, RF/Wireless interconnect can be used to connect components in one IC device, one MCM module, or it can be used at the board level. This is illustrated in Figures 5, 6 and 7. In Figure 5 , an architecture, typical for the next generation systems on chip, is shown. It might e.g. be used as a node in a distributed wired or wireless network. At the IC level, it will consist of a heterogeneous set of reconfigurable and reprogrammable components. These components are connected together by a first level of RF interconnect. This IC is a component in a MCM module, that might again include a set of heterogeneous devices. It will have its own level of RF reconfigurable interconnect. The RF wireless interconnect is also useful at the board level. One example is given in Figures 6 and 7 . Figure 7 shows a conventional SDRAM interface between a CPU and a DRAM memory. Figure 6 shows how multiple PCB lines can be replaced by one multi-signal line.
Miniature LAN in MCM

CONCLUSIONS
In this contribution we have shown that flexibility is not for free. For embedded systems, energy flexibility is a trade off. We approach this trade-off by introducing domain specific processors and by exploring the associated reconfiguration hierarchy. Reconfigurable interconnect is a key component for domain specific processors. The usage of new CDMA and FDMA based RF interconnect has been shown for practical inter and intra chip reconfigurable systems. 
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