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Abstract
We generalize the concept of entropy solutions for parabolic equations with L1-data and
consider a class of nonlinear history-dependent degenerated elliptic–parabolic equations
including problems with a fractional time derivative such as @
g
@tgðbðvÞ  bðv0ÞÞ  div aðx; DvÞ ¼
f with Dirichlet boundary conditions and initial condition, where 0ogp1: We show unique-
ness of entropy solutions for general L1-data by Kruzhkov’s method of doubling variables.
Moreover, existence in the nondegenerated case, i.e. b  id; is shown by using the concept
of generalized solutions of a corresponding abstract Volterra equation.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
This article is concerned with the existence and uniqueness of solutions of the
history-dependent degenerated elliptic–parabolic initial boundary value problem
ðkðbðvÞ  bðv0ÞÞ þ k  ðbðvÞ  bðv0ÞÞÞt  div aðx; DvÞ ¼ f in Q;
bðvÞð0; Þ ¼ u0 in O;
v ¼ 0 on S: ð1Þ
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Here, T40; OCRN is a bounded domain, Q :¼ ð0; TÞ 	 O; S :¼ ð0; TÞ 	 @O; where
@O denotes the boundary of O; and by ð f  gÞðtÞ :¼ R t0 f ðt  sÞgðsÞ ds we denote
the convolution of the functions f and g: We consider the above problem for L1-
data, i.e.,
fAL1ðQÞ; and v0 :O- %R is measurable with bðv0Þ ¼ u0AL1ðOÞ: ð2Þ
In the following we assume that the function
a :O	 RN-RN is Carathe´odory; ð3Þ
i.e., að; xÞ :O-RN is measurable for all xARN ; and aðx; Þ :RN-RN is a continuous
vector ﬁeld a.e. xAO: Moreover, we assume that a satisﬁes the classical Leray–Lions
conditions, i.e., for some p41 and p0 :¼ p=ðp  1Þ we assume that a is monotone,
coercive, and satisﬁes a growth condition
8x; zARN and a:e: xAO: ðaðx; xÞ  aðx; zÞÞ  ðx zÞX0; ð4Þ
(l40 s:t: 8xARN ; and a:e: xAO: aðx; xÞ  xXljxjp; ð5Þ
(L40; jALp0 ðOÞs:t: 8xARN ; a:e: xAO: jaðx; xÞjpLð jðxÞ þ jxjp1Þ: ð6Þ
Note that we do not assume that a is strictly monotone, i.e., that
8x; zARN ; xaz; and a:e: xAO: ðaðx; xÞ  aðx; zÞÞ  ðx zÞ40: ð7Þ
Moreover, we assume that
kX0; and k : ð0; TÞ-R is a nonnegative; nonincreasing function
such that kAL1ð0; TÞ and k40 or kð0þÞ ¼ limt-0þ kðtÞ ¼N ð8Þ
and that
b :R-R is continuous and nondecreasing; satisfying the
normalization condition bð0Þ ¼ 0: ð9Þ
Thus, it may happen that b is constant on some interval. In this case, (1) partially
degenerates to an elliptic problem. In particular, if b  0; then (1) is a purely elliptic
problem.
The assumptions on k; k are such that our study covers degenerate
elliptic–parabolic problems without history dependence by choosing k40 and k  0:
Moreover, it covers the case of a fractional derivative in time. Indeed, choose
k ¼ 0 and kðtÞ :¼ tg=Gð1 gÞ for gAð0; 1Þ; where G denotes the Gamma-function,
then the ﬁrst term in (1) is in fact the fractional derivative in time of bðvÞ of order g:
In this case, even for b  id; (1) interpolates between the elliptic and the parabolic
problem.
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We recall that problems of the form (1) are obtained when modelling the transport
of ﬂuids in porous media. In geothermal regions the ﬂuid may precipitate minerals in
the pores of the medium, thus diminishing their size. This results in a history
dependence and according to [8] can be treated by using a fractional derivative
in time. Another application of (1) is the heat ﬂow in materials with memory,
see e.g. [10].
There already exists a vast literature on problems of the above mentioned type
without history dependence. It is well known, see e.g. [6, Appendix I], that even for
the elliptic problem with 1opp2 1
N
and L1-data one cannot expect to ﬁnd a weak
solution, i.e., a solution which solves the equation in the sense of distributions. But
even if there exists a weak solution this solution is in general not unique,
see e.g. [17,20].
In order to overcome the above-mentioned problems of nonexistence and
nonuniqueness of weak solutions, two new notions of solutions have been
introduced. In [7,16] existence and uniqueness of renormalized solutions is shown
for elliptic and parabolic problems, respectively. Moreover, we refer to [9] for the
problem of uniqueness of renormalized solutions of the elliptic–parabolic problem
without history dependence.
The second concept, i.e. the concept of entropy solutions, is equivalent to the
notion of renormalized solutions for problems without history dependence
and was ﬁrst introduced in [6] for an elliptic problem. See also [3] for the parabolic
problem.
These new concepts have in common that one does not expect to ﬁnd a solution as
an element of a Sobolev space, but only to ﬁnd a measurable function v such that all
truncations TKðvÞ of v are in a certain Sobolev space. Here, the truncation function
TK :R-R is given by TKðrÞ :¼ minðmaxðr;KÞ; KÞ for all rAR: Moreover, we will
frequently use the notation TK ;L :¼ TL  TK for L4K40 and deﬁne sign0ðrÞ :¼
limK-0þ 1KTKðrÞ for all rAR:
In the following let
P :¼ fSAC1ðRÞj0pS0p1; supp S0 compact; Sð0Þ ¼ 0g; ð10Þ
and BS;fðrÞ :¼
R r
0
SðR fÞ dbðRÞ for all SACðRÞ; fAR; and b satisfying (9). Note
that B1
L
TL;f
ðrÞ  B1
L
TL;f
ðfÞ ¼ R rf 1LTLðR fÞ dR-jbðrÞ  bðfÞj as L-0þ; which will
be used in the proof of uniqueness of solutions.
The main tool in the proof of existence and uniqueness of renormalized
solutions in the elliptic–parabolic case without history dependence is
an integration by parts formula, see e.g. [1, Lemma 1.5]. As one can easily
show, such an integration by parts formula does not hold in general in
the history-dependent case of (1). But since a Kato inequality holds (see
Proposition 3), we can still formulate an entropy condition, which is adapted from
the deﬁnition of entropy solutions of fractional conservation laws as given in [11,
Deﬁnition 6].
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Deﬁnition 1. Let (3)–(6), (8), (9) and (2) be satisﬁed. A measurable function v :Q-R
is called an entropy solution of (1) if bðvÞAL1ðQÞ; TKðvÞALpð0; T ; W 1;p0 ðOÞÞ for all
K40; and

Z
Q
zt½kðBS;fðvÞ  BS;fðv0ÞÞ þ k1  ðBS;fðvÞ  BS;fðv0ÞÞ
þ
Z
Q
z½k2  ðbðvÞ  bðv0ÞÞtSðv  fÞ þ
Z
Q
zaðx; DvÞ  DSðv  fÞ
p
Z
Q
zfSðv  fÞ ð11Þ
for all fAW 1;p0 ðOÞ-LNðOÞ; zADð½0; TÞÞ with zX0; SAP; and all
nonnegative nonincreasing functions k1; k2AL1ð0; TÞ; such that k ¼ k1 þ k2 and
k2ð0þÞoN:
Remark 2. Note that each term in (11) is well deﬁned. Indeed, jBS;fðvÞ 
BS;fðv0ÞjpjjSjjNjbðvÞ  bðv0ÞjAL1ðQÞ and ðk2  uÞtðtÞ ¼ k2ð0þÞuðtÞ þ
R
ð0;t uðt 
sÞ dk2ðsÞ a.e. tAð0; TÞ for all uAL1ðQÞ: Moreover, since S0 has compact support
and f is bounded, the third term in (11) can be understood as
R
Q
zaðx; DTKðvÞÞ 
DSðTKðvÞ  fÞ for some K40 large enough. Finally note that by an approximation
argument an entropy solution additionally satisﬁes (11) for all S ¼ TK and S ¼ TK ;L
with L4K40:
In Section 2 we derive a Kato inequality which serves as an essential tool
in the proof of existence of entropy solutions. Uniqueness of entropy solutions
of (1) is shown in Section 3 using Kruzhkov’s method of doubling variables.
Section 4 is concerned with the existence of entropy solutions for the non-
degenerated problem, i.e. for (1) with b  id: In particular, we show that the
generalized solution of an associated abstract Volterra equation is an entropy
solution.
2. A Kato inequality
Note that by Arendt and Be´nilan [4] a generator of a strongly continuous
semigroup of submarkovian operators satisﬁes a Kato inequality. The following
formulation of a Kato inequality can be considered as a special version of [12,
Exercise 20.6.30].
Proposition 3. Let k; k satisfy (8), b :R-R satisfy (9), v : Q-R and v0 :O- %R be
measurable such that u ¼ bðvÞABVð0; T ; L1ðOÞÞ; u0 ¼ bðv0ÞAL1ðOÞ with
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limt-0þbðvÞðt; Þ ¼ bðv0Þ in L1ðOÞ and ðkðu  u0Þ þ k  ðu  u0ÞÞAW 1;1ð0; T ; L1ðOÞÞ:
Then

Z
Q
xtðkðBS;fðvÞ  BS;fðv0ÞÞ þ ðk  ðBS;fðvÞ  BS;fðv0ÞÞÞÞ
p
Z
Q
ðkðu  u0Þ þ ðk  ðu  u0ÞÞÞtSðv  fÞx
for all SAP,fTK ; TK;Lj L4K40g; fALNðOÞ; xADð½0; TÞÞ with xX0: Moreover,
Z
O
ðkðBS;fðvðTÞÞ  BS;fðv0ÞÞ þ ðk  ðBS;fðvÞ  BS;fðv0ÞÞÞðTÞÞ
p
Z
Q
ðkðu  u0Þ þ ðk  ðu  u0ÞÞÞtSðv  fÞ
for all SAP,fTK ; TK;Lj L4K40g; fALNðOÞ:
Proof. As by assumption uABVð0; T ; L1ðOÞÞ and u0AL1ðOÞ; we conclude by
applying [13, Lemma 3.4] that k  ðu  u0ÞAW 1;1ð0; T ; L1ðOÞÞ: Thus, kðu 
u0ÞAW 1;1ð0; T ; L1ðOÞÞ:
For a maximal monotone graph b in R	 R with 0Abð0Þ; we use the notation b0
for the minimal section of b; given by b0ðtÞ :¼ sign0ðsÞminsAbðtÞjsj for all tAR with
bðtÞa|: Letting SAP,fTK ; TK ;Lj L4K40g; fALNðOÞ; and deﬁning
jx :R-ðN;N by
jxðrÞ :¼
R r
0 Sð  fðxÞÞ3ðb1Þ0ðsÞ ds if rARðbÞ;
N if reRðbÞ
(
a.e. xAO; it is clear that jx is proper, convex, lower semi-continuous and w :¼
Sðv  fÞA@jxðbðvÞÞ a.e. in Q: Here @jx denotes the subdifferential of jx: Thus, we
conclude for all r˜; rAR and a.e. xAO
Z r˜
r
Sðs  fðxÞÞ dbðsÞ ¼ jxðbðr˜ÞÞ  jxðbðrÞÞXðbðr˜Þ  bðrÞÞSðr  fðxÞÞ:
The remaining proof consists of three steps:
(1) Following the arguments of [1, Lemma 1.5], see also [19, Lemma 1], we choose
fALNðOÞ; xADð½0; TÞÞ arbitrary with xX0; and deﬁne z :¼ Sðv  fÞx and zhðtÞ :¼
1=h
R tþh
t
zðtÞ dt for all h40: Thus zhAW 1;1ð0; T ; L1ðOÞÞ-LNðQÞ with zhtALNðQÞ:
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Deﬁning vðtÞ :¼ v0 for to0; we obtainZ
Q
kðu  u0Þtzh ¼ 
Z
Q
kðu  u0Þ zðt þ hÞ  zðtÞ
h
¼  1
h
Z
Q
kðuðt  hÞ  uðtÞÞSðvðtÞ  fÞxðtÞ
X  1
h
Z
Q
kð jxðuðt  hÞÞ  jxðuðtÞÞÞxðtÞ
¼ 
Z
Q
kð jxðuðtÞÞ  jxðu0ÞÞ xðt þ hÞ  xðtÞ
h
:
Letting h-0þ we conclude

Z
Q
xtkð jxðuÞ  jxðu0ÞÞp
Z
Q
xkðu  u0ÞtSðv  fÞ:
Since, for k40; we have uAW 1;1ð0; T ; L1ðOÞÞ; we additionally obtain
k
Z
O
ð jxðuðTÞÞ  jxðu0ÞÞp
Z
Q
kðu  u0ÞtSðv  fÞ:
(2) In order to obtain an estimate on ðk  ðu  u0ÞÞt; we ﬁrst assume that
kð0þÞoN: For jx and w deﬁned as above the following inequality holds a.e.
ðt; xÞAQ:
ðk  ðuðsÞ  u0ÞÞtðtÞwðtÞ
¼ kð0þÞuðtÞwðtÞ þ
Z
ð0;t
ðuðt  sÞ  uðtÞÞwðtÞ dkðsÞ
þ kðtÞuðtÞwðtÞ  kð0þÞuðtÞwðtÞ  kðtÞu0wðtÞ
XkðtÞðuðtÞ  u0ÞwðtÞ þ
Z
ð0;t
ð jxðuðt  sÞÞ  jxðuðtÞÞÞ dkðsÞ
Xðk  ð jxðuÞ  jxðu0ÞÞÞtðtÞ: ð12Þ
Here, we used the fact that dk is a nonpositive measure on ð0; T : Multiplying the
above inequality by xADð½0; TÞÞ with xX0 and integrating over Q; we obtain

Z
Q
xtk  ð jxðuÞ  jxðu0ÞÞp
Z
Q
xðk  ðu  u0ÞÞtSðv  fÞ:
(3) Now, assume that kð0þÞ ¼N: We approximate k by a sequence
fkngnANCL1ð0; TÞ such that each kn is nonnegative nonincreasing with knð0þÞoþ
N and such that kn-k in L1ð0; TÞ: Since uABVð0; T ; L1ðOÞÞ; we have ðkn  ðu 
u0ÞÞt-ðk  ðu  u0ÞÞt in L1ðQÞ as n-N by Gripenberg [13, Lemma 3.4], and since
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jxðuÞAL1ðQÞ; we also concludeZ
O
ðkn  ð jxðuÞ  jxðu0ÞÞÞ-
Z
O
ðk  ð jxðuÞ  jxðu0ÞÞÞ
in L1ð0; TÞ as n-N: This gives the assertion, since k  ð jxðuÞ  jxðu0ÞÞA
W 1;1ð0; T ; L1ðOÞÞ: &
3. Uniqueness of entropy solutions
The proof of uniqueness of entropy solutions of (1) is based on Kruzhkov’s
method of doubling variables, see [15]. See also [11] for an application to entropy
solutions of conservation laws with memory.
Theorem 4. Let (3)–(6), (8), (9) be satisfied, let fAL1ðQÞ and v0;i :O- %R be
measurable with bðv0;iÞAL1ðOÞ for i ¼ 1; 2 such that bðv0;1Þ ¼ bðv0;2Þ a.e. in O:
Moreover, for i ¼ 1; 2 let vi : Q-R be an entropy solution of (1) with right hand side f
and initial data v0;i such that
lim
t-0þ
jjbðv1Þðt; Þ  bðv0;1ÞjjL1ðOÞ ¼ 0:
Then bðv1Þ ¼ bðv2Þ a.e. in Q:
Note that we only assume the continuity at t ¼ 0 for one of the entropy solutions.
For the proof of Theorem 4, we need the following a priori estimate.
Lemma 5. Let (3)–(6), (8), (9) and (2) be satisfied. Moreover, let v : Q-R be an
entropy solution of (1). ThenZ
Q
xjDTK ;KþLðvÞjp ¼
Z
Q-fKojvjoKþLg
xjDvjp-0 as K-N
for all L40; xADð½0; TÞÞ with xX0:
Proof. Using the abbreviation wK ;L :¼ 1LjBTK;KþL;fðvÞ  BTK ;KþL;fðv0Þj and the deﬁni-
tion of entropy solutions with f  0 and S ¼ TK ;KþL (see Remark 2) we conclude by
applying the coercivity assumption (5)
l
L
Z
Q
xjDTK ;KþLðvÞjpp
Z
Q
xj f j1fKojvjg þ jjxtjjN
Z
Q
ðkwK ;L þ ðk  wK ;LÞÞ:
Since v : Q-R is ﬁnite a.e., fKojvjgk| as K-N: As xj f jAL1ðQÞ; we concludeR
Q-fKojvjg xj f j-0 as K-N: It remains to show that wK;L-0 in L1ðQÞ: Extending b
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by bðNÞ :¼ limt-NbðtÞ and bðNÞ :¼ limt-NbðtÞ; we obtain
wK ;LpjbðvÞj1fjvj4Kg þ jbðv0Þj1fKojv0joNg þ jbðv0Þ  bðsignðv0ÞKÞj1fjv0j¼Ng:
Thus, wK ;L-0 as K-N a.e. in Q; since fjvj4Kgk| and fKojv0joNgk| as
K-N and, moreover, jbðv0Þ  bðsign0ðv0ÞKÞj-0 as K-N on fjbðv0ÞjoN; jv0j ¼
Ng: Since wK;LpjbðvÞj þ jbðv0Þj for all K40; Lebesgue’s dominated convergence
theorem yields the assertion. &
Using the above a priori estimate we can now prove Theorem 4.
Proof of Theorem 4. We apply Kruzhkov’s method of doubling variables in time and
assume that v1 is a function of s and v2 is a function of t: For K40 we use f ¼
TKðv2ÞðtÞ as a test function in the deﬁnition of entropy solution for v1 and f ¼
TKðv1ÞðsÞ in the deﬁnition for v2 with S ¼ TL for L40 and add up both inequalities.
This gives
IK ;L1 þ IK ;L2 þ IK ;L3 þ IK ;L4 pIK ;L5 ð13Þ
for K ; L40 and xADð½0; TÞ 	 ½0; TÞÞ with xX0: Here, we set Q2 :¼ ð0; TÞ 	 ð0; TÞ 	
O and use the abbreviations ui :¼ bðviÞ; u0 :¼ bðv0;1Þ ¼ bðv0;2Þ for i ¼ 1; 2; and,
moreover,
I
K;L
1 :¼ 
Z
Q2
xsðs; tÞ k
Z v1ðsÞ
v0;1
TL½r  TKðv2ðtÞÞ dbðrÞ
 
þ
Z s
0
k1ðs  sÞ
Z v1ðsÞ
v0;1
TL½r  TKðv2ðtÞÞ dbðrÞ ds
!
;
I
K ;L
2 :¼ 
Z
Q2
xtðs; tÞ k
Z v2ðtÞ
v0;2
TL½r  TKðv1ðsÞÞ dbðrÞ
 
þ
Z t
0
k1ðt  tÞ
Z v2ðtÞ
v0;2
TL½r  TKðv1ðsÞÞ dbðrÞ dt
!
;
IK ;L3 :¼
Z
Q2
xðs; tÞ @
@s
ðk2  ðu1  u0ÞÞðsÞTL½v1ðsÞ  TKðv2ðtÞÞ
þ
Z
Q2
xðs; tÞ @
@t
ðk2  ðu2  u0ÞÞðtÞTL½v2ðtÞ  TKðv1ðsÞÞ;
IK ;L4 :¼
Z
Q2
xðs; tÞðaðx; Dv1ðsÞÞDTL½v1ðsÞ  TKðv2ðtÞÞ
þ aðx; Dv2ðtÞÞDTL½v2ðtÞ  TKðv1ðsÞÞÞ;
I
K ;L
5 :¼
Z
Q2
xðs; tÞð f ðsÞTL½v1ðsÞ  TKðv2ðtÞÞ þ f ðtÞTL½v2ðtÞ  TKðv1ðsÞÞÞ:
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In (13) we ﬁrst want to pass with K-N and then L-0þ : We split the integral IK ;L4
into ﬁve parts as follows:
IK ;L4 ¼
Z
Q2-fjv1ðsÞj;jv2ðtÞjoKg
xðs; tÞ½aðx; Dv1ðsÞÞ  aðx; Dv2ðtÞÞ  DTL½v1ðsÞ  v2ðtÞ
þ
Z
Q2-fjv2ðtÞjXK ;jv1ðsÞTK ðv2ðtÞÞjoLg
xðs; tÞaðx; Dv1ðsÞÞ  Dv1ðsÞ
þ
Z
Q2-fjv1ðsÞjXK;jv2ðtÞTK ðv1ðsÞÞjoLg
xðs; tÞaðx; Dv2ðtÞÞ  Dv2ðtÞ
þ
Z
Q2-fjv2ðtÞjoK ;jv1ðsÞjXKg
xðs; tÞaðx; Dv1ðsÞÞ  DTL½v1ðsÞ  v2ðtÞ
þ
Z
Q2-fjv1ðsÞjoK;jv2ðtÞjXKg
xðs; tÞaðx; Dv2ðtÞÞ  DTL½v2ðtÞ  v1ðsÞ
¼: IK ;L4;1 þ IK ;L4;2 þ IK ;L4;3 þ IK ;L4;4 þ IK ;L4;5 :
Note that the ﬁrst term IK;L4;1 on the right-hand side of the above equality is
nonnegative by the monotonicity assumption (4), and the second and third
term IK ;L4;2 and I
K;L
4;3 are as well nonnegative, since a satisﬁes the coercivity
assumption (5). Choose zADð½0; TÞÞ such that zðsÞ ¼ zðtÞ ¼ 1 a.e. ðs; tÞAsupp x
and jjzjjNp1: Thus, the fourth term IK;L4;4 can be estimated for all K4L
by applying the coercivity assumption (5), Ho¨lder’s inequality and the growth
bound (6) by
I
K ;L
4;4 X  LT jjxjjNjjz1=pDTKL;Kðv2ÞjjLpðQÞN ðjj1fKpjv1jgjjjLp0 ðQÞ
þ jjz1=pDTK;KþLðv1Þjjp1LpðQÞN Þ:
By Lemma 5 lim infK-NI
K ;L
4;4 X0: Since an analogous estimate with the roles of v1
and v2 interchanged can be applied to I
K;L
4;5 ; we conclude lim infK-NI
K ;L
4 X0:
We now investigate the convergence of the remaining terms in (13). Note that
TLðv1ðsÞ  TKðv2ðtÞÞÞ-TLðv1ðsÞ  v2ðtÞÞ and TLðv2ðtÞ  TKðv1ðsÞÞÞ-TLðv2ðtÞ 
v1ðsÞÞ a.e. in Q2 as K-N: Thus, Lebesgue’s dominated convergence theorem
gives
I
K ;L
5 -
Z
Q2
xðs; tÞð f ðsÞ  f ðtÞÞTLðv1ðsÞ  v2ðtÞÞ ¼: I˜ L5 as K-N:
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Since k2ð0þÞoN; we have ðk2  ðu1  u0;1ÞÞs; ðk2  ðu2  u0;2ÞÞtAL1ðQ2Þ: Thus,
again by Lebesgue’s dominated convergence theorem
I
K ;L
3 -
Z
Q2
xðs; tÞ k2ð0þÞðu1ðsÞ  u2ðtÞÞ þ
Z
ð0;s
ðu1ðs  sÞ  u0Þ dk2ðsÞ
"

Z
ð0;t
ðu2ðt  tÞ  u0Þ dk2ðtÞ
#
TLðv1ðsÞ  v2ðtÞÞ ¼: I˜ L3
as K-N: Since wL;K :¼ BTL;TK ðv2Þðv1Þ  BTL;TK ðv2Þðv0;1Þ-BTL;v2ðv1Þ  BTL;v2ðv0;1Þ ¼:
wL a.e. in Q2 as K-N and jwL;K jpLðju1j þ ju0jÞAL1ðQ2Þ Lebesgue’s dominated
convergence theorem implies
IK;L1 -
Z
Q2
xsðs; tÞ kwLðs; tÞ þ
Z s
0
k1ðs  sÞwLðs; tÞ ds
 	
¼: I˜ L1
as K-N: By the same arguments as above, we also have
I
K;L
2 - 
Z
Q2
xtðs; tÞ kðBTL;v1ðsÞðv2ðtÞÞ  BTL;v1ðsÞðv0;2ÞÞ

þ
Z t
0
k1ðt  tÞðBTL;v1ðsÞðv2ðtÞÞ  BTL;v1ðsÞðv0;2ÞÞ dt
	
¼: I˜ L2 :
Taking the limit for K-N in (13) and dividing the inequality by L40 yields
1
L
I˜ L1 þ
1
L
I˜ L2 þ
1
L
I˜ L3p
1
L
I˜ L5 : ð14Þ
Note that
1
L
I˜ L5p
Z T
0
Z T
0
xðs; tÞjj f ðsÞ  f ðtÞjjL1ðOÞ ds dt ¼: J5:
Since 1
L
TL½v1ðsÞ  v2ðtÞ-sign0ðv1ðsÞ  v2ðtÞÞ a.e. in Q2 as L-0þ; we conclude
1
L
I˜ L3-
Z
Q2
xðs; tÞ k2ð0þÞðu1ðsÞ  u2ðtÞÞ þ
Z
ð0;s
ðu1ðs  sÞ  u0Þ dk2ðsÞ
 

Z
ð0;t
ðu2ðt  tÞ  u0Þ dk2ðtÞ
!
sign0ðv1ðsÞ  v2ðtÞÞ ¼: Iˆ3
as L-0þ : We deﬁne yðs; tÞ :¼ jju1ðsÞ  u2ðtÞjjL1ðOÞ for s; t40: Moreover, let yðs; 0Þ :
¼ jju1ðsÞ  u0jjL1ðOÞ; and yð0; tÞ :¼ jju0  u2ðtÞjjL1ðOÞ for all s; tX0; and yðs; tÞ ¼ 0 for
all s; tAR such that so0 or to0: Note that ðu1ðsÞ  u2ðtÞÞsign0ðv1ðsÞ  v2ðtÞÞ ¼
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ju1ðsÞ  u2ðtÞj a.e. in Q2; since b is nondecreasing. Using the fact that dk2 is a
nonpositive measure on ð0;NÞ; we obtain
Iˆ3X
Z T
0
Z T
0
xðs; tÞ k2ð0þÞyðs; tÞ þ
Z
ð0;minðs;tÞ
yðs  t; t  tÞ dk2ðtÞ
 !
ds dt
þ
Z T
0
Z T
0
xðs; tÞ 1ftosg
Z
ðt;s
yðs  s; 0Þ dk2ðsÞ
 
þ 1fsotg
Z
ðs;t
yð0; t  tÞ dk2ðtÞ
!
ds dt ¼: J3;1 þ J3;2:
Note that 1
L
wLðs; tÞ-ju1ðsÞ  u2ðtÞj  ju2ðtÞ  u0j a.e. in Q2 as L-0þ : Since,
moreover, 1
L
wLpju1  u2j þ ju2  u0jAL1ðQ2Þ;
1
L
I˜ L1- 
Z T
0
Z T
0
xsðs; tÞ kyðs; tÞ þ
Z s
0
k1ðs  sÞyðs; tÞ ds

 
ds dt
 k
Z T
0
xð0; tÞyð0; tÞ dt 
Z T
0
Z T
0
xðs; tÞk1ðsÞyð0; tÞ ds dt
¼: J1;1 þ J1;2 þ J1;3 as L-0þ :
Using essentially the same arguments as above we conclude
1
L
I˜ L2- 
Z T
0
Z T
0
xtðs; tÞ kyðs; tÞ þ
Z t
0
k1ðt  tÞyðs; tÞ ds

 
ds dt
 k
Z T
0
xðs; 0Þyðs; 0Þ dt 
Z T
0
Z T
0
xðs; tÞk1ðtÞyðs; 0Þ ds dt
¼: J2;1 þ J2;2 þ J2;3 as L-0þ :
This yields
J1;1 þ J2;1 þ J3;1 þ J3;2 þ J1;3 þ J2;3 þ J1;2 þ J2;2pJ5: ð15Þ
Since (15) holds for all combinations k1; k2AL1ð0; TÞ of nonnegative nonincreasing
functions such that k ¼ k1 þ k2 and k2ð0þÞoN; we may choose fk1;ngnAN such that
k1;nðtÞ :¼ maxð0; kðtÞ  kð1nÞÞ: Then, obviously k1;n-0 in L1ð0; TÞ and k2;n :¼ k 
k1;n-k in L
1ð0; TÞ: We choose a sequence fRege40 of molliﬁers on R such that
ReX0; supp ReC½0; e and Re-d0 in D0ðRÞ as e-0þ : Deﬁning xeðs; tÞ :¼ Reðs 
tÞfðsÞ for fADð½0; TÞÞ with fX0; it is easy to see that xeADð½0; TÞ 	 ½0; TÞÞ with
xeX0 for e40 small enough. It is our intention to ﬁrst let n-N and then e-0þ in
(15). Since ðxeÞsðs; tÞ ¼ R0eðs  tÞfðsÞ þ Reðs  tÞf0ðsÞ and ðxeÞtðs; tÞ ¼ R0eðs  tÞfðsÞ;
we conclude
lim
e-0þ
lim
n-N
ðJ1;1 þ J2;1Þ ¼ k
Z T
0
f0ðsÞyðs; sÞ ds:
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Since lims-0þjju1ðsÞ  u0jjL1ðOÞ ¼ 0 and xeð0; tÞ ¼ Reð0 tÞfð0Þ ¼ 0 for tX0; we
obtain
lim
e-0þ
ðJ1;2 þ J2;2Þ ¼  lim
e-0þ
k
Z e
0
ReðsÞfðsÞyðs; 0Þ ds ¼ 0:
Note that limn-N ðJ1;3 þ J2;3Þ ¼ 0: For J3;1 we use the transformation ðZ; nÞ/ðZþ
n
2
; Z n
2
Þ ¼ ðs; tÞ of the integral. Thus
J3;1 ¼
Z 2T
2T
Z Tjn=2j
jn=2j
xe Zþ
n
2
; Z n
2
 
k2;nð0þÞy Zþ n
2
; Z n
2
  
þ
Z
ð0;Z
y Zþ n
2
 t; Z n
2
 t
 
dk2;nðtÞ
!
dZ dn
¼ 
Z 2T
2T
Z Tjn=2j
jn=2j
ReðnÞf0 Zþ
n
2
 Z Z
0
k2;nðZ tÞy tþ n
2
; t n
2
 
dt dZ dn:
Since k2;n-k in L
1ð0; TÞ as n-N; we conclude
lim
e-0þ
lim
n-N
J3;1 ¼ 
Z T
0
f0ðtÞ
Z t
0
kðt  tÞyðt; tÞ dt dt:
In order to estimate J3;2 we use the assumption lims-0þjju1ðsÞ  u0jjL1ðOÞ ¼ 0 and the
fact that xeðs; tÞ ¼ Reðs  tÞfðsÞ ¼ 0 for sot and obtain
0XJ3;2X sup
sA½0;e
yðs; 0Þ
 !Z T
0
Z T
t
xeðs; tÞðk2;nðtÞ  k2;nðsÞÞ ds dt-0
as ﬁrst n-N and then e-0þ : Finally, note that lime-0þJ5 ¼ 0: Combining the
above results yields

Z T
0
f0ðtÞ kyðt; tÞ þ
Z t
0
kðt  tÞyðt; tÞ dt

 
dtp0 ð16Þ
for all fADð½0; TÞÞ with fX0: According to [18, Proposition 4.4], see also [13], there
exists a unique nonnegative Radon measure a on ½0; TÞ deﬁned by
kað½0; tÞ þ
Z t
0
að½0; t  sÞkðsÞ ds ¼ t; tAð0; TÞ:
By the convolution of d
dt
ðkyðt; tÞ þ R t0 kðt  tÞyðt; tÞ dtÞ with this measure a we obtain
yðt; tÞp0
in the sense of distributions and thus a.e. in ð0; TÞ: This yields the assertion. &
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4. Existence of entropy solutions
In this section we prove the existence of entropy solutions for the non-degenerated
history dependent problem, i.e. of (1), where here and in the following we
always assume that b  id: In particular, we show that the generalized solution of an
associated abstract Volterra equation with state space L1ðOÞ is an entropy solution.
To this end, we deﬁne the operator AN : DðANÞCL1ðOÞ-L1ðOÞ by Av :¼
div aðx; DvÞ for all vADðANÞ ¼ fwAW 1;p0 ðOÞ-LNðOÞ j  div aðx; DwÞAL1ðOÞg;
where a satisﬁes (3)–(6). Then, see e.g. [2,5], AN is a completely accretive operator in
L1ðOÞ with RðI þ mANÞ*LNðOÞ for all m40; and its graph closure A :¼ AN in
L1ðOÞ 	 L1ðOÞ is a possibly multivalued m-completely accretive operator in L1ðOÞ:
According to [6] the operator A can be characterized by
ðv; wÞAA3 v; wAL1ðOÞ; TKðvÞAW 1;p0 ðOÞ for all K40 andZ
O
aðx; DvÞ  DTKðv  fÞp
Z
O
wTKðv  fÞ
for all fAW 1;p0 ðOÞ-LNðOÞ; K40: ð17Þ
Note that by Cockburn et al. [11], and Gripenberg [13], respectively, for all
v0ADðAÞ ¼ L1ðOÞ and all fAL1ðQÞ and k; k satisfying (8) the abstract Volterra
equation
ðkðv  v0Þ þ ðk  ðv  v0ÞÞÞt þ Av{f on ð0; TÞ; vð0Þ ¼ v0 ð18Þ
admits a unique generalized solution vAL1ðQÞ: But a priori it is not clear in which
sense this generalized solution satisﬁes Eq. (1).
By Gripenberg [13, Theorem 4] in the case k ¼ 0; and Jakubowski and Wittbold
[14] in the case k40; we conclude that for sufﬁciently regular data v is a strong
solution, i.e. satisﬁes (18) a.e. in ð0; TÞ and limt-0þvðtÞ ¼ v0: By the coercivity
assumption (5) one has 0AAð0Þ; and since A is m-completely accretive, we have
jjðI þ mAÞ1gjjNpjjgjjN for all gALNðOÞ and all m40: Thus, by Cockbum et al. [11,
Proposition 5] we conclude that for sufﬁciently regular data the generalized solution
v of (18) satisﬁes (1) in the sense of distributions, i.e. is a weak solution. In particular,
the following holds.
Proposition 6. Let (3)–(6) and (8) be satisfied and let the operator A be given by (17).
Assume that v0ADðAÞ-LNðOÞ; and fAW 1;1ð0; T ; L1ðOÞÞ-LNðQÞ: Then the
generalized solution v of the abstract Volterra equation (18) satisfies
vABVð0; T ; L1ðOÞÞ; ðkðv  v0Þ þ ðk  ðv  v0ÞÞÞtAL1ðQÞ; and vðtÞAW 1;p0 ðOÞ-
LNðOÞ a.e. tAð0; TÞ: MoreoverZ
O
ðkðv  v0Þ þ ðk  ðv  v0ÞÞÞtðtÞfþ
Z
O
aðx; DvðtÞÞ  Df ¼
Z
O
f ðtÞf ð19Þ
for all fAW 1;p0 ðOÞ-LNðOÞ a.e. tA½0; TÞ:
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Approximating v0AL1ðOÞ and fAL1ðQÞ by sufﬁciently regular data, we will obtain
a sequence of weak solutions converging to an entropy solution.
Theorem 7. Let (3)–(6) and (8) be satisfied. Let the operator A be given by (17) and let
b  id; v0AL1ðOÞ and fAL1ðQÞ: Then the generalized solution v of (18) is an entropy
solution of (1).
Proof. We choose sequences fv0;ngnANCDðAÞ-LNðOÞ and ffngnANC
W 1;1ð0; T ; L1ðOÞÞ-LNðQÞ with v0;n-v0 in L1ðOÞ and fn-f in L1ðQÞ as n-N:
Let vn denote the generalized solution of (18) for data v0;n; fn: By the continuous
dependence on the data, according to [13, Theorem 5], vn-v in L
1ðQÞ:
In the following let K40 be ﬁxed. By Proposition 6, vn satisﬁes (19) for data
v0;n; fn: Using f ¼ TKðvnÞ as a test function, applying the coercivity assumption (5)
and the Kato inequality, we obtain
l
Z
Q
jDTKðvnÞjpp
Z
Q
fnTKðvnÞ  k
Z
O
Z vnðTÞ
v0;n
TKðrÞ dr dx

Z T
0
kðT  sÞ
Z
O
Z vnðsÞ
v0;n
TKðrÞ dr dx ds
pK jj fnjjL1ðQÞ þ Kðkþ jjkjjL1ð0;TÞÞjjv0;njjL1ðOÞ:
Thus, fDTKðvnÞgnAN is a bounded sequence in LpðQÞN : By Poincare´’s inequality
fTKðvnÞgn is a bounded sequence in Lpð0; T ; W 1;p0 ðOÞÞ; and thus TKðvnÞ,vK weakly
in Lpð0; T ; W 1;p0 ðOÞÞ for a subsequence as n-N with some vKALpð0; T ; W 1;p0 ðOÞÞ:
As vn-v in L
1ðQÞ; obviously vK ¼ TKðvÞ and by the uniqueness of the weak limit
TKðvnÞ,TKðvÞ weakly in Lpð0; T ; W 1;p0 ðOÞÞ for the whole sequence. Moreover, by
the growth bound (6) the sequence faðx; DTKðvnÞÞgnAN is bounded in Lp
0 ðQÞN and
admits a weakly convergent subsequence in Lp
0 ðQÞN : Without loss of generality, we
assume aðx; DTKðvnÞÞ,sK weakly in Lp0 ðQÞN with some sKALp0 ðQÞN :
In order to show that div sK ¼ div aðx; DTKðvÞÞ; we will apply Minty’s trick. To
this end, we deﬁne
IK;Lm;n :¼
Z
Q
½aðx; DTKðvmÞÞ  aðx; DTKðvnÞÞ  DTL½TKðvmÞ  TKðvnÞ:
and claim that limL-0þlimm-N limn-N IK ;Lm;n ¼ 0: We use the following decomposi-
tion of the above integral:
IK ;Lm;n ¼
Z
Q-fjvmjoK;jvnjoKg
½aðx; DvmÞ  aðx; DvnÞ  DTLðvm  vnÞ
þ
Z
Q-fjvmjoK ;jvnjXKg
aðx; DvmÞ  DTLðvm  TKðvnÞÞ
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þ
Z
Q-fjvmjXK ;jvnjoKg
aðx; DvnÞ  DTLðvn  TKðvmÞÞ
¼: IˆK ;Lm;n þ JK ;Lm;n þ JK;Ln;m :
Subtracting Eq. (19) for vm and vn with data v0;m; fm and v0;n; fn; respectively, and test
function f ¼ TLðvm  vnÞ; we obtain by applying the monotonicity assumption (4)
and the Kato inequality, Proposition 3, with v ¼ vm  vn
0pIˆK ;Lm;np
Z
Q
½aðx; DvmÞ  aðx; DvnÞ  DTLðvm  vnÞ
pLððkþ jjkjjL1ð0;TÞÞjju0;m  u0;njjL1ðOÞ þ jj fm  fnjjL1ðQÞÞ: ð20Þ
Thus limL-0þ limm-N limn-N IˆK ;Lm;n ¼ 0:
Since the coercivity assumption (5) holds, we may develop an estimate
on JK;Lm;n by increasing the set of integration. To this end, note that for
K4L40
fjvmjoK ; jvnjXK ; jvm  TKðvnÞjoLgCfK  LojvmjoKg:
Using TKL;KðvmÞ as a test function in (19) for vm with data v0;m; fm; an application of
the Kato inequality implies
0pJK ;Lm;np
Z
Q
fmTKL;KðvmÞ  k
Z
O
Z vmðTÞ
v0;m
TKL;KðrÞ dr dx

Z T
0
kðT  sÞ
Z
O
Z vmðsÞ
v0;m
TKL;KðrÞ dr dx ds
pLjj fnjjL1ðQÞ þ Lðkþ jjkjjL1ð0;TÞÞjjv0;mjjL1ðOÞ:
This implies limL-0þ limm-N limn-N JK ;Lm;n ¼ 0: An analogous estimate can be
applied to JK;Ln;m : Combining the above results yields limL-0þ limm-N limn-N
IK ;Ln;m ¼ 0:
Now, let fALpð0; T ; W 1;p0 ðOÞÞ be arbitrary. Deﬁning
I˜ K;Lm˜;n˜ :¼
Z
Q-fjTK ðvm˜ÞTK ðvn˜ÞjpLg
aðx; DTKðvm˜ÞÞDðTKðvm˜Þ  TKðvn˜Þ þ fÞ;
J˜
K;L
m˜;n˜ :¼
Z
Q-fjTK ðvm˜ÞTK ðvn˜Þj4Lg
aðx; DTKðvm˜ÞÞDf
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for all m˜; n˜AN; the convergence of IK ;Lm;n yields
2
Z
Q
sK Df ¼ lim
L-0þ
lim
m-N
lim
n-N
ðI˜ K ;Lm;n þ J˜ K ;Lm;n þ I˜ K ;Ln;m þ J˜ K ;Ln;m Þ:
Without loss of generality, we may assume that TKðvnÞ-TKðvÞ a.e. in Q in the
following. Ho¨lder’s inequality applied to J˜ K ;Lm;n yields
jJ˜ K ;Lm;n jpC
Z
Q-fjTK ðvmÞTK ðvnÞj4Lg
jDfjp
 !1
p
for some C40 independent of L; m; n: By Lebesgue’s dominated convergence
theorem we conclude limL-0þ limm-N limn-N jJ˜ K;Lm;n j ¼ 0: Analogously, we get
limL-0þ limm-N limn-N jJ˜ K;Ln;m j ¼ 0:
We now investigate the convergence of the ﬁrst term I˜ K;Lm;n : By Lebesgue’s
dominated convergence theorem aðx; DTKðvmÞÞ1fjTK ðvmÞTK ðvnÞjpLg-aðx; DTKðvmÞÞ
1fjTK ðvmÞTK ðvÞjpLg in L
p0 ðQÞN as n-N: By the monotonicity assumption (4) and as
DTKðvnÞ,DTKðvÞ weakly in LpðQÞN ; we conclude
lim inf
L-0þ
lim inf
m-N
lim
n-N
I˜ K ;Lm;n
X lim inf
L-0þ
lim inf
m-N
Z
Q-fjTK ðvmÞTK ðvÞjpLg
aðx; DTKðvÞ  DfÞ
	 DðTKðvmÞ  TKðvÞ þ fÞ
¼
Z
Q
aðx; DTKðvÞ  DfÞDf:
An estimate on lim infL-0þ lim infm-N lim infn-N I˜ K ;Ln;m cannot be achieved by using
directly the same argument as for I˜ K;Lm;n due to the asymmetry and the interchanged
limits. Therefore, we split I˜ K ;Ln;m into two parts
I˜ K;Ln;m ¼
Z
Q-fjTK ðvmÞTK ðvnÞjpLg
aðx; DTKðvnÞÞðDTKðvnÞ  DTKðvÞ þ DfÞ
þ
Z
Q-fjTK ðvmÞTK ðvnÞjpLg
aðx; DTKðvnÞÞðDTKðvÞ  DTKðvmÞÞ
¼: MK ;Lm;n þ NK ;Lm;n :
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Applying the monotonicity assumption (4) we obtain
lim inf
L-0þ
lim inf
m-N
lim inf
n-N
MK ;Lm;n
X lim inf
L-0þ
lim inf
m-N
lim inf
n-N
Z
Q-fjTK ðvmÞTK ðvnÞjpLg
aðx; DTKðvÞ  DfÞ
	 ðDTKðvnÞ  DTKðvÞ þ DfÞ
¼
Z
Q
aðx; DTKðvÞ  DfÞDf
The convergence limL-0þ limm-N limn-N NK ;Lm;n ¼ 0 now follows by aðx;
DTKðvnÞÞ,sK weakly in Lp0 ðQÞN and DTKðvmÞ,DTKðvÞ weakly in LpðQÞN and
by the a.e. convergence of 1fjTK ðvmÞTK ðvnÞjpLg-1Q for all L40 as ﬁrst n-N and
then m-N:
Combining the above results we obtainZ
Q
sK DfX
Z
Q
aðx; DTKðvÞ  DfÞDf ð21Þ
for all fALpð0; T ; W 1;p0 ðOÞÞ: Choosing xALpð0; T ; W 1;p0 ðOÞÞ arbitrary, and f ¼ rx
for ra0; dividing (21) by r and passing to the limit with r-0þ and r-0;
respectively, we obtain div sK ¼ div aðx; DTKðvÞÞ:
We are now in the position to take the limit in (19) for vn with data
v0;n; fn as n-N: Take k1; k2AL1ð0; TÞ arbitrary such that k1; k2 are
nonnegative and nonincreasing satisfying k ¼ k1 þ k2 and k2ð0þÞoN: Moreover,
take SAP and fAW 1;p0 ðOÞ-LNðOÞ and xADð½0; TÞÞ with xX0 arbitrary.
Using xSðvn  fÞ as a test function in (19) for vn; and applying the Kato inequality,
yields

Z
Q
xtðtÞ k
Z vnðtÞ
v0;n
Sðr  fÞ dr þ
Z t
0
k1ðt  sÞ
Z vnðsÞ
v0;n
Sðr  fÞ dr ds
" #
þ
Z
Q
k2ð0þÞðvnðtÞ  v0;nÞ þ
Z
ð0;t
ðvnðt  sÞ  v0;nÞ dk2ðsÞ
" #
SðvnðtÞ  fÞ
þ
Z
Q
xðtÞaðx; DvnðtÞÞDSðvnðtÞ  fÞp
Z
Q
xðtÞfnðtÞSðvnðtÞ  fÞ:
Without loss of generality, we may assume vn-v a.e. in Q as n-N:
Thus, by the continuity of S0; S0ðvn  fÞ-S0ðv  fÞ a.e. in Q: Deﬁning
K :¼ jjfjjN þmaxfjzj j zAsupp S0g and applying the monotonicity assumption (4)
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we obtain
lim inf
n-N
Z
Q
xaðx; DvnÞDSðvn  fÞ
X lim inf
n-N
Z
Q
xaðx; DTKðvÞÞDðTKðvnÞ  TKðvÞÞS0ðvn  fÞ

þ
Z
Q
xaðx; DTKðvnÞÞDTKðvÞS0ðvn  fÞ

Z
Q
xaðx; DTKðvnÞÞDfS0ðvn  fÞ
	
¼
Z
Q
xaðx; DvÞDSðv  fÞ:
Since the remaining terms converge by Lebesgue’s dominated convergence theorem,
we have shown that v in an entropy solution of (1). &
We ﬁnally remark that the problem of existence in the degenerated history
dependent case, i.e. bcid and kc0; cannot be treated by the same methods, since in
this case we cannot apply the Kato inequality for the difference of two solutions, as
done in (20). Moreover, we used the regularity result of [14] for m-completely
accretive operators. In the general degenerated case this will not be applicable any
more, since the operator Ab; corresponding to the operator A given by (17) for the
case b  id; fails to be completely accretive.
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