Abstract
Introduction
The Software Engineering (SE) field has witnessed increasing calls to theorize about its core concepts and processes, e.g. [1] - [8] . However, SE remains preoccupied with normative research on software development methods, methodologies and process models [9] and characterized by "a lack of interest in theories aimed at understanding and explaining the how and why of the observed design activities" in favor of "a rush from observation and description to prescriptive modelling and the construction of design tools" [10] (p. 153).
Building and empirically evaluating SE theories has many benefits. Theories synthesize, preserve and communicate empirical knowledge, thereby implicitly coordinating future inquiry.
Unlike method and tool knowledge, theories endure fashions and fads. Adopting a theoretical mindset furthermore implicitly refocuses researchers on the fundamental rather than superficial features of SE.
A theory is simply a collection of interconnected concepts. Theories have differing purposes including to describe, to explain, to analyze and to predict [11] and units of analysis including individual, group, process, organization and industry [12] . Variance theories focus on why events occur while process theories focus on how events occur [13] . Variance theories employ different approaches to causation including regularity (Y always follows X), counterfactual (Y cannot occur without X), probabilistic (Y is more likely given X), and teleological (X, an agent with free will, chose to do Y) [14] . Similarly, process theories may approximate one of several "ideal types" -lifecycle (a sequence of phases), evolution (many competing elements), dialectic (struggle between several actors with varying power) and teleological (goal-oriented, self-directed actions of autonomous actors) [15] . Both types may be used to address a wide variety of questions from how do developers of aerospace control
systems formulate unit tests? to what are the primary determinants of emotional well-being among video game developers?
Given the diversity of possible theoretical approaches, deeply understanding sociotechnical phenomena including software development necessitates numerous theoretical perspectives.
Following Brooks' [16] insightful elucidation of fundamental confusion surrounding the software development process, this paper focuses on software development process theory.
Specifically, it summarizes Sensemaking-Coevolution-Implementation Theory (SCI), which diverges from traditional engineering thinking in an attempt to more accurately explain how software is developed in practice. SCI is evaluated against a rival theory, the FunctionBehavior-Structure Framework (FBS), which expresses a more traditional view of the development process. The paper presents an extensive, multi-method, empirical initiative to evaluate these two theories, driven by the following research question.
Research Question: Which of FBS and SCI more accurately represents how teams develop the majority of complex software systems in practice?
Here a complex system is a collection of interconnected elements that exhibits behaviors not predictable from those elements [17] . Complex systems are not necessarily large but exclude routine re-implementation of well-understood artifacts; e.g., a queue data structure.
Meanwhile, software development here "encompasses all the activities involved in conceptualizing, framing, implementing, commissioning, and ultimately modifying complex systems" [18] (p. 20) . This paper furthermore focuses on 1) development by individuals or coordinated teams predominately working together, rather than projects involving masscollaboration (e.g., Linux), hostile teams working at cross purposes, or multiple autonomous teams. Additionally, it is primarily concerned with direct actions of development teams, rather than indirect actions and related concepts including project management, politics, power and time.
Section Two discusses process theory in SE, including detailed presentations of FBS and SCI . Section three presents the multi-methodological research design. Section four summarizes the results and section five discusses the study's limitations and implications.
Related Work
While a comprehensive review of theories used in SE is beyond the scope of this paper, Hannay et al. [4] identified 40 theories that were experimentally evaluated in studies published between 1993 and 2002. However, only two of these were used in more than one article: 1) the Theory of Cognitive Fit, which posits that the alignment between a task and the presentation of information needed for the task affects task performance [19] , [20] and 2) the theory that reading techniques affect software inspection effectiveness [21] - [23] .
In the following decade, empirical research continued gaining prominence in SE, with, for example, the Empirical Software Engineering and Measurement conference beginning in 2007. However, most empirical work in SE continues either to evaluate specific tools and techniques (e.g., bug prediction approaches [24] ) or to investigate specific SE phenomena (e.g., source code clone maintenance [25] ). Similarly, most SE theories concern specific SE activities, e.g., search-based testing [26] or visual notation [27] . Meanwhile, little theoretical and empirical work investigates the software development process holistically. Instead, software process research is predominately prescriptive and method-focused [9] . This has produced thousands of software development methods [28] including Scrum [29] , Lean [30] and the Unified Process [31] , some of which (e.g., the Waterfall Model [32] , Spiral Model [33] and Axiomatic Design [34] ) are sporadically treated as theories. For example, when Fitzgerald [35] states, "in conventional software development, the development lifecycle in its most generic form comprises four broad phases: planning, analysis, design, and implementation" (p. 589), he is treating Waterfall as a theory.
However, methods are not appropriate foundations for process theories as the former prescribe ostensibly good approaches to an activity while the latter explain the fundamental properties of an activity [10] . Therefore, this sections focuses on process theories, not methods or other prescriptions.
A recent review [36] found no comprehensive software development process theories.
However, it did find an engineering design process theory, the Function-Behavior-Structure Framework, which had been applied to SE, and proposed but not empirically test an alternative called Sensemaking-Coevolution-Implementation Theory (discussed next). Figure 2 ; Tables 1 and 2) posits that complex software systems are produced by an agent (individual or team) that alternates between three types of activities in a self-determined sequence. When the design agent is a team, activities may occur in parallel.
Sensemaking-Coevolution-Implementation Theory

SCI (
Sensemaking, i.e., making sense of an evolving project context, may include interviewing stakeholders, writing notes, organizing notes, reading about the domain, reading about technologies that could be used in the project, sharing insights among team members and acceptance testing (receiving feedback from stakeholders on prototypes). Implementation, i.e., building the software, may include coding, managing the codebase, writing documentation, automated testing, unit testing and debugging.
Coevolution here refers to mutually exploring and refining perceptions of the project context and ideas about existing or potential design artifacts. While Coevolution does not directly map to a variety of well-known software engineering activities, it is observable in real projects. For example, when a team stands around a whiteboard drawing informal models and discussing how to proceed, they often oscillate between ideas about the design object (e.g., 'how should we distribute features between the partner channel screen and the partner program screen?') and the context (e.g., 'you know what, I think channels and programs are just different names for the same thing.'). During Coevolution, ideas about design objects trigger reconceptualization of the project context, which trigger new ideas about design objects, and so on. Coevolution may occur in planning meetings and design meetings, following breakdowns or during an individual's internal reflection.
Consequently, SCI includes two concentric iterative loops. The inner loop, Coevolution, denotes oscillation between ideas usually over minutes or hours. The outer loop involves making sense of the context, Coevolution and modifying software artifacts, which alter the context and trigger more Sensemaking, usually over weeks or months. Gero and Kannengiesser [38] extended FBS to elaborate how each model may have different versions in different "worlds", for example, the goals that the system would ideally achieve vs.
the goals it is realistically expected to achieve. While FBS was intended originally to explain engineering design, it has also been applied to software development (cf. [37] , [39] ). [40] , SCI suggests that "analysis", "design", "coding" and "testing" are fundamentally misleading categories for development activities. One purpose of studying process theory including FBS and SCI is to reveal fundamental concerns obscured by the Agile/Plan-Driven debate.
Conceptual Evaluation of FBS and SCI
Third, FBS and SCI are similar enough to test meaningfully. They are both teleological process theories -explanations of how and why an entity changes wherein change is manifested by a goal-seeking agent that engages in activities in a self-determined sequence [15] , [41] , [42] . They both seek to explain design by organizing activities into several classes (e.g., synthesis, Sensemaking). They both involve models -FBS explicitly and SCI in that designers may externalize their cognition about the context into conceptual models (e.g., user stories) and the design space into design models (e.g., class diagrams). Finally, they both involve iteration.
Fourth, FBS and SCI are different enough to make comparing them interesting. FBS assumes that problem framing, design and implementation are loosely coupled while SCI assumes they are tightly interconnected. Mose specifically, FBS assumes the system goals are given while SCI assumes that designing the system helps to determine its goals. Similarly, FBS assumes that design is model-focused and separate from coding while SCI assumes design is codefocused and models are secondary. Furthermore, FBS posits that the artifact's structure is driven by its requirements, which are driven by goals, while SCI posits that project goals and artifact structure are simultaneously co-created. Moreover, FBS posits that designers primarily evaluate their designs by predicting behavior from design models while SCI posits that designers primarily evaluate their designs by observing the effects of their resulting software artifacts.
More generally, SE research manifests two broad conceptions of design [43] - [46] . One views design as a methodical, plan-centered, approximately rational process of identifying and optimizing a design candidate for known constraints and objectives. In this view, design is loosely coupled with problem framing and implementation. The other views design as an amethodical, improvised, emotional process of simultaneously framing the problem and imagining solutions and constructing artifacts for an unstable, ambiguous context. In this view, design becomes a synonym for development. As SCI and FBS express opposite views, comparing them may provide insight into these conflicting paradigms.
Fifth, both theories bring some a priori credibility. SCI originated in the SE field to explaining SE process phenomena [36] . It synthesizes highly influential previous research including
Reflection-in-Action [47] , Alexander's [48] model of the self-conscious design process, and design coevolution [49] . Meanwhile FBS is itself widely cited, and has spawned a stream of research extending beyond its creator, for example, [10] , [37] - [39] , [50] - [54] . While FBS may seem prescriptive at times, its developers emphasize that it is predominately explanatory [50] [38]. Moreover, while it could be argued that FBS does not apply directly to software, several papers argue that it does (e.g. [37] , [55] ). Finally, while FBS may not be the perfect rival theory, methodological guidance strongly suggests using rival theories (below), which are always imperfect, and furthermore no clearly superior alternative was evident.
Methodology
Process theory testing differs from variance theory testing in several ways. As process theories are concerned with explaining a contemporary phenomenon rather than a causal relationship, they have neither independent nor dependent variables and therefore cannot be tested experimentally. Instead, process theories are best tested using questionnaires or field studies [56] , [57] , and combining the two increases rigor [58] . Consequently, this section describes a multi-methodological approach combining a multiple-case study to enhance depth and a questionnaire study to enhance breadth within a primarily positivist epistemology. Here "multiple-case study" refers to an empirical inquiry of a contemporary phenomenon that triangulates across multiple locations and data types. The methodology design was informed by commonly used guidelines for questionnaire (e.g. [59] - [61] ), positivist case study (e.g. [62] , [63] ) and multi-method (e.g. [58] ) research. The unit of analysis is the team process and all team members are assumed capable of informing on the process.
Hypotheses
Process theory hypotheses are best stated differently from variance theory hypotheses. A causal theory positing that independent variable A causes dependent variable B may be clearly supported by experimentally manipulating A. However, when a process theory is evaluated in the field, at least some observations will support it unless it is absurd and at least some observations will contradict it unless it was overfit to the domain. Consequently, process theories are best evaluated against rival theories [63] , [64] 
Instrument development
A case study interview guide (Appendix A) was developed prior to the first case and refined throughout the process. A case study coding scheme (Appendix B) was initially developed such that each concept and relationship in SCI and FBS was given two columns -evidence for and evidence against. Soliciting feedback on the coding scheme with a colleague familiar with both theories resulted in minor changes.
A pilot (C1, below) was conducted to evaluate the interview guide and coding scheme. After minor improvements both were considered sound and the pilot demonstrated that the relevant phenomena were practically observable. The pilot's results are included in the cross-case analysis as no significant methodological differences from subsequent cases were evident.
The pilot also informed questionnaire development, which followed an eight-step process.
1. The author identified differences between the two theories based on their formal descriptions and manifestations in the pilot case.
2. A colleague with expert knowledge of software design reviewed these differences, finding no omissions, biases or unwarranted differences.
3. The author generated approximately 80 items concerning these differences.
4. Items were reviewed by two colleagues with experience in questionnaire-based research, and design practice, respectively.
5. Items were revised and a draft questionnaire was created.
6. A pilot was conducted with three professional developers and seven PhD students to get research-oriented feedback. Items were revised to enhance validity.
7. A second pilot with 12 professional developers was conducted. Items were revised to enhance clarity and brevity.
8. A third pilot with 10 professional developers was conducted. No substantial changes were deemed necessary.
In summary, the pilot case informed both questionnaire and case-study methods, which were used simultaneously to enhance breadth and depth respectively. The final version (Appendix C) comprised 13 items formulated as five-point bipolar scales. Consistent with comparative testing, items examined differences between SCI and FBS rather than specific propositions of either theory. To limit length and increase response rates, the questionnaire focused on three core differences. Each item therefore had one pole indicating agreement with FBS and the other indicating agreement with SCI on one the following differences: 1) whether system goals are given or constructed by the designer (5 items), 2) whether designing and coding are separate or entangled (5 items); 3) whether designing is model-focused or code-focused (3 items). The question order was randomized and the scales were reversed for some questions (e.g., sometimes the SCI pole was on the left, other times on the right). Demographic and project-related questions were also included (see below).
Sampling
The population of interest includes all members (i.e., managers, analysts, etc. -not just programmers) of all software development teams worldwide. For practical purposes, the population was limited to English speakers. As no comprehensive population list was found either globally or for a specific country, random sampling was impractical. The questionnaire was distributed through Twitter, blogs and online social networks including Facebook and
LinkedIn to maximize responses through viral invitation. Link tokens were used to record the origin of respondents. Meanwhile, case site selection followed a literal replication strategy [63] . Case studies are nonstatistical, nonsampling research [65] ; consequently, the four selected cases are not a representative sample. Their purpose is to explore in-depth manifestations of FBS and SCI elements in practice, not to provide statistically generalizable results. Site selection was constrained by organizational willingness to participate.
Case Context Summary
Four cases were conducted. They vary on several dimensions (Table 5 ). Case One (C1) is a mid-sized software services and development company in Vancouver, Canada, which includes several distinct teams. The studied team has five members -two professional web developers, an intern developer, a product owner and a quality assurance analyst. It builds and maintains an online application that helps businesses manage their relationships with their partner organizations. It employed a Scrum-informed process cf. [29] .
Originally conceived as a pilot case, the data, analysis and results of C1 were reviewed extensively by a colleague with expertise in case research.
Case Two (C2) is a web development and online marketing agency of between 40 and 50 employees in England. Rather than discrete project teams, the company operates as a huband-spokes network where each project is lead by a manager (hub) who assign tasks to whoever has the necessary expertise (spokes) such that each developer's time is split between several simultaneous projects. The case focused on three developers, a graphics designer and the account manager who collaborated on a specific consumer e-commerce website. The project employed an evolving, ad hoc approach.
Case Three (C3) is a mid-sized English university developing and deploying a Moodle-based virtual learning environment. As in C2, participants split their time among many projects. The team was governed by a complicated management structure based on PRINCE2 [66] . In addition to several layers of governance, the project involved three core developers, a technology strategist, a project manager, and minor contributions from dozens of other participants.
Case Four (C4) is a team of part-time developers assembled within a university context to complete a series of small projects, including a mobile application to report facility faults (e.g., (Table 6 ). Each case had its own data collection protocol; all collected data was digitized (if necessary) and held in a single case database. 
Data Analysis
For each case, data analysis began shortly after collection to facilitate adjusting interview questions for unexpected phenomena. Video and audio recordings were transcribed by either the researcher or a professional transcriber. The analysis then proceeded in roughly four phases. First, questionnaire data was statistically analyzed (see below). Second, case study evidence was coded, i.e., the researcher read all transcripts and field notes and copied relevant quotations and excerpts into the predefined coding scheme (above / Appendix B).
The same quotation or excerpt could be placed under several categories. This was followed by cross-case analysis and case-questionnaire triangulation. C1 data collection began in April 2008; triangulation completed in April 2013.
Results
In the interest of space, case-by-case analysis is omitted in favor of cross-case analysis, questionnaire data analysis and case-questionnaire triangulation.
Cross-Case Analysis
Numerous propositions may be derived from FBS and SCI. This section evaluates a selection of core propositions associated with each theory (symbols, e.g. show them" (C1); "Fault report widget delivery meeting ... the facilities and [information systems] guys were reasonably pleased with the interface" (C3 field notes; 24 July 2012); "we get the clients to do some testing" (C2). Therefore, SCI1 is supported.
SCI2: Designers coevolve their of mental pictures of the context and design space. In SCI,
Coevolution specifically refers to oscillating between context understanding and design space understanding where changes to the former trigger changes to the latter and vice versa.
Coevolution was directly observed in C1, C2 and C4. For example, the context in C4 was originally framed as helping students report faults in their dorm rooms. Consequently, initial mock-ups did not ask for the location of the fault. This appeared counterintuitive to the developers, and triggered contextual reframing such that students could submit faults anywhere on campus. This triggered design space reframing manifested by adding a location question to the mock-ups. Figure 3 provides a more nuanced example. Coevolution was not directly observed in C3 as developers did not consent to direct observation. Therefore, SCI2 is mostly supported. is therefore supported.
FBS1: Designers engage in formulation (F → Be).
In FBS, formulation refers to deriving a behavioral requirements model from a goal model. In cases 1 and 4, no artifact -textual or diagrammatic -approximating a goal model was observed. Case 3 included many documents (at least 200) including a project mandate, which ostensibly clarifies the project's goals and scope. However, the project contained only vacuous goal statements, e.g. "The aim is to provide "sector leading" provision for the 2012 intake of students". Participants were unable to state meaningful goals, instead making statements including "One of the fundamental things from my point of view is that it must work". Similarly, participants in case 2 wrote a project brief, ostensibly to capture project goals. However, the brief focused on product features rather than goals, as admitted by its writer: "normally I spend a few hours, like 3-4 hours, just looking at the features and the solution". Another participant admitted "I think sometimes we missed the core aim of what the project was trying to achieve". No other documents in cases 2 and 3 contained meaningful goal statements. Therefore, FBS1 was not supported.
FBS2: Designers engage in synthesis (Be → S).
In FBS, synthesis refers to devising a structural model of an artifact intended to satisfy a requirements model. In C4, no artifacttextual or diagrammatic -approximating a requirements model was observed. A "requirements" document was observed in C1 and C3 and the "technical specification" in C2
ostensibly served the same purpose. However, at least one C1 team member was unaware of any requirements document and another explained "we think stories instead of requirements".
A story, such as "partner application creation is necessary or not for channel creation?" was understood as "a promise to have a conversation" rather than a requirement. Similarly, in C2, although the technical specification was intended to drive the design process, in practice it contained insufficient detail. One participant explained "we don't really write everything down", while another complained "the problem with [the project] was that ... the specification for that was very very brief" and a third admitted that the technical specification "quickly went out of the window because of the volume of changes". Likewise, although C3 included a substantial requirements elicitation and modeling process, it occurred circa spring 2011, while the major design decisions, including using Moodle and its plug-ins, were made in late 2010. Rather than driving design modeling, the "consultation" process was used to justify a priori decisions, leading one participant to malign it as a "pseudo-consultation". Consequently, FBS2 was not supported. 
FBS3: Designers engage in analysis and evaluation (S →
Bs
FBS4 (SCI4): Problem framing, design and artifact construction are weakly (strongly) coupled.
FBS assumes that design begins with given system goals and ends when detailed design documentation is passed to developers for coding; SCI antithetically posits that problem framing, coding and deployment are all tightly coupled with design. As discussed above, none of the cases exhibited the type of goal models FBS posits. Moreover, no evidence of detailed design documentation was observed -C1 and C4 developers built the software directly from their mental pictures of the system and context, only occasionally referring to user stories, wireframes and mockups; C2 developers worked from an admittedly brief and vague technical specification. Meanwhile, the labyrinth of documents produced by C3 participants may have constituted detailed documentation; however, most of the key design decisions were made before the documentation. Instead, participants appear to develop their ideas of project context and design artifact simultaneously (SCI2 above). Moreover, in C1, C2 and C3, product deployment was an ongoing activity with updates including new features every few weeks and minor fixes and tweaks even more frequently. No separate deployment or transition phase was evident; for example, one participant explained that the "project is more about continuous development and improvement" (C2). In C3, deploying the prototype was a mechanism for understanding the project context -"The VLE pilot phase ... will allow us to learn as much as we can about the issues we will come up against in the larger project" (Project Mandate). In C4, however, the artifact was not deployed during the observation period. Therefore, SCI4 is mostly supported and FBS4 is mostly unsupported.
In summary, none of the four FBS propositions are supported, SCI's Sensemaking and Implementation propositions are strongly supported while its Coevolution and tight coupling propositions are somewhat supported ( Table 7) . The above analysis concentrates on differences between the two theories. It does not include assumptions they share, including the existence of a design agent and teleological causation, or less central (and less controversial) propositions including SCI's hypothesis that the project context includes constraints and FBS's hypothesis that designers reformulate (i.e., edit) design models. 
FBS1 Formulation
✘ ✘ ✘ ✘ FBS2 Synthesis ✘ ✘ ✘ ✘ FBS3 Analysis/Evaluation ✘ ✘ ✘ ✘ FBS4 Loose Coupling ✘ ✘ ✘ ? SCI1 Sensemaking ✔ ✔ ✔ ✔ SCI2 Coevolution ✔ ? ✘ ✔ SCI3 Implementation ✔ ✔ ✔ ✔ SCI4 Tight Coupling ✔ ✔ ✔ ?
Questionnaire Data Analysis
Respondents varied substantially across demographic, project and company variables (Table   8 ) but were overwhelmingly male (1241 men vs. 56 women). Most respondents came from the United States (549), Canada (176), the United Kingdom (118) and Australia (73) . The most common roles were developer (1325), analyst (569), quality assurance (533), manager (266) and graphics (195) . When asked "is your project more 'social' (like a website) or 'technical' (like a device driver)?", participants answered more social (34%), more technical (29%) and in between (36%). Based on employers it can be inferred that at least the following sectors are represented: aerospace, applications development, digital media, eCommerce, education, finance, IT consulting, journalism, marketing, networking, operating systems, research, security, sports, telecommunications and tourism. The overall distribution is negatively skewed (Table 9 ; Figure 4) , favoring SCI. The negative skew is significant (p<0.001; 2 test) for all items (Appendix D). Although measures of effect size are not available for 2 , given that 96.6% of respondents had a median response agreeing or strongly agreeing with SCI, the effect size appears large. The practical significance of the observed distribution should be evident from visual inspection of Figure 4 .
In summary, Hypothesis H1 is supported; H2 is not supported. Larger teams were not more FBS-like, in fact, participants having median score of 4 or 5 had a higher mean team size (11.1 people) than participants having a median score of 1, 2 or 3 (6.7 people); however, this difference was not statistically significant (p= 0.703; independent samples t-test). Project length and firm size had no effect on this score. Similarly, median score did not vary by respondent gender, education level, years of experience, country of residence, project role or whether the product was more technical or social in nature. Scores do not vary by self-reported method (Table 10 ) except that respondents who reported using
Lean have a median score of 5 rather than 4. Moreover, scores do not vary by sampling origin, i.e., which advertisement attracted the respondent. In summary, there is no evidence of a contrarian subculture in the survey data. 
Discussion and Conclusion
SE theory is crucial to preserve and communicate empirical knowledge and to protect the field against piecemeal empiricism, fads and overemphasis on prescriptive knowledge. This paper consequently examines two dissimilar theories of the software development process. The results suggest that problem framing, problem solving, coding and deployment are tightly coupled activities rather than weakly-coupled phases (as may be inferred from an idealized lifecycle or waterfall model) and that software developers engage in three broad categories of activities -organizing their perceptions of the project context including existing software artifacts (Sensemaking), simultaneously improving their mental pictures of the context and design artifact by oscillating between them (Coevolution), and constructing, debugging and deploying software artifacts (Implementation). Furthermore, while project participants use diverse plans, models and other non-code artifacts, designing is practically entangled with coding.
These results should be interpreted in light of several limitations. First, case data is not statistically generalizable and, as random sampling was impractical, the questionnaire sample may be biased. It is therefore possible that the population includes a more FBS-like subculture. However, given the variety in the reported demographics, suggesting that the entire sample comprises a fringe developer community appears incredulous and no evidence of a subculture was found within the current sample. Second, as the test was primarily comparative, the results do not "prove SCI"; the results simply favor SCI over FBS. Another interpretation of the results is simply that it is more common for software projects to meet SCI's assumptions than FBS's. Clearly, these results say nothing about whether attempting to follow a more FBS-like process would be beneficial. Third, many observed phenomena are not obviously covered by either theory, including the use of informal models, quality, success, management and politics.
With these caveats in mind, the results of this study have numerous implications for educators, practitioners and researchers. For educators, recognizing the centrality of Coevolution in software development motivates major shifts in software engineering curricula, which largely ignores Coevolution [67] . Programs should cover SCI instead of or in addition to the Waterfall Model as the basic form of development and cover Coevolutionary thinking including creativity techniques [68] and sketching [69] .
Furthermore, as analysis, design and coding are synchronous and tightly-coupled, attempting temporal separation of these activities as artificial phases or assigning them to separate teams or individuals is likely counterproductive. For example, if teams build their understanding of a system's goals by building the system and obtaining feedback, assigning 'goal analysis' to a 'business analyst' during the 'analysis phase' simply does not make sense.
Additionally, as problem framing and solving are simultaneous, interconnected activities, expecting project participants to accurately estimate the time, budget or effort prior to development is simply unrealistic, which may explain the prevalence of inaccurate effort estimation [70] . This suggests that fixed-price/schedule contracts will increase overall project risk [16] . processes may systematically differ from any of specific method. As the post-methodology era [71] in which developers reject methods in principle solidifies, research may shift focus from methods to individual practices, and to psychology-or sociology-informed antecedents of success, including motivation [72] and cognitive bias [73] . Furthermore, much extension and further analysis of SCI is possible, including exploring the role of non-software artifacts, relaxing the single-agent assumption and clarifying SCI's relationship to different forms of testing.
In conclusion, this study presents the most comprehensive, if not the first, empirical analysis of either FBS or SCI in the domain of software development. Its core contribution is the finding that SCI provides the more accurate account of how most complex software is developed in practice. This conclusion rests on the responses of more than 1300 programmers, analysts, testers and managers from over 60 countries and approximately two years of field research including hundreds of hours of interviews and direct observation.
Finally, this paper is intended to motivate greater attention to process theory in SE research and to fundamental assumptions of existing SE paradigms. 
