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Pengguna media sosial saat ini sangat besar, dimana setiap orang mengungkapkan pendapat, 
komentar, kritik dan lain-lain. Data tersebut memberikan informasi yang berharga untuk dapat membantu 
orang atau organisasi dalam pengambilan keputusan. Jumlah data yang sangat besar tidak mungkin bagi 
manusia untuk membaca dan menganalisis secara manual. Ansalisis Sentiment merupakan proses dalam 
menganalisis, memahami, dan mengklasifikasi pendapat, evaluasi, penilaian, sikap, dan emosi terhadap 
suatu entitas tertentu seperti produk, jasa, organisasi, individu, peristiwa, topik, guna mendapatkan 
informasi. Penelitian ini bertujuan untuk memisahkan tweets berbahasa Indonesia pada media sosial twitter 
kedalam kategori positif, negatif dan netral. Metode naїve bayes Classifier (NBC) dengan feature selection 
Particle Swarm Optimization (PSO) diterapkan pada dataset untuk mengurangi atribut yang kurang relevan 
pada saat proses klasifikasi. Hasil pengujian menunjukan bahwa algoritma Naïve Bayes Classifier dengan 
feature selection Particle Swarm Optimization (PSO) menggunakan parameter term frequency (TF) dengan 
akurasi 97,48%. 
  




Pertumbuhan media online seperti media 
sosial Twitter mendorong munculnya informasi 
tekstual yang tidak terbatas, sehingga muncul 
kebutuhan untuk menggali nilai informasi 
tersebut. Informasi tekstual dikategorikan 
menjadi fakta dan opini. Fakta merupakan 
ekspresi objektif mengenai suatu entitas, kejadian 
atau sifat, sedangkan opini adalah ekspresi 
subjektif yang menggambarkan sentimen 
seseorang, pendapat atau perasaan tentang sebuah 
entitas, kejadian atau sifat. Pada Twitter terdapat 
istilah bernama tweet yang merupakan sebuah 
pesan atau status yang dibuat oleh penggunanya. 
Sebuah tweet dapat mengekspresikan sebuah 
perasaan atau keadaan dari pengguna Twiter. 
Tweet dapat mengandung sebuah opini dari 
penggunanya terhadap kejadian yang dialaminya. 
Opini tersebut dapat dimanfaatkan sebagai 
penilaian bagi sebuah perusahaan atau instansi. 
Sentiment Analysis merupakan bagian dari 
Natural Language Processing (NLP) dan 
Machine Learning. Cara kerjanya adalah dengan 
melakukan klasifikasi terhadap opini positif, 
negatif dan netral. Sentiment Analysis dalam 
menganalisa pendapat orang, sentimen, evaluasi, 
penilaian, sikap, dan emosi terhadap entitas 
seperti produk, jasa, organisasi, individu, 
masalah, peristiwa atau suatu topik. 
Dari beberapa teknik klasifikasi yang 
paling sering digunakan untuk klasifikasi data 
adalah metode Naïve Bayes yang sering disebut 
dengan Naïve Bayes Classifier (NBC). Algoritma 
Naïve Bayes dipilih dikarenakan algoritma ini 
sangat cocok untuk short data text. Kelebihan 
NBC adalah metode sederhana tetapi memiliki 
akurasi serta performansi yang tinggi dalam 
pengklasifikasian teks (Routray, et al, 2013). 
Seleksi fitur adalah salah satu faktor yang 
paling penting yang dapat mempengaruhi tingkat 
akurasi klasifikasi karena jika dataset berisi 
sejumlah fitur, dimensi ruang akan menjadi besar, 
merendahkan tingkat akurasi klasifikasi. Seleksi 
fitur merupakan proses optimasi untuk 
mengurangi satu set besar fitur besar sumber asli 
agar subset fitur yang relatif kecil yang signifikan 
untuk meningkatkan akurasi klasifikasi cepat dan 
efektif.   
Pemilihan fitur sekaligus penyetingan 
parameter di NBC secara signifikan 
mempengaruhi hasil akurasi klasifikasi. Maka 
dari itu dalam penelitian ini menggunakan 
penggabungan metode pemilihan fitur dan NBC. 
Feature selection yang digunakan pada penelitian 
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ini adalah Particle Swarm Optimization (PSO) 
dengan parameter term frequency (TF). 
 
2. PENELITIAN TERKAIT 
Sentiment Analysis telah dilakukan oleh 
beberapa peneliti. Analisis sentimen 
menggunakan teknik pembelajaran mesin Naïve 
Bayes classifier dengan seleksi fitur chi-square, 
untuk mengurangi gangguan (noise) dalam 
klasifikasi. Hasil penelitian menunjukkan bahwa 
frekuensi kejadian fitur yang diharapkan dalam 
kategori yang benar dan dalam kategori palsu 
memiliki peran penting dalam pemilihan fitur 
chi-square. Kemudian dengan klasifikasi 
memperoleh akurasi 83% dan rata-rata harmonik 
90,713% (Juen Ling, dkk, 2014). 
Penelitiannya menggabungankan metode 
SVM dan PSO untuk mengklasifikasikan 
pendapat positif dan negatif. Metode hybrid 
(SVM - PSO) telah meningkatkan akurasi, 
dibandingkan dengan menggunakan metode 
SVM saja (K.Umamaheswari,Ph.D, et al, 2015). 
Analisis Sentiment Pada Sosial Media 
Twitter Menggunakan Naive Bayes Classifier 
Terhadap Kata Kunci “Kurikulum 2013” (Dyarsa 
Singgih Pamungkas, dkk, 2015). Dalam 
penelitian ini menggunakan Twitter Search API 
untuk mengambil data dari twitter, penulis 
menerapkan proses n-gram karakter untuk seleksi 
fitur serta menggunakan algoritma Naive Bayes 
Classifier untuk mengklasifikasi sentimen secara 
otomatis. Penulis menggunakan 3300 data tweet 
tentang sentimen kepada kata kunci “kurikulum 
2013”. Data tersebut diklasifikasi secara manual 
dan dibagi kedalam masing-masing 1000 data 
untuk sentimen positif, negatif dan netral. Untuk 
proses latih di gunakan 3000 data tweet dan 1000 
tweet tiap kategori sentimentnya. Hasil penelitian 
ini menghasilkan sebuah sistem yang dapat 
mengklasifikasi sentimen secara otomatis dengan 
hasil pengujian 3000 data latih dan 100 tweet data 
ujicoba mencapai 91 %. 
Analisis Sentimen Twitter untuk Teks 
Berbahasa Indonesia dengan Maximum Entropy 
dan Support Vector Machine (Noviah Dwi 
Putranti & Edi Winarko, 2014). Analisis 
sentimen dalam penelitian ini merupakan proses 
klasifikasi dokumen tekstual ke dalam dua kelas, 
yaitu kelas sentimen positif dan negatif. Data 
opini diperoleh dari jejaring sosial Twitter 
berdasarkan query dalam Bahasa Indonesia. 
Penelitian ini bertujuan untuk menentukan 
sentimen publik terhadap objek tertentu yang 
disampaikan di Twitter dalam bahasa Indonesia, 
sehingga membantu usaha untuk melakukan riset 
pasar atas opini publik. Data yang sudah 
terkumpul dilakukan proses preprocessing dan 
POS tagger untuk menghasilkan model 
klasifikasi melalui proses pelatihan. Teknik 
pengumpulan kata yang memiliki sentimen 
dilakukan dengan pendekatan berdasarkan 
kamus, yang dihasilkan dalam penelitian ini 
berjumlah 18.069 kata. Algoritma Maximum 
Entropy digunakan untuk POS tagger dan 
algoritma yang digunakan untuk membangun 
model klasifikasi atas data pelatihan dalam 
penelitian ini adalah Support Vector Machine. 
Fitur yang digunakan adalah unigram dengan 
fitur pembobotan TFIDF. Implementasi 
klasifikasi diperoleh akurasi 86,81 % pada 
pengujian 7 fold cross validation untuk tipe 
kernel Sigmoid. Pelabelan kelas secara manual 
dengan POS tagger menghasilkan akurasi 
81,67%. 
 
3. METODE YANG DIUSULAKN 
Pemilihan fitur sekaligus penyetingan 
parameter di NBC secara signifikan 
mempengaruhi hasil akurasi klasifikasi. Maka 
dari itu dalam penelitian ini menggunakan 
penggabungan metode pemilihan fitur dan NBC. 
Feature selection yang digunakan pada penelitian 
ini adalah Particle Swarm Optimization (PSO) 
dengan parameter term frequency (TF). 
Dilakukan text processing pada dataset 
terlebih dahulu. Text preprocessing berfungsi 
untuk mengubah data  teks  yang  tidak  
terstruktur  atau  sembarang  menjadi  data  yang  
terstruktur.  
Proses yang dilakukan dalam tahapan 
preprocessing adalah sebagai berikut: 
a. Case Folding  
Case  folding  adalah  proses  penyamaan  
case  dalam  sebuah  dokumen. Hal   ini   
dilakukan   untuk   mempermudah   
pencarian.   Tidak   semua   dokumen teks 
konsisten dalam penggunaan huruf kapital. 
Oleh karena  itu  peran  case  folding  
dibutuhkan  dalam  mengkonversi  
keseluruhan teks dalam dokumen menjadi 
suatu bentuk standar (dalam hal ini huruf 
kecil atau lowercase).  
b. Tokenizing  
Tokenizing   adalah   proses   pemotongan   
sebuah   dokumen   menjadi  bagian-
bagian,   yang   disebut   dengan   token.   
Pada   saat   bersamaan  tokenizing juga 
berfungsi untuk membuang beberapa 
karakter tertentu yang dianggap sebagai 
tanda baca.  
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c. Stopword Removal  
Stopword  removal  adalah  proses  
penghilangan  kata-kata  yang  tidak  
berkontribusi  banyak  pada  isi  dokumen.  
Kata-  kata    yang    termasuk    ke    dalam    
stopword    dihilangkan    karena  
memberikan pengaruh yang tidak baik 
dalam proses text mining seperti  kata-kata 
“bagaimana”, “juga”, “agar” , “jadi” dan 
lain-lain. 
 
Tahapan berikutnya adalah feature 
selection. Tahapan ini merupakan tahapan 
penting dalam text  mining.  Salah  satu  fungsi  
penting  yang  disediakan  oleh  proses  ini adalah 
untuk  dapat  memilih  term atau kata  apa saja  
yang dapat  dijadikan  sebagai  wakil penting   
untuk   kumpulan   dokumen   yang   akan   kita   
analisis.   Pada penelitian ini akan menggunakan 
feature  selection yaitu Particle Swarm 
Optimization (PSO) dengan parameter term 
frequency (TF). 
Particle Swarm Optimization (PSO) 
dimulai dengan suatu populasi yang terdiri dari 
sejumlah term (yang menyatakan solusi) yang 
dibangkitkan secara acak dan selanjutnya 
melakukan pencarian solusi optimum melalui 
perbaikan term untuk sejumlah kategori tertentu. 
Pembangkitan posisi (xi,d) dan kecepatan (vi,m) 
dari kumpulan partikel dibangkitkan secara 
radom menggunakan batas bawah (Xmin) dan 
batas atas (Xmax). Untuk update velocity 
(kecepatan) untuk semua term dari nilai fitness 
dapat ditentukan term mana yang memiliki nilai 
global terbaik (global best) dan juga dapat 
ditentukan posisi terbaik (local best) dari tiap 
term pada semua waktu sekarang dan 
sebelumnya. Akan melakukan pengulangan 
sampai kreteria terpenuhi. 
TF-IDF (Term Frequency - Inverse 
Document Frequency) adalah statistik numerik 
yang menunjukkan pentingnya kata pada 
dokumen (Rajaraman, Leskovec, & Ullman, 
2011). Umumnya TF-IDF digunakan sebagai 
faktor untuk menghitung bobot pada 
pengambilan informasi. Nilai TF-IDF meningkat 
setiap banyaknya kata muncul pada dokumen, 
namun turun apabila frekuensi kata sering 
muncul, hal ini untuk menangani kata-kata yang 
sering muncul. Oleh karena itu, bobot yang 
dihasilkan dari TF-IDF dapat dijadikan salah satu 
fitur untuk melakukan Clustering/ 
pengelompokan dari kata. 
TF dapat ditunjukkan dengan 3 cara 
(Salton & Buckley, 1988), yaitu :  
1. Menggunakan nilai biner, yaitu diberi nilai 
1 untuk kata-kata yang terdapat pada 
dokumen dan nilai 0 terhadap kata-kata 
yang tidak muncul pada dokumen. Pada 
konsep ini, frekuensi kemunculan kata 
tidak dimasukkan ke dalam perhitungan.  
2. Menggunakan nilai frekuensi kemunculan 
kata secara langsung untuk menjadi TF.  
3. Menggunakan nilai pecahan term yang 
telah dilakukan normalisasi, rumus 
tersebut adalah (Salton & Buckley, 1988):  
𝑇𝐹(𝑡, 𝑑) = 0,5 + 0,5  ௙(௧,ௗ)
௠௔௫ {௙(௪,ௗ):௪ ∈ௗ}
      
 
dimana (t,d) merupakan frekuensi kata t 
muncul pada dokumen d dan 
max {𝑓(𝑤,𝑑):𝑤 ∈𝑑} merupakan frekuensi 
maksimum dari term lain pada dokumen d.  
Sedangkan untuk menghitung IDF 
digunakan rumus sebagai berikut (Salton & 
Buckley, 1988):  
𝐼𝐷𝐹(𝑡, 𝑑) = log ே
஽௙(௧,ௗ)
      
 
dimana N merupakan jumlah dokumen dan 
𝐷𝑓(𝑡,𝐷) sebagai banyak dokumen dalam 
kumpulan dokumen D yang mengandung term t. 
Namun bila term tidak muncul, maka akan 
terdapat nilai 0 pada pembagian, sehingga perlu 
penanganan untuk menggantinya menjadi 
1+𝐷𝑓(𝑡,𝐷). 
Untuk menghitung TF-IDF dari kata, 
digunakan rumus :  
𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑)𝑥 𝑖𝑑𝑓(𝑡, 𝐷)     
 
Dari rumus diatas akan didapatkan nilai 
yang dapat dijadikan sebagai pembobotan kata 
pada saat dilakukan pengelompokan kata. 
Tahap Cross Validation, setiap record 
digunakan beberapa kali untuk training dan untuk 
testing. Untuk mengilustrasikan metode ini, 
anggaplah mempartisi data ke dalam dua subset. 
Pertama, dipilih satu dari kedua subset tersebut 
untuk training dan satu lagi untuk testing. 
Kemudian dilakukan pertukaran fungsi dari 
subset sedemikian sehingga subset yang 
sebelumnya sebagai training set menjadi testing 
set demikian sebaliknya. 
Metode ini merupakan evaluasi standard 
yaitu stratified 10-fold cross-validation karena 
menunjukkan bahwa 10-fold cross-validation 
adalah pilihan terbaik untuk mendapatkan hasil 
validasi yang akurat, 10-fold cross-validation 
akan mengulang pengujian sebanyak 10 kali dan 
hasil pengukuran adalah nilai rata-rata dari 10 
kali pengujian.  
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Tahap Klasifikasi  Algoritma  naive  bayes  
classifier  merupakan  algoritma  yang  digunakan 
untuk  mencari  nilai  probabiitas  tertinggi  untuk  
mengklasifikasikan  data  uji pada kategori yang 
paling tepat (Feldman & Sanger, 2007). 
Dalam algoritma naïve bayes classifier 
setiap dokumen direpresentasikan dengan 
pasangan atribut “x1, x2, x3,...xn” dimana x1 
adalah kata pertama, x2 adalah kata kedua dan 
seterusnya. Sedangkan V adalah himpunan 
kategori Tweet. Pada saat klasifikasi algoritma 
akan mencari probabilitas tertinggi dari semua 
kategori dokumen yang diujikan (VMAP), dimana 
persamaannya adalah sebagai berikut : 
 
𝑉ெ஺௉ =  𝑎𝑟𝑔𝑚𝑎𝑥௉ቀ𝑋ଵ,𝑋ଶ, 𝑋ଷ, … … . . 𝑋௡ቚ𝑉௝ቁ௉൫௏ೕ൯
௉൫௑భ,௑మ ,௑య,……..௑೙൯
 
                      VjeV 
 
Untuk P(x1, x2, x3,...xn) nilainya konstan 
untuk semua kategori (Vj) sehingga persamaan 
dapat ditulis sebagai berikut :  
𝑉ெ஺௉ =
௔௥௚௠௔௫
௏௝௘௏ 𝑃൫𝑥ଵ, 𝑥ଶ, 𝑥ଷ, … 𝑥௡ห𝑉௝൯𝑃(𝑉௝) 
 
Persamaan diatas dapat disederhanakan 
menjadi sebagai berikut :  
𝑉ெ஺௉ = ௔௥௚௠௔௫௏௝௘௏ ∏ 𝑃൫𝑥௜ห𝑉௝൯𝑃(
௡
௜ିଵ 𝑉௝)                   
 
Keterangan :  
Vj     = Kategori tweet j =1, 2, 3,…n. Dimana 
dalam penelitian ini j1 = kategori 
tweet sentimen negatif, j2 = 
kategori tweet sentimen positif, 
dan j3 = kategori tweet sentiment 
netral  
P(xi|Vj)  = Probabilitas xi pada kategori Vj  
P(Vj)      = Probabilitas dari Vj  
 
Untuk P(Vj) dan P(xi|Vj) dihitung pada 
saat pelatihan dimana persamaannya adalah 
sebagai berikut :  
                  𝑃൫𝑉௝൯ =
|ௗ௢௖௦ ௝|
|௖௢௡௧௢ |
      





Keterangan :  
|docs j|        = jumlah dokumen setiap 
kategori j 
|contoh|   = jumlah dokumen dari semua 
kategori  
nk         = jumlah frekuensi kemunculan setiap 
kata  
n                 = jumlah frekuensi kemunculan 
kata dari setiap kategori  
|kosakata| = jumlah semua kata dari semua 
kategori 
 
4. HASIL PENELITIAN 
Particle Swarm Optimization (PSO) 
digunakan sebagai seleksi fitur dan Naïve Bayes 
Classifier untuk mengevaluasi subset fitur. 
Pada penelitian ini dipilih menggunakan 
seleksi fitur Particle Swarm Optimization (PSO) 
menggunakan parameter Term Frequency (TF) 
dengan Naïve Bayes Classifier karena hasil 
seleksi fitur didapatkan terms lebih banyak yaitu 
sebanyak 776 kata yang terseleksi, sedangkan 
seleksi fitur Particle Swarm Optimization (PSO) 
menggunakan parameter TF-IDF dengan Naïve 
Bayes Classifier didapatkan terms sebanyak 774 
kata yang terseleksi  
Jumlah seleksi fitur dengan terms lebih 
banyak dijadikan sebagai wakil penting untuk 
kumpulan dokumen yang akan dianalisis. 
Hasil pengujian seleksi fitur Particle 
Swarm Optimization (PSO) terbukti dapat 
meningkatkan akurasi algoritma Naïve Bayes 
Classifier. Pengujian menggunakan seleksi fitur 
Particle Swarm Optimization (PSO) 
menggunakan parameter term frequency (TF) 
dengan Naïve Bayes Classifier sebesar 97,48%. 
 
5. KESIMPULAN 
Berdasarkan hasil analisis yang dilakukan 
dalam penelitian, dapat disimpulkan hal-hal 
berikut ini.  
a.  Dengan seleksi fitur pada penelitian ini 
terbukti metode seleksi fitur Particle 
Swarm Optimization pada dataset 
terseleksi jumlah terms sebanyak 776 kata, 
dapat membantu proses klasifikasi Naïve 
Bayes menjadi lebih efektif dan akurat. 
b.  Hasil pengujian menunjukan bahwa 
algoritma Naïve Bayes Classifier dengan 
feature selection menggunakan Particle 
Swarm Optimization (PSO) dengan 
parameter term frequency (TF) 
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