Abstract-We study a multinode network, where a multiantenna transmitter T x communicates with its desired receiver R x , whereas a cluster P {P x,n , n = 1, . . . , N} of unintended nodes is disturbed by the T x -R x (TR) communication. To prevent severe performance degradation, we impose a constraint on the total interference that is inflicted at the nodes of P. The TR link contains a line-of-sight component, whereas the propagation environment for each T x -P x,n link is shadowed. The T x node is preprocessing the information sequence by means of a precoding matrix that is optimized to achieve the ergodic capacity under a constraint on the maximum admissible ergodic interference power, arriving on P. In this paper, we show that the optimum precoding strategy involves the transmission of a single stream over the precoding direction, i.e., the eigenvector of the precoding matrix, which corresponds to beamforming along the instantaneous direction of the TR-link channel. The solution of the remaining power allocation problem yields the optimal precoding matrix. For this setup, we provide an efficient stochastic characterization of the network, which allows us to obtain an analytical expression for the TR-link ergodic capacity; this problem has been previously open, even for the case of a single-antenna node T x and a single-element set P. We complement the analysis by deriving the TR-link signal-to-noise ratio and the average bit error rate, which are associated with our transmission scheme. Numerical results corroborate the theoretical analysis and reveal an interplay between the network parameters and their impact on the TR-link performance.
Closed-Form Capacity Result for Interference-Limited Environments
With Mixed Fading I. INTRODUCTION T HE interference channel (IC) describes the scenario where multiple independent transmitters, sharing the same re-sources, wish to simultaneously convey information to their associated receivers [1] . These parallel transmissions interfere with each other such that every receiver sees a superposition of the desired signal and the unwanted signals. This situation arises frequently in wireless cellular networks due to frequency reuse and the intrinsically broadcast nature of the wireless medium [2] and cannot be remedied by simply increasing the transmit powers; while this naive approach is a solution against noise perturbations, it will only lead to more interference in IC systems. Thus, the design of interference-aware strategies is an imperative step towards the delivery of information with high fidelity because the need for ubiquitous coverage of the increasing number of end-users was addressed by denser deployment of base stations, resulting in interference-limited systems.
According to experimental studies [3] , based on real data, the signal-to-interference-plus-noise ratio (SINR) in a cell is typically 2 dB, and less than 0 dB for a fraction of the users (∼ 10%). These findings advocate interference-power constrained rather than transmit-power constrained designs [4] because systems will not operate with full power, in interference-limited environments (ILEs) to avoid inflicting excessive interference. An approach that is suitable for ILEs, see Fig. 1 , involves the optimization of certain quality-of-service (QoS) metrics, e.g., rate, for a particular link subject to sum interference constraints that are imposed to protect a cluster of cross-link receivers [5] . This framework is simple and captures the main shortcoming that is responsible for performance degradation in modern interference networks (INs). It is also fortuitous in that it has wide application in the area of underlay cognitive radio (CR) systems [6] , where licensed (primary) users are sharing the spectrum with unlicensed (secondary) users, under constraints that are imposed to guarantee the provision of a minimum QoS level at the primary receiver. Under this paradigm, the ergodic capacity of the Gaussian channel, under an ergodic interference power constraint (EIPC) was found in [7] , while more sophisticated schemes were studied in [8] , [9] .
A common denominator in existing studies is that channel modeling is limited to the case of shadowed environments. However, cellular architectures, especially femtocells [10] , admit more generic propagation characterization, i.e., line-ofsight (LoS) channel modeling. The area of INs and underlay CR networks with LoS links, i.e., Rician fading [11] , is largely uncharted even for elementary architectures. Therefore, a review of fundamental network structures under a general channel model will be instructive for escalation to more sophisticated 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. designs. In the context of CR systems, few interesting studies include [12] - [14] , however analysis was limited to the provision of numerical [12] or asymptotical results [13] . Characterization of statistics, pertaining to LoS fading, was provided in [14] though the setup, considered therein, addressed the singleantenna case and it was not motivated by a practical scenario. This is settled in [15] where characterization of the link ergodic capacity, with transmit beamforming and optimized power allocation, was presented. The authors exploited the choice of channel model and identified the F-distribution [16] , [17] in order to obtain closed-form results for the ergodic capacity under interference power constraints.
In this paper, we generalize the original study [15] and refine some of the results presented therein. We expand the scope of the network model, studied in [15] , to address general cellular networks with clusters of neighboring-cell edge-users, see Fig. 1 , that are protected, by means of an ergodic suminterference power constraint (ESIPC), from an active link between a multi-antenna base station and its associated receiver (TR link). The goal is to find the optimal precoder that achieves the ergodic capacity of the TR link while conforming to an ESIPC. The main contributions of our work can be summarized in the following points:
Po:Po1 We show that the capacity-achieving linear precoder is rank-one, i.e., beamforming is the optimal strategy for the considered network utility function. We further argue that the receiver needs to know only the instantaneous signal-to-noise ratio (SNR), obviating the need for channel acquisition at the receiver since it does not increase capacity; Po:Po2 We derive a closed-form expression for the long-term capacity. The solution presented here is more compact and computationally efficient than [15, Eqs. (2) ,(3)]; Po:Po3 From our main analytical result, we obtain algebraic approximations for certain cases such as operation at high SNR or nearly shadowed environments with weak LoS components. We further show how our result subsumes several existing models in literature [12] , [14] , [18] .
Po:Po4 We complement our analysis with the derivation of metrics, which are relevant for the assessment of short-term and long-term performance, such as the distribution of the receive SNR and the average biterror-rate (BER). These metrics are pertinent for practical schemes with fixed-rate transmission from finite constellation schemes.
In particular, we capitalize on the rank-one optimality result (Po1) to reduce the problem to power allocation. We emphasize an insightful mathematical result, i.e., how the F-distribution arises in the stochastic characterization of the network, because of its gravity in analytical derivations that were previously inhibited without this observation [12] . Moreover, we introduce a mathematical technique that allows us to reshape a certain class of infinite series into a finite one and we utilize it to further enhance [15, Eqs. (2) , (3)], which are in the form of infinite series and whose numerical evaluation can only be approximate, since one has to truncate the series and characterize the behavior of the truncation error. Herein, as stated in (Po2), we are able to cast the power allocation and the associated capacity formulas in a mathematical form whose numerical evaluation is exact and can be carried out in predictable computation time, in contrast to the truncated counterparts [15, Eqs. (2) , (3)]. Several existing results follow as special cases from our model, see (Po3).
Due to the various properties of the wireless channel, different QoS metrics can serve as performance indicators, see (Po4). Therefore, apart from the ergodic capacity, which is our main design guideline, we derive the distribution of the TR link SNR and the average BER, since these metrics are good proxies for practical performance under known constellations, e.g., M-PSK. It is noted that the average BER expression is given in terms of infinite series but we are able to show, using previous results [15, Lemma 1] , how one can properly choose the series truncation index in order to approximate the theoretical BER value with arbitrarily low truncation error. Numerical results are congruent with our theoretical analysis and further shed light on the impact of system parameters into performance.
The paper is organized as follows. The network model and the system architecture are presented in Section II, whereas theoretical analysis of the scheme is carried out in Section III. Further system aspects and complementary performance metrics are investigated in Section IV. Numerical results for various setups are available in Section V and, finally, in Section VI we discuss our findings along with directions for future work.
Notation and functions: Bold lower (upper) case letters stand for vectors (matrices). We denote the N-length all-zero (allone) vector as 0 | N (1l N ) and the N × N identity matrix as I N . The operators · , (·) H stand for the Euclidean norm and Hermitian form of their (vector/matrix) arguments. The matrix trace is denoted as tr(·). We define the operators {x} + max{x, 0} and
Similarly we use the notation f (x)≈g(x) and f (x)≤g(x) to indicate that in the limit, as x tends to zero, f (x) can be approximated by g(x)(≈) and f (x) is lower than g(x)(≤), respectively. The logarithm base is e.
II. SYSTEM SETUP AND PROBLEM STATEMENT

A. Network Model
We consider the multi-node communication network, depicted in Fig. 1 . Our setup comprises a link between a source node T x , with M antennas, and its single-antenna destination node R x , as well as undesirable interference inflicted to an external cluster of single-antenna nodes P x,n where n = 1, . . . , N. The T x − R x (TR) transmission has to adhere to certain operational requirements, e.g., it should not severely degrade the aggregate QoS at the cluster of nodes. To guarantee a minimum service level, the TR transceiver architecture is designed with account for these inherent limitations.
Let h = 
. The Rician factor quantifies the contribution of the LoS component, to the channel, relative to its NLoS counterpart. In particular, the higher K is the more concentrated the channel will be around the mean and in the limit, as K tends to infinity, the channel becomes deterministic. Moreover, we define the matrix
All the stochastic quantities in the network are assumed to be independent in both time and space domain.
B. Transceiver Architecture and Power Control
In our system, the secondary transmitter employs linear precoding; to communicate its message during the k-th block, the node T x i) rotates the information-bearing vector t[k] using a matrix U[k] (not full-rank in general) with orthonormal columns; and ii) it allocates certain power to each stream using a diagonal matrix
. 1 The composite vector that is sent over the channel can be expressed as x 1 2 Ut with covariance Q E{xx H }. Note that the elements of t[k] are assumed to be independent along all dimensions, i.e., time and space. The received signal y s at the destination node R x is written as
where k is the time index, in symbol intervals, and n[k] ∼ CN (0, σ 2 ) denotes the additive white noise process. We stress here that indexing the sequence x[k] implies that both the information sequence t[k] and the precoding strategy, i.e., the matrix Q[k], are time-variant. Therefore, the transmission strategy is dynamic and adapted on a slot-by-slot basis to serve a certain design target. To simplify the ensuing exposition, we shall occasionally drop the indices unless explicit account is needed to clarify parts of the analysis. The choice of the transmit precoding strategy shouldua reflect the P x,n QoS guarantees, mentioned earlier, which are imposed in order to protect the unintended receivers from excessive interference. These guarantees essentially translate into constraints on the instantaneously inflicted sum-interference The design is based on channel side-information (CSI), which is available at the nodes T x and R x . We assume that the transmitter knows the instantaneous TR-link channel h[k]. To satisfy the ESIPC, the system further needs information for the cross-link channels. Since learning G is a challenging task that requires many resources, we assume that the system does not know G but instead learns a lower-dimensional (less than N × M) function of it z = f (G). In particular, if G is not known then T x designs the rotating matrix U independently of it. Once the spatially strategy U[k] is determined, we can determine
which is used for power control. 2 The receiver knows only the instantaneous SNR. We assume that the stochastic nature of the environment is known, i.e., the distributions of the various quantities such that the expectation can be evaluated. To characterize the ergodic capacity under an ESIPC, we rely on the following lemma.
Lemma 1: Under the given CSI model, the capacityachieving covariance matrix
2 . Then the optimal power allocation strategy
is found by solving the following optimization problem
where E y,z {·} denotes expectation with respect to the distribution of y and z. The ergodic capacity does not increase even if the receiver has the same CSI as the transmitter. Proof: Given in Appendix A. It follows from this result that the optimal vector w o is essentially maximum-ratio transmission (MRT) in the direction of the TR link channel [19] and that the optimal precoding vectors are not coupled in time. Therefore the aforementioned CSI scheme, where z[k] is measured at the nodes of P and then fed back, can be easily realized. Once w o [k] is available, each of the unintended nodes P x,n can measure, during oneslot training, Lemma 1 reduces the precoder search space to that of one dimensional functionals P(y, z) and the optimization problem (P0) is convex in the functional P(y, z). However, this observation does not imply that it can be solved efficiently using numerical techniques, such as interior-point methods that are implemented in existing numerical software packages, e.g., CVX [20] . The reason is that the optimal policy P (y, z) is a functional, implying that (P0), when viewed in the vector space, is an infinite-dimensional problem. 4 III. ANALYSIS OF THE SCHEME In this section we elaborate on the solution of (P0) by introducing a mathematical result, which is crucial for our analysis, and then present the main result.
A. Preliminaries
The power allocation functional P (y, z), which solves (P0) for any continuous distribution, is found by the Karush-KuhnTucker (KKT) conditions and it is P (y, z)
, where μ is the Lagrange dual variable associated with the ESIPC. Given that the inequality is tight at the optimum, the Lagrange multiplier is found by solving the equation
If we plug the expression for P (y, z) into the objective function of (P0) and Eq. (2) then, after trivial manipulations, we find that the resulting expressions are functions ofγ y z . We conclude that stochastic characterization ofγ is an indispensable task prior to proceeding with the theoretical analysis of our problem.
B. An Insightful Mathematical Result
Let χ 2 2N (λ) denote a (non-)central chi-square distribution with 2N degrees-of-freedom and non-centrality parameter λ and further consider the following quantities
To obtain the distribution ofγ , defined above, we exploit the following two observations,
, where the noncentrality is determined after the definition of h. (O2): The random variables (RVs)ỹ andz are independent.
Sinceỹ andz are both functions of h, (O2) seems counterintuitive. To see why it holds we define the vectorz [z 1 . . .z N ] with elementsz n g H n w o , where g H n are the rows of G. Let us denote the density functions of a general RV X and a CN (μ, σ 2 )-distributed RV as f X (t) and φ(t, μ, σ 2 ), respectively. We can then determine the density function ofz n as
where (a) holds because the distribution ofz n conditioned on h is zero-mean Gaussian with variance σ 2 g , hence it is independent of h. Since the elements ofz are independent of h it follows that z = 2/σ 2 g z 2 is independent of h and consequently ofỹ.
Next we define the quantity c 
= cγ , where
. This characterization is insightful because in this form we recognize that γ ∼ F 2M,2N (λ, 0) [16] , i.e., γ has a non-central F-distribution whose probability density function
where, for brevity, we have defined M n M + n. This characterization simplifies the technical part since: i) it settles any ambiguities around the independence ofỹ,z, which is a critical point in the analysis and ii) we have to deal with one stochastic quantity. Moreover, our result generalizes the single-antenna 
Strictly speaking, working with the above model should eventually lead to Eq. (3). However, tailoring an appropriately parametrized non-zero mean Gaussian random vector to the LoS link channel is insightful in introducing the non-central F-distribution. This conclusion is otherwise obscure, under the umbrella of Eq. (4), since one has to view γ as the ratio of independent (non-)central chi-square random variables in order to proceed with a tractable stochastic characterization. This was also observed in [14] but our particular architecture, with MRT beamforming, has an inherent connection with these statistics. Therefore, we can judiciously argue that a non-zero mean Gaussian model is more appropriate for LoS communication modeling while it is possible to translate it into the equivalent Rician model of Eq. (4), to draw conclusions on practical aspects.
C. Capacity Results
As pointed out in Section III-A, recovery of μ relies on solving Eq. (2). To further assist the mathematical exposition we define γ 0 μσ 2 c ,Q cQ th σ 2 and the following function h :
Using the definitions above we can recast Eq. (2) as h(γ 0 ) = Q, a form which is tailored to the stochastic profile described in the previous section. Solution of the integral, involved in h(γ 0 ) =Q, is provided in the following Proposition.
Proposition 1: Let δ(m) denote the Kronecker delta, i.e., δ(m) = 1 for m = 0 and is zero otherwise. Then, the optimal γ 0 (equivalently μ) that solves (P0) is found as the solution to Eq. (6), shown at the bottom of the page, where
Proof: Given in Appendix B. Several methods can be implemented for solving Eq. (6) but, prior to enumerating few, it is useful to look into its monotonicity properties. If we rewrite h(γ 0 ) in its integral form
The above equation asserts that h(γ 0 ) is a strictly monotonedecreasing function of its argument. Capitalizing on the monotonicity property, one can implement Newton's method to obtain the root of Eq. (6), by starting from a point close to zero and using Eq. (7) to update the running estimate. Alternative methods would be bisection or high-resolution grid search within a given interval S
, where δ is some positive quantity. One can initiate the search from the set S (1) γ 0 and further update k in an incremental fashion, as k → k + 1, until the unique root is retrieved. To settle the numerical solution of Eq. (6) we note that, albeit its complicated form, it involves elementary functions 5 and thus can be easily evaluated.
Since Q th is indirectly related to the objective of (P0) it is useful to analyze the sensitivity of h(γ 0 ) on perturbations of γ 0 . A qualitative sensitivity analysis can assist in assessing how shifts in the threshold-to-noise (TNR) ratio q Q th σ 2 , translate into shifts in γ 0 , which is important because γ 0 controls the waterfilling level and subsequently the power allocation. For sufficiently large values of q, i.e., in the "high-TNR" region, γ 0 will be very small and h (1) (γ 0 ) will be very large. Therefore h(γ 0 ) decays rapidly with increasing γ 0 , in this regime, implying that γ 0 changes slightly in order to compensate for a linear increase in q (equivalently Q th ). On the contrary, when the system operates in the low TNR region γ 0 attains large values and the derivative converges to zero very fast, 6 which implies that the decremental steps of h(γ 0 ) are very small. Thus, at the "low TNR" regime, γ 0 should decrease significantly such that linear shifts in q induce similar changes in h(γ 0 ).
Given the value of γ 0 , that solves Eq. (6), we can proceed to characterize the long-term capacity of the TR link by plugging this value into the objective of (P0). The closed-form expression for the ergodic capacity is established in the following Proposition.
Proposition 2: For a given γ 0 , the objective function of (P0) is given in closed-form by Eq. (8), shown at the bottom of the next page, where The terms B(a, b), B(x; a, b Proof: Given in Appendix C. It is possible to further simplify Eq. (8) when certain network parameters, e.g., the TNR q or the Rician factor K, attain extreme values. To see how large values of q influence ergodic capacity we factor in the monotonicity properties of h(γ 0 ), described earlier. Recalling that γ 0 is very small when the system operates in the high-TNR regime, we conclude that the dominating term in Eq. (8) will be log γ 0 and that it can be approximated by Eq. (9), shown at the bottom of the next page (where we include more terms for better algebraic approximation).
Another asymptotic case arises when the LoS component is weak, i.e., the Rician factor K is sufficiently low, such that the original expression can be simplified into Eq. (10), shown at the bottom of the next page. 6 In fact the derivative h (1) (γ 0 ) converges to zero exponentially fast, owing to the properties of the tail probability of the F-distribution [25] .
When the network propagation environment is completely shadowed, then by setting λ = 0 in Eq. (10) we recover Eq. [18, Eq. (8)] (the equivalence follows after some algebra) which is a special case of our general capacity formula (8) . Moreover, if we set M = N = 1, which corresponds to the case of a single-antenna source T x and single element set P, then the generic capacity formula reduces to
Eq. (11) settles a previously open question, i.e., the solution of [12, Eq. (23)]. Note here that [12] , [18] are studies for cognitive radio networks, implying that our network model is particularly relevant in this area and subsumes existing results as special cases. We stress that Eqs. (6) and (8) yield the exact solution of the problem of achieving the ergodic capacity (P0), which can otherwise be solved approximately with numerical integration since the expectations, involved in (P0), are performed over f γ (x) that contains an infinite series (see Eq. (3)). Thus, our main result, apart from its mathematical merit, is a tractable alternative for implementation compared to other methods, e.g., numerical integration or simulation via channel realization (see footnote 4), which result in approximate solutions. It is worth pointing out here that the expressions (6) and (8) (2), (3)], albeit accurate, has a variable computational cost that depends on K, i.e., the physical properties of the propagation environment.
As a figure of merit, we report in Table I the absolute execution time, averaged over 10 3 runs, that is spent in MATHEMATICA [27] for the evaluation of Eq. (8) and [15, Eq. (3) ], respectively.
Overall, we observe that Eq. (8) 
IV. ON PRACTICAL APPLICATIONS
In this section, we investigate system aspects that are interesting from a practical point-of-view. To realize our transceiver strategy one needs to implement Gaussian coding schemes that span infinitely long transmission blocks. However, in practice the propagation environments can be quasi-static and the symbols are chosen from finite alphabets. Therefore, metrics such as the outage probability or the average BER become relevant performance indicators.
A. Outage Probability
The short-term (within the channel coherence-time window) QoS is assessed through the probability P out (x) Pr(ρ ≤ x) that the instantaneous received SNR ρ
cannot support the transmission rate R, which satisfies x e R − 1. There is a connection between the outage probability and the distribution function F ρ (x) of ρ, which is highlighted in the following proposition. . The distribution function of the received SNR ρ can be expressed as follows
For sufficiently large values of the TNR q, it holds that g(x) → 0 and the SNR distribution can be approximated as
Proof: Given in Appendix D. In the context of outage, we interpret the above result as follows; for a fixed Rician factor K, the probability that the system cannot support the transmission rate decreases polynomially, with order M, which can be viewed as the counterpart to diversity order. We also see that for small x and fixed M, F ρ (x) decays exponentially fast in K.
B. Average Error Probability
The average BER is derived on the basis of practical modulation schemes. Among the various methods for evaluating the BER, see [19, Ch. 3] , [28, Ch. 6], we use the following (approximate) formula,
where E ρ (·) denotes expectation with respect to ρ, Q(x) is the Q-function (tail of the Gaussian distribution) and α, β are constellation-specific values. The average, over the transmission block, BER is given in the following result.
Proposition 4: Letx 0
Then the average BER of the TR link, which is designed according to (P0), is given by Proof: Given in Appendix E. We should point out here the infinite series in Eq. (15) , which has to be truncated in practice. To characterize the truncation error we use the following lemma [15] .
Lemma 2: The series 
where θ is a parameter, satisfies S T < C T (eθ/T) T for some constant C T and index T that satisfies T > eθ . Using Eqs. (12) and (D1) (see Appendix D) we obtain the distribution function of ρ as
F ρ (x) = e − λ 2 ∞ n=0 (λ/2) n n! I M n , N; M N γ 0 (x + 1) 1 + M N γ 0 (x + 1)
V. NUMERICAL RESULTS
In this section we investigate numerically different setups in order to quantify the impact of the system parameters into its performance, assessed by the metrics derived in the previous sections. To maintain consistency across the different scenarios we set h LoS = 1 √ 2 (1+i)1l N . The simulated curves, corresponding to the solution of (P0), are generated with CVX [20] , assuming a block length of 2.5×10 3 independent channel states and averaging over ten transmission blocks. The theoretical curves are obtained with MATHEMATICA [27] using a gradient search method (function FindRoot). To obtain the BER results we truncated the infinite series to the first T = 100 terms, unless otherwise stated. This choice guarantees, for the setups considered herein, that the truncation error will be infinitesimal.
We begin the numerical investigation with focus on capacity and the associated waterlevel γ 0 , through Figs. 2-5. It follows from Fig. 2 that ergodic capacity scales slowly with increasing TNR q, since the multiplexing gain is bounded by the single antenna at R x . One can see that for small values of the Rician factor, i.e., K ∈ {−20 dB, −10 dB} the curves practically coincide. A small gain is observed between the aforementioned cases and K = 0 dB, yet the gap becomes more salient when the contribution of the LoS component increases further to 10 dB and 20 dB, because randomness and dispersion of the power around the desired steering direction becomes smaller. The dual to ergodic capacity is the waterlevel γ 0 , depicted in Fig. 3 where one can observe precisely the trend described in Section III-C. 7 In the low TNR regime, the waterlevel exhibits the predicted superlinear trend, which becomes more pronounced as K grows large, whereas in the high TNR regime one can see that γ 0 converges to zero rather slowly. Finally, we observe that the asymptotic expressions (9) and (10), for small K and high SNR, approximate the exact result quite well in the regime of interest.
The impact of M and N on capacity is illustrated through Figs. 4 and 5. Two main conclusions are drawn from Fig. 4 with respect to the number N of nodes in P. In particular, we see that as N increases there is a rate penalty which, however, is diminishing: i) among setups with the same Rician factor (marked by the big ellipse); and ii) between the K = 0 dB and K = 10 dB cases, when N is fixed (small ellipses). The explanation lies in the tail of the F-distribution, which becomes lighter as N grows and hence the probability of successful transmission, i.e., a non-zero SNR ρ, within the k-th time-slot decreases. However this tail-thinning effect slows down with each increment of N and this is reflected into the diminishing rate back-off (gap), observed for fixed K and increasing N. In Fig. 5 we see the effect of simultaneously increasing both the T x array length and the number of nodes in P, using the rule N = M − d. Adding one element at both ends entails a penalty into system capacity because the power back-off induced by the introduced node in P is not compensated by adding an extra transmit antenna at the source node. The penalty is more severe for small values of M and it increases with d, however, for fixed (12)) and dashed curves correspond to asymptotic results (Eq. (13)). A different point-of-entry into the system is provided via numerical evaluation of short-term performance, shown in Figs. 6 and 7. In Fig. 6 one can see that with increasing Rician factor the probability of outage exhibits a consistent improvement, i.e., for each value of N we observe a gap of approximately 1 dB between the K = 0 dB and K = 10 dB cases. However, for fixed K and increasing N the performance gap is diminishing. The major conclusion to draw here is that high-TNR performance conforms with the insights of Eq. (13), i.e., diversity is not affected by the size of P and all curves exhibit the same slope at high TNR. We note here that, in the high TNR region, there is good agreement between the exact formuladriven curves (Eq. (12)) and their asymptotic counterparts (Eq. (13)), yet the latter do not exhibit a monotonic trend. The reason is that the dominant summand depends not only on the argument g(x) (see Eq. (13)) but also on the non-centrality parameter λ (see condition (D2) in Appendix D). For moderate values of the argument g(x), the condition (D2) might not be satisfied therefore approximation of the summation with the first term might not be valid, resulting in the observed behavior. The impact of K on diversity is highlighted in Fig. 7 , where we see that for K = 10 dB the outage probability curve has a very steep slope. For fixed M we can argue, on the grounds of Figs. 6 and 7, that the system greatly benefits, in terms of outage, from large K.
Figs. 8 and 9 contain results pertaining to the BER of the system. From Fig. 8 it can be inferred that the rate at which the probability of error drops depends both on M and K. When the TR link is nearly shadowed, i.e., K = −10 dB, the system can still achieve sufficient detection performance, though a substantial improvement takes place when either of the parameters, M or K, increases. Keeping K fixed and varying M indicates that the array size has a strong impact on detection performance since the improvement is dual, both in the slope and shift of the curves. The alternative system snapshot, obtained by fixing M and letting K vary, shows that the Rician factor influences the BER slope only when the LoS components outweighs its shadowed counterpart (K = 10 dB). Fig. 9 provides another visual aid in fleshing out the role of K. The main message, embedded in this figure, is that K is mostly influential in reducing the average error probability, at high TNR. We further observe that the BER saturates after a certain threshold for K. The threshold indicates that the channel LoS component is sufficiently dominant such that the BER performance is dictated by the beamformer and not the power allocation policy. This interpretation also explains why the threshold increases with TNR. Finally, we note that for all considered scenarios we have practically perfect agreement between theoretical and numerical results even in the case of BER, where we truncated the series in Eq. (15) under the guidelines of Lemma 2 to properly select the truncation index T.
VI. SUMMARY AND CONCLUSIONS
In this work we studied a multi-node interference network employing a transmit precoding strategy that is shown to achieve the ergodic capacity under an ESIPC. For the network under consideration, we showed MRT beamforming optimality and provided an efficient characterization of the optimized utility function. The rest of the results can be briefly summarized in the following points: i) we generalized and unified in a single scenario existing results [12] , [18] ; ii) we improved previous mathematical results [15] , which involved infinite series representations, by exploiting a technique for reshaping series summations into a finite number of terms; and iii) we derived "practical" QoS metrics such as the distribution of the TR link SNR and its associated average BER. When the series representation could not be obviated we supplemented the analysis with approximation guarantees for the truncation error. Numerical simulations were in line with the theoretical predictions and further assisted in quantifying the impact of the network parameters into the TR link's performance.
Our numerical experiments captured several properties of the network under consideration, yet there are more aspects to be examined. Our network structure, being elementary, could serve as the baseline model in order to proceed with more advanced setups and design metrics. Some straightforward follow-up research ideas belong to the following span: i) analyze our network under its mirrored channel model, i.e., a shadowed TR link and TP n links with LoS fading; 2) consider more involved topologies such as the relay channel; and 3) replace the ESIPC with its instantaneous counterpart or a peak transmit power constraint and further experiment with other QoS metrics, such as the mean-square-error, the outage probability or combinations thereof. Mathematical treatment of the abovementioned research problems is, in many cases, feasible because of the infinite series-reshaping technique. This tool is actually applicable whenever the modified Bessel function of the first kind arises in the stochastic characterization because Bessel functions of this family are the core of the χ 2 -and the F-distribution. These mathematical tools could be useful for exploring and conducting performance analysis of network architectures with LoS fading, an area that has received far less attention in literature.
APPENDIX
A. Proof of Lemma 1
We carry out the proof in reverse order, i.e., we first derive capacity for the case where the receiver has the same CSI level as the transmitter and then show that the capacity does not decrease when the receiver CSI is reduced to SNR only. Our proof relies on previous work [29] and we shall appeal to the corresponding mathematical results, wherever necessary. For consistency and ease of presentation, we adopt the notation of [29] , i.e., we define: a) (u k , v k ) as the i.i.d. sequence of CSI tuples at the transmitter and the receiver; b) Pr(ω = ω) as the probability of error, where ω,ω denote the information and the estimated messages, respectively; c) x[k] as the precoded codeword that is a function of ω and the transmitter CSI {u n } k n=1 up to instant k and which satisfies the constraint E tr(
Our CSI model can then be expressed as
According to [29, Lemma 1] , one can upper-bound, by means of the Fano-inequality, the achievable rate R as follows
where K is the transmission block length and K is a term that depends on Pr(ω = ω) and satisfies lim K→∞ K = 0. This bound holds under general CSI assumptions and codeword constraints and can be further simplified depending on the CSI availability. We consider below two separate CSI models. For the first part of the proof we assume that the receiver and the transmitter CSI sequences are equivalent, i.e., v k ≡ u k . Then, our setup fulfills the conditions of [29, Theorem 1] according to which the ergodic capacity is achieved with Gaussian codebooks and is obtained via the solution of the following optimization problem,
where the index k is used to emphasize the time-varying nature of the channel, as stated in Section II-B and 
where L s (≤ M) is the number of streams and the expectation is taken jointly over the distribution h[k] and the set of vectors 2 is the eigenvector that corresponds to beamforming in the direction of the channel and the eigenvalue P(u k ) is the power to be optimized. Invoking this result we obtain the lower-dimensional counterpart of (P1a), which is exactly Problem (P0).
For the second part of the proof, we adopt a reduced receiver CSI model, where the receiver knows only the instantaneous SNR, i.e., the receiver CSI sequence is
2 . Moreover we constrain the transmit 
The achievability and the converse proofs are available in [29, Appendix D] . It can be easily shown, following the lineof-proof for (P1a), that the optimal beamformer is
, such that P(2) becomes essentially equivalent to (P0) and in turn to Problem (P1). We observe that: a) (P2) is equivalent to (P1), i.e., the optimization problem that corresponds to the reduced receiver CSI model v k is equivalent to the capacity result when v k ≡ u k ; and when v k ≡ u k the instantaneous SNR is implicitly available at the receiver since it can be calculated from u k , therefore the capacity for the CSI model (u k , v k ) cannot be lower than that of the reduced CSI model (u k , v k ). From these two observations we infer that (P2) is indeed the capacity.
B. Proof of Proposition 1
Evaluation of the left-hand-side (LHS) of the equation
where we used the definition M n M + n. The equation of interest involves two integrals; the first actually corresponds to the complementary distribution function Pr(γ > γ 0 ) 1 − F γ (γ 0 ). We begin with the second summand which is analyzed as
where (a) follows by the change of variables
, respectively. In order to reach the desired result we need to be reshape the infinite series into a finite summation. This is achieved by generalizing [30, Eqs. (74) , (75)] as follows
where we have implicitly assumed that n ≥ m, similar to the case considered in this work. As pointed out in [30] , exchanging the order of the summation and the differential is allowed because the resulting series is uniformly convergent. Moreover it can be shown by mathematical induction that
If we now set n M + N − 1 and m N in Eqs. (B2), (B3) and plug the result back in (B1) we can obtain the desired expression of F x (x) by following the steps below 
and further using integration by parts. A special case arises when L = 0 and it requires separate treatment. 9 In that case, the final integral becomes
where Ei(x) − ∞ −x e −t t dt is the exponential integral. Since Pr(γ > γ 0 ) has the same form as Eq. (B1), but without the x at the denominator, its solution can be found following the same steps. For brevity, we do not repeat the calculations and simply mention that no special case for L arises here. Therefore, as a byproduct we obtain a finite summation formula for the distribution function of an F-distributed random variable, which applies to the case where both nominator and denominator have an even number of degrees-of-freedom.
Assembling the above results leads to Eq. (6). Thus, we have been able to express previously established results [15] , which involved infinite series, in terms of finite summations, using (B3) and this is a novel technical contribution. The finite representation is especially useful for solving the associated Eq. (6) since one does not have to compromise accuracy by resorting to some approximation. 10 
C. Proof of Proposition 2
The ergodic capacity is found by averaging over all possible channel states as follows The term Pr(γ > γ 0 ) has already been considered in Appendix B. Therefore, in order to evaluate the capacity we need to resolve only the first summand S (the integral) which has the following form 9 This event occurs only if M = 1 and affects the solution of just one of the terms of the outer summations, namely the one that corresponds to the triplet (M, k, m) = (1, N, 0) . 10 The term approximation here refers to the truncation of the sequence in a practical implementation since only a finite number of terms can be considered. We stress this to differentiate from numerical approximation which stems from insufficient arithmetic precision.
where the second equality follows from the exact same manipulations used for the derivation of (B3). To facilitate the solution of the above integral we split the logarithm into two terms in order to deal with two simpler integrals. For ease of exposition we set L 1 M + N − 1 − k + m and L 2 N − 1 + m. Then the first resulting integral is expressed as 
To reach the solution of S 1 we perform integration by parts (viewing e t and t L 1 log t as two separate functions) and using induction we obtain the following result
In the same spirit we derive the second term of the integral. 
Again we employ integration by parts (now viewing e −t and t L 2 log t as the two functions) and further make use of [23, Eqs. 4.331.1-2]. These two combined steps yield the following result
where C Eu ≈ 0.57721 is the Euler-Mascheroni constant. Plugging Eqs. (C3) and (C5) into (C2) and (C4), respectively, and the resulting expressions back in (C1) yields Eq. (8) and concludes the proof.
D. Proof of Proposition 3
The 
