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1. INTRODUCTION 
We shall consider the following two types of dynamical systems employed 
in the foundations of quantum theory, C*-systems and W*-systems. It is 
widely believed that quantum dynamics is suitably described by one of the 
two types of systems (C* for quantum spin systems with “short range” 
interaction, and W* for “long range”) [5, 8, 17, 25, 27, 301. A C*-system is 
a pair (@, a,), where G! is a C*-algebra (always assumed to contain an 
identity), and (x, is a strongly continuous one-parameter group of *- 
automorphism. The continuity requirement is 11 a,(a) - a II+ 0 for t + 0, 
a E 0. 
A W*-system is a pair (M, yI), where M is a W*-algebra, and yI is a 
point-ultraweakly continuous one-parameter group of *-automorphisms of 
M. The continuity requirement here is 01, y,(x) - x) + 0 for t + 0, x E M and 
,u E M, are the a(M, M,)-continuous (=ultraweakly) linear functionals on 
M. The cone of positive elements in M, is denoted by Mf, and consists of 
the normal positive functionals on M (states when normalized). 
Both of the stated continuity requirements are well known to be natural 
for the respective systems, from the point of view of both mathematics 
[4, 14, 231, and physics [l, 5, 27, 291. 
A mathematical scattering theory for the two types of abstract quantum 
systems does not exist. The closest such seems to be rigorous conditions for 
return to equilibrium [28]. In this paper we look into some of the foun- 
dational problems associated to such a non-commutative scattering theory. 
Related results have earlier been obtained by Arveson [3,4], Muhly and 
co-workers [20,22], Kawamura and Tomiyama 1151, and Zsido [37]. 
Common to these results is the focus on finite systems (i.e., the special case 
where traces are present). In applications [ 10, 12, 131 it is known, however. 
that the actual systems are type III, and in this paper we therefore turn to the 
infinite case. 
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Our results show that the theorems, known in the commutative and the 
finite case, take a quite different form in the infinite case, and so there seems 
to be a long way to go before we have a realistic quantum scattering theory 
(for the mentioned systems) which parallels the classical theory. We believe 
that the difficulty lies in the mathematics of infinite systems, reflected, for 
example, in the breakdown of uniqueness for representations in the passage 
from finite to infinite degrees of freedom [32]. Nonetheless, we prove that the 
basic classical characterization of right-wandering vectors carries over to the 
most general IV*-dynamical system. 
2. NOTATION AND TERMINOLOGY 
Mathematically the two types of systems are special cases of the 
following: a triple (X, X,, PI), where (X, X,) is a dual pair of Banach spaces 
satisfying assumption (1.1) in Arveson’s paper [4], and /I, is a uniformly 
bounded and a(X, X,)-continuous representation of the additive group 7. 
The spectrum of an element x in X is denoted sp,(x) and is defined as the 
hull of the following ideal Z(x) in L'(IR). 
Z(x)= j-EL’(R): ff(t)B,(x)dI=o(. I 
For a given closed subset E of E a corresponding spectral subspace is 
defined by 
X5(E) = (x E X: sp,(x) c E}. 
There are three such subspaces of particular interest Xcf =X0( (O}). X, = 
X4([0, 00)) and X0 = (lJ,>,XB([s, co)))). where the closure is in the 
a(X, X,)-topology. Note that this is the norm-closure if X, = X’ the dual 
space of all norm-continuous linear functionals on X. (Where there is a 
possibility for confusion the norm closure will be denoted n.cl.). 
For C* (resp. IV*-) systems X, and X, are closed non-selfadjoint 
subalgebras, where the closure refers to the norm (resp. the ultraweak 
topology). They are called algebras of analytic elements and denoted by A 
(resp. A,) in the IV*-case, and by 67, (resp. 67,) in the C*-case. 
If cp: X -+ Y is a linear mapping, the kernel {x E X: cp(x) = 0 ) is denoted 
X,. The restriction of q to a subspace V is denoted a, iI.. and I’, := Vn X,., . 
We say that rpl Vifp],=O. 
Let (M, y,) be a W*-system. The set of invariant normal states on M is 
denoted S(M, yI). The support of a give p E S(M, yl) is denoted s@). If 9 is 
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the largest projection in M satisfying p(q) = 0, then s@) = q’= I - q and 
y,(s@)) = s@) for all t. For elements x, y EM we use the commutator 
notation [x, y] = xy - yx. 
The GNS representation associated to a given p E S(M, yJ is denoted 
(7~~ ,ZD, U,, l,), where rrp isa representation of M on the Hilbert space ZO, 
continuous with respect to the ultraweak topologies, U,(t) is a unitary group 
on ZD, and 1, is the cyclic vector [ 71. They are determined for a, x E M by 
Q(x): ~&)l,+ 7$@)1,, and u,(t) q,W, = ~,(r,@)) 1,. 
For background material on spectral theory see [4,23], and for represen- 
tation theory [ 7, 3 11. 
The norm closure of a subset 2 of X0 is denoted [Y]. Projections in f10 
are understood to be orthogonal. As in customary we shall identify a given 
projection P with its range P&“,. 
3. ERGODIC STATES 
Let (M, a,) be a W*-dynamical system, and let A (resp. A,) denote the 
two algebras of analytic elements mentioned above, i.e., A = M” [0, co) and 
All = LO Ma[e, co). For rp E M, we denote by A,, M,, and C, the 
a(M, M,)-closed subspaces 
M, = {a E M: p(a) = 0). 
A,=M,nA, 
C, = {a E M: [a, x] E M, for all x E M}. 
It is known that the subalgebra 
D = (a E M: a,(u) = a for all t E iR } 
satisfies D = A n A *, and that A + A * is a(M, M,)-dense in M, [4,20]. 
Suppose p E M,f satisfies p(l) = 1 and 
POa,=p for all t E IR. (1) 
Then we say that p is an invariant normal state. The set of all such states is 
denoted by S(M, a,). The corresponding GNS representation is denoted by 
(Q , ZO, U,, 1,). Recall [ 3 1 ] that x0 is ultraweakly continuous (=normal) 
and cyclic with (vacuum) cyclic vector 1,. Set 
E, = {< E -TO: U,(t)C = r for all t E IR }, (2) 
and note that 1, E E,. We say that p is strictly ergodic if dim E, = 1. 
AUTOMORPHISMGROUPS 357 
Although the following result will serve primarily as a lemma we record it. 
because of its independent interest, as a 
PROPOSITION 3.1. Let (M, a,) be a W*-dvnamical s.vstem, and assume 
that some p E S(M, a,) exists which is strict/v ergodic. Therl 
dab) = p(a) p(b) foralla,bEA. (3) 
If moreooer s@) denotes the support of p. then 
(A, + As@)‘)~- = A,. 
Conzjersely. if a state p in S(M. a,) satisfies (3), then it is strictl!? ergodic. 
Proof. Clearly (3) follows from (4), since (4) shows that A, is a left 
ideal in A. Reason: the left-hand side of (4) is such an ideal since A,, is 
known to be 120, Lemma 3.111. 
It is convenient to introduce the terminology p = s@) and 4 = s@)’ = 
I - p. Then 9 is the largest among the projections r in M satisfying p(r) = 0. 
and 
(a E M: p(a *a) = 0 1 = Mq, (5) 
that is, the ideal K defined by the left-hand side of (5) is generated by the 
projection 4. 
We claim that A,, c A,. This is so because sp,@) = 0. So p is analytic. 
and by (4, Proposition 5.11, p i A,,. It also follows immediately from (5) 
that Aq c A,. Hence we have the inclusion c in (4). Assume the inclusion 
were strict. Then there would be some a(M, M,)-continuous state w and an 
element aEA, satisfying QJlA,, w(q)= 0, and o(a)#O. By 
(4, Proposition 5.11 this w must be analytic. The spectrum of the function 
t + o(a,(a)) must be {O). Hence o(a,(a)) = w(a) for all t E m. The ideal K 
in (5) is clearly invariant under a,, so by uniqueness of the support we have 
a,(p) = p for all t E IR, i.e., p E D. Therefore 
4a,(ap)) = QJ(~P) 
by the argument above. 
for all t E IF;. (6) 
Since the restriction of p to Mp is faithful, there is by [ 16, Theorem 2 ] a 
normal conditional expectation E of Mp onto Dp. We claim that 
Dp = (x E Mp: a,(x) =x for all t E P }. (7) 
The inclusion c is clear, and 2 can be obtained, for example, as a conse- 
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quence of Radin’s ergodic theorem [26]. The range of E equals the tixed- 
point algebra for cz,lnlp, and by Radin’s theorem 
E(X) = J;z hi’] a,(x) dt for x E Mp, 
T 
(8) 
where the limit is in the o(Mp, (Mp),)-topology. Claim (7) follows. Using 
(6), (7), and (8) we may calculated p(e(up)) =p(up) =p(a) = 0, and 
w(e(up)) = to(up) = w(up) + o(uq) = o(u) # 0. By strict ergodicity we also 
have n,(s(up))l, = p(s(up))l, = 0. Hence p(~(up)*c(up)) = 0, and I = 0. 
using that p is faithful on Mp, and c(up) = c(up)p. Since o(e(up)) # 0 we 
have arrived at a contradiction, and the proof is completed. 
For the other implication of the proposition we need a 
LEMMA 3.2. Let (M, a,) be u W*-s)lstem, and let D be the corresponding 
fixed-point algebra. Consider a, E S(M, a,) and the corresponding GNS 
representation (x,2, U, 1,) with spetrul subspuce E, = ([ E X: U(t)< = r, 
VtE R). Then 
bP)L1 =E,. (9) 
ProoJ Let p be the support of o, and let E be the conditional expectation 
associated to the induced system (pMp, a;) and given by (8). Then (9) is 
true with = replaced by c. Assume < E E,. Pick a net (xj} c M such that 
n(xj)l, -+ <. Applying the projection E, to this, and using (8) along with von 
Neumann’s mean ergodic theorem, we get E, z(xj) 1 w = E, X( pxj p) 1 w = 
TT(E(pXjp))l, + E,cf = c, and the proof is completed. 
Remark 3.3. By considering the enveloping W*-system [ 3 1, 
Section 1.17) associated to a given C*-system, one can obtain the conclusion 
of the lemma also for C*-systems with an invariant state. 
Returning to Proposition 3.1, assume that a given p E S(M, aI) satisfies 
(3). Then the support p of p belongs to D, and the induced system (pMp, af’) 
has a faithful invariant state pxp + p(x). The restricted state pID is 
multiplicative, hence a *-representation. It follows that the W*-algebra 
n,(D) is commutative with cyclic and separating vector on [rc,(D)l,]. Since 
this space is E, by the lemma, it follows that p is strictly ergodic. 
A C*-system is a pair (@, a,), where 0 is a C*-algebra, containing a unit 
I, and a, is a strongly continuous one-parameter group of *-automorphisms. 
The states p of 0 satisfying (1) are denoted S(fl, aI). This is a weak * 
compact set, and the corresponding set of extreme points is denoted by 
s,(U, a,). These are the ergodic states. The GNS representation is again 
denoted by (~~,,fl~, (I,, I,,), and the subspace (projection) E, is given by 
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(2). (This time n,, is generally not normal.) p is said to be strictly ergodic if 
dim E, = 1. Hence p is ergodic if it is strictly ergodic [29, Theorem 6.3.3 I. 
As in 14 1 we introduce the algebra of analytic elements G’, = na [O. co) = 
la E n: sp,(a) C [O, co)}. 
THEOREM 3.4. Let ((7, a,) he a C*-system. and let p be strict& ergodic 
state. Then p(ab) = p(a) p(b) for all a, b E /r, . 
Proof. Set M = z(U)“, ol@) = UJt) xU,(-t), and &u) = (.ul,, 1,) for 
t E iF and s E M. Then (M, E,) is a W*-system, and p E S(M. 6,). By (9) we 
have the identity E, = E,, and so it follows that p is also strictly ergodic. 
Hence p((ab) =p((a) Mb) for a, b E A by the proposition. The inclusion 
~((7,) c A follows from Arveson’s spectral theory: cf. [4, Remark. p. 225 I. 
For a. b E U, we therefore have p(ab) = p((n(a) n(b)) = j?((n(a)) P(n(b)) = 
p(a) p(b), and the theorem follows. 
SCHOLIUM 3.5. (a) For C*-systems (f7, a,) the strict ergodic states 
include: 
- ,411 extremally invariant (ro. a,)-KMS states -for inL?erse temperature 
/3= l/kT. BE R. 
-All extremally invariant (i.e., ergodic) states of G-abelian s.vstems. 
(b) If a, is approximately inner. then strict ergodic @. a,)-KMS states 
(qf aboue) exist for all p E [F;. 
Proof. The conclusions in (a) follow from 12, Theorem 3.5 1, and 129. 
Theorem 6.3.31, respectively. It is known that the (j?. a,)-KMS states form a 
non-empt.v simplex for approximately inner a, (25 1. Pick any @. a,)-KMS 
state q. Then the central decomposition of cp is concentrated on the factor 
states: cf. 13 1. Section 3.11. The set of such states FS(q) which contribute to 
cp therefore has non-zero measure w.r.t. the central measure. Since the center 
of no(U)” is contained in (rc,(r7)~ U,}‘. we conclude that the states in 
FS(o) satisfy the conclusion in (b): They are (j?. a,)-KMS and ergodic: hence 
strict ergodic by 12. Theorem 3.5 1. 
4. ERGODIC PROPERTIES OF CONDITIONAL EXPECTATIONS 
AND DECOMPOSITIONS OFTHE ALGEBRA 
Let (M. a,) be a W*-system, and let A (resp. A,) denote the sub-algebras 
of analytic elements introduced in Section 2. Recall that D = ,4 n .4 ” 
coincides with the fixed-point algebra of a,. 
360 PALLE E.T.JORGENSEN 
THEOREM 4.1. For a W*-system (M, a,) the following are equivalent: 
(i) M=(A,+A,*+D)- andDn(A,+A,*)-=(O). 
(ii) There is an ultraweakly continuous, faithful, and a,-invariant 
conditional expectation E of M on D which is multiplicative on A, i.e., 
satisfies 
e(ab) = e(a) e(b) foralla,bEA. (10) 
If moreover B is a (generally non-selfadjoint) subalgebra containing A 
such that E is multiplicative on B, then A = B. (We say that A is a maximal 
weak *-Dirichlet algebra.) 
Proof We refer the reader to [34] regarding the conditional expectations 
E. It is known [35] that the properties of E follow from a-continuity, and the 
requirement that E be a projection of M into D of norm equal to one. The 
invariance requirement is E(u~(x)) = E(X) for x E M and t E R. 
If in fact such an expectation E is known to exist, it follows from 120. 
Theorem 3.151 that property (10) is valid, and that A is maximal. Moreover 
A,=A,. 
The proof of (11) is parallel to that of (4) in Proposition 3.1. 
An application of (4, Proposition 5.11 shows that the annihilator of 
A,+A$ in M, is precisely the set of invariant elements in M,. The 
corresponding results for C*-systems is also true and will be used without 
comment. We will appeal to the theorem of Kovacs and Sziics [ 16. 
Theorem 2) stating that the existence of an invariant o-continuous expec- 
tation E of M onto D is equivalent to G-finiteness of the system (M, a,). The 
latter condition is this: 
For all x E D + , x # 0 there exists an element p 
in S(M, a,) such that P(X) # 0. 
(12) 
It is known [34, 91 that the corresponding expectation is unique and 
faithful. 
(i) + (ii). Let x E D, be given and assume p(x) = 0 for all p E S(M, a,). 
Let ,B be an arbitrary invariant element in M,. Using uniqueness of the 
orthogonal decomposition [3 1, Theorem 1.14.31, we can find numbers ci > 0 
and pi E S(M, a,), i = 1,2,3,4 such that p = c,p, - c,p, + i(c,p, - c,p,). 
Hence p(x) = 0. Using the above characterization of the polar of A, + A,*, 
and the bi-polar theorem, we conclude x E (A,, + A,*)-. The second 
condition in (i) then implies x = 0. We have verified (12), and the existence 
of E follows from the Kovac-Sztics theorem. 
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(ii) 3 (i). Assume (ii). We verify the first condition in (i). Let s E M and 
p E M, be given. Suppose that ,u(x) # 0 and ,D I (D U A, U A,*). We have 
noted earlier that invariance of ,D follows from ,D 1 A, VA:. Therefore 
,u(E(x)) =,u(x) # 0. But ,U I D implies ,u(E(x)) = 0. which is a contradiction. 
Suppose finally that x E D n (A, +A:)-. Since I’ 9 e is an invariant 
element in M, for all DE D,, it follows by the bi-polar theorem that 
v 9 e(x) = r(x) = 0. Hence x = 0. 
COROLLARY 4.2. Let (A4, u,) be an arbitrary’ W*-system. and let A and 
D be the algebras described above. An element rp E S(A4. aI) is multiplicatil>e 
on A if and only if the restriction @Jo is multiplicative on D. 
ProoJ Note first that the corollary would give an independent proof of 
(3) in Proposition 3.1. (However, the converse and conclusion (4) do not 
seem to follow.) Let p be the support of the entire family S(M. CI,) ] 3 1. 
Section 1.141. Then p E D and we get an induced W*-system (pMp, a?), 
af(pxp) = pa,(x)p satisfying (12), and hence (ii) in Theorem 4.1. Let c be 
the corresponding expectation. Let (p E S(M. a,) be given. Suppose cpl,, is 
multiplicative. If a. b E A, we then have p(ab) = q(pabp) = q&(E(pabp)) = 
41n(Qpa) E(M)) = Mpa))cp(e(bp)) = rp(pa)cp(bp) = u?(a)cp(b). Since the 
converse implication is trivial the proof is completed. 
Before returning to the analytic algebras we finally note that the 
conclusion of Lemma 3.2 may also be obtained as a consequence of the 
properties of the expectation F of Theorem 4.1. 
COROLLARY 4.3. Let 
(ia) D, n (A,, + A$-- = {O), 
(ib) (D + A, + A,*)- = M. 
(ic) (D+A,)- =A, 
(id) (A, + A:)- = M,. 
Then 
(id) -c= (ii) o (ia) * (ib) o (ic). 
Proof. The arguments are either contained in or parallel to those above. 
The implication (ic) 3 (ib) uses the known fact (A + A *)- = M. 
5. RIGHT-WANDERING VECTORS 
The algebra A, = A, entering in the proof of Theorem 4.1 generalizes the 
algebra of upper triangular matrices in finite dimensions. In the sequel we 
denote it by T for that reason. 
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Since a IV*-system (M, al) with a faithful family of invariant states is 
weak *-Dirichlet in the sense of Theorem 4.1, it might be expected that the 
results of [ 31 will apply to this non-commutative setting. As it turns out, the 
relevant theorems in [3] only apply to finite systems. (A system is said to be 
finite if there exists a faithful finite normal trace 7 on the algebra satisfying 
7o&=7.) 
Since the present results are primarily of interest in the type III case 
(applications to quantum field theory), the existing generalizations of 
commutative results to the case of finite IV*-systems are expected to take a 
quite different form when the W*-system is not finite. Indeed, a direct 
generalization is not possible, and in cases where known results generalize, 
new technical difficulties apear (related to unbounded operators). The types 
of results discussed in [20,22] for finite IV*-systems are analogues of the F. 
and M. Riesz theorems, integral domain properties of analytic algebras, and 
maximality. The non-commutative results are based on generalized Wold 
projection arguments from stationary stochastic processes [ 11, 361, and 
prediction theory [21]. It is to be expected that the infinite case also will be 
based on a Wold-type result. In this paper we restrict attention to such a 
result. The applications mentioned above along with mathematical conse- 
quences will be discussed in a sequel paper. Eventually it is hoped that an 
abstract scattering theory will emerge for infinite W*-systems. Our hope is 
based on the analogy to the classical case where scattering theory is 
developed parallel to Wold-Wiener prediction theory arguments; cf. [ 11, 361 
and the discussion above. 
Consider a W*-system (M, a,) (generally infinite) and assume that the set 
of states S(M, a,) is faithful; or equivalently that the system is G-finite in the 
sense of Kovac and Sziicz. Let {oi} c S(M, a,), i E J be an indexed 
subfamily which is maximal orthogonal in the following sense. For each i let 
si denote the support of wi. Then it is required that (si} forms an orthogonal 
family of projections (in M). By G-finiteness a maximal family satisfies 
x0 si = I the identity operator. Hence the weight cp, defined by 
(13) 
is semifinite faithful and normal. Moreover (D 0 a, = rp for all t E IR, and 
therefore rp o E = 9. From the known uniqueness of the support [ 311 it also 
follows that si E D the fixed-point algebra for a; a fact which clearly implies 
that the restriction of cp to D is also semifinite. 
Let n = (x E M: ‘p(x*x) < co), and &’ = H fl +z*. As is well known from 
the theory of weights [6,24, 33, 341, XZ’ is a achieved left Hilbert algebra 
with left von Neumann algebra L&s/j isomorphic to M. The a(M, M,)- 
density follows f. ex. from the fact that, for x E Zt4, the double sum 
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~~ijsixsj is u-convergent (i.e. ultraweakly) with limit X. The easy proof of 
zs is based on the orthogonality of the si. On the other hand. si.ys./ E .?J/’ for 
all i, j E J. 
We note that the density of ,d is true in greater generality 124 ). However 
the special approximation 
(14) 
is needed for our present purpose. Let <?JIJ (resp. .tii) denote the algebras 
.:ti’ n D (resp. .&” n 7). We claim that L& (resp. z>) is u-dense in D 
(resp. T). Only the argument for T requires comment. The claim follows 
from (14) if we show that sitsi E T for all i. j E J and all t E T. But 
c(sjtsj) = sic(t)sj = 0 since T= A, by Theorem 4.1. But A is an algebra: so 
we also have sitsi E A, and the claim follows. 
Let Y denote the completion of .d. For a E .v. the corresponding element 
in x‘ is denoted ~(a). If .e is the Hilbert space of the GNS representation 
associated to (oi. it follows that 
The completion .if/, of C~’ may be regarded as a closed subspace of X [ 34 1. 
Set .iv, = P @ .if/, . Then q(t) E .iv, for all t E T + T*. If E, (resp. E,,) 
denotes the projections onto -3, (resp. ,X0), then 
E, v(a) = HE(Q)) and E,q(a) = q(a - F(U)) for a E .Y’.( 16) 
The operator X(X): ?](a) + n(sa) is bounded for .Y E Y’. Moreover 
n( cd-)” = 2 (,d) =: Al, (17) 
where =: denotes the above-mentioned identification. The corresponding 
extension of rc(.) from Ld to hrl will also be denoted by rc. We refer to 
[24, 341 for details. For .rE .d, the operator ~(a) + ~(a.~) is generally 
unbounded. (Even closability appears to be a difftcult problem. In response 
to a suggestion of the referee. we have decided to formulate the theorem so 
as to avoid the unboundedness-closability questions for the operator 
Z’(X): ~(a) + !(a~).) The technical tool here is the Tomita-Takesaki theory. 
As usual the conjugation ~(a) + ~(a*) is denoted by S. and the polar 
decomposition S = JA ’ ” defines the modular operator A. By general theory 
JMJ = M’ (the commutant of izl). (181 
Finally the modular automorphism group is denoted by 0. 
Let .:J” denote the ultraweakly dense Tomita-algebra of entire analytic 
elements for u. and define .c/y = .d” C-I T. Tomita-Takesaki theory. and 
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more specifically formula (22) below, now implies boundedness of X’(X) for 
all xE&“. 
PROPOSITION 5.1. Let (M, a,) be a W*-system, and let T, D be the 
Arveson spectral subspaces for a which were introduced above: T= 
V,.>O M”([r, co)), D = M”(0). Let a, be a normal faithful semifinite (nfs) 
weight on M which is a-invan’ant, and assume that a(, is also semifinite. 
Finally, let x2 be the corresponding left Hilbert algebra with completion X 
Let n and 71’ be the left (resp. right) representations, and J the 
Tomita-Takesaki conjugation. 
Then for vectors [ in P the following two conditions are equivalent: 
(i) (7t’(t) C, r> = 0 for all t E Cdy, 
(ii) (x(t) Jr, Jr) = 0 for all t E T. 
Such vectors [ are called right wandering. 
The assumption of semifiniteness of the restriction (D], implies the 
existence of a canonical expectation (c.e.), E, of M onto D satisfying 
rp o E =p. This is Takesaki’s theorem [34]. (Indeed, the a-invariance of 
9, a, o a = ~1, implies commutativity of the automorphism groups a and 0, u 
being the modular automorphism group of p. That is to say, we have by 124, 
Theorem 5.51 al o us = CJ, o aI, s, t E R. It is clear from this that the fixed- 
points D for a are u-invariant, and hence condition (i) in Takesaki [34. 
Theorem 31 is satisfied. Let E be the c.e. which exists by (ii) in Takesaki’s 
theorem.) 
Here we include the argument for a-invariance 
e 0 at = s, tE Ft. 
Indeed, for y E m,, the hereditary subalgebra of M, and x E M, we have 
cpb(a,(x)>> = V)@(Y) a,(x)) = da-Mu)>x) = rp(e(y)-x) = ~(Y~(x)~ and the 
invariance is an immediate consequence. 
We recall the definition of the projections E, and E, induced by E (cf. 
(16)), and the commutant M’ of M, or rather n(M), (17) and (18). 
THEOREM 5.2. Let (M, a,) be a We-system with Arveson spectral 
subspaces T, D. Let (D be a a-invariant fns weight on M such that the 
restriction ‘p(b is also semtj%ite. Then a vector [ in the corresponding Hilbert 
space R is right wandering tf and on& I$ there exists a partial isometry u in 
M such that 7c(u)C E E,.lit”, and moreover that the initial projection of Z(U) is 
[M’CI. 
COROLLARY 5.3. Let (M, a) be a W*-system, and let (D be a nfs weight, 
satisfying the assumptions in Theorem (5.2). 
Then every vector in Z of the form n(ud) (where d E &b = d n D, and 
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u is a partial isometry in M with d*u*ud E D), is right wandering. 
Moreoaer, no other vector on the form q(a), a E Lo”. is right wandering. 
Proofs. (5.1). A W*-system (M, a) with Arveson spectral subspaces 
D. T is considered throughout. A a-invariant nfs weight rp on M with ol,, 
semifinite is also given, and E is the corresponding faithful and invariant 
conditional expectation onto D. which exists by Takesaki’s theorem [ 34 I. We 
have 
--.:ti’: the left Hilbert algebra associated to Q. i.e.. .v* = II n pi*. 
- P: the Hilbert space in the P-GM-representation. 
- 71, II’: the left (resp., right) representations. 
- A,.J, o: the modular operator (resp., conjugation. resp. auto- 
morphism) associated to 9. 
- If / is a subalgebra (resp., subspace) then, i (r’ denotes the elements 
in / which are entire analytic for u (resp., A). 
-S: q(a) + q(a*). 
The following facts from Tomita-Takesaki theory will be used without 
proof. They are listed in a logical order from the point of view of 
verification. and the reader is referred to 124. 33 ] for details. 
S = JA 1’2 = A - 1 1 J. (19) 
(T, zz A” . A -jr, 
77’(x) = s7c(x*)s =J77(u~;,2(.Y*))J, (22) 
“tex)* =Jn(Uijz(dY))J= T’(U-j(X*)). (23) 
In formulas (21), (22). and (23). we have assumed that the element .Y is 
entire analytic. that is a member of the Tomita-algebra [ 241. On the other 
hand, we have for such x. that the operator X’(X) is bounded. (For more 
general x, closability of n’(.x) is known [33, Lemma (3.1)]. but in the 
greatest generality, i.e., x E M, very little seems to be known about the 
operator z’(x).) 
We now show that the subspace T” = M” n T is contained in T and 
ultraweakly dense there. Recall that M, denotes the Tomita-algebra of 
elements which are entire analytic for u. We claim first that T” is U.W. dense. 
For the proof we may use the following approximation r + 0 in the integral 
x, = .I’?, g,(t) al(x) dt, where g, denotes the Gauss kernel, r > 0. 
-co < t < co. The element x, is analytic. since an entire extension of 
t 4 a,(~,) may be obtained through an analytic continuation of g. 
366 PALLE E. T. JORGENSEN 
To see that x, is also in T for x in T, we use the characterization in (1 l), 
T = A,. This translates into 
T= (x E M: sp,(x) c [0, a~), E(X) = 0). 
Now, for x E T, we have sp,(x,) c sp,(x) c [0, co) by commutativity of 
the two one-parameter groups c and a [4]. Hence x,. EA. It is a little harder 
to also verify the identity E(x,) = 0. 
For y E WZ, we have 
a)(YNX,)) = (P(GY),W) = 0 (24) 
since E(X) = 0. This is true for ally, and we conclude E(x,) = 0, and therefore 
x, E T. Ultraweak density of T” in T follows, since x, E T” and x,-+x in 
the U.W. topology. The argument for identity (24) is based on the calculation 
P(Y~,)) = )_ P(Y+J,(x)) g,O) dt 
= I‘ MY) u,(x)) g,(t) dt 
= 1. v(c(E(Y))x) g,(r) dl 
= (‘ cp(u,M~))x) s,(t) dt 
= c4E(Y),X). 
Now a(y) E D, and the integral s(y), = j g,(t) u,(E( y)) df is U.W. convergent 
in U.W. closed D, so we conclude s(y), E D as well. Therefore ~(s(y),.x) = 
(p(s( y),&(x)) = 0, using E(X) = 0. This concludes the proof of (24), and hence 
the result (T”)- = T. 
This applies directly to the proof of (i) =s- ii in the proposition, since it is ( ) 
enough to verify the identity in (ii) for t in the smaller algebra T“. Indeed, 
for t E T”, we have 
= CC7 n’(“-il*(l*))C) [using (22)] 
= CL K’(“-i((u-i,z(t)>*))r) 
= (L n’(“-i/2(t))*C) [using (23)] 
= (n’(u-i/2(f))6 0. 
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Using commutativity of u-i,2 with E, we note that ~~.~(t) E T”. It is then 
immediate from the identity 
that (i) implies (n(t) Jr, 51;) = 0 for all t E T”, and therefore, by ultraweak 
density, for all t E T. 
But (25) is clearly equivalent to 
and the other implication, (ii) * (i), follows. 
Proof of Theorem 5.2. We first note that the existence of the cnditional 
expectation E onto D is a consequence of semifiniteness of 91,. [By 
Corollary 4.3, the density condition (D + T + T*)- = M is known to follow 
from the known properties of E.] 
We finally note that the projection E, in the statement of Theorem 5.2 is 
given in terms of E by the frist formula in (16). If, moreover. we denote by 
U, the unitary group in ? which is implemented in the GNS-representation 
of o, then 
E, P= {< E.F: u,(t)r = < for all r E iFi}. 
Assume first the existence of a partial isometry u as in the statement of the 
theorem, and let p (resp. q) denote the initial (resp., final) projection of z(u). 
Suppose n(u)c = <, E E,F. Then since c belongs to the range jM’[] of p, it 
follows that c, belongs to the range of q. Hence c = pc = rr(u)*n(u)i = 
X(U)*<, . and 
But by [34], the projection E, commutes with each of the operators S and J 
in formula (19), so we conclude that E, and J commute as well; in particular 
Jr, E E, 17”. By the argument in the proof of Lemma 3.2 we are able to pick 
a net { dj} c D such that 
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But 
(n(f) V(dj), V(dj)) = (o(di*rdj) = V)tdj*&Ctldj) = O for t  E T. (26) 
Hence (n(t) Jr, Jr) = 0, and C is right wandering. 
Assume next that [ is right wandering. The construction of the partial 
isometry U, as in the statement of the theorem, begins with the following 
claim: There is a vector C, E E,Z such that 
(+I JL JO = (4~) h 7 C) for all x E M. (27) 
By the density assumption (ib) in the theorem, it is enough to check 
identity (27) for x in each of the three subspaces D, T, and T*. 
1. x E D. In this case, n(x) and E, commute as operators on 3. We 
now return to the direct sum decompositions (13) and (15), associated with a 
particular orthogonal family sir and we consider for each i the restriction to 
siDsi of the positive normal functional x -+ (n(x) Jc, Jr) on D. By 133, 
Theorem 15.11, it is possible to choose a vector & in (E,?‘)i such that 
($SiXsi) JL J5) = (N-x) Ciq Ci) for x E D. 
We have xi ]]LJ* = C ]]r(si) J[lj* = ljJ[ll’ = ]][]]’ < co, and it follows that 
the vector [, = C ci belongs to E,P, and satisfies the desired identity (27) 
for ?I E D. We omit the simple verification, and only not that it is based on 
commutativity of the projections rr(si) and E, for all i. 
2. x E T. In this case, (n(x) Jr, 55) = 0 by definition of the right- 
wandering property of 6 and (z(x) [, , [,) = 0 by the argument in the first 
part of the proof. Indeed if ]]c, - n(dj)]] -+ 0, dj E D; then (n(x) q(dj), q(dj)) = 
rp(dj+&(x) dj) = 0 by (26). Hence both sides in (27) are zero for x E T. 
3. x E T*. This case reduces to case 2 since X(X*) = Z(X)*. 
The rest of the proof is now based on the following identity 
II ~‘(xMI = l/+(x) JL II for all x E C&U”, 
and this identity, in turn, is a consequence of (27) above. Indeed, 
II W)Cl12 = w(x)*n’(x) c-3 0
= (n’(U-i(x*)) 7c’(x) L 0 [using (23)] 
= (n’(xu-i(x*)) L C) 
= (J7L((T-i;z((xu-i(X*))*)) JL 0 
= (n(a~i,*((xu~~i(-K*))*)) C*7 Cl) [using (27)] 
= (n’(XU-i( Jr,) J(l) [using (22)] 
(28) 
= II r’(x) JL II* [using (23)]. 
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Consider now the mapping 
w: n’(x)C + r’(x) Jr, 
defined on the linear space (rc’(x)c: x E -4” } c-W. Identity (28) above 
shows that W is well defined, linear, and isometric on its domain. Hence W 
extends by limits to the Hilbert-norm-closure { z’(?c)[: x E .d” } c R. and 
the extension is also isometric and denoted by W. But the closure in question 
is just [M’c] by (18) (22), and general Tomita-Takesaki theory. Hence 
[M’c] is equal to the range of the initial projection p of the partial isometry 
W. 
We further claim that, in fact, W = Z(U) for some u E M. To see this. 
recall that rc is faithful and normal on M. Hence the claim would follow if we 
show that W commutes with a generating set for the commutant of rr. As 
such a generating set we may take (X’(X): x E M“) by (18). But 
WTC’(X) n’( y)[ = Wn’( yx)[ = rc’( yx) Jc, = z’(x) Wn’( J)[. which proves the 
desired commutativity, W&(x) = n’(x) W. 
Finally note that WY = J[i E E,? since J commutes with E, . and we 
have shown [, E E,,?‘. 
Proof of Corollary 5.3. Consider a vector [ = v(a), a E &, which is 
assumed right wandering. By the theorem, a partial isometry L’ E M exists 
with initial projection [M’[] such that z(~‘)<E.if;. But n(v)[= q(va). and 
the faithfulness of 71, we conclude ua E D. But M” is a module over M, (and 
in particular over D,) so we also have ua E -53. Hence, u = L’* satisfies the 
stated conditions, since than u*u = VU* E D. 
Assume conversely the existence of some d E .dD, and a partial isometry u 
in M such that d*u *ud E D. Then the vector < = q(ud) satisfies conditions 
(i) in Proposition 5.1, and so is right wandering. Indeed(n’(t)& i) = 
cp(d*u*udr) = = q(d*u*ude(t)) = 0 for all t E .dy. 
6. ERGODICITY AND DECOMPOSITION OF C*-SYSTEMS 
Let (/r, a,) denote a C*-system, and assume that the C*-algebra (7’ has an 
identity. The subalgebras of elements in G’ with spectrum in [O. co) 
(resp. (0, co)) are denoted by f?‘,(resp. O,), and /rG denotes the fixed-point 
algebra. The space of norm-continuous linear functionals on /r is denoted by 
G”. For a subset 7 1 of CT the polar ?’ .’ = (f E f7’: f(a) = 0 for all a E ?’ ) 
is defined with respect to the duality. The enveloping W*-algebra M of f7 
will be identified with the double dual Banach space 0“‘. The double 
transposed group to al is denoted by )jt. Hence (M. ;/I[) is a W*-system. The 
corresponding fixed-point algebra (x E M: y,(x) = .Y for all t E R } is denoted 
by D. 
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For every invariant mean 9 on R [29], there is an expectation E, of fl 
onto D defined by (E,(a), f) = q,((f, a,(a))), f E a’, a E 0’. We refer to 
19,291 for further details. An element a in fl is called ergodic if E,(a) E CT. 
This definitiion coincides with the more general definition [9, Definition 3.11 
for semigroups. The space of ergodic elements is denoted by 7 -, and (Q’, a,) 
is said to be ergodic if 0 = Y-. If SV” denotes the norm-closed subspace of 
elements a in L?’ such that (a,(a): t E R) is conditionally weakly compact, 
then rc 7.. The weakly almost periodic systems (i.e., Y’= U) are erodic. 
but the converse is not necessarily true [9]. (This comment relates to the 
question raised in [4, p. 2431.) 
THEOREM 6.1. Let ((I?‘, a,) be an arbitrary unital C*-system. Then 
(a) the enveloping W*-system (M, y,) is G-finite. (Hence there is an 
associated unique expectation E satisflring the requirements listed in (ii) of 
Theorem 4.1.) 
(b) E,(a) = E(U), a E 0, independently of the choice of n. 
(c) EJaxb) = aE,(x)b, a, b E @, s E 0’. 
(4 4&d = E,(x) E,(Y), x, Y E a,. 
(e) The algebra (7, is maximal with respect to the multiplicative 
property in (d). 
(f) The ergodic subspace ?’ 1 is equal to the norm closure of the 
following selfadjoint subspace 67’ + (TO + 6Y$. So in particular ((r, a,) is 
ergodic tf and only 1f0’ + f10 + U$ is norm dense in (r. 
Remark 6.2. If (0’, a,) is ergodic, it follows that fl= n.cl. (L?‘, + UT), 
but the converse does not seem to be known. 
Proof (a) By [ 16, Proposition I] we need only check condition (12) for 
the system (M, y,). But if x E D, , x # 0, there is some state f on L?’ such that 
(x, f > f 0. Then g(a) = v,(fi q(a)> d e mes an invariant state, and (x, g) = f 
(x, f) # 0. Moreover g corresponds to a unique normal invariant state w on 
M by Kaplansky’s density theorem, and u/(x) = (x, g). This shows that the 
system (M, yI) is G-finite. Hence there is a unique conditional expectation E 
with the properties listed in Theorem 4.1. 
Property (b) follows also from an important uniqueness principle in 
ergodic theory due to Eberlein [9, Theorem 3.11. Hence properties (c) and 
(d) follow from the corresponding properties for E. 
The proof of (e) is completely parallel to the corresponding proof in the 
W*-case, and we refer the reader to [ 15, 201 and Theorem 4.1 for details. 
Turning to (f), note first that by a C*-analogue of (1 l), e(d + t + u*) = 
d+ E(t) + e(u)* =d for dE CT’ and t, u E fl,. Clearly therefore 
(7’ + fl,, + fl,* c ?’ ‘. Assume next f E U’ and f I (flG + fl,, + U,*). Then 
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f o a, = f by 14, Proposition 5.11. If a E 7 ‘. an application of 
19. Theorem 3.11 gives f(u) = f(c(a)) = 0 since E(U) E !‘Y’. Bq 
Hahn-Banach, therefore the norm closure of /rG + G’,, + /r,* is equal to 7 
Note that. because our definition, the ergodic subspace 7 is trivially norm 
closed, but that with the usual definition of the ergodic subspace the norm- 
closure requires a proof (based on a convergence argument 191.) 
Clearly f?” + /TO + /rz c U, + U,*. so that /r, + f7: is norm dense if 
(/I, a,) is ergodic. 
The following more detailed information is in fact contained in the proof: 
COROLLARY 6.3. The system (/r. a,) is ergodic fund on/~, if (f7’)” = D. 
In general 7 ‘O = (P + /r, + /7X)“. 
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