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Premie`re partie
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perspectives
1

Chapitre 1
Introduction
Mon parcours dans la recherche a commence´ en 1990 lors d’un stage de DEA dans l’e´quipe du
Pr. Barlaud au laboratoire I3S a` Sophia Antipolis, portant sur la compression d’images utilisant
des transforme´es en ondelettes. J’ai ensuite effectue´, dans la meˆme e´quipe, une the`se consacre´e
a` la reconstruction d’images et, plus particulie`rement, a` la re´gularisation avec pre´servation des
discontinuite´s. Ma contribution a consiste´ en une synthe`se d’approches propose´es dans le cadre
markovien et dans le formalisme variationnel. Le principal apport de ma the`se a e´te´ la de´finition
de re´sultats unifie´s, dans le cadre de la the´orie semi-quadratique, ainsi que la proposition et
l’e´tude d’algorithmes de´terministes d’optimisation associe´s. Il me semblait possible d’ame´liorer
encore les re´sultats de ces approches, en mode´lisant explicitement les discontinuite´s de manie`re
globale. C’est pourquoi je me suis inte´resse´ a` l’utilisation de mode`les de´formables et, plus par-
ticulie`rement, aux contours actifs lors de ma pe´riode post-doctorale, effectue´e dans l’e´quipe du
Pr. B. Macq a` Louvain-la-Neuve (Belgique). Ces outils me´thodologiques, enrichis par l’e´tude
des me´thodes statistiques et notamment des mode`les d’apparence dans le cadre de ma colla-
boration avec le Laboratoire des Sciences de l’Image, de l’Informatique et de la Te´le´de´tection
(LSIIT), constituent la base des travaux de recherche effectue´s depuis mon arrive´e au Labora-
toire Re´gional des Ponts et Chausse´es, en aouˆt 1996. Avant de donner plus de de´tails sur les
principaux de´veloppements re´alise´s, il me semble bon de fournir quelques e´le´ments sur mon cadre
de travail et les missions qui s’y rattachent.
1 E´lements de contexte
1.1 Cadre de travail, missions
L’E´quipe de Recherche Associe´e (ERA) au Laboratoire Central des Ponts et Chausse´es,
dont j’ai la responsabilite´, se situe au Laboratoire Re´gional des Ponts et Chausse´es de Stras-
bourg (LRS). Le re´seau des LPC comprend 17 Laboratoires Re´gionaux re´partis sur le territoire
national, rattache´s a` 8 Centres d’E´tudes Techniques de l’E´quipement (CETE). L’organisation du
re´seau des LPC est de´crite sur : www.lcpc.fr/fr/presentation/collaboration/index1.dml.
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Il existe 19 ERA, dont l’activite´ consiste pour une part majoritaire en des contributions aux pro-
grammes de recherche pilote´s par le LCPC, et pour le reste, en activite´s ope´rationnelles. L’ERA
 Imagerie-Me´thodes Optiques  est compose´e de 3 chercheurs permanents a` temps plein, d’un
inge´nieur de recherche a` mi-temps et d’un e´quivalent temps plein technicien. Les produits de la
recherche sont exploite´s de manie`re ope´rationnelle au niveau du groupe  Me´thodes Physiques ,
auquel elle appartient, et dont j’ai e´galement la responsabilite´. Jusqu’en 2006, les ERA e´taient
e´value´es tous les 4 ans par un comite´ re´unissant le LCPC, des universitaires et des industriels.
Cre´e´e en 1994, l’ERA 27 a vu son statut renouvele´ en 1998, 2002 et 2006 selon cette proce´dure.
Depuis 2007, les ERA sont e´value´es conjointement a` leur unite´ de rattachement au LCPC, dans
le cadre des proce´dures de l’AERES. Nous l’avons e´te´ en 2007, en meˆme temps que la Division
Me´trologie et Instrumentation (DMI) du LCPC. Le statut d’ERA est confirme´ a` l’issue de ces
e´valuations et un projet de programme de recherche quadriennal est e´tabli par l’e´quipe, puis
valide´ par le LCPC. Notre projet actuel couvre la pe´riode 2008-2012. Place´es dans des labora-
toires re´gionaux, les ERA doivent rester proches des utilisateurs, mais le LCPC les encourage
e´galement a` de´velopper des collaborations avec le milieu universitaire re´gional. Nous entrete-
nons, en particulier, une collaboration scientifique suivie avec le LSIIT. Depuis 2000, celle-ci
s’est concre´tise´e pour moi sous la forme d’une association a` l’E´quipe Mode`les, Images et Vision
(groupe  Analyse Multi-Images ) en tant que collaborateur exte´rieur.
Le statut du corps des chercheurs LCPC est calque´ sur celui des autres EPST. Cre´e´ en
octobre 1994, il e´tait dans un premier temps re´serve´ au LCPC, aux ERA, a` l’Ecole Nationale
des Ponts et Chausse´es (ENPC) et a` l’Ecole Nationale des Travaux publics de l’Etat (ENTPE).
Il a, en 2006, e´te´ e´largi aux autres organismes formant le Re´seau Scientifique et Technique
(RST) du MEEDDAT, tels que l’IGN, Me´te´o France, ou les CETE. Les chercheurs font l’objet
d’une e´valuation bisannuelle. Les missions du chercheur LCPC en ERA sont, en partie, clas-
siques : de´veloppement de connaissances et diffusion dans le milieu scientifique et a` travers
les enseignements, encadrement de doctorants, participation a` l’administration de la recherche.
Elles comprennent e´galement des objectifs plus spe´cifiques aux e´tablissements de recherche ap-
plique´e, tels que la valorisation au sein du re´seau des LPC. Celle-ci peut prendre la forme de
publications internes, d’organisation de se´minaires techniques, de de´veloppement d’appareils ou
logiciels expe´rimentaux, ou enfin d’appui technique pour le de´veloppement d’outils ope´rationnels
et aupre`s des LPC.
1.2 Organisation de la recherche au LCPC
Les recherches finance´es par le LCPC sont, depuis 2001, organise´es en Ope´rations de Re-
cherche (OR), actuellement regroupe´es dans 5 programmes mis en place par le LCPC a` partir
des domaines prioritaires affiche´s dans son contrat quadriennal et ses orientations strate´giques.
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Le contrat quadriennal actuel du LCPC expire fin 2009 et une re´flexion strate´gique a` 10 ans est
en cours au sein de l’organisme. La programmation des travaux des unite´s est effectue´e sur 4 ans,
mais fait l’objet d’un suivi annuel. Mes travaux se situent dans les programmes  Auscultation,
surveillance et diagnostic des ouvrages , ainsi que  Connaissance des infrastructure et se´curite´
routie`re . J’ai e´te´ co-responsable d’une ope´ration de recherche (OR) intitule´e  Visibilite´ et
se´curite´ routie`re  et je suis actuellement co-responsable d’une OR en cours de pre´paration,
intitule´e  Impact des informations visuelles sur le comportement des usagers en situation de
conduite . Une description de l’organisation de la recherche au LCPC est disponible sur :
www.lcpc.fr/fr/recherches/index.dml.
2 Cadre applicatif et proble´matique ge´ne´rale
Le cadre d’application de mes travaux est principalement l’exploitation de la route et la
se´curite´ routie`re. Le fil conducteur est l’analyse des sce`nes routie`res. Il s’agit de se´quences
d’images de la route et de son environnement proche, acquises a` partir d’un ve´hicule en circu-
lation sur un itine´raire. La simple exploitation visuelle des images par les gestionnaires a fait
place a` des demandes plus quantitatives, auxquelles les techniques d’analyse d’images sont sus-
ceptibles d’apporter une solution. Les besoins recense´s concernent principalement la de´tection,
la reconnaissance et la localisation d’objets d’inte´reˆt, ainsi que la mesure dimensionnelle. Dans
ce contexte, les proble`mes sous-jacents a` l’automatisation du releve´ d’objets d’inte´reˆt sont loin
d’eˆtre triviaux et constituent mon domaine de recherche. Il s’agit d’e´tudes en amont, s’inscrivant
dans le cadre plus ge´ne´ral de la de´tection et de la reconnaissance des formes.
Les objets d’inte´reˆt dans les sce`nes routie`res peuvent se classer en trois cate´gories, selon qu’ils
sont naturels, manufacture´s ou encore manufacture´s et normalise´s. Les objets naturels sont ceux
qui pre´sentent le plus de variabilite´ d’aspect. Les changements d’apparence concernent aussi les
deux autres cate´gories en raison, par exemple, du degre´ d’usure variable qu’ils peuvent pre´senter.
D’autre part, les prises de vues sont effectue´es sous e´clairement naturel, donc dans des conditions
d’illumination non controˆle´es. La pre´sence d’autres ve´hicules ou de ve´ge´tation peut provoquer
l’occultation partielle des objets d’inte´reˆt. Enfin, les sce`nes observe´es peuvent eˆtre complexes et
comporter de nombreux leurres pour les algorithmes de de´tection. La proble´matique rencontre´e
lors de nos travaux sur la de´tection et la reconnaissance automatique d’objets d’inte´reˆt est donc
double :
– en premier lieu, les me´thodes de´veloppe´es doivent s’accommoder de variabilite´s d’aspect
des objets d’inte´reˆt parfois tre`s importantes et complexes.
– d’autre part, elles doivent faire preuve de robustesse face a` des perturbations importantes
des observations.
Cette proble´matique est, somme toute, assez ge´ne´rique et le champ d’application des me´thodes
propose´es de´borde de la seule analyse des sce`nes routie`res. Re´ciproquement, mes travaux sont
susceptibles de be´ne´ficier de de´veloppements me´thodologiques re´cents, re´alise´s dans d’autres
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domaines. En particulier, une des re´ponses aux proble`mes e´voque´s ci-dessus est l’utilisation de
mode`les, pouvant concerner les objets eux-meˆmes ou bien le bruit. Je me suis inte´resse´ princi-
palement a` deux familles de mode`les d’objets d’inte´reˆt.
3 Organisation du manuscrit
La premie`re est parame´trique, fonde´e sur un mode`le line´aire de formation des donne´es
bruite´es. Elle permet, selon le type de fonctions de base mis en œuvre (soit apprises a` par-
tir d’e´chantillons, soit purement ge´ome´triques), la prise en compte de variabilite´s de forme ou
d’apparence. En associant de tels mode`les a` des techniques d’estimation robustes dans le cadre
semi-quadratique, il est possible de diminuer l’influence de donne´es errone´es et de baˆtir des
algorithmes de de´tection et de reconnaissance performants. Le Chapitre 2 rappelle les concepts
principaux de la the´orie semi-quadratique. Les contributions concernant l’introduction de l’es-
timation robuste dans les mode`les de forme et d’apparence sont pre´sente´es au Chapitre 3.
La seconde famille de mode`les e´tudie´e est celle des mode`les de´formables, dont il existe une
grande varie´te´. Je me suis, plus particulie`rement, inte´resse´ aux techniques de contours actifs.
Leur caracte`re peu contraint les rend capables de ge´rer d’importantes variabilite´s d’aspect. En
contrepartie, leur nature locale les rend sensibles au bruit et aux occultations partielles. In-
troduire des contraintes globales de forme dans ce type de mode`le permet d’augmenter leur
robustesse. Le Chapitre 4 propose une synthe`se bibliographique sur les contours actifs et les
principales proble´matiques associe´es. Le Chapitre 5 pre´sente nos contributions a` l’introduction
de contraintes de formes dans les contours actifs et a` leur application aux proble`mes de recons-
truction d’images.
Enfin, le Chapitre 6 conclut cette synthe`se de mes activite´s de recherche. J’y expose e´galement
les axes principaux de mon projet pour les anne´es a` venir.
Chapitre 2
The´orie semi-quadratique,
re´gularisation et estimation robuste :
quelques rappels
La the´orie semi-quadratique et ses applications ont tenu un roˆle central dans mon parcours
de chercheur depuis ma the`se [55]. Cette the´orie, que l’on a vu resurgir a` des e´poques diffe´rentes
dans des domaines tels que l’estimation robuste, la re´gularisation des proble`mes inverses ou
encore l’optimisation, a fait l’objet d’un grand nombre de travaux et il n’est pas question ici d’en
rendre compte de manie`re comple`te. Nous renvoyons les lecteurs inte´resse´s a` [29, 13, 3, 189],
par exemple, pour plus de de´tails et de re´fe´rences. Nous nous limiterons dans ce chapitre a` une
pre´sentation succincte, en lien avec les the`mes de recherche que j’ai aborde´s.
Ce chapitre, dont je suis l’auteur principal, est adapte´ de [63], avec la permission de mes co-
auteurs.
1 Introduction
Les images nume´riques ont de plus en plus de domaines d’application de nos jours. Il convient
d’ailleurs de prendre ici le mot  image  au sens large de cartographie d’une proprie´te´ physique,
e´ventuellement complexe ou vectorielle, en tout cas non limite´e a` l’intensite´ photome´trique. Ces
images doivent souvent eˆtre obtenues par le calcul, a` partir de donne´es issues de capteurs, voire
a` partir d’autres images. Les images optiques, elle-meˆmes, sont issues de syste`mes qui peuvent
introduire du flou ou des perturbations ale´atoires – le bruit – dont il convient de les de´barrasser
pour les rendre exploitables. On peut parler, de manie`re ge´ne´rique, de reconstruction d’images.
Le terme vision par ordinateur, quant a` lui, regroupe les techniques visant a` analyser au-
tomatiquement les images afin d’en ressortir des informations utilisables par des syste`mes de
de´tection, de commande ou de reconnaissance. L’approche classique consiste a` extraire dans les
images des primitives ge´ome´triques qui sont ensuite abstraites, graˆce a` l’utilisation de mode`les
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mathe´matiques. Il s’agit alors d’estimer les parame`tres permettant d’ajuster au mieux un mode`le,
une forme, aux donne´es observe´es. Plus re´cemment, on a vu apparaˆıtre des me´thodes, rendues
accessibles par la monte´e en puissance des ordinateurs, qui utilisent l’ensemble des valeurs de
l’image. Elles capturent l’apparence globale des objets a` travers des mode`les statistiques. L’ana-
lyse d’une image implique, la` encore, un ajustement de parame`tres.
Ces deux types d’applications, reconstruction et analyse d’images, peuvent sembler tre`s
diffe´rents. Dans les deux cas, cependant, on peut conside´rer que les donne´es p auxquelles nous
avons acce`s sont une re´alisation bruite´e d’une relation fonctionnelle R(f), dont on souhaite
estimer les parame`tres f . Pour re´soudre ce proble`me inverse, il est ne´cessaire d’introduire des
connaissances sur le bruit. De plus, il est souvent souhaitable – et parfois ne´cessaire – d’in-
troduire une connaissance a priori sur la nature de la solution recherche´e, on parle alors de
re´gularisation. Le cadre baye´sien est le plus ge´ne´rique pour spe´cifier ces informations, de nature
statistique.
Le paragraphe 2 est consacre´ a` la description du mode`le et des principaux estimateurs as-
socie´s. Nous verrons e´galement que les hypothe`ses gaussiennes classiquement utilise´es sont sou-
vent inadapte´es. Ainsi, dans le cas de l’estimation de parame`tres, elles ne permettent pas de
ge´rer correctement la pre´sence de donne´es errone´es. En reconstruction d’images, elles entraˆınent
un lissage excessif des contours. Nous proposons, au paragraphe 3, une pre´sentation unifie´e de
mode`les base´s sur des densite´s de probabilite´ non gaussiennes (ou d’e´nergies non quadratiques).
Ces mode`les permettent de relaˆcher le comportement gaussien lorsque cela devient ne´cessaire.
La the´orie semi-quadratique pre´cise les conditions a` imposer aux fonctions employe´es pour auto-
riser un tel comportement. On montre que cela revient a` introduire une variable auxiliaire dont
le roˆle est a` la fois de  marquer  les donne´es et d’aider a` line´ariser le proble`me, simplifiant
ainsi l’algorithmique associe´e. Nous illustrons au paragraphe 4 le gain de qualite´ obtenu a` l’aide
d’algorithmes semi-quadratiques en reconstruction d’images re´gularise´e. Les applications aux
proble`mes d’estimation robuste, dans le cadre de l’analyse de sce`nes routie`res, feront l’objet du
chapitre suivant.
2 Le mode`le quadratique et ses limites
2.1 Mode`le ge´ne´ratif line´aire
Dans un premier temps, on se donne un mode`le de´terministe de formation des donne´es, ou
mode`le ge´ne´ratif. Dans la pratique, un mode`le line´aire s’ave`re souvent suffisant et on e´crira cette
relation (en variables discre`tes) :
p = Rf. (2.1)
La forme de la matrice R, connue, de´pend de l’application traite´e. Dans le cas de la reconstruc-
tion d’images, les donne´es p et l’image inconnue, f , sont arrange´es sous forme de vecteurs par
ordonnancement lexicographique. Le vecteur p peut eˆtre vu comme une somme des colonnes de
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la matrice R, chacune e´tant ponde´re´e par la valeur du pixel de f correspondant. On comprend
ainsi que chaque colonne de R repre´sente la fonction d’e´talement d’un point de l’espace objet (en
anglais Point Spread Function ou PSF). Ce mode`le s’applique, par exemple, au cas de la recons-
truction tomographique, ou` la PSF est diffe´rente pour chaque point. Cela peut e´galement eˆtre le
cas en de´convolution mais, la plupart du temps, la PSF est conside´re´e spatialement invariante.
Dans le cas du de´bruitage, la matrice R est simplement e´gale a` l’identite´.
En ce qui concerne l’analyse d’images, prenons l’exemple de la re´gression quadratique. On
dispose d’une liste de coordonne´es {xi, yi}i=1···N de points d’inte´reˆt, extraits d’une image par un
de´tecteur, et que l’on suppose aligne´s selon une courbe. Une relation sous-jacente de la forme
y = a+ bx+ cx2 est ve´rifie´e pour chaque couple de coordonne´es. La relation (2.1) s’e´crit donc en
collectant les ordonne´es {yi} dans le vecteur p. Les inconnues, a, b et c forment le vecteur f et la
matrice R est forme´e d’un vecteur-colonne de 1, du vecteur des abscisses {xi}, et du vecteur des
monoˆmes de degre´ deux {x2i }. Ce mode`le peut aise´ment eˆtre e´tendu a` des combinaisons line´aires
d’autres fonctions que les monoˆmes. On peut ainsi mode´liser des relations non line´aires entre les
coordonne´es, mais le mode`le ge´ne´ratif (2.1) demeure line´aire par rapport a` f .
Le mode`le (2.1) re´sume la partie de´terministe de la connaissance que l’on peut avoir du
processus de formation des donne´es. Il est cependant incomplet, car il ne tient pas compte de la
nature des perturbations ale´atoires sur l’observation, ou bruit. Tre`s souvent, celui-ci est conside´re´
additif et inde´pendant de f et (2.1) devient alors :
p = Rf + n. (2.2)
Dans le cadre de l’estimation baye´sienne, on adjoint a` ce mode`le des informations de nature
statistique, sur les diffe´rentes variables qui interviennent.
2.2 Structure probabiliste et estimation baye´sienne
Une premie`re densite´ de probabilite´ inte´ressante traduit le caracte`re ale´atoire des mesures :
P(p|f). Elle quantifie la vraisemblance d’une observation connaissant les valeurs des parame`tres.
Il s’agit en fait de la densite´ de probabilite´ du bruit, n = p−Rf . Une hypothe`se tre`s classique
conside`re que le bruit est additif, gaussien, centre´, isotrope, inde´pendant et identiquement dis-
tribue´ (i.i.d.). Dans ce cas :
P(p|f) ∝ exp
(
− 1
2σ2
‖p−Rf‖2
)
. (2.3)
On peut rechercher les parame`tres rendant la plus plausible l’observation en maximisant la
vraisemblance. Dans le cas gaussien, on retrouve l’estimateur classique des moindres carre´s :
fˆ = argmin
f
1
2σ2
‖p−Rf‖2. (2.4)
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L’estimateur du maximum de vraisemblance (MV) pre´sente de bonnes proprie´te´s statistiques [179].
Il conside`re cependant la variable f comme un parame`tre de´terministe. Au contraire, l’approche
baye´sienne traite f comme une variable ale´atoire dont la distribution P(f) traduit la connais-
sance a priori sur la solution recherche´e. Dans ce cadre, la probabilite´ associe´e a` p est obtenue
en inte´grant par rapport a` f la vraisemblance conjointe :
P(p) =
∫
P(p, f) df =
∫
P(p|f) P(f) df. (2.5)
Cependant, cette inte´grale est souvent inexploitable de manie`re analytique et on a recours a` une
estimation ponctuelle qui correspond implicitement a` une approximation classique en infe´rence
baye´sienne. Elle conside`re que la distribution conjointe est suffisamment  pique´e  pour qu’on
puisse approcher son inte´grale par la hauteur du pic multiplie´e par sa  largeur , σpic : P(p) '
σpic maxf P(p, f) ∝ P(p|fˆ) P(fˆ), ou` l’estime´e fˆ est donne´e par :
fˆ = argmax
f
P(p|f) P(f). (2.6)
La distribution maximise´e e´tant proportionnelle a` la loi a posteriori P(f |p), cet estimateur
est appele´ Maximum A Posteriori (MAP). Les connaissances a priori sur f prises en compte
par le MAP peuvent s’ave´rer tre`s utiles dans des proble`mes d’estimation comme la re´gression,
par exemple. On peut ainsi limiter la sensibilite´ aux bruits, l’influence des forts degre´s ou bien
contraindre les coefficients de la courbe autour d’une valeur connue ou pre´dite, notamment dans
le cas d’un algorithme de suivi. Pour cela, on impose a` f une densite´ de probabilite´, par exemple
gaussienne, N (f¯ ,Σ) :
P(f) ∝ exp
(
−1
2
(f − f¯)TΣ−1(f − f¯)
)
. (2.7)
En reconstruction d’images, introduire une information a priori est non seulement utile, mais
absolument ne´cessaire. En effet, les proble`mes inverses rencontre´s sont en ge´ne´ral mal pose´s et la
re´solution au sens des moindres carre´s est instable. Une technique classique, la re´gularisation de
Tikhonov, pe´nalise la norme de f ou, plus souvent, celle de son gradient. Cela revient e´galement
a` introduire un a priori gaussien :
P(f) ∝ exp
(
− 1
2σ2
‖∇f‖2
)
. (2.8)
Dans le cas de distributions gaussiennes, en passant au logarithme dans (2.6), on retrouve l’esti-
mateur des moindres carre´s pe´nalise´s. Soit, dans l’exemple ci-dessus, en collectant les constantes :
fˆ = argmin
f
‖p−Rf‖2 + λ2‖∇f‖2. (2.9)
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Lorsque la contrainte porte sur f et non sur son gradient, on retrouve le filtre classique de
Wiener. Notons que l’estimation au sens du MV peut eˆtre vue comme le cas limite du MAP ou`
P(f) est uniforme.
2.3 Limites des estimateurs gaussiens
Les densite´s de probabilite´ (pdf selon l’abre´viation anglaise) mises en jeu dans le cadre de
l’estimation baye´sienne sont souvent de forme gaussienne :
P(u) ∝ exp
(
−1
2
N∑
i=1
u2i
)
, (2.10)
ou` la variable muette ui peut repre´senter soit un re´sidu ni = (p − Rf)i (cas de l’estimation)
soit la valeur d’un pixel fi, d’une composante ou de la norme du gradient : (∇xf)i, (∇yf)i ou
(|∇f |)i (cas de la re´gularisation, cf. §4). Maximiser P(u) est e´quivalent a` minimiser une forme
quadratique :
J (f) = 1
2
N∑
i=1
u2i . (2.11)
Malheureusement, ce type de mode`le est notoirement sensible aux fortes de´viations ui. Prenons
l’exemple de la re´gression line´aire (cf. figure 2.1). La pre´sence d’une seule donne´e errone´e suffit
a` cre´er une valeur forte de re´sidu. L’algorithme charge´ de minimiser J (f) a tendance a` limiter
en priorite´ ce re´sidu de la seule fac¸on possible, c’est-a`-dire en agissant sur les coefficients f du
mode`le. On dit que le point de rupture de cet estimateur est de 0 : une seule donne´e errone´e
suffit a` modifier le re´sultat de l’estimation.
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Figure 2.1 – Influence d’une donne´e errone´e sur l’estimation de parame`tres au sens des moindres
carre´s : la droite de re´gression en pointille´s correspond a` la se´rie marque´es par des e´toiles, celle
en trait plein correspond a` la se´rie marque´e par des cercles.
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Dans le cas de la re´gularisation, la fonction quadratique s’oppose a` la cre´ation de forts
gradients dans la solution. Celle-ci aura donc un aspect trop lisse (cf. fig. 2.4(e) ou 2.5(c)). On
souhaiterait, au contraire, obtenir une solution forme´e de re´gions lisses, se´pare´es par des bords
francs.
Le proble`me inhe´rent au mode`le gaussien est qu’il ne conside`re qu’un seul type de donne´es
alors qu’il y en a deux, en re´alite´. Dans le cas de la re´gression, on distingue les donne´es conformes
au mode`le (ou  inliers ) qui correspondent aux re´sidus faibles tandis que les donne´es errone´es
(ou  outliers ) entraˆınent de fortes de´viations. Il s’agit de trouver un moyen de limiter l’in-
fluence des donne´es errone´es sur l’estimation. Dans le cas de la re´gularisation par le gradient,
les valeurs faibles du gradient correspondent au bruit, qu’il convient de lisser, tandis que les
grandes valeurs correspondent aux discontinuite´s ou contours pre´sents dans les images, que l’on
souhaite en fait pre´server.
3 The´orie semi-quadratique
Intuitivement, on peut envisager deux fac¸ons de sortir du comportement quadratique. La
premie`re consiste a` utiliser une fonctionnelle de la forme :
J (f) = 1
2
N∑
i=1
ϕ(ui). (2.12)
Cette formulation est connue sous le nom de M-estimateur [164] en estimation robuste (ϕ est
souvent note´e ρ dans ce cadre) ou de mode`le a` phi-fonction en re´gularisation. Toute la ques-
tion re´side alors dans le choix de la fonction ϕ. Prenons l’exemple de la quadratique tronque´e
min(u2, 1). Pour une faible valeur de ui, cette fonction garde le comportement quadratique ha-
bituel. Par contre, a` partir de ui = 1, la valeur de la fonction ne change plus et ce, quelle que soit
la valeur de ui. L’algorithme de minimisation n’a donc pas particulie`rement inte´reˆt a` modifier
cette valeur en agissant sur f . La forte de´viation perd ainsi toute influence sur le re´sultat. L’in-
conve´nient de cette fonction est qu’elle pre´sente un point anguleux en 1, ce qui est une source
potentielle d’instabilite´. Une fonction continue serait pre´fe´rable. Mais l’asymptote horizontale
est-elle ne´cessaire ? Du point de vue de l’optimisation, une fonction convexe serait pre´fe´rable. De
fait, de nombreuses fonctions ont e´te´ propose´es dans la litte´rature (voir un e´tat de l’art dans [55]
pour la re´gularisation). Quelques exemples sont donne´s dans le tableau 2.1.
La seconde approche consiste a` utiliser une variable auxiliaire pour  marquer  explicite-
ment les donne´es [147]. Conside´rant une variable binaire bi ∈ {0, 1}, on peut de´finir le crite`re
augmente´ suivant :
J ∗(f, b) = 1
2
N∑
i=1
bi(ui)2 + (1− bi). (2.13)
La variable b est appele´e  processus de ligne  en reconstruction re´gularise´e. Le second terme de
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cette fonctionnelle est un couˆt associe´ a` la de´tection d’une forte de´viation permettant d’e´viter le
minimum de´ge´ne´re´ ou` tous les bi seraient nuls. L’inte´reˆt de cette formulation est que le crite`re est
quadratique lorsqu’on fixe b (d’ou` l’appellation  semi-quadratique ) : c’est celui des moindres
carre´s ponde´re´s.
Pdf de u Fonction Abre´v. ϕ(u) ϕ′(u)/2u ( 2.15-2.17) Convexe ?
Gauss Quadratique Q u2 1 non oui
Quasi-Laplace Hyper-surfaces HS 2
√
1 + u2 − 2 1√
1+u2
oui oui
Cauchy (Lorentz) Hebert & Leahy HL log(1 + u2) 1
(1+u2)
oui non
- Geman & McClure GM u
2
1+u2
1
(1+u2)2
oui non
Table 2.1 – Exemples de fonctions ϕ propose´es dans la litte´rature et leurs de´nominations les
plus usuelles dans les approches de´terministe et probabiliste. Leurs trace´s sont donne´s fig. 2.2.
Naturellement se pose la question de l’estimation des valeurs de b. En l’absence d’information
supple´mentaire, cela doit se faire a` partir des donne´es, donc de u. Conside´rons l’optimisation par
rapport a` b de J ∗(u, b) [28]. La fonction quadratique e´tant infe´rieure a` 1 sur [0, 1], le minimum
est re´alise´ pour bi = 1 si ui < 1 et bi = 0 sinon. On remarque alors l’e´quivalence entre ce
mode`le et celui de la quadratique tronque´. De meˆme que pre´ce´demment, un comportement moins
 binaire  serait cependant souhaitable. Peut-on ge´ne´raliser cette technique a` une variable
auxiliaire a` valeurs re´elles ?
La the´orie semi-quadratique re´pond a` ces questions en de´finissant une famille de fonctions ϕ
qui assure le comportement souhaite´. Elle montre l’e´quivalence entre ce mode`le et un mode`le ou`
la prise en compte de la nature des donne´es est explicite, graˆce a` une variable auxiliaire re´elle.
En cela, elle e´tend a` la fois les travaux de Huber [164] en estimation robuste et de Geman et
al. [145, 146] en re´gularisation.
3.1 Proprie´te´s des fonctions ϕ
Les fonctions de potentiel ϕ propose´es dans la litte´rature semblent d’allures tre`s diffe´rentes
(voir figure 2.2). Leur e´tude a e´te´ propose´e dans le cas de la re´gularisation dans [55] et dans [30].
Elle est fonde´e sur un examen des e´quations normales lie´es a` l’optimisation du crite`re. En
estimation robuste, les fonctions conside´re´es e´tant paires, on peut e´crire le crite`re (2.12) pour
ui = |ni|, ou` n = p−Rf est le re´sidu. Le minimum de J est atteint lorsque sa de´rive´e est nulle,
soit (puisque sign(x) = x|x|) lorsque, ∀j = 1 . . . D :
1
2
N∑
i=1
ϕ′(|ni|)sign(ni)∂ni
∂fj
=
1
2
N∑
i=1
ϕ′(|ni|)
2|ni|︸ ︷︷ ︸
Ponde´ration.
× 2ni∂ni
∂fj︸ ︷︷ ︸
Cas quadratique
= 0. (2.14)
On voit que si ϕ
′(|ni|)
2|ni| tend vers 0, la donne´e correspondante n’entre pas en jeu dans la somme,
ce qui est souhaitable pour les forts re´sidus. Par contre, cette ponde´ration doit tendre vers 1
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Figure 2.2 – A gauche : exemples de fonctions ϕ(u) ; a` droite : fonctions de ponde´ration ϕ
′(u)
2u
(avec un coefficient d’e´chelle arbitraire sur u [55]).
pour que la donne´e soit totalement prise en compte, comme dans le cas des faibles re´sidus. En
re´sume´, les conditions a` ve´rifier pour obtenir un comportement diffe´rencie´ selon les valeurs de u
sont les suivantes :
lim
u→0
ϕ′(u)
2u
= M, 0 < M < +∞ (2.15)
lim
u→∞
ϕ′(u)
2u
= 0 (2.16)
ϕ′(u)
2u
strictement de´croissante. (2.17)
En ge´ne´ral, M est choisi e´gal a` 1. Ces conditions comparent les comportements de la fonction ϕ
et de la quadratique, en termes de de´rive´es. Les deux fonctions e´voluent de la meˆme fac¸on pre`s
de 0 (2.15), mais la fonction ϕ est sous-quadratique a` l’infini (2.16). La condition (2.17) assure
la cohe´rence du mode`le. De fait, on constate sur les exemples de la figure 2.2 que les fonctions
ϕ ont des fonctions de ponde´ration au comportement similaire.
3.2 Extensions semi-quadratiques
On peut montrer [55] que les fonctions re´elles ϕ paires, croissantes, ve´rifiant les conditions
(2.15-2.17), sont telles que :
ϕ(u) = min
b∈[0,1]
(
bu2 + Ψ(b)
)
,∀u et binf = ϕ
′(u)
2u
, (2.18)
ou` Ψ est une fonction strictement convexe de´finie a` partir de ϕ et b est la variable auxiliaire. On
parle d’extension multiplicative. Ce re´sultat ge´ne´ralise un the´ore`me initialement limite´ aux fonc-
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tions a` asymptote horizontale, introduit dans [145] en reconstruction re´gularise´e. On a e´galement,
sous les meˆmes conditions, une extension additive :
ϕ(u) = min
b∈R+
(
(b− u)2 + ξ(b)) , ∀u et binf = (1− ϕ′(u)2u
)
u, (2.19)
ou` ξ est une fonction strictement convexe de´finie a` partir de ϕ. En reconstruction re´gularise´e,
ce re´sultat a e´te´ formalise´ a` l’origine dans [146].
3.3 Algorithmique
En reportant les e´quations (2.18) et (2.19) dans (2.12), on obtient respectivement les crite`res
augmente´s suivants :
J ∗(f, b) = 1
2
N∑
i=1
bi(ui)2 + Ψ(bi) =
1
2
‖u‖2B +
1
2
N∑
i=1
Ψ(bi), (2.20)
avec B = diag(bi) et :
J#(f, b) = 1
2
N∑
i=1
(bi − ui)2 + ξ(bi) = 12‖u− b‖
2 +
1
2
N∑
i=1
ξ(bi). (2.21)
Ces crite`res augmente´s d’une variable sont, en fait, plus simples a` minimiser que le crite`re
d’origine. En effet, la minimisation directe de J conduit a` des e´quations non line´aires. Par
contre, a` b fixe´e, les crite`res augmente´s sont quadratiques et conduisent donc a` la re´solution
d’e´quations normales line´aires, de la forme Af = c. Notons que dans cette minimisation, les
fonctions Ψ et ξ n’interviennent pas (il n’existe d’ailleurs qu’une expression parame´trique, donc
indirecte de ξ). De plus, lorsque la variable f est fixe´e le crite`re augmente´ est convexe en b et
la valeur du minimum est donne´e dans (2.18) et (2.19). Cette valeur de´pend de la fonction de
ponde´ration et d’apre`s (2.15) et (2.16), il est clair que la variable auxiliaire b joue le roˆle de
 marqueur  de donne´es ( inlier/outlier ,  bruit/discontinuite´  dans nos applications).
Bien que des algorithmes stochastiques existent [145, 173], les proprie´te´s semi-quadratiques
sont, la plupart du temps, exploite´es sous forme d’algorithmes de´terministes ope´rant par mini-
misations alterne´es par rapport a` chacune des variables. En ge´ne´ral, on positionne initialement
tous les bi a` 1, ce qui revient a` commencer par un algorithme des moindres carre´s classique.
Dans le cadre de l’estimation robuste (cf. Chap. 3), on retrouve pour la forme multiplicative
l’algorithme des moindres carre´s (re-)ponde´re´s ite´ratifs (Iterative Reweighted Least Squares ou
IRLS) et pour la forme additive l’algorithme des moindres carre´s avec remise a` jour des re´sidus
(parfois appele´ Residual Steepest Descent ou RSD [4]), propose´ dans [164]. Dans le cas de la
re´gularisation (cf. § 4 du pre´sent chapitre), les algorithmes sont nomme´s ARTUR [56] pour la
forme multiplicative et LEGEND pour la forme additive [55]. Notons que le cadre propose´ ne se
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limite pas a` la reconstruction sous hypothe`se de bruit gaussien. J’ai de´veloppe´ avec P.M. Kou-
libaly, une version de l’algorithme Estimation Maximisation (EM [104]) pour la reconstruction
tomographique avec re´gularisation semi-quadratique, baptise´e MOISE [187].
Ces algorithmes convergent vers l’unique minimum global dans le cas des fonctions ϕ convexes.
Dans le cas non-convexe, ils convergent vers un minimum local, a` condition que les points cri-
tiques de la fonctionnelle soient isole´s. Notons que la convergence est ge´ne´ralement plus lente
dans le cas de la seconde forme semi-quadratique, mais que celle-ci permet d’obtenir des al-
gorithmes moins calculatoires lorsque f est de grande dimension (seul le second membre des
e´quations normales est modifie´ a` chaque e´tape). Le compromis peut donc eˆtre avantageux dans
le cas d’algorithmes de reconstruction d’images, par exemple [4], ou pour certains proble`mes de
re´gression [96]. Pour une synthe`se et des re´sultats re´cents concernant la vitesse de convergence des
algorithmes semi-quadratique, le lecteur pourra se re´fe´rer a` [3, 230]. Re´cemment, l’interpre´tation
des algorithmes semi-quadratiques du point de vue de la the´orie de l’optimisation [4, 189, 228]
a permis de proposer des variantes plus efficaces en termes de temps de calcul [4, 189].
Enfin, pour ame´liorer la convergence des algorithmes dans le cas des potentiels non convexes,
on peut adopter une strate´gie de continuation, dans la philosophie du GNC (Graduated Non
Convexity) de [28]. Cela consiste a` utiliser d’abord une fonction convexe (ex. ϕHS), puis a`
repartir du re´sultat obtenu en employant une fonction non convexe  peu se´ve`re  (ex. ϕHL),
puis une fonction telle que ϕGM par exemple.
3.4 Remarques sur la de´rivation des the´ore`mes semi-quadratiques
Il existe plusieurs fac¸on de pre´senter la the´orie semi-quadratique et les algorithmes associe´s,
chacune apportant un e´clairage particulier. Nous en pre´sentons ici les quatre principales familles.
Les deux premie`res sont purement analytiques. Les deux autres font appel a` la notion de dualite´.
Dans le domaine de l’estimation robuste, le principe propose´ par Huber [164] consiste a`
approcher localement les fonctions de potentiel ϕ par des paraboles, de fac¸on a` ce que les
valeurs des fonctions et leurs tangentes soient confondues au point conside´re´. On montre que
minimiser le crite`re obtenu par cette approximation quadratique permet de diminuer la valeur
du crite`re original. Il suffit donc de re´pe´ter les ope´rations de minimisation et d’approximation
jusqu’a` convergence. Deux formes de polynoˆmes sont propose´es (voir fig. 2.3), correspondant
chacune a` un type d’extension, et conduisant donc aux deux algorithmes semi-quadratiques :
IRLS pour qw et re´sidus modifie´s (RSD) pour qr. Notons que le lien entre cette approche et
la the´orie semi-quadratique a e´te´ mis en e´vidence par Black dans [27] et par Rozenn Dahyot
dans [93].
La me´thode propose´e par Huber remplace l’optimisation initiale par une se´rie d’optimisa-
tions de fonctionnelles quadratiques. C’est exactement le principe de transfert d’optimisation,
tel qu’il a re´cemment e´te´ rebaptise´ par Lange et al [190]. Les fonctions de substitution (surrogate
functions) sont, ici, quadratiques, d’ou` la de´nomination d’algorithmes a` approximation quadra-
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Figure 2.3 – Fonction ϕGM et approximation locale en u0 par qw(u) = a + bu2, conduisant a`
l’algorithme IRLS, et par la parabole qr(u) = a′+(u−b′)2, conduisant a` l’algorithme des re´sidus
modifie´s, RSD. D’apre`s [93].
tique majorante (ou minorante, selon que l’on raisonne en e´nergie ou en probabilite´) e´galement
employe´e dans la litte´rature [4]. Notons que le principe de transfert d’optimisation est assez
ancien (voir re´fe´rences dans [190]). Il est, en particulier, a` la base de l’algorithme EM. Une
interpre´tation des algorithmes semi-quadratiques dans le cadre de l’EM a d’ailleurs e´te´ propose´e
dans [51]. Dans l’EM, les fonctions de substitution sont de´finies par une espe´rance conditionnelle
et reposent sur le choix judicieux de la variable cache´e. Dans [190] sont propose´es trois fac¸ons de
construire des fonctions de substitution de manie`re syste´matique, en tout cas sans avoir recours
a` la notion de donne´es manquantes. Toutes sont base´es sur la proprie´te´ de convexite´, la plus
directe exploitant l’ine´galite´ :
f(u) ≥ f(v) + (u− v)f ′(v). (2.22)
On en tire imme´diatement :
− f(u) = inf
v
{−uf ′(v) + vf ′(v)− f(v)}, (2.23)
l’inf e´tant atteint pour v = u. En prenant f(u) = −ϕ(√u) et en posant b = −f ′(v), on
retrouve, apre`s un changement de variable u → u2, la de´monstration du premier the´ore`me
semi-quadratique propose´e dans [55] d’apre`s [145]. Notons que la justification de l’algorithme
Mean-Shift [80] (dont on verra qu’il s’agit e´galement d’un algorithme semi-quadratique) reprend
e´galement ce canevas.
Si on choisit f(u) = 12 [u
2 − ϕ(u)], il vient a` partir de (2.23) :
ϕ(u)
2
= inf
v
{u
2
2
− uf ′(v) + vf ′(v)− f(v)}, (2.24)
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ou encore :
ϕ(u) = inf
v
{u2 − 2uf ′(v) + f ′2(v)− f ′2(v) + 2vf ′(v)− 2f(v)}. (2.25)
En posant b = f ′(v), on reconnaˆıt imme´diatement (2.19), binf e´tant obtenue lorsque l’inf
est atteint, c’est-a`-dire pour v = u et ξ(v) = −f ′2(v) + 2vf ′(v) − 2f(v). Un inte´reˆt de cette
de´monstration (a` ma connaissance ine´dite) du second the´ore`me semi-quadratique est que l’on
obtient une expression parame´trique de la fonction ξ : (b(u) = u− ϕ′(u)2 , ξ(u) = ϕ(u)− (ϕ
′(u)
2 )
2).
Notons que nous avions de´ja` mis en e´vidence cette expression en utilisant l’approximation qua-
dratique de Huber (voir [93], Annexe F).
La troisie`me famille de de´monstrations utilise la dualite´ de Legendre. La transforme´e de
Legendre (aussi appele´e fonction polaire de f) est de´finie par : f∗(b) = supu[ub − f(u)]. Dans
le cas ge´ne´ral, la fonction bipolaire f∗∗(u) = supb[bu − f∗(b)] fournit l’enveloppe convexe de
f . Par contre, si f est convexe, alors f∗∗ est confondue avec f (on dit aussi que f et g = f∗
forment une paire de Legendre) et donc f(u) = supb[bu − f∗(b)]. Cette proprie´te´ a d’abord
e´te´ utilise´e dans [146, 55] pour de´montrer le second the´ore`me semi-quadratique en conside´rant
f(u) = 12 [u
2 − ϕ(u)]. Par la suite, elle a e´te´ applique´e avec f(u) = −ϕ(√u) [165, 13] pour
de´montrer le premier the´ore`me. Remarquons que les de´monstrations base´es sur la transforme´e
de Legendre fournissent ψ et ξ sous la forme de suprema : ψ(b) = supu[ϕ(u) − bu2] et ξ(b) =
supu[ϕ(u)− (b− u)2].
Nous avons re´cemment propose´ une quatrie`me e´criture de la the´orie semi-quadratique, dans
un cadre lagrangien [289, 291]. En conside´rant la fonction φ(u2i ) en lieu et place de ϕ(ui)
dans (2.12), nous montrons qu’il est possible de re-formuler le proble`me sous la forme d’une
optimisation sous contrainte. En effet, en introduisant une variable auxiliaire wi, on peut consta-
ter que φ(u2i ) correspond au maximum de φ(wi) pour wi ≤ u2i . Les ponde´rations bi = φ′(u2i )
s’interpre`tent alors comme les valeurs des multiplicateurs de Lagrange associe´s aux contraintes
ne´gatives wi − u2i . Meˆme si cela n’est pas requis pour la de´rivation des algorithmes, on peut
e´galement interpre´ter (2.20) comme une forme duale. La reformulation lagrangienne aboutit aux
meˆmes algorithmes que le de´veloppement semi-quadratique de´crit dans les section pre´ce´dentes.
Une telle me´thodologie a cependant l’avantage de faciliter la preuve de convergence, en la re-
plac¸ant dans le cadre classique de la the´orie de l’optimisation sous contrainte. La reformulation
lagrangienne est e´galement possible pour la version additive, sous l’hypothe`se que ϕ′(u)/2u ≤ 1.
L’e´tude de ces de´monstrations met en lumie`re le roˆle central que jouent les proprie´te´s de
convexite´ et de monotonie dans la the´orie semi-quadratique : la forme multiplicative repose sur
la convexite´ et la de´croissance de la fonction −ϕ(√u) ; la forme additive repose sur la convexite´ et
la croissance de la fonction 12 [u
2−ϕ(u)]. Il est alors inte´ressant de noter que les conditions (2.15-
2.17) sont suffisantes, aussi bien pour la forme multiplicative que pour la forme additive. Notons,
finalement, que la the´orie semi-quadratique est un moyen justifie´ de de´river l’algorithme du point
fixe que l’on obtiendrait en figeant les ponde´rations de (2.14) a` leur valeur calcule´e a` l’ite´ration
pre´ce´dente, ce qui correspond a` la technique de line´arisation du gradient [228].
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3.5 Hyper-parame`tres
Dans ce qui pre´ce`de nous avons, par souci de simplicite´, e´lude´ le parame`tre d’e´chelle. En
pratique, dans (2.12), la variable ui doit eˆtre divise´e par un facteur s qui ajuste le comportement
de la fonction a` la dynamique des donne´es. D’autre part, lorsque le crite`re est re´gularise´, un
coefficient λ2 permet de ponde´rer les termes de vraisemblance et d’a priori. Ces hyper-parame`tres
sont en ge´ne´ral laisse´s au choix de l’utilisateur. Il est cependant possible de les fixer de manie`re
plus automatique (voir [166] pour l’estimation robuste et [173] dans le cas de la reconstruction
re´gularise´e).
4 Exemple de la reconstruction re´gularise´e
La re´gularisation semi-quadratique a e´te´ applique´e avec succe`s a` de nombreux proble`mes
de reconstruction d’images. Citons, entre autres, la ste´re´ovision [248], l’estimation de champ de
mouvement ou flot optique [209, 44], la tomographie [187], l’imagerie RADAR [50] ou encore
l’imagerie micro-ondes (diffraction inverse) [29]. Nous nous inte´ressons ici aux proble`mes de
reconstruction sous le mode`le ge´ne´ratif line´aire (2.2) qui englobe, notamment, les applications
de de´bruitage d’images, de de´convolution et de reconstruction tomographique.
4.1 Re´gularisation line´aire
Comme la plupart des proble`mes inverses en reconstruction d’images, ces proble`mes sont, par
nature, mal pose´s [29]. Existence et unicite´ de la solution peuvent eˆtre obtenues respectivement
en calculant la solution au sens des moindres carre´s et en prenant la solution de norme minimale :
on parle alors d’inversion ge´ne´ralise´e. En de´composant R en valeurs singulie`res, R = UDV T , on
obtient :
fˆ+ = R+p ou` R+ = V D+UT , (2.26)
D+ e´tant la matrice diagonale contenant l’inverse des valeurs singulie`res non nulles de R, et
des 0 aux positions des valeurs singulie`res nulles. On re´sout ainsi le proble`me de l’inversion de
(2.1) mais pas celui de la stabilite´ en pre´sence de bruit (2.2). En effet la matrice R est toujours
mal conditionne´e et l’inversion de ses valeurs singulie`res faibles conduit a` une amplification des
hautes fre´quences du bruit, qui peuvent meˆme dominer la solution (cf. figure 2.4). Il est possible
d’y reme´dier en e´liminant les valeurs singulie`res faibles ou bien en calculant l’inverse ge´ne´ralise´e
par une descente de gradient sur le crite`re des moindres carre´s (algorithme de Landweber) :
fˆ
(k+1)
LW = fˆ
(k)
LW + γR
T (p−Rfˆ (k)LW ), (2.27)
et en arreˆtant la solution apre`s un nombre fini d’ite´rations. La re´gularisation de Tikhonov,
e´voque´e au paragraphe 2.2, consiste a` ajouter une contrainte quadratique sur la solution ou
ses de´rive´es. Dans le cas d’une re´gularisation sur le gradient, la solution ve´rifie les e´quations
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(a) (b)
(c) (d)
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Figure 2.4 – (a) Image originale  cameraman . (b) Image floue (de´focalisation de
rayon 2 pixels) et bruite´e. (c) Inverse ge´ne´ralise´e (2.26). (d) Algorithme de Landweber,
100 ite´rations (2.27), SNRvar = 15, 7dB. (e) Re´gularisation de Tikhonov (2.28), λ = 2,
SNRvar = 14, 9dB. (f) Re´gularisation semi-quadratique ICM-DCT, λ = 2, δ = 15, 100
ite´rations, SNRvar = 18, 4dB. Figure extraite de [63].
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normales :
(RTR− λ2∆)fˆT = RT p, (2.28)
ou` ∆ est l’ope´rateur Laplacien. On peut montrer que ces 3 solutions correspondent chacune
a` une fac¸on de filtrer les valeurs singulie`res faibles. On parle de re´gularisation line´aire. Son
de´faut est d’agir globalement sur les images et de ne pas respecter les fortes variations locales,
correspondant aux contours (cf. figure 2.4).
4.2 Re´gularisation semi-quadratique et pre´servation des discontinuite´s
Afin de pre´server les discontinuite´s, on remplace le terme quadratique de re´gularisation par
un terme de la forme (2.12). En variables continues, le crite`re re´gularise´ s’e´crit alors :
J (f) = ‖p−Rf‖2 + λ2
∫
Ω
ϕ(|∇f |) (2.29)
ou` Ω repre´sente le domaine image. Le lecteur pourra se re´fe´rer a` [29, 13] pour une e´tude en
variables continues en lien avec la the´orie des e´quations aux de´rive´es partielles (EDP). Nous
utiliserons ici, comme dans [55], une formulation discre`te se´parable :
J (f) = ‖p−Rf‖2 + λ2
N∑
i=1
ϕ ((Dxf)i) + λ2
N∑
i=1
ϕ ((Dyf)i) . (2.30)
Par rapport a` la formulation continue, ce crite`re a le de´faut de ne pas eˆtre isotrope. Par contre,
l’aspect se´parable peut eˆtre avantageux pour l’implantation. Le crite`re J est e´tendu a` deux va-
riables selon l’un ou l’autre des de´veloppements semi-quadratiques et une strate´gie de´terministe
de minimisations alterne´es par rapport a` chaque variable est mise en œuvre. Chaque e´tape de
l’algorithme comprend donc le calcul des variables auxiliaires b(k+1)x et b
(k+1)
y selon les expressions
(2.18) et (2.19) et la re´solution des e´quations normales. Dans le cas multiplicatif (algorithme
ARTUR), elles s’e´crivent :
(RTR− λ2∆(k+1)A )fˆ (k+1)A = RT p, (2.31)
ou` :
∆(k+1)A = −DTxB(k+1)x Dx −DTy B(k+1)y Dy,
avec B(k+1)x = diag(b
(k+1)
x ) et B
(k+1)
y = diag(b
(k+1)
y ). Dans le cas additif (algorithme LEGEND),
on re´sout :
(RTR− λ2∆)fˆ (k+1)L = RT p+ λ2DTx b(k+1)x + λ2DTy b(k+1)y (2.32)
La premie`re forme converge en ge´ne´ral plus rapidement que la seconde, en nombre d’ite´rations.
Par contre, cette dernie`re est inte´ressante car le terme de gauche dans (2.32) ne varie pas au
cours des ite´rations k. On peut, par exemple, le factoriser par l’algorithme de Cholesky pour
faciliter ensuite les calculs [55]. Dans le cas de la de´convolution, avec conditions aux bords circu-
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laires, la transforme´e de Fourier permet de diagonaliser ce terme. On peut cependant lui pre´fe´rer
la transforme´e discre`te en cosinus lorsque la PSF est syme´trique. Cela sous-entend des condi-
tions aux bords syme´triques, correspondant aux conditions de Neumann associe´es aux e´quations
normales. On obtient ainsi l’algorithme ICM-DCT [173]. Les figures 2.4 et 2.5 pre´sentent les
re´sultats obtenus en de´convolution a` l’aide de l’algorithme ICM-DCT, en comparaison d’esti-
mateurs classiques. Le gain en qualite´, e´vident visuellement, est confirme´ en termes de rapport
signal-sur-bruit (SNR). Celui-ci est mesure´ a` partir des variances de l’image de re´fe´rence, f et
de l’image reconstruite fˆ : SNRV AR = 10 log10(σ2f/σ
2
f−fˆ ). Les filtres utilise´s Fig. 2.4 et 2.5
mode´lisent respectivement une de´focalisation et un bouge´ suppose´s connus.
4.3 Contraintes sur les variables auxiliaires - lien avec la segmentation
L’un des de´fauts des mode`les de´finis ci-dessus pour la re´gularisation semi-quadratique est
l’aspect local de la variable auxiliaire, b. L’estimation des contours est effectue´e a` partir des va-
leurs du gradient au point conside´re´ et ne tient pas compte de la structure qui existe ge´ne´ralement
au niveau des contours dans les images. En pre´sence de bruit, cette estimation peut se trouver
fausse´e, entraˆınant une perte de qualite´ de l’image reconstruite.
Une premie`re fac¸on, markovienne, de prendre en compte cette structure est de modifier la
fonction de couˆt d’introduction d’une discontinuite´, Ψ(b) afin de tenir compte d’interactions entre
e´le´ments de contours. Cette approche e´tait, d’ailleurs, pre´sente de`s les premiers travaux sur les
mode`les a` processus de ligne [147, 206, 144, 27]. Elle permet d’affecter une pe´nalite´, souvent arbi-
traire, aux diffe´rentes configurations que l’on peut rencontrer. Une seconde fac¸on de faire consiste
a` ajouter, dans la formulation augmente´e du crite`re, un terme de lissage semi-quadratique por-
tant sur la variable auxiliaire [293]. On peut, ainsi, la re´gulariser sans de´grader l’information de
contour qu’elle porte. Quelques modifications de l’e´nergie ainsi obtenue conduisent au proble`me
de minimisation de :
J ∗(f, b) = ‖p− f‖2 + λ
(∫
Ω
b2|∇f |2 + 1

∫
Ω
(1− b)2 + α
∫
Ω
ϕ(|∇b|)
)
, (2.33)
ou`  est un parame`tre que l’on fait tendre progressivement vers 0. Cette e´nergie permet de faire
le lien entre restauration (ici, au sens de de´bruitage, puisque R = IN ) et segmentation d’images.
Ce dernier proble`me e´te´ pose´ dans [222] comme celui de la recherche d’une partition de
l’espace image en re´gions ou` l’intensite´ de la solution fˆ varie lentement, tandis qu’elle varie
fortement aux frontie`res. Pour cela, Mumford et Shah proposent de minimiser une fonctionnelle
compose´e de trois termes ponde´re´s par des coefficients (voir e´quation (4.17), p. 58). Ces termes
imposent, respectivement : la fide´lite´ aux donne´es, la re´gularisation en dehors des contours et la
re´gularisation des contours par minimisation de leur longueur totale. Malheureusement, ce type
de fonctionnelles est difficile a` manipuler, du fait de sa non-convexite´ et du me´lange d’infor-
mations de re´gion et d’informations (inconnues) de contour qu’elle conside`re. La fonctionnelle
de Mumford et Shah, ainsi que les variantes qu’elle a inspire´es, ont fait l’objet de nombreux
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Figure 2.5 – (a) Image originale  Ecodyn . (b) Image floue (bouge´ horizontal de 12 pixels)
et bruite´e. (c) Re´gularisation de Tikhonov, λ = 1, SNRvar = 14, 5dB. (d) Reconstruction
re´gularise´e semi-quadratique par ICM-DCT, λ = 1, δ = 7, 100 ite´rations, SNRvar = 18, 1dB,
ou` la plaque mine´ralogique est de nouveau lisible. (e-f) Discontinuite´s entre lignes, bx et entre
colonnes by (visualisation en log). Figure extraite de [63].
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travaux [219]. En particulier, certains auteurs ont propose´ de l’approcher par une suite de fonc-
tionnelles elliptiques, convergeant (dans un sens particulier) vers la fonctionnelle (4.17) : c’est
la the´orie de la Γ-convergence. Ainsi, dans [5] et [6], il est montre´ que la fonctionnelle :
J ∗(f, b) = ‖p− f‖2 + λ
(∫
Ω
b2|∇f |2 + 1

∫
Ω
(1− b)2 + α
∫
Ω
|∇b|2
)
, (2.34)
Γ-converge vers la fonctionnelle de Mumford et Shah lorsque  tend vers 0. On retrouve l’expres-
sion (2.33) avec une fonction ϕ quadratique. Il est a` noter que la variable b joue ici le meˆme roˆle
de marqueur des discontinuite´s que le processus de ligne des approches semi-quadratiques : une
de´marche diffe´rente aboutit encore au meˆme algorithme. Les re´sultats the´oriques de convergence,
initialement limite´s a` la fonctionnelle (2.34), ont re´cemment e´te´ e´tendus au cas de fonctionnelles
ϕ non quadratiques et meˆme, non convexes, de type (2.33), dans [12].
Dans tout ce qui pre´ce`de, les discontinuite´s entre re´gions homoge`nes sont mode´lise´es par
des variables de´finies localement, meˆme si des contraintes globales sont introduites a` travers la
re´gularisation de la variable auxiliaire. Une approche alternative consiste a` mode´liser explicite-
ment les discontinuite´s a` l’aide de contours actifs. Ces derniers sont des courbes, que l’on fait
e´voluer de fac¸on a` optimiser une certaine fonctionnelle d’e´nergie. De nombreuses variantes ont
e´te´ propose´es depuis l’article fondateur de Kass et al [178]. Un mode`le associant de manie`re ad
hoc une e´quation d’e´volution de courbe et une e´quation de lissage de la solution en dehors des
contours a e´te´ propose´ dans [293]. Plus re´cemment, c’est la fonctionnelle de Mumford et Shah,
ainsi que certaines variantes ou approximations Γ-convergentes, qui ont e´te´ utilise´es pour piloter
l’e´volution du contour actif [53, 302]. Nous y reviendrons au Chap. 4, consacre´ a` un e´tat de l’art
sur les contours actifs. Nous verrons au Chap. 5, paragraphe 4, comment on peut utiliser des
mode`les similaires en reconstruction tomographique. Nous y de´crirons e´galement la me´thode que
nous proposons pour inclure dans le processus de reconstruction des contraintes de haut niveau,
portant sur la ge´ome´trie et la topologie des objets recherche´s, en lieu et place de la contrainte
de longueur des discontinuite´s de la fonctionnelle d’origine.
5 Conclusion
L’hypothe`se classique de distribution gaussienne (correspondant a` une e´nergie quadratique)
s’ave`re inadapte´e dans de nombreux proble`mes re´els ou` les donne´es se composent en re´alite´
de deux cate´gories ( inlier / outlier ), ne´cessitant chacune un traitement adapte´. Nous
avons pre´sente´ un cadre ge´ne´ral, permettant de sortir du comportement purement quadratique,
soit par l’utilisation d’une fonction bien choisie qui atte´nue l’influence des fortes de´viations,
soit par l’introduction explicite de variables auxiliaires et d’un terme de pe´nalite´ e´nerge´tique
associe´. La the´orie semi-quadratique permet d’e´tablir le lien entre ces deux approches et pre´cise
les conditions de choix possibles, en termes simples. De plus, ceci conduit le plus souvent a` des
algorithmes de´terministes, rapides et faciles a` implanter. Cette the´orie se situe a` la confluence
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des statistiques robustes [164], des champs markoviens [147], des approches variationnelles [13],
d’approches statistiques telles que l’EM [51] et de l’analyse convexe [190]. C’est ce qui en fait
le succe`s meˆme si, dans ses multiples re´surgences, elle n’est pas toujours identifie´e en tant que
telle. Elle permet de poser et de re´soudre de multiples proble`mes pratiques. Dans ce chapitre,
nous avons illustre´ cet apport en reconstruction d’images, mais nous verrons au Chap. 3 qu’il
en va de meˆme en estimation robuste, applique´e a` l’analyse de sce`nes routie`res.
26 CHAPITRE 2 - SYNTHE`SE : THE´ORIE SEMI-QUADRATIQUE
Chapitre 3
Contribution a` l’introduction de
l’estimation robuste dans les mode`les
de forme et d’apparence
Ce chapitre est de´die´ a` la description de mes contributions concernant l’introduction des
techniques semi-quadratiques pour la de´tection et la reconnaissance de formes, ces dernie`res
e´tant formule´es comme des proble`mes d’estimation des parame`tres associe´s a` des mode`les de
forme et d’apparence.
1 Introduction
Dans ce chapitre, nous nous inte´ressons a` l’introduction des techniques robustes, de´crites
au chapitre pre´ce´dent, dans des proble`mes de de´tection et de reconnaissance de formes lie´s
a` nos domaines d’application. Il s’agit, en particulier d’identifier des objets manufacture´s et
normalise´s tels que les signalisations horizontales (marquages routiers) et verticales (panneaux
de signalisation) dans des sce`nes routie`res.
Le mode`le que nous exploitons est le mode`le ge´ne´ratif (2.2) de´crit au chapitre pre´ce´dent. Bien
que line´aire, celui-ci s’ave`re suffisant pour repre´senter les classes d’objets conside´re´es. Ainsi, les
marquages peuvent eˆtre mode´lise´s en utilisant des fonctions de bases polynomiales adapte´es a` la
configuration de prise de vues conside´re´e. L’apparence globale des panneaux (i.e. leur image en
couleurs), plus variable, est de´compose´e sur des bases vectorielles issues d’une phase d’appren-
tissage statistique. A ce mode`le, on associe une composante probabiliste. Celle-ci peut porter
sur les coefficients de la de´composition sur les fonctions de base, ou bien sur la nature du bruit.
Le proble`me de de´tection est ainsi transforme´ en un proble`me de re´gression robuste au sens du
Maximum A Posteriori. Nous pre´sentons, dans un premier temps, le cas de la re´gression robuste
pour la de´tection et le suivi des marquages (§ 2) et abordons ensuite le proble`me de l’estimation
robuste pour les mode`les d’apparence applique´s aux panneaux routiers (§3).
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2 Re´gression robuste pour l’ajustement de courbes
Ces travaux sont, depuis plusieurs anne´es, au centre d’une collaboration suivie avec
Jean-Philippe Tarel, Charge´ de Recherche au LCPC (LIVIC, puis DESE et LEP-
SIS). En particulier, j’ai participe´ au suivi des recherches effectue´es par Sio-Song
Ieng, encadre´ par Jean-Philippe. Sio-Song a soutenu sa the`se en novembre 2004.
Il est actuellement inge´nieur des Travaux Publics E´tat au LCPC. Ces recherches
ont fait l’objet des publications [291], [168], [288], et des communications internatio-
nales [167, 287, 290, 169, 289]. La publication [291] est annexe´e au pre´sent document
(Partie II–1).
2.1 Motivations
Nous nous inte´ressons ici a` la de´tection et au suivi des marquages routiers a` partir d’images
nume´riques. Dans des applications telles que l’aide a` la conduite, la robustesse des traitements
aux perturbations est d’une importance cruciale. Il en va de meˆme dans les applications de releve´
patrimonial, ou` l’analyse semi-automatique des bandes de marquage ne´cessite une mode´lisation
fiable, y compris dans des environnements peu structure´s et pour des marquages use´s ou sales. Le
principe du syste`me de´veloppe´ [166] (cf. Fig. 3.1) consiste a` effectuer, dans un premier temps,
une de´tection des centres suppose´s des marquages par des algorithmes de vision bas-niveau
(phase de pre´-de´tection), puis a` les approcher par ajustement robuste de courbes.
Le fonctionnement de quelques de´tecteurs est de´taille´ dans [58, 288] et dans [308], ou` une
e´valuation compare´e est e´galement propose´e. Tous sont fonde´s sur des techniques simples de
filtrage adaptatif. Ils exploitent, a` des degre´s divers, des informations ge´ome´triques a priori
sur la largeur des marquages, ce qui les rend relativement moins sensible a` certaines variations
d’intensite´ que les de´tecteurs de contours classiques. Cependant, les cartes de pre´-de´tection
demeurent relativement bruite´es (voir Fig. 3.1(b)) et la re´gression semi-quadratique trouve ici
un champ d’application naturel.
2.2 Mode´lisation des formes et du bruit
Du fait de la nature ge´ome´trique des marquages, une mode´lisation parame´trique par des
polynoˆmes s’ave`re suffisante pour repre´senter la variabilite´ d’aspect de ces objets, situe´s sur la
surface de la chausse´e, cette dernie`re e´tant conside´re´e grossie`rement plane. Plus pre´cise´ment,
la relation sous-jacente entre les coordonne´es images (x, y) des points de marquage est e´crite
comme :
y =
D∑
j=0
Xj(x)fj + η(x), (3.1)
ou` Xj(x) repre´sente la valeur en x d’une fonction de base, f est le vecteur, inconnu, des (D+ 1)
coefficients du polynoˆme et η(x) correspond au bruit. On peut utiliser diffe´rentes formes de
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(a) (b)
(c) (d)
Figure 3.1 – (a) Image de route dans des conditions d’e´clairement difficiles. (b) Centres de
marquages extraits (·) : on note la pre´sence de nombreuses fausses alarmes. Ajustement (c)
gaussien, (d) robuste : en rouge, degre´ D = 1 ; en bleu, degre´ 2 ; en vert, degre´ 3. Figure extraite
de [63].
polynoˆmes, selon l’angle de prise de vues (cf. tableau 3.1). Le degre´ D du mode`le peut e´galement
eˆtre ajuste´ en fonction de l’application. En collectant les e´quations correspondant aux N points
de mesure, on obtient un syste`me de la forme (2.2) : p = Rf + η, ou` p = {yi}i=1...N , R est
la matrice N × (D + 1) dont les vecteurs colonnes correspondent chacun a` l’e´valuation d’une
fonction de base en chaque point et η est le vecteur de bruit. De cette fac¸on, (3.1) s’e´crit aussi
pi = (Rf)i + ηi.
Afin de ge´rer la pre´sence de donne´es errone´es, un mode`le original de bruit, appele´ famille
exponentielle lisse´e et fonde´ sur la fonction de potentiel suivante, re´pondant aux conditions
(2.15)-(2.17) :
ϕα(u) =
1
α
(
(1 + u2)α − 1) , (3.2)
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Polynoˆme Prise de vue Expression
Usuel Verticale y =
∑D
j=0 fjx
j
Hyperbolique Perspective y = f0x + f1 +
∑D
j=2
fj
(x−xh)j
(xh=ligne d’horizon)
Fractionnaire Perspective y =
∑D
j=0 fjx
( jD )
Table 3.1 – Types de polynoˆme en fonction de l’angle de prise de vue. Tableau extrait de [63].
a e´te´ propose´ dans [289]. Une e´tude expe´rimentale [166] a montre´ que cette famille parame´tre´e
par α s’ave´rait bien adapte´e a` la mode´lisation des re´sidus dans notre application. D’autre part,
en faisant varier α, elle permet une transition continue entre les diffe´rents mode`les de bruit
classiques (de Gauss pour α = 1 a` Geman & McClure pour α = −1, en passant par ϕHS
pour α = 0.5). Nous utilisons assez syste´matiquement cette proprie´te´ pour mettre en place une
strate´gie de continuation, de type GNC dans nos algorithmes d’estimation. La robustesse de ces
estimateurs a e´te´ e´tablie mathe´matiquement et peut atteindre le maximum possible de 50% de
donne´es aberrantes, pour α→ 0 (ce qui correspond a` ϕHL) [167, 291].
2.3 Algorithme d’ajustement robuste
Le crite`re a` optimiser pour estimer de manie`re robuste le vecteur de parame`tres f du po-
lynoˆme s’e´crit, sous hypothe`se de bruit i.i.d. :
JR(f) = 12
i=N∑
i=1
ϕα
(
(Rf)i − pi
s
)
, (3.3)
ou` s est le parame`tre d’e´chelle. On peut utiliser, par exemple, l’approche lagrangienne de la
the´orie semi-quadratique propose´e dans [289] pour obtenir un algorithme de moindres carre´s
re-ponde´re´s ite´ratifs. Dans les notations du chapitre pre´ce´dent, cet algorithme, de´nomme´ IRLS,
s’e´crit :
1. Choisir une estime´e initiale f0, et initialiser l’indice de boucle a` k = 1,
2. Calculer uk = 1s (Rf
k−1 − p) et Bk = diag{ϕ′(uki )/(2uki )}i=1...N ,
3. Re´soudre RTBkRfk = RTBkp
4. Si ‖fk − fk−1‖ > , incre´menter k, et aller en 2, sinon fIRLS = fk.
La figure 3.1 montre un exemple d’application de cet algorithme pour la de´tection d’une ligne
de marquage. Les conditions d’illumination difficiles entraˆınent de nombreuses fausses alarmes
a` l’issues de la phase de pre´-de´tection. Tandis que l’estimation gaussienne est biaise´e par ces
donne´es errone´es, l’estimation robuste fournit un re´sultat correct.
Il peut eˆtre avantageux d’inte´grer a` la fonctionnelle un terme de re´gularisation quadratique
permettant de controˆler le degre´ de la courbe obtenue, voire de prendre en compte les corre´lations
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existant entre les fonctions de base (il serait aussi envisageable d’adapter la me´thode a` des bases
de polynoˆmes orthogonaux). Il est e´galement possible de tenir compte dans l’a priori d’un
re´sultat d’ajustement pre´ce´dent. L’estimateur s’inte`gre donc naturellement dans un algorithme
de suivi par filtrage de Kalman [289]. Cela pose le proble`me de la de´finition de la matrice de
covariance de l’estime´e, laquelle ne peut eˆtre qu’approche´e dans le cas de l’estimation robuste.
Plusieurs formes de matrices ont e´te´ compare´es dans [288]. L’algorithme de suivi a e´te´ teste´ avec
succe`s a` bord de ve´hicules e´quipe´s pour l’aide a` la conduite au LIVIC [166].
2.4 Extension a` l’ajustement simultane´ de plusieurs courbes
Nous avons propose´ re´cemment une extension de notre formalisme a` l’ajustement simultane´
de plusieurs courbes [287, 291]. Dans ce cas, le mode`le de ge´ne´ration des donne´es s’e´crit :
p = Rfj + η, (3.4)
ou` fj repre´sente le vecteur de parame`tres associe´ a` l’une des M courbes conside´re´es. Le proble`me
consistant a` estimer simultane´ment les parame`tres des courbes ne´cessite donc, e´galement, d’as-
socier chaque donne´e a` une courbe. Le crite`re a` minimiser est le ne´gatif de la log-vraisemblance
des donne´es, qui s’e´crit dans le cas robuste :
JRM (f) = −
i=N∑
i=1
log
j=M∑
j=1
e
−ϕ
(
(Rfj)i−pi
s
) . (3.5)
L’utilisation d’un de´veloppement semi-quadratique [291] conduit a` l’algorithme suivant, nomme´
Simultaneous Multiple Robust Fitting (SMRF), ou` f = (fj)j=1...M est le vecteur de dimension
M(D + 1) obtenu par concate´nation des fj :
1. Choisir une estime´e initiale f0, et initialiser l’indice de boucle a` k = 1,
2. Pour chaque 1 ≤ j ≤M , calculer le vecteur ukj = 1s (Rfk−1j − p)
et la matrice Bkj = diag
{
′+e−ϕ(u
k
ji)
M′+
∑j=M
j=1 e
−ϕ(ukji)
ϕ′(ukji)
2ukji
}
i=1...N
3. Former la matrice A = IM ⊗ (RTBkjR) et le vecteur b = (RTBkj p)j=1...M
4. Re´soudre Afk = b
5. Si ‖fk − fk−1‖ > , incre´menter k, et aller en 2, sinon fSMRF = fk,
ou` IM correspond a` la matrice identite´ de taille M ×M et ⊗ est le produit de Kronecker. A est
donc une matrice bloc-diagonale, de taille M(D+1)×M(D+1). Cet algorithme posse`de la meˆme
structure que l’algorithme IRLS, auquel il se re´duit lorsque M = 1. Comparativement a` l’IRLS,
on constate que les ponde´rations incorpore´es a` travers les matrices Λj sont multiplie´es par un
rapport de probabilite´s, classique dans les algorithmes de classification. En d’autres termes,
l’algorithme SMRF effectue a` la fois une affectation des donne´es aux courbes et l’estimation
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(a) (b)
(c) (d)
(e) (f)
Figure 3.2 – (a) Image originale de la grille d’e´talonnage. (b) Centres de marquages extraits
(points bleus). (c) Initialisation de 10 lignes pour l’ajustement des marquages verticaux. (d)
Lignes ajuste´es dans l’hypothe`se de distribution gaussienne pour le bruit. (e) Initialisation de
12 lignes. (f) ajustement robuste simultane´ des marquages (algorithme SMRF), potentiel ϕα,
α = 0.1. Figure extraite de [63].
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robuste des parame`tres de celle-ci. La constante (e´gale a` la pre´cision machine) ′ intervenant
dans l’expression des ponde´rations permet d’e´viter que le de´nominateur ne devienne nul quand
un point est tre`s e´loigne´ de l’ensemble des courbes. Le facteur de la ponde´ration devient alors
e´gal a` 1/M , ce qui correspond au cas e´quiprobable, ou` la donne´e participe de manie`re e´gale a`
l’estimation de chacune des M courbes.
La figure 3.2 donne un exemple d’application de l’algorithme SMRF. Il s’agit de de´tecter si-
multane´ment toutes les lignes longitudinales d’une grille de marquage utilise´e pour l’e´talonnage
de came´ras. On peut constater qu’en utilisant un mode`le gaussien, l’algorithme produit un
re´sultat errone´ malgre´ une initialisation manuelle tre`s proche de la solution. Au contraire, l’al-
gorithme produit de tre`s bon re´sultats, a` partir d’une initialisation pourtant plus e´loigne´e,
lorsqu’on utilise un mode`le robuste de vraisemblance.
Comme dans le cas mono-courbe, un a priori peut eˆtre introduit dans le crite`re. Cela peut
permettre de biaiser l’estimation vers les courbes de plus faible degre´, ou bien d’imposer des
contraintes ge´ome´triques comme la contrainte de paralle´lisme [288].
2.5 Bilan
Outre les publications issues de ces travaux, nos recherches ont e´te´ valorise´es a` travers des
applications pratiques, telles que la re´alisation d’aides a` la conduite [166] ou des logiciels d’ex-
ploitation de se´quences de sce`nes routie`res. Ainsi, l’algorithme IRLS est utilise´ en routine dans le
logiciel LPC IREVE pour le calibrage ge´ome´trique des came´ras des mate´riels MLPCr IRCAN
(outils ope´rationnels de prise de vues et d’exploitation, commercialise´s par le LCPC). Un logiciel
de´monstrateur d’analyse des marquages routiers utilisant l’algorithme IRLS dans la phase de
de´tection des lignes de marquage est e´galement en cours de mise au point. Les fonctionnalite´s
de´veloppe´es (analyse de la modulation, largeur des bandes de marquages, largeur des voies,
pre´sence de marquages spe´ciaux) seront inte´gre´es dans IREVE apre`s validation. Notons que les
me´thodes de´crites dans ce paragraphe peuvent facilement s’adapter au cas du suivi de bords
de chausse´es de´tecte´s, par exemple, en utilisant l’information de contraste chromatique selon
l’algorithme que j’ai propose´ dans [62].
Les algorithmes IRLS et SMRF se de´rivent naturellement en utilisant une interpre´tation
lagrangienne de la the´orie semi-quadratique [291]. Ce cadre donne acce`s a` des re´sultats standards
d’optimisation sous contrainte de´montrant leur convergence globale vers des minima locaux (sous
re´serve qu’ils ne soient pas initialise´s sur un point selle ou un maximum et que les points critiques
sont isole´s). Enfin, cette approche facilite le de´veloppement d’algorithmes dans des domaines
varie´s. Des algorithmes robustes de mise en correspondance de pixels, de points ou de re´gions
ont, par exemple, e´te´ propose´s dans ce cadre [290, 26].
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3 Estimation robuste et mode`les d’apparence
3.1 Motivations
Les de´veloppements me´thodologiques que nous allons de´crire ont e´te´, dans un premier
temps, de´die´s a` la de´tection et a` la reconnaissance de la signalisation verticale dans les sce`nes
routie`res [93]. Toutefois, leur champ d’application potentiel est beaucoup plus vaste et ces tra-
vaux ont e´te´ poursuivis dans le cadre de la de´tection de pathologies dans des images IRM [310].
La de´tection d’objets d’inte´reˆt dans des images est un sujet difficile, qui a fait l’objet de nom-
breux travaux par le passe´. Les approches par mode`les d’apparence, notamment, rencontrent
un succe`s certain depuis leur application, de`s le de´but des anne´es 90, en reconnaissance de
visages [273, 304]. Elles permettent la repre´sentation de classes d’objets et l’apprentissage de
variations de forme, d’orientation ou d’illumination. Dans cette approche de la reconnaissance
de formes, toute image est repre´sente´e par un vecteur, dont chaque composante est la valeur
de niveau de gris ou de couleur d’un pixel. Une telle repre´sentation, globale, de l’apparence est
e´videmment peu parcimonieuse. Or, l’ensemble des apparences d’un objet n’occupe en ge´ne´ral
qu’un petit sous-espace de l’espace des apparences possibles. Il peut donc eˆtre de´crit par une
variable de faible dimensionnalite´.
Classiquement, des techniques line´aires telles que l’analyse en composantes principales (ACP)
sont utilise´es pour  capturer  la relation entre cette variable latente, dite variable dans l’espace
propre, et l’apparence visuelle de l’objet [273, 304]. D’autres techniques line´aires, telles que l’ana-
lyse discriminante de Fisher [21], l’analyse factorielle ou l’analyse en composantes inde´pendantes
peuvent aussi eˆtre utilise´es. Afin de capturer plus finement des caracte´ristiques locales du sous-
espace de repre´sentation, des me´thodes non line´aires ont e´te´ propose´es. Dans une repre´sentation
par ACP, Murase et Nayar [223] utilisent une mode´lisation par spline de la varie´te´ de´crite par la
variable latente. Dans le meˆme registre d’ide´es, une extension non line´aire de l’ACP connue sous
le nom de courbes et surfaces principales a e´te´ propose´e dans [156]. Une autre fac¸on, classique
en classification et reconnaissance des formes, d’introduire de la non-line´arite´ est l’utilisation de
noyaux, qui conduit ici a` la kernel PCA [262]. Des approches neuronales sont e´galement envi-
sageables. Enfin, des approches locales de l’ACP, ou plus ge´ne´ralement, l’utilisation de mode`les
line´aires locaux [254] repre´sentent une alternative inte´ressante. Pour un e´tat de l’art plus complet
sur les me´thodes de repre´sentation de l’apparence, le lecteur pourra se re´fe´rer a` [93, 310, 159].
Nous nous en tiendrons ici a` l’approche probabiliste de l’ACP [298, 253], qui conside`re
pour la formation des images un mode`le line´aire bruite´ de la variable dans l’espace propre (cf.
Fig. 3.3). On associe a` ce mode`le line´aire deux mode`les de distributions statistiques : l’un pour
la variable dans l’espace propre, l’autre pour le bruit. Ces approches sont, en ge´ne´ral, limite´es
a` des hypothe`ses gaussiennes (ou, au mieux, multi-gaussiennes [217, 299]). De telles hypothe`ses
sont tre`s re´ductrices : les distributions rencontre´es dans des applications re´elles sont rarement
gaussiennes. Utiliser une repre´sentation non gaussienne de la variable latente peut aussi eˆtre
une fac¸on avantageuse de contrebalancer le fait que le mode`le ge´ne´ratif line´aire est, force´ment,
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limite´ lorsqu’il s’agit de repre´senter certaines varie´te´s non line´aires d’apparence. Par ailleurs,
les perturbations importantes parfois rencontre´es, telles que les occultations, ne sont pas ge´re´es
par les mode`les gaussiens. S’affranchir des hypothe`ses gaussiennes et proposer des techniques
efficaces pour la mise en œuvre pratique des mode`les propose´s a constitue´ le fil conducteur de
nos travaux dans ce domaine.
3.2 Analyse d’images se´quentielles de sce`nes routie`res par mode`les d’appa-
rence
Ces recherches correspondent a` la the`se de Rozenn Dahyot, que j’ai encadre´e a` 70%
et qui a e´te´ soutenue le 14 novembre 2001. Rozenn est Lecturer a` Trinity College
(Dublin, Irlande). Ces travaux ont fait l’objet des publications [96], [95], [94, 93].
L’article [96] est annexe´ au pre´sent document (Partie II–2).
La contribution principale de cette the`se a e´te´ d’associer, dans un cadre baye´sien original, des
me´thodes d’apprentissage statistique et des me´thodes d’estimation robuste. On baˆtit ainsi une
nouvelle famille d’algorithmes de de´tection et de reconnaissance, capables de ge´rer des variabilite´s
relativement complexes d’apparence, dans les situations de´favorables souvent rencontre´es dans
les sce`nes routie`res : fonds texture´s, occultation partielle des objets et bruit.
De´composition sur espace propre
Les approches par de´composition sur espace propre impliquent une phase pre´liminaire d’ap-
prentissage. On constitue pour cela une base B rassemblant NB images xn, de taille N pixels,
en niveaux de gris ou en couleurs. La base constitue un e´chantillon repre´sentatif des objets a`
mode´liser sous leurs diffe´rentes apparences. Les e´chantillons sont centre´s, en leur soustrayant la
moyenne empirique de la base : µB = 1NB
∑NB
n=1 xn. L’ACP consiste a` diagonaliser la matrice de
covariance de l’e´chantillon, de´finie par :
ΣB =
1
NB
NB∑
n=1
(xn − µB) (xn − µB)T , (3.6)
ce qui s’e´crit : ΣB = RN ΛN RNT . La matrice ΛN est diagonale et contient les N valeurs
propres de ΣB, range´es par ordre de´croissant, qui s’interpre`tent comme des variances. Les N
vecteurs propres orthogonaux associe´s, range´s en colonne dans RN , repre´sentent donc les axes des
principales variations observables sur l’e´chantillon d’apprentissage. En ge´ne´ral, les variations sont
ne´gligeables a` partir d’un certain rang D  N . Une troncature de la repre´sentation, de´finissant
le sous-espace propre de repre´sentation est alors effectue´e en ne conservant que les D premiers
vecteurs propres Rj , range´s en colonne dans une matrice N ×D, que nous noterons R. Le taux
de variance explique´e, de´fini comme le rapport de la somme des D premie`res valeurs propres et
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Figure 3.3 – Ligne du haut : quelques-unes des NB = 43 images d’apprentissage en couleurs
conside´re´es dans cette expe´rience. Ligne du bas : de´composition d’une observation selon le mode`le
(3.7). Les coordonne´es sont obtenues par projection orthogonale (hypothe`ses statistiques : bruit
gaussien, a priori uniforme) sur les D = 10 premiers vecteurs propres (taux de variance ex-
plique´e : environ 75%). Les vecteurs propres et le vecteur d’erreur sont normalise´s entre 0 et 255
pour la visualisation. L’erreur quadratique moyenne est de 1, 6.10−4 sur cette expe´rience.
du total des valeurs propres, fournit un crite`re objectif de choix du rang de troncature.
Le mode`le d’observation
Notre mode`le d’observation suppose, comme dans [298] dont il est inspire´, une relation
line´aire entre une image observe´e y et la variable latente f dans l’espace propre D-dimensionnel :
y = µ+
D∑
j=1
fjRj + η = µ+Rf + η (3.7)
ou` η repre´sente le bruit d’observation (voir Fig. 3.3). En notant p = y − µ la variable centre´e,
on retrouve, ici aussi, le mode`le ge´ne´ratif line´aire (2.2). Cette fois-ci, les fonctions de base
mises en œuvre sont d’origine statistique, et non analytique comme dans le cas des marquages.
L’inte´reˆt de ce type de mode`le est que D est relativement faible (typiquement, quelques dizaines
de coefficients, a` comparer aux centaines de milliers de pixels des images traite´es). Les calculs
ne´cessaires a` la de´tection et a` la reconnaissance s’en trouvent donc fortement simplifie´s.
De´tection et reconnaissance dans le cadre baye´sien
Le principe de l’algorithme de de´tection d’objets d’inte´reˆt dans une sce`ne est illustre´ fi-
gure 3.4. En chaque position de l’image, on extrait un vecteur d’observation y dont on e´value
la vraisemblance P(y|B), par rapport au mode`le appris sur la base B. Cette valeur est affecte´e
a` la position de l’extrait. Lorsque toute la sce`ne a e´te´ parcourue, on dispose d’une carte de
vraisemblance. La position des objets d’inte´reˆt e´ventuellement pre´sents dans la sce`ne est alors
obtenue par seuillage.
La vraisemblance de l’observation est, en principe, obtenue par inte´gration de la loi conjointe
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Figure 3.4 – Principe de l’algorithme de de´tection (voir texte). Les fortes valeurs de vraisem-
blance apparaissent en sombre. D’apre`s [96].
de y et de f :
P(y|B) =
∫
P(y, f |B)df =
∫
P(y|f,B)P(f |B)df, (3.8)
ou` l’on reconnaˆıt la densite´ de probabilite´ du bruit, P(y|f,B) = P(η|B) et la densite´ a priori
de la variable latente, P(f |B). En l’absence d’expression analytique simple (sauf dans certains
cas particuliers), et pour e´viter les lourdeurs calculatoires lie´es aux me´thodes de simulation
nume´rique, nous avons recours a` une approximation de la distribution P(y|B). Celle-ci, clas-
sique en infe´rence baye´sienne (cf. [112], p. 92), suppose que la vraisemblance est suffisamment
 pointue  pour qu’on puisse l’approcher par la valeur de son mode multiplie´e par la largeur
du pic. L’expression que nous utilisons donc en pratique est :
P(y|B) ∝ P(y|fˆ ,B) P(fˆ |B), (3.9)
ou` fˆ = argmaxf P(y, f |B) est l’estime´e au sens du MAP des parame`tres du mode`le. Cette
approximation conduit, en ge´ne´ral, a` des re´sultats de de´tection tre`s satisfaisants, comme l’ont
montre´ nos expe´riences.
La reconnaissance, quant a` elle, est effectue´e en comparant les coordonne´es dans l’espace
propre estime´es au sens du MAP ou du MV [94], fˆ , a` celles des panneaux d’apprentissage. Le
mode`le le plus proche est choisi comme mode`le reconnu.
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Estimation robuste au sens du MAP
L’estimation de la variable latente f , au sens du MAP, joue un roˆle central pour la de´tection
et la reconnaissance. Le cadre propose´ au paragraphe pre´ce´dent permet, en premier lieu, de
de´crire de manie`re unifie´e plusieurs de´tecteurs propose´s dans la litte´rature. Ainsi, en supposant
le bruit gaussien et un a priori uniforme sur la variable latente, on retrouve l’estimation au sens
du Maximum de Vraisemblance (MV), dont la solution est la projection orthogonale de p sur le
sous-espace propre. La mesure de similarite´ associe´e est appele´e Distance From Feature Space
(DFFS) dans [217]. Dans le cas gaussien–gaussien, l’estime´e s’e´crit fˆ = (ID + σ2Λ−1)−1RT p
(ou` σ est la variance du bruit et p = y − µ, la variable centre´e) et l’on retrouve la distance
quadratique propose´e inde´pendamment dans [298] et [217]. D’autre part, nous avons montre´ [96]
que l’association d’un mode`le robuste de distribution du bruit et d’un mode`le a priori bien
adapte´ permet d’ame´liorer de manie`re significative les performances des syste`mes de de´tection
existants. Nous avons fourni des algorithmes de´terministes permettant de re´aliser la re´gression
dans la plupart des situations.
Conside´rons d’abord le cas d’une hypothe`se robuste pour le bruit et d’un a priori uniforme
(MV robuste). La re´gression robuste des coefficients de f est effectue´e soit par l’algorithme
IRLS de´crit au paragraphe 2.3, soit a` l’aide de son e´quivalent pour la forme additive (2.21) :
l’algorithme des re´sidus modifie´s (ou Residual Steepest Descent, RSD). Celui-ci s’e´crit :
1. Choisir une estime´e initiale f0, et initialiser l’indice de boucle a` k = 1,
2. uk = 1s (Rf
k−1 − p) et bk = {uki (1− ϕ′(uki )/(2uki ))}i=1...N ,
3. Calculer fk = RT (p− sbk)
4. Si ‖fk − fk−1‖ > , incre´menter k, et aller en 2, sinon fRSD = fk.
Cet algorithme est, a` notre connaissance, ge´ne´ralement peu employe´. En effet, son taux de
convergence est plus faible que celui de l’IRLS et il ne´cessite donc un plus grand nombre
d’ite´rations pour converger. Par contre, on peut remarquer que chaque ite´ration est beaucoup
moins couˆteuse, car elle n’implique pas d’inversion de syste`me line´aire. Au total, notre expe´rience
a montre´ que l’algorithme des re´sidus modifie´s est plus rapide pour ce type de proble`me de
re´gression [93].
Dans le cas d’une hypothe`se robuste pour le bruit et d’un a priori gaussien, les algorithmes
conservent la meˆme architecture, mais le calcul de la nouvelle estime´e fk devient, respectivement :
fkIRLS = (R
TBkR+ s2Λ−1)−1RTBkp pour l’IRLS et : fkRSD = (ID + s
2Λ−1)−1RT (p− sbk) pour
l’algorithme des re´sidus modifie´s (le syste`me a` re´soudre est diagonal).
Nous avons e´galement envisage´ le cas d’une hypothe`se robuste sur le bruit et d’un mode`le
statistique non gaussien sur la variable latente. Ce dernier est de´fini ou estime´ a` partir des
coordonne´es des e´chantillons dans l’espace propre. Par exemple, si l’apprentissage porte sur
des rotations de l’objet dans le plan image [96], on dispose d’une expression analytique de
P (f |B) [237]. Dans une approche plus ge´ne´rique, nous avons propose´ de conside´rer une for-
mulation non parame´trique de l’a priori, par feneˆtres de Parzen. Dans le cadre de la the`se de
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(a)
(b) (c)
(d) (e) (f) (g)
Figure 3.5 – Lignes supe´rieures : expe´rience de de´tection. Image synthe´tique analyse´e (a). Cartes
de vraisemblance pour des hypothe`ses de bruit et d’a priori (respectivement) : (b) gaussien-
gaussien et (c) robuste-non gaussien. Les plus fortes vraisemblances apparaissent en clair. Ligne
du bas : expe´rience de reconnaissance. (d) image analyse´e, y. (e) images reconstruite Rfˆ . (f)
carte des donne´es errone´es, b. (g) panneau reconnu. Figure extraite de [63].
R. Dahyot, nous n’avons pas cherche´ a` optimiser le crite`re incorporant cet a priori non pa-
rame´trique, mais teste´ une me´thode fonde´e sur une (seconde) approximation. Celle-ci consiste
a` effectuer la re´gression au sens du MV, c’est-a`-dire sans a priori, puis a` injecter l’estime´e fˆMV
ainsi obtenue dans l’expression du MAP (3.9) pour le calcul des cartes de vraisemblance. Bien
qu’une telle approximation ne soit the´oriquement pas justifie´e en ge´ne´ral, les re´sultats obtenus
ont montre´ l’inte´reˆt de la mode´lisation, comme l’illustre la figure 3.5. Dans cet exemple, la base
d’images d’apprentissage contient 43 signaux de danger, chacun e´tant vu sous 36 angles de ro-
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tation dans le plan. On ne retient que 30 vecteurs propres. La me´thode de re´fe´rence, fonde´e sur
des hypothe`ses gaussiennes [217], est mise en de´faut, tandis qu’une bonne discrimination est
obtenue en associant l’estimation robuste a` une mode´lisation a priori adapte´e aux donne´es.
En reconnaissance, l’utilisation d’un estimateur robuste ame´liore e´galement aussi les perfor-
mances du syste`me [93], comme le montre la figure 3.5. Dans cette expe´rience, le panneau est
en partie occulte´ par une inscription jaune. Le panneau reconnu a` partir de l’estime´e au sens
du MV gaussien est le panneau temporaire a` fond jaune, alors que le panneau reconnu dans le
cas du MV robuste est correct. On note que l’estimation fournit, de plus, une carte des donne´es
errone´es.
3.3 Mode`les non parame´triques dans l’espace propre
Les recherches sur les mode`les d’apparence ont e´te´ poursuivies au LSIIT par Torbjørn
Vik dans le cadre de sa the`se (portant sur des applications me´dicales) sous l’enca-
drement du Pr F. Heitz et de J.P. Armspach, soutenue en septembre 2004. Torbjørn
est actuellement chercheur chez Philips Research Europe a` Hambourg (Allemagne).
Les travaux de´crits ci-dessous, et auxquels j’ai collabore´, ont fait l’objet des publi-
cations [312] (annexe´e a` ce document, partie II–3) et [311].
Dans le cadre de la the`se de T. Vik, nous avons propose´ un algorithme permettant de
re´soudre le proble`me d’estimation de la variable latente au sens du MAP dans le cas d’un terme
d’attache au donne´es robuste et d’un a priori non parame´trique. On s’affranchit ainsi de la
seconde approximation propose´e dans la the`se de R. Dahyot. L’optimisation est re´alise´e graˆce
a` une version modifie´e de l’algorithme Mean Shift, dont nous expliquons d’abord le principe et
donnons une interpre´tation en termes d’algorithme semi-quadratique.
Le Mean Shift : un algorithme semi-quadratique
L’algorithme Mean Shift a e´te´ propose´ par Fukunaga en 1975 [136], remis au gouˆt du jour
vingt ans plus tard par Cheng [67] en classification et enfin, popularise´ par Comaniciu et Meer [80]
au de´but des anne´es 2000 pour des applications de segmentation et de suivi. Il s’agit d’un
algorithme de monte´e de gradient a` pas adaptatif, de´die´ a` des densite´s de probabilite´ de´crites de
manie`re non parame´trique. En particulier, on s’inte´resse au mode`le par feneˆtres de Parzen, de
noyau K a` syme´trie radiale, auquel on associe une fonction appele´e profil, κ, telle que K(u) =
cκ
(‖u‖2), de sorte que la densite´ de probabilite´ estime´e en f a` partir de NB e´chantillons fn
s’e´crit :
pˆK(f) =
c
NBhD
NB∑
n=1
κ
(∥∥∥∥f − fnh
∥∥∥∥2
)
, (3.10)
ou` h est le parame`tre dit de largeur de bande qui re`gle le degre´ de lissage de l’estime´e. Afin de
de´finir un algorithme de monte´e de gradient, on de´rive d’abord pˆ(f). En divisant et multipliant
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l’expression obtenue par
∑NB
n=1 g
(∥∥∥f−fnh ∥∥∥2), ou` g(u) = −κ′(u), on arrive a` :
∇pˆK(f) = 2c
NBhD+2
[
NB∑
n=1
g
(∥∥∥∥f − fnh
∥∥∥∥2
)]
︸ ︷︷ ︸
pˆG(f)
×

∑NB
n=1 fng
(∥∥∥f−fnh ∥∥∥2)∑NB
n=1 g
(∥∥∥f−fnh ∥∥∥2) − f

︸ ︷︷ ︸
ms(f)
, (3.11)
ou` G est le noyau radial de profil g. Le premier facteur est la densite´ de probabilite´ e´value´e au
point f a` l’aide du mode`le non-parame´trique de noyau G. Le second facteur est appele´ mean
shift. En re´-arrangeant cette expression, on voit qu’il s’agit d’une approximation du gradient
normalise´ de la densite´ de probabilite´, a` une constante multiplicative pre`s : ms(f) ∝ ∇pˆK(f)pˆG(f) . Il
est inte´ressant d’utiliser ce gradient normalise´ dans un algorithme de monte´e de gradient car le
pas de monte´e s’adapte automatiquement a` la valeur locale de densite´ de probabilite´. L’ite´ration
de cet algorithme de gradient a` pas adaptatif s’e´crira naturellement :
fk+1 = fk +ms(fk) =
∑NB
n=1 fng
(∥∥∥fk−fnh ∥∥∥2)∑NB
n=1 g
(∥∥∥fk−fnh ∥∥∥2) . (3.12)
Nous pouvons re-formuler cette ite´ration en deux demi-e´tapes, pour mieux faire apparaˆıtre son
caracte`re d’algorithme semi-quadratique (algorithme IRLS) :
bk+1n = g
(∥∥∥∥fk − fnh
∥∥∥∥2
)
∀n = 1 . . . NB, (3.13)
fk+1 =
∑NB
n=1 b
k+1
n f
k
n∑NB
n=1 b
k+1
n
. (3.14)
De fait, le proble`me de maximisation de pˆK(f) de´fini dans (3.10) peut s’e´crire comme le proble`me
de minimisation de J (f) ∝ ∑NBn=1 ϕ(f−fnh ), ou` ϕ(u) = −κ(‖u‖2). Le profil k e´tant suppose´
convexe et de´croissant, ϕ satisfait les conditions d’application de la the´orie semi-quadratique et
le crite`re augmente´ correspondant s’e´crit :
J ∗(f, b) =
NB∑
n=1
{
bn
∥∥∥∥f − fnh
∥∥∥∥2 + Ψ(bn)
}
. (3.15)
Le minimum en b a` x fixe´ est obtenu pour bn = ϕ′(un)/2un = −κ′(‖un‖2) = g(‖un‖2), et
l’on retrouve (3.13). D’autre part, la minimisation en f a` b fixe´ conduit a` (3.14). En proce´dant
par minimisations alterne´es, on aboutit bien a` l’algorithme IRLS (3.13)-(3.14). Comme nous
l’avons fait remarquer au Chap. 2, la preuve de convergence propose´e dans [80] utilise les meˆmes
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proprie´te´s que celles des the´ore`mes semi-quadratiques. Notons que ce paralle`le a e´galement e´te´
fait, plus re´cemment et de manie`re inde´pendante, dans [118].
Mean Shift et estimation du MAP gaussien
L’algorithme Mean Shift a` noyau gaussien peut facilement eˆtre modifie´ pour s’accommoder
d’un facteur gaussien de vraisemblance [312]. Le produit de gaussiennes demeure, en effet, gaus-
sien. Si on note fn les coordonne´es dans l’espace propre de l’e´chantillon xn, Ση la matrice de
covariance (diagonale) du bruit et Σf , celle associe´e aux noyaux de Parzen, la densite´ a posteriori
s’e´crit :
P(f |p) = c
NB
NB∑
n=1
exp
[
−1
2
(
‖p−Rf‖2
Σ−1η
+ ‖f − fn‖2Σ−1f
)]
, (3.16)
ou` c est une constante. Cette expression peut se factoriser [310] sous forme d’une densite´ a` noyau
ponde´re´e :
P(f |p) = c
NB
NB∑
n=1
cn exp
[
−1
2
‖f − µn‖2Σ−1
]
∆=
c
NB
NB∑
n=1
cnΓn(f), (3.17)
ou` Σ = (RTΣ−1η R+ Σ
−1
f )
−1 et µn = Σ(RTΣ−1η p+ Σ
−1
f fn). L’expression des ponde´rations cn est
donne´e dans [312]. E´videmment, l’expression du mean shift est modifie´e en conse´quence :
ms(f) =
∑NB
n=1 cnΓ(f)µn∑NB
n=1 cnΓ(f)
− f. (3.18)
Notons qu’une expression simplifie´e, n’impliquant pas le calcul de µn (et donc plus facile a`
implanter), peut eˆtre de´rive´e de (3.18) [310, p. 177].
Mode´lisation non gaussienne dans l’espace propre et estimation robuste de l’appa-
rence
L’algorithme Mean Shift e´tant semi-quadratique, il paraˆıt inte´ressant de l’utiliser pour op-
timiser le crite`re d’estimation combinant vraisemblance robuste et a priori non parame´trique,
dans un formalisme unifie´. Une alternative consiste a` passer au log dans l’expression de la loi a
posteriori et a` de´velopper chaque terme se´pare´ment en utilisant (2.20), comme cela a e´te´ fait,
re´cemment, dans [172, 272].
Nous avons, pour notre part, choisi de conserver le formalisme du Mean Shift gaussien. Le
principe ge´ne´ral est le suivant : l’extension semi-quadratique (2.20) de la vraisemblance robuste
P(p|f) ∝ exp
[
−12
∑N
i=1 ϕ(ui)
]
, ou` u = 1sΣ
−1/2
η (p − Rf), conduit, en prenant son exponentielle
ne´gative, a` :
P∗(p|f, b) ∝ exp
[
−1
2
‖p−Rf‖21
s2
Σ−1η B
]
, (3.19)
ou` B = diag{bi}i=1...N . Autrement dit, la vraisemblance augmente´e P∗(p|f, b) est gaussienne.
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En lui adjoignant un a priori P(f) non parame´trique a` noyau gaussien, on retrouve a` B fixe´e
un proble`me d’optimisation du MAP gaussien, similaire a` (3.16), mais ou` Σ−1η est remplace´ par
1
s2
Σ−1η B. Or, comme nous l’avons vu au paragraphe pre´ce´dent, celui-ci peut eˆtre re´solu a` l’aide
d’un Mean Shift ponde´re´. Le principe des maximisations alterne´es nous conduit [311, 312, 310]
a` un algorithme de Mean Shift re-ponde´re´ ite´ratif, dont la structure globale est forme´e de deux
boucles semi-quadratiques imbrique´es :
1. Choisir une estime´e initiale f0, et poser B0 = IN ,
2. A partir de fk,0 = fk−1, estimer fk en ite´rant fk,l = fk,l−1 + ms(fk,l−1) jusqu’a` conver-
gence, avec ms de´fini comme en (3.18) ou` Σ−1η est remplace´ par
1
s2
Σ−1η B.
3. Calculer uk = 1sΣ
−1/2
η (p−Rfk−1) et Bk = diag{ϕ′(uki )/(2uki )}i=1...N ,
4. Si ‖fk − fk−1‖ > , incre´menter k, et aller en 2, sinon fRMS = fk.
Cet algorithme permet de ge´rer le mode`le associant terme d’attache aux donne´es robuste et
a priori non parame´trique, sans recourir a` la seconde approximation utilise´e dans la the`se de
R. Dahyot. Les re´sultats expe´rimentaux obtenus sur la base COIL de l’Universite´ de Colombia,
ont permis de confirmer l’inte´reˆt de notre mode`le pour une application de reconnaissance. En
particulier, l’algorithme s’est montre´ plus performant que la me´thode de Murase et Nayar [223].
Ce travail ouvre donc la voie a` l’utilisation de mode`les d’apparence arbitrairement complexes.
3.4 Bilan
Identifier des formes dans des images re´elles a` l’aide de mode`les d’apparence tels que nous les
utilisons est une taˆche difficile de de´tection et de reconnaissance de formes. Cela tient d’abord au
fait qu’il s’agit essentiellement d’un proble`me a` une seule classe. La mode´lisation se concentre sur
la repre´sentation de la classe des objets d’inte´reˆt, tandis que la classe  autres  n’est pas prise
en compte. Dans ce contexte, utiliser des mode`les line´aires pour repre´senter des varie´te´s arbitrai-
rement complexes peut paraˆıtre voue´ a` l’e´chec. Les me´thodes que nous avons propose´es mettent
a` profit un mode`le a priori non parame´trique de la variable latente pour compenser ce point
faible. Comme nous le disions en introduction de [312], il s’agissait en quelque sorte de  proba-
biliser  l’ide´e de Murase et Nayar [223] (par rapport a` laquelle, d’ailleurs, notre me´thode s’ave`re
supe´rieure) : mode´liser de fac¸on pre´cise la varie´te´ de´crite par la variable latente dans l’espace
propre. Une autre difficulte´ tient a` la complexite´ des sce`nes observe´es, entraˆınant des pertur-
bations importantes des observations. L’utilisation de techniques robustes, semi-quadratiques,
permet de s’affranchir de la pre´sence de donne´es errone´es. Sur le plan me´thodologique, il pourrait
eˆtre inte´ressant d’e´tudier l’application des techniques robustes a` l’apprentissage de l’apparence
par des me´thode line´aires locales ; nous y reviendrons au Chap. 6.
Bien que les algorithmes de´veloppe´s soient de nature de´terministe, ces techniques demeurent
relativement couˆteuses en temps de calcul lorsqu’il s’agit de les appliquer en vraie grandeur,
pour de la de´tection dans des se´quences de sce`nes routie`res. En particulier, elles ne´cessitent
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une exploration syste´matique de l’image. Il faut, par ailleurs, conside´rer plusieurs e´chelles de
repre´sentation des objets. Il est donc souhaitable d’associer a` ces me´thodes des algorithmes
rapides de pre´-se´lection des images d’inte´reˆt et des zones a` explorer. Une seconde contribution
de la the`se de R. Dahyot, inspire´e des techniques d’indexation d’images par le contenu a e´te´ la
de´finition d’un algorithme original de pre´-de´tection, exploitant les histogrammes de caracte´risti-
ques locales d’apparence des objets [93]. D’autres informations, comme la couleur, la position, la
syme´trie ou des descripteurs de forme peuvent e´galement eˆtre employe´s lors de cette e´tape (cf.
Chap. 5, §2). Enfin, ces me´thodes ont, pour l’instant, e´te´ valide´es sur des images synthe´tiques [96]
ou acquises en conditions controˆle´es [312]. Pre´alable indispensable a` toute application pratique,
une phase de validation sur images re´elles, dans une application de reconnaissance, est pre´vue a`
court terme.
Chapitre 4
Synthe`se : les contours actifs
Ce chapitre propose une synthe`se bibliographique sur les contours actifs et les principales
proble´matiques associe´es. Celle-ci sera comple´te´e au chapitre suivant par un bref e´tat de l’art
concernant deux points sur lesquels se situe plus particulie`rement ma contribution. Il s’agit de
l’introduction de contraintes de forme de haut niveau dans les contours actifs et de leur mise en
œuvre dans des proble`mes de reconstruction d’images.
1 Introduction
Les contours actifs, ou snakes, sont probablement le mode`le de´formable le plus populaire,
depuis l’article fondateur de Kass, Witkin et Terzopoulos [178]. Destine´es, a` la base, a` la segmen-
tation d’images, ces me´thodes ont plus re´cemment e´te´ adapte´es a` d’autres applications, telles
que la reconstruction d’images notamment.
Le mode`le mathe´matique conside´re´ est une varie´te´ de 1 dimension infe´rieure a` celle de l’es-
pace image conside´re´ : une courbe en imagerie 2D, une surface en 3D. Cet objet repre´sente
les frontie`res (e´ventuellement disjointes) des objets recherche´s 1 et peut eˆtre de´crit de manie`re
explicite, sous forme parame´trique, ou bien implicite, sous forme d’ensembles de niveaux. Ce
type de mode`les de´formables est, a` la base, relativement peu contraint : on impose simplement
a` la courbe une certaine re´gularite´. L’ide´e ge´ne´rale de la me´thode consiste alors a` faire e´voluer
la courbe de fac¸on a` re´aliser la segmentation (ou le partitionnement) de l’image analyse´e.
Pour cela, on peut associer a` la courbe une e´nergie, d’inspiration me´canique [178] ou de´rivant
d’un mode`le probabiliste [294, 327, 148]. On quantifie ainsi l’ade´quation aux donne´es et la
re´gularite´ associe´es a` une instance du contour actif, ce qui transforme le proble`me de segmenta-
tion en un proble`me d’optimisation de crite`re. La mise en œuvre d’une me´thode de type descente
de gradient fournit une e´quation aux de´rive´es partielles re´gissant l’e´volution de la courbe. Notons
que, dans les approches dite ge´ome´triques, l’e´quation d’e´volution peut eˆtre spe´cifie´e directement
1. Notons qu’il existe e´galement des re´seaux ou cubes actifs [40, 41, 295], ou` des nœuds internes a` la courbe
(ou a` la surface) sont introduits.
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et ne se rapporte donc pas force´ment a` la minimisation d’une fonctionnelle.
L’aspect ple´thorique de la litte´rature concernant les contours actifs tient, en partie, au ca-
racte`re ge´ne´rique de leur principe, qui les rend adaptables a` un grand nombre de situations. Cette
simplicite´ de principe conduit cependant a` un certain nombre de difficulte´s pratiques, qui sont
une autre explication au nombre important de variantes propose´es. Nous effectuons ici un tour
d’horizon des principales me´thodes existantes, en nous limitant au cas 2D et en nous efforc¸ant
de de´gager les principales proble´matiques aborde´es au cours des deux dernie`res de´cennies.
2 Les contours actifs classiques
2.1 Le mode`le de base
Dans l’article fondateur de Kass et al. [178], le contour actif Γ est repre´sente´ sous forme de
courbe parame´trique Γ : [a, b] ⊂ R→ R2 et l’e´nergie qui lui est associe´e est forme´e de 3 termes :
E(Γ) = EINT (Γ) + EIMA(Γ, I) + ECON (Γ) (4.1)
Le terme d’e´nergie interne, EINT , somme d’une mesure d’e´lasticite´ et d’une mesure de rigi-
dite´, quantifie la re´gularite´ de la courbe. Le terme EIMA inte`gre le long de la courbe un potentiel
image g(Γ). Celui-ci peut eˆtre fonction de l’intensite´ I, dans le cas du suivi de lignes dans les
images. Le plus souvent, cependant, on cherche a` capturer le contour d’objets d’inte´reˆt et une
fonction de´croissante du gradient de l’image (ou d’une version lisse´e de celle-ci), ∇I, est uti-
lise´e. Le troisie`me terme permettait, a` l’origine, une controˆle interactif par l’utilisateur via le
positionnement de points d’attraction ou de re´pulsion, graˆce a` une interface de´die´e.
Les trois termes incluent des fonctions de ponde´ration, α(q), β(q), λ(q), la plupart du temps
choisies constantes le long de la courbe, de sorte que, si l’on ne´glige le terme ECON :
E(Γ) = α
∫ b
a
|Γ′(q)|2dq + β
∫ b
a
|Γ′′(q)|2dq + λ
∫ b
a
g(|∇I(Γ(q))|)dq (4.2)
Notons qu’une e´nergie de forme similaire peut eˆtre obtenue dans le cadre probabiliste baye´sien,
en conside´rant la courbe comme un champ markovien gaussien [294]. L’e´nergie (4.2) peut eˆtre
discre´tise´e et minimise´e directement, par programmation dynamique [7] ou algorithme glou-
ton (greedy) [319]. Toutefois, ces algorithmes sont de re´solution pixellique et on leur pre´fe`re
ge´ne´ralement une approche variationnelle, plus pre´cise. La discre´tisation aux diffe´rences finies
des e´quations normales associe´es a` la minimisation de (4.2) conduit a` la re´solution d’un syste`me
non inversible [24, 74]. C’est pourquoi on utilise plutoˆt un sche´ma dynamique, de type descente
de gradient, comme pre´conise´ dans [178]. Ceci fournit l’e´quation d’e´volution suivante, dont la
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solution a` convergence est un minimiseur de (4.2) :
∂Γ
∂t
= αΓ′′ − βΓ(4)︸ ︷︷ ︸
FINT (Γ)
−λ∇g(Γ)︸ ︷︷ ︸
FIMA(Γ,I)
, (4.3)
ou` t est un temps (artificiel). On interpre`te classiquement [320] les termes de cette e´quation
comme des forces, dont la premie`re s’oppose a` l’e´tirement et a` la flexion, tandis que la second
attire la courbe vers les bords des objets. En de´finissant la force de frottement FFROT = −∂Γ∂t ,
on peut e´crire (4.3) comme :
0 = FFROT (Γ) + FINT (Γ) + FIMA(Γ, I), (4.4)
ce qui permet un paralle`le avec les mode`les de´formables physiques [296, 240, 211, 198], gouverne´s
par le principe fondamental de la dynamique (seconde loi de Newton) :
m
∂2Γ
∂t2
= FFROT (Γ) + FINT (Γ) + FIMA(Γ, I). (4.5)
Les contours actifs apparaissent donc comme un cas particulier, sans masse donc sans inertie,
de mode`le physique. La formulation me´canique (4.5) permet par ailleurs l’emploi de forces ne
de´rivant pas ne´cessairement d’une e´nergie.
Plusieurs types de discre´tisation spatiale ont e´te´ employe´s pour mettre en œuvre le mode`le
classique sans, par ailleurs, qu’aucune ne se montre supe´rieure aux autres dans le cas ge´ne´ral.
Un sche´ma couramment rencontre´ est celui des diffe´rences finies [178], mais des e´le´ments fi-
nis [240, 77], des polygones [135, 68] ou des splines [210, 39] ou encore des descripteurs de Fou-
rier [277, 194, 113] sont e´galement employe´s. En imagerie tridimensionnelle, une de´composition
sur des bases de fonctions correspondant aux modes propres de de´formation du mode`le peut
eˆtre employe´e [240] pour de´coupler les e´quations d’Euler associe´es a` la minimisation. De plus, et
d’une manie`re ge´ne´rale, la de´composition sur des bases de fonctions offre un moyen de controˆle
supple´mentaire de la re´gularite´ de la solution. Enfin, les coordonne´es dans ces bases fournissent
des caracte´ristiques inte´ressantes pour la reconnaissance des formes [264].
La discre´tisation temporelle est effectue´e au sens des diffe´rences finies, et conduit ge´ne´ralement
a` des sche´mas d’Euler semi-implicites, plus robustes nume´riquement : les termes image sont
conside´re´s au temps t, tandis que les forces internes sont e´value´es au temps t+ 1. Des sche´mas
entie`rement explicites sont, parfois, employe´s dans le contexte 3D [77] pour gagner en temps de
calcul.
2.2 Principales ame´liorations
La me´thode originale, de´crite ci-dessus, souffre d’un certain nombre de de´fauts, tels que
la sensibilite´ au bruit, un sens d’e´volution pre´fe´rentiel en contraction, la sensibilite´ aux condi-
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tions initiales, la sensibilite´ a` la parame´trisation de la courbe ou encore l’impossibilite´ de ge´rer
les changements de topologie. Aussi, dans les anne´es 1990, le mode`le classique a fait l’objet
d’ame´liorations continues, conduisant a` un grand nombre de variantes.
Ainsi, au niveau du mode`le, des termes image plus  attractifs  ont e´te´ de´finis : approches
multi-re´solution [194] ou multi-e´chelle, potentiel g utilisant une carte de distance aux contours
extraits pre´alablement [75], ou encore force image calcule´e par diffusion de la force classique
(Gradient Vector Flow, ou GVF, [321]). Les GVF permettent la segmentation d’un objet a` partir
de son inte´rieur et la gestion des objets concaves. Ils ont e´galement e´te´ adapte´s au formalisme des
contours actifs ge´ome´triques et ge´ode´siques (cf. § 3) [322, 235]. Ils sont tre`s populaires : plus de
1400 citations sur Google Scholar a` ce jour pour [321]. Par ailleurs, la  force ballon  [296, 75]
permet de combattre l’e´lasticite´ naturelle de la courbe pour, par exemple, lui permettre d’e´voluer
en extension. Il s’agit d’une force constante, coline´aire a` la normale au contour actif, dont on
montre qu’elle de´coule de la maximisation 2 de l’aire de la re´gion interne a` celui-ci. Ces variantes
sont illustre´es sur la figure 4.1. Notons que ces ame´liorations ne suffisent pas a` ge´rer toutes les
situations. Ainsi, dans le cas du poisson, un contour actif initialise´ comme sur la figure 4.1-f et
utilisant les GVF ne capture pas la nageoire caudale (exemple non montre´ ici).
Une autre piste de progre`s, vis-a`-vis de la sensibilite´ a` l’initialisation, a concerne´ les strate´gies
d’optimisation. En conservant l’algorithme classique, on peut chercher a`  agrandir  un contour
actif ouvert a` partir de ses extre´mite´s (contours actifs incre´mentiels [24]) ou bien activer pro-
gressivement la force image, des extre´mite´s vers le centre (ziplock snakes [225]). Pour ame´liorer
la convergence des contours actifs ferme´s, un sche´ma de snakes double et capables d’interactions,
l’un initialise´ a` l’inte´rieur de l’objet et le second a` l’exte´rieur, a e´te´ propose´ (dual snakes [153]).
Le sche´ma algorithmique de base a e´galement e´te´ adapte´ pour ge´rer la fusion de courbes entre
elles ainsi que leur scission. On peut citer, par exemple, les Topologically adaptable snakes ou (T-
snakes) de McInerney et Terzopoulos [208], qui utilisent un maillage simplexe de l’espace image
ou, a` la meˆme pe´riode, les travaux de Durikovic et al. [114]. En France, Delingette [103], puis
Precioso [243] ont e´galement propose´ des solutions. Les me´canismes additionnels de´veloppe´s par
ces diffe´rents auteurs pour ge´rer les changements de topologie offrent une souplesse accrue par
rapport a` l’initialisation des courbes. En particulier, la technique des seed-snakes [208], consistant
a` paver l’espace image de contours actifs capables de fusionner entre eux ou de disparaˆıtre s’ils
ne rencontrent aucun objet d’inte´reˆt, est aujourd’hui une strate´gie d’initialisation tre`s re´pandue.
3 Les contours actifs ge´ome´triques et ge´ode´siques
3.1 Equations d’e´volution
Une approche alternative des contours actifs est ne´e au de´but des anne´es 1990, de travaux
de recherche sur la the´orie de l’e´volution de courbes. Il s’agit d’e´tudier l’e´volution dans le temps
2. Ou de la minimisation dans le cas, moins fre´quent, ou` la force est utilise´ en contraction.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.1 – Segmentation par contours actifs traditionnels d’une silhouette de poisson, a` l’aide
des codes disponibles sur iacl.ece.jhu.edu/projects/gvf. Ligne du haut : carte de contours (a),
force image classique, peu attractive (b), force base´e sur la distance (c), GVF (d). Ligne du bas :
initialisation (en vert) et re´sultat final (en rouge), superpose´ sur les contours de l’objet (en gris)
pour l’algorithme traditionnel sans(e) et avec force ballon (f), force distance (g), GVF (h). Seul,
le GVF permet de segmenter correctement les concavite´s a` la base de la nageoire caudale.
d’une courbe ferme´e Γ, selon une e´quation aux de´rive´es partielles du type :
∂Γ(s)
∂t
= F (s)N , (4.6)
ou` N repre´sente la normale unitaire (entrante) a` la courbe. F est une vitesse fonde´es sur des
quantite´s ge´ome´triques, inde´pendantes de la parame´trisation 3. Deux exemples usuels d’EDP
ge´ome´triques sont l’e´volution selon la force ballon, qui correspond a` F (s) = ν, ou` ν est une
constante, et le flot raccourcissant euclidien (ou e´quation ge´ome´trique de la chaleur) F (s) = κ(s),
ou` κ repre´sente la courbure. Notons que ces EDP proviennent respectivement de l’optimisation
de l’aire de la re´gion inte´rieure a` la courbe et de la minimisation de la longueur de celle-ci [181,
271]. Ainsi, toute courbe simple (sans auto-intersection) e´voluant selon sa courbure se comporte
comme un e´lastique : elle converge vers une courbe circulaire infinite´simale. Ces deux EDP
fournissent donc naturellement le  moteur  d’un contour actif. Il suffit de stopper l’e´volution
de la courbe lorsqu’elle atteint les bords des objets, ce qui peut se re´aliser en multipliant la
3. Dans ce cas, on montre qu’il est toujours possible de re-parame´trer la courbe pour e´liminer toute composante
tangentielle [116].
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vitesse par une fonction d’arreˆt. Nous retrouvons ici g, fonction de´croissante de la norme du
gradient le long de la courbe :
∂Γ
∂t
= g(|∇I|)(ν + κ)N . (4.7)
Cette e´quation correspond aux contours actifs ge´ome´triques, propose´s inde´pendamment dans [48]
et [203]. La fonction g ne s’annulant jamais comple`tement, on peut ajouter a` cette e´quation un
terme d’arreˆt supple´mentaire, attirant le contour vers le minimum du potentiel g associe´ aux
contours des objets. On obtient ainsi l’EDP des contours actifs ge´ode´siques [49, 182] :
∂Γ
∂t
= g(|∇I|)(ν + κ)N− < ∇g,N >N . (4.8)
Leur de´nomination provient du fait que (4.8) correspond (pour ν = 0) a` la minimisation d’une
longueur ge´ode´sique de la courbe, la me´trique utilise´e de´pendant de l’image via la fonction g :
Lg(Γ) =
∫ 1
0
g(|∇I(Γ(q))|)|Γ′(q)|dq =
∫ L(Γ)
0
g(|∇I(Γ(s))|)ds, (4.9)
ou` L(Γ) est la longueur ge´ome´trique de la courbe et s, l’abscisse curviligne. On montre [49, 11],
que ce flot correspond e´galement a` la minimisation d’un crite`re de type contour actif, sans
contrainte de rigidite´ :
Eg(Γ) = α
∫ b
a
|Γ′(q)|2dq + λ
∫ b
a
g(|∇I(Γ(q))|)2dq. (4.10)
De fait, une comparaison des e´quations d’e´volution renforce cette impression de proximite´ entre
les deux approches, comme remarque´ dans [57] et [320, 322]. En posant β = 0 et en se plac¸ant
en parame´trisation intrinse`que (ce qui entraˆıne Γ′′(s) = κ(s)N ) (4.3) s’e´crit :
∂Γ
∂t
= ακN − λ∇g(Γ). (4.11)
On constate, en comparant (4.8) et (4.11), que la diffe´rence tient en la multiplication de la force
interne par la fonction g, ce qui tend a` la relaxer a` proximite´ des contours des objets, en la
projection de la force image sur la normale, ce qui est gage de stabilite´ dans une implantation
parame´trique [57] et en l’introduction de la force ballon, ce qui favorise la convergence.
Les contours actifs ge´ode´siques apparaissent comme une version de contours actifs plus per-
formante, a` la fois par rapport au mode`le classique et au mode`le ge´ome´trique. C’est, certaine-
ment, l’une des explications du succe`s de cette approche. Celui-ci doit cependant beaucoup a`
l’algorithmique associe´e, la technique des Level Sets, qui permet une gestion transparente des
changements de topologie et une inde´pendance vis-a`-vis des proble`mes de parame´trisation.
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3.2 Repre´sentation implicite et algorithme des Level Sets
L’algorithme d’e´volution de courbe par lignes de niveaux est ne´, a` la fin des anne´es 1980,
de travaux de recherche portant sur la simulation nume´rique en me´canique des fluides, et plus
particulie`rement, sur l’e´volution d’interfaces [232].
Le principe se fonde sur une repre´sentation intrinse`que, eule´rienne, de la courbe en e´volution.
Celle-ci est conside´re´e comme la ligne de niveau 0 d’une fonction hoˆte, ψ(x), fonction scalaire
de la variable d’espace x et suffisamment re´gulie`re. Classiquement, on choisit pour ψ la fonction
distance signe´e : la re´gion inte´rieure a` Γ, note´e Ωint correspond, par exemple, a` des niveaux
ne´gatifs tandis que la re´gion exte´rieure, Ωext, rec¸oit des valeurs positives. On note que les quan-
tite´s ge´ome´triques intervenant dans l’e´quation d’e´volution (4.6) peuvent s’exprimer en fonction
de ψ. Ainsi, on montre en de´rivant spatialement la relation ψ(Γ) = 0, que la normale a` la
courbe s’e´crit (dans nos conventions) : N = − ∇ψ|∇ψ| ; en de´rivant une seconde fois, on obtient
κ = div( ∇ψ|∇ψ|). Par ailleurs, en de´rivant la meˆme relation par rapport au temps, on montre
facilement que si la courbe Γ e´volue selon (4.6), alors :
∂ψ
∂t
= F |∇ψ|. (4.12)
L’algorithme d’e´volution de courbe consiste a` construire la fonction ψ(x, t = 0) a` partir de la
courbe initiale Γ(s, t = 0), a` la faire e´voluer selon (4.12) jusqu’a` convergence et a` en extraire
finalement la courbe de niveau 0.
Quelques pre´cautions doivent eˆtre prises lors de la mise en œuvre de l’algorithme. Afin
d’e´viter tout proble`me nume´rique, on utilise des sche´mas de discre´tisation adapte´s pour le cal-
cul des de´rive´es, de´crits par exemple dans [266, Chap. 6]. Il est e´galement ne´cessaire de satis-
faire aux conditions de stabilite´ de Courant-Friedrich-Lewy (CFL) [82], ce qui borne le pas de
discre´tisation temporelle. Par ailleurs, il est fortement souhaitable de conserver la re´gularite´
de la fonction ψ, qui doit ve´rifier |∇ψ| = 1. L’approche usuelle consiste a` la re´-initialiser
pe´riodiquement. Pour cela, on peut extraire la courbe et recalculer la fonction distance a` l’aide,
par exemple, de l’algorithme Fast Marching [265] (voir §3.4), ou bien employer l’EDP de Suss-
man [285] :
ψt = sign(ψ)(1− |∇ψ|), (4.13)
ou encore celle propose´e dans [284]. Enfin, l’e´quation (4.12) n’e´tant en principe valable que pour
la courbe de niveau 0, des me´thodes d’extension la vitesse d’e´volution aux autres courbes de
niveaux ont e´te´ propose´es [2, 239, 151].
L’algorithme des Level Sets offre plusieurs inte´reˆts, qui expliquent son tre`s fort succe`s. Tout
d’abord, la repre´sentation eule´rienne utilise´e permet de s’affranchir des questions lie´es a` la pa-
rame´trisation de la courbe, inhe´rentes aux repre´sentations explicites, lagrangiennes. D’autre
part, la me´thode se ge´ne´ralise facilement au cas 3D. Enfin, et surtout, la topologie de la courbe
de niveau 0 e´volue librement au cours du temps, sans qu’il soit besoin de ge´rer directement
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les scissions ni les fusions. Pour eˆtre complets, notons qu’il existe cependant une variante de
l’algorithme dans laquelle les changements de topologie sont interdits [154].
Au-dela` de l’algorithmique, les ensembles de niveaux sont tre`s utilise´s en tant que repre´senta-
tion de forme. C’est le cas pour les contours actifs re´gion (cf. § 4). En effet, cette repre´sentation
est, par nature, oriente´e re´gion : la fonction caracte´ristique, 1int, de la forme de´finie par Γ se
de´duit directement de la fonction distance signe´e. Dans nos notations, on a 1int = H(−ψ),
ou` H est la fonction de Heaviside. De meˆme, la fonction distance se de´duit facilement de la
fonction caracte´ristique, par exemple, en appliquant l’e´quation de Sussman (4.13) avec ψ(t =
0) = 12 −1int. Notons que la fonction distance signe´e et la fonction caracte´ristique offrent toutes
deux l’avantage de pouvoir repre´senter des formes de topologie arbitraire : formes a` trous, et/ou
forme´es de plusieurs composantes connexes. Par ailleurs, ψ permet de connaˆıtre la distance
au contour en tout point du domaine image, proprie´te´ souvent employe´e pour la de´finition de
contraintes de formes (voir Chap. 5).
3.3 Algorithmes rapides
L’algorithme original d’e´volution par courbes de niveaux est relativement couˆteux, a` la fois
en me´moire et en temps de calcul. En effet, le passage de l’e´quation d’e´volution sur une courbe ou
surface active a` une e´quation d’e´volution sur une fonction hoˆte revient a` e´lever de 1 la dimension
du proble`me. Il en existe cependant une variante plus efficace, qui consiste a` limiter les calculs a`
une bande e´troite (Narrow Band) autour de l’interface en e´volution 4. Naturellement, il demeure
ne´cessaire de re´initialiser pe´riodiquement la fonction hoˆte a` l’inte´rieur de la bande. Au final, le
gain de temps est substantiel, mais la me´thode n’est encore pas applicable en temps re´el.
Algorithme Level Sets rapides
Les recherches portant sur l’ame´lioration de la vitesse des algorithmes par e´volution de
courbes de niveaux ont emprunte´ trois voies relativement disjointes. Il existe d’ailleurs peu de
travaux de synthe`se [163] et de comparaison expe´rimentale [207]. La premie`re famille d’approches
conside`re le proble`me du point de vue des me´thodes nume´riques. Ainsi, l’utilisation des tech-
niques de de´coupage additif d’ope´rateurs (Additive Operator Splitting, ou AOS) de Weickert [315]
pour simplifier l’e´tape d’e´volution d’un contour actif ge´ode´sique [149, 180], ou d’un contour actif
re´gion [176], permet un gain de temps d’au moins un ordre de grandeur. La seconde famille de
me´thodes exploite le concept de bande e´troite, en le poussant parfois a` son extreˆme. L’algo-
rithme faisant re´fe´rence est celui du champ e´pars (Sparse-Field [317]). Il limite l’application de
(4.12) a` une bande de 1 pixel contenant le contour actif et re´initialise la valeur de ψ aux points
voisins, en utilisant des structures de listes chaˆıne´es pour ge´rer efficacement la bande e´troite.
Rapide et capable d’atteindre une re´solution sub-pixellique, il est implante´ dans la librairie ITK
destine´e a` l’imagerie me´dicale [224]. D’autres algorithmes, tels qu’Hermes [233] ou encore la
4. L’ide´e apparaˆıt dans [70] sous la de´nomination de stencils, mais l’article faisant re´fe´rence est plutoˆt [1].
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me´thode de Deng [105], traitent les points par ordre de´croissant de l’intensite´ de la force F qui
s’y applique. Plus re´cemment, Nilsson et Heyden [231], puis Shi et Karl [269, 270], ont propose´
d’appliquer la technique de bande e´troite directement a` (4.6), ce qui permet d’atteindre le temps
re´el sur des images de petite taille [270], mais avec une re´solution pixellique. Enfin, la troisie`me
famille de me´thodes est apparue dans la communaute´ du graphisme par ordinateur, ou` les tech-
niques par courbes de niveaux sont utilise´es pour la mode´lisation de nuages de points [317],
ou encore les applications de morphose (ou morphing en anglais) [32]. Il s’agit soit d’optimiser
la repre´sentation des donne´es [278, 38, 227, 196, 163], soit d’exploiter l’architecture des cartes
graphiques (GPU) [193].
Repre´sentation implicite parame´trique
Une repre´sentation parame´trique des ensembles de niveaux a e´te´ propose´e, dans le contexte
de l’introduction de contraintes de forme (voir Chap. 5) pour les contours actifs re´gion (cf.
§4) [303, 301]. La fonction ψ associe´e au contour actif est de´compose´e sur des bases de fonctions
issues d’un apprentissage par ACP. L’optimisation est alors effectue´e sur les parame`tres de la
combinaison line´aire, ce qui permet un gain substantiel en temps de calcul.
Repre´sentation explicite et algorithmes rapides
Une approche alternative consiste a` mettre en œuvre une repre´sentation explicite, discre`te,
de la courbe Γ pour implanter l’e´quation d’e´volution d’un contour actif selon sa normale. On
peut, par exemple, utiliser une discre´tisation ponctuelle [57], ou encore polygonale [148, 68, 306].
La mode´lisation polygonale est bien adapte´e a` certaines cate´gories d’objets d’inte´reˆt (objets
manufacture´s, notamment) et fournit des algorithmes naturellement tre`s rapides. On doit veiller
a` e´viter la de´ge´ne´rescence du polygone et les auto-intersections. Les changements de topologie ne
sont pas autorise´s. Un me´canisme de se´lection du nombre de points de discre´tisation, alternant
ajout et suppression de sommets, est mis en œuvre. Notons que, dans la variante nomme´e
polygones actifs [306, 305, 281], l’e´quation (4.6) est transforme´e en une e´quation s’appliquant
aux points de la courbe discre´tise´e, de la forme :
∂Γk
∂t
= F˜k,k−1N k,k−1 + F˜k+1,kN k+1,k, (4.14)
ou` N i,j de´signe la normale a` l’areˆte reliant les points Γi et Γj . La force note´e F˜i,j repre´sente
la moyenne, ponde´re´e par la distance au sommet j, de F sur l’areˆte. Le mouvement des points
re´sulte donc de l’ensemble des forces qui s’appliquent aux coˆte´s du polygone, ce qui ame´liore la
robustesse et la pre´cision du mode`le.
Enfin, les approches de type B-snakes ont e´te´ e´tendues aux contours actifs ge´ome´triques
(re´gion) dans [243]. Be´ne´ficiant des techniques de mise a` jour des coefficients de la spline par
filtrage re´cursif [307], la me´thode atteint le temps re´el sur des se´quences CIF (352× 288 pixels).
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Un me´canisme de gestion des transformations de topologie est incorpore´ dans l’algorithme.
3.4 C.A. ge´ode´siques et optimum global - algorithme Fast Marching
L’e´quation d’e´volution des contours actifs correspond a` un algorithme de descente de gradient
et, en ce sens, ne permet qu’une optimisation locale de l’e´nergie. Il en va de meˆme pour le principe
de la programmation dynamique tel qu’il est applique´ dans [7], comme remarque´ dans [78]. Il
existe cependant deux cas particuliers ou` il est possible d’atteindre le minimum global d’un
contour actif a` l’aide de contours actifs ge´ode´siques.
Le premier cas particulier est celui des courbes ouvertes de´finies entre deux points, P0 et P1,
de´signe´s par l’utilisateur. Dans [78], Cohen et Kimmel proposent de minimiser une e´nergie de
type contour actif ge´ode´sique, tre`s proche de (4.9-4.10).
E′g(Γ) = α
∫ L(Γ)
0
|Γ′(s)|2ds+
∫ L(Γ)
0
g(Γ(s))ds =
∫ L(Γ)
0
g˜(Γ(s))ds = L′g(Γ) (4.15)
ou` s repre´sente l’abscisse curviligne, g est le potentiel image habituel 5 et g˜ = α+g. On note que
le passage d’e´nergie a` longueur ge´ode´sique est, ici, direct puisque |Γ′(s)| = 1 en parame´trisation
intrinse`que (par l’abscisse curviligne). L’optimisation de (4.15) est re´alise´e selon la strate´gie
suivante : dans un premier temps, une surface d’action minimale U0(x), fonction scalaire de la
variable d’espace, est calcule´e. Sa valeur au point x est l’e´nergie associe´e au chemin optimal,
au sens de la distance ge´ode´sique L′g, reliant x a` P0. Dans un second temps, lorsque U0(P1)
est de´termine´e, un simple re´tro-parcours par descente de gradient permet d’extraire le chemin
optimal recherche´, voire des chemins multiples.
Le calcul de U0 est efficacement effectue´ a` l’aide de l’algorithme Fast Marching [265], qui se
rapproche de l’algorithme A∗ de Dijkstra [108] utilise´ pour le recherche de plus court chemin
dans les graphes. Ce dernier utilise un principe d’optimalite´ que l’on retrouve en programma-
tion dynamique : le chemin le plus court est propage´ d’un point a` ses voisins, par ajout de la
contribution locale g˜ minimale. Une valeur de U0 peut donc eˆtre affecte´e a` un point de`s lors que
l’un de ses voisins est atteint. Naturellement, le point doit rester vivant (i.e. sa valeur de U0 doit
pouvoir eˆtre revue a` la baisse) jusqu’a` ce qu’il devienne lui-meˆme le minimum des points vivants.
L’utilisation d’une structure de tas ordonne´ pour extraire a` chaque instant le point de valeur U0
minimale parmi les points vivants confe`re a` l’algorithme une complexite´ en O(N logN). On peut
remarquer que l’ensemble des points vivants se comporte comme un front, de valeur U0 a` peu
pre`s constante, et progressant a` partir de P0 a` une vitesse spatiale inversement proportionnelle
au potentiel local g˜. Cette observation est a` la base du Fast Marching, qui conside`re le calcul
de U0 comme le proble`me de propagation d’une ligne de niveau L selon l’e´quation ∂L∂t = 1g˜N , a`
partir d’un cercle infinite´simal centre´ en P0. On montre que cela revient a` re´soudre en chaque
5. Celui-ci e´tant, selon l’application conside´re´e, fonction de l’intensite´ ou de son gradient le long de la courbe,
nous le notons g(Γ) pour simplifier.
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point l’e´quation d’Eikonal :
g˜(x) = |∇U0(x)|. (4.16)
avec U0(P0) = 0. Notons que U0 peut s’interpre´ter comme le temps d’arrive´e t du front L a` une
distance euclidienne donne´e [78], ce qui permet un paralle`le avec l’algorithme des Level Sets. En
effet, U0 jouant le roˆle de fonction hoˆte, (4.12) s’e´crit ∂U0∂t =
1
g˜ |∇U0| = ∂t∂t = 1 et l’on retrouve
l’e´quation d’Eikonal. Le Fast Marching peut donc eˆtre vu comme une formulation stationnaire
du proble`me d’e´volution de courbe [266], re´serve´ au cas ou` la vitesse ne change pas de signe
au cours du temps. A la diffe´rence du A∗, le Fast Marching ne proce`de pas par incre´mentation
locale de U0, mais par re´solution de (4.16). Il est donc un peu plus couˆteux, mais, en contrepartie,
beaucoup plus pre´cis, puisque la me´trique sous-jacente est euclidienne et non de type city-block.
Les algorithmes de de´line´ation d’objets tels que le Live Wire [117] ou les Intelligent Scis-
sors [220, 221] implante´s dans des logiciels de traitement d’image comme Gimp utilisent, de
manie`re interactive, le meˆme genre de me´thode que le A∗. J’ai, pour ma part, re´alise´ la mise en
œuvre dans le logiciel de traitement d’image PICTURE, distribue´ gratuitement par le LCPC 6,
de la me´thode de Cohen et Kimmel [61, 60, 59]. La figure 4.2 montre un exemple d’application
de cet algorithme dans le domaine des Ponts et Chausse´es (suivi de ligne de fissure dans du
be´ton). Dans ce cas, nous effectuons une propagation simultane´e depuis les deux points afin de
gagner en temps de calcul, selon une technique propose´e dans [106, 107]. Plus re´cemment, une
me´thode introduisant la notion de priorite´ dans l’algorithme de propagation a e´te´ propose´e pour
ame´liorer encore son efficacite´ [241].
Le second cas particulier ou` un minimum global est accessible correspond a` celui des courbes
ferme´es. Une extension directe de l’algorithme de´crit ci-dessus est propose´e dans [78]. Malheu-
reusement, la me´thode requiert le choix, parmi un certain nombre de candidats, d’un second
point sur la courbe et la question de l’automatisation de ce choix n’est pas vraiment traite´e
dans [78]. Plus re´cemment, Appleton et al. ont propose´ une autre fac¸on d’e´tendre la me´thode
au calcul du minimum global de l’e´nergie ge´ode´sique 7 d’une courbe ferme´e englobant un point
pre´de´fini [9]. Le principe consiste a` couper le plan image le long d’une demi-droite issue du point
de´signe´. A partir d’un point Pcut de cette demi-droite, des extre´mite´s P1 et P2 sont de´finies
de part et d’autre de la de´coupe et une recherche de chemin minimal peut alors eˆtre effectue´e.
La me´thode peut s’adapter au cas ou` la courbe, concave, traverserait plusieurs fois le plan de
coupe. Tout le proble`me revient alors a` choisir le point Pcut optimal de la manie`re la plus efficace
possible. Des techniques de type Branch and Bound [8] ou recherche dichotomique [99] ont e´te´
propose´es. On notera que la me´thode ne ge`re pas directement les topologies complexes. Ainsi,
pour segmenter des objets a` plusieurs composantes connexes, il est ne´cessaire de positionner un
point par composante.
6. http ://www.lcpc.fr/fr/produits/picture.php
7. Notons que la me´trique g est modifie´e, de fac¸on a` e´viter les courbes de longueur nulle.
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(a) (b)
(c) (d)
Figure 4.2 – Exemple de suivi de ligne de fissure par contour actif ge´ode´sique entre deux
points. (a) Image originale et points de´signe´s par l’utilisateur ; (b) surface d’action minimale U0
propage´e depuis P0 ; (c) surfaces U0 et U1 obtenues par propagation simultane´e depuis P0 et P1
(c). La propagation s’arreˆte lorsque les deux fronts se rencontrent, soit une e´conomie de 74% de
calculs ; (d) re´sultat de l’extraction obtenu par descente de gradient sur l’image (c), a` partir du
point de rencontre des deux fronts. Le contour est e´paissi pour une meilleure visualisation.
4 Les contours actifs re´gion
4.1 Principe ge´ne´ral
Les mode`les de´crits pre´ce´demment ont un point commun. L’information dont de´pend leur
e´volution n’est e´value´e que le long de la courbe Γ. On parle d’approche frontie`re ou contour. La
force image est donc souvent peu attractive. Par ailleurs, cette information de´pend habituelle-
ment du gradient de l’image, dont le calcul nume´rique est sensible au bruit. Un concept alternatif,
celui des contours actifs oriente´s re´gion, est apparu vers le milieu des anne´es 1990 [76, 250, 327],
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se de´veloppant surtout dans les anne´es 2000, a` la suite de [53]. L’ide´e est de formuler le proble`me
de segmentation de l’image comme un proble`me de partitionnement. Dans le cas a` deux re´gions
(ou phases), la re´gion inte´rieure a` la courbe ferme´e Γ correspond a` l’objet recherche´, tandis
que la re´gion exte´rieure repre´sente le fond, comme l’illustre la figure 4.3. Les re´gions, poten-
Ω
Ωext
Ωint Ωint
Γ
Figure 4.3 – Partitionnement du domaine image, Ω en une re´gion de fond, Ωext, et une re´gion
correspondant a` l’objet d’inte´reˆt, Ωint. Le contour actif, Γ, marque la frontie`re entre les deux
re´gions. D’apre`s [126].
tiellement disjointes, sont suppose´es homoge`nes et facilement discernables entre elles en termes
de statistiques. Elles sont de´crites soit par une fonction densite´ de probabilite´, repre´sente´e de
manie`re parame´trique ou non, soit par des moments statistiques (moyenne, variance) ou des pa-
rame`tres de´duits comme l’entropie. Ces caracte´ristiques peuvent eˆtre suppose´es connues, issues
d’une phase d’apprentissage, ou bien e´value´es au fur et a` mesure de l’e´volution de la partition. A
partir de ces descripteurs de re´gions, on de´finit une fonctionnelle, dont la minimisation conduit
a` l’e´quation d’e´volution du contour actif. Notons que la fonctionnelle peut incorporer a` la fois
des termes re´gion et des termes contour [234]. Les contours actifs re´gion prennent en compte
l’information image d’une manie`re plus comple`te que les approches frontie`re, ce qui les rend
moins sensibles a` l’initialisation. Ils n’impliquent pas force´ment de de´rivation de l’image, ce qui
est gage de stabilite´ nume´rique. Enfin, ils offrent la possibilite´ de segmenter des re´gions sans
frontie`re apparente [53] voire, du bruit dans du bruit [185].
4.2 Principaux mode`les re´gion
La litte´rature des contours actifs re´gions est particulie`rement florissante depuis quelques
anne´es. Nous pre´sentons ici quelques-uns des crite`res e´nerge´tiques les plus connus. On pourra se
re´fe´rer, par exemple, a` [86] pour comple´ter ce rapide tour d’horizon.
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Autour de la fonctionnelle de Mumford et Shah
Le proble`me de segmentation par recherche d’une partition optimale a e´te´ formalise´ a` l’origine
par Mumford et Shah [222], qui proposaient de minimiser la fonctionnelle :
EMS(u,Γ) =
∫
Ω
(u− I)2dx + λ
∫
Ω\Γ
|∇u|2dx + νH(Γ). (4.17)
Cette fonctionnelle pre´sente trois termes dont le poids relatif est re´gle´ a` travers les valeurs
des coefficients λ et ν. Le premier terme mesure l’e´cart entre la solution et l’observation. Le
second pe´nalise les solutions inhomoge`nes (en dehors de l’ensemble des discontinuite´s, Γ). Enfin,
le dernier terme, base´ sur une mesure de Hausdorff des contours, mesure la longueur totale
des discontinuite´s. Ce type de fonctionnelle est difficile a` optimiser, d’une part car elle est non
convexe et, d’autre part, car elle me´lange des inconnues de nature diffe´rente. La fonctionnelle
de Mumford et Shah, ainsi que les variantes qu’elle a inspire´es, ont fait l’objet de nombreux
travaux dans des approches variationnelles [219].
Une variante inte´ressante de (4.17) est obtenue lorsqu’on fait tendre λ vers l’infini. Dans
ce cas, u devient ne´cessairement constante par morceau. On parle de la cartoon limit de la
fonctionnelle de Mumford et Shah. La solution doit satisfaire :
ECV (ui,Γ) =
Nreg∑
i=1
∫
Ωi
(ui − I)2dx + ν|Γ|, (4.18)
ou` Ωi note les Nreg re´gions de´limite´es par l’ensemble des courbes, Γ. Cette fonctionnelle corres-
pond aussi au mode`le de la membrane faible (weak membrane) de Blake et Zisserman [28]. Si l’on
fixe Γ, l’optimum est atteint lorsque, pour tout i, ui correspond a` µi, la moyenne empirique de I
dans la re´gion Ωi. Chan et Vese ont utilise´ cette fonctionnelle pour de´finir le premier mode`le de
contour actif n’utilisant pas d’information de frontie`re, d’abord pour Nreg = 2 [53]. L’e´volution
de la courbe permettant de minimiser ECV suit :
∂Γ
∂t
= ((I − µint)2 − (I − µext)2)N + νκN , (4.19)
ou` µint et µext correspondent a` la moyenne de la re´gion inte´rieure a` la courbe et a` la moyenne
du fond, respectivement. Par la suite, le cas multi-phases a e´te´ traite´ dans [309]. Ce mode`le est
probablement le mode`le re´gion le plus connu. La figure 4.4 montre un exemple d’application du
mode`le de Chan et Vese sur une image en niveaux de gris.
A la meˆme pe´riode, une me´thode de minimisation de la fonctionnelle de Mumford et Shah
(4.17) par e´volution de courbes de niveaux a e´te´ propose´e, de manie`re inde´pendante, a` la fois
dans [300, 302] et dans [309]. L’algorithme obtenu optimise EMS de fac¸on alterne´e par rapport a`
la variable d’intensite´ u et par rapport au contour, Γ. Dans le cas a` deux phases, en notant uint
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(a) (b)
(c) (d)
Figure 4.4 – Exemple de segmentation par contour actif oriente´ re´gion. Mode`le de Chan et Vese
avec contrainte d’e´lasticite´. Image originale et initialisation (a), re´sultat apre`s 10 (b), 20 (c) et
31 ite´rations, re´sultat final (d). Image LCPC Nantes. Le contour est e´paissi pour une meilleure
visualisation.
la restriction de u a` la re´gion inte´rieure au contour, Ωint, la premie`re e´tape revient a` re´soudre :
uint − λ∆uint = I sur Ωint, avec ∂uint
∂N = 0 sur Γ, (4.20)
et une e´quation similaire sur la re´gion exte´rieure a` la courbe, pour estimer uext. Dans la seconde
e´tape, la courbe e´volue selon :
∂Γ
∂t
= λ(|∇uint|2 − |∇uext|2)N + ((I − uint)2 − (I − uext)2)N + νκN . (4.21)
Une adaptation au cas multi-phases a e´te´ propose´e dans [300, 302, 309]. L’inconve´nient de
cette approche est que la premie`re e´tape (4.20) est relativement couˆteuse en temps de calcul
et que la seconde e´tape (4.21) ne´cessite l’extension de uint et uext en dehors de leur re´gion
de de´finition. Comme le re´sultat est tre`s de´pendant de l’initialisation, Tsai et al. proposent
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d’initialiser l’algorithme par le re´sultat obtenu a` l’aide du mode`le cartoon limit.
Fonctionnelles d’homoge´ne´ite´ statistique
La fonctionnelle de Mumford et Shah dans sa cartoon limit peut eˆtre vue comme un cas
particulier, Gaussien, de la fonctionnelle propose´e par Zhu et Yuille [327] :
EZY (pi,Γ, Nreg) =
Nreg∑
i=1
(
−
∫
Ωi
log pi(I(x))dx + ν|Γi|+ ρ
)
, (4.22)
ou` pi est la densite´ de probabilite´ (vraisemblance de classe) caracte´risant la re´gion Ωi de´limite´e
par Γi, et ρ est une pe´nalite´ constante lie´ a` l’ajout d’une re´gion. Cette fonctionnelle est e´galement
relie´e au principe de longueur de description minimale (MDL) et a` celui du Maximum A Pos-
teriori (MAP) [327, 42]. Les densite´s de probabilite´s peuvent eˆtre approche´es par des estima-
teurs parame´triques [327, 256, 148] ou non parame´triques [185, 85, 226] (par des feneˆtres de
Parzen [112] ou des histogrammes). Les densite´s, ou leur parame`tres, peuvent eˆtre suppose´es
connues [234] ou bien estime´es alternativement a` l’e´volution de la courbe. Dans le cas, a` deux
classes, ou` les densite´s sont suppose´es appartenir a` la famille exponentielle [148, 68], leurs pa-
rame`tres e´tant estime´s au sens du maximum de vraisemblance, l’e´quation d’e´volution associe´e
s’e´crit [192] :
∂Γ
∂t
= (log(pext(I))− log(pint(I)))N + νκN , (4.23)
On retrouve, dans ce cas particulier, la notion de compe´tition de re´gion propose´e par Ron-
fard [250] et formalise´ dans [327] : l’e´volution de la courbe tend a` englober un point dans la
re´gion dont il est statistiquement le plus proche. Dans le cas ge´ne´ral, des termes additionnels
apparaissent, traduisant la de´pendance de l’estime´e de la densite´ de probabilite´ a` l’e´volution de
la frontie`re (cf. §4.3). Meˆme si l’importance relative de ces termes est parfois ne´gligeable [158],
les omettre peut conduire a` des segmentations errone´es [174].
D’autres e´nergies fonde´es sur l’homoge´ne´ite´ statistique des re´gions ont e´te´ propose´es. Jehan-
Besson [175], par exemple, conside`re des fonctionnelles ge´ne´riques, du type :
E(Ωi) =
∫
Ωi
k(x,Ω)dx, (4.24)
En prenant k(x) = − log(p(I(x))), on retrouve la fonctionnelle (4.22). Le descripteur, k, peut
e´galement eˆtre fonction de la variance ou du de´terminant de la matrice de covariance pour les
images couleurs [175] ou bien de l’entropie 8 du signal [160] (les deux notions e´tant d’ailleurs
relie´es dans le cas Gaussien [174]). On peut choisir comme descripteur une fonction de la dis-
tance entre la densite´ de probabilite´ de la re´gion et une densite´ de probabilite´ de re´fe´rence, ce
8. A partir des crite`res entropiques, on peut baˆtir des e´nergies dont la minimisation s’interpre`te en termes
de maximisation de l’information mutuelle entre la variable image et un champ de labels correspondant a` la
segmentation [183, 185, 160].
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qui fournit un a priori statistique inte´ressant pour des applications de suivi dans des se´quences
d’images [174, 133]. Diverses mesures, telles, que la norme L2, la distance de Hellinger, la diver-
gence de Kullback (ou sa version syme´trise´e, la J-divergence), la distance du χ2 ou encore celle
de Bhattacharyya peuvent eˆtre employe´es.
Crite`res de dissimilarite´
Les approches de´crites pre´ce´demment recherchent une partition en re´gions aussi homoge`nes
que possibles. L’autre approche classique en de´tection et reconnaissance des formes [112] consiste
a` rechercher, notamment dans le cas a` deux classes, des re´gions aussi dissemblables que possible.
C’est, par exemple, ce que proposent Yezzi et al. dans [323], ou` la diffe´rence quadratique des
moyennes (ou des variances) des re´gions est maximise´e. Notons que l’adaptation de ces crite`res
au cas de 3 phases ou plus est fonde´e sur la maximisation du volume du simplexe de´fini par les
moyennes (ou variances) des re´gions dans un espace de dimension Nreg−1. Le crite`re ne s’adapte
donc pas a` la segmentation de 3 re´gions en niveaux de gris, mais cela fonctionne en imagerie
couleur. Au-dela` des deux premiers moments statistiques, la densite´ de probabilite´ des re´gions
peut e´galement eˆtre utilise´e comme descripteur. Dans ce cas, on cherche a` maximiser une distance
(au sens large) entre densite´s de probabilite´s, telle que la distance de Bhattacharyya [212] ou
la J-divergence [162]. Enfin, on peut e´galement maximiser une mesure de dissimilarite´ entre
valeurs de pixels, comme dans [280] pour le cas a` 2 classes, une extension au cas multi-phases
e´tant propose´e dans [25].
Approches re´gions locales
Alors que l’approche initialement propose´e par Ronfard e´tait fonde´e sur l’utilisation de des-
cripteurs locaux [250], les me´thodes de´veloppe´es par la suite se sont le plus souvent appuye´es sur
une hypothe`se d’homoge´ne´ite´ statistique globale a` l’inte´rieur des re´gions. Une tendance actuelle
est a` la remise en question de cette hypothe`se et au retour a` des approches plus locales. La moti-
vation peut eˆtre lie´e a` la qualite´ des images, certaines modalite´s d’imagerie, telles que l’IRM [197]
ou l’angiographie [279] produisant parfois des variations spatiales d’intensite´. Une autre justi-
fication est la prise en compte d’objets eux-meˆmes he´te´roge`nes [191]. La gestion des variations
spatiales d’intensite´ peut eˆtre envisage´e de plusieurs fac¸ons. On peut, par exemple, remplacer
le mode`le d’image constant par morceaux qui sous-tend la fonctionnelle de Chan et Vese, par
un mode`le polynomial par morceaux. L’intensite´ du fond et de l’objet sont alors de´finies comme
des combinaisons line´aires de monoˆmes, dont les coefficients sont estime´s en alternance avec
l’e´volution de la courbe [120]. Dans [226], une me´thode utilisant comme caracte´ristique des his-
togrammes locaux est modifie´e par l’ajout d’un parame`tre de translation des histogrammes sur
l’axe d’intensite´. Re´cemment, des adaptations de la fonctionnelle de Chan et Vese utilisant des
statistiques locales, calcule´es a` l’aide de noyaux gaussiens, ont e´te´ propose´es dans [197] et [42].
En particulier, Brox et Cremers font le lien entre ce type de crite`re e´nerge´tique et la fonctionnelle
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lisse par morceaux de Mumford et Shah (4.17) et proposent une e´nergie incorporant e´galement
la variance. Une approche fonde´e sur une e´nergie de type (4.24) avec des descripteurs locaux est
pre´sente´e dans [47]. Enfin, dans [191], l’e´nergie minimise´e est obtenue par inte´gration le long du
contour de termes d’attache aux donne´es re´gions, restreints a` une feneˆtre circulaire. Les mode`les
de Chan et Vese [53], de se´paration des moyennes [323] ou de maximisation de la distance de
Bhattacharyya sont traduits dans ce formalisme.
Par rapport aux me´thodes globales, les me´thodes locales requie`rent des temps de calcul et des
quantite´s de me´moire plus importants pour e´valuer les descripteurs. Par ailleurs, l’optimisation
est plus complique´e car les fonctionnelles comportent de plus nombreux minima locaux.
4.3 De´rivation de l’e´quation d’e´volution
Approches usuelles
La de´rivation de l’e´quation d’e´volution du contour, associe´e a` la minimisation des crite`res
d’e´nergie des contours actifs base´s re´gion, n’est pas imme´diate. Plus pre´cise´ment, il n’est pas
possible de de´river directement les inte´grales re´gion par rapport a` la variable de domaine Ωi. En
effet, l’ensemble des domaines de R2 ne posse`de pas de structure d’espace vectoriel.
Une premie`re solution consiste a` transformer les inte´grales re´gions en inte´grales contours,
graˆce a` la formule de Green-Riemann. Dans ce cas, la variable a` optimiser est Γ, qui appartient
a` l’espace des courbes ferme´es re´gulie`res (C1) du plan qui, lui, posse`de une structure d’espace
vectoriel. On emploie alors les outils classiques de calcul des variations pour de´river le crite`re.
Finalement, un sche´ma de descente de gradient conduit a` l’e´quation d’e´volution. Cette me´thode
est employe´e, par exemple, dans [327, 234]. Une telle approche ne´cessite une certaine rigueur vis-
a`-vis de la de´pendance par rapport au domaine en e´volution. En effet, le crite`re peut de´pendre
de la variable Ωi de deux fac¸ons : a` travers les bornes d’inte´gration et a` travers l’inte´grande
elle-meˆme. C’est, par exemple, le cas d’un descripteur incluant la moyenne de la re´gion : cette
dernie`re varie, e´videmment, lorsque la re´gion e´volue.
La seconde me´thode possible de de´rivation consiste a` employer la notion de de´rive´e de do-
maine ou de´rive´e eule´rienne. Issue des travaux de Zole´sio [275, 101] et e´galement employe´e dans
le calcul du flot optique [259], elle est e´quivalente a` la premie`re me´thode [10]. Plus directe,
elle e´vite l’e´tape de transformation des inte´grales. De plus, la de´pendance du descripteur par
rapport a` la re´gion y est explicitement prise en compte. Enfin, la variable de temps t est in-
troduite de`s l’origine. En effet, on conside`re que le domaine, plonge´ dans un champ vectoriel
de vitesse V , subit des de´formations au cours du temps. Cela de´finit une suite de fonction-
nelles J(Ωi(t)) =
∫∫
Ωi(t)
k(x, t)dx, e´voluant avec le temps et dont la de´rive´e eule´rienne dans la
direction V est donne´e par :
δE(J(Ωi(t))) =
∫∫
Ωi(t)
∂k
∂t
(x, t)dx−
∫
Γ(t)
k(x, t)〈V ,N 〉ds, (4.25)
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ou` x est la position dans le plan. On pourra se re´fe´rer a` [174] pour une pre´sentation plus de´taille´e
de ces notions. Ce re´sultat, e´galement classique en me´canique des milieux mate´riels [140], exprime
le fait que la variation du crite`re provient a` la fois de la variation de la fonction inte´gre´e (premier
terme) et du flux du descripteur a` travers la frontie`re, duˆ au mouvement du domaine (second
terme). Dans le cas particulier ou` le descripteur ne varie pas lors de l’e´volution de la re´gion
(par exemple, k(x) = 1 ou k(x) = I(x)), le premier terme est nul. Dans le cas ge´ne´ral, on
alterne l’application des re`gles classiques de de´rivation et de (4.25) jusqu’a` faire disparaˆıtre
toute de´pendance re´gion. Dans les deux cas, on obtient finalement un expression du type :
δE(J(Ωi(t))) = −
∫
Γ(t)
F (x, t)〈V ,N 〉ds. (4.26)
On en de´duit que le champ vectoriel optimal est de la forme V = ∂Γ/∂t = FN . Ce me´canisme
a e´te´ propose´, et formalise´ pour un nombre de niveaux de de´pendance re´gion allant jusqu’a` 2,
dans [175].
On notera que l’e´quation d’e´volution obtenue est une EDP ge´ome´trique, de la forme (4.6).
Logiquement, son implantation est donc le plus souvent re´alise´e par l’algorithme des ensembles de
niveaux. A ce propos, comme remarque´ au paragraphe 3.2, les ensembles de niveaux fournissent
non seulement un outil algorithmique performant mais e´galement un syste`me de repre´sentation
des re´gions relie´ a` la notion de fonction caracte´ristique. On peut donc facilement transformer une
inte´grale portant sur un domaine en une inte´grale portant sur la totalite´ du domaine image, Ω.
De meˆme, la contrainte de longueur sur Γ s’e´crit comme l’inte´grale sur Ω de la de´rive´e (au sens
des distributions) de H, la fonction Dirac δ [326]. Tout crite`re re´gion peut ainsi eˆtre traduit en
une fonction de ψ. Par calcul des variations (e´quations d’Euler-Lagrange) et mise en place d’un
sche´ma dynamique de type descente de gradient, on obtient alors l’e´quation d’e´volution pour ψ.
Cette troisie`me fac¸on de proce´der a e´te´ mise en œuvre dans [326, 256] et s’est popularise´e a` la
suite de [53], ou` (4.19) est traduite en :
∂ψ
∂t
= δ(ψ)
{
((I − µint)2 − (I − µext)2) + νdiv
( ∇ψ
|∇ψ|
)}
. (4.27)
Notons qu’en pratique, on utilise des approximations continues des fonctions H et δ, pour e´viter
les instabilite´s nume´riques [326].
Travaux re´cents
La vitesse d’e´volution des contours actifs n’est de´finie que sur la courbe en e´volution. De
plus, suivant son initialisation, le contour actif n’explore qu’une partie du domaine image. Ainsi,
une courbe initialise´e autour d’un objet comprenant un trou capture les frontie`res externes
de l’objet mais ne peut pas segmenter le trou 9. Une illustration de ce proble`me est donne´e
9. Une exception inte´ressante est corollaire a` la mise en œuvre de (4.27) sur l’ensemble du domaine image. La
fonction δ e´tant approche´e par une fonction a` support e´tendu, des changements de signe de ψ peuvent apparaˆıtre
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sur la figure 4.5 (b-c), pour des images de cellules. Pour y reme´dier, on peut conside´rer la
de´rive´e topologique [101], issue de recherches sur l’optimisation de forme. De´finie sur l’ensemble
du domaine image, celle-ci mesure la sensibilite´ de l’e´nergie a` une modification topologique
des domaines e´tudie´s (introduction de trous, notamment). Son utilisation dans des mode`les de
contours actifs a e´te´ propose´e dans [46, 268] en reconstruction. Elle a re´cemment e´te´ employe´e
par He et Osher pour la segmentation par mode`le de Chan et Vese multi-phases [157].
Un second aspect re´cemment sujet a` investigation est celui du lissage des directions de
descente. Les de´rivations de´crites ci-dessus fournissent des EDP locales. En pre´sence de bruit, la
courbe perd son caracte`re lisse, ce qui rend plus impre´cis le calcul des normales locales et donc,
l’e´volution. On peut introduire une contrainte de longueur, mais cela comporte des limites (cf.
Chap. 5). Une alternative consiste a` se placer dans un espace de Sobolev, tel que H1, e´tendant
L2 aux fonctions a` de´rive´e de carre´ inte´grable, et muni d’un produit scalaire de la forme 10 :
< f, g >H1=< f, g >L2 +λ < f ′, g′ >L2 . On montre que le gradient d’une fonctionnelle E dans
cette espace est relie´ au gradient usuel, de´fini en norme L2, par : ∇EL2 = ∇EH1 − λ(∇EH1)′′.
Dans [282, 283], ce principe est applique´ dans l’espace tangent aux courbes. Le flot re´sultant
implique un lissage du contour, favorisant des e´volutions globales, ce qui peut eˆtre be´ne´fique dans
des applications de suivi. Par contre, cela ne´cessite une extraction qui complique l’algorithme
des Level Sets. Une alternative, plus simple, consiste a` utiliser la norme de Sobolev dans le plan
image [244, 246], ce qui se revient a` lisser le champ de vitesse.
4.4 Approches multi-phases, sche´mas alternatifs de minimisation
Une des limitations des contours actifs re´gion provient du fait qu’une courbe ne permet de
se´parer un domaine qu’en deux re´gions (e´ventuellement forme´es de plusieurs composantes non
connexes). La ge´ne´ralisation des me´thodes par e´volution de courbe a` la segmentation en Nreg
re´gions distinctes, ou phases, ne´cessite donc un traitement particulier. Comme nous l’avons
mentionne´ pre´ce´demment, l’adaptation au cas multi-phases des me´thodes base´es sur des me-
sures de dissimilarite´ requiert des ame´nagements [323, 25] qui entraˆınent parfois certaines limi-
tations [323]. En ce qui concerne les crite`res base´s sur des mesures d’homoge´ne´ite´, on recense
principalement trois familles de me´thodes.
L’une d’elles utilise log2(Nreg) courbes (ou ensembles de niveaux), les intersections de leurs
re´gions inte´rieures formant e´galement des re´gions, et l’union de leurs exte´rieurs repre´sentant le
fond. Cette repre´sentation, propose´e dans [309] a e´te´ adopte´e par de nombreux auteurs. Elle
pose cependant un proble`me dans le cas ou` Nreg n’est pas une puissance de deux : des re´gions
se trouvent naturellement vides, alors que leurs statistiques sont cense´es participer a` l’e´volution
des courbes.
C’est pourquoi la seconde approche [326, 256] met en jeu une courbe par re´gion, malgre´ le
loin de la courbe, permettant la capture de trous, cf. [53, Fig. 4].
10. Des de´finitions un peu plus e´labore´es, adapte´es a` l’espace des courbes sont donne´es dans [282].
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surcouˆt que cela repre´sente. Dans ce cas, l’utilisation de fonctionnelles de la forme (4.22) ne
garantit pas l’obtention d’une partition correcte de l’image : on peut obtenir des vides ou des
superpositions de re´gions. Il est alors ne´cessaire d’incorporer dans la fonctionnelle minimise´e
un terme assurant que tout point soit associe´ a` une et une seule re´gion [326, 256]. Une autre
solution [236, 43] consiste a` modifier directement l’e´quation d’e´volution pour introduire un terme
de couplage. Enfin, Mansouri et al. proposent dans [204] une structuration des re´gions qui aboutit
a` une se´rie d’EDP implantant des compe´titions de re´gion en un contre tous. On retrouve dans
les approches par contours actifs la question, classique, du choix de la partition initiale et du
nombre de re´gions, a` laquelle des techniques de partitionnement hie´rarchique [176, 42] ou de
fusion de re´gions [22] sont susceptibles de re´pondre.
La troisie`me famille de me´thodes, lie´e a` la fonctionnelle de Mumford et Shah dans sa cartoon
limit, est apparue plus re´cemment. L’ide´e directrice consiste a` n’employer qu’une fonction hoˆte,
ψ, pour ge´rer l’ensemble des re´gions. Dans [71], Nreg lignes de niveaux de ψ sont utilise´es
pour repre´senter les frontie`res de re´gions. Les lignes de niveaux e´voluent simultane´ment, via
l’e´quation d’e´volution sur ψ. Plutoˆt que de repre´senter les re´gions par leurs frontie`res, on peut
e´galement s’inte´resser a` leur fonction caracte´ristique. Dans ce cas, le proble`me de segmentation
multi-phases se rame`ne a` l’estimation d’une fonction constante par morceaux, dont les niveaux
entiers identifient les re´gions [199]. On pourrait donc voir cela comme un retour en arrie`re, les
fonctionnelles propose´es dans des travaux re´cents [23] e´tant parfois connues de longue date dans
le domaine des champs Markoviens [74]. Cependant, la disponibilite´ de me´thodes d’optimisation
telles que les Graph Cuts [31] donne un inte´reˆt nouveau a` ces me´thodes, notamment en termes
d’efficacite´ [15].
Finalement, une autre me´thode alternative a` l’e´volution de courbes consiste a` de´former un
maillage repre´sentant les frontie`res des re´gions, en alternant des ope´rations de regroupement de
re´gions, de de´placement et de suppression de nœuds [139].
5 Optimisation globale rapide pour les contours actifs
Les me´thodes de type Graph Cuts sont efficaces en temps de calcul mais pre´sentent l’in-
conve´nient d’eˆtre de re´solution pixellique. Re´cemment, des techniques variationnelles, issues de
recherches sur le de´bruitage d’images binaires, ont de´bouche´ sur des me´thodes tout aussi rapides,
plus pre´cises et assurant l’optimalite´ globale pour la segmentation a` deux classes.
Plus pre´cise´ment, Chan et al ont propose´ dans [229] de conside´rer la fonctionnelle suivante :
ECEN (µint, µext, u) =
∫
Ω
|∇u|+ λ
∫
Ω
{(µint − I(x))2 − (µext − I(x))2}u(x)dx, (4.28)
dont la minimisation par descente de gradient aboutit au meˆme e´tat stable que celui de l’e´quation
(4.27), u remplac¸ant ψ. Cette e´nergie a le bon gouˆt d’eˆtre convexe, contrairement a` celle de
Chan et Vese, mais il est ne´cessaire de contraindre u a` appartenir a` l’intervalle [0, 1] pour que
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l’EDP associe´e ait une solution. On montre alors que si (µint, µext, u) minimise ECEN , pour
µint, µext ∈ R et u(x) ∈ [0, 1], alors le triplet (µint, µext,1{x :u(x)≥µ}) est un minimiseur global
de l’e´nergie (4.18). L’aspect remarquable de ce re´sultat est qu’il est vrai quelle que soit la valeur
du seuil µ.
Le point clef de la me´thode est la minimisation de (4.28). Une descente de gradient est
possible mais le terme L1 ne´cessite une re´gularisation et l’utilisation d’un pas de temps faible.
La contrainte u(x) ∈ [0, 1] doit e´galement eˆtre respecte´e. Des me´thodes tre`s rapides, fonde´es
sur des formulations duales de´veloppe´es notamment pour les de´compositions d’image en struc-
ture et texture (voir par exemple [14]), peuvent eˆtre applique´es pour acce´le´rer l’optimisation.
Tout re´cemment [150] la me´thode dite Split-Bregman a permis d’atteindre des temps de calcul
comparables a` ceux des Graph Cuts. Nous avons, a` titre d’exemple, applique´ cette me´thode a`
une image de cellule (figure 4.5). Les temps de calcul sont largement infe´rieurs a` ceux des algo-
rithmes Level Sets, meˆme acce´le´re´s, que nous utilisons habituellement. Par ailleurs, on constate
que les zones blanches a` l’inte´rieur de certaines cellules sont correctement segmente´es, alors que
les algorithmes Level Sets ne les capturent qu’a` proximite´ de la courbe initiale.
(a) (b) (c) (d)
Figure 4.5 – Initialisation pour les algorithmes Level Sets (a) et re´sultats de segmentation par
contour actif oriente´ re´gion (mode`le de Chan et Vese) d’une image 230×230 tire´e de [323] (b,c,d).
Algorithme levels sets [232], implantation C+Matlab (A. Foulonneau) : temps de calcul environ
12 secondes (b). Algorithme Level Sets rapides de Shi et Karl [269], implantation Matlab (G.
Gaullier) : temps de calcul environ 4s (c). Algorithme de Goldstein et al [150], implantation
C+Matlab (disponible sur www.math.ucla.edu/∼xbresson/code.html) : temps de calcul environ
0,04s (d). Moyennes des re´gions : µint = 202, µext = 87 pour (b,c) et µint = 205, µext = 86 (d).
La me´thode de Chan et al. a e´te´ adapte´e dans [35] en utilisant une norme ponde´re´e de ∇u
en lieu et place de la norme L1, reliant ainsi les approches de Chan et Vese et de Mumford
et Shah aux contours actifs ge´ode´siques. Par ailleurs, l’approche est applique´e dans [162] a` un
crite`re re´gion de dissimilarite´ (maximisation de la J-divergence) et dans [226], a` un crite`re re´gion
d’homoge´ne´ite´ base´ sur des histogrammes locaux.
Ces me´thodes cherchent, en fait, a` estimer la fonction caracte´ristique des re´gions, en calculant
une image de´finie sur [0, 1], puis en la seuillant. Dans le meˆme registre d’ide´es, une fonction non
binaire d’appartenance probabiliste a` la re´gion est estime´e dans [87] a` l’aide d’une me´thode
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originale de minimisation globale.
L’extension de ce type de me´thodes au cas multi-phases est un sujet d’actualite´. La version
propose´e re´cemment dans [242] semble s’approcher de l’optimum global.
6 Bilan
Dans ce chapitre, nous avons propose´ un tour d’horizon des principales approches de la
segmentation d’image par contours actifs, de´veloppe´es ces deux dernie`res de´cennies.
Les recherches portant sur l’ame´lioration de l’attractivite´ des potentiels image ont de´bouche´
sur une gamme de termes d’attache aux donne´es plus performants, que ce soit dans une approche
frontie`re ou dans une perspective re´gion. Le de´veloppement de crite`res e´nerge´tiques adapte´s se
poursuit avec l’accroissement du nombre d’applications pratiques des contours actifs.
Les outils the´oriques permettant la de´rivation d’e´quations d’e´volution a` partir des crite`res
re´gions ou frontie`re sont maintenant bien connus. La de´rive´e eule´rienne, notamment, permet
de prendre en compte correctement la de´pendance e´ventuelle des crite`res re´gion vis-a`-vis de la
courbe en e´volution. L’utilisation de normes non euclidiennes permet d’obtenir des directions de
descente plus lisses et la de´rive´e topologique, d’explorer plus comple`tement le domaine image.
Enfin, des outils algorithmiques relativement efficaces en termes de temps de calcul sont
disponibles. Qu’elles soient base´es sur une repre´sentation implicite ou explicite, les techniques
actuelles autorisent les changements de topologie en cours d’e´volution. Plusieurs solutions per-
mettant d’atteindre rapidement l’optimum global de l’e´nergie, dans certaines situations, sont
re´cemment apparues. Il est a` noter que quelques-unes d’entre elles remettent au gouˆt du jour des
techniques de classification ou de restauration d’images de´ja` connues, mais be´ne´ficiant d’avance´es
re´centes en termes d’algorithmique. En particulier, les approches fonde´es sur les graphes et les
approches d’optimisation duale semblent prometteuses.
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Chapitre 5
Contribution a` l’introduction de
contraintes ge´ome´triques de formes
pour les contours actifs
Ce chapitre est centre´ sur mes contributions dans le domaine des mode`les de´formables, qui
concernent principalement l’introduction de contraintes de formes pour les contours actifs. Ini-
tialement motive´es par des applications d’analyse d’images, telles que la de´tection de panneaux
de signalisation, ces recherches ont abouti a` des outils d’inte´reˆt plus ge´ne´ral. En particulier,
elles m’ont permis de lancer re´cemment une nouvelle the´matique dans l’e´quipe, portant sur la
reconstruction d’images par mode`les de´formables.
1 Introduction
Dans un certain nombre d’applications, des informations de haut niveau sur la forme des
objets recherche´s sont disponibles. Le cadre ge´ne´ral des mode`les de´formables permet la prise en
compte de ces a priori, de deux fac¸ons diffe´rentes : au niveau du mode`le lui-meˆme, ou dans la
de´finition du proble`me d’optimisation associe´. La premie`re alternative met en jeu des mode`les
tre`s spe´cifiques, de´die´s a` une cate´gorie particulie`re de formes, pouvant eˆtre repre´sente´e par un
prototype et un mode`le probabiliste des de´formations admissibles, dans la ligne´e de [152]. Elle
s’adapte naturellement a` des objets manufacture´s, tels que des ve´hicules [111] ou des objets mili-
taires [213]. Nous l’avons applique´e a` la de´tection de panneaux de signalisation. La seconde alter-
native consiste a` inte´grer des contraintes de forme dans des mode`les beaucoup plus ge´ne´ralistes
comme les contours actifs [178, 49, 53], ce qui a constitue´ un domaine de recherche relativement
productif au de´but des anne´es 2000. Dans ce cadre, nous avons de´veloppe´ un syste`me original de
repre´sentation des formes permettant la de´finition de contraintes multi-mode`les et invariantes
par transformations ge´ome´triques affines. Le domaine d’application de ces techniques est princi-
palement l’analyse d’images. Toutefois, nous pensons que l’introduction de contraintes de formes
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Figure 5.1 – Exemples de de´tection par ajustement de forme prototype. A gauche : image
originale. A droite : re´sultat de de´tection superpose´ sur la carte de couleur rouge associe´e. Les
contours sont e´paissis pour faciliter la visualisation.
peut e´galement s’ave´rer tre`s utile dans le domaine de la reconstruction d’images. C’est pourquoi
nous explorons cette possibilite´, ce qui, a` notre connaissance, n’a jamais encore e´te´ rapporte´
dans la litte´rature.
2 Me´ta-heuristiques biologiques et mode`les de´formables
Ces travaux ont e´te´ re´alise´s en collaboration avec Guillaume Dutilleux, Inge´nieur
des Travaux Publics de l’Etat (ITPE), chercheur et responsable au LRPC de Stras-
bourg de l’ERA  Acoustique . Ils ont donne´ lieu a` un chapitre d’ouvrage [115] et
a` un logiciel de´monstrateur.
Les mode`les de´formables sont d’usage de´sormais tre`s courant dans le domaine de la seg-
mentation d’images et peuvent fournir des outils inte´ressants dans les applications des Ponts et
Chausse´es, telle que l’analyse de sce`nes routie`res. Nous avons e´tudie´ l’application de techniques
d’ajustement de formes prototypes de´formables (deformable templates) [111, 213] au proble`me
de la de´tection de la signalisation verticale de danger dans des images de la route et de son
environnement proche. Ces mode`les tre`s spe´cifiques sont bien adapte´s a` l’application, puisque
les panneaux sont de forme ge´ome´trique normalise´e. Les contraintes sur les de´formations s’im-
posent facilement dans le cadre baye´sien traditionnel. La fonctionnelle d’e´nergie mise au point
combine des informations re´gion et contour. Comme elle pre´sente de nombreux minima locaux,
une me´thode d’optimisation globale est bien indique´e. Nous avons mis en œuvre trois algorithmes
inspire´s des me´canismes du vivant, ou me´ta-heuristiques biologiques : les strate´gies d’e´volution
(ES) [245], la se´lection clonale (CS) [98] et les essaims de particules (PSO) [73]. Nous avons
re´alise´ une e´valuation syste´matique des trois algorithmes sur des se´quences d’images, en vraie
grandeur.
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Les me´thodes de´veloppe´es ne´cessitent des temps de calculs relativement importants et leur
application a` grande e´chelle demeure encore sujette a` ame´lioration, de ce point de vue. Au cours
de ces travaux, j’ai de´fini un crite`re de couleur permettant la se´lection rapide des pixels rouges
dans une image RGB. Associe´ a` des crite`res de forme, de position et de syme´trie [202, 201, 17], il
offre un moyen de se´lectionner rapidement les images susceptibles de contenir un panneau de dan-
ger ou d’interdiction. L’e´valuation de cette me´thode a abouti a` une communication en confe´rence
internationale [125]. Ces recherches sont de´sormais poursuivies par P. Foucher, Charge´ de Re-
cherche Ponts et Chausse´es, dans mon e´quipe. Elles font l’objet d’une collaboration avec l’e´quipe
du LEPSIS (LCPC Paris) dans le cadre du projet ANR iTOWNS, auquel nous participons.
3 Contraintes multi-re´fe´rences et invariance ge´ome´trique
Ces recherches ont fait l’objet de la the`se d’Alban Foulonneau, dont j’ai assure´
l’encadrement a` 70%. La the`se a e´te´ soutenue le 15 de´cembre 2004. Alban est
actuellement Maˆıtre de Confe´rences a` l’Universite´ de Haute Alsace (UHA) apre`s
avoir continue´ a` collaborer a` nos travaux pendant ses 2 anne´es d’ATER a` l’IUT
de Schiltigheim. Ces travaux ont conduit aux publications [132, 129], [126], ainsi
qu’aux communications internationales [130, 127]. La publication [132] est annexe´e
au pre´sent document, partie II–4.
3.1 Motivations
Au contraire d’autres mode`les de´formables, tels que les deformable templates, les contours
actifs sont naturellement peu contraints, puisqu’il s’agit de courbes auxquelles on impose un
certain degre´ de re´gularite´. L’utilisation de fonctionnelles oriente´es re´gion a permis, depuis la fin
des anne´es 1990, d’ame´liorer sensiblement les performances de ces mode`les en prenant mieux en
compte l’information pre´sente dans les images. Celle-ci n’est cependant pas toujours suffisante
en pratique. Parfois, les objets d’inte´reˆt ne sont pas facilement discernables du fond ; ils peuvent
e´galement se trouver occulte´s par d’autres e´le´ments de la sce`ne. Les contraintes classiques de
re´gularite´ (portant sur la longueur de la courbe, ou l’aire de sa re´gion inte´rieure), base´es sur
des informations souvent locales ne sont pas adapte´es a` certains types de formes, telles que les
polygones ou les formes tre`s allonge´es. Par ailleurs, dans certaines applications, on posse`de une
connaissance, parfois tre`s pre´cise, de la classe d’objet recherche´. La prise en compte de ces infor-
mations de haut niveau dans la de´finition de contraintes de forme constitue donc, logiquement,
un sujet d’inte´reˆt pour de nombreuses e´quipes depuis le de´but des anne´es 2000. Nous propo-
sons de passer brie`vement en revue les approches les plus connues et les principaux aspects du
proble`me, avant de de´crire la me´thode que nous avons de´veloppe´e. Plus de de´tails sur notre
me´thode peuvent eˆtre trouve´s dans la publication [132], annexe´e a` ce me´moire et dans la the`se
d’Alban Foulonneau [126].
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3.2 Contraintes de forme : e´tat de l’art
Contraintes ge´ome´triques ge´ne´riques
Les contraintes de forme propose´es dans la litte´rature sont souvent fonde´es sur une connais-
sance assez spe´cifique des objets recherche´s. Certains objets, pre´sentant des degre´s de variabi-
lite´ tre`s importants ou, au contraire, tre`s simples, peuvent eˆtre favorise´s par des contraintes
ge´ome´triques ge´ne´riques. Par exemple, il est possible d’utiliser la compacite´ (ou son inverse, le
rapport isope´rime´trique [102, 283]). De´fini comme le rapport entre l’aire et le pe´rime`tre de la
forme, il est optimal pour le cercle et donc, bien adapte´e pour contraindre la courbe a` prendre une
forme circulaire. Dans le meˆme registre d’ide´es, les contours actifs d’ordre supe´rieur se preˆtent
bien a` la mode´lisation de classes d’objets line´iques [249] ou circulaires [161], selon le choix des
valeurs de parame`tres dans l’e´nergie a priori de´finie par :
E(Γ) = λL|Γ|+ λA|Ωint| − λI
∫∫
T (p).Ψ(Γ(p),Γ(p′)).T (p′)dpdp′ (5.1)
ou` l’on retrouve la longueur de la courbe, l’aire de sa re´gion inte´rieure et une e´nergie tenant
compte des interactions entre paires de points, a` travers la fonction Ψ. Celle-ci est de´finie de
fac¸on a` favoriser l’alignement des tangentes a` la courbe (T ) pour des points voisins, et a` tenir
a` distance deux points de tangentes oppose´es.
Contraintes de haut niveau et forme de re´fe´rence
Il existe plusieurs fac¸ons d’implanter une contrainte de forme de haut niveau dans les contours
actifs. On peut, par exemple, agir sur l’e´quation d’e´volution en la modifiant pour favoriser
l’apparition de certaines cate´gories de formes [306, 205], ou en y ajoutant une force d’attraction
vers une forme cible [195, 79, 72]. Dans l’esprit des travaux de Cootes et al. [81], il est possible
de limiter l’optimisation d’une e´nergie image a` un sous-espace propre obtenu par Analyse en
Composantes Principales (ACP) [303].
La plupart du temps, cependant, un terme supple´mentaire, d’a priori est incorpore´ dans la
fonctionnelle d’e´nergie associe´e au contour actif [277, 252, 90, 66, 37, 325, 84]. Un parame`tre
de re´gularisation permet alors de re´gler le compromis entre fide´lite´ aux donne´es et a priori de
forme, selon le niveau du bruit d’observation et la confiance que l’on place dans le mode`le. C’est
l’approche que nous avons adopte´e dans nos travaux.
La contrainte de forme est, ge´ne´ralement, fonde´e sur une mesure de similarite´ entre la forme
en e´volution et une forme de re´fe´rence. Celle-ci peut repre´senter une silhouette pre´de´finie, comme
dans [247, 127]. Dans des applications de suivi, il peut s’agir du re´sultat de la segmentation
a` l’image pre´ce´dente [325, 141]. Le plus souvent, la forme de re´fe´rence est issue d’une phase
d’apprentissage [277, 83, 252, 303, 66, 37, 97].
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Figure 5.2 – Exemples de formes de topologies varie´es. A gauche : forme home´omorphe a` un
point ; au centre : forme a` trous ; a` droite : forme a` trois composantes.
Repre´sentation des formes
Si quelques auteurs emploient des repre´sentations parame´triques des courbes (descripteurs
de Fourier [277, 286, 64] ou splines [83]), ou bien encore des repre´sentations ge´ome´triques
diffe´rentielles (fonction orientation ou fonction courbure) [177], la plupart des travaux re´cents
sur les contraintes de forme sont base´s sur des mode`les implicites, inde´pendants du choix de la
parame´trisation.
En particulier, les cartes de distance signe´es (CDS) sont tre`s populaires [195, 252, 303, 66, 37,
84]. Cette repre´sentation est lie´e a` une implantation particulie`re, a` savoir l’algorithme des Level
Sets. Elle est aussi relie´e a` la notion de fonction caracte´ristique, laquelle est utilise´e par exemple
dans [137]. Re´cemment, Cremers et al. ont introduit [87] une fonction codant la probabilite´
d’appartenance a` la forme, version probabiliste de la fonction caracte´ristique. L’inte´reˆt est que
l’espace de repre´sentation des formes ainsi de´fini est convexe, ce qui n’est pas le cas avec les
CDS ou les fonctions caracte´ristiques.
Tre`s re´cemment, Sundaramoorthi et al. ont propose´ une approche base´e sur l’utilisation de
moments de contours [283]. Ces derniers sont plus aptes a` repre´senter des de´tails fins a` l’aide
de peu de coefficients. Par contre, tout comme les descripteurs de Fourier [277, 286, 64], ces
repre´sentations oriente´es contours ne sont pas adapte´es a` la mode´lisation d’objets a` topologie
complexe (objets a` trous ou a` plusieurs composantes connexes, par exemple). Au contraire, les
repre´sentations oriente´es re´gion (CDS, fonction caracte´ristique) sont directement applicables a`
toutes sortes de formes.
Prise en compte de la variabilite´ d’aspect
La question la plus importante quand on utilise une forme de re´fe´rence est celle de la va-
riabilite´ de forme. Il s’agit de permettre des variations par rapport a` la re´fe´rence, de fac¸on a`
prendre en compte les diffe´rences d’aspect rencontre´es en pratique. Dans [247], une approche
ge´ome´trique est propose´e. Dans [325], un ensemble de formes est conside´re´. A chaque e´tape, la
forme la plus proche de celle de´finie par le contour en e´volution est choisie comme re´fe´rence.
Cependant, dans la grande majorite´ des travaux existants, cet aspect est aborde´ selon un point
de vue statistique. La plupart des mode`les sont fonde´s sur l’ACP, [81, 286, 195, 303, 37, 87],
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sous-tendue par un mode`le gaussien. Or, les distributions rencontre´es en pratique sont tre`s ra-
rement gaussiennes. C’est pourquoi le  truc du noyau  est utilise´ dans [83, 97] pour changer
d’espace de repre´sentation. Dans le meˆme registre d’ide´es, une repre´sentation non parame´trique
de la densite´ de probabilite´ a priori des formes par feneˆtres de Parzen est propose´e dans [84] et
e´tendue dans [184] a` diffe´rentes me´triques sur les courbes.
La question de l’alignement
Une seconde question importante lorsqu’on travaille avec une forme de re´fe´rence est celles
de l’alignement de forme. En effet, la forme de re´fe´rence est ge´ne´ralement de´finie dans un repe`re
intrinse`que. La forme que l’on souhaite segmenter n’a quasiment aucune chance de se trouver
dans la meˆme position, orientation et taille dans l’image e´tudie´e. Ces parame`tres, dits parame`tres
de pose, sont en ge´ne´ral pris en compte de manie`re explicite dans la de´finition de la contrainte de
forme [195, 252, 247, 303, 66, 37]. Comme ils sont inconnus, cela augmente d’autant le nombre
de degre´s de liberte´ du proble`me d’optimisation, et conduit ge´ne´ralement a` des syste`mes d’EDP
couple´es. Une fac¸on de contourner le proble`me consiste a` de´finir des descripteurs de forme qui
soient intrinse`quement invariants aux translations, mises a` l’e´chelle et rotations. C’est ce qui a
e´te´ fait dans [286, 90] pour des repre´sentations explicites des courbes et dans [127, 84] pour des
repre´sentations implicites. Nous avons ensuite e´tendu [129] cette ide´e au cas de l’invariance affine
(e´voque´, mais non implante´ dans [84]) en utilisant le concept de normalisation de forme [238].
Cette ide´e a, re´cemment, e´te´ reprise dans les travaux de Vu et Manjunath [314, 313].
Les distances entre formes
La troisie`me question est celle de la de´finition d’une mesure de similarite´ ou de distance entre
formes. Plusieurs solutions ont e´te´ propose´es (cf. tableau 2.1 de la the`se d’A. Foulonneau [126]).
On trouve principalement des distances quadratiques, entre descripteurs de formes (coefficients
de Fourier [277] ou points de controˆles de splines [83], par exemple), entre fonctions distances
signe´es [252, 88] ou entre fonctions caracte´ristiques [65, 247, 54, 84, 314]. Par ailleurs, la carte de
distance signe´e associe´e a` la forme de re´fe´rence (ou une fonction de celle-ci) peut eˆtre inte´gre´e
le long du contour [66, 36, 141], l’inte´grale s’annulant lorsque celui-ci est parfaitement confondu
avec la re´fe´rence, mais ce terme reste local. Elle peut e´galement eˆtre inte´gre´e sur la re´gion
inte´rieure au contour [325, 138], cette inte´grale e´tant aussi ne´gative que possible lorsque forme
en e´volution et forme de re´fe´rence sont identiques.
Il peut eˆtre inte´ressant de ne pas appliquer la contrainte de forme sur tout le domaine
image, Ω, soit pour laisser apparaˆıtre des de´tails fins aux abords de l’objet [16], soit afin d’e´viter
l’influence d’objets e´ventuellement pre´sents sur la re´gion de fond. Dans le dernier cas, on introduit
une variable binaire L(x) dans le crite`re de similarite´ utilise´ (diffe´rence quadratique des fonctions
distances). Cette variable, dont l’estimation est effectue´e en alternance avec l’e´volution de la
courbe, permet d’annuler la contribution a` la contrainte de forme des re´gions de l’image ou`
3. CONTRAINTES MULTI-RE´FE´RENCES ET INVARIANCE GE´OME´TRIQUE 75
la courbe en e´volution ressemble peu a` la re´fe´rence, en termes de fonction distance. C’est la
technique de Dynamic Labeling [88], e´galement applique´e dans [54].
Le traitement des occurrences multiples
L’utilisation des contraintes de forme pour la recherche simultane´e de plusieurs objets dans
une meˆme image est une question difficile, qui n’a suscite´ que peu de travaux pour l’ins-
tant. Dans [89], la technique du Dynamic Labeling est e´tendue au cas de Nobj objets (de ca-
racte´ristiques photome´triques identiques, en combinant log2(Nobj) fonctions L. Une approche
voisine est propose´e dans [297], ou` la contrainte de forme multi-mode`le n’est impose´e que dans
les re´gions d’occultation des objets. Un examen des intensite´s moyennes dans les re´gions non
masque´es et dans les zones d’occultation permet de de´terminer les relations de masquage entre
objets (re´solvant le proble`me de de´soccultation). Ce mode`le, initialement limite´ a` la gestion de
plusieurs occurrences, de photome´tries diffe´rentes, d’un meˆme objet est e´tendu dans [314] au
cas d’objets diffe´rents. Cette me´thode semble, toutefois, reque´rir une initialisation particulie`re
(une  graine  par re´gion) et les images analyse´es, synthe´tiques, sont relativement simples.
Contraintes de forme et nouveaux algorithmes d’optimisation
La me´thode propose´e par Vu [314] est implante´e a` l’aide d’un algorithme de Graph Cuts, ce
qui lui assure de bonnes performances en temps de calcul (quelques secondes pour la segmen-
tation d’images de deux cent pixels de coˆte´). D’autres algorithmes de segmentation par Graph
Cuts introduisent e´galement des contraintes de forme [134, 188, 274].
Dans les approches continues d’optimisation globale rapide, par reconstruction de la fonction
caracte´ristique [229], la contrainte de forme peut, moyennant une gestion explicite des parame`tres
d’alignement, eˆtre de´finie comme le produit scalaire de la variable optimise´e, u ∈ [0, 1], avec une
fonction s de la variable d’espace : E =
∫
Ω s(x)u(x)dx. Un raisonnement simple permet de
comprendre que la minimisation de cette e´nergie tendra a` rendre u proche de 0 aux positions
ou` s est positive et proche de 1 pour s(x) < 0. Deux alternatives ont e´te´ propose´es : utiliser
pour s une fonction caracte´ristique signe´e associe´e a` la forme de re´fe´rence [316], ou bien de´finir
s = uˆ−1ref [137], ou` uˆ est une version de u fige´e a` la fin de l’e´tape pre´ce´dente de l’optimisation
et 1ref est la fonction caracte´ristique de la forme de re´fe´rence, Ωref .
3.3 Contraintes de forme : contributions
La me´thode originale que nous avons propose´e [127, 129] combine une repre´sentation pa-
rame´trique compacte des formes avec la the´orie de l’e´volution de courbes pour contraindre
l’e´volution d’un contour actif.
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Figure 5.3 – Reconstruction d’une forme de  stop  a` partir de ses moments de Legendre inva-
riants en e´chelle et translation (a` gauche) et courbes d’erreur de reconstruction correspondantes,
pour diffe´rentes valeurs de β (a` droite). On choisira, ici, β = 0, 5 et N = 42. D’apre`s [126].
Repre´sentation des formes
Notre repre´sentation des formes est fonde´e sur les moments de Legendre de leur fonction
caracte´ristique, rassemble´s dans un vecteur appele´ descripteur : λ = {λp,q, p+ q ≤ N}, ou` N est
l’ordre des moments, de´finis par :
λp,q = Cpq
∫∫
Ωint
Pp(x)Pq(y)dxdy, (5.2)
pour (x, y) ∈ [−1, 1]2. Cpq est une constante de normalisation et Pp(x) et Pq(x) sont des po-
lynoˆmes de Legendre. Cette approche, oriente´e re´gion, partage avec les repre´sentations impli-
cites par ensemble de niveaux [195, 252, 66, 37], la particularite´ inte´ressante de permettre la
mode´lisation d’objets a` topologie non triviale (voir Fig. 5.2). Les approches fonde´es sur les mo-
ments du contour ne permettent pas directement la prise en compte de topologies arbitraires.
De plus, notre mode`le n’est lie´ a` aucune implantation particulie`re, telle que les ensembles de ni-
veaux. Nous avons fait le choix d’une base orthogonale afin d’obtenir une description hie´rarchique
des formes, dont la pre´cision augmente avec l’ordre N . Nous avons choisi la base de Legendre
pour sa simplicite´ mais le principe de´veloppe´ est ge´ne´rique et d’autres bases pourraient eˆtre
conside´re´es. En pratique, pour choisir l’ordre du mode`le, on effectue une e´tude de l’erreur qua-
dratique moyenne entre la fonction caracte´ristique de la forme de re´fe´rence et sa reconstruction,
donne´e par la formule :
∑N
p=0
∑p
q=0 λp−q,qPp−q(x)Pq(y).
Invariance ge´ome´trique intrinse`que
Un inte´reˆt important de notre repre´sentation est que l’information ge´ome´trique porte´e par
les moments peut eˆtre exploite´e pour rendre l’a priori invariant aux transformations affines,
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Figure 5.4 – Reconstruction de formes a` partir de leurs moments de Legendre invariants par
transformation affine. Ligne du haut : images de la lettre F apre`s diffe´rentes transformations
affines. Ligne du bas : reconstructions utilisant les moments affine-invariants jusqu’a` l’ordre 50
(β = 1, 2). Ces reconstructions permettent de visualiser la repre´sentation canonique de la forme.
de manie`re intrinse`que [129]. Cela e´vite le proble`me d’alignement entre forme de re´fe´rence et
contour en e´volution, et permet d’introduire dans le mode`le une certaine variabilite´, de nature
ge´ome´trique. Contrairement a` la plupart des approches, qui traitent de manie`re explicite l’esti-
mation des parame`tres de pose [195, 252, 247, 303, 66, 37], la noˆtre n’impose pas cette phase
d’estimation supple´mentaire. L’utilisation d’une repre´sentation canonique fournit une e´quation
d’e´volution unique. On ne trouve que tre`s peu de mode`les intrinse`quement invariants dans la
litte´rature. Certains sont oriente´s contours et ne peuvent donc pas ge´rer des topologies com-
plexes [286, 90, 64]. D’autres le peuvent [84, 127], mais sont limite´s a` l’invariance par translation
et mise a` l’e´chelle. Par ailleurs, tre`s peu de mode`les sont capables de prendre en compte des
transformations allant au-dela` de l’affine. La me´thode propose´e dans [247] ge`re les transforma-
tions projectives, mais dans une formulation explicite des transformations.
D’un point de vue pratique, le me´canisme de de´finition des moments invariants se fonde sur
la relation line´aire qui existe entre moments de Legendre et moments ge´ome´triques :
λp,q = Cpq
p∑
u=0
q∑
v=0
apuaqvMu,v, (5.3)
ou` apu et aqv sont les coefficients de xu et yv dans le de´veloppement en se´rie des polynoˆmes
de Legendre. L’invariance par translation et changement d’e´chelle s’obtient en remplac¸ant dans
(5.3) les moments ge´ome´triques (ou re´guliers) Mu,v par des moments centre´s et normalise´s, ηu,v,
de´finis par :
ηu,v(Ωint) =
∫
Ωint
Huv(x, y)dxdy, avec Huv(x, y) =
(x− x)u(y − y)v
(β|Ωint|)u+v+22
, (5.4)
ou` (x, y) est le centre de gravite´ de la forme Ωint, d’aire |Ωint|. Le parame`tre β est une constante
de normalisation, dont la valeur est de´termine´e par la meˆme e´tude expe´rimentale que pour le
choix de N . De fac¸on analogue, l’invariance aux similarite´s ou aux transformations affines est
obtenue graˆce a` une de´finition approprie´e de ηu,v. En dehors de sa composante en translation, une
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transformation affine peut s’e´crire comme un produit matriciel de type Rγ .S.Rθ, ou` Rγ et Rθ sont
des matrices de rotation d’angle γ et θ, respectivement, et S est une matrice, diagonale, de mise a`
l’e´chelle non isotrope. La normalisation de forme [238] consiste a` inverser cette transformation,
d’une manie`re similaire a` ce qui est fait dans (5.4) pour la translation et le facteur d’e´chelle
global. Les moments affine-invariants sont de´finis par :
ηAu,v =
(
sign
(
η̂A3,0
))u
.
(
sign
(
η̂A0,3
))v
.η̂Au,v, (5.5)
(le fait de fixer le signe des moments d’ordre 3 permet de ge´rer les re´flexions [126]), ou` :
η̂Au,v =
(S1,1.S2,2)
u+v
4
(β|Ωin|)(u+v+2)/2
∫∫
Ωin
(
((x− x) cos θ + (y − y) sin θ)√
S1,1
cos γ +
((y − y) cos θ − (x− x) sin θ)√
S2,2
sin γ
)u
×
(
((y − y) cos θ − (x− x) sin θ)√
S2,2
cos γ − ((x− x) cos θ + (y − y) sin θ)√
S1,1
sin γ
)v
dxdy.
(5.6)
Ainsi, toutes les versions d’une meˆme forme de´finies a` une transformation affine pre`s seront
de´crites de manie`re identique : c’est ce que nous de´signons par repre´sentation canonique de
la forme. L’inte´reˆt est que les parame`tres ne´cessaires (γ, S1,1, S2,2, θ, x, y, |Ωint|) peuvent eˆtre
calcule´s directement a` partir des moments ge´ome´triques de la forme jusqu’a` l’ordre 3 [92, 238].
Un exemple de reconstruction de formes a` partir de leurs moments est montre´ Fig. 5.4.
Notons qu’un mode`le simplifie´, limite´ aux similarite´s, est obtenu en posant γ = 0 et S1,1 =
S2,2 dans (5.6) :
ηSu,v =
(
sign
(
η̂S3,0
))u
.
(
sign
(
η̂S0,3
))v
.η̂Su,v, (5.7)
ou` :
η̂Su,v =
∫∫
Ωin
((x− x) cos θ + (y − y) sin θ)u.((y − y) cos θ − (x− x) sin θ)v
(β|Ωin|)(u+v+2)/2
dxdy. (5.8)
La prise en compte de transformations ge´ome´triques complique, certes, l’expression des mo-
ments ηu,v, mais le principe de la me´thode demeure identique quel que soit le niveau d’invariance
conside´re´. Enfin, on notera que les parame`tres d’alignement constituent une sortie de notre al-
gorithme, ce qui peut eˆtre inte´ressant dans certaines applications.
A priori multi-re´fe´rence
La premie`re version de notre mode`le affine invariant [129] e´tait limite´e a` l’utilisation d’une
forme unique de re´fe´rence. Dans le syste`me de repre´sentation par les moments, la contrainte
a priori e´tait alors de´finie comme la distance quadratique, en termes de descripteurs, entre la
forme en e´volution et la forme de re´fe´rence :
Eprior(Ωint) = ‖λ(Ωint)− λref‖2 = − log
[
exp−‖λ(Ωint)− λref‖2
]
. (5.9)
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Figure 5.5 – Evolution de courbe avec changement de topologie. A gauche : courbe initiale
(d’apre`s [258]) ; au centre : e´volution de la courbe ; a` droite : forme de re´fe´rence.
Plus re´cemment, nous avons propose´ dans [130, 132] une extension qui prend en compte, simul-
tane´ment, un ensemble de Nref formes de re´fe´rence. Cela revient, d’un point de vue probabiliste,
a` passer d’un a priori gaussien sur le descripteur de la forme en e´volution a` une loi de me´lange
de gaussiennes :
Emultiprior (Ωint) = − log
Nref∑
k=1
exp−
‖λ(Ωint)− λref(k) ‖2
2σ2
+ cst. (5.10)
ou` λref(k) repre´sente le descripteur associe´ a` la k-ie`me forme de re´fe´rence et la variance σ
2 est choisie
selon un crite`re d’erreur de classification [132]. Dans cette approche, chacune des gaussiennes est
centre´e sur le descripteur d’une des formes de re´fe´rence conside´re´es, dans l’esprit de [84]. Cela
constitue e´videmment une seconde fac¸on de prendre en compte la variabilite´ d’aspect des objets
d’inte´reˆt. Le mode`le multi-gaussien peut, d’ailleurs, se ge´ne´raliser facilement a` une repre´sentation
non parame´trique de la loi a priori des descripteurs, par noyaux de Parzen, comme dans [84, 184].
Naturellement, d’autres types de lois pourraient e´galement eˆtre envisage´s.
Nous avons montre´ [132] qu’il e´tait possible de ge´rer des variations de forme encore plus
importantes, en combinant invariance ge´ome´trique et mode´lisation multi-re´fe´rence. Cela consti-
tuait un re´sultat nouveau dans le domaine. Toutefois, ce type de combinaison conduit a` une
forte complication des paysages e´nerge´tiques et, notamment, a` l’apparition de multiples minima
locaux, ce qui complique e´norme´ment la taˆche d’optimisation. Nous avons propose´ une strate´gie
alternative, applicable dans le cas ou` l’ensemble des de´formations ge´ome´triques admissibles est
limite´ et connu a` l’avance. Il s’agit simplement de prendre en compte les de´formations a` travers
la de´finition de l’ensemble des formes de re´fe´rence. On peut alors se limiter a` un niveau d’in-
variance plus faible, ce qui facilite d’autant l’optimisation. Cette strate´gie s’est montre´e efficace
dans le cas de rotations, par exemple. De plus, cela donne acce`s a` des algorithmes plus rapides
de calcul des moments [124].
Implantation de la contrainte
La de´rivation de l’e´quation d’e´volution du mode`le est effectue´e dans le formalisme de la
de´rivation de forme [10]. L’EDP re´sultante est ge´ome´trique, de la forme Γt = VpriorN . Ainsi, ni le
mode`le, ni l’e´quation d’e´volution ne sont attache´es a` un type d’implantation particulier. Par voie
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de conse´quence, des me´thodes de type spline-snakes [243] aussi bien que la technique classique
par courbes de niveaux [232] peuvent eˆtre envisage´es. Nous utilisons la seconde me´thode. Un
exemple d’e´volution de courbe par minimisation de Eprior, pour une forme de re´fe´rence unique,
est montre´ figure 5.5. Notons que la possibilite´ de changement de topologie de la courbe au
cours de la segmentation permet de diminuer la sensibilite´ de l’algorithme a` l’initialisation,
voire, d’envisager une initialisation automatique. Dans le cadre multi-re´fe´rence, la minimisation
de Emultiprior conduit, dans le cas de l’invariance par translation et mise a` l’e´chelle, a` la vitesse
d’e´volution suivante :
V multiprior =
∑
0≤u+v≤N
Amultiuv (Huv +Guv) (5.11)
avec Huv de´fini dans (5.4) et :
Guv = −u+ v + 22|Ωint| ηu,v −
u(x− x)
β
1
2 |Ωint| 32
ηu−1,v − v(y − y)
β
1
2 |Ωint| 32
ηu,v−1 (5.12)
Cette e´quation est de la meˆme forme dans le cas mono-re´fe´rence. La seule diffe´rence re´side dans
le facteur Amultiuv , qui s’e´crit comme la moyenne ponde´re´e :
Amultiuv =
Nref∑
k=1
A(k)uvw(k)
 /2σ2Nref∑
k=1
w(k) (5.13)
des facteurs individuels, A(k)uv calcule´s, pour chaque forme de re´fe´rence, selon :
A(k)uv = 2
∑
0≤p+q≤N
(λp,q − λref(k)p,q)Cpqapuaqv. (5.14)
ou` les ponde´rations w(k) sont des fonctions exponentiellement de´croissantes de la distance (en
termes de descripteurs) entre la forme en e´volution et le k-ie`me mode`le de re´fe´rence :
w(k) = e
−||λ(Ωint)−λref(k) ||
2
2σ2 . (5.15)
Ainsi, la force induite par la minimisation de Emultiprior est une moyenne ponde´re´e des forces
qui attireraient la forme en e´volution vers chacune des formes de re´fe´rence, conside´re´e indivi-
Figure 5.6 – Formes de re´fe´rence utilise´es avec le mode`le mono-re´fe´rence pour les expe´riences
des figures 5.7 et 5.8.
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(a) (b) (c) (d)
Figure 5.7 – Re´sultats de segmentation sur des donne´es re´elles. Premie`re ligne : courbes initiales
(de diffe´rentes sortes). Seconde ligne : re´sultats sans contrainte de forme. Troisie`me ligne :
re´sultats finaux, avec la contrainte de forme mono-re´fe´rence. Les images (c) et (d) sont des
images de coefficient chromatique rouge r = RR+G+B issues d’images RGB.
duellement. Comme nous l’avons fait remarquer dans [132], utiliser des formes de re´fe´rences
multiples plutoˆt qu’une re´fe´rence unique a peu d’impact sur le couˆt calcul global de la me´thode
puisque la seule modification notable est l’introduction de (5.13). Les applications envisageables
de notre me´thode concernent non seulement la de´tection d’objets dans des sce`nes complexes
mais e´galement leur reconnaissance. En effet, dans le contexte multi-re´fe´rence, la distance entre
la forme segmente´e et chaque forme de re´fe´rence est fournie en sortie de l’algorithme.
Notre contrainte a priori peut, en principe, eˆtre associe´e a` n’importe quel crite`re e´nerge´tique
existant. En segmentation, nous l’avons expe´rimente´e avec la fonctionnelle de Chan et Vese [53].
D’un point de vue pratique, nous utilisons l’aspect hie´rarchique de la repre´sentation par moments
orthogonaux pour rendre l’optimisation plus efficace. L’optimisation est d’abord re´alise´e sans
contrainte de forme (ou, e´ventuellement, avec une contrainte de longueur). L’a priori de forme est
ensuite incorpore´ en augmentant progressivement l’ordre du mode`le utilise´, selon une approche
coarse-to-fine (du plus grossier au plus fin).
Les figures 5.7 et 5.8 montrent des exemples de segmentation a` l’aide du mode`le mono-
re´fe´rence, pour diffe´rentes initialisations et avec deux niveaux diffe´rents d’invariance ge´ome´trique :
e´chelle et translation dans le premier cas, similitudes dans le second cas. L’invariance affine est
conside´re´e dans l’expe´rience de la figure 5.9, ou` le mode`le multi-re´fe´rence est e´galement mis en
œuvre, ce qui, a` notre connaissance, est nouveau dans le domaine. Dans cette expe´rience, la
premie`re image de re´fe´rence correspond a` l’objet recherche´, a` une mise a` l’e´chelle anisotrope
pre`s, ce dont l’algorithme s’accommode parfaitement. Dans l’expe´rience de la figure 5.10, le
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Figure 5.8 – Segmentation d’une image re´elle ayant subi des rotations et des re´flexions (image
originale : d’apre`s [83], avec la permission de D. Cremers). Premie`re ligne : courbes initiales,
seconde ligne : re´sultats de segmentation avec une contrainte de longueur, troisie`me ligne :
re´sultats de segmentation a` l’aide de l’a priori invariant par rapport aux similarite´s (moments
a` l’ordre N = 45, β = 1.5).
mode`le multi-re´fe´rence invariant en e´chelle et translation est utilise´ pour ge´rer des rotations de
l’objet. Notons que le panneau a` segmenter est tourne´ d’environ 27◦, alors que le mode`le le plus
proche dans l’ensemble de re´fe´rence est a` 30◦ dans cette expe´rience. Nous invitons le lecteur a`
consulter l’article [132], cf. partie II–4, ainsi que les rapports techniques [128, 131] pour plus de
re´sultats et de de´tails sur la me´thode.
3.4 Bilan
Les re´sultats expe´rimentaux ont montre´ que la me´thode propose´e permettait d’augmenter
de fac¸on significative la robustesse d’une segmentation par contour actif a` deux phase dans des
sce`nes complexes et en pre´sence d’occultations.
Elle ne permet cependant pas de re´gler tous les proble`mes lie´s a` ce type d’applications. Par
exemple, meˆme si elle s’ave`re relativement souple en termes d’initialisation, notre me´thode ne
permet pas de s’affranchir comple`tement de cette difficulte´ classique, lie´e a` la nature locale de
l’algorithme utilise´. Un autre proble`me habituel est celui du re´glage des parame`tres. Ici, deux
parame`tres sont a` ajuster pour chaque type d’image : le poids du terme de re´gularisation et le
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(a) (b)
(c) (d) (e) (f)
Figure 5.9 – Segmentation d’une image re´elle. (a) Courbe initiale ; (b) ensemble d’images de
re´fe´rence. L’objet recherche´ n’appartient pas exactement a` l’ensemble des images de re´fe´rence ;
(c) re´sultat de segmentation avec une simple contrainte de longueur ; re´sultat de segmentation
obtenu a` l’aide du mode`le multi-re´fe´rence, invariant par transformation affine : (d) moments
jusqu’a` l’ordre 18, (e) jusqu’a` l’ordre 30 et (f) a` l’ordre 40.
(a) (b) (c)
(d) (e) (f) (g)
Figure 5.10 – Premie`re ligne : (a) image RGB originale ; (b) image de coefficient chromatique
rouge associe´e, r = RR+G+B , et courbe initiale ; (c) images de reference. Seconde ligne : (d) re´sultat
de segmentation avec une simple contrainte de longueur ; (e)-(g) raffinement progressif de la
segmentation en utilisant l’a priori de forme multi-re´fe´rence, invariant en e´chelle et translation.
Un ordre croissant de repre´sentation est utilise´ : (e) N = 10, (f) N = 30 et (g) N = 42.
pas temporel de la descente de gradient. Pour le second, on pourrait envisager des techniques de
recherche du pas optimal, mais cela n’a pas e´te´ mis en œuvre pour l’instant. Par ailleurs, notre
syste`me ne permet pas la segmentation simultane´e de plusieurs formes diffe´rentes dans la meˆme
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image. Comme nous l’avons signale´ au paragraphe 3.2, il s’agit d’un proble`me de´licat, encore peu
explore´. Enfin, l’extension de la me´thode au cas 3D ne semble pas poser de difficulte´ the´orique.
Par contre, les temps de calculs deviendraient plus importants et on peut s’attendre a` des
difficulte´s pratiques lie´es a` la complexification des paysages e´nerge´tiques que cela entraˆınerait.
4 Mode`les de´formables contraints en reconstruction d’images
Ces recherches sont actuellement effectue´es dans le cadre de la the`se de Gil Gaul-
lier, que je co-dirige avec F. Heitz (encadrement a` 70%). Ces travaux ont, pour
l’instant, abouti a` deux propositions de communications en congre`s, l’une en cours
d’expertise pour ICIP [142], l’autre accepte´e au GRETSI [143]. Les illustrations de
ce paragraphe sont extraites de ces articles.
4.1 Motivations
La plupart des proble`mes inverses en reconstruction d’images, comme la tomographie, sont
mal pose´s et ne´cessitent une re´gularisation. Les techniques de re´gularisation avec prise en compte
des discontinuite´s (cf. Chap. 2) permettent une ame´lioration substantielle de la qualite´ des images
reconstruites par les me´thodes pixelliques (FRP, ART, EM [104], moindres carre´s), mais peuvent
ne´anmoins eˆtre prises en de´faut lorsque les donne´es disponibles sont e´parses ou tre`s bruite´es ou
lorsque le nombre de projections est faible, comme l’illustre la figure 5.11. C’est pourquoi depuis
quelques anne´es, l’inte´reˆt se porte sur la reconstruction base´e objet, ou` les formes sont mode´lise´es
en tant que telles et estime´es directement a` partir des donne´es de projection. Dans les travaux
les plus re´cents, des mode`les de type contours actifs sont ge´ne´ralement mis en œuvre.
Les contraintes de formes utilise´es jusqu’a` pre´sent dans ce type de mode`les sont limite´es a`
des informations de longueur de courbe. L’ide´e est de mettre a` profit l’expe´rience acquise lors
de la the`se d’A. Foulonneau pour proposer des contraintes de plus haut niveau et de´finir des
algorithmes encore plus robustes. Les applications vise´es concernent a` la fois l’imagerie me´dicale
et le controˆle non destructif en ge´nie civil.
4.2 Mode`les de´formables en reconstruction d’images : e´tat de l’art
Mode´liser explicitement les objets que l’on souhaite reconstruire a` partir de projections
est une approche relativement ancienne. Les premiers travaux se sont surtout concentre´s sur
l’utilisation de repre´sentations explicites, par des formes ge´ome´triques simples telles que des
cercles ou des ellipso¨ıdes [251, 171]), des polygones [69, 214, 20] ou encore des cylindres [34,
33, 121]. L’essor des mode`les de´formables parame´triques en segmentation s’est accompagne´ de
leur application en reconstruction tomographique [155, 218, 18, 19, 216, 276]. Avec l’apparition
de l’algorithme des Level Sets, les approches par e´volution de courbes se sont de´veloppe´es [257,
200, 100, 110, 324, 318, 120, 268, 52]. On trouvera dans [109] une synthe`se des me´thodes par
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(a) (b) (c) (d) (e) (f)
Figure 5.11 – A gauche : donne´es tomographiques simule´es. Image originale binaire (128×128)
(a) et projections bruite´es associe´es : 5 angles, bruit gaussien avec SNRV AR=15 dB (b). A droite :
re´sultats de reconstruction oriente´e pixel a` partir de ces donne´es. Re´tro-projection filtre´e (FRP),
fre´quence de coupure 0,1 (c), re´gularisation de Tikhonov, coefficient de re´gularisation 1600 (d) ;
re´gularisation semi-quadratique [56], ϕ(u) = 2
√
1 + u2 − 2, parame`tre d’e´chelle 5, coefficient de
re´gularisation 1600 (e) et carte de la variable de contours (f).
e´volution de courbe employe´es en tomographie e´lectromagne´tique, et dans la the`se de Feng [119]
un e´tat de l’art concernant leur application a` la tomographie me´dicale.
Nous nous inte´ressons plus particulie`rement aux mode`les re´gion de´veloppe´s dans [119, 120,
268]. Dans cette approche a` deux phases, l’image est suppose´e compose´e d’une re´gion de fond,
Ωext et d’une re´gion d’inte´reˆt, e´ventuellement forme´e de composantes disjointes, Ωint. On se place
dans le cadre de la tomographie classique, ou` le mode`le de projection est obtenu par transforme´e
de Radon de l’image I :
p(θ, u) = R I(θ, u) =
∫
Ω
I(x, y) .1Lθ,u(x, y) dx dy (5.16)
ou` 1Lθ,u = δ(x cos θ + y sin θ − u) est la fonction caracte´ristique du rai de projection Lθ,u. Le
principe ge´ne´ral de la me´thode consiste a` se donner un mode`le d’intensite´, aussi bien pour la
re´gion inte´rieure que pour la re´gion exte´rieure. Le proble`me de reconstruction est alors traduit
en un proble`me d’optimisation, dont les inconnues sont la localisation des frontie`res de la re´gion
d’inte´reˆt Γ = ∂Ωint ainsi que les parame`tres du mode`le d’intensite´. Dans sa version la plus
simple, le mode`le d’intensite´ est conside´re´ constant dans chaque re´gion :
I(x) = fint .1Ωint(x) + fext .1Ωext(x) (5.17)
ou` fint et fext ∈ R sont des constantes et 1Ωi est la fonction caracte´ristique de la re´gion Ωi. La
topologie des objets repre´sente´s n’est donc pas contrainte.
Sous hypothe`se gaussienne pour le bruit, l’e´nergie d’attache aux donne´es s’e´crit :
Ed =
1
2
Nproj∑
i=1
(
pi − fint . Fi − fext . Gi
)2
(5.18)
ou` Fi =
∫
Ωint
1Li et Gi =
∫
Ωext
1Li repre´sentent les projections des fonctions caracte´ristiques
des domaines inte´rieur (resp. exte´rieur) a` la courbe le long du rai i. L’e´quation d’e´volution du
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contour associe´e a` (5.18) se de´duit facilement a` l’aide des outils de de´rivation de forme [10]. Elle
est de la forme habituelle, Γt = Vd .N , le champ de vitesse Vd e´tant de´fini par :
Vd = (fext − fint)
Nproj∑
i=1
(
pi − fint.Fi − fext.Gi
)
1Li . (5.19)
Les parame`tres d’intensite´ du mode`le, fint et fext, sont remis a` jour pe´riodiquement en cours
d’e´volution du contour actif, en re´solvant un syste`me line´aire (voir [119, p. 65]). Dans cette
approche, une contrainte classique de longueur, se traduisant sous forme d’un terme additionnel
de courbure dans l’e´quation d’e´volution, est employe´e pour re´gulariser le contour.
La me´thode de reconstruction que nous venons de pre´senter est le pendant, pour la recons-
truction, du mode`le de Chan et Vese, utilise´ en segmentation d’image a` deux phases. Il est facile
de montrer que le crite`re de Mumford et Shah constant par morceau (i.e. dans sa cartoon limit)
(4.18) s’e´crit e´galement :
ECV (µint, µext,Γ) =
∫
Ω
(I(x)− µint.1Ωint(x)− µext.1Ωext(x))2dx. (5.20)
En transposant ce crite`re dans l’espace de Radon, on obtient facilement
ERCV (µint, µext,Γ) =
∫
R(Ω)
(R(I(x))− µint.R(1Ωint(x))− µext.R(1Ωext(x)))2dx, (5.21)
dont la version discre`te n’est autre, au coefficient 1/2 pre`s, que (5.18). De la meˆme fac¸on, il existe
une extension a` la reconstruction du crite`re de Mumford et Shah lisse par morceau (applique´e
a` la de´convolution dans [300, 302]). L’inconve´nient est la lourdeur de calcul, puisque l’on doit
re´soudre un proble`me de reconstruction pixellique pour mettre a` jour l’image reconstruite apre`s
chaque e´volution de la courbe et que celle-ci ne´cessite une extension des reconstructions en
dehors du domaine conside´re´, comme dans le cas de la segmentation. Entre ces deux mode`les,
on retrouve, en reconstruction, deux fac¸ons d’e´tendre (5.17) pour prendre en compte la variabilite´
de l’intensite´ image : les re´gions peuvent eˆtre de´crites par un mode`le polynomial [119] plutoˆt que
constant ; on peut conside´rer plusieurs phases [119, 268, 52, 244]. Par ailleurs, l’hypothe`se de
bruit gaussien n’e´tant pas re´aliste dans certaines applications, d’autres mode`les de bruit peuvent
s’envisager, dans le meˆme formalisme. Ainsi, des me´thodes similaires ont e´te´ de´finies dans le cas
du bruit de Poisson [268, 52].
4.3 Mode`les de´formables contraints en tomographie : contribution
La premie`re contribution de la the`se consiste a` introduire notre contrainte de forme de haut
niveau dans la reconstruction tomographique par e´volution de courbes. A notre connaissance,
il n’existe pas encore de travaux e´quivalents dans la litte´rature. Pour cela, nous combinons le
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(a) (b) (c) (d) (e) (f) (g)
Figure 5.12 – Re´sultats de reconstruction oriente´e objet obtenus a` partir des donne´es de la
figure 5.11. Image de l’objet initial utilise´ pour l’ensemble des expe´riences pre´sente´es (a), frontie`re
de l’objet initial superpose´e a` la solution ide´ale (b). Au centre : reconstruction oriente´e objet sans
(c) et avec (d) contrainte de longueur. A droite : reconstruction oriente´e objet avec contrainte
de forme, initialise´e a` partir du re´sultat sans contrainte (c). Re´sultats obtenus pour α = 0.9 a`
l’ordre N = 21 (e), et raffine´s a` l’ordre N = 45 (f). Forme de re´fe´rence (g).
terme d’attache aux donne´es (5.18) et le terme d’a priori de forme (5.10) :
Eα = (1− α).Ed + α.Emultiprior , (5.22)
ou` α est un parame`tre re´glant le compromis entre les deux termes. En pratique, l’e´volution
de courbe minimisant (5.22) est re´alise´e a` l’aide de l’algorithme Level Sets. On notera que la
contrainte de longueur n’est pas adapte´e a` ce type de cas difficiles. Une valeur faible de α offre un
re´sultat proche de celui montre´ Fig. 5.12 (c) ; une valeur plus forte fournit un re´sultat plus lisse,
cf. Fig. 5.12 (d), mais le disque n’est pas reconstruit. Nous remplac¸ons alors cette contrainte
basique par notre contrainte de forme de haut niveau, ici avec une re´fe´rence unique. Comme
en segmentation, nous mettons a` profit le caracte`re hie´rarchique de la repre´sentation par les
moments pour faciliter l’optimisation du crite`re. A partir du re´sultat obtenu sans contrainte,
nous introduisons la contrainte de forme, d’abord a` l’ordre 21, puis a` l’ordre 45, comme l’illustre
la figure 5.12 (partie droite).
Afin de montrer l’inte´reˆt de la contrainte de forme dans des situations difficiles, nous faisons
ensuite varier soit le nombre d’angles de projection, soit le niveau de bruit (voir figure 5.13).
Dans chaque cas, la qualite´ de reconstruction non contrainte se de´grade, tandis qu’elle reste a`
peu pre`s constante lorsqu’on utilise la contrainte de forme, moyennant un re´glage de α adapte´
a` la difficulte´ du proble`me.
Dans les expe´riences pre´ce´dentes, l’image de re´fe´rence est similaire a` l’objet recherche´ a` un
facteur d’e´chelle et a` une translation pre`s. Toutefois, le mode`le peut s’accommoder de variations
plus importantes par rapport a` la solution ide´ale, en exploitant son aspect multi-re´fe´rence. Cela
permet (figure 5.14, a` gauche) de prendre en compte des transformations ge´ome´triques plus
importantes, telles qu’une rotation 2D. Cela repre´sente aussi une seconde fac¸on d’introduire
de la variabilite´ par rapport a` l’objet ide´al (figure 5.14, a` droite). Ainsi l’a priori ne ne´cessite
pas une connaissance parfaitement exacte de l’objet : le terme d’attache aux donne´es prend le
relais aux endroits ou` la contrainte n’est pas suffisante, au prix de quelques imperfections sur
les contours.
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(a) (b) (c) (d) (e) (f)
Figure 5.13 – A gauche : reconstructions obtenues pour diffe´rents nombres d’angles de projec-
tion (avec bruit gaussien, SNRV AR=15 dB) ; (a) 6 angles ; (b) 5 angles ; (c) 4 angles. A droite :
reconstructions pour diffe´rents niveaux de bruit (5 angles de projection) : (d) 25 dB ; (e) 20 dB ;
(f) 15 dB. Ligne du haut : sans contrainte de forme, ligne du bas : avec contrainte de forme, 1
forme de re´fe´rence, N = 45.
(a) (b) (c) (d) (e) (f)
Figure 5.14 – A gauche : ligne du haut, 9 des NRef = 46 images de re´fe´rence (obtenues par
rotation de l’image de la figure 5.12(g) entre −45◦ et 45◦, tous les 2◦) utilise´es pour cette
expe´rience. On note que la solution ide´ale n’appartient pas a` l’ensemble de formes de re´fe´rences.
Ligne du bas, reconstruction a` partir des projections bruite´es montre´es Figure 5.11 : (a) sans
a priori de forme ; (b) en introduisant la contrainte de forme multi-re´fe´rence a` l’ordre N = 21
avec α = 0.7, et (c) a` l’ordre N = 45 avec α = 0.5. A droite : ligne du haut, 9 des images
de re´fe´rence utilise´es. Ligne du bas, reconstructions : (d) sans a priori de forme ; (e) avec la
contrainte multi-re´fe´rence a` l’ordre N = 21 avec α = 0.9, et (f) a` l’ordre N = 45, avec α = 0.9.
4.4 Bilan
Dans la premie`re partie de la the`se de Gil Gaullier, nous avons e´tudie´ l’introduction de
contraintes de haut niveau, capturant des informations topologiques et ge´ome´triques pour la
reconstruction tomographique oriente´e objet, dans le cas binaire. Les premiers re´sultats semblent
prometteurs. L’approche propose´e se montre efficace pour re´duire les artefacts de reconstruction
dans des cas difficiles, par exemple pour un nombre de vues tre`s limite´ et des donne´es bruite´es.
Les perspectives de ce travail incluent son extension au cas d’objets multi-phases, ce qui pose
e´galement le proble`me de l’application simultane´e de contraintes multiples. Nous envisageons
pour la fin de la the`se une application a` des donne´es re´elles 3D en tomographie non line´aire (par
temps de vol) du sous-sol et des structures de ge´nie civil.
Chapitre 6
Conclusion et projet de recherche
1 Conclusion
Dans ce document, j’ai pre´sente´ une synthe`se des principales contributions de mes quinze
premie`res anne´es de recherche depuis la the`se. Ces contributions sont lie´es a` l’utilisation de la
forme et de l’apparence en analyse d’images, correspondant a` des besoins applicatifs propres aux
domaines d’activite´ des LPC, meˆme si leur champ d’application est ge´ne´ralement plus vaste. Par
ailleurs, elles s’inscrivent dans la ligne´e de mes travaux de the`se, portant sur la re´gularisation
semi-quadratique, ce qui correspond a` mes orientations me´thodologiques, enrichies par l’e´tude
des me´thodes statistiques, dans le cadre de mes collaborations avec le LSIIT et le LCPC. Elles
ont e´te´ de´veloppe´es selon deux axes the´matiques.
La premie`re famille de contributions a consiste´ a` appliquer, dans un cadre baye´sien, la
the´orie semi-quadratique a` l’estimation robuste, pour l’analyse d’images a` l’aide de mode`les
(analytiques) de forme ou (statistiques) d’apparence. Les principaux apports de ces travaux
ont e´te´ des algorithmes performants en termes de de´tection et reconnaissance, et de´terministes,
donc relativement efficaces en temps de calcul. La seconde famille de contributions est lie´e a`
la mode´lisation explicite, globale, des frontie`res d’objets a` l’aide de contours actifs. On peut
les voir comme un prolongement du concept de processus de ligne, de nature locale, utilise´
pour le marquage des discontinuite´s dans la re´gularisation des proble`mes inverses en traitement
d’images. Les contours actifs e´tant, par nature, faiblement contraints sur le plan ge´ome´trique,
nous avons propose´ une approche originale permettant d’introduire des informations de forme,
de haut niveau, dans le processus de segmentation d’images. La technique propose´e a montre´, elle
aussi, de tre`s bonnes performances vis-a`-vis du bruit, des occultations partielles et de la pre´sence
de fouillis dans les images. Dernie`rement, nous avons commence´ a` de´velopper un nouvel axe de
recherche, portant sur l’application de ce type de me´thodes a` la re´gularisation de proble`mes
inverses en reconstruction d’images pour l’e´tude du sous-sol et le ge´nie civil.
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Ces travaux, ainsi que les synthe`ses bibliographiques propose´es dans ce document ouvrent la
voie a` un certain nombre de perspectives, qui seront expose´es dans la section 3. Naturellement,
mon projet de recherche devra e´galement tenir compte des (re´-)orientations the´matiques de
mon organisme de tutelle (section 2). Enfin, comme tout projet, il devra s’adapter aux re´sultats
the´oriques nouveaux, qui ne manqueront pas d’apparaˆıtre dans les prochaines anne´es.
2 Projet de recherche : orientations applicatives
En ce qui concerne les applications, mon projet de recherche concerne principalement deux
domaines : la connaissance de l’infrastructure et la se´curite´ routie`re, ainsi que le controˆle non
destructif du sous-sol et des ouvrages.
2.1 Connaissance des infrastructures et se´curite´ routie`re
Au cours des dernie`res anne´es, j’ai contribue´ a` de´velopper la the´matique de l’analyse de
sce`nes routie`res au sein du re´seau des LPC. Aujourd’hui, une dizaine de chercheurs travaillent
dans ce domaine dans cinq unite´s du LCPC ou e´quipes associe´es. Les applications englobent
les aides a` la conduite, l’ame´lioration d’images prises dans le brouillard, la recherche de de´fauts
de chausse´e, l’analyse de la signalisation ou encore l’estimation de distances de visibilite´. Les
besoins en termes d’analyse d’images sont de plus en plus varie´s. Une tendance nouvelle se
de´gage avec les progre`s des techniques de localisation spatiale de ve´hicules et l’apparition de
syste`mes te´le´me´triques lasers performants : il s’agit de l’utilisation de mode`les tridimensionnels
de la route et de son environnement proche, acquis par des ve´hicules d’inspection.
Avant de revenir sur les aspect prospectifs, dressons un rapide bilan de l’e´tat actuel de nos
de´veloppements concernant l’analyse de sce`nes routie`res. Le proble`me de la de´tection de chausse´e
a` partir d’informations de couleur est relativement bien re´solu a` l’aide de me´thodes statistiques
et fonde´es sur l’estimation robuste [26]. Une me´thode plus locale de de´tection des bords de
chausse´e a e´te´ propose´e dans [62]. En ce qui concerne la de´tection et le suivi de la signalisation
horizontale, un certain nombre d’algorithmes ont e´te´ de´veloppe´s ces dernie`res anne´es, dont ceux
que nous avons pre´sente´s au Chap. 3, et teste´s avec succe`s dans des applications d’aide a` la
conduite. Nous avons aussi proce´de´ a` des campagnes de tests syste´matiques et mis a` disposition
de la communaute´ scientifique, les bases d’images avec  ve´rite´-terrain  qui nous ont permis
d’e´tudier l’efficacite´ des algorithmes [308]. L’analyse des lignes de marquage et la de´tection
des marquages spe´ciaux feront l’objet d’un post-doctorat, que je co-encadrerai dans l’ERA a`
partir d’octobre 2009, dans le cadre du projet ANR iTOWNS (coordonne´ par l’IGN), auquel
nous contribuons. La de´tection de la signalisation verticale commence e´galement a` eˆtre bien
maˆıtrise´e, a` l’heure ou` plusieurs constructeurs automobiles annoncent des syste`mes embarque´s
permettant l’identification de certains types de panneaux. Nous collaborons avec l’unite´ mixte
LCPC/INRETS LEPSIS, qui accueille un post-doctorant dans le cadre du projet iTOWNS. Nous
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mettons, ici aussi, l’accent sur l’e´valuation syste´matique des algorithmes a` partir de banques de
donne´es d’images re´elles. Les algorithmes de reconnaissance feront tre`s prochainement l’objet
de ce type d’e´valuation au sein de mon e´quipe. Ces de´veloppements ont vocation a` eˆtre inte´gre´s
a` e´che´ance d’un a` deux ans, dans le logiciel d’exploitation des images routie`res IREVE, afin de
faciliter le travail fastidieux des ope´rateurs de saisie.
Cet axe de travail va continuer a` se de´velopper dans les prochaines anne´es. Nous souhaitons
e´largir l’e´ventail des me´thodes disponibles a` d’autres e´le´ments normalise´s tels que les dispositifs
de balisage et de retenue, manufacture´s (poteaux, murs, baˆti), voire naturels. Cela ne´cessitera
la prise en compte de variabilite´s de position, forme et apparence toujours plus importantes.
Au-dela` de l’e´tude du patrimoine routier, l’enjeu est de pouvoir disposer, a` e´che´ance de quelques
anne´es, d’outils permettant d’analyser le champ de vision proche et e´largi du conducteur et de
cate´goriser le type de sce`ne routie`re. Il s’agit d’extraire des informations sur la nature de la
sce`ne, la saillance visuelle de la signalisation ou encore, la visibilite´ disponible. Ces informa-
tions sont primordiales dans le cadre d’e´tudes de se´curite´ routie`re. En particulier, l’OR nouvelle
que je co-anime,  Impact des informations visuelles sur le comportement des usagers en situa-
tion de conduite,  (I2V) a pour objet d’e´tudier les relations entre le contexte visuel routier
et le comportement qu’il induit chez le conducteur. L’objectif ultime est de rendre la route
plus lisible 1, ce qui repre´sente un enjeu important dans une approche durable de la se´curite´
routie`re, comple´mentaire des controˆles automatise´s : l’environnement (aspect, configuration) et
l’e´quipement de la route (signalisation, e´clairage) doivent  guider  l’usager, induisant un
comportement plus suˆr, en limitant la vitesse, et si possible moins consommateur d’e´nergie,
en e´vitant les acce´le´rations. Pour atteindre cet objectif, il est ne´cessaire de bien comprendre
les me´canismes comportementaux et de mettre au point des me´thodologies d’e´valuation et de
diagnostic. Les sciences pour l’inge´nieur (photome´trie, vision, traitement d’images) ont une part
importante a` prendre aux coˆte´s des sciences humaines (perception, psychologie) dans ce type
d’e´tudes.
L’ope´ration I2V se fonde, en partie, sur les re´sultats de l’ope´ration de recherche  Visibi-
lite´ et se´curite´ routie`re , dont j’ai assure´ la co-animation. Outre le de´veloppement des outils
d’analyse d’images de´ja` e´voque´s, cette OR a contribue´ a` l’ame´lioration des outils de simulation
et mis en avant l’utilite´ et la faisabilite´ d’une mode´lisation tridimensionnelle de la route et de
son environnement proche. Les syste`mes te´le´me´triques lasers actuels sont en mesure de four-
nir des nuages de points 3D a` des cadences suffisantes pour eˆtre embarque´s sur des ve´hicules
d’inspection. Nous les avons exploite´s pour estimer par simulation les distances de visibilite´ sur
des itine´raires existants, a` l’aide de techniques classiques en informatique graphique comme le
lancer de rayons ou le z-buffering. D’une manie`re plus ge´ne´rale, leur inte´reˆt est e´vident pour
les e´tudes en simulateur, que ce soit a` des fins d’analyse du comportement ou pour la mise
au point et l’e´valuation d’ame´nagements routiers (signalisation, positionnement d’e´crans anti-
1. L’analyse des accidents montre qu’en France, l’infrastructure se trouve implique´e dans 25% des cas, et
qu’environ 40% des accidents sont lie´s a` un proble`me de perception.
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e´blouissement, ame´nagements de trace´). Enfin, leur domaine d’application est plus vaste que
l’analyse de sce`nes routie`res : leur pre´cision en fait un outil inte´ressant pour le diagnostic d’ou-
vrages d’art et de tunnels. L’expe´rience a, cependant, montre´ que les nuages de points produits
sont souvent bruite´s et contiennent des artefacts dus au croisement de ve´hicules, notamment.
Leur traitement requiert donc l’usage de me´thodes robustes aux donne´es errone´es. Par ailleurs,
ils sont ge´ne´ralement trop denses par rapport aux besoins de l’application et il est ne´cessaire de
les simplifier de manie`re adapte´e. Dans ce contexte, l’exploitation de donne´es images pourrait
s’ave´rer tre`s pre´cieuse. La construction et l’exploitation de ces volumes de donne´es impliquent
de re´soudre des proble`mes non triviaux de mise en correspondance de points, de recalage entre
donne´es image et donne´es 3D et d’estimation de forme lorsqu’il s’agit de mode´liser des compo-
santes de la sce`ne (arbres, enrochements, poteaux, baˆtiments, etc.). Il s’agit d’un domaine de
recherche qui se situe a` la frontie`re entre informatique graphique, vision par ordinateur et analyse
d’images. Ces travaux devraient faire l’objet d’un projet ANR, dans le montage et l’animation
duquel je souhaite m’investir. Cela ne´cessitera un approfondissement de l’e´tude des techniques
existantes. Les recherches pourront s’appuyer sur les re´sultats de projets existants, ge´ne´ralement
de´die´s au milieu urbain, tels que TerraData.
2.2 Diagnostic des ouvrages
En termes de diagnostic des ouvrages, mon e´quipe contribue au transfert de technologies
optiques et de traitement d’images vers les applications de ge´nie civil. Il s’agit, par exemple,
de mettre au point des techniques de de´tection de fissures actives par des techniques d’in-
terfe´rome´trie, afin de faciliter l’inspection des ouvrages d’art. Nous proposons aussi des outils
de me´trologie tridimensionnelle fonde´s, selon l’e´chelle des objets mesure´s, sur des techniques de
te´le´me´trie par re´tro-injection laser, de projection de franges, ou encore de ste´re´ovision. Dans ces
domaines, outre le traitement des images en lumie`re structure´e, les besoins recense´s concernent
la mise en correspondance et le calcul efficace et pre´cis de cartes de disparite´ denses. Initier des
travaux dans ce domaine constituerait l’occasion de resserrer encore les liens qui nous rattachent
au LSIIT, mais e´galement de de´velopper de nouvelles collaborations, par exemple avec l’e´quipe
de J. Weickert a` l’universite´, voisine, de Sarrebru¨ck.
Un second champ d’application des me´thodes d’imagerie au ge´nie civil concerne la recons-
truction d’images. Ce travail a de´bute´ dans le cadre de la the`se de Gil Gaullier. Il s’inscrit dans
une collaboration, nouvellement initie´e, avec le division  Reconnaissance et me´canique des
sols  (RMS) du LCPC. Nous y de´veloppons des techniques de mode`les de´formables contraints
pour la reconstruction tomographique sismique (non line´aire) en temps de vol (cf. Chap. 5). Nous
projetons de poursuivre ces investigations dans le cadre d’une Ope´ration de Recherche LCPC
en cours de montage. Cette OR intitule´e  Syste`mes d’Instrumentation pour la Pre´vention des
RIsques ENvironnementaux  (SIPRIEN), comprendra un volet de´die´ a` l’auscultation du sous-
sol urbain par imagerie sismique ou radar en temps de vol ou en forme d’onde. L’enjeu est la
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de´tection et la reconnaissance d’objets tels que les canalisations, re´seaux, cavite´s, ou fondations
de chausse´e, dans un environnement complexe.
2.3 Nouvelles orientations strate´giques
En juin 2007, le Ministe`re de l’E´quipement est devenu Ministe`re de l’E´cologie, de l’E´nergie,
du De´veloppement durable et de l’Ame´nagement du territoire. Depuis cette pe´riode, nos orga-
nismes centraux connaissent une profonde mutation et les missions qui nous sont attribue´es sont
en pleine e´volution. En particulier, le  Grenelle de l’Environnement  a fait e´merger un certain
nombre de proble´matiques nouvelles auxquelles les CETE et le LCPC vont devoir re´pondre.
Cela constitue, certes, un bouleversement, mais il s’agit e´galement d’une opportunite´ d’abor-
der de nouveaux domaines d’applications. Par exemple, dans le cadre du de´veloppement des
modes de transports alternatifs a` la route, nous avons e´tabli, avec nos colle`gues des ouvrages
d’art du LRPC, des contacts avec Voies Navigables de France (VNF). Il s’agit de proposer, a`
terme, des outils de diagnostic des mac¸onneries de canaux et de tunnels navigables. Outre les
me´thodes optiques, les techniques de te´le´me´trie laser embarque´e et de segmentation d’image
pourraient trouver ici un nouveau champ d’utilisation, meˆme si un certain nombre de difficulte´s
sont pre´visibles. Dans le domaine de la bio-diversite´, l’identification des espe`ces, que ce soit par
analyse temps-fre´quence de sonogrammes (en collaboration avec nos colle`gues de l’ERA Acous-
tique du LRPC), ou bien par analyse d’images, pourrait fournir des proble`mes de de´tection et
de reconnaissance de formes tre`s inte´ressants. Par ailleurs, une re´flexion strate´gique a` 10 ans
est en cours au sein du LCPC, dans le cadre du renouvellement de son programme quadriennal.
Les conclusions n’en sont pas encore connues, mais un de´veloppement des the´matiques lie´es au
milieu urbain, aux infrastructures de transports, et au de´veloppement durable est probable. L’un
des enjeux de ces prochaines anne´es, pour mon e´quipe comme pour moi, sera d’inte´grer une part
croissante de ces nouvelles applications dans nos the´matiques de recherche.
3 Projet de recherche : perspectives me´thodologiques
3.1 Algorithmes d’estimation robuste et applications
De´veloppement des algorithmes d’estimation
Les travaux mene´s en collaboration avec Jean-Philippe Tarel (LCPC/LEPSIS) concernant
l’ajustement robuste des parame`tres de mode`les line´aires multiples ouvrent la voie a` un certain
nombre de perspectives a` court et moyen terme.
L’un des points qui restent a` ame´liorer, a` court terme, concerne la gestion du nombre de
composantes conside´re´es. Pour l’instant, nous utilisons une heuristique consistant a` initialiser
un nombre volontairement trop important de courbes [288]. Les courbes surnume´raires ont alors
tendance a` s’ajuster soit sur des petits groupes de donne´es errone´es, soit sur d’autres prototypes
94 CHAPITRE 6 - CONCLUSION ET PROJET
correctement ajuste´s. Les ajustements identiques sont facilement de´tecte´s a` partir de la distance
entre estime´es dans l’espace des parame`tres. Les courbes ajuste´es sur un trop faible nombre de
points sont caracte´rise´es par une forte incertitude. Un crite`re sur le de´terminant de la matrice
de covariance est employe´ pour les e´liminer. Dans un cadre de´terministe, un moyen efficace de
ge´rer la complexite´ d’un mode`le multiple consiste a` employer des crite`res issus de la the´orie
de l’information. Dans le domaine des mode`les de´formables, on les emploie par exemple pour
contraindre le nombre de sommets dans les polygones actifs [123, 255], ou le nombre de com-
posantes dans les approches re´gion [139, 22]. Ces approches sont e´galement tre`s pre´sentes dans
la litte´rature de l’apprentissage statistique, dont l’approfondissement pourrait nous ouvrir de
plus amples perspectives. Nous envisageons notamment d’adapter l’algorithme SMRF au crite`re
propose´ dans [122]. Celui-ci permet, a` partir d’un mode`le initial trop peuple´, d’annihiler les
composantes dont la probabilite´ tend vers 0, de fac¸on justifie´e et sans introduire de parame`tre
supple´mentaire.
Plus ge´ne´ralement, je souhaite continuer a` contribuer au de´veloppement d’autres applications
de l’estimation robuste, dans les domaines des Ponts et Chausse´es, en collaboration avec Jean-
Philippe Tarel. Dans nos domaines d’activite´s, plusieurs pistes sont envisage´es, telles que la
reconstruction robuste de champs denses de mouvement ou de disparite´ [44], l’ajustement de
formes implicites [292], ou encore le filtrage non local pour la restauration d’images [45], auquel
nous avons commence´ a` re´fle´chir. Ce type de techniques devrait eˆtre bien adapte´ au cas des
images routie`res, qui contiennent des motifs re´pe´titifs. Cette me´thode serait utilise´e, par exemple,
dans le cas de l’ame´lioration du contraste d’images prises par temps de brouillard. Le principe
consiste a` remplacer la valeur d’un pixel par la moyenne de ses voisins, estime´e non pas de
manie`re locale, mais sur un groupe d’e´chantillons similaires, identifie´s sur l’ensemble de l’image.
Cette me´thode rece`le donc un proble`me de coalescence et d’ajustement de la moyenne, pour
lequel des algorithmes robustes a` nombre variable de mode`les, par exemple, pourraient s’ave´rer
bien adapte´s.
Mode´lisation de l’apparence et apprentissage robuste
A court terme, nous envisageons de reprendre les techniques de´veloppe´es dans la the`se de
Rozenn Dahyot pour l’identification de la signalisation verticale. Leur application a` la de´tection
semble trop couˆteuse en termes de temps de calcul et des alternatives ont e´te´ de´veloppe´es depuis
lors. Par contre, elles pourraient s’ave´rer be´ne´fiques en reconnaissance. Plusieurs points restent
a` traiter avant d’envisager une mise en œuvre pratique sur images re´elles. En particulier, une
e´valuation syste´matique sera prochainement effectue´e par Philippe Foucher au sein de l’ERA.
Par ailleurs, l’article de Figueiredo et Jain [122], mentionne´ au §3.1, propose un exemple
d’application de l’EM avec controˆle du nombre de composantes qui nous inte´resse directement.
Il s’agit de l’apprentissage de varie´te´s par des me´langes de mode`les d’analyse factorielle, tel que
celui propose´ dans [299] dans le cas gaussien. Le mode`le ge´ne´ratif line´aire (3.7) que nous utilisons
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pour la repre´sentation de l’apparence (cf. Chap. 3) en repre´sente une restriction au cas a` une
seule composante. Meˆme si nous avons montre´ qu’une mode´lisation statistique adapte´e de la
variable latente pouvait fournir des algorithmes de de´tection et de reconnaissance performants,
l’utilisation de mode`les plus locaux [159] constitue une alternative valable. De plus, alors que
la me´thode d’estimation de la variable latente mise en œuvre dans les the`ses de Rozenn Da-
hyot et Torbjørn Vik utilise une mode´lisation robuste du bruit, la de´termination des vecteurs
propre est re´alise´e sous hypothe`se gaussienne. Une seconde perspective, envisage´e avec Chris-
tian Heinrich (LSIIT), consisterait donc a` e´tudier l’adaptation de me´thodes robustes, telle que le
SMRF [291], a` la construction de mode`les line´aires locaux pour l’apprentissage de l’apparence. Je
souhaite e´galement poursuivre l’e´tude d’autres techniques non line´aires d’apprentissage, comme
les me´thodes par noyaux [262].
3.2 Mode`les de´formables
Mode`les de´formables parame´triques et moments de Legendre
La contrainte de forme que nous avons propose´e pour les mode`les de´formables repose sur une
repre´sentation parame´trique de la fonction caracte´ristique des objets. Par contre, son optimisa-
tion est re´alise´e a` l’aide d’un processus d’e´volution de courbe. Il pourrait eˆtre pertinent d’e´tudier
les performances de l’approche alternative, consistant a` optimiser directement sur les moments
de la forme en e´volution. Une telle approche parame´trique a e´te´ propose´e dans [303], pour une
repre´sentation par de´composition de la carte de distances signe´es sur un sous-espace propre ob-
tenu par apprentissage. Cette fac¸on de faire ne´cessite e´videmment de reconstruire la forme et de
la placer sur l’image afin d’e´valuer le terme d’attache aux donne´es, ce qui peut se re´aliser a` l’aide
de la formule de reconstruction a` partir des moments, les parame`tres de pose e´tant directement
calcule´s a` partir des moments ge´ome´triques jusqu’a` l’ordre 3. Moyennant une optimisation de
l’algorithme de reconstruction, on pourrait espe´rer un gain en temps de calcul. D’autre part,
la reconstruction fournit une approximation non binaire de la fonction caracte´ristique. On peut
faire un rapprochement avec le mode`le propose´ dans [87]. En particulier, il serait inte´ressant
d’e´tudier les implications pratiques du fait que l’on travaille alors dans un espace convexe de
repre´sentation.
Implantation explicite et contraintes de haut niveau
Dans certaines applications, il peut eˆtre profitable d’utiliser une repre´sentation explicite
des courbes par spline [39, 243] ou en utilisant des polygones [68, 306], quitte a` devoir ge´rer
manuellement les proble`mes de changements de topologie des courbes (ou a` les interdire, parfois).
Cela permet, en particulier, d’acce´le´rer les calculs. Nous envisageons, en collaboration avec F.
Precioso (Maˆıtre de confe´rences, ENSEA), d’e´tudier une implantation par spline-snakes de notre
contrainte de forme base´e sur les moments de Legendre. Le the´ore`me de Green serait utilise´
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pour acce´le´rer le calcul des moments, comme de´crit dans [170, 267], par exemple. Une approche
polygonale est e´galement envisageable.
Contraintes d’apparence pour les mode`les de´formables
La plupart des contraintes de forme utilise´es dans les contours actifs ne repre´sentent que
la silhouette des objets. Pour mode´liser l’apparence des objets, il est, naturellement, envisa-
geable de combiner dans une meˆme fonctionnelle d’e´nergie contrainte de forme et contrainte de
distance statistique a` une distribution de re´fe´rence [174, 133]. Une autre perspective de notre
travail pourrait consister a` construire un descripteur unifie´ associant une representation de la
silhouette et de la fonction d’intensite´ : des moments de Legendre de la fonction caracte´ristique
et l’histogramme de la re´gion, par exemple. Les moments en niveaux de gris seraient e´galement
un candidat possible pour la de´finition de ce type de descripteur.
Reconstruction et mode`les de´formables
Comme nous l’avons e´crit dans la section 2, il s’agit d’un axe de recherche nouveau, que nous
souhaitons continuer a` de´velopper pendant et par-dela` la the`se de Gil Gaullier, en collaboration
avec le LSIIT et la division RMS du LCPC. Au stade actuel de nos investigations, nous avons
montre´ l’inte´reˆt des contraintes de forme pour la reconstruction tomographique classique d’objets
binaires, a` partir de donne´es synthe´tiques bruite´es et pour de faibles nombres de projection. Un
certain nombre ide´es d’ame´liorations et perspectives se de´gagent d’ores et de´ja` de ce travail.
A court terme, nous envisageons d’employer des gradients de Sobolev en reconstruction afin
d’obtenir une e´volution plus lisse des courbes. Ce sera l’occasion d’une e´tude compare´e entre
l’approche utilisant ces gradients dans le plan tangent a` la courbe [282, 283] et celle travaillant
directement dans l’espace image [244, 246]. Nous allons e´galement explorer l’adaptation des
me´thodes de reconstruction oriente´es objet a` la reconstruction non line´aire. C’est le cas de la
tomographie par temps de vol, ou` les rais de projection de´pendent du champ reconstruit. Une
me´thode de line´arisation au premier ordre (de type Gauss-Newton [91]) est envisage´e. En ce
qui concerne la de´termination des rais de projection, nous projetons de mettre en place une
technique base´e sur la propagation de front, de type Fast Marching (cf. § 3.4, Chap. 4) comme
alternative a` la me´thode analytique approche´e de [91]. Par ailleurs , tout comme en segmentation,
il serait envisageable de conside´rer une me´thode de reconstruction ou` l’optimisation porterait
directement sur les moments. On pourrait, en particulier, exploiter la relation existant entre
les moments des projections et les moments de l’objet e´tudie´ (le the´ore`me des projections,
ou de la coupe centrale, se ge´ne´ralisant, au-dela` des bases de Fourier, a` toutes les fonctions
de base a` carre´ inte´grable [215]). Une telle me´thode risquerait, certes, d’eˆtre limite´e par la
ne´cessite´ de disposer d’un nombre suffisant de projections. Il serait alors inte´ressant de voir dans
quelle mesure la contrainte de forme permettrait d’atte´nuer cette limitation. Enfin, on peut
conside´rer que le mode`le constant par morceau n’est pas force´ment bien adapte´ aux applications
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re´elles. Il est directement possible d’e´tendre le cadre que nous utilisons a` des fonctions de type
polynoˆmial. Une autre fac¸on de faire serait de raffiner le re´sultat obtenu par le mode`le binaire,
en utilisant un mode`le lisse par morceau. Une fonctionnelle de type Mumford et Shah avec un
terme d’attache aux donne´es modifie´ par la pre´sence d’un ope´rateur inte´gral, a e´te´ propose´e
dans [186] en de´convolution. Son adaptation a` la tomographie ne devrait pas poser de proble`me,
du point de vue the´orique. On doit, par contre s’attendre a` des temps de calcul beaucoup plus
importants.
A moyen terme, notamment pour appliquer ces me´thodes au cas non binaire, par exemple
en imagerie me´dicale, il est ne´cessaire d’employer des mode`les multi-phases. Cela ne pose pas
de proble`me the´orique, le mode`le de Chan et Vese ayant, par exemple de´ja` e´te´ e´tendu au cas
multi-phases dans [119] pour le bruit gaussien et dans [268, 52] pour le bruit de Poisson. Par
contre, la de´finition de contraintes de forme dans ce contexte est plus proble´matique. On peut,
par exemple, se poser la question du choix de la phase sur laquelle appliquer la contrainte.
Conclusion, perspectives a` plus long terme et proble`mes ouverts
Les contours actifs ont connu un fort de´veloppement au cours de ces quinze ans et, tout par-
ticulie`rement, des toutes dernie`res anne´es. On trouve un grand nombre de me´thodes, adapte´es
a` des situations diverses. Certaines se montrent efficaces, jusqu’a` atteindre l’optimum global
pour des temps de calcul relativement faibles, dans plusieurs cas. C’est pourquoi je souhaite
continuer a` diffuser les techniques de contours actifs dans nos domaines d’application. Ainsi, des
outils re´cents, tels que les me´thodes permettant de calculer une segmentation optimale autour
d’un point [9], au sens d’une distance ge´ode´sique, pourraient constituer des outils interactifs
d’inte´reˆt ge´ne´ral (cf. § 3.4, Chap. 4). Les me´thodes variationnelles globalement optimales [35]
(cf. § 5, Chap. 4), mises en œuvres sur des descripteurs de texture bien choisis, constituent une
piste inte´ressante pour la de´tection de de´fauts sur des images de mac¸onneries, par exemple. Les
mode`les de´formables implantent un double niveau de re´gularisation, sur les valeurs de l’image
reconstruite et sur la forme des objets d’inte´reˆt, ce qui les rend tre`s prometteurs pour la recons-
truction d’images. Pour autant, malgre´ les progre`s accomplis re´cemment, notamment en termes
d’efficacite´, un certain nombre de proble`mes demeurent ouverts et des verrous doivent encore
eˆtre leve´s afin de permettre l’usage de ces techniques dans des situations re´elles. C’est pourquoi
je souhaite e´galement approfondir l’e´tude de ce type de me´thodes.
En matie`re d’efficacite´, les approches fonde´es sur la recherche de chemins optimaux, ou
de coupes optimales, sur des graphes me semblent avoir un potentiel important. C’est le cas
des me´thodes d’optimisation de distance ge´ode´sique de´ja` e´voque´es, mais aussi des Graph Cuts,
tre`s populaires ces dernie`res anne´es, ou encore des techniques de mise en correspondance de
formes propose´es tout re´cemment dans [260, 261]. Les approches variationnelles fournissent une
alternative cre´dible a` ces me´thodes et certaines annoncent de´ja` des performances comparables,
pour une pre´cision supe´rieure [150]. Cependant, si les principes semblent de´ja` relativement bien
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e´tablis dans le cas binaire, la segmentation multi-phases n’est pas encore comple`tement traite´e et
l’on n’atteint toujours pas l’optimum global, meˆme si certaines me´thodes s’en rapprochent [242].
Par ailleurs, les contraintes de formes commencent juste a` eˆtre introduites dans ces mode`les [137,
316] et il reste certainement beaucoup a` faire sur le sujet. En particulier, la gestion simultane´e
d’objets multiples demeure encore peu explore´e dans la litte´rature, seuls quelques exemples
simples ayant e´te´ traite´s. Enfin, on peut penser que la prochaine frontie`re concernera la mise au
point de me´thodes globales pour la reconstruction oriente´e objet. De meˆme que les me´thodes
utilise´es en segmentation sont apparues suite a` des travaux portant sur la restauration d’images
binaires, des algorithmes traitant de manie`re continue des proble`mes de reconstruction binaire,
tels que celui pre´sente´ dans [263], pourraient fournir des pistes inte´ressantes.
Les mode`les de´formables et, en particulier, les contours actifs, semblent avoir atteint une
maturite´ suffisante pour permettre la re´solution d’un certain nombre de proble`mes d’analyse ou
de reconstruction d’images, dans des environnements controˆle´s ou suffisamment structure´s. Les
images traite´es sont cependant, souvent de nature binaire, et simples a` interpre´ter d’un point
de vue se´mantique. Comme pour beaucoup d’autres me´thodes de de´tection et de reconnaissance
des formes, des difficulte´s surviennent lorsqu’on souhaite appliquer ces techniques a` des images
re´elles, souvent tre`s complexes. A l’heure actuelle, des questions telles que la de´tection d’un
nombre inconnu d’objets diffe´rents, incluant la possibilite´ qu’aucun ne soit pre´sent aussi bien
que le cas multi-phases, n’ont pas encore trouve´ de solution satisfaisante. Les contraintes de haut
niveau, portant sur la forme des objets, ont permis des avance´es, mais des situations difficiles,
impliquant des objets multiples, e´ventuellement imbrique´s ou de nature tre`s variable, ne sont
pas encore re´solues. La de´finition de descripteurs et de crite`res exploitant de manie`re optimale
et robuste les informations de forme, d’apparence (couleur, texture, relief ou mouvement appa-
rent), ainsi que des connaissances statistiques sur le bruit et la variabilite´ des objets recherche´s,
auxquels on puisse associer des algorithmes d’optimisation efficaces, demeure un vaste champ
d’investigation, propice a` l’innovation.
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