This paper presents an attempt to evaluate three different sets of features extracted from prosodic descriptors and Big Five traits for building an anomaly detector. The Big Five model enables to capture personality information. Big Five traits are extracted from a manual annotation while Prosodic features are extracted directly from the speech signal. Two different anomaly detection methods are evaluated: Gaussian Mixture Model (GMM) and One-Class SVM (OC-SVM), each one combined with a threshold classification to decide the "normality" of a sample. The different combinations of models and feature sets are evaluated on the SSPNET-Personality corpus which has already been used in several experiments, including a previous work on separating two types of personality profiles in a supervised way. In this work, we propose the above mentioned unsupervised or semi-supervised methods, and discuss their performance, to detect particular audio-clips produced by a speaker with an abnormal personality. Results show that using automatically extracted prosodic features competes with the Big Five traits. The overall detection performance achieved by the best model is around 0.8 (F1-measure).
Introduction
According to [1] , "an anomaly is defined as a pattern that does not conform to an expected normal behavior". The main objective of any anomaly detection system is to identify abnormal states from normal state distributions. The feature sets that describe these states are related to the nature of the input data (continuous, categorical, spatial, or spatio-temporal data), but also to the nature of the anomalies that we aim to track (pointwise, contextual or collective anomalies) [1] . Finally, to choose an adequate anomaly detection model, we also need to consider the desired output (score or label) and the availability of labeled data (supervised or unsupervised techniques).
In the literature, anomaly detection techniques are applied in intrusion detection [2] , fraud detection [3] , sensor network [4] , monitoring flight safety [5] , etc. As far as we know, the use of anomaly detection with the speech signal is more focused on speech pathology or disorder [6] , or on the deduction of another type of pathology or disease, as cancer for instance, from the speech signal [7] . The speech signal is also used for detecting stress or depression [8, 9] , that could be seen as an anomaly detection in the way that this state of mind can be considered as an abnormal mental state. Handling audio, video or biological signal to infer social information such as personality is part of a field called Personality Computing. This field is focused on the recognition of self perceived personality (Automatic Personality Recognition), the prediction of the personality perceived by the others (Automatic Personality Perception), and the generation of artificial personalities (Automatic Personality Synthesis) [10] .
The Big Five model has been proposed to describe the speaker personality using five personality traits: openness, conscientiousness, extraversion, agreeableness and neuroticism [11] . Different tests with adaptation to a local context have been conducted on different languages and cultures, and the big five model seems to be generalizable to them [12, 13] .
SSPNET-Personality corpus was built to experiment the prediction of the big five scale over audio features [14] . It is composed of french audio clips extracted from the "Radio Suisse Romande" and recorded by either professional or guest speakers. [15] offers a good overview of the different systems using this corpus. A lot of experiments have already been conducted on this corpus and most of them try to predict the value of the big five scales using different audio representations. Adding to this, some experiments in [14] suggest that the big five representation could be a good predictor of the role of a speaker. The authors propose a supervised SVM method that learns to recognize if a speaker is a professional one or a guest. The feature set used in this work is the psychological evaluation of a sample given by annotators using Big five traits. Their predictor reaches an accuracy of about 75%.
The purpose of our work is to compare the use of the big five features to the use of prosodic features to design an anomaly detector able to separate a normal personality class from an abnormal one. To this end, we consider a professional speaker as belonging to a normal personality class and a guest to an abnormal one. Contrary to [14] , we propose to work in the unsupervised anomaly detection framework and we propose to evaluate two unsupervised strategies. Three sets of features are evaluated. Results show that prosodic features perform well and are less costly compared to manually annotated Big Five traits, even if those features may provide better detection performance.
The remainder of the paper is structured as follows. The anomaly detection method used is described in section 2. In section 3, the feature sets we compare are detailed before describing the experimental setup in section 4. Finally, the results are presented and discussed in section 5.
Method
used to perform the anomaly detection: a gaussian mixturebased approach and a One-Class Support Vector Machine approach (referred to as OC-SVM in the rest of the paper). The OC-SVM has been used to ensure a comparison baseline with the SVM method used in [14] .
Gaussian-Mixture Model approach (GMM)
The Gaussian-mixture approach for detecting anomaly can be decomposed into two steps:
1. learning a Gaussian Mixture Model (GMM) to model the feature space distribution for the normal samples, 2. choosing a threshold based on the likelihood for a sample to decide if it has been generated or not by the learned distribution, and thus if the sample could be considered as normal. Considering the set X of feature vectors x, each representing an audio clip, a GMM M X with M Gaussians is chosen to model the dataset X. Its probability distribution is given by
where Θ = (α1, . . . , αm, θ1, . . . , θM ) is the set of parameters. αm is the mixing coefficient associated to the m th Gaussian with parameters θm = (µm, Σm) that represent respectively the mean vectors and the covariance matrices and distribution P (x|θm). The Expectation-Maximization (EM) algorithm is used to learn the GMM parameters from unlabeled data and maximizes the loglikelihood of the data and the model [16] .
By using the distribution learned at the first step, considering a new sample that we want to label either as normal or abnormal, its likelihood is evaluated and compared to a threshold value. If the likelihood of the sample is above the threshold, the sample is considered as normal. Otherwise, it is considered to be abnormal.
The structure of covariance matrix used for each Gaussian component is considered to be an hyper-parameter of the model. Consequently, we have three hyper-parameters : the covariance matrix type, the number of components (both are related to the Gaussian distribution) and the threshold value.
One-Class SVM approach (OC-SVM)
In short, a SVM classifier learns a boundary which maximizes the margin between classes. This well-known approach has been shown to be very effective on many classification problems. OC-SVM is an adaptation of SVM to the one-class problem. After transforming the feature via a kernel, OC-SVM considers as a starting point, all the available data as member of a single class C inliers and the origin as the only member of a class C outliers [17] .
During the training, the hyper-parameter ν corresponds to a penalizing term which represents a trade-off between inliers and outliers. With the SVM approaches, the choice of the kernel is important to improve the results. The most widely used kernels are linear (inner product), polynomial, RBF and sigmoid. Related to the kernel used (RBF, polynomial, sigmoid) we have to determine parametric coefficients related to the kernel. For example, with the sigmoid kernel :
where x and y are input vectors and γ (slope) and c0 (intercept) are parametric values related to the kernel.
To maintain a similar approach to the one that we have adopted for the GMM, we choose to use the distance between a new sample and the learned boundary as an anomaly score, instead of directly deciding which class the samples belong to. We then use a classification threshold based on this anomaly score to decide if a sample is normal or abnormal. This two steps strategy introduces some adjustable fuzziness around the boundary.
Materials
The experiments are conducted over the SSPNET-Personality Corpus [14] . The corpus contains 640 audio clips divided into 307 audio clips of professional speakers and 333 audio clips of guests in French language. The duration of each audio clip is about 10 seconds, based on the assumption that it takes short time to get an opinion about others personality. For each sample, 11 non-native french speakers evaluate the BFI-10 Questionnaire [18] from which a score is computed for each Big Five's scale.
Big Five features
For each sample, 11 evaluations of the BFI-10 Questionnaire (so 11 evaluations of the big five features) are available. For our experiment, we consider two sets of features based on the big five model:
• BigFive5: for each sample and for each Big Five scale, we compute the mean of the 11 evaluations which leads to 5 features.
• BigFive55: for each sample, we concatenate the 11 evaluations given for each sample which leads to 55 features. The purpose of this last set of features is to verify if the information contained in several distinct annotations is complementary or can simply be aggregated in a lower dimension feature vector, as in BigFive5 feature vector. The main drawback of these two feature sets is that they are the result of manual annotation, which is furthermore difficult to predict from the speech signal.
Prosodic Features
Prosodic features are commonly used to capture affect cues in a speech signal. Contrary to the Big Five traits, a large number of prosodic features are much easier to extract automatically from the speech signal. In this study, we adopt the 6 dimensional prosodic feature set as described in [14] . Using the Praat software [19] , we extract the pitch, the first two formants, the energy and the duration of voiced/unvoiced segments with a sliding analysis window size of 40 ms with a step of 10 ms. From these low-level features, resulting from the extraction, we derive the final features that summarize their time evolution by computing mean, maximum, minimum and entropy values for each of the 6 features. Consequently, the final Prosodic feature set is composed with 24 features for each audio clip.
Pre-processing
Normalizing the features is an important preprocessing step before using the OC-SVM approach. Features that do not share the same range of values and the same variations could affect the quality of the OC-SVM model. Therefore this step is really important in the case of Prosodic features, which are composed of different types of features. We choose to perform a standardization (zero mean and unit variance) on all types of features.
Experimental Setup
The different experiments described in this section are carried out by following the same procedure. From the corpus, we build three sets (train, test, and validation sets), as described below. To increase the statistical confidence of our results, we run each experiment 60 times by distributing randomly the samples on the three sets. For each experiment, we compute the mean and the standard-deviation divided by the mean of the different runs.
The data is thus split into three folds as follows:
• Train set: 207 clips of professional speakers and a variation from 0 to 103 guest clips.
• Test set: 50 clips of professional speakers and 50 clips of guests.
• Validation set: 50 clips of professional speakers and a variation from 0 to 50 of guest clips.
We use python 3.5 and scikit-learn [20] to conduct the different experiments.
Hyper-parameters tuning
According to the available data, since we have 207 samples in the training set, we need to be careful about the number of parameters in our model to avoid over-fitting.
In the case of the Gaussian Mixture approach, we need to determine two hyper-parameters: the co-variance matrices and the number of components. The choice to use a diagonal covariance matrix seems to be a good compromise between complexity of the model and size of training set. Once the structure of the co-variance matrix has been determined, we need to choose the number of considered components (referred to as #cp) . One of the most used method to make this choice is to balance the complexity of the model (number of components) and the quality of the model on the training set. The AIC and BIC scores [21] are well-known methods to reach this goal. In our case, the number of features is low (see in section 3), so the BIC score is more likely to be reliable [22] .
In the case of the OC-SVM approach, after testing different types of kernel in our experiments, we have chosen to present the results with the sigmoid kernel which gives the best results. With the sigmoid kernel, we need to determine three hyperparameters ν, γ and c0. For the rest of the paper, we choose to fix c0 at 0. Without considering the fuzzy boundary, the OC-SVM gives a first classification of the sample. By using it, we compute a classification score [23] which can be used to evaluate the classification quality and consecutively the quality of the hyper-parameters.
For each set of features, we considered a training set with all the available normal samples, to determine the hyperparameters (table 1) with respect to the aforementioned methods. A last step consists in estimating the robustness of each detector to a degradation of the training set. In this purpose, we introduce a certain percentage of abnormal samples into the training set (0% to 50%). We keep the different hyper-parameter values unchanged.
Influence of the validation set purity on the threshold choice
In the previous experiments, we use a range of possible values for the threshold which allows to separate the normal and abnormal classes. In this step, we want to find a way to get the best threshold value. In this purpose, we design a validation set which contains 50 normal samples and a variable percentage of abnormal samples (variation of the percentage of abnormal sample, starting from 0, ending at 50 with a step of 5 percent).
To evaluate the quality of each model, we use the F1-score (harmonic mean between recall and precision) with normal instance as positive and abnormal as negative instance. For each step, we find the threshold value that maximizes a F1-score on the validation set. Then, we evaluate the F1-score on the test set with the threshold value obtained before.
Results

Comparing two AD models on the different feature sets
Our first experiment (table 2) consists in evaluating the quality of each feature set. On our data, the BigFive55 feature vector, regardless of the method used, performs better than the others. By considering, the OC-SVM approach, the Prosodic and BigFive5 feature vectors get comparable results. For the GMM approach, BigFive5 feature vector achieves a poor performance. A possible explanation is the fact that we consider a very simple model with few parameters. Moreover, the BigFive5 feature vector has the lowest results for both methods, thus showing that the aggregation of the individual annotations induces a significant information loss.
Our second experiment (figure 1) consists in evaluating the quality of each AD model when the training set is degraded, i.e. by including a certain percentage of abnormal samples in it. The results show that the GMM and OC-SVM approaches have Table 2 : Mean area (and his standard-deviation divided by the mean) under ROC curve (ROC-AUC score) for the two approaches combined with the three feature sets. different responses to degradation. The OC-SVM approaches have a degradation in two steps: before a certain percentage of contamination they are robust to degradation and after this limit their scores decrease down to around 0.5 (random detector) for 50% of degradation. The GMM approaches are more sensible to small degradation compared to the OC-SVM approaches but they have a kind of linear degradation along the degradation axis, and their scores for 50% of contamination depend on the feature set but, however, they are still better than a random detector.
A possible explanation for the OC-SVM approach, is that the number of abnormal samples included into the training set became, after a certain percentage, too important compared to the number of slacks of variables considered to make a trade-off between inliers and outliers. This phenomenon drives the OC-SVM to increasingly consider the abnormal samples as inliers.
For the OC-SVM approach, the BigFive55 feature vector seems to keep stable results for approximately 25 percents of degradation. The other two feature vectors start to have a decrease of their quality for less than 15 percent of degradation. For the GMM approach, the prosodic feature vector seems to be more sensible to degradation than the two feature sets composed with Big Five information. The BigFive55 feature vector gives a more robust separation between normal and abnormal samples.
Influence of the validation set purity on the threshold choice
To conduct this experiment, we considered the threshold values obtained by computing the ROC curve as explained in section 4.2.2. For the two approaches, the curves obtained ( figure  2 ) for a feature vector seem to share a same tendency.
The BigFive55 feature vector curves seems to reach an asymptotic value for at least 10 percents of abnormal samples on the validation set (around 6 samples), and at least 30 percents (21 samples) for the two other feature vectors.
The asymptotic F1-score reached with BigFive55 feature vector and GMM approach is above 0.8, and the F1-score obtained with P rosodic feature vector and OC-SVM approach corresponds to the one obtained in a supervised way with SVM [14] . The variation of the result in the figure 2 shows the diffi- culty to reach a good and stable threshold value.
Conclusion
The main objective of this paper was to compare the use of prosodic cues and the Big Five annotation traits as feature sets for an anomaly detection. We have conducted some experiments with the SSPNET-Personality Corpus using professional speaker as normal samples and guest as abnormal samples. This choice was motivated by Mohammadi et al. work [14] that demonstrates the effectiveness of using the Big Five features to train a classifier able to separate these two categories of speakers. We built three sets of features (BigFive5, BigFive55 and Prosodic) based on the speech signal and a psychological evaluation (Big Five model) available on the dataset. We have used two different machine learning methods (GMM, OC-SVM) to build our anomaly predictors. Based on the results, the BigFive55 feature set seems to outperform the two other sets of features. The Prosodic feature set seem to have an advantage over the BigFive5 feature set. The good performance of the BigFive55 feature set over the Prosodic feature set indicates that features based on psychological information can bring more information than audio features only. However, the prosodic features are easy to extract from the speech signal and thus seem to be the best compromise between ease of extraction and performance.
A natural follow up is to test other feature sets: for instance one can increase the number of features to reach the same order of dimension as the BigFive55 feature vector. Finally, conducting these experiments on other audio corpora, or trying to generalize our results on multimedia data are part of future work.
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