Abstract. In this paper we give a new characterization of simple sets of polynomials B with the property that the set of B-multiplier sequences contains all Q-multiplier sequence for every simple set Q. We characterize sequences of real numbers which are multiplier sequences for every simple set Q, and obtain some results toward the partitioning of the set of classical multiplier sequences. 30C15
Introduction
In their seminal work Such sequences are called classical multiplier sequences (of the first kind), where the word 'classical' refers to the classical/standard basis for the polynomial ring R [x] . Since the late 19 th century there has been quite a bit of work done in the area of multiplier sequences. Early contributions were made by C. Hermite, E.N. Laguerre, J. Jensen, G. Pólya, J. Shur, and P. Turán, while Bleecker, T. Craven, G. Csordas conducted most of their research in this area in the late 20 th and early 21 st century. For a list of papers highlighting the contributions of these mathematicians to the theory of multiplier sequences, we refer the reader to the extensive bibliography of [P-07] .
A natural question arising from the study of classical multiplier sequences is the following: which sequences of real numbers {γ k } ∞ k=0 possess the analog of Property A, where we expand our polynomials in a basis different from the standard one? In [P-07] Piotrowski characterized all multiplier sequences for the Hermite and generalized Hermite (or H (α) ) bases with α > 0. He also gave a characterization of
Research partially supported by CURM (NSF grant DMS-063664) and the College of Science and Mathematics at California State University, Fresno. all bases which share multiplier sequences with the standard basis. We now recall this result. has only real zeros whenever
has only real zeros, we say that {γ k } ∞ k=0 is a Q-multiplier sequence. Theorem 1 (Lemma 157 in [P-07] ). Let Q = {q k (x)} ∞ k=0 be a simple set of polynomials. Suppose in addition that {c k } ∞ k=0 is a sequence of non-zero real numbers, α ∈ R \ {0}, and β ∈ R.
, where we define
is a Q-multiplier sequence if and only if {γ k } ∞ k=0 is a Q-multiplier sequence.
It follows that the only simple sets of polynomials which share multiplier sequences with the standard basis are those obtained from the standard basis by affine transformations as described in Lemma 1.
Our paper pursues two avenues of investigation. In Section 2 we develop an alternative characterization of bases which share multiplier sequences. Instead of affine transformations (as in Lemma 1), our characterization uses the existence of certain geometric multiplier sequences for two given bases. In Section 3 we investigate the question whether or not, and in what sense, the set of classical multiplier sequences can be partitioned. We conclude the paper with a list of open problems in Section 4.
An equivalence theorem
We begin with two simple results.
be any simple set of polynomials, and suppose
is also a B-multiplier sequence for all m ∈ N. and (1/α)
are both B-
. Then every Q-multiplier sequence is also a Q-multiplier sequence.
Proof. Let {γ k } ∞ k=0 be a Q-multiplier sequence and let f (x) = n k=0 c k q k (x) be a polynomial with only real zeros. After substituting in the expressions for theq k s we obtain
is a B-multiplier sequence, the function
also has only real zeros. Applying the Q-multiplier sequenc
which also has only real zeros. Finally, since α
is a B-multiplier sequence,
has only real zeros, establishing that {γ k } ∞ k=0 is a Q-multiplier sequence. The proof is complete.
We are now in position to prove our main theorem.
be simple sets of polynomials. If there exists an α > 1 such that both
are B-multiplier sequences, then every Q-multiplier sequence is also a B-multiplier sequence.
Remark 1. Before we prove the theorem, we point out that in the statement of the theorem, the simple set Q is completely arbitrary. Thus if an α > 1 as in the statement of the theorem exists, then every Q-multiplier sequence for every simple set Q is a B-multiplier sequence.
Proof (of Theorem 2). For each k = 0, 1, 2, 3, ... we can choose a k,j ∈ R such that
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Suppose that α > 1 is as in the statement of the theorem, and define
From Lemma 1 we know that {α
is also a multiplier sequence for each of the sets
By Lemma 1, {γ} ∞ k=0 is then also a multiplier sequence for each of the sets
has only real zeros. For each ℓ ∈ N we can expand f in the basis Q * α ℓ :
has only real zeros for each ℓ ∈ N.
The three claims constituting the remainder of the proof are dedicated to showing that
locally uniformly. This fact, together with (i) the fact that each f α ℓ (x) has only real zeros and (ii) Hurwitz' theorem, will establish that n k=0 m k γ k b k (x) has only real zeros, and hence {γ k } ∞ k=0 is a B-multiplier sequence.
Claim 1 As ℓ → ∞, p α ℓ k converges locally uniformly to b k (x) for every k = 0, 1, 2, . . . , n.
Reason: Let K be a compact subset of C, let ǫ > 0 be given and set R = max
We calculate
Reason: By expanding f (x) in the Q * α ℓ and B bases we get
which, after writing the p
Note that the coefficients of the n th degree terms on either side of this equation are c α ℓ ,n and m n respectively. Thus we must in fact have c α ℓ ,n = m n . Using this, we rewrite ( †) as
We now look at the coefficients of the degree n − 1 terms, and conclude that m n a n,n−1 a n,n α ℓ + c α ℓ ,n−1 = m n−1 , which implies that lim ℓ→∞ c α ℓ ,n−1 = m n−1 . Continuing in this fashion until the process terminates we get that
as desired.
Claim 3 f α ℓ (x) converges locally uniformly to
Reason: Let K be a compact subset of C, and let ǫ > 0 be given.
as a consequence of Claims 1 & 2. Thus, for all x ∈ K, and ℓ ≫ 1, we have
which establishes Claim 3, and completes the proof of Theorem 2.
Remark 2. The converse of Theorem 2 is false in general. Consider the containments {Generalized Laguerre multiplier sequences} {Hermite multiplier sequences} {Legendre multiplier sequences} {Hermite multiplier sequences} established in and in [BDFU] respectively. These containments coupled with the fact that r
is a Hermite multiplier sequence if and only if r ≥ 1 (Theorem 127 in [P-07]) provide bases Q and B for which the converse of Theorem 2 fails.
Nonetheless, if the set Q is the standard basis, the converse of Theorem 2 does hold, as we next demonstrate. and (1/α)
are both B-multiplier sequences.
Proof. Suppose that every classical multiplier sequence is a B-multiplier sequence and suppose that f (x) = n k=0 a k x n has only real zeroes. Since the transformation x → βx preserves reality of zeroes for all non-zero, real β, we have that for all α > 1, and (1/α)
are both B-multiplier sequences. By Theorem 2 (and the remark following the statement of the theorem), every Q-multiplier sequence for every simple set Q is a B-multiplier sequence. In particular, every classical multiplier sequence is a B-multiplier sequence. But by Theorem 3, α
and (1/α)
are classical multiplier sequences for all α > 1, and hence they are also B-multiplier sequences for all α > 1.
We close this section with a classification theorem, which is an immediate consequence of the results contained in the section. and (1/α)
are both Bmultiplier sequences.
Partitions
A quick observation reveals that given any α > 1, both the sequence {α k } ∞ k=0
and the sequence (1/α)
are classical multiplier sequences. By the remark following Theorem 2 we conclude that if Q is a simple set of polynomials, then every Q-multiplier sequence must be a classical multiplier sequence. As a result, Q-multiplier sequences inherit a list of properties from the classical multiplier sequences. In particular, if Q is a simple set of polynomials and {γ k } ∞ k=0 is a Qmultiplier sequence, then the following hold: (i) if there exists integers n > m ≥ 0 such that γ m = 0 and γ n = 0, then
are either all of the same sign, or they alternate in sign, (iii) for any r ∈ R, the sequence {rγ k } ∞ k=0 is also a Q-multiplier sequence, (iv) the terms of {γ k } ∞ k=0 satisfy Turán's inequality γ
Since the set of classical multiplier sequences contains all Q-multiplier sequences for every simple set Q, we ask whether there exists a collection of simple sets of polynomials {Q j }, such that the sets of Q j -multiplier sequences forms a partition for the set of all classical multiplier sequences? One immediately notices that this cannot be true in the traditional sense of a partition, since the intersection of † , JAMES TIPTON ‡ , AND BENJAMIN WRIGHT § the sets of Q j -multiplier sequences is trivially non-empty: it contains all constant sequences. In what follows, we establish that this intersection contains very little more than the constant sequences. We show that a logical choice for a 'minimal' partition are two sets of generalized Hermte polynomials H (α) : one with with α > 0 and one with α < 0, and exhibit that despite its appeal, this choice fails to produce the required partition.
Notation: For ease of exposition given a simple set of polynomials Q, we denote by Q MS the set of Q-multiplier sequences. In addition we shall write SSP for the set of all simple sets of polynomials.
We begin with a useful result which allows us to decide whether a classical multiplier sequence is a geometric sequence just by looking at the first three terms of the sequence.
is a classical multiplier sequence with the first three terms in geometric progression, i.e.,
is a geometric sequence, where
Proof. We proceed by induction. Let n > 2, and assume that γ m = γ 0 α m for all m < n. (We are given that this is true for n = 3). We will show that γ n = γ 0 α n . From the algebraic characterization of multiplier sequences, n k=0 γ k n k x k must have only real zeros. But this is equivalent to saying
has only real zeros. The transformation (x + α) → x preserves reality of zeros, so
must have only real zeros. But polynomials of the form ax n + b have only real zeros for n > 2 iff b = 0. So γ n − γ 0 α n must be zero, hence γ n = γ 0 α n .
Remark 3. With the choice α = 1 in equation 3.1 we obtain that a classical multiplier sequence {γ k } ∞ k=0 with γ 0 = γ 1 = γ 2 must be a constant sequence.
∈ S, then one of the following holds:
is a constant sequence, or
Since a linear polynomial has only real zeros, it is immediate that sequences of the form {γ 0 , γ 1 , 0, 0, 0, . . .} are in S. Thus we proceed by assuming that {γ k } ∞ k=0 ∈ S is not of this type and we show that in that case it must be a constant sequence. To this end consider the following three simple sets of polynomials:
. . , x n , . . . and
The polynomial p(x) = 4x 2 + 4x + 1 has only real zeros. Since {γ k } ∞ k=0 is a Q 1 multiplier sequence, it follows thatp(x) = γ 0 + 4γ 2 x + 4γ 2 x 2 has only real zeros as well, and hence we must have
This implies that γ 2 and γ 2 − γ 0 have the same sign, or γ 2 = γ 0 . Expanding f (x) = x 2 in Q 3 and applying {γ k } ∞ k=0 leads to the polynomial γ 2 x 2 + (γ 0 − γ 2 ), which should have only real zeros, since {γ k } ∞ k=0 is also a Q 3 multiplier sequence. Thus γ 2 and γ 0 − γ 2 also have the same sign, unless γ 2 = γ 0 . We conclude that γ 0 = γ 2 . Note that γ 0 = γ 2 = 0, since we assumed that our sequence {γ k } ∞ k=0 is not of the second type. Thus, we may assume that (after perhaps a division by a constant factor) γ 0 = γ 2 = 1. Let
where a = γ 1 + 1 and b = γ 1 + 2. Then f (x) has only real zeros, since b 2 − (4ab 2 )/(4a) = 0. Expanding f (x) in terms of the basis Q 2 we get
is also a Q 2 multiplier sequence, we see that the polynomial
also has only real zeros. Hence the discriminant of f * , given by ∆ = 1 − γ 2 1 , must be non-negative. Consequently γ 2 1 ≤ 1. On the other hand, by Turán's inequality, γ 2 1 ≥ 1. Thus γ 2 1 = 1, from which we conclude that γ 1 = 1. (Note that γ 1 = −1 since f (x) = x 2 = (x 2 + x + 1) − (x + 1) has only real zeros, but f * (x) = (x 2 + x + 1) + (x + 1) = x 2 + 2x + 2 = (x + 1) 2 + 1 does not have any real zeros.) Finally, by invoking Proposition 2 we see that {γ k } ∞ k=0 is a geometric sequence with α = 1, and is hence a constant sequence. The proof is complete. † , JAMES TIPTON ‡ , AND BENJAMIN WRIGHT § Next we give a quick generalization of Theorem 5.6 in by proving the following, somewhat surprising fact: if {γ k } ∞ k=0 is a multiplier sequence for a set of simple polynomials with only simple zeros, then it is a H (α) -multiplier sequence 1 for every α > 0. In particular, if Q is a simple set of orthogonal polynomials, then every Q-multiplier sequence is a Hermite multiplier sequence (for more orthogonal polynomials see ).
is a simple set polynomials such that each q k (x) has only simple real zeros, normalized so that leading coefficient of each
is a Hermite multiplier sequence.
Proof. It suffices to establish the result for non-negative sequences. If the result holds for all non-negative sequences, and {γ k } ∞ k=0 is any Q-multiplier sequence, then either
is a non-negative sequence, and is hence a Hermite multiplier sequence. But then
is itself a Hermite multiplier sequence as a consequence of properties (ii) and (iii) at the beginning of this section. Thus for the rest of the proof we assume that {γ k } ∞ k=0 is a non-negative Q-multiplier sequence. Observe that the set E n = b ∈ R q n (x) + bq n−2 (x) has only real zeros (n ≥ 2) is (i) closed, essentially as consequence of Hurwitz' theorem, and (ii) bounded above by a positive number, since
has complex zeros for large enough b, and hence so does q n (x) + bq n−2 (x). The fact that the upper bound is positive follows from the simplicity of the zeros of q n (x), for this condition implies that (−ε n , ε n ) ⊂ E n for some ε n > 0. If {γ k } ∞ k=0 is of the form . . . , 0, 0, γ n , γ n+1 , 0, 0, . . . for some n ∈ N, then it is automatically a (trivial) Hermite multiplier sequence.
is not of this form, then there must exist an m ∈ N such that γ k = 0 for k < m and γ k = 0 for k ≥ m. Using this fact, we show that {γ k } ∞ k=0 must be non-decreasing. To this end let b n = max E n , and consider the polynomial
which has only real zeros. Since {γ k } ∞ k=0 is a Q-multiplier sequence, it follows that
has only real zeros as well. By the maximality of b n we must then have 0 < γ n−2 γ n ≤ 1.
On the other hand, using Turán's inequality we see that
which in turn implies that γ n−1 ≥ γ n−2 for n ≥ m + 2. Since the same inequality holds trivially for n < m + 2, we conclude that {γ k } ∞ k=0 in non-decreasing. Finally, by Proposition 151 in [P-07] , every non-decreasing non-negative classical multiplier sequence is a Hermite multiplier sequence. The proof is complete.
The preceding theorem together with Proposition 151 in [P-07] suggest that when trying to partition the set of all classical multiplier sequences, one should look to the generalized Hermite bases. In line with this suggestion, at the end of his dissertation, Piotrowski posed the following problem (Problem 165, p. 152):
If {γ k } ∞ k=0 is a classical multiplier sequence, then does there exists a non-zero real constant α such that {γ k } ∞ k=0 is an H (α) -multiplier sequence?
We are now in position to answer this question in the negative.
Lemma 3. Let {γ k } ∞ k=0 be a classical multiplier sequence of non-negative terms. If there exists n ∈ N such that γ n ≤ γ n−1 . Then γ k ≤ γ k−1 for all k ≥ n.
Proof. Suppose that n ∈ N is such that γ n ≤ γ n−1 . Then
where the starred inequality is Turán's inequality. If γ n = 0 then γ k = 0 for all k ≥ n. Otherwise we conclude that γ n+1 ≤ γ n . The result follows. has only real zeros if and only if γ 0 ≥ γ 2 . Note that we must have either γ 1 ≥ γ 0 ≥ γ 2 or γ 0 ≥ γ 1 ≥ γ 2 . In both cases γ 1 ≥ γ 2 , and hence by Lemma 3 γ k+1 ≤ γ k for k ≥ 1.
Lemma 4. The sequence Γ = 1 8 , 1, 2, 0, 0, . . . is a classical multiplier sequence.
Proof. By the classification theorem for classical multi[lier sequences in , it is enough to show that Γ[(1 + x) n ] has only real, non-positive zeros for n ≥ 1. The result is immediate if n = 1. For n ≥ 2 we have that Γ [(1 + x) n ] = 1 8 + nx + n(n − 1)x 2 is a quadratic polynomial with roots r 1,2 = − √ 2n 2 ± n(n + 1) √ 22n(n − 1) , both of which are negative. The proof is complete.
