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Abstract
Dialogue systems are designed to communicate with human via natural language and help
people in many aspects. Task-oriented dialogue systems, in particular, aim to accomplish users
goal (e.g., restaurant reservation or ticket booking) in minimal conversational turns. The earliest
systems were designed with a large amount of hand-crafted rules and templates by experts,
which were costly and limited. Therefore, data-driven statistical dialogue systems, including
the powerful neural-based systems, have considerable attention over last few decades to reduce
the cost and provide robustness.
One of the main challenges in building neural task-oriented dialogue systems is to model
long dialogue context and external knowledge information. Some neural dialogue systems are
modularized. Although they are known to be stable and easy to interpret, they usually require
expensive human labels for each component, and have unwanted module dependencies. On
the other hand, end-to-end approaches learn the hidden dialogue representation automatically
and directly retrieve/generate system responses. They require much less human involvement,
especially in the dataset construction. However, most of the existing models suffer from incor-
porating too much information into end-to-end learning frameworks.
In this thesis, we focus on learning task-oriented dialogue systems with deep learning mod-
els, which is an important research direction in natural language processing. We leverage the
neural copy mechanism and memory-augmented neural networks to address the existing chal-
lenge of modeling and optimizing information in conversation. We show the effectiveness of
xii
our strategy by achieving state-of-the-art performance in multi-domain dialogue state tracking,
retrieval-based dialogue systems, and generation-based dialogue systems.
We first improve the performance of a dialogue state tracking module, which is the core
module in modularized dialogue systems. Unlike most of the existing dialogue state trackers,
which are over-dependent on domain ontology and lacking knowledge sharing across domains,
our proposed model, the transferable dialogue state generator, leverages its copy mechanism
to get rid of ontology, share knowledge between domains, and memorize the long dialogue
context. We also evaluate our system on a more advanced setting, unseen domain dialogue state
tracking. We empirically show that TRADE enables zero-shot dialogue state tracking and can
adapt to new few-shot domains without forgetting the previous domains.
Second, we utilize two memory-augmented neural networks, the recurrent entity network
and dynamic query memory network, to improve end-to-end retrieval-based dialogue learning.
They are able to capture dialogue sequential dependencies and memorize long-term informa-
tion. We also propose a recorded delexicalization copy strategy to simplify the problem by
replacing real entity values with ordered entity types. Our models are shown to surpass other
retrieval baselines, especially when the conversation has a large amount of turns.
Lastly, we tackle end-to-end generation-based dialogue learning with two successive pro-
posed models, the memory-to-sequence model (Mem2Seq) and global-to-local memory pointer
network (GLMP). Mem2Seq is the first model to combine multi-hop memory attention with the
idea of the copy mechanism, which allows an agent to effectively incorporate knowledge base
information into a generated response. It can be trained faster and outperforms other baselines
in three different task-oriented dialogue datasets, including human-human dialogues. More-
over, GLMP is an extension of Mem2Seq, which further introduces the concept of response
sketching and double pointers copying. We empirically show that GLMP surpasses Mem2Seq
in terms of both automatic evaluation and human evaluation, and achieves the state-of-the-art
performance.
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Chapter 1
Introduction
1.1 Motivation and Research Problems
Dialogue systems, known as conversational agents or chatbots, can communicate with human
via natural language to assist, inform and entertain people. They have become increasingly
important in both research and industrial communities. Such systems can be split into two
categories: chit-chat conversational systems and task-oriented dialogue systems, shown in Ta-
ble 1.1, with the former designed to keep users company and engage them with a wide range
of topics, and the latter designed to accomplish specific tasks, such as restaurant reservation or
ticket booking. Task-oriented dialogue systems are required to understand user requests, ask for
clarification, provide related information, and take actions. Unlike chit-chat systems, these sys-
tems also usually involve tracking the intentions of users, retrieving information from external
databases, and planning for multi-turn conversations. In this thesis, we focus on task-oriented
dialogue systems.
Usually, task-oriented dialogue systems have been built modularly, with modules for spoken
language understanding (SLU) [1, 2], dialogue state tracking (DST) [3–5], dialogue manage-
ment (DM) [6–8], and natural language generation (NLG) [9]. The SLU module performs
semantic decoding, and passes the information to the DST module to maintain the states of the
dialogue. The DM module subsequently takes dialogue states and produces dialogue actions
for the next utterance. The dialogue action is then passed to the NLG module to obtain the final
system response.
These components traditionally are designed with a large amount of hand written rules and
templates by experts. Motivated by the need for a data-driven framework to reduce the cost
of laboriously hand-crafting dialogue managers and to provide robustness against the errors
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Table 1.1: Dialogue examples for chit-chat and task-oriented dialogue systems.
Chit-Chat Dialogue Systems Task-oriented Dialogue Systems
System Hello, how are you today? Hello, what can I help with you today?
User I got the job promotion. Can you help me book a dinner at 6?
System That is awesome! Congrats! No problem. Where should it be?
User Thank you! Gonna celebrate it at bar tonight. Nearby Taipei city for 4.
System Definitely! Don’t be too drunk haha. What cuisine do you prefer?
User But it is boring to drink alone. Let’s try Japanese food... Sushi maybe.
System Ask more friends to join! What do you think about this option: Sushi Bar?
User They don’t want to come out tonight... Sounds good! Please make a reservation.
System Why? Today is Sunday why not? Done. Anything else I can help?
User Because they gonna watch Game of Thrones. No thank you.
System Right people are crazy about that! You are welcome. See you next time.
created by speech recognition, statistical dialogue systems were first introduced to include an
explicit Bayesian model of uncertainty and optimize the policy, e.g., the partially observable
Markov decision processes (POMDPs) [8]. Next, neural networks and deep learning, a spe-
cific set of algorithms for function approximation, are now transforming the natural language
processing (NLP) field, e.g, neural statistical dialogue systems have considerable attention in
recent years. With labelled data, a model can learn to minimize loss function through iterative
gradient update (back-propagation) of its parameters.
Even though these neural statistical modularized systems are known to be stable and easy
to interpret by combining domain-specific knowledge and a slot-filling technique, they usually
have the following drawbacks: 1) Complicated human annotated labels are required. For exam-
ple, SLU and DST need labels for every domain and slot, DM requires dialogue experts to label
dialogue actions and slot information, and NLG needs comprehensive language templates or
human rule; 2) Dependencies between modules are complex, which may result in serious error
propagation. In addition, the interdependent modules in modularized systems may result in per-
formance mismatch, e.g., the update of the down-stream module may cause other upper-stream
modules to be sub-optimal. 3) Generalization ability to new domains or new slots is limited.
With too specific domain knowledge in each module, it is difficult to extend the modularized
architecture to a new setting or transfer the learned knowledge to a new scenario. 4) Knowledge
base (KB) interpretation requires additional human defined rule. There is no neural memory
architectures that are designed to learn and represent the database information.
End-to-end neural approaches are an alternative to the traditional modularized solutions for
task-oriented dialogue systems. These approaches train the model directly on text transcripts
of dialogues, learn a distributed vector representation of the dialogue states automatically and
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Table 1.2: A knowledge base example for task-oriented dialogue systems.
Point-of-Interest Distance Traffic Info POI Type Address
Maizuru 5 miles moderate traffic japanese restaurant 329 El Camino Real
Round Table 4 miles no traffic pizza restaurant 113 Anton Ct
World Gym 10 miles heavy traffic gym and sports 256 South St
Mandarin Roots 5 miles no traffic chinese restaurant 271 Springer Street
Palo Alto Cafe 4 miles moderate traffic coffee or tea place 436 Alger Dr
Dominos 6 miles heavy traffic pizza restaurant 776 Arastradero Rd
Sushi Bar 2 miles no traffic japanese restaurant 214 El Camino Real
Hotel Keen 2 miles heavy traffic rest stop 578 Arbol Dr
Valero 3 miles no traffic gas station 45 Parker St
retrieve or generate the system response in the end. Everything in an end-to-end model is
learned together with the joint objective functions. In this way, the models make no assumption
on the dialogue state structure and additional human labels, gaining the advantage of easily
scaling up. Specifically, using recurrent neural networks (RNNs) is an attractive solution, where
the latent memory of the RNN represents the dialogue states. However, existing end-to-end
approaches in task-oriented dialogue systems still suffer from the following problems: 1) They
struggle to effectively incorporate dialogue history and external KB information into the RNN
hidden states since RNNs are known to be unstable over long sequences. Both of them are
essential because dialogue history includes information about users goal and external KB has
the information that need to be provided (as shown in Table 1.2). 2) Processing long sequences
using RNNs is very time-consuming, especially when encoding the whole dialogue history and
external KB using an attention mechanism. 3) Correct entities are hard to generate from the
predefined vocabulary space, e.g., restaurant names or addresses. Additionally, these entities
are relatively important compared to the chit-chat scenario because it is usually the expected
information in the system response. For example, a driver expects to get the correct address of
the gas station rather than a random place, such as a gym.
We propose to augment neural networks with external memory and a neural copy mecha-
nism to address the challenges of modeling long dialogue context and external knowledge infor-
mation in task-oriented dialogue learning. Memory-augmented neural networks (MANNs) [10–
12] can be leveraged to maintain long-term memory, enhance reasoning ability, speed up the
training process, and strengthen the neural copy mechanism, which are all desired features to
achieve better memorization of information and better conversational agents. A MANN writes
external memory into its memory modules and uses a memory controller to read and write
memories repeatedly. This approach can memorize external information and rapidly encode
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long sequences since it usually does not require auto-regressive (sequential) encoding. More-
over, a MANN usually includes a multi-hop attention mechanism, which has been empirically
shown to be essential in achieving high performance on reasoning tasks, such as machine read-
ing comprehension and question answering. A copy mechanism, meanwhile, allows a model to
memorize words and directly copy them from input to output, which is crucial to successfully
generate correct entities. It can not only reduce the generation difficulty but is also more like
human behavior. Intuitively, when humans want to tell others the address of a restaurant, for
example, they need to “copy” the information from the internet or their own memory to their
response.
In this thesis, we focus on neural task-oriented dialogue learning that can effectively in-
corporate long dialogue context and external knowledge information. We fist demonstrate how
to memorize long dialogue context in dialogue state tracking tasks, including single-domain,
multi-domain, and unseen-domain settings. Then we show how to augment neural networks
with memory and copy mechanism to memorize long dialogue context and external knowledge
for both retrieval-based and generation-based dialogue systems.
1.2 Thesis Outline
The rest of the thesis is organized as:
• Chapter 2 introduces the background and related work on task-oriented dialogue systems,
sequence text generation, copy mechanisms, and memory-augmented neural networks.
• Chapter 3 presents the transferable dialogue state generator to effectively generate dialogue
states with a copy mechanism. We further extend the model to multi-domain dialogue state
tracking and unseen domain dialogue state tracking.
• Chapter 4 presents two memory-augmented neural networks, a recurrent entity network and
dynamic query memory network, with recorded delexicalization copying for end-to-end retrieval-
based dialogue learning. These two models are able to memorize long-term sequential de-
pendency in dialogue.
• Chapter 5 introduces two proposed state-of-the-art dialogue generation models: memory-to-
sequence and global-to-local memory pointer network. These two models combine multi-hop
4
attention mechanisms with the idea of the copy mechanism, which allows us to effectively
incorporate long context information.
• Chapter 6 summarizes this thesis and discusses possible future research directions.
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Chapter 2
Background and Related Work
In task-oriented dialogue systems, there are several terms that will be used frequently: dia-
logue history, domains, intentions, slots, slot values, states, and external knowledge base (KB).
Dialogue history does not mean the whole conversational history between chatbots and users,
instead it is the whole dialogue context in the current conversation. Domains are the topics of
the current conversation, for example, restaurant domain is about restaurant reservation and taxi
domain is about booking a taxi to somewhere. Intentions are the goals of each user utternace,
for example, the intention of saying “Is it going to rain tomorrow?” is to check weather, and
the intention of saying “Schedule a party at 7 on Friday” is to add schedule. Slots are the pre-
defined variables in the dialogue that can be filled with all kinds of slot values. For example,
a location slot can have its slot values such as Hong Kong and Taipei. Dialogue states are the
semantic decoding results such as slot-value pairs. Tracking the states can be viewed as the
Markov decision process. Lastly, external KB is the stored information that could be provided
to users, which is large and dynamic. For example, there could be many possible restaurants
that meet the criteria, and the weather at each city might change everyday.
In this chapter, we first review the existing modularized and end-to-end task-oriented dia-
logue systems. We then introduce sequence generation using recurrent neural networks in nat-
ural language processing, and attention-based copy mechanisms. Lastly, we cover the general
idea of memory-augmented neural networks and end-to-end memory networks in detail.
2.1 Modularized Task-Oriented Dialogue Systems
The block diagram of a modularized task-oriented dialogue systems is shown in Figure 2.1.
The automatic speech recognition (ASR) module first transcribes users’ speech into text for-
mat. The speech transcriptions are passed to the spoken language understanding module, which
6
Figure 2.1: Block diagram of modularized task-oriented dialogue systems.
usually performs domain classification, intention detection, and slot-filling. The information
extracted by the SLU module is next passed to the dialogue state tracking module, known as
belief tracking, to maintain the states of the dialogue. The dialogue management module subse-
quently takes dialogue states and retrieved information from KB as input and produces dialogue
actions for the next utterance. The dialogue action is then passed to the natural language gener-
ation module to obtain the natural language system response. Lastly, the text-to-speech (TTS)
module transforms the text into speech and replies to users. In this thesis, we focus on all the
modules except the ASR and TTS; that is, we focus on natural language processing in task-
oriented dialogue systems.
2.1.1 Spoken Language Understanding
The SLU module [1, 2, 13–15] typically involves identifying users intentions and extracting
semantic components from the user utterances. Intention detection [16, 17] can be framed as
a semantic utterance classification problem. Given a sequence of words, the goal is to predict
an intent class from intent candidates. Slot-filling [18–20] extracts semantic components by
searching inputs to fill in values for predefined slots, which is a sequence labeling task that
assigns a semantic label to each word. Slots are basically variables in utterances, which can
have their own values but are by default empty. A slot and its value together can be viewed as a
slot-value pair to represent the dialogue semantics.
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2.1.2 Dialogue State Tracking
The DST module is a crucial component in task-oriented dialogue systems, where the goal is
to extract user goals/intentions during a conversation as compact dialogue states. Given the
extracted results from the SLU module, the DST module is usually expressed by a list of goal
slots and the probability distribution of the corresponding candidate values. Early systems
for dialogue state tracking [3–5] relied on hand-crafted features and a complex domain-specific
lexicon and domain ontology. To reduce human effort and overcome the limitations of modeling
uncertainties, learning-based dialogue state trackers have been proposed in the literature [21–
26].
2.1.3 Dialogue Management
The DM module [6–8] generates dialogue actions based on the dialogue states from the DST
module and the retrieved information from the external KBs. The dialogue actions usually
consist of a speech action (e.g., inform, request) and grounding information represented by
slots and values. Moreover, several approaches use reinforcement learning methods to learn the
policy for predicting the actions given by states [27–29].
2.1.4 Natural Language Generation
The most widely used method in NLG is template-based [9], which the response sentences
are manually designed to be the output for all the possible dialogue actions in DM. The main
advantages include the ease with which developers can control the system. However, building
such a system is expensive when there are many dialogue actions, and it cannot handle the ones
that not previously designed. To address these problems, machine learning-based NLG [30, 31]
has been actively researched, where a corpus consisting of only dialogue actions and utterances.
2.2 End-to-End Task-Oriented Dialogue Systems
2.2.1 Overview
Unlike modularized systems that use a pipeline to connect each module, end-to-end neural sys-
tems are designed to train directly on text transcripts and the KB information. Inspired by the
success of end-to-end training of chit-chat dialogue systems [32–35], researchers have recently
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started exploring end-to-end solutions for task-oriented dialogue systems. RNNs, such as long
short-term memory networks [36] (LSTMs) and gated recurrent units [37] (GRUs), play impor-
tant roles in this direction due to their ability to create latent representations, avoiding the need
for artificial labels. [38] proposed an end-to-end trainable neural dialogue model in which each
system component is connected, and each module is trained separately. However, each compo-
nent is pre-trained separately with different objective functions. [39] and [40] used end-to-end
memory networks (MNs) [12] to learn utterance representations, and applied them to the next-
utterance prediction task. Although the performance is similar to existing retrieval approaches,
these models do not model the utterance dependencies in the memory. [41], meanwhile, con-
sidered utterances as a sequence of state-changing triggers and reduced the memory query to a
more informed query through time. [42] proposed hybrid code networks (HCNs) that combine
RNNs with domain-specific human rule, and [43] incorporated explicit dialogue state tracking
into a delexicalized sequence generation.
Most related to this thesis, [44] is the first work that applied a neural copy mechanism
into the sequence-to-sequence architecture for the task-oriented dialogue task. It showed that
the performance of its generation model with the copy mechanism was competitive with other
retrieval models on a simulated dialogue dataset. However, the authors encoded all the infor-
mation, including the dialogue history and external KB, using a single RNN, which makes the
encoding process time-consuming and makes it hard to learn good representations. This draw-
back is the motivations for our proposed architectures, which will be introduced in the following
chapters on end-to-end dialogue response generation.
2.2.2 Recurrent Neural Networks
A recurrent neural network (RNN), shown in Figure 2.2, is a class of artificial neural network
where connections between nodes form a directed graph along a temporal sequence. This allows
it to exhibit dynamic temporal behavior. Differently from feed-forward neural networks, RNNs
can use their internal state (memory) to process sequences of inputs. A widely used RNN
architecture is the Elman type RNN [45]. The RNN feeds the hidden layer output at time t− 1
back to the same hidden layer at time t via recurrent connections. Thus, information stored in
the hidden layer can be viewed as a summary of input sequence up till the current time. Then
a non-linear and differentiable activation function is applied to the weighted sum of the input
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vector and the previous hidden state. The hidden state at time t can thus be expressed as:
ht = σ(Uxt + V ht−1 + b), (2.1)
where σ is the non-linear activation function. In RNN training, parameters in the network can
be optimized based on loss functions derived using maximum likelihood. Network parameters
are updated using back-propagation through time (BPTT) method considering influence of past
states through recurrent connections. Error from the output layer is back-propagated to the
hidden layers through the recurrent connections backwards in time. The weight matrices are
updated after each training sample or mini-batch.
Figure 2.2: Unfolded basic recurrent neural networks.
Long Short-Term Memory and Gated Recurrent Units
Long short-term memory (LSTM) [36] and gated recurrent units (GRUs) [46] are variances of
original recurrent neural network. The LSTM was followed by the Gated Recurrent Unit (GRU),
and both have the same goal of tracking long-term dependencies effectively while mitigating
the vanishing/exploding gradient problems. The LSTM does so via input, forget, and output
gates: the input gate regulates how much of the new cell state to keep, the forget gate regulates
how much of the existing memory to forget, and the output gate regulates how much of the cell
state should be exposed to the next layers of the network. On the other hand, the GRU operates
using a reset gate and an update gate. The reset gate sits between the previous activation and
the next candidate activation to forget previous state, and the update gate decides how much of
the candidate activation to use in updating the cell state. In this thesis, we utilize GRUs in most
of the experiments because it has fewer parameters than LSTM and could be trained faster.
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2.2.3 Sequence-to-Sequence Models
As shown in Figure 2.3, the most common and powerful conditional generative model for natu-
ral language is the sequence-to-sequence (Seq2Seq) model [46, 47], which is a type of encoder-
decoder models. Seq2Seq models the target word sequence Y conditioned on given word se-
quence X , that is, P (Y |X). The basic Seq2Seq uses an encoder RNNenc to encode input X ,
and a decoder RNNdec to predict words in output Y . Note that the encoder and decoder are
not necessarily RNNs. Different kinds of sequence modeling approaches are possible alterna-
tives. Let wxi and w
y
j be the ith and jth words in the source and target sequences, respectively.
In most machine learning-based natural language applications, instead of representing words
using one-hot vectors, words in vocabulary are usually represented by word embeddings, fixed-
length vectors with real numbers. Embeddings can either be randomly initialized and learned
through loss optimization or be pre-trained using a distributional semantics hypothesis [48, 49].
Afterwards, the source sequence is encoded by recursively applying:
henc0 = 0, (2.2)
henci = RNNenc(wxi , henci−1). (2.3)
Then the last hidden state of the encoder henc|X| is viewed as the representation of X to initialize
the decoder hidden state. The decoder then predicts the words in target Y sequentially via:
hdecj = RNNdec(w
y
j , h
dec
j−1), (2.4)
oj = Softmax(Whdecj + b), (2.5)
where oj is the output probability for every word in the vocabulary at time step j. In addition,
in order to make the model predict the first word and to terminate the prediction, special SOS
(start-of-sentence) and EOS (end-of-sentence) tokens are usually padded at the beginning and
the end of the target sequence.
2.2.4 Attention Mechanism
Although the standard Seq2Seq model is able to learn the long-term dependency in theory, it of-
ten struggles to deal with long-term information in practice. An attention mechanism [50, 51] is
an important extension of the Seq2Seq models, mimicking the word alignment in statistical ma-
chine translation. The intuitive idea is that instead of solely depending on a fixed-length encoded
vector, the attention mechanism allows the decoder to create dynamic encoded representations
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Figure 2.3: A general view of encoder-decoder structure with attention mechanism.
for each decoding time step by the weighted-sum encoded vector. Let Henc = {henc1 , . . . , henc|X|}
be the hidden states of the encoder RNNenc. Then at each decoding time step the decoder
predicts the output distribution by
hdecj = RNNdec(w
y
j , h
dec
j−1), (2.6)
uij = Match(henci , hdecj ), (2.7)
αj = Softmax(uj), (2.8)
cj = Σ|X|i (αijhenci ), (2.9)
oj = Softmax(W [hdecj ; cj] + b). (2.10)
The α vector is the attention score (probability distribution) computed by a matching function,
which can be simple cosine similarity, linear mapping, or a neural network, as
Match(hi, hj) =

hih
>
j , (dot)
hiWh
>
j , (general)
tanh(W [hi;hj]). (concat)
(2.11)
The cj in Eq. (2.9) is the context vector in decoding time step j, which is the weighted-sum of
the encoder hidden states based on the attention weights.
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2.2.5 Copy Mechanism
A copy mechanism is a recently proposed extension of attention mechanisms. Intuitively, it
encourages the decoder to learn how to “copy” words from the input sequence X . The main
advantage of the copy mechanism is its ability to handle rare words or out-of-vocabulary (OOV)
words. There are three common strategies to perform the copy mechanism: index-based, hard-
gate, and soft-gate. Index-based copying usually produces the start and end positional indexes,
and copies the corresponding text from the input source; hard-gate and soft-gate copying usually
have two distributions, one over the vocabulary space and the other over the source text. Hard-
gate copying uses a learned gating function to switch between two distributions, while soft-gate
copying, on the other hand, combines two distributions into one with a learned scalar.
Pointer networks [52] were the first model to perform an index-based copy mechanism,
which directly generates indexes corresponding to positions in the input sequence via:
oj = Softmax(uj). (2.12)
In this way, the output distribution is the attention distribution, and the output word is the input
word that has highest probability.
Output Distribution
Output Distribution
YesNo
(a)
(b)
Figure 2.4: Copy mechanisms: (a) hard-gate and (b) soft-gate. The controllers zj and p
gen
j are
context-dependent parameters.
During decoding, hard-gate copying [53, 54], shown in Figure 2.4(a) uses a switch to se-
lect distributions, and picks up the output word from the selected distribution. The switching
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probability zj is modeled as a multi-layer perceptron with a binary output. The concept is sim-
ilar to pointer networks but the decoder retains the ability to generate output words from the
predefined vocabulary distribution:
P vocabj = Softmax(W [hdecj ; cj] + b), (2.13)
P sourcej = Softmax(uj), (2.14)
zj =

1 if Sigmoid(f(wdecj , hdecj−1)) > 0.5,
0 otherwise,
, (2.15)
oj =

P vocabj if zj = 1,
P sourcej otherwise.
(2.16)
As shown in Eq. (2.16), the output distribution is dependent on zj to switch between P vocabj
and P sourcej . In this way, the model is able to generate an unknown word in the vocabulary by
directly copying a word from the input to output. Usually, there are multiple objective functions
combined to learn the output generation, at least one for the vocabulary space supervision and
one for the gating function supervision.
The soft-gate copy mechanism [55–58], shown in Figure 2.4(b), on the other hand, com-
bines the two distributions into one output distribution and generates words. Usually a context-
dependent scalar pgenj is learned to weighted-sum the distributions:
pgenj = Sigmoid(W [hdect ;wdect ; cj]), (2.17)
oj = pgenj × P vocabj + (1− pgenj )× P sourcej . (2.18)
In this way, the output distribution is weighted by the source distribution, given a higher prob-
ability that the word appears in the input. Note that words generated by the soft-gate copy
mechanism are not constrained by the predefined vocabulary, i.e., the input unknown words
will be concatenated with the vocabulary space. In this thesis, we adopt the hard-gate and
soft-gate copying strategies.
2.3 Memory-Augmented Neural Networks
2.3.1 Overview
Although the recurrent approaches using LSTM or GRU have been successful in most cases,
they may suffer from two main problems: 1) They struggle to effectively incorporate external
14
Figure 2.5: Block diagram of general memory-augmented neural networks.
KB information into the RNN hidden states [12], and they are known to be unstable over long
sequences. 2) Processing long sequences one-by-one is very time-consuming, especially when
using the attention mechanism. Therefore, in this section, we will introduce the general concept
of memory-augmented neural networks (MANNs) [10–12, 59–63].
In Figure 2.5, we show the general block diagram of MANNs. The key difference compared
to standard neural networks is that a MANN usually has an external memory that a controller
can interact with. The memory can be bounded or unbounded, flat or hierarchical, read-only or
read-write capable, and contains implicit or explicit information. The overall computation can
be summarized as follows: The input module first receives the input and sends the encoded input
to the controller. A controller reads relevant information from the memory, or does computation
to store some information in the memory by writing. The controller sends the result of the com-
putation to the inference module. Finally, the inference module does high-level computations
and sends the results to the output module for general output.
2.3.2 End-to-End Memory Networks
Most related to this thesis, we now introduce end-to-end memory networks (MNs) [12] in
detail. In Figure 2.6, 1 the left-hand side (a) shows how the model reads from and writes to
the memory, and how the process can be repeated multiple times (“hops”), as shown in the
right-hand side (b).
The memories of memory networks are represented by a set of trainable embedding matrices
E = { A1, C1,. . . ,AK , CK}, where each Ak or Ck maps tokens to vectors and K is the number
of hops. There are two common ways of weight tying within the model, adjacent and layer-wise.
1The figure is from the original paper [12].
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Figure 2.6: The architecture of end-to-end memory networks
In adjacent weight tying, the output embedding for one layer is the input embedding for the one
above, i.e., Ak+1 = Ck; meanwhile, in layer-wise weight tying, Ak = Ak+1 and Ck = Ck+1,
so it is more RNN-like. In the remainder of this section, we use adjacent weight tying as the
setting because it empirically outperforms the other setting.
A query vector qk is used as a reading head. The model loops over K hops and it first
computes the attention weights at hop k for each memory i using:
pki = Softmax((qk)TCki ), (2.19)
where Cki is the memory content in position i that is represented from the embedding matrix
Ck. Here, pk is a soft memory selector that decides the memory relevance with respect to the
query vector qk. The model reads out the memory ok by the weighted-sum over Ck+1 (using
Ck+1 from adjacent weighted tying),
ok =
∑
i
pkiC
k+1
i . (2.20)
Then the query vector is updated for the next hop using
qk+1 = qk + ok. (2.21)
Another essential part is what to allocate in the memory. In [12] and [39], each memory slot
is represented as a sentence either from the predefined facts or utterances in dialogues, and the
word embeddings in the same sentence are summed to be one single embedding for the memory
slot. In [39], to let the model recognize the speaker information, the authors add the speaker
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embeddings to the corresponding memory slots, in order to distinguish which utterances are
from a user and which are from a system.
Figure 2.7: Example prediction on the simulated question-answering tasks.
This processing can be repeated several times, which is usually called multiple hops reason-
ing. It has been empirically proven that multiple hops are useful in several question-answering
tasks. For example, in the multi-hop prediction example in Figure 2.7 using the bAbI dataset [64],
there are five sentences represented as memory, and the query vector (in this case a question) is
“What color is Greg?” As shown in the attention weights, in the first hop, the model focuses
on the memory slot of “Greg is a frog.” After memory readout from hop one, the model pays
attention to “Brian is a frog.” In the end, the model is able to predict that Greg’s color is yellow
because of the attention on “Brian is yellow,” at the third hop.
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Chapter 3
Copy-Augmented Dialogue State Tracking
In this chapter, we focus on improving the core of pipeline dialogue systems, i.e., dialogue state
tracking. To effectively track the states, the model needs to memorize long dialogue context
and be able to detect whether there is any slot is triggered, also what are its corresponding
values. Traditionally, state tracking approaches based on the assumption that ontology is defined
in advance, where all slots and their values are known. Having a predefined ontology can
simplify DST into a classification problem and improve performance. However, there are two
major drawbacks to this approach: 1) A full ontology is hard to obtain in advance [24]. In
the industry, databases are usually accessed through an external API only, which is owned and
maintained by others. It is not feasible to gain access to enumerate all the possible values for
each slot. 2) Even if a full ontology exists, the number of possible slot values could be large and
variable. For example, a restaurant name or a train departure time can contain a large number of
possible values. Therefore, many of the previous work [21, 22, 25, 26] that are based on neural
classification models may not be applicable in a real scenario.
The copy mechanism, therefore, could be essential in dialogue state tracking via copying
slot values from a dialogue history to extracted states. A dialogue state tracker with copy ability
can detect unknown slot values in an ontology. Here, we propose a dialogue state tracker,
the transferable dialogue state generator (TRADE), which is a novel end-to-end architecture
without SLU module to perform state tracking based on generative models [65]. It includes an
utterance encoder, a slot gate, and a state generator. It leverages its context-enhanced slot gate
and copy mechanism to properly track slot values mentioned anywhere in a dialogue history.
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DONTCARE
PTR
Context Vector
Ex: hotel
Ashley
Slot Gate
Utterances
…....
Bot: Which area are you looking for the hotel?
User: There is one at east town called Ashley Hotel. 
Domains
Hotel, Train, 
Attraction, 
Restaurant, Taxi
Slots
Price, Area, Day, 
Departure, name, 
LeaveAt, food, etc.
Utterance 
Encoder
Ex: name
State 
Generator
Ashley
(a)
(c)
(b)
Figure 3.1: The architecture of the proposed TRADE model, which includes (a) an utterance
encoder, (b) a state generator, and (c) a slot gate, all of which are shared among domains.
3.1 Model Description
The proposed TRADE model in Fig. 3.1 comprises three components: an utterance encoder,
a slot gate, and a state generator. Instead of predicting the probability of every predefined
ontology term, this model directly generates slot values using the sequence decoding strategy.
Similar to [66] for multilingual neural machine translation, we share all the model parameters,
and the state generator starts with a different start-of-sentence token for each (domain, slot) pair.
3.1.1 Architecture
The (a) utterance encoder encodes dialogue utterances into a sequence of fixed-length vectors.
The (b) state generator decodes multiple output tokens for all (domain, slot) pairs independently
to predict their corresponding values. To determine whether any of the (domain, slot) pairs are
mentioned, the context-enhanced (c) slot gate is used with the state generator. The context-
enhanced slot gate predicts whether each of the pairs is actually triggered by the dialogue via a
three-way classifier. Assuming that there are J possible (domain, slot) pairs in the setting.
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(a) Utterance Encoder
Note that the utterance encoder can be any existing encoding model. We use s bi-directional
GRU to encode the dialogue history. The input to the utterance encoder is the concatenation of
all words in the dialogue history, and the model infers the states across a sequence of turns. We
use the dialogue history as the input of the utterance encoder, rather than the current utterance
only.
(b) State Generator
To generate slot values using text from the input source, a copy mechanism is required. We
employ soft-gated pointer-generator copying to combine a distribution over the vocabulary and
distribution over the dialogue history into a single output distribution. We use a GRU as the
decoder of the state generator to predict the value for each (domain, slot) pair, as shown in
Fig. 3.1. The state generator decodes J pairs independently. We simply supply the summed
embedding of the domain and slot as the first input to the decoder.
At decoding step k for the j-th (domain, slot) pair, the generator GRU takes a word embed-
ding wjk as its input and returns a hidden state hdecjk . The state generator first maps the hidden
state hdecjk into the vocabulary space P
vocab
jk using the trainable embedding E ∈ R|V |×dhdd , where
|V | is the vocabulary size and dhdd is the hidden size. At the same time, the hdecjk is used to
compute the history attention P historyjk over the encoded dialogue history Ht:
P vocabjk = Softmax(E(hdecjk )>) ∈ R|V |, (3.1)
P historyjk = Softmax(Ht(hdecjk )>) ∈ R|Xt|. (3.2)
The final output distribution P finaljk is the weighted-sum of two distributions,
P finaljk = p
gen
jk × P vocabjk + (1− pgenjk )× P historyjk ∈ R|V |. (3.3)
The scalar pgenjk is trainable to combine the two distributions, which is computed by
pgenjk = Sigmoid(W1[hdecjk ;wjk; cjk]) ∈ R1, (3.4)
cjk = P historyjk Ht ∈ Rdhdd . (3.5)
The soft-gate copy mechanism is the same as Eq. (2.18), but here we repeat it J times to get
different distributions for every (domain, slot) pair.
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(c) Slot Gate
The context-enhanced slot gate G is a simple three-way classifier that maps a context vector
taken from the encoder hidden statesHt to a probability distribution over ptr, none, and dontcare
classes. For each (domain, slot) pair, if the slot gate predicts none or dontcare, we ignore
the values generated by the decoder and fill the pair as “not-mentioned” or “does not care”.
Otherwise, we take the generated words from our state generator as its value. With a linear
layer parameterized by Wg ∈ R3×dhdd , the slot gate for the j-th (domain, slot) pair is defined as
Gj = Softmax(Wg · (cj0)>) ∈ R3, (3.6)
where cj0 is the context vector computed in Eq (3.5) using the first decoder hidden state.
3.1.2 Optimization
During training, we optimize for both the slot gate and the state generator. For the former, the
cross-entropy loss Lg is computed between the predicted slot gate Gj and the true one-hot label
ygatej ,
Lg =
J∑
j=1
− log(Gj · (ygatej )>). (3.7)
For the latter, another cross-entropy loss Lv between P finaljk and the true words Y
label
j is used. We
define Lv as
Lv =
J∑
j=1
|Yj |∑
k=1
− log(P finaljk · (yvaluejk )>). (3.8)
Lv is the sum of losses from all the (domain, slot) pairs and their decoding time steps. We
optimize the weighted-sum of these two loss functions using hyper-parameters α and β,
L = αLg + βLv. (3.9)
3.2 Multiple Domain DST
In a single-task multi-domain dialogue setting, as shown in Fig. 3.2, a user can start a conversa-
tion by asking to reserve a restaurant, then request information regarding an attraction nearby,
and finally ask to book a taxi. In this case, the DST model has to determine the corresponding
domain, slot, and value at each turn of dialogue, which contains a large number of combinations
in the ontology. For example, single-domain DST problems usually have only a few slots that
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need to be tracked, four slots in WOZ [38] and eight slots in DSTC2 [67], but there are 30 (do-
main, slot) pairs and over 4,500 possible slot values in MultiWOZ [68], a multi-domain dialogue
dataset. Another challenge in the multi-domain setting comes from the need to perform multi-
turn mapping. Single-turn mapping refers to the scenario where the (domain, slot, value) triplet
can be inferred from a single turn (the solid line in the figure), while in multi-turn mapping,
it may need to be inferred from multiple turns which happen in different domains (the dotted
line in the figure). For instance, the (area, centre) pair from the attraction domain in Fig. 3.2
can be predicted from the area information in the restaurant domain, which is mentioned in the
preceding turns.
To tackle these challenges, we emphasize that DST models should share tracking knowledge
across domains. There are many slots among different domains that share all or some of their
values. For example, the area slot can exist in many domains, e.g., restaurant, attraction,
and taxi. Moreover, the name slot in the restaurant domain can share the same value with
the departure slot in the taxi domain. Additionally, to enable the DST model to track slots
in unseen domains, transferring knowledge across multiple domains is imperative. We expect
DST models can learn to track some slots in zero-shot domains by learning to track the same
slots in other domains. For example, if the model learns how to track the “departure” slot in the
bus domain, then it could transfer the knowledge to track the same slot in taxi domain.
3.2.1 Experimental Setup
Dataset
Multi-domain Wizard-of-Oz (MultiWOZ) is the largest existing human-human conversational
corpus spanning over seven domains, containing 8438 multi-turn dialogues, with each dia-
logue averaging 13.68 turns. Different from existing standard datasets like WOZ [38] and
DSTC2 [67], which contain less than 10 slots and only a few hundred values, MultiWOZ has
30 (domain, slot) pairs and over 4,500 possible values. We use the DST labels from the original
training, validation and testing dataset. Only five domains (restaurant, hotel, attraction, taxi,
train) are used in our experiment because the other two domains (hospital, police) have very
few dialogues (10% compared to others) and only appear in the training set. The slots in each
domain and the corresponding data size are reported in Table 3.1.
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Usr: I am looking for a cheap restaurant in the centre of the city.
Sys: There is a cheap chinese restaurant called Dojo Noodle Bar.
Usr: Yes please , for 8 people at 18:30 on Thursday.
… 
Usr: I am also looking for some entertainment close to the restaurant.
Sys: Is there any type of attraction you would like me to search?
Usr: Why do not you try an architectural attraction.
Sys: All Saints Church looks good , would you like to head there?
… 
Usr: I also need to book a taxi between the restaurant and the church.
Sys: What time would you like the taxi from Dojo Noodle Bar?
Usr: 20:30, please. 
Restaurant: (price, cheap), (area, centre), (people, 8), (time, 
18:30), (day, Thursday), (name, Dojo Noodle Bar)
Multi-Domain Dialogue State Tracking
Attraction: (type, architecture), (area, centre)
Taxi: (leaveAt, 20:30), (destination, All Saints Church), 
(departure, Dojo Noodle Bar)
Hotel: Train:
Dialogue History
Figure 3.2: An example of multi-domain dialogue state tracking in a conversation. The solid
arrows on the left are the single-turn mapping, and the dot arrows on the right are multi-turn
mapping. The state tracker needs to track slot values mentioned by the user for all the slots in
all the domains.
Training
The model is trained end-to-end using the Adam optimizer [69] with a batch size of 32. The
learning rate annealing is in the range of [0.001, 0.0001] with a dropout ratio of 0.2. Both α
and β in Eq (3.9) are set to one. All the embeddings are initialized by concatenating Glove em-
beddings [70] and character embeddings [71], where the dimension is 400 for each vocabulary
word. A greedy search decoding strategy is used for our state generator since the generated slot
values are usually short in length and contain simple grammar. In addition, to increase model
generalization and simulate an out-of-vocabulary setting, a word dropout is utilized with the
utterance encoder by randomly masking a small number of input tokens.
Evaluation Metrics
Two evaluation metrics, joint goal accuracy and slot accuracy, are used to evaluate the perfor-
mance on multi-domain DST. The joint goal accuracy compares the predicted dialogue states to
the ground truth at each dialogue turn, and the output is considered correct if and only if all the
predicted values exactly match the ground truth values. The slot accuracy, on the other hand,
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Table 3.1: The dataset information of MultiWOZ on five different domains: hotel, train, attrac-
tion, restaurant, and taxi.
Hotel Train Attraction Restaurant Taxi
Slots
price,
type,
parking,
stay,
day,
people,
area,
stars,
internet,
name
destination,
departure,
day,
arrive by,
leave at,
people
area,
name,
type
food,
price,
area,
name,
time,
day,
people
destination,
departure,
arrive by,
leave by
Train 3381 3103 2717 3813 1654
Valid 416 484 401 438 207
Test 394 494 395 437 195
individually compares each (domain, slot, value) triplet to its ground truth label.
3.2.2 Baseline Models
We make a comparison with the following existing models: MDBT [25], GLAD [26], GCE [72],
and SpanPtr [24], and we briefly describe these baseline models below:
• MDBT: A model that jointly identifies the domain and tracks the belief states correspond-
ing to that domain is proposed. Multiple bi-LSTMs are used to encode system and user
utterances. The semantic similarity between utterances and every predefined ontology
term is computed separately. Each ontology term is triggered if the predicted score is
greater than a threshold. The model was tested on multi-domain dialogues.
• GLAD: This model uses self-attentive RNNs to learn a global tracker that shares data
among slots and a local tracker that tracks each slot. The model takes previous system
actions and the current user utterance as input and computes semantic similarity with
predefined ontology terms. The authors show that it can generalize on rare slot-value
pairs with few training examples. The model was tested on single-domain dialogues.
• GCE: This is the current state-of-the-art model on the single-domain WOZ dataset [38]
and DSTC2 [67]; it is a simplified and sped up version of GLAD, without the slot-specific
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Table 3.2: The multi-domain DST evaluation on MultiWOZ and its single restaurant domain.
MultiWOZ MultiWOZ(Only Restaurant)
Joint Slot Joint Slot
MDBT 15.57 89.53 17.98 54.99
GLAD 35.57 95.44 53.23 96.54
GCE 36.27 98.42 60.93 95.85
SpanPtr 30.28 93.85 49.12 87.89
TRADE 48.62 96.92 65.35 93.28
RNNs that compute for each utterance. It reduces the latency in training and inference
times by 35% on average, while preserving performance of state tracking. The model was
tested on single-domain dialogues.
• SpanPtr: This is the first model that applies pointer networks [52] to the DST problem,
which generates both start and end pointers to perform index-based copying. The authors
claim that their model based on the pointer network can effectively extract unknown slot
values while still obtains promising accuracy on the DSTC2 [67] benchmark. The model
was tested on single-domain dialogues.
3.2.3 Results and Discussion
As shown in Table 3.2, TRADE achieves the highest performance, 48.62% on joint goal accu-
racy and 96.92% on slot accuracy, on multiWOZ. For comparison with the performance on a
single domain, the results on the restaurant domain of MultiWOZ are reported as well. The
performance difference between SpanPtr and our model mainly comes from the limitation of
index-based copying. For examples, if the true label for the price range slot is cheap, the
relevant user utterance describing the restaurant may actually be, for example, economical, in-
expensive, or cheaply. Note that the MDBT, GLAD, and GCE models each need a predefined
domain ontology to perform binary classification for each ontology term, which hinders their
DST tracking performance.
We visualize the cosine similarity matrix for all the possible slot embeddings in Figure 3.3
(a). Most of the slot embeddings are not close to each other, which is expected because the
model only depends on these features as start-of-sentence embeddings to distinguish different
slots. Note that some slots are relatively close because either the values they track may share
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Figure 3.3: The embeddings cosine similarity visualization for (a) slots and (b) (domain, slot)
pairs.
similar semantic meanings or the slots are correlated. For example, destination and departure
track names of cities, while people and stay track numbers. On the other hand, price range
and star in the hotel domain are correlated because high-star hotels are usually expensive. The
visualization of all the possible (domain, slot) embeddings is shown in Figure 3.3(b).
3.3 Unseen Domain DST
In this section, we focus on the ability of TRADE to generalize to an unseen domain by con-
sidering zero-shot transferring and few-shot domain expansion. In the zero-shot setting, we
assume we have no training data in the new domain, while in the few-shot case, we assume just
1% of the original training data in the unseen domain is available (around 20 to 30 dialogues).
One of the motivations to perform unseen domain DST is because collecting a large-scale task-
oriented dataset for a new domain is expensive and time-consuming [68], and there are a large
number of domains in realistic scenarios.
3.3.1 Zero-shot DST
Zero-shot applications in dialogue learning have been used for intention classifiers [17], slot-
filling [73], dialogue policy [74], and language generation [66, 75]. In the DST task, ideally
based on the slots already learned, a model is able to directly track those slots that are present in
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a new domain. For example, if the model is able to track the departure slot in the train domain,
then that ability may transfer to the taxi domain, which uses similar slots. Note that generative
DST models take the dialogue context/historyX , the domainD, and the slot S as input and then
generate the corresponding values Y value. Let (X,Dsource, Ssource, Y valuesource) be the set of samples
seen during the training phase and (X,Dtarget, Starget, Y valuetarget ) the samples which the model was
not trained to track. A zero-shot DST model should be able to generate the correct values of
Y valuetarget given the context X , domain Dtarget, and slot Starget, without using any training samples.
The same context X may appear in both source and target domains but the pairs (Dtarget, Starget)
are unseen. This setting is extremely challenging if no slot in Starget appears in Ssource, since the
model has never been trained to track such a slot.
Results and Discussion
Table 3.3: Zero-shot experiments on an unseen domain. We held-out one domain each time to
simulate the setting.
Trained Single Zero-Shot
Joint Slot Joint Slot
Hotel 55.52 92.66 13.70 65.32
Train 77.71 95.30 22.37 49.31
Attraction 71.64 88.97 19.87 55.53
Restaurant 65.35 93.28 11.52 53.43
Taxi 76.13 89.53 60.58 73.92
We run zero-shot experiments by excluding one domain from the training set. As shown
in Table 3.3, the taxi domain achieves the highest zero-shot performance, 60.58% on joint goal
accuracy, which is close to the result achieved by training on all the taxi domain data (76.13%).
Although performances on the other zero-shot domains are not especially promising, they still
achieve around 50 – 65% slot accuracy without using any in-domain samples. The reason why
the zero-shot performance on the taxi domain is high is that all four slots share similar values
with the corresponding slots in the train domain.
3.3.2 Expanding DST for Few-shot Domain
In this section, we assume that only a small number of samples from the new domain (X,Dtarget,
Starget, Y valuetarget ) are available, and the purpose is 1) to evaluate the ability of our DST model to
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transfer its learned knowledge to the new domain without forgetting previously learned do-
mains; and 2) to expand the DST model to an unseen domain without expensive cost. There
are two advantages to performing few-shot domain expansion: 1) being able to quickly adapt to
new domains and obtain decent performance with only a small amount of training data; 2) not
requiring retraining with all the data from previously learned domains, since the data may no
longer be available and retraining is often very time-consuming.
Firstly, we consider a straightforward naive baseline, i.e., fine-tuning on the target domain
with no constraints. Then, we employ two specific continual learning techniques: elastic weight
consolidation (EWC) [76] and gradient episodic memory (GEM) [77] to fine-tune our model.
We define ΘS as the model’s parameters trained in the source domain, and Θ indicates the
current optimized parameters according to the target domain data.
EWC uses the diagonal of the Fisher information matrix F as a regularizer for adapting to
the target domain data. This matrix is approximated using samples from the source domain.
The EWC loss is defined as
Lewc(Θ) = L(Θ) +
∑
i
λ
2Fi(Θi −ΘS,i)
2, (3.10)
where λ is a hyper-parameter. Different from EWC, GEM keeps a small number of samples
K from the source domains, and, while the model learns the new target domain, a constraint is
applied on the gradient to prevent the loss on the stored samples from increasing. The training
process is defined as:
MinimizeΘ L(Θ)
Subject to L(Θ, K) ≤ L(ΘS, K),
(3.11)
where L(Θ, K) is the loss value of the K stored samples. [77] show how to solve the opti-
mization problem in Eq (3.11) with quadratic programming if the loss of the stored samples
increases.
Experimental Setup
We follow the same procedure as in the joint training section, and we run a small grid search
for all the methods using the validation set. For EWC, we set different values of λ for all the
domains, and the optimal value is selected using the validation set. Finally, in GEM, we set the
memory size K to 1% of the source domains.
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Joint Slot Joint Slot Joint Slot Joint Slot Joint Slot
Evaluation on 4 Domains Except Hotel Except Train Except Attraction Except Restaurant Except Taxi
Base Model (BM)
training on 4 domains 58.98 96.75 55.26 96.76 55.02 97.03 54.69 96.64 49.87 96.77
Fine-tuning BM
on 1% new domain
Naive 36.08 93.48 23.25 90.32 40.05 95.54 32.85 91.69 46.10 96.34
EWC 40.82 94.16 28.02 91.49 45.37 84.94 34.45 92.53 46.88 96.44
GEM 53.54 96.27 50.69 96.42 50.51 96.66 45.91 95.58 46.43 96.45
Evaluation on New Domain Hotel Train Attraction Restaurant Taxi
Training 1% New Domain 19.53 77.33 44.24 85.66 35.88 68.60 32.72 82.39 60.38 72.82
Fine-tuning BM
on 1% new domain
Naive 19.13 75.22 59.83 90.63 29.39 60.73 42.42 86.82 63.81 79.81
EWC 19.35 76.25 58.10 90.33 32.28 62.43 40.93 85.80 63.61 79.65
GEM 19.73 77.92 54.31 89.55 34.73 64.37 39.24 86.05 63.16 79.27
Table 3.4: Domain expanding DST for different few-shot domains.
Results and Discussion
In this setting, the TRADE model is pre-trained on four domains and a withheld domain is
reserved for domain expansion to perform fine-tuning. After fine-tuning on the new domain,
we evaluate the performance of TRADE on 1) the four pre-trained domains, and 2) the new
domain. We experiment with different fine-tuning strategies. In Table 3.4, the first row is the
base model that is trained on the four domains. The second row is the results on the four
domains after fine-tuning on 1% new domain data using three different strategies. One can find
that GEM outperforms naive and EWC fine-tuning in terms of catastrophic forgetting on the four
domains. Then we evaluate the results on a new domain for two cases: training from scratch
and fine-tuning from the base model. Results show that fine-tuning from the base model usually
achieves better results on the new domain compared to training from scratch. In general, GEM
outperforms naive and EWC fine-tuning by far in terms of overcoming catastrophic forgetting.
We also find that pre-training followed by fine-tuning outperforms training from scratch on the
single domain.
Fine-tuning TRADE with GEM maintains higher performance on the original four domains.
Take the hotel domain as an example, the performance on the four domains after fine-tuning
with GEM only drops from 58.98% to 53.54% (-5.44%) on joint accuracy, whereas naive fine-
tuning deteriorates the tracking ability, dropping joint goal accuracy to 36.08% (-22.9%). Ex-
panding TRADE from four domains to a new domain achieves better performance than training
from scratch on the new domain. This observation underscores the advantages of transfer learn-
ing with the proposed TRADE model. For example, our TRADE model achieves 59.83% joint
accuracy after fine-tuning using only 1% of Train domain data, outperforming training theTrain
domain from scratch, which achieves 44.24% using the same amount of new-domain data.
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Finally, when considering hotel and attraction as a new domain, fine-tuning with GEM
outperforms the naive fine-tuning approach on the new domain. To elaborate, GEM obtains
34.73% joint accuracy on the attraction domain, but naive fine-tuning on that domain can only
achieve 29.39%. This implies that in some cases learning to keep the tracking ability (learned
parameters) of the learned domains helps to achieve better performance for the new domain.
3.4 Short Summary
We introduce a transferable dialogue state generator for multi-domain dialogue state tracking,
which can better memorize the long dialogue context and track the states efficiently. Our model
learns to track states without any predefined domain ontology, which can handle unseen slot
values using a copy mechanism. TRADE shares all of its parameters across multiple domains
and achieves state-of-the-art joint goal accuracy and slot accuracy on the MultiWOZ dataset for
five different domains. Moreover, domain sharing enables TRADE to perform zero-shot DST
for unseen domains. With the help of existing continual learning algorithms, our model can
quickly adapt to few-shot domains without forgetting the learned ones.
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Chapter 4
Retrieval-Based Memory-Augmented
Dialogue Systems
In the previous chapter, we discussed how we can memorize long dialogue context via copy
mechanism, and how to leverage multiple domains to further improve state tracking perfor-
mance and enable unseen domain DST. In the remaining parts of this thesis, instead of solely
optimizing the DST component, we view the whole dialogue system as a black box and train the
system end-to-end. The inputs of the system are the long dialogue history/context and external
knowledge base (KB) information, and the output is the system response for the next coming
turn.
In this chapter, we first introduce one of the aspects of end-to-end dialogue learning, the
retrieval-based dialogue systems. Given the dialogue history and knowledge base informa-
tion, machine learning models are required to predict/select the correct system response from
a predefined response candidates. This task is usually suitable for small dataset training or for
dialogue systems that required regular but not diverse system behavior. We propose a delexi-
calization strategy to simplify the retrieval problem, then we introduce two memory-augmented
neural networks, a recurrent entity networks (REN) [78] and dynamic query memory network
(DQMN) [79], for task-oriented dialogue learning. Lastly, we evaluate the models on simulated
bAbI dialogue [39], and also its more challenging OOV setting.
4.1 Recorded Delexicalization Copying
There are a large amount of entities in the ontology, e.g., names of restaurants. It is hard for a
retrieval-based model to distinguish the minor difference in the response candidates. To sim-
ply overcome the weak entity identification problem, we propose a practical strategy, recorded
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delexicalization copying (RDC), to replace each real entity value with its entity type and the
order appearance in the dialogue. We also build a lookup table to record the mapping, e.g., the
first user utterance in Figure 4.1, “Book a table in Madrid for two,” will be transformed into
“Book a table in [LOC-1] for [NUM-1].” At the same time, [LOC-1] and [NUM-1] are stored
in a lookup table as Madrid and two, respectively. Lexicalization is the reverse, copying the real
entity values stored in the table to the output template. For example, when the output “api-call
[LOC-1] [NUM-1] [ATTM-1]” is predicted, we will copy Madrid, two and casual to fill in the
blanks. Last, we build the action template candidates by all the possible delexicalization sys-
tem responses. RDC is similar to delexicalization and the entity indexing strategy in [42] and
[80]. It not only decreases the learning complexity but also makes our system scalable to OOV
settings.
4.2 Model Description
4.2.1 Recurrent Entity Networks
Figure 4.1: Entity-value independent recurrent entity network for goal-oriented dialogues. The
graphic on the top right shows the detailed memory block.
The REN model was first used in question answering tasks and has empirically shown its ef-
fectiveness [78, 81]. It is one kind of memory-augmented neural networks that is equipped with
a dynamic long-term memory, which allows it to maintain and update a representation of the
state of the world as it receives new data. We first proposed to utilize REN in learning retrieval-
based dialogue systems [82] in the 6th Dialogue System Technology Challenge (DSTC6) [83].
We treat every incoming utterance as the new received data, and store the dialogue history and
external KB in the dynamic long-term memory to represent the state of the world.
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REN has three main components: an input encoder, dynamic memory, and output module.
The input encoder transforms the set of sentences st and the question q (we set the last user
utterance as the question.) into vector representations by using multiplicative masks. We first
look up word embeddings for each word in the sentences, and then apply the learned multiplica-
tive masks, f (s) and f (q), to each word in a sentence. The final encoding vector of a sentence is
defined as
st =
∑
i
sit  f (s)i , q =
∑
i
qi  f (q)i . (4.1)
The dynamic memory stores long-term information, which is very similar to a GRU with a
hidden state divided into blocks. The blocks ideally represent an entity type (e.g., LOC, PRICE,
etc.), and store relevant facts about it. Each block i is made of a hidden state hi and a key ki.
The dynamic memory module is made up of a set of blocks, which can be represented with a set
of hidden states {h1, . . . , hz} and their corresponding set of keys {k1, . . . , kz}. The equations
used to update a generic block i are the following:
g
(t)
i = Sigmoid(s>t h
(t−1)
i + s>t k
(t−1)
i ) (4.2)
hˆ
(t)
i = ReLU(Uh
(t−1)
i + V k
(t−1)
i +Wst) (4.3)
h
(t)
i = h
(t−1)
i + g
(t)
i  hˆ(t)i (4.4)
h
(t)
i = h
(t)
i /‖h(t)i , ‖ (4.5)
where g(t)i is the gating function which determines how much of the ith memory should be
updated, and hˆ(t)i is the new candidate value of the memory to be combined with the existing
h
(t−1)
i . The matrices U , V , and W are shared among different blocks, and are trained together
with the key vectors.
The output module creates a probability distribution over the memories and hidden states
using the question q. Thus, the hidden states are summed, using the probability as weight, to
obtain a single vector representing all the inputs. Finally, the network output is obtained by
combining the final state with the question to predict the new utterance. The model is trained
using a cross-entropy loss, and it outputs the next dialogue utterance by choosing among action
templates. The lexicalization step simply copies entities in the table and replaces delexicalized
elements in the action template to obtain the final response.
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Figure 4.2: Dynamic query memory networks with recorded delexicalization copying
4.2.2 Dynamic Query Memory Networks
One major drawback of end-to-end memory networks is that they are insensitive to representing
temporal dependencies between memories. To mitigate the problem, we propose a novel archi-
tecture called a dynamic query memory network (DQMN) to capture time step information in
dialogues, by utilizing RNNs between memory layers to represent latent dialogue states and the
dynamic query vector. We adopt the idea from [78], whose model can be seen as a bank of
gated RNNs, and hidden states correspond to latent concepts and attributes. Therefore, to obtain
a similar behavior, DQMN adds a recurrent architecture between memory hops in the original
memory networks. We use the memory cells as the inputs of an GRU, based on the utterance
order appearing in the dialogue history. The final hidden state of the GRU is added to the query
uk:
uk+1 = uk + ok + hkN , (4.6)
where hkN is the last GRU hidden state at the hop k. In this way, compared to Eq. (2.21),
DQMN is able to capture the global attention over memory cells ok, and also the internal latent
representation of the dialogue state hkN .
In addition, motivated by the query-reduction networks in [41], we use each hidden state of
the corresponding time step to query the next memory cells separately. That is, the next hop
query vector is not generic over all the memory cells but customized. Each cell has its unique
query vector
qk+1i = uk+1 + hki , (4.7)
which is then sent to the attention computation in Eq. (2.19). DQMN considers the previous
hop memory cells as a sequence of query-changing triggers, which trigger the GRU to generate
more dynamically informed queries. Therefore, it can effectively alleviate temporal problems
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with the dynamic query components.
4.3 Experimental Setup
4.3.1 Dataset
Table 4.1: Statistics of bAbI dialogue dataset.
Task 1 2 3 4 5
Avg. User turns 4 6.5 6.4 3.5 12.9
Avg. Sys turns 6 9.5 9.9 3.5 18.4
Avg. KB results 0 0 24 7 23.7
Avg. Sys words 6.3 6.2 7.2 5.7 6.5
Vocabulary 3747
Train dialogs 1000
Val dialogs 1000
Test dialogs 1000 + 1000 OOV
We use the bAbI dialogue dataset [39] to evaluate the performance. It is one of the standard
benchmarks since it evaluates all the desirable features of an end-to-end task-oriented dialogue
system. The dataset is divided into five different tasks, each of which has its own training,
validation, and test set. Tasks 1–4 are issuing an API call, refining an API call, recommending
options, and providing additional information, respectively. Task 5 (full dialogues) is a union
of tasks 1–4 and includes more conversational turns.
• Task 1 Issuing API calls: A user request implicitly defines a query that can contain the
required fields. The bot must ask questions for filling the missing fields and eventually
generate the correct corresponding API call. The bot asks for information in a determin-
istic order, making prediction possible.
• Task 2 Updating API calls: Starting by issuing an API call as in Task 1, users then ask
to update their requests between 1 and 4 times. The order in which fields are updated is
random. The bot must ask users if they are done with their updates and issue the updated
API call.
• Task 3 Displaying options: Given a user request, the KB is queried using the correspond-
ing API call and add the facts resulting from the call to the dialogue history. The bot must
propose options to users by listing the restaurant names sorted by their corresponding
rating (from higher to lower) until users accept.
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• Task 4 Providing extra information: Given a user request, a restaurant is sampled and
start the dialogue as if users had agreed to book a table there. We add all KB facts
corresponding to it to the dialogue. Users then ask for the phone number of the restaurant,
its address or both. The bot must learn to use the KB facts correctly to answer.
• Task 5 Conducting full dialogues: Tasks 1–4 are combined to generate full dialogues.
There are two test sets for each task: one follows the same distribution as the training set and
the other has OOV words from a different KB, i.e., the slot values that do not appear in the
training set. Dataset statistics are reported in Table 4.1.
4.3.2 Training
Recurrent Entity Networks
For each task, we fix the number of the memory block to five because there are five different
slots, and we use Adam [69] optimizer with learning rate 0.1 and dropout ratio 0.3. The weights
are initialized randomly from a Gaussian distribution with zero mean and σ = 0.1. The gradient
is clipped to a maximum of 40 to avoid gradient explosion. We try a small grid search over
hyper-parameters such as batch size and embedding size. Then, the setting that achieves the
highest accuracy in validation is selected for the final evaluation.
Dynamic Query Memory Network
All experiments used a K = 3 hops model with the adjacent weight sharing scheme, e.g.,
Ck = Ak+1 for k = 1, 2. For sentence representation, we use position encoding bag-of-words
as in [12] to capture words order. Our model is using a learning rate of 0.01, annealing half
every 25 epochs until 100 epochs are reached. The weights are initialized randomly from a
Gaussian distribution with zero mean and σ = 0.1. All training uses a batch size of 16 (but the
cost is not averaged over a batch), and gradients with a L2 norm greater than 40 are clipped.
4.3.3 Evaluation Metrics
Per-response/dialogue Accuracy Per-response accuracy is considered correct only if the pre-
dicted system response is exactly the same as the gold system response. In addition, per-
dialogue accuracy takes every turn in one dialogue into account. It is considered correct if
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all the system responses are exactly the same as the true dialogue. These are strict evaluation
metrics and are highly dependent on the system behavior, which may only be suitable for a
simulated dialogue dataset, where all the responses are regular and standardized.
4.4 Results and Discussion
4.4.1 Quantitative Results
Table 4.2: Per-response accuracy and per-dialogue accuracy (in parentheses) on bAbI dialogue
dataset using REN and DQMN.
Task MN GMN REN DQMN REN+RDC DQMN+RDC
T1 99.9 (99.6) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T2 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T3 74.9 (2.0) 74.9 (3.0) 74.9 (0) 74.9 (2.0) 91.4 (40.3) 98.7 (90.8)
T4 59.5 (3.0) 57.2 (0) 57.2 (0) 57.2 (0) 100 (100) 100 (100)
T5 96.1 (49.4) 96.3 (52.5) 97.3 (46.3) 99.2 (88.7) 97.5 (62.5) 99.9 (98.3)
T1-OOV 72.3 (0) 82.4 (0) 81.8 (0) 82.5 (0) 100 (100) 100 (100)
T2-OOV 78.9 (0) 78.9 (0) 78.9 (0) 78.9 (0) 100 (100) 100 (100)
T3-OOV 74.4 (0) 75.3 (0) 75.3 (0) 74.9 (0) 89.6 (29.8) 98.7 (90.4)
T4-OOV 57.6 (0) 57.0 (0) 57.0 (0) 57.0 (0) 100 (100) 100 (100)
T5-OOV 65.5 (0) 66.7 (0) 65.1 (0) 72.0 (0) 96.0 (46.3) 99.4 (91.6)
In Table 4.2, we report the results obtained on the bAbI dialogue test sets (including the
OOV). We compare our proposed models with and without RDC to the original end-to-end
memory networks (MN) [12] and gated memory networks (GMN) [40], which are both retrieval-
based models.
First, we discuss the model performance without the RDC strategy. On the full dialogue
task (T5), REN and DQMN outperform memory network and GMN, and DQMN achieves the
highest, 99.2% per-response accuracy and 88.7% per-dialogue accuracy. This result shows that
the dynamic query components in DQMN allow the memory network to learn a more complex
dialogue policy. Task 5 includes long conversational turns, and it requires a stronger dialogue
state tracking ability. Although there is no performance difference between our models and the
other baselines for T1 to T4, we can still observe a better generalization ability of our models
on the OOV test set. For example, our model DQMN achieves 72.0% per-response accuracy in
the T5-OOV setting, which is 7% better than others.
Next, we show the effectiveness of the RDC strategy by applying it to both REN and
DQMN. On T3 the restaurant recommendation task, REN with RDC improves the performance
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by 16.5% on per-response accuracy, and DQMN with RDC improves by 23.8%. On T4, the
providing additional information task, both REN and DQMN with RDC can achieve perfect
performance. On T5 full dialogue task, DQMN with RDC achieves 99.9% per-response accu-
racy and 98.3% per-dialogue accuracy. Note that with RDC, the DQMN model can achieve
almost perfect per-response accuracy, even on Task5-OOV, which also confirms our initial as-
sumption that using RDC strongly decreases the learning complexity. This strategy leads to
an overall accuracy improvement, which is particularly useful when the network needs to learn
how to work with abstract OOV entities.
4.4.2 Visualization
1 2 3 4 5
[NAME1] cuisine [CUI1]
[NAME1] number [NUM1]
[NAME1] location [LOC1]
[NAME1] restrictions [NAME1]
[NAME1] phone [PHO1]
[NAME1] atmosphere [ATM1]
[NAME1] address [ADD1]
[NAME1] price [PRI1]
[NAME1] rating 44
hello
hello what can i help you with today
can you make restaurant reservation at [NAME1]
great let me do reservation
what is phone number of restaurant
here it is [PHO1]
can you provide address
(a)
(b)
Figure 4.3: Heatmap representation of the (a) gating function for each memory block in the
REN model and (b) memory attention for each hop in DQMN.
To better understand the REN behavior, we visualize the gating activation function in Fig-
ure 4.3(a). The output of this function decides how much and what we store in each memory
cell. We take the model trained on T4 (i.e., providing additional information) for the visualiza-
tion. We plot the activation matrix of the gate function and observe how REN learns to store
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relevant information. As we can see in the figure, the model opens the memory gate once a
useful information appears as input, and closes the gate for other useless sentences. Different
memory blocks may focus on different information. For example, block 5 stores more informa-
tion from the discourse rather than explicit KB knowledge; and block 2 opens its gate fully when
the address and rating information is provided. In this case, the last user utterance (question) is
“Can you provide address?,”, we can get the correct prediction because the latent address fea-
ture is represented in those memory blocks that open during the utterance “[NAME1] address
[ADD1]”.
We visualize the memory attentions of different hops in DQMN in Figure 4.3(b). One
can observe that in the first hop, the model usually pays attention to almost every memory
slot, which intuitively means that the model is “understanding” the general dialogue flow. In
the second hop, the model focuses on three different slots (Spanish cuisine, two people, and
London location) because the user has changed his/her mind to modify the intention. In the
third hop, the model becomes very sharp on the utterance that is related to the price slot. In
the end, DQMN gets all of the information it needs and predicts the output response “api call
Spanish London two expensive”.
4.5 Short Summary
REN and DQMN are two memory-augmented frameworks for retrieval-based task-oriented dia-
logue systems, which are designed to model long dialogue context and external knowledge more
efficiently. They are designed to overcome the drawbacks in retrieval-based dialogue applica-
tions that they are hard to capture long-term dependencies. A recorded delexicalization copy
mechanism is utilized to reduce the learning complexity and also alleviate out-of-vocabulary
entity problems. The experimental results show that our models outperform other memory net-
works, especially on a task with longer dialogue turns.
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Chapter 5
Generation-Based Memory-Augmented
Dialogue Systems
In the previous chapter, we discussed how to effectively incorporate long dialogue context and
external knowledge base (KB) into retrieval-based dialogue systems. However, although they
may be one of the most robust dialogue systems, they have two main drawbacks: 1) Retrieved
responses are too regular and limited. While facing the real users, the system is not able to
reply if they say something out-of-domain, which is not predefined in the response candidates.
2) Although using record delexicalization strategy can simplify the problem, the model does
not deal with the real entity values in this case and might lose some information implied. For
example, when users ask for a French restaurant, they may imply that the price of the dinner
they want might not be cheap. This information is missing when the values are replaced by the
slot type, i.e., replace “French” with “CUISINE-1”.
In this chapter, on the other hand, we cope with another challenging approach of end-to-end
dialogue learning, which is system response generation problem. Given the dialogue history
and KB information, machine learning models are required to generate the system response
word-by-word using recurrent structures. Compared to solely doing retrieval from the response
candidates, generated responses can be more diverse, human-like, and have the potential to
generalize to an unseen scenario. We propose two models, a memory-to-Sequence (Mem2Seq)
model [84] and a global-to-local memory pointer network (GLMP) [85], to effectively incor-
porate long dialogue context and external knowledge into end-to-end learning.
A multi-turn dialogue between a driver and an agent is shown in Table 5.1. The upper part
of the table is the KB information available, which includes different points-of-interest (POIs),
and their corresponding addresses, types, traffic information, and distances. One can find that
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Table 5.1: Multi-turn dialogue example for an in-car assistant in the navigation domain.
Distance Traffic info Poi type Address Poi
5 miles moderate traffic rest stop 329 El Camino Real The Westin
4 miles no traffic pizza restaurant 113 Anton Ct Round Table
5 miles no traffic chinese restaurant 271 Springer Street Mandarin Roots
4 miles moderate traffic coffee or tea place 436 Alger Dr Palo Alto Cafe
6 miles heavy traffic pizza restaurant 776 Arastradero Rd Dominos
6 miles no traffic hospital 214 El Camino Real Stanford Express Care
2 miles heavy traffic rest stop 578 Arbol Dr Hotel Keen
1st Turn
DRIVER Where can I get tea?
System Palo Alto Cafe is 4 miles away and serves coffee and tea.Do you want the address?
2nd Turn
DRIVER Yes.
System Palo Alto is located at 436 Alger Dr.
the system responses include multiple entities that are existed in the table, e.g., Palo Alto Cafe,
4 miles, and 436 Alger Dr. Therefore, the ability to reason over the KB information and copy
the entities from the KB to the response is essential.
5.1 Memory-to-Sequence
As mentioned in Section 2.3, existing LSTM or GRUs usually are unable to incorporate external
knowledge into end-to-end learning. We present a novel architecture called Mem2Seq to learn
task-oriented dialogues in an end-to-end manner. This model augments the existing memory
network framework with a sequential generative architecture, using global multi-hop attention
mechanisms to copy words directly from dialogue history or KBs. Mem2Seq is the first model
to combine multi-hop attention mechanisms with the idea of pointer networks, which allows
us to effectively incorporate KB information. It also learns how to generate dynamic queries to
control memory access, and we visualize and interpret the model dynamics among hops for both
the memory controller and the attention. Lastly, Mem2Seq can be trained faster and achieves
state-of-the-art results on several task-oriented dialogue datasets.
5.1.1 Model Description
Mem2Seq 1 comprises of two components: an MN encoder and a memory decoder, as shown
in Figure 5.1. The memory network encoder creates a vector representation of the dialogue
history. Then the memory decoder reads and copies the memory to generate a response.
1The code is available at https://github.com/HLTCHKUST/Mem2Seq
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Figure 5.1: The proposed Mem2Seq architecture for task-oriented dialogue systems. (a) Mem-
ory encoder with three hops and (b) memory decoder over two-step generation.
Memory Content
We store word-level content in the memory module. Similar to [39], we add temporal informa-
tion and speaker information to capture the sequential dependencies. For example, “hello t1 $u”
means “hello” at time step 1 spoken by a user. On the other hand, to store the KB information,
we follow the works [86] and [87], which use a (subject, relation, object) representation. For
example, we represent the information of Dominos in Table 5.1: (Dominos, Distance, 6 miles).
Then we sum word embeddings of the subject, relation, and object to obtain each KB memory
representation. During the decoding stage, the object part is used as the generated word for
copying. For instance, when the KB triplet (Dominos, Distance, 6 miles) is pointed to, our
model copies “6 miles” as an output word.
Memory Encoder
Mem2Seq uses a standard memory network with adjacent weighted tying as an encoder. The
input of the encoder is the dialogue history only because we believe that the encoder does not
require KB information to track dialogue states. The memories of MemNN are represented by
a set of trainable embedding matrices, and a query vector is used as a reading head. The model
loops over K hops and it computes the attention weights at hop k for each memory. Mem2Seq
will return a soft memory selector that decides the memory relevance with respect to the query
vector. The model also reads out the memory by the weighted-sum of embeddings. The result
from the encoding step is the memory readout vector, which will become the initial state of the
decoder RNN.
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Memory Decoder
The decoder uses an RNN and MN. The MN is loaded with both the dialogue history and
external knowledge since we use both to generate a proper system response. A GRU is used as
a dynamic query generator for the MN. At each decoding step t, the GRU gets the previously
generated word and the previous query as input, and it generates the new query vector. Then the
query is passed to the MN, which will produce the token. At each time step, two distributions
are generated: one over all the words in the vocabulary (Pvocab) and the other over the memory
contents (Pptr). The first, Pvocab, is generated by concatenating the first hop memory readout
and the current query vector:
Pvocab(yˆt) = Softmax(W [hdect ; o1]). (5.1)
On the other hand, Pptr is generated using the attention weights at the last MN hop of the
decoder. The decoder generates tokens by pointing to the input words in the memory, which is
a similar mechanism to the attention used in pointer networks [52].
If the expected word does not appear in the memories, Pptr is trained to produce the sentinel
token $. To sum up, once the sentinel is chosen, our model generates the token from Pvocab;
otherwise, it takes the memory content using the Pptr distribution. Basically, the sentinel token
is used as a hard gate to control which distribution to use at each time step. A similar approach
has been used in [55] to control a soft gate in a language modeling task. With this method, the
model does not need to learn a gating function separately as in [53], and is not constrained by a
soft gate function as in [88].
We designed our architecture in this way because we expect the attention weights in the
first and the last hop to show a “looser” and “sharper” distribution, respectively. To elaborate,
the first hop focuses more on retrieving memory information and the last tends to choose the
exact token leveraging the pointer supervision. Hence, during training, all the parameters are
jointly learned by minimizing the sum of two standard cross-entropy losses: one between Pvocab
and the true response word for the vocabulary distribution, and one between Pptr and the true
memory position for the memory distribution.
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Table 5.2: Dataset statistics for three different datasets, bAbI dialogue, DSTC2, and In-Car
Assistant.
Task 1 2 3 4 5 DSTC2 In-Car
Avg. User turns 4 6.5 6.4 3.5 12.9 6.7 2.6
Avg. Sys turns 6 9.5 9.9 3.5 18.4 9.3 2.6
Avg. KB results 0 0 24 7 23.7 39.5 66.1
Avg. Sys words 6.3 6.2 7.2 5.7 6.5 10.2 8.6
Max. Sys words 9 9 9 8 9 29 87
Pointer Ratio .23 .53 .46 .19 .60 .46 .42
Vocabulary 3747 1229 1601
Train dialogues 1000 1618 2425
Val dialogues 1000 500 302
Test dialogues 1000 + 1000 OOV 1117 304
5.1.2 Experimental Setup
Dataset
We use three public multi-turn task-oriented dialogue datasets to evaluate our model: the
bAbI dialogue [39], Dialogue State Tracking Challenge 2 (DSTC2) [89] and In-Car Assis-
tant [87]. The training/validation/test sets of these three datasets have been split in advance by
the providers. The dataset statistics are reported in Table 5.2.
The bAbI dialogue dataset was introduced in Section 4.3. For the dialogues extracted from
the DSTC2 we used the refined version from [39], which ignores the dialogue state annotations.
The main difference from the bAbI dialogue dataset is that this dataset is extracted from real
human-bot dialogues, which are noisier and harder since the bots make mistakes due to speech
recognition errors or misinterpretations. The In-Car Assistant dataset, meanwhile, is a human-
human, multi-domain dialogue dataset collected from Amazon Mechanical Turk. It has three
distinct domains: calendar scheduling, weather information retrieval, and point-of-interest nav-
igation. This dataset has shorter conversation turns, but the user and system behaviors are more
diverse. In addition, the system responses are variant and the KB information is much more
complicated. Hence, this dataset requires a stronger ability to interact with KBs, rather than
dialogue state tracking.
Evaluation Metrics
Per-response/dialogue Accuracy For per-response accuracy, a generated response is correct
only if it is exactly the same as the gold response; for per-dialogue accuracy, a dialogue is
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considered correct only if every system response in the dialogue is exactly the same as the gold
response. These evaluation metrics are only suitable for the bAbI dialogue dataset because
it is a simulated dataset with very regular system behavior. Note that [39] tests their model
by selecting the system response from predefined response candidates; that is, their system
solves a multi-class classification problem. On the other hand, Mem2Seq generates each token
individually so evaluating with these metrics is more challenging.
BLEU BLEU [90] is a measure commonly used for machine translation systems, but it has
also been used in evaluating dialogue systems [44, 80] and chat-bots [91]. Moreover, the BLEU
score is a relevant measure on task-oriented dialogues as there is little variance between the
generated answers, unlike open-domain generation.
Entity F1 We micro-average over the entire set of system responses and compare the entities
in plain text. The entities in each gold system response are selected by a predefined entity list.
This metric evaluates the ability to generate relevant entities from the provided KBs and to
capture the semantics of the dialogue [44, 87].
5.1.3 Results and Discussion
We compare Mem2Seq with hop 1, 3, and 6 hops with several existing models: an end-to-
end memory networks (MN), gated end-to-end memory networks (GMN), and dynamic query
memory networks (DQMN). We also implement the following baseline models: a sequence-
to-sequence (Seq2Seq) model with and without attention [51], and pointing to unknown (Ptr-
Unk) [53].
Quantitative Study
bAbI Dialogue As shown in Table 5.3, Mem2Seq with 6 hops achieves 84.5% per-response
accuracy for the OOV test set, which surpasses existing methods by far. This indicates that
our model can generalize well, with only 13.4% performance loss for test OOV data, while
the others have around a 25–35% drop. This performance gain on the OOV data can be mainly
attributed to the use of the copy mechanism. In addition, the effectiveness of the hops is demon-
strated in tasks 3–5, since they require reasoning ability over the KB information. Note that the
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Task MN GMN DQMN Seq2Seq Seq2Seq+Attn Ptr-Unk Mem2Seq K1 Mem2Seq K3 Mem2Seq K6
T1 99.9 (99.6) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T2 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T3 74.9 (2.0) 74.9 (0) 74.9 (2.0) 74.8 (0) 74.8 (0) 85.1 (19.0) 87.0 (25.2) 94.5 (59.6) 94.7 (62.1)
T4 59.5 (3.0) 57.2 (0) 57.2 (0) 57.2 (0) 57.2 (0) 100 (100) 97.6 (91.7) 100 (100) 100 (100)
T5 96.1 (49.4) 96.3 (52.5) 99.2 (88.7) 98.8 (81.5) 98.4 (87.3) 99.4 (91.5) 96.1 (45.3) 98.2 (72.9) 97.9 (69.6)
T1-OOV 72.3 (0) 82.4 (0) 82.5 (0) 79.9 (0) 81.7 (0) 92.5 (54.7) 93.4 (60.4) 91.3 (52.0) 94.0 (62.2)
T2-OOV 78.9 (0) 78.9 (0) 78.9 (0) 78.9 (0) 78.9 (0) 83.2 (0) 81.7 (1.2) 84.7 (7.3) 86.5 (12.4)
T3-OOV 74.4 (0) 75.3 (0) 74.9 (0) 74.3 (0) 75.3 (0) 82.9 (13.4) 86.6 (26.2) 93.2 (53.3) 90.3 (38.7)
T4-OOV 57.6 (0) 57.0 (0) 57.0 (0) 57.0 (0) 57.0 (0) 100 (100) 97.3 (90.6) 100 (100) 100 (100)
T5-OOV 65.5 (0) 66.7 (0) 72.0 (0) 67.4 (0) 65.7 (0) 73.6 (0) 67.6 (0) 78.1 (0.4) 84.5 (2.3)
Table 5.3: Mem2Seq evaluation on simulated bAbI dialogues. Generation methods, especially
with copy mechanism, outperform other retrieval baselines.
MN, GMN, and DQMN view bAbI dialogue tasks as classification problems, which are eas-
ier to solve compared to our generative methods. Finally, one can find that the Seq2Seq and
Ptr-Unk models are also strong baselines, which further confirms that generative methods can
achieve good performance in task-oriented dialogue systems [44].
Table 5.4: Mem2Seq evaluation on human-robot DSTC2. We make a comparison based on
entity F1 score, and per-response/dialogue accuracy is low in general.
Ent. F1 BLEU Per-Resp. Per-dial.
Rule-Based - - 33.3 -
QRN - - 43.8 -
MN - - 41.1 0.0
GMN - - 47.4 1.4
Seq2Seq 69.7 55.0 46.4 1.5
+Attn 67.1 56.6 46.0 1.4
+Copy 71.6 55.4 47.3 1.3
Mem2Seq K1 72.9 53.7 41.7 0.0
Mem2Seq K3 75.3 55.3 45.0 0.5
Mem2Seq K6 72.8 53.6 42.8 0.7
DSTC2 In Table 5.4, the results compared to the Seq2Seq models from [44] and the rule-
based model from [39] are reported. Mem2Seq achieves the highest, 75.3%m BLEU score
among the other baselines. Note that the per-response accuracy for every model is less than
50% since the dataset is quite noisy and it is hard to generate a response that is exactly the same
as the gold response.
In-Car Assistant In Table 5.5, our model can achieve highest the highest BLEU score, or
12.6, and a 33.4% entity F1 score, which surpasses other models. Note that baselines such as
Seq2Seq and Ptr-Unk have especially poor performances on this dataset since it is very ineffi-
cient for RNN methods to encode longer KB information. This is the advantage of Mem2Seq.
Furthermore, we observe the interesting phenomenon that humans can easily achieve a high
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Table 5.5: Mem2Seq evaluation on human-human In-Car Assistant dataset.
BLEU Ent. F1 Sch. F1 Wea. F1 Nav. F1
Human 13.5 60.7 64.3 61.6 55.2
Rule-Based 6.6 43.8 61.3 39.5 40.4
Seq2Seq 8.4 10.3 09.7 14.1 07.0
+Attn 9.3 19.9 23.4 25.6 10.8
Ptr-Unk 8.3 22.7 26.9 26.7 14.9
Mem2Seq H1 11.6 32.4 39.8 33.6 24.6
Mem2Seq H3 12.6 33.4 49.3 32.8 20.0
Mem2Seq H6 9.9 23.6 34.3 33.0 4.4
entity F1 score with a low BLEU score. This implies that stronger reasoning ability over entities
(hops) is crucial, but the results may not be similar to the golden answer. We believe humans
could produce good answers even with a low BLEU score since there are different ways to
express the same concept. Therefore, Mem2Seq shows the potential to successfully choose the
correct entities.
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Figure 5.2: Training time per-epoch for different tasks.
Time Per-Epoch We also compare the training times, as shown in Figure 5.2, using an In-
tel(R) Core(TM) i7-3930K CPU@3.20GHz, with a GeForce GTX 1080 Ti. The experiments
are set with batch size 16, and we report each model with the hyper-parameter that can achieve
the highest performance. One can observe that the training time is not that different for short
input lengths (bAbI dialogue tasks 1–4) and the gap becomes larger as the maximal input length
increases. Mem2Seq is around five times faster on In-Car Assistant and DSTC2 compared to
Seq2Seq with attention. This difference in training efficiency is mainly attributed to the fact that
Seq2Seq models have input sequential dependencies which limit any parallelization. Moreover,
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it is unavoidable for Seq2Seq models to encode KBs, while Mem2Seq only encodes with dia-
logue history.
Qualitative Study
Table 5.6, Table 5.7, Table 5.8 and show the generated responses of different models on the
three test set samples from the In-Car Assistant dataset. Seq2Seq generally cannot produce
related information, and sometimes fails in language modeling. Using attention instead helps
with this issue, but it still rarely produces the correct entities. For example, Seq2Seq with
attention generated “5 miles” but the correct response is “4 miles”. In addition, Ptr-Unk often
cannot copy the correct token from the input, as shown by “PAD”. On the other hand, Mem2Seq
is able to produce the correct responses in these two examples. In particular, in the navigation
domain, Mem2Seq produces a different but still correct utterance.
Table 5.6: Example of generated responses for the In-Car Assistant on the navigation domain.
Distance Traffic info Poi type Address Poi
5 miles moderate traffic rest stop 329 El Camino Real The Westin
4 miles no traffic pizza restaurant 113 Anton Ct Round Table
5 miles no traffic chinese restaurant 271 Springer Street Mandarin Roots
4 miles moderate traffic coffee or tea place 436 Alger Dr Palo Alto Cafe
6 miles heavy traffic pizza restaurant 776 Arastradero Rd Dominos
6 miles no traffic hospital 214 El Camino Real Stanford Express Care
2 miles heavy traffic rest stop 578 Arbol Dr Hotel Keen
1t
h
Tu
rn
DRIVER Where can I get tea?
Seq2Seq I have a away from away would you like the address
+Attn I have a listing for a place that serves tea that is 5 miles away
Ptr-Unk There is a away you like would you like more info
Mem2Seq The nearest tea shop is Palo Alto Cafe located 4 miles away,would you like directions there?
GOLD Palo Alto Cafe is 4 miles away and serves coffee and tea.Do you want the address?
2t
h
Tu
rn
DRIVER Yes.
Seq2Seq The is at at
+Attn
The address is 329 El Camino Real and it’s 3 miles away
and there is no traffic
Ptr-Unk Palo Alto Cafe is 4 miles away and PAD is no traffic
Mem2Seq Palo Alto Cafe is 4 miles away at 436 Alger Drive
GOLD Palo Alto is located at 436 Alger Dr.
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Table 5.7: Example of generated responses for the In-Car Assistant on the scheduling domain.
room time date party event
conference room 100 3pm Thursday sales team conference
- 11am Tuesday - tennis activity
- 7pm Wednesday - dentist appointment
conference room 100 1pm Tuesday HR meeting
- 7pm Friday - doctor appointment
- 11am Tuesday - lab appointment
DRIVER When’s my tennis match?
Seq2seq Your lab appointment is on Monday at
+Att Your lab appointment is on Tuesday at 11am
Ptr-Unk Your tennis match is on PAD at 1pm
Mem2Seq Your tennis is on Tuesday at 11am
GOLD Your tennis match is Tuesday at 11am
Table 5.8: Example of generated responses for the In-Car Assistant on the weather domain.
location monday tuesday wednesday
grand rapids hot, low of 50F, high of 70F raining, low of 60F, high of 80F rain, low of 20F, high of 30F
new york misty, low of 30F, high of 50F snow, low of 70F, high of 80F cloudy, low of 20F, high of 30F
boston hail, low of 90F, high of 100F overcast, low of 60F, high of 70F rain, low of 50F, high of 60F
durham hot, low of 90F, high of 100F dry, low of 60F, high of 80F misty, low of 60F, high of 80F
san francisco rain, low of 60F, high of 70F cloudy, low of 30F, high of 40F overcast, low of 90F, high of 100F
carson raining, low of 70F, high of 80F humid, low of 90F, high of 100F frost, low of 40F, high of 60F
san jose blizzard, low of 40F, high of 50F snow, low of 90F, high of 100F overcast, low of 60F, high of 80F
thursday friday saturday sunday
clear skies, low of 60F, high of 70F warm, low of 70F, high of 90F foggy, low of 50F, high of 60F overcast, low of 50F, high of 60F
rain, low of 80F, high of 100F rain, low of 40F, high of 60F cloudy, low of 30F, high of 50F snow, low of 20F, high of 40F
dew, low of 20F, high of 30F cloudy, low of 90F, high of 100F overcast, low of 50F, high of 70F overcast, low of 80F, high of 90F
misty, low of 90F, high of 100F hot, low of 70F, high of 90F hail, low of 30F, high of 40F rain, low of 60F, high of 80F
stormy, low of 90F, high of 100F cloudy, low of 90F, high of 100F clear skies, low of 90F, high of 100F foggy, low of 30F, high of 50F
dry, low of 50F, high of 60F foggy, low of 80F, high of 100F overcast, low of 50F, high of 70F overcast, low of 60F, high of 70F
rain, low of 30F, high of 50F rain, low of 80F, high of 100F dry, low of 50F, high of 60F dry, low of 90F, high of 100F
DRIVER Is it gonna snow in Durham during the week?
Seq2seq there is no snow in the forecast for this week
+Att there is no snow in the forecast for durham for durham
Ptr-Unk yes there is no snow in durham on week
Mem2Seq no snow, the forecast does not predict any snow on Durham
GOLD Durham does not have any snow predicted this week
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Table 5.9: Example of generated responses for the In-Car Assistant on the navigation domain.
distance traffic info poi type address poi
3 miles no traffic chinese restaurant 593 Arrowhead Way Chef Chu’s
1 miles no traffic chinese restaurant 669 El Camino Real P.F. Changs
5 miles road block nearby gas station 200 Alester Ave Valero
3 miles no traffic pizza restaurant 528 Anton Ct Pizza My Heart
4 miles heavy traffic rest stop 753 University Ave Comfort Inn
5 miles heavy traffic chinese restaurant 842 Arrowhead Way Panda Express
2 miles heavy traffic pizza restaurant 704 El Camino Real Pizza Hut
6 miles no traffic friends house 864 Almanor Ln jacks house
DRIVER Find me the nearest gas station.
Seq2seq the nearest parking garage is from at away
+att The is one is away away
PTRUNK PAD nearest gas station is is is
Mem2Seq The nearest gas station is gas station which is you you
GOLD The nearest gas station is located 5 miles away. Need more info?
Table 5.10: Example of generated responses for the In-Car Assistant on the navigation domain.
Poi Distance Traffic info Poi type Address
The Westin 4 miles no traffic rest stop 329 El Camino Real
Palo Alto Garage R 2 miles moderate traffic parking garage 481 Amaranta Ave
Mandarin Roots 4 miles moderate traffic chinese restaurant 271 Springer Street
Sigona Farmers Market 4 miles no traffic grocery store 638 Amherst St
Whole Foods 2 miles heavy traffic grocery store 819 Alma St
Stanford Shopping Center 2 miles moderate traffic shopping center 773 Alger Dr
toms house 1 miles no traffic friends house 580 Van Ness Ave
DRIVER Give me directions to the closest grocery store
CAR
There are Whole Foods 2 miles away and
Sigona Farmers Market 4 miles away. Where do we go?
DRIVER I need the one that avoids all heavy traffic
Seq2seq he is is is is away at
+Att Chef Chu s is located at 593 Arrowhead way
Ptr-Unk PAD is the is PAD the to
Mem2Seq
Sigona Farmers Market is the only option i is 4 miles
away with no traffic, setting navigation now
GOLD
Sigona Farmers Market is located 4 miles away with no traffic.
It’s located at 638 Amherst St.
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783 arcadia pl address chevron
gas station poi type chevron
moderate traffic traffic info chevron
3 miles distance chevron
chevron poi gas station moderate traffic 3 miles
271 springer street address mandarin roots
chinese restaurant poi type mandarin roots
moderate traffic traffic info mandarin roots
4 miles distance mandarin roots
mandarin roots poi chinese restaurant moderate traffic 4 miles
408 university ave address trader joes
grocery store poi type trader joes
no traffic traffic info trader joes
5 miles distance trader joes
trader joes poi grocery store no traffic 5 miles
638 amherst st address sigona farmers market
grocery store poi type sigona farmers market
no traffic traffic info sigona farmers market
4 miles distance sigona farmers market
sigona farmers market poi grocery store no traffic 4 miles
347 alta mesa ave address jills house
friends house poi type jills house
heavy traffic traffic info jills house
4 miles distance jills house
jills house poi friends house heavy traffic 4 miles
270 altaire walk address civic center garage
parking garage poi type civic center garage
no traffic traffic info civic center garage
4 miles distance civic center garage
civic center garage poi parking garage no traffic 4 miles
434 arastradero rd address ravenswood shopping center
shopping center poi type ravenswood shopping center
heavy traffic traffic info ravenswood shopping center
4 miles distance ravenswood shopping center
ravenswood shopping center poi shopping center heavy traffic 4 miles
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COR: the closest parking garage is civic center garage located 4 miles away at 270 altaire walk
GEN: the closest parking garage is civic center garage at 270 altaire walk 4 miles away through the directions
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Figure 5.3: Mem2Seq memory attention visualization of last hop. Y-axis is the concatenation
of KB information and dialogue history, and x-axis is the decoding step.
Visualization
Memory Attention Analyzing the attention weights has been frequently used to show the
memory read-out since it is an intuitive way to understand the model dynamics. Figure 5.3
shows the attention vector at the last hop for each generated token. Each column represents the
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Figure 5.4: Principal component analysis of Mem2Seq query vectors in hop (a) 1 and (b) 6. (c)
a closer look at clustered tokens.
Pptr vector at the corresponding generation step. Our model has a sharp distribution over the
memory, which implies that it is able to select the right token from the memory. For example,
the KB information “270 altarie walk” was retrieved at the sixth step, which is an address for
“civic center garage”. On the other hand, if the sentinel is triggered, then the generated word
comes from vocabulary distribution Pvocab. For instance, the third generation step triggers the
sentinel, and “is” is generated from the vocabulary, as the word is not present in the dialogue
history.
Query Vectors In Figure 5.4, the principal component analysis (PCA) of Mem2Seq query
vectors are shown for different hops. Each dot is a query vector during each decoding time step,
and it has a corresponding generated word. The blue dots are the words generated from Pvocab,
which trigger the sentinel, and orange ones are from Pptr. One can find that in (a), hop 1, there
is no clear separation of the dots of the two different colors but they tend to group together. The
separation becomes clearer in (b), hop 6, as dots of each color clusters into several groups, such
as location, cuisine, and number. Our model tends to retrieve more information in the first hop,
and points into the memories in the last hop.
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Multiple Hops In Figure 5.5, Mem2Seq shows how multiple hops improve the model perfor-
mance on several datasets. Task 3 in the bAbI dialogue dataset serves as an example, in which
the systems need to recommend restaurants to users based on restaurant ranking from highest to
lowest. Users can reject the recommendation and the system has to reason over the next highest
restaurant. We find two common patterns between hops among different samples: 1) the first
hop is usually used to score all the relevant memories and retrieve information; and 2) the last
hop tends to focus on a specific token and makes mistakes when the attention is not sharp.
5.1.4 Short Summary
We present an end-to-end trainable memory-to-sequence (Mem2Seq) model for task-oriented
dialogue systems. Mem2Seq combines the multi-hop attention mechanism in end-to-end mem-
ory networks with the idea of pointer networks to incorporate external information. It is a simple
generative model that is able to incorporate KB information with promising generalization abil-
ity. We discover that the entity F1 score may be a more comprehensive evaluation metric than
per-response accuracy or BLEU score, as humans can normally choose the right entities but
have very diversified responses. Lastly, we empirically show our model’s ability to produce
relevant answers using both the external KB information and the predefined vocabulary, and
visualize how the multi-hop attention mechanism helps in learning correlations between mem-
ories. Mem2Seq is fast, general, and able to achieve state-of-the-art results on three different
datasets.
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Figure 5.5: Mem2Seq multi-hop memory attention visualization. Each decoding step on the
x-axis has three hops, from loose attention to sharp attention.
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5.2 Global-to-Local Memory Pointer Networks
In the previous section, we discussed the first generative model that combines memory-augmented
neural networks with copy mechanism to memorize long dialogue context and external knowl-
edge. We empirically show the promising results of generated system responses in terms of
BLEU score and entity F1 score on three different dialogue datasets. However, we found
Mem2Seq tends to make the following errors while generating responses: 1) Wrong entity
copying, as shown in Table 5.10. Although Mem2Seq can achieve the highest entity F1 score
compared to existing baselines, it is only 33.4%. 2) The responses generated sometimes are not
fluent, or even with several grammar mistakes, as shown in Table 5.9. Therefore, how to further
improve the copy mechanism to obtain correct entity values becomes the next challenge, and
how to maintain the fluency while balancing between generating from the vocabulary space and
copying from the external knowledge.
In the section, we introduce the global-to-local memory pointer (GLMP) networks [85],
which is an extension of Mem2Seq. GLMP sketches system responses with unfilled slots,
strengthens the copy mechanism using double pointers, and sharing memory representation in
external knowledge for encoder and decoder. This model is composed of a global memory
encoder, a local memory decoder, and a shared external knowledge. Unlike existing approaches
with copy ability [44, 53, 56, 84], in which the only information passed to the decoder is the
encoder hidden states, GLMP shares the external knowledge and leverages the encoder and the
external knowledge to learn a global memory pointer and global contextual representation. The
global memory pointer modifies the external knowledge by softly filtering words that are not
necessary for copying. Afterward, instead of generating system responses directly, the local
memory decoder first uses a sketch RNN to obtain sketch responses without slot values but
with sketch tags, which can be considered as learning latent dialogue management to generate
dialogue action template. A similar intuition for generation sketching can be found in [92],
[93] and [94]. Then the decoder generates local memory pointers to copy words from external
knowledge and instantiate sketch tags.
We empirically show that GLMP can achieve superior performance using the combination
of global and local memory pointers. In simulated OOV tasks on the bAbI dialogue dataset [39],
GLMP achieves 92.0% per-response accuracy and surpasses existing end-to-end approaches by
7.5% on OOV full dialogue. On a human-human dialogue dataset [87], GLMP is able to surpass
the previous state-of-the-art, including Mem2Seq, on both automatic and human evaluation.
55
Dialogue History
Driver: I need gas.
System: Valero is 4 miles away.
Driver: What is the address?
(Tom’s house, distance, 3 miles)
(Tom’s house, traffic, heavy)
…
(Valero. address, 200 Alester St)
($u, t1, I)
($u, t1, need)
…
($u, t3 address)
System Response
Valero is located at 200 Alester Ave
External Knowledge
Dialogue MemoryKB Memory
Sketch RNN
@poi is located at @address
Local Memory Decoder
Context RNN
Global Memory Encoder
Figure 5.6: The block diagram of global-to-local memory pointer networks. There are three
components: global memory encoder, shared external knowledge, and local memory decoder.
5.2.1 Model Description
The GLMP model 2 is composed of three parts: a global memory encoder, external knowledge,
and local memory decoder, as shown in Figure 5.6. The dialogue history and the KB information
are the input, and the system response is the expected output. First, the global memory encoder
uses a context RNN to encode dialogue history and writes its hidden states into the external
knowledge. Then the last hidden state is used to read the external knowledge and generate the
global memory pointer at the same time. On the other hand, during the decoding stage, the local
memory decoder first generates sketch responses by a sketch RNN. Then the global memory
pointer and the sketch RNN hidden state are passed to the external knowledge as a filter and a
query. The local memory pointer returned from the external knowledge can copy text from the
external knowledge to replace the sketch tags and obtain the final system response.
2The code is available at https://github.com/jasonwu0731/GLMP
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Figure 5.7: GLMP external knowledge architecture, KB memory and dialogue memory.
External Knowledge
The external knowledge contains the global contextual representation that is shared with the
encoder and the decoder. To incorporate external knowledge into a learning framework, end-
to-end memory networks are used to store word-level information for both structural KB (KB
memory) and temporal-dependent dialogue history (dialogue memory), as shown in Figure 5.7.
In addition, the MN is well-known for its multiple hop reasoning ability [12], which is appeal-
ing to strengthen the copy mechanism.
Global Contextual Representation In the KB memory module, each element is represented
in the triplet format as a (Subject, Relation, Object) structure, which is a common format used
to represent KB nodes [87, 95]. Meanwhile, the dialogue context is stored in the dialogue
memory module, where the speaker and temporal encoding are included, as in [39], in a triplet
format. For the two memory modules, a bag-of-words representation is used as the memory
embeddings. As in the design in [84], during the inference time, we copy the object word once
a memory position is pointed to. For example, 3 miles will be copied if the triplet (Toms house,
distance, 3 miles) is selected. We denote the Object(.) function as getting the object word from
a triplet.
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Figure 5.8: GLMP global memory encoder architecture.
Global Memory Encoder
In Figure 5.8, a context RNN is used to model the sequential dependency and encode the con-
text. Then the hidden states are written into the external knowledge, as shown in Figure 5.7.
Afterward, the last encoder hidden state serves as the query to read the external knowledge and
get two outputs, the global memory pointer and the memory readout. Intuitively, since it is hard
for MN architectures to model the dependencies between memories [79], which is a serious
drawback, especially in conversational related tasks, writing the hidden states to the external
knowledge can provide sequential and contextualized information. With meaningful represen-
tation, our pointers can correctly copy out words from the external knowledge, and the common
OOV challenge can be mitigated. In addition, using the encoded dialogue context as a query
can encourage our external knowledge to read out memory information related to the hidden
dialogue states or user intention. Moreover, the global memory pointer that learns a global
memory distribution is passed to the decoder along with the encoded dialogue history and KB
information.
Context RNN A bi-directional GRU is used to encode dialogue history into the hidden states,
and the last hidden state is used to query the external knowledge as the encoded dialogue history.
In addition, the hidden states are written into the dialogue memory module in the external
knowledge by summing up the original memory representation with the corresponding hidden
states via:
cki = cki + hencmi if mi ∈ X and ∀k ∈ [1, K + 1]. (5.2)
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Figure 5.9: GLMP local memory decoder architecture.
Global memory pointer G = (g1, . . . , gM) is a vector containing real values between 0 and
1, where M is the total number of memories. Unlike the conventional attention mechanism in
which all the weights sum to one, each element in G is an independent probability. We first
query the external knowledge encoded dialogue history, and instead of applying the Softmax
function as in (2.19), we perform an inner product followed by the Sigmoid function. The mem-
ory distribution we obtained is the global memory pointer G, which is passed to the decoder.
To further strengthen the global pointing ability, we add an auxiliary loss to train the global
memory pointer as a multi-label classification task. We show in an ablation study that adding
this additional supervision does improve the performance. Lastly, the memory readout qK+1 is
used as the encoded KB information.
In the auxiliary task, we define the label Glabel = (gl1, . . . , glM) by checking whether the
object words in the memory exists in the expected system response Y . Then the global memory
pointer is trained using the binary cross-entropy loss Lossg between G and Glabel:
gi = Sigmoid((qK)T cKi ), gli =

1 if Object(mi) ∈ Y
0 otherwise
, (5.3)
Lossg = −
M∑
i=1
[gli × log gi + (1− gli)× log (1− gi)]. (5.4)
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Local Memory Decoder
Given the encoded dialogue history, the encoded KB information, and the global memory
pointer, our local memory decoder first initializes its sketch RNN using the concatenation of the
encoded dialogue history and KB information, and generates a sketch response that excludes
slot values but includes the sketch tags. For example, sketch RNN will generate “@poi is @dis-
tance away” instead of “Starbucks is 1 mile away.” At each decoding time step, the hidden state
of the sketch RNN is used for two purposes: 1) predicting the next token in the vocabulary,
which is the same as standard sequence-to-sequence (Seq2Seq) learning; and 2) serving as the
vector to query the external knowledge. If a sketch tag is generated, the global memory pointer
is passed to the external knowledge, and the expected output word will be picked up from the
local memory pointer. Otherwise, the output word is the word generated by the sketch RNN.
For example in Figure 5.9, a @poi tag is generated at the first time step. Therefore, the word
Starbucks is picked up from the local memory pointer as the system output word.
Sketch RNN We use a GRU to generate a sketch response Y s = (ys1, . . . , ys|Y |) without real
slot values. The sketch RNN learns to generate a dynamic dialogue action template based on the
encoded dialogue and KB information. At each decoding time step t, the sketch RNN hidden
state hdect and its output distribution P
vocab
t are defined as
hdect = GRU(C1(yˆst−1), hdect−1), P vocabt = Softmax(Whdect ). (5.5)
We use the standard cross-entropy loss to train the sketch RNN, and define Lossv as
Lossv =
|Y |∑
t=1
− log(P vocabt (yst )). (5.6)
We transform the slot values in Y into sketch tags based on the provided entity table. The sketch
tags ST are all the possible slot types that start with a special token. For example, @address
stands for all the addresses and @distance stands for all the distance information.
Local memory pointer L = (L1, . . . , L|Y |) contains a sequence of pointers. At each time
step t, the global memory pointer G first modifies the global contextual representation using its
attention weights,
cki = cki × gi, ∀i ∈ [1,M ] and ∀k ∈ [1, K + 1], (5.7)
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and then the sketch RNN hidden state hdect queries the external knowledge. The memory atten-
tion in the last hop is the corresponding local memory pointer Lt, which is represented as the
memory distribution at time step t. To train the local memory pointer, supervision on top of the
last hop memory attention in the external knowledge is added. We first define the position label
of local memory pointer Llabel at the decoding time step t as
Llabelt =

max(z) if ∃z s.t. yt = Object(mz),
M + 1 otherwise.
(5.8)
The position M+1 is a null token in the memory that allows us to calculate the loss function
even if yt does not exist in the external knowledge. Then, the loss between L and Llabel is
defined as
Lossl =
|Y |∑
t=1
− log(Lt(Llabelt )). (5.9)
Furthermore, a record R ∈ Rn+l is utilized to prevent copying the same entities multiple times.
All the elements in R are initialized as 1 in the beginning. During the decoding stage, if a
memory position has been pointed to, its corresponding position in R will be masked out.
During the inference time, yˆt is defined as
yˆt =

arg max(P vocabt ) if arg max(P vocabt ) 6∈ ST,
Object(marg max(LtR)) otherwise,
(5.10)
where  is the element-wise multiplication. Lastly, all the parameters are jointly trained by
minimizing the weighted-sum of three losses (α, β, γ are hyper-parameters):
Loss = αLossg + βLossv + γLossl. (5.11)
5.2.2 Experimental Setup
Training
The model is trained end-to-end using the Adam optimizer [69], and learning rate annealing
starts from 1e−3 to 1e−4. The number of hops K is set to 1, 3, or 6 to compare the performance
difference. The weights α, β, and γ summing the three losses, are set to 1. All the embeddings
are initialized randomly, and a simple greedy strategy is used without beam-search during the
decoding stage. The hyper-parameters such as hidden size and dropout rate are tuned with grid-
search over the development set (per-response accuracy for bAbI dialogue and BLEU score
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for the In-Car Assistant). In addition, to increase model generalization and simulate an OOV
setting, we randomly mask a small number of input source tokens into an unknown token.
5.2.3 Results and Discussion
bAbI Dialogue
Table 5.11: GLMP per-response accuracy and completion rate on bAbI dialogues.
Task MN GMN S2S+Attn Ptr-Unk Mem2Seq GLMP H1 GLMP H3 GLMP H6
T1 99.9 (99.6) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T2 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T3 74.9 (2.0) 74.9 (0) 74.8 (0) 85.1 (19.0) 94.7 (62.1) 96.3 (75.6) 96.0 (69.4) 96.0 (68.7)
T4 59.5 (3.0) 57.2 (0) 57.2 (0) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T5 96.1 (49.4) 96.3 (52.5) 98.4 (87.3) 99.4 (91.5) 97.9 (69.6) 99.2 (88.5) 99.0 (86.5) 99.2 (89.7)
T1 oov 72.3 (0) 82.4 (0) 81.7 (0) 92.5 (54.7) 94.0 (62.2) 100 (100) 100 (100) 99.3 (95.9)
T2 oov 78.9 (0) 78.9 (0) 78.9 (0) 83.2 (0) 86.5 (12.4) 100 (100) 100 (100) 99.4 (94.6)
T3 oov 74.4 (0) 75.3 (0) 75.3 (0) 82.9 (13.4) 90.3 (38.7) 95.5 (65.7) 96.7 (72.9) 95.9 (67.7)
T4 oov 57.6 (0) 57.0 (0) 57.0 (0) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
T5 oov 65.5 (0) 66.7 (0) 65.7 (0) 73.6 (0) 84.5 (2.3) 92.0 (21.7) 91.0 (17.7) 91.8 (21.4)
In Table 5.11, we follow Bordes et al. [39] to compare the performance of our model and
baselines based on per-response accuracy and task-completion rate. Note that utterance retrieval
methods, such as QRN, MN, and GMN, cannot correctly recommend options (T3) and provide
additional information (T4), and a poor generalization ability is observed in the OOV setting,
which shows around 30% performance difference on Task 5. Although previous generation-
based approaches (Ptr-Unk, Mem2Seq) mitigate the gap by incorporating a copy mechanism,
the simplest cases such as generating and modifying API calls (T1, T2) still face a 6–17% OOV
performance drop. On the other hand, GLMP achieves the highest, 92.0%, task-completion rate
on the full dialogue task and surpasses baselines by a big margin, especially in the OOV setting.
No per-response accuracy loss cab be seen for T1, T2, and T4 using only the single hop, and it
only decreases 7–9% on the full dialogue task.
In-Car Assistant
For a human-human dialogue scenario, we follow previous dialogue works [80, 84, 87] to eval-
uate our system on two automatic evaluation metrics, BLEU and entity F1 score. As shown
in Table 5.12, GLMP achieves the highest BLEU and entity F1 scores of 14.79 and 59.97%
respectively, which represent a slight improvement in BLEU but a huge gain in entity F1. In
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Table 5.12: GLMP performance on In-Car Assistant dataset using automatic evaluation (BLEU
and entity F1) and human evaluation (appropriate and humanlike).
Automatic Evaluation
Rule-Based* KVR* S2S S2S + Attn Ptr-Unk Mem2Seq GLMP K1 GLMP K3 GLMP K6
BLEU 6.6 13.2 8.4 9.3 8.3 12.6 13.83 14.79 12.37
Entity F1 43.8 48.0 10.3 19.9 22.7 33.4 57.25 59.97 53.54
Schedule F1 61.3 62.9 9.7 23.4 26.9 49.3 68.74 69.56 69.38
Weather F1 39.5 47.0 14.1 25.6 26.7 32.8 60.87 62.58 55.89
Navigation F1 40.4 41.3 7.0 10.8 14.9 20.0 48.62 52.98 43.08
Human Evaluation
Mem2Seq GLMP Human
Appropriate 3.89 4.15 4.6
Humanlike 3.80 4.02 4.54
fact, for unsupervised evaluation metrics in task-oriented dialogues, we argue that the entity
F1 might be a more comprehensive evaluation metric than per-response accuracy or BLEU, as
it is shown in [87] that humans are able to choose the right entities but have very diversified
responses. Note that the results of rule-based and KVR are not directly comparable because
they simplify the task by mapping the expression of entities to a canonical form using named
entity recognition and linking. For example, they compared in “@poi is @poi distance away,”
instead of “Starbucks is 1 mile away.”
Moreover, human evaluation of the generated responses is reported. We compare GLMP
with the state-of-the-art model Mem2Seq and the original dataset responses as well. We ran-
domly select 200 different dialogue scenarios from the test set to evaluate three different re-
sponses. Amazon Mechanical Turk is used to evaluate system appropriateness and human-
likeness on a scale from 1 to 5. With the results shown in Table 5.12, we can see that GLMP
outperforms Mem2Seq on both measures, which is consistent with the previous observation.
We also see that human performance on this assessment sets the upper bound on scores, as
expected.
Ablation Study
The contributions of the global memory pointer G and the memory writing of dialogue history
H are shown in Table 5.13. We compare the results using GLMP with one hop in the bAbI
OOV setting and In-Car Assistant. GLMP without H means that the context RNN in the global
memory encoder does not write the hidden states into external knowledge. As one can observe,
GLMP without H has 5.3% more loss on the full dialogue task. On the other hand, GLMP
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Table 5.13: Ablation study using single hop model. Numbers in parentheses indicate how
seriously the performance drops.
bAbI Dialogue OOV
Per-response Accuracy
In-Car Assistant
Entity F1
T1 T2 T3 T4 T5 All
GLMP 100 (-) 100 (-) 95.5 (-) 100 (-) 92.0 (-) 57.25 (-)
GLMP w/o H 90.4 (-9.6) 85.6 (-14.4) 95.4 (-0.1) 100 (-0) 86.2 (-5.3) 47.96 (-9.29)
GLMP w/o G 100 (-0) 91.7 (-8.3) 95.5 (-0) 100 (-0) 92.4 (+0.4) 45.78 (-11.47)
without G means that we do not use the global memory pointer to modify the external knowl-
edge, and an 11.47% entity F1 drop can be observed on the In-Car Assistant dataset. Note that
a 0.4% increase can be observed on task 5, which suggests that the use of the global memory
pointer may impose too strong prior entity probability.
Visualization and Qualitative Evaluation
Analyzing the attention weights has been frequently used to interpret deep learning models. In
Figure 5.10, we show the attention vector in the last hop for each generation time step. The
Y-axis is the external knowledge that we can copy, including the KB information and dialogue
history. Based on the question “What is the address?” asked by the driver in the last turn, the
gold answer and our generated response are on the top, and the global memory pointer G is
shown in the left column. One can observe that in the right column, the final memory pointer
has successfully copied the entity chevron in step 0 and its address 783 Arcadia Pl in step 3
to fill in the sketch utterance. Memory attention without global weighting is reported in the
middle column, and one can find that even if the attention weights focus on several points of
interest and addresses in step 0 and step 3, the global memory pointer can mitigate the issue as
expected.
Error Analysis
We also check the main mistakes made by our model and analyze the errors. For the bAbI
dialogues, the mistakes are mainly from task 3, which is recommending restaurants based on
their rating from high to low. We find that sometimes the system will keep sending restaurants
with a higher score even if the user has rejected them in the previous turns. Meanwhile, the
In-Car Assistant is more challenging for response generation. First, we find that the model
makes mistakes when the KB has several options corresponding to the user intention. For ex-
ample, once the user has more than one doctor’s appointment in the table, the model can barely
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recognize them. In addition, since we do not include the domain specific and user intention
supervision, wrong delexicalized responses may be generated, which results in an incorrect en-
tity copy. Lastly, we find that the copied entities may not match the generated sketch tags. For
example, an address tag may result in a totally unrelated entity copy such as “4 miles”.
5.2.4 Short Summary
We present an end-to-end trainable model called a global-to-local memory pointer network
(GLMP) for task-oriented dialogues to effectively incorporate long dialogue context and exter-
nal knowledge. It is an extension of the Mem2Seq generation model, to address the wrong entity
copying and response fluency problems. The global memory encoder and the local memory de-
coder are designed to incorporate shared external knowledge into the learning framework. We
empirically show that the global and the local memory pointer are able to effectively produce
system responses even in the out-of-vocabulary scenario, and visualize how the global memory
pointer helps as well. As a result, our model achieves state-of-the-art results on both simulated
and human-human dialogue datasets.
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G[830_almanor_ln] address tai_pan
[chinese_restaurant] poi_type tai_pan
[no_traffic] traffic_info tai_pan
[6_miles] distance tai_pan
[tai_pan] poi chinese_restaurant no_traffic 6_miles
[638_amherst_st] address sigona_farmers_market
[grocery_store] poi_type sigona_farmers_market
[heavy_traffic] traffic_info sigona_farmers_market
[1_miles] distance sigona_farmers_market
[sigona_farmers_market] poi grocery_store heavy_traffic 1_miles
[657_ames_ave] address the_clement_hotel
[rest_stop] poi_type the_clement_hotel
[no_traffic] traffic_info the_clement_hotel
[4_miles] distance the_clement_hotel
[the_clement_hotel] poi rest_stop no_traffic 4_miles
[5671_barringer_street] address home
[home] poi_type home
[heavy_traffic] traffic_info home
[6_miles] distance home
[home] poi home heavy_traffic 6_miles
[864_almanor_ln] address jacks_house
[friends_house] poi_type jacks_house
[no_traffic] traffic_info jacks_house
[5_miles] distance jacks_house
[jacks_house] poi friends_house no_traffic 5_miles
[383_university_ave] address town_and_country
[shopping_center] poi_type town_and_country
[no_traffic] traffic_info town_and_country
[5_miles] distance town_and_country
[town_and_country] poi shopping_center no_traffic 5_miles
[783_arcadia_pl] address chevron
[gas_station] poi_type chevron
[moderate_traffic] traffic_info chevron
[5_miles] distance chevron
[chevron] poi gas_station moderate_traffic 5_miles
what
gas_station
are
here
?
there
is
a
chevron
that
s
good
!
please
pick
the
quickest
route
to
get
there
and
avoid
all
heavy_traffic
!
taking
you
to
chevron
what
is
the
address
?
0 1 2 3
Pointer w/o G
0 1 2 3
Final Pointer
Delexicalized Generation: @poi is at @address
Final Generation: chevron is at 783_arcadia_pl
Gold: 783_arcadia_pl is the address for chevron gas_station
Figure 5.10: Memory attention visualization in the In-Car Assistant dataset. The left column is
the memory attention of global memory pointer, the right column is the local memory pointer
over four decoding steps. The middle column is the local memory pointer without weighted by
global memory pointer.
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Chapter 6
Conclusion
In this thesis, we focus on learning task-oriented dialogue systems with deep learning mod-
els. We pointed out challenges in existing approaches to modeling long dialogue context and
external knowledge in conversation and optimizing dialogue systems end-to-end. To effec-
tively address these challenges, we incorporated and strengthened the neural copy mechanism
with memory-augmented neural networks, and leveraged this strategy to achieve state-of-the-
art performance in multi-domain dialogue state tracking, retrieval-based dialogue systems, and
generation-based dialogue systems. In this chapter, we conclude the thesis and discuss possible
future work.
In Chapter 3, we showed an end-to-end generative model with a copy mechanism can be
used in dialogue state tracking, and sharing in multiple domains can further improve the per-
formance. Our proposed dialogue state generator (TRADE) achieved state-of-the-art results in
multi-domain dialogue state tracking. We also demonstrated how to track unseen domains by
transferring knowledge from learned domains, or to quickly adapt to a new domain without
forgetting the learned domains.
In Chapter 4, we leveraged recurrent entity networks and proposed dynamic query memory
networks for end-to-end retrieval-based dialogue learning. We obtained state-of-the-art per-
response/per-dialogue accuracy via modeling sequential dependencies and external knowledge
using memory-augmented neural networks. In addition, we demonstrated how a simple copy
mechanism, recorded delexicalized copying, can be used to reduce learning complexity and
improve model generalization ability.
In Chapter 5, we introduced two neural models with a copy mechanism that achieved state-
of-the-art performance on end-to-end response generation tasks. We presented the first ma-
chine learning model (Mem2Seq) that combines a multi-hop attention mechanism with the idea
of pointer networks. Then we presented its extension model (GLMP), which strengthens the
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copying accuracy with double pointers and response sketching. We showed that both models
outperform existing generation approaches, not only in terms of automatic evaluation metrics,
such as BLEU and F1 score, but also on human evaluation metrics, such as appropriateness and
human likeness.
Finally, conventional task-oriented dialogue systems [3], which are still widely used in com-
mercial systems, require significant amounts human effort in system design and data collection.
End-to-end dialogue systems, although not perfect yet, require much less human involvement,
especially in the dataset construction, as raw conversational text and KB information can be
used directly without the need of heavy pre-processing, e.g., named-entity recognition and de-
pendency parsing.
In future works, several methods could be applied (e.g. Reinforcement Learning [96], Beam
Search [97]) to improve both responses relevance and entity F1 score. However, we preferred to
keep our model as simple as possible in order to show that it works well even without advanced
training methods. Also it is possible to further improve the copying accuracy using different
kinds of memory-augmented neural networks or using hierarchical structures to store external
knowledge. In multi-domain dialogue state tracking, we expect to further improve zero-shot
or few-shot learning by collecting a larger dataset with more domains. We believe end-to-end
systems can be further improved by taking steps toward multi-task training as well, e.g., joint
training dialogue state tracking in response generation tasks. It will be interesting to see how
the concept of conventional pipeline dialogue approaches can help the design of end-to-end
dialogue learning in task-oriented dialogue systems.
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