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In this work, ab initio parametrization of water force field is used to get insights into the functional
form of empirical potentials to properly model the physics underlying dispersion interactions. We
exploited the force matching algorithm to fit the interaction forces obtained with dispersion cor-
rected density functional theory based molecular dynamics simulations. We found that the standard
Lennard-Jones interaction potentials poorly reproduce the attractive character of dispersion forces.
This drawback can be resolved by accounting for the distinctive short range behavior of dispersion
interactions, multiplying the r−6 term by a damping function. We propose two novel parametriza-
tions of the force field using different damping functions. Structural and dynamical properties of the
new models are computed and compared with the ones obtained from the non-damped force field,
showing an improved agreement with reference first principle calculations. © 2013 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4829444]
I. INTRODUCTION
The Holy Grail in the development of empirical poten-
tials is the use of simple functional forms, as they are im-
plemented in the most widespread general purpose molecular
dynamics (MD) simulation packages, and they are relatively
simple to parametrize. Probably, the Lennard-Jones potential
(LJ) is the most used, either in the σ -ε or in the A-C forms













Given that A = 4εσ 12 and C = εσ 6, the two formulations
are fully equivalent, but they bear different physical mean-
ings of the two parameter sets: in the former, ε and σ repre-
sent, respectively, the depth of the potential well and the finite
inter-particle distance at which the potential is zero; whereas
the latter form allows an understanding of the interactions in
terms of short range repulsion (A) and van der Waals attrac-
tion (C). In case of atomic liquids, the last term expresses
the dispersive interaction and it is proportional to the prod-
uct of polarizabilities and, as such, it is always attractive. For
polar liquids, this parameter accounts also for dipole-dipole
interactions (and induction, for mixtures of polar and polariz-
able particles) that depend on the dipoles angular orientation;
nevertheless, considering the Boltzmann average over differ-
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In recent parametrizations of force fields (FF) from
ab initio reference data,2–6 some of the LJ C coefficients as-
sume negative values. Such a repulsive “dispersion” term is
usually compensated by an increase of the electrostatic at-
traction due to slightly overestimated partial charges. Even if
some explanations of these results are attempted (see, for ex-
ample, comments on the short-range interaction potential in
Ref. 2), in our opinion, a deeper analysis is due, in order to
clarify some blurry aspects. All the above mentioned results
have been obtained using sophisticated calculations based on
the force matching (FM) algorithm, a method developed and
successfully applied by Ercolessi and Adams7 to derive a glue
potential for Al. Roughly speaking, FM is based on fitting
the effective potential parameters to reference atomic forces.
Practically, the task consists on the minimization of a proper
penalty function, usually obtained as an accumulation over
many configurations and/or many particles of the least square
differences between reference and effective physical quanti-
ties (originally only forces). Recently, the method has been
applied for parametrizing classical force fields of a wide va-
riety of systems, particularly water,2–6, 8–16 taking advantages
also from new smarter implementations.2, 16
In this work, we will show that it is possible to systemat-
ically use the FM method to properly account for the disper-
sion interaction, and to obtain deeper insights on its nature.
The paper is organized as follows: in Sec. II, we discuss
the main features of the matching algorithm (Sec. II A),
the damping functions employed (Sec. II B), and we
give the computational details for density functional theory
(DFT) (Sec. II C) and classical MD (Sec. II D) simula-
tions. Results and conclusions are discussed, respectively, in
Secs. III and IV.
0021-9606/2013/139(18)/184111/5/$30.00 © 2013 AIP Publishing LLC139, 184111-1
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II. METHODS AND COMPUTATIONAL DETAILS
A. The FM algorithm
In this work, we exploited the FM approach in order to
parametrize empirical FF for water. This was done performing
a least square fitting on reference DFT data. We performed a























∣∣ADFTi,j ′ ∣∣βA+2 ,
where Nconf is the total number of configurations used in the
fitting, Nmol is the number of molecules in the simulation box,
Ai, j represents the components of net molecular forces (F) and
torques (τ ) acting on the center of mass of the jth molecules
in the ith configuration, and w is the weight used to account
for the different magnitude (and physical units) of forces
and torques. βA are positive integers that allow us to have
some flexibility in the weighting. To set βA to 0 means that
we are applying only the normalizing factor, while when βA
= 0 more importance is given to the configurations (and to
the molecules) with large values of A. In order to make pos-
sible a comparison with the force fields previously reported,
the choice of the β values was done following Ref. 6. For
the minimization, we used a quadratic polynomial interpola-
tion line-search directions found using the Broyden-Fletcher-
Goldfarb-Shanno formula.17 To rule out the existence of
different minima in the penalty function that would lead to
distinct parameter sets, we performed many minimizations,
starting from different initial conditions. We checked that all
of them converged to one single minimum.
B. Damping functions
The dispersion attraction is due to the many-body inter-
actions between charge distributions: the fluctuations due to
the electrons movement on different molecules become cor-
related and the overall effect is to lower the total energy;
thus, this interaction that is intrinsically long ranged, is al-
ways attractive.18 At short distances, due to the spatial distri-
bution of the molecular electronic densities, the interaction is
damped,11, 19 and thus the C/r6 term in Eq. (1) might also be
damped. Both in the case of explicitly accounting for dipolar
interactions (see, for example, polarizable force fields11), or
in the case of empirical corrections to DFT calculations,20–28
it is common practice to use damping functions to switch
to zero the interaction at short distances. The use of these
functions has been thoroughly justified on physically sound
arguments.18 Therefore, we hereby explore the consequences
of damping or not the LJ dispersion parameter in the water-
water force fields. To this end, we cast the intermolecular po-

















where the first sum runs over the oxygen atoms, while the lat-
ter refers to all atom pairs from atoms in different molecules.
f(r) is a generic damping function that describes the short-
range penetration correction to the asymptotic expansion of
dispersion.29 Necessary but not sufficient requirements are
that f(r) has the correct asymptotic behavior (limr → ∞ = 1
and limr → 0 = 0), and that it dominates over the r−6 term at
short distances. Among the several types of damping func-
tions present in the literature,20–23, 28 we will make use of two
of the most employed.14, 20, 23–27, 30–32 The first one is a Fermi-
like (FE) function23, 46
f (r) = 1
1 + exp[−b(r/r0 − 1)] (4)
that was used, among others, by Grimme24 for calculating the
dispersion corrections in the DFT-D scheme. The two free pa-
rameters b and r0 represent, respectively, the steepness and
the range where the damping is applied. The second damp-
ing function employed was proposed by Tang and Toennies
(TT),20 proven to reproduce the correct behavior for rare gas
dimers30






It contains only one free parameter that determines shape and
position of the damping. In order to have the same number
of free parameters in the fit of the two damping functions,
and following Ref. 23, we set the parameter r0 of the Fermi
function to 2.75 Å that is the value of the molecular radius of
water in the condensed phase.33
Three water models are presented in the following: the
SPC/FM model of Ref. 6 (hereafter referred to as ND, stands
for no-damping on the C parameter, i.e., f(r) = 1), while
the other two are obtained using Fermi (FE, Eq. (4)) and
Tang-Toennies (TT, Eq. (5)) damping functions. In all cases,
we followed the matching procedure described in Sec. II A for
optimizing A, C, and the partial charge on the oxygen atom.
For FE and TT, at the same time, the parameter b was also
optimized.
C. DFT simulations
Ab initio MD simulations were made using the Car-
Parrinello scheme34 for propagating the wavefunctions and
the ionic configurations as implemented in the CPMD
package.35 The cutoff for the wavefunctions was set to 80
Ry, the time step was set to 4 a.u., and the fictitious mass
for the orbital was chosen to be 400 amu. The BLYP den-
sity functional36, 37 was used for the electronic structure cal-
culations. The dispersion interactions have been taken into
account using dispersion-corrected atom-centered pseudopo-
tentials (DCACPs)38, 39 in the Troullier-Martins format40 for
oxygen and hydrogen. Contrary to what is done in the DFT-
D scheme of Grimme24 where an empirical correction is
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added a posteriori, using DCACPs the dispersion interaction
is included in the pseudopotential, and hence, in the electron
density resulting from the electronic structure calculation. It
has been shown that these pseudopotentials successfully ac-
count for dispersion forces, and that they are capable of faith-
fully reproducing many dynamical and structural properties
of water.39
A cubic simulation box containing 96 water molecules at
the density of 0.997 g cm−3 was used. Periodic boundary con-
ditions were applied. The initial configurations were gener-
ated with classical MD simulations of 200 ps using the SPC/E
model of water. Following Lin et al.,39 we then performed a
NVT (T = 330 K) equilibration run of 3 ps, followed by a run
of 15 ps in the microcanonical ensemble during which time
we stored atomic positions and forces every 230 time step
for a total of 600 configurations. The temperature was set to
330 K in order to avoid falling into the temperature range
where BLYP simulations suffer for non-ergodic behavior41 on
time scales shorter than 20 ps.
D. Classical MD
The empirical water models used are rigid and with fixed
charges on oxygen and hydrogen atoms. While the charge val-
ues are obtained from the FM procedure, O–H bond length
and H–O–H bending angle are kept fixed to the average values
obtained from DFT simulations (0.995 Å and 105.6◦, respec-
tively). With this geometry and after obtaining the explicit
values of the force field parameters, we ran MD simulations
using the different models to check how they compare with
the reference first principle simulations. To this end, six inde-
pendent randomly generated configurations of 96 molecules
have been equilibrated for 500 ps in the canonical ensemble
with the same side-length of the cubic box as the one used
for reference DFT calculations. The temperature was set to
330 K to reproduce the same conditions of our DFT simu-
lations. The Ewald summation technique42 was used to ac-
count for electrostatic interactions in periodic systems. For
each run, we performed 1 ns of subsequent MD simulation in
the NVE ensemble. Structural and dynamical properties were
then computed and averaged over the six systems. In particu-
lar, we have computed radial distribution functions (RDFs),
diffusion coefficients, and rotational characteristic times of
relaxation for the O–H and H–H vectors, and compared the
results to DFT simulations.
III. RESULTS AND DISCUSSION
The results of the parametrization are reported in
Table I. It can be noticed that, by including a damping func-
tion in the interaction potential, the C parameters have pos-
itive values, thus recovering the expected physical behavior.
The dispersion interaction is smoothly switched on as the
distance increases, and it is fully reproduced at long range,
where it is meaningful. On the other hand, for short and inter-
mediate distances, its contribution is less effective. We stress
that C becomes positive regardless of the type of damping
function used, thus confirming the trend expected by our ar-
TABLE I. Parameters of the force fields obtained via FM adding the damp-
ing functions in Eqs. (4) and (5) into the LJ potentials. The units of b are Å−1
in the case of TT damping, and dimensionless in the case of FE damping.
ND6 FE TT
qO (e) − 0.884 − 0.878 − 0.881
AOO (103 kcal mol−1 Å12) 377.743 478.881 533.722
COO (kcal mol−1 Å6) − 1319.455 493.883 287.224
b . . . 33.1 0.762
guments. Notably, our parameters are in qualitative agree-
ment with the one obtained independently by Rotenberg and
co-workers,31 using the approach developed by Silvestrelli,27
based on the spread of Wannier orbitals. In Table I, we also
notice that, as the dispersive term becomes positive, the repul-
sive wall becomes steeper: the value of A increases more than
105 kcal mol−1 Å12 by passing from the ND model to FE.
This increase is justified by the fact that in the ND model C
contributes to the repulsion interaction, and A does not need
to be high. The feature of reproducing the correct sign (i.e.,
the attractive nature) of the dispersion term is exactly the re-
sult that we are looking for and it resolves in itself the issue
that we addressed.
In order to further assess the quality of the FM proce-
dure, we calculate the percent normalized root mean square
deviation (NRMSD%) of the classical target properties from















}− mini,j {ADFTi,j } ·100,
(6)
where A = F, τ . We introduce this quantity in place of the
RMSD, because it eases the comparison between different
quantities. We would like to stress that the absolute values
of χ2 obtained during minimization cannot be used to com-
pare distinct force fields.6 Results for the three models are
reported in Table II. The main outcome is that none of the ef-
fective interaction potentials is able to perfectly reproduce the
reference DFT forces and torques, even adding the damping
functions on the dispersion part. This is due to the extreme
simplicity of the chosen model (i.e., rigid molecules, fixed
charges, only pairwise interactions considered). Anyway, it
is possible to note some improvement in both the damped
force fields respect of the non-damped one, especially for net
molecular forces. In particular, among the three, FE model
seems to provide the best behavior.
Although these differences may seem tiny, we observed
a relevant improvement of the resulting force fields. The
TABLE II. Normalized percent RMSD of net molecular forces and torques
for damped and non-damped force fields.
ND6 FE TT
NRMSD%(F ) 8.18 7.81 8.08
NRMSD%(τ ) 9.13 9.05 9.07
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FIG. 1. Atom-atom radial distribution functions for all potential models and
for the reference DFT simulations.
atom-atom RDFs are shown in Figure 1. The ND model
poorly reproduces the main structural features of the DFT
reference calculations. Both positions and amplitude of the
peaks are offset for the RDFs of all atom pairs. On the other
hand, the damped models perform better, particularly for the
oxygen-oxygen RDF. Although an improvement is also seen
for the O–H and H–H RDFs, all the models are not good
enough to reproduce the DFT results. This is due to the fact
that the force fields used account only for LJ interactions
among oxygens; a better reproduction of all structural prop-
erties would require the parametrization of a more complex
interaction potential, which is out of the scope of this paper.
It is remarkable, though, that the use of a proper form for
the dispersion interaction between oxygens yields improved
structures for all atom pairs.
Dynamical properties are shown in Figure 2. The diffu-
sion coefficients (D) were obtained by the slope of the mean
square displacement. The characteristic times for rotational
relaxation (τ ) were computed by fitting the tails of the ex-
ponentially decaying rotational autocorrelation functions, ob-
tained as first and second Legendre polynomials of the vec-
tors joining O–H and H–H.43 In the first panel of Figure 2,


























FIG. 2. Comparison between reference and calculated dynamical properties.
Reference values are plotted with horizontal dashed lines. Panel (a) Diffu-
sion coefficients. Panel (b) Characteristic rotational times for first and second
Legendre polynomials. Black and red represent the O–H vector, while blue
and green are used for the H–H vector. In both panels, lines connecting the
points are guides for the eye.
obtained with the three classical models and the one obtained
with DFT simulations. It can be seen that the damped models
are in better agreement with the reference value, in particular
TT. The same trend is found for the rotational times obtained
by first and second Legendre polynomials.
As discussed above, a better agreement between refer-
ence calculations and our models would be obtained using a
more complete interaction potential. It is worth noticing that
the improved performance of the damped force fields could be
ascribed to an increase in the parameter space dimension, and
in a different functional form of the empirical potential that
allow for more flexibility in the fitting procedure. Nonethe-
less, we would like to stress that the important change intro-
duced herein consists in modifying the standard LJ potential
to properly describe the nature of dispersion interactions. This
is indeed the most remarkable result of our calculations. If the
dispersion interaction is not properly damped at short range,
the fitting procedure converges to negative values for C. This
is not due to artifacts of the optimization algorithm, but rather
to a shortcoming of the LJ potentials. In fact, the set of pa-
rameters found is the best that could reproduce most of the
interactions in the system. The poor description of the dis-
persion interaction is clearly reflected in a looser structure in
the RDFs. The greater closeness between calculated and refer-
ence properties obtained with damped models is a clear signal
that the physics of the system is better reproduced. During the
development of this work, many attempts have been devoted
to check the effect of model modifications on the overall re-
sults. In fact, we have tried to use more complex LJ poten-
tials with interaction sites located also on the hydrogens and
even to change the geometry of the interaction sites by mov-
ing the negative charge on a ghost atom along the H–O–H
angle bisector (in a fashion similar to the well-known TIP4P
model44). None of these exploratory tests produced positive
dispersion parameter (see the supplementary material45). The
fact that these models possess a larger number of parameters
than FE and TT and still do not predict the correct sign of
the C parameter, strongly support the conclusion that the im-
provements showed by our new models cannot be ascribed
to the bigger flexibility of FE and TT respect ND. In other
words, what appears from our results is that what really mat-
ters is not the number of parameters, but rather a proper de-
scription of the underlying physics.
IV. CONCLUDING REMARKS
In this paper, we applied the force matching algorithm
to parametrize new force fields for water. This is done fitting
reference DFT based calculation and optimizing the parame-
ter values of the model. Particular attention was paid for the
treatment of dispersion. In fact, starting from recent papers
where the attractive nature of this interaction was poorly re-
produced, we showed that an improved description could be
achieved including a damping function in the r−6 term. In ad-
dition, we calculated structural and dynamical properties for
the new models (such as pair radial distribution functions,
diffusion coefficient, and orientational characteristic times).
We found that the results obtained from these models are in
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better agreement with the reference DFT data respect of the
ones obtained from the non-damped model.
The most important consequence of our results is that any
empirical potential based on the standard Lennard-Jones po-
tential (i.e., without damping), does not give a realistic de-
scription of the system. In fact, simply looking at the disper-
sion part of the non-damped Lennard-Jones potential, while
on the one hand it can describe properly the long range attrac-
tion, on the other hand it provides wrong predictions of the be-
havior at short distances (or vice versa). Accordingly, the “op-
timal” C value will be a compromise between a short-range
overestimation and a long-range underestimation, preventing
so the possibility of giving an accurate description of the inter-
action over the entire spatial extent. Therefore, although ex-
isting Lennard-Jones based force fields for water (and for any
other molecular liquid) are quite good and are able to describe
some of the experimental properties, we are convinced that an
improved description would be obtained only by including a
short range damping of the dispersion interaction. This might
be of particular importance for those applications aimed at
studying the collective or macroscopic behaviors originating
from atomistic interactions.
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