Abstract-In order to apply a statistical approach to the classification of multisource remote-sensing data, one of the main problems to face lies in the estimation of probability distribution functions. This problem arises out of the difficulty of defining a common statistical model for such heterogeneous data. A possible solution is to adopt nonparametric approaches, which rely on the availability of training samples without any assumption about the related statistical distributions. The purpose of this paper is to investigate the suitability of the concept of dependence trees for the integration of multisource information through estimation of probability distributions. First, this concept, introduced by Chow and Liu, is used to provide an approximation of a probability distribution defined in an -dimensional space by a product of 1 probability distributions defined in two-dimensional (2-D) spaces; this approximation corresponds, in terms of graph theoretical interpretation, to a tree of dependence. For each land cover class, a dependence tree is generated by minimizing an appropriate closeness measure. Then, a nonparametric estimation of the second-order probability distributions is carried out through the Parzen window approach, based on the implementation of 2-D Gaussian kernels. In this way, it is possible to reduce the complexity of the estimation, while capturing a significant part of the interdependence among variables. A comparison with other multisource data fusion methods, namely, the multilayer perceptron (MLP) method, the -nearest neighbor ( -NN) method, and a Bayesian hierarchical classifier (BHC), is made. Experimental results obtained on multisensor [airborne thematic mapper (ATM) and synthetic aperture radar (SAR)] and multisource (experimental synthetic aperture radar (E-SAR) and a textural feature) data sets show that the proposed fusion method based on dependence trees is able to provide a classification accuracy similar to those of the other methods considered, but with the advantage of a reduced computational load.
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Index Terms-Dependence trees, discrete probability distribution approximation, multisource fusion, Parzen window approach, remote sensing image classification.
I. INTRODUCTION

I
N the classification scheme of a remote-sensing image, an important step is to translate the observations concerning a study area into an adequate mathematical model. One of the most usual approaches to characterizing a source of observations is to develop statistical models through the estimation of probability distributions (for discrete observations) or probability density functions (pdfs) (for continuous observations). However, when one wants to apply this statistical approach to Manuscript received May 18, 2001 ; revised October 12, 2001 . M. Datcu is with the German Aerospace Center (DLR), German Remote Sensing Data Center (DFD), Oberpfaffenhofen, D-82234 Weßling, Germany (e-mail: mihai.datcu@dlr.de).
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the classification of multisource remote-sensing data, problems arise out of the difficulty of defining a common statistical model for such heterogeneous data. A possible solution is to adopt a nonparametric approach, which does not rely on a specific distributional assumption and allows the kind of distribution to be derived entirely from data. Histogram methods can be regarded as the earliest nonparametric estimators of a density function. On the basis of a partition of the feature space into cells of fixed or variable size, histogram methods involve the problem of their application to high-dimensional spaces, where the scarcity of available data makes it likely to find empty cells [1] . Finding the -nearest neighbors ( -NNs) represents another way to compute a density function estimate. It provides a simple estimation of the density, yielded by the volume of the hypersphere containing the -NNs and centered on the point where the density function has to be computed [2] . However, this method involves many distance computations and requires the application of sophisticated search algorithms (e.g., the Kd-Tree [3] ) to speed up the search process. Another more recent nonparametric approach consists in the modeling of the class distributions by means of artificial neural networks, among which the multilayer perceptron (MLP) can be regarded as the best known. It has been proven that an MLP with as few as one hidden layer of neurons and a specific type of activation functions (including the sigmoidal function and the hyperbolic tangent) can approximate any functional relation arbitrarily well, provided that enough hidden neurons are available [4] . In particular, their powerful capability to model class posterior probabilities makes them an interesting solution to the classification problem [5] , [6] . Their main drawback is the lack of a general criterion to determine the optimal architecture and training parameters, in addition to long training times. Another interesting nonparametric approach consists in deriving the density function from the superposition of kernel functions centered on data samples and acting as smoothing operators [7] , [8] . Gaussian, triangular, and rectangular kernels represent typical examples of kernel functions. Despite the computational load they involve, kernel estimators offer rather a powerful tool for approximating the true density. In addition to the above nonparametric approaches, there exist many others, like expansion by basis functions, adaptive kernel estimators and projection pursuit density estimation. More detailed descriptions can be found in [9] and [10] .
In the context of remote-sensing data from different sources, one should take into account that the larger the number of features, the larger the amount of training samples required to avoid the well-known Hughes effect [11] , which would otherwise involve a limitation on the classification accuracy. Unfortunately, the availability of training samples is usually very limited, due to the fact that the collection of the ground truth is a difficult and expensive task. One possible solution is to express the true class-conditional distributions through class-conditional distributions of reduced dimensions, for which the problem of few training samples is less critical.
The problem of approximating an th order binary distribution by a product of several of its lower-order component distributions was considered by Lewis [12] and Brown [13] . On the one hand, it is evident that component distributions of increasingly high order allow one to capture much more information about the stochastic dependence among the features and, consequently, to get a better estimate. On the other hand, practical considerations push to use low-order component distributions to estimate the class-conditional distributions. A first answer was given by Chow and Liu [14] : they proposed a class of product approximations derived from the "chain rule," which approximate the th-order distribution as a product of ( ) secondorder conditional distributions. It is shown that this approximation can be related to the so-called "dependence tree," whose branches represent the relationships among the nodes (features). Ku and Kullback [15] presented an iterative approach, in which the restriction to a tree-type dependence model is discarded to get closer product approximations by using component distributions whose order may be higher than two. This approach proposes a general estimation procedure, for which the class of second-order product approximations introduced by Chow and Liu is a particular case. It can yield to better results since it handles higher-order product approximations that, during the iterative computation, may exploit lower-order ones.
As only approximations can be obtained, it is necessary to have a tool capable to quantify the goodness of an approximation by adopting a measure of distance between the true and estimated probability distributions. One such measure is the Kullback-Leibler divergence measure [16] , appreciated for its simplicity when applied to product expansions. In order to minimize this theoretical information measure, the well-known mutual information measure (MIM) was used by Chow and Liu [14] as a practical tool for measuring the degree of dependence between all pairs of features and, consequently, for selecting the most dominant dependences, which determine the dependence tree.
In this paper, the suitability of the concept of dependence tree for the integration of multisource remote sensing data through estimation of probability distributions is investigated. In particular, the technique described in the following represents a tool for reducing the complexity of the original class-conditional distributions to a combination of second-order class-conditional distributions, for which the problem of the small number of training samples is less crucial. Then, a nonparametric method based on Gaussian kernels is used to estimate the second-order class conditional distributions. In the experiments involving multisensor (ATM SAR) and multisource data sets, it has been found that the fusion process based on the concept of dependence tree is able to provide similar classification accuracies but with the advantage of a reduced computational load, as compared with other classifiers, like the MLP, the -NN classifier, and the Bayesian hierarchical classifier (BHC) [17] .
II. APPROXIMATING PROBABILITY DISTRIBUTIONS WITH DEPENDENCE TREES
A. Problem Formulation
We consider a multisource data set consisting of images showing the same ground area and taken by sensors. Let us assume that each image contains channels (with ) and that each related pixel is represented by the discrete feature vector . We regard the global -dimensional feature vector as the concatenation of the feature vectors (each of dimension ) provided by the sensors. It is assumed that the scene includes thematic classes represented by the set of labels , with which each image pixel should be associated. Let us adopt a pixel-based (noncontextual) classification scheme by applying the Bayes rule for minimum error (BRME), which assigns the optimal label to , such that
where the posterior probability can be expressed as a function of the class-conditional distributions by means of the Bayes theorem, that is (2) and represents the prior probability of the class . In order to apply the BMRE, the problem becomes one of estimating the class-conditional distributions (also known as classconditional probability mass functions) for all classes in .
B. A Particular Class of Product Approximations
The "chain rule" [18] allows one to expand the class-conditional distribution as a product of conditional distributions of increasing order, such as in the following: (3) where . In this expansion, the feature is called the "root of the chain." Obviously, (3) can be reformulated by considering any other feature as the root. The basic idea of the approximation based on the dependence tree is to reduce the conditioning on multiple features to a conditioning on only one feature of the form (4) where is an unknown permutation of the integers and represents the corresponding mapping such that . Equation (4) is the translation of a particular class of product approximations of (3) in which only second-order probabilistic relationships are used to point out the interfeature dependence. 
C. Notion of Dependence Tree
If we reason in terms of graph-theoretical interpretation, the unknown mapping makes up a graph whose nodes are the features , the edges represent the pairs of probabilistic relationships ( ), and the root node guides the edge orientation. This graph is called the first-order dependence tree of the distribution [14] . Fig. 1 illustrates an example of the (first-order) dependence tree. Note that the root is the only feature for which . For the sake of simplicity, the notation is dropped and replaced with the notation . The product approximation expressed in (4) becomes (5)
D. Dependence Tree Optimality
As (5) is only an approximation, it involves a loss of information, as compared with the true class-conditional distribution (3). The problem becomes one of minimizing this information loss, i.e., of finding the optimal approximation [in the context of the class of approximations defined by (5)] for which the distance between the true and approximate class-conditional distributions is the minimum one. As mentioned above, one of the criteria used to quantify the closeness of the approximation is the Kullback-Leibler divergence measure, defined as follows: (6) can be seen as the difference between the information contained in and that contained in about . It is characterized by the following property: (7) and is equal to zero only if and are identical. Finding the optimal approximation is equivalent to finding the optimal dependence tree, or the optimal mapping over the set of all possible mappings , such that
Min (8) where stands for the approximate class-conditional distribution defined by the mapping . In the case where the approximation model is a dependence tree, it can be shown [14] that the measure of closeness defined in (6) can be expressed as a function of the MIMs among the features (nodes) of the dependence tree, that is MIM (9) where is a constant independent of the approximation. The MIM plays the role of weight of each branch ( ) of the tree and is given by MIM (10) The problem of minimizing the Kullback-Leibler divergence measure (6) is transformed into the problem of finding a dependence tree with a maximum total branch weight or, in other words, the optimal mapping such that MIM Max MIM (11)
E. Optimal Dependence Tree Construction
The algorithm introduced by Kruskal [19] can be used to construct the tree with a maximum total branch weight, branch by branch, thanks to the additive property of the branch weights. First, the weights of all possible branches are computed, that is, since the MIM is symmetric, branches from which only ( ) will be selected to build the optimal dependence tree. The procedure for selecting the best branches (i.e., those capturing the most important probabilistic interdependence among the features) starts by sorting, in decreasing order, the branch weights MIM , with and . The first branch chosen by the branch-selection process is that for which the weight is the maximum one. Then, the list is scanned and a branch is added if it exhibits the acyclicity property and shows a link with one of the previously selected branches. In this case, it is removed from the sorted list and, in the next step, the search restarts from the beginning of the list. Otherwise, the branch is rejected and one continues the search by considering the next branch on the list. This process goes on until it gathers the branches required by the dependence tree to approximate the -dimensional class-conditional distribution. It is worth recalling that, as each dependence tree, in the present paper, is constructed to approximate a distribution conditioned by a particular class, the above procedure must be applied several times to obtain a number of dependence trees equal to that of the classes available.
III. SECOND-ORDER DISTRIBUTION ESTIMATION
A. Use of Second-Order Class-Conditional Relative Frequencies
The previously discussed approximation for an -dimensional class-conditional distribution involves second-order probabilistic relationships still difficult to estimate. Furthermore, as seen above, the search for the optimal dependence tree requires the estimation of second-order class-conditional distributions in order to compute all possible branch weights MIM ( and ). The application of a nonparametric estimation method at this stage would be very expensive from a computational point of view. As a tradeoff, one can approximate the second-order class-conditional distributions by using the simple second-order class-conditional relative frequencies derived from the training samples, as follows: (12) where denotes the number of training samples belonging to the class whose features are equal to in the th channel and to in the th channel.
is the total number of training samples belonging to the class . It is evident that the simplicity of the estimation based on the relative frequencies allows one to decrease the computational burden of the generation of the optimal dependence tree. Once this stage has been completed, one can perform a more accurate, even though more complex, estimation of the ( ) second-order class-conditional distributions related to the product approximation in (5) . An interesting solution is to adopt the powerful nonparametric estimation method based on Gaussian kernels.
B. Estimation Based on Gaussian Kernels
The density estimation based on kernel functions (also called the Parzen window approach) is a well-known nonparametric approach that has been shown to be able to provide an asymptotic, unbiased, consistent estimate of the true distribution [9] . The density estimate is obtained by the superposition of kernel functions , each centered on one of the available samples drawn from the true density [9] . In our case, we apply this approach to estimate two-dimensional (2-D) class-conditional distributions by adopting kernel functions of the Gaussian type, as defined by the following equation: (13) where stands for the total number of training samples associated with the class ; and refer to the th and th features of the th training sample of the class , respectively; and represents the width (standard deviation) of the Gaussian kernel. The performances of kernel estimators depend strongly on the width parameter , which plays the role of a smoothing parameter [20] . If is too large, the density approximation will be affected by the problem of over-smoothing (too low resolution), whereas, if is too small, the density will exhibit spurious discontinuities. In our case, as the optimization of the width parameter is not the focus of the present work, its value will be obtained by a simple validation approach based on the subdivision of the labeled samples into two sets, namely, the training and validation sets. The best width parameter is chosen to optimize the overall classification accuracy on the validation set.
IV. EXPERIMENTAL RESULTS
Two experiments are described in order to assess the accuracy and performance of the classifier based on dependence trees, in comparison with other classifiers. In Section IV-A, a multisensor (radar and optical sensors) remote-sensing data set is considered; a comparison with the -NN and MLP neural network approaches is made. In Section IV-B, the second experiment refers to a multisource data set including information of the textural type. The dependence tree classifier (DTC) is compared in terms of classification accuracy with another powerful classifier, namely, the BHC described in [17] . In both cases, in order to assess the performances of the different classifiers, two accuracy measures are utilized: the overall accuracy (OA), that is, the percentage of correctly classified pixels among all the considered pixels (independently of the classes to which they belong) and the average accuracy (AA), that is, the average over the classification accuracies obtained for the different classes.
A. Multisensor Data Set
The multisensor data set, on which the proposed method was tested, was extracted from two images showing the same ground area. The first image was taken in July 1989 by a Daedalus 1268 airborne thematic mapper (ATM) scanner of which six channels were considered, that is, those corresponding to all the channels of the Landsat TM sensor, except for the thermal infrared channel. The second image was acquired in August 1989 PLCband, fully polarimetric, NASA/JPL synthetic aperture radar (SAR) airborne sensor, which yielded nine different channels corresponding to all possible combinations of bands (P, L, or C) and polarizations (HH, HV, or VV). The selected sections of the ATM and SAR images, separate in time by only a few days, were registered by using the SAR image as the reference image (see Fig. 2 ). The size of such sections was 250 pixels 350 pixels; the portion of the scene they represented corresponded to an agricultural area near Feltwell, U.K., in which five land cover types are dominant, namely, sugar beets, stubble, bare soil, potatoes, and carrots. Table I gives the numbers of training and validation samples used to train the classifiers and assess their accuracy values, respectively.
MLP and -NN Classifiers:
The results obtained by two other nonparametric data classification methods and published in [21] are used as reference values to evaluate the performances of the DTC. The MLP classifier used for this experiment was a feedforward neural network with one hidden layer with eight nodes, whereas the input and output layers consisted of 15 nodes and five nodes, respectively. The MLP was trained by the error backpropagation learning procedure at a learning rate . Concerning the -NN classifier, results were Table IV , together with those of the MLP classifier.
Results: For each class, a tree of dependence among the different random variables representing the 15 multisensor features (six from the ATM sensor and nine from the SAR sensor) had to be built, based on the available training samples. The first Fig. 3 . Optimal dependence tree found for the class "carrots." step of the process was the computation of the upper-right part of the matrix of MIMs MIM , with and . After sorting the MIM in decreasing order, the branch-selection procedure described in Section II was run. Table II shows, as an example, the MIM values of the branches characterizing the best dependence tree found for the class "carrots," illustrated in Fig. 3 . Different MIM values and hence different dependence trees were found for the remaining classes. In order to apply the BRME, the prior probabilities of the classes were estimated from the training sets. The first classification experiment was carried out by estimating the members of the distribution product approximation through the use of the simple second-order class-conditional relative frequencies. As expected, the results were very poor, with an OA of 16.6%. By contrast, the use of the nonparametric Gaussian kernel estimators turned out to be effective and allowed the results to be considerably improved. Several Gaussian kernels were generated by setting the kernel width parameter (standard deviation) to different values. The overall classification accuracy values obtained for the validation samples by using Gaussian kernel estimators are provided in Table III . When the variance was increased from 50 to 350, the OA increased from 85.0% to 88.8%.
From an empirical point of view, this value seems to correspond to the optimal kernel width ( ), since, for larger values of the variance (up to 1200), the OA decreases from 88.8% to 86.6%. This is due to the over-smoothing effect, which tends to increase the overlap among the densities and, consequently, the confusion among the classes. Finally, from Table IV, one can observe that the results obtained by the DTC, MLP and -NN classifiers, are very similar, with OA values equal to 88.8%, 89.6%, and 89.8%, respectively, and with AA values equal to 87.0%, 86.4%, and 87.0%, respectively.
The analysis of the above results suggests some considerations. In our opinion, the fact that the results of the different classifiers are so similar to one another may mean that all the considered classifiers were able to fully exploit the information available from the training set. Therefore, they all arrived close to the best accuracy that can be reached by using such information, given the variability of the classes and the degree of overlapping among them. An explanation for the fact that the accuracies of the considered classifiers are not very high (only the accuracy of the class "sugar beets" is close to 100%) may be that each kind of growing appears in several agricultural fields, often with different appearances (the ground truth utilized for this data set is shown in [6] ). The training samples were taken only from some fields; therefore, they are not completely representative of the statistics of the classes. In addition, a high percentage of boundary pixels were misclassified due to the presence of spurious ground coverings (trees, lanes, etc.) between neighboring fields. In the ground truth, such pixels were assigned to the class of one of the neighboring fields, whereas they should be regarded as mixed pixels or even as belonging to other classes, different from the agricultural classes considered.
B. Multisource Data Set
The DTC and the BHC were compared in a multisource classification problem. The latter classifier is based on a hierarchical organization of extracted information. The different levels of the hierarchy are arranged according to their different degree of semantic abstraction. Elements at each level are obtained by a step of Bayesian inference from one or more lower levels. The process of information extraction is split into two parts: 1) a robust, signal-oriented description of the content of an image (which requires a significant computational load) and 2) a fast user-oriented labeling of the extracted image information content [22] , [23] . The signal-oriented description is thought to have already been generated once and for all when the image is archived. Therefore, the related computation can be considered to have been performed "off-line."
The multisource data set, consisting of both radiometric and textural information, was acquired over the area of the German Aerospace Center (DLR, Oberpfaffenhofen, Germany) by the DLR airborne experimental synthetic aperture radar (E-SAR). An L-band fully polarimetric image and a texture "virtual" channel (extracted as the norm of textural features computed by the model-based algorithm described in [24] ) were used for the experiments. Note that, given the difficulty with the statistical modeling of the distribution of textural information, the presence of this source highlights the usefulness of nonparametric methods, like the proposed one.
Results: Some objects and some cover types were selected as classes, like the airport runway, the city of Neughilching, the forest and some grass areas (see Fig. 4 ). The overall and average accuracies achieved by the two classifiers were quite similar (see Table V ). The most significant difference can be observed for the class "forest," which was better recognized by the DTC (99.9% accuracy) than by the BHC (93.6% accuracy). In particular, from the confusion matrix (not shown in the paper for the sake of brevity) one can deduce that the BHC suffers more than the DTC from the overlapping between the distributions of the classes "forest" and "city."
The better results obtained by this experiment, as compared with the previous one, are mainly associated with the nature of the data set, the feature extraction and the selection of the training regions; these factors led to very accurate class models and, consequently, to very good classification results. The E-SAR data set was acquired by a "single sensor" thus the time change and the image registration did not affect the class models. The feature extraction from the E-SAR data set was performed according to [24] , thus very much reducing the effect of the speckle process. Each polarimetric channel was "despeckled" to achieve uniform backscatter regions; as a consequence, a very smooth signal was obtained. Finally, the training and validation areas were selected as internal regions of single ground structures, thereby minimizing the risk of including mixed pixels. V. CONCLUSIONS By capturing the most significant second-order probabilistic relationships, the dependence tree approach allows one to approximate the -dimensional class-conditional distributions (representing the multisource class distributions) by products of second-order class-conditional distributions. Then the latter distributions can be estimated by use of the nonparametric Parzen window approach based on Gaussian kernels. The similar classification accuracies obtained in the experiments confirm that the DTC may compete with other powerful classifiers considered in this paper, namely, the -NNs, the MLP, and the BHCs.
Concerning the computational aspect, we note that the DTC is fast in both the training and classification phases. Table VI gives the processing times for the experiments with the multisensor data set. In this case, the training time was about 1 min and 23 s. For the classification phase, as the processing time grows linearly with the image size, the time required to classify a typical image of 1024 pixels 1024 pixels is about 50 s. Concerning the MLP classifier, in addition to the problems of defining its architecture and finding effective training parameters, this classifier suffers from the long training time required to optimize the weights of the neural network. The -NN classifier requires a simple training step (to optimize the number of neighbors to be considered); however, in the classification phase, it involves the computation of a large number of distances in order to find, for each sample, the nearest training samples. The DTC and the BHC are similar for they model the feature space by Gaussian kernels (explicitly by the DTC and implicitly by the BHC). The BHC was designed for a server-client architecture, having as a goal the computation speed in the interactive phase; thus, part of the computations is performed off-line and is "invisible" to the user. This classifier is faster than the DTC, if one considers only the on-line computations in the interactive phase; by contrast, it is much slower if all the processing involved is taken into account. It is worth noting that the DTC has also the advantage of making the class models explicit as regards the role of the features and their relationships; therefore, other types of stochastic inference are possible (e.g., for data-mining purposes).
In conclusion, in this paper, we have proven the effectiveness of the dependence-tree method in both probability distribution modeling and classification. In our opinion, this method has been underestimated not only in the remote-sensing literature but also in the pattern-recognition one. Thanks to its capability to merge heterogeneous information sources and to its limited computational requirements, it may reveal especially useful for the analysis of multisource remote-sensing data.
Finally, work is currently in progress to deal with the issues associated with the curse of dimensionality.
