Abstract. We study solutions of the Bethe ansatz equation for the XXZ -type integrable model associated with the Lie algebra sl N . We give a correspondence between solutions of the Bethe ansatz equations and collections of quasi-polynomials. This extends the results of E. Mukhin and A. Varchenko for the XXX-type model and the trigonometric Gaudin model.
Introduction
In this paper we study solutions of the Bethe ansatz equation for the XXZ -type integrable models associated with the Lie algebra sl N , see (2.1). These equations arise in the Bethe ansatz method of computing eigenvalues and eigenvectors of commuting Hamiltonians of integrable models. The method gives the eigenvalues and eigenvectors by evaluating explicit rational functions on solutions of the Bethe ansatz equations, see for instance [KBI] and references therein.
Solutions of the Bethe ansatz equations for the Gaudin model, both rational and trigonometric, as well for the XXX-type model have been studied by E. Mukhin and A. Varchenko in [MV1] - [MV3] . They established a correspondence between solutions of the Bethe ansatz equations and spaces of polynomials, quasi-polynomials or quasi-exponentials with certain properties. In this paper we extend the results of [MV2] , [MV3] to the case of the XXZ-type Bethe ansatz equations.
Our method to construct a collection of quasi-polynomials corresponding to a solution of the Bethe ansatz equations is not completely analogous to that of [MV2] , [MV3] . As a result, we managed to weaken technical assumptions on solutions of the Bethe ansatz equations compared with those imposed in [MV3] . Another advantage is that our method works withut restrictions for the root of unity case.
The plan of the paper is as follows. In Section 2, we describe the XXZ-type Bethe ansatz equations and refine the problem. In particular, we define regular and admissible solutions of the Bethe ansatz equations. In Section 3, we introduce regular collections of quasi-polynomials and show that each such a collection gives a regular solution of the Bethe ansatz equations. We also formulate there the main result of the paper, Theorem 3.4, which says that every admissible regular solution of the Bethe ansatz equations comes from a regular collection of quasi-polynomials. We prove Theorem 3.4 in Section 4. In Section 5, for a collection of quasi-polynomials U we consider the monic difference operator D U whose kernel is generated by U . We show that the operator D U has rational coefficients if and only if there is a regular collection of quasi-polynomials U such that D U = D U . Also, for each solution t of the Bethe ansatz equations we define a difference operator D t and show that the collection of quasi-polynomials U associated with t gives a basis of the kernel of D t , that is, D t = D U . The Appendix contains necessary technical identities. The authors thank E. Mukhin for helpful discussions.
2. Bethe ansatz equations and quasi-polynomials 2.1. Bethe ansatz equations. Throughout the paper we fix a complex number q such that q = 0, ±1 . More precisely, we fix the value of log q and for any complex number α set q α = exp (α log q) . Fix an integer N 2 . Given a collection l = ( l 1 , . . . , l N −1 ) of nonnegative integers, consider the space C l = C l 1 ⊕ . . . ⊕ C l N−1 . We label coordinates on this space by two indices, the superscript enumerating the summands and the subscript enumerating coordinates within a summand. That is, we write t = (t The product of the symmetric groups S l = S l 1 × . . . × S l N−1 acts on C l by permuting coordinates with the same superscript. The S l -orbit of a single point will be called an elementary S l -orbit.
Let T 1 (x), . . . , T N −1 (x) be monic polynomials in one variable and λ 1 , . . . , λ N be complex numbers. Consider a system of equations on the variables t 
Here and later we assume that l 0 = l N = 0 , unless otherwise stated. Equations (2.1) are called the XXZ -type Bethe ansatz equations associated with the data l = (l 1 , . . . , l N −1 ) , T = (T 1 , . . . , T N −1 ) , λ = (λ 1 , . . . , λ N ) . The group S l acts on solutions of equations (2.1) -for every solution t of (2.1), all points of the S l -orbit of t are solutions of (2.1) as well.
Equations (2.1) arise in the Bethe ansatz method for the quantum integrable model defined on the irreducible finite-dimensional representation of the quantum affine algebra U q ( sl N ) . The polynomials T 1 (x), T 2 (xq −2 ), . . . , T N −1 (xq −2(N−1) ) are the Drinfeld polynomials of the representation and the parameters q 2λ 1 , . . . , q 2λ N describe the algebra of commuting Hamiltonians of the model. Notice that in the literature equations (2.1) are usually written in the form
2.2. Regular solutions of Bethe ansatz equations. For i = 1, . . . , N − 1 , define the polynomials
) and
Then equations (2.1) take the form (2.5)
A solution t of equations (2.1) is called regular if for any i = 1, . . . , N − 1 , and any subset I ⊂ {1, . . . , l i } , the following condition holds: suppose that all the coordinates t (i) j , j ∈ I are equal with the common value t (i)
where and |I | is the cardinality of I . Clearly, if for each i = 1, . . . , N − 1 , all the coordinates t (i) j , j = 1, . . . , l i , are distinct, the solution t is regular. If t is a regular solution of equations (2.1), then all points of the S l -orbit of t are regular solutions of equations (2.1) as well.
The next proposition is valid by definition of a regular solution of equations (2.1).
Proposition 2.1. A point t is a regular solution of equations (2.1) if and only if for any i = 1, . . . , N − 1 , the polynomial p i (x; t) divides the polynomial P i (x; t) .
Quasi-polynomials
3.1. Quasi-polynomials. A quasi-polynomial f (x) of type α is an expression of the form f (x) = x α p(x, log x) , where α ∈ C and p(x, s) is a polynomial. Call the quasi-polynomial f (x) log-free if p(x, s) does not depend on s . Say that a polynomial r(x) divides f (x) if r(x) divides p(x, s) . The product of quasi-polynomials of types α and β is supposed to be of type α + β . Clearly, the product of two nonzero quasi-polynomials is not zero.
We will use only algebraic properties of quasi-polynomials. The key relation is: if
.
Let λ = (λ 1 , . . . , λ N ) be a collection of complex numbers. By definition, a collection of quasi-polynomials of type λ is a sequence of quasi-polynomials U = (u 1 , . . . , u N ) such that for every i = 1, . . . , N , the quasi-polynomial u i has type λ i , and
For a semiregular collection of quasi-polynomials U = (u 1 , . . . , u N ) of type λ , a sequence of monic polynomials T = (T 1 , . . . , T N ) is called a preframe of U if for any k = 1, . . . , N − 1 and any subset {i 1 , . . . , i k } ⊂ {1, . . . , N } , the product
Say that a preframe T is stronger than a preframe T = (
Until the end of this section we fix λ = (λ 1 , . . . , λ N ) and assume that every collection of quasi-polynomials is of type λ .
Lemma 3.1. Let U = (u 1 , . . . , u N ) be a semiregular collection of quasi-polynomials. There is a preframe T = (T 1 , . . . , T N ) of U such that for every k = 1, . . . , N, the polynomial Q T k (x) , see (3.3), is the greatest common divisor of the quasi-polynomials
Proof. The proof is similar to that of Lemma 4.9 in [MV2] .
The preframe T defined in Lemma 3.1 is clearly the strongest preframe of U . It is called the frame of U .
For a semiregular collection of quasi-polynomials U = (u 1 , . . . , u N ) and a preframe T = (T 1 , . . . , T N ) of U , define quasi-polynomials y 0 , . . . , y N −1 by the rule Assume that the collection U is regular. For i = 1, . . . , N − 1 , let l i be the degree of the polynomial x −λ i+1 −...− λ N y i (x) , and t
be its roots. That is,
for some nonzero complex numbers c 1 , . . . , c N −1 . Set l = l U,T = ( l 1 , . . . , l N −1 ) , and denote by X U,T the S l -orbit of the point (t
Theorem 3.2. Let U be a regular collection of quasi-polynomials of type λ , T = (T 1 , . . . , T N ) be a preframe of U , and l = l U,T = ( l 1 , . . . , l N −1 ) . Then X U,T is an elementary S l -orbit of regular solutions of equations (2.1) associated with the data l 1 , . . . , l N −1 , T 1 , . . . ,
Proof. Define the quasi-polynomialsỹ 1 , . . . ,ỹ N −1 by the rule
. By Lemmas A.1, A.2, and formula (3.3), we have
. Therefore
If the point t = (t (i)
j ) is defined by (3.4), (3.5), the polynomials p i (x; t) , P i (x; t) are given by (2.3), (2.4), and the polynomialp i (x) equals
By Proposition 2.1, this proves Theorem 3.2.
Remark. By Lemma A.1, a collection of quasi-polynomials U = (u 1 , . . . , u N ) has a preframe
is a collection of quasi-polynomials and has a preframe T = (T 1 , . . . , T N −1 , 1) . Clearly, X U,T = X U, T , and for both U and U equations (2.1) are the same since they involve only the polynomials T 1 , . . . , T N −1 . Thus discussing relations between collections of quasi-polynomials and solutions of Bethe ansatz equations (2.1) we can restrict ourselves without loss of generality to preframes of the form (T 1 , . . . , T N −1 , 1) .
Say that a point t = (t
Clearly, all points of the S l -orbit of a generic point t are generic.
Lemma 3.3. Let U be a regular collection of quasi-polynomials of type λ , T = (T 1 , . . . , T N ) be a preframe of U , and l = l U,T = ( l 1 , . . . , l N −1 ) . Assume that X U,T is the S l -orbit of a generic point with respect to the polynomials T 1 , . . . , T N −1 . Then T is the frame of U .
is a preframe of U strictly stronger than T . Let i be the largest number such that T i = T i . Notice that i > 1 . There is a number a such that T i (a) = 0 and T i (a) = 0 . This implies that p i−1 (a) = 0 and p i−2 (a) T i−1 (a) = 0 , see (3.3), (3.4). However, if X U,T is the S l -orbit of a generic point, then for every j = 1, , . . . , N − 1 , the polynomials p j−1 T j and p j are coprime. The claim follows.
Main result.
In particular, t
Clearly, all points of the S l -orbit of an admissible point t are admissible.
Fix collections of complex numbers λ = (λ 1 , . . . , λ N ) , nonnegative integers l = (l 1 , . . . , l N −1 ) and monic polynomials T = (T 1 , . . . , T N −1 ) . The following theorem is the main result of the paper.
Theorem 3.4. Let t be an admissible regular solution of equations (2.1) associated with the data l, T, λ . Then there is a regular collection of quasi-polynomials U of type λ such that T = (T 1 , . . . , T N −1 , 1) is a preframe of U and the S l -orbit of t equals X U,T .
Theorem 3.4 will be proved in Section 4. The proof is going in three steps. First we prove the theorem for N = 2 . The obtained statement is employed then at the second step to construct the required collection of quasi-polynomials U for general N . The final step is to show that T = (T 1 , . . . , T N −1 , 1) is a preframe of the constructed collection U .
Corollary 3.5. Let t be a generic admissible regular solution of equations (2.1) associated with the data l, T , λ . Then there is a regular collection of quasi-polynomials U of type λ such that T = (T 1 , . . . , T N −1 , 1) is the frame of U and the S l -orbit of t equals X U,T .
Proof. The statement follows from Theorem 3.4 and Lemma 3.3.
Proof of Theorem 3.4
4.1. Proof of Theorem 3.4 for N = 2 . Let y(x) = x α p(x) be a log-free quasi-polynomial of type α . We call y(x) admissible if the polynomials p(x) and p(xq −2 ) are coprime. In particular, this implies that p(0) = 0 . Thus for an admissible quasi-polynomial y(x) , the number α and the polynomial p(x) are determined uniquely.
Let y(x) = x α p(x) be an admissible quasi-polynomial of type α . Since p(x) and p(xq −2 ) are coprime, it is known that there are unique polynomials r(x) and s(x) of degree at most deg p such that r(x) p(x) + s(x) p(xq −2 ) = 1 . Define the quasi-polynomials A[y] and B[y] of type −α by the rule
For a polynomial P (s) and a number c , let I [P, c ] be the unique polynomial such that
For a quasi-polynomial f (x) = x α p(x, log x) of type α and a log-free quasi-polynomial
For an admissible quasi-polynomial y(x) = x α p(x) of type α and a quasi-polynomial V (x) of type β , define the quasi-polynomial 
and W 2 [ Y , y ] = V by an easy simplification using (4.4).
Proof of Theorem 3.4 for N = 2 . Let t = (t (i) j ) be an admissible regular solution of equations (2.1) and p 1 (x; t) be the polynomial given by (2.3). Define an admissible quasi-polynomial y(x) = x λ 2 p 1 (x; t) of type α = λ 2 and a quasi-polynomial
Let u 2 = y and
Hence by Proposition 4.1,
that is, U = (u 1 , u 2 ) is the required collection of quasi-polynomials of type λ = (λ 1 , λ 2 ) .
Construction of a collection of quasi-polynomials. Let t = (t (i)
j ) be an admissible regular solution of equations (2.1) associated with the data l, T , λ . Let
3), and p 0 (x) = p N (x) = 1 . Then for every i = 0, . . . , N ,
is an admissible quasi-polynomial of type λ i+1 + . . .
The next lemma is equivalent to Proposition 2.1.
Lemma 4.2. For any i = 1, . . . , N − 1 , the quasi-polynomial y i (x) divides the quasi-polynomial
Set Q 1 (x) = 1 and
cf. (3.3). We will construct a collection of quasi-polynomials U = (u 1 , . . . , u N ) of type λ such that u N = y N −1 and
cf. (3.4). We employ the recursive procedure described below. Given the quasi-polynomials u i+1 , . . . , u N , we obtain the quasi-polynomial u i by formula (4.16) and verify relation (4.9) in Proposition 4.5. For the first step of the process, set
which is relation (4.9) for i = N − 2 .
Lemma 4.3. The quasi-polynomial y N −2 (x) divides the quasi-polynomial
Proof. By Lemma 4.2, y N −2 (x) divides the quasi-polynomial A N −2 (x) , see (4.7), of type λ N −2 + 2λ N −1 + 3λ N . Relations (4.6) and (4.10) yield
, which proves Lemma 4.3.
Assume that the quasi-polynomials u i+1 , . . . , u N are constructed already, and the following properties hold.
A. For any j = i, . . . , N ,
B. For any j = i + 1, . . . , N , there is a quasi-polynomial w i+1,j (x) of type λ i+1 + . . .
In particular, w i+1,i+1 (x) = y i+1 (x) , see (4.11) for j = i + 1 .
C. For any j = i + 1, . . . , N , the quasi-polynomial y i (x) divides the quasi-polynomial
of type λ i − λ j + 3 (λ i+1 + . . . + λ N ) . In particular, B i+1,i+1 (x) = A i+1 (x) , see (4.7).
For i = N − 2 , property A coincide with formula (4.10), property B is straightforward: w N −1,N −1 = u N , w N −1,N = u N −1 , and property C follows from Lemma 4.2 for i = N − 2 , and Lemma 4.3.
Define the quasi-polynomials w ij (x) , j = i, . . . , N , by the rule (4.13)
see (4.3), wherew i+1,j (x) =w i+1,j (xq −2 ) . Property C and Proposition 4.1 yield (4.14)
Lemma 4.4. The quasi-polynomial y i (x) divides the quasi-polynomial
Proof. Let b i = B[y i ] , see (4.1). By (4.13) and (4.3),
Then formula (4.12), Lemma A.3 and formula (4.11) for j = i give (4.15)
which proves the lemma.
Set c ij (x) = w ij (x)/y i (x) , j = i, . . . , N , and
By Lemma 4.4, u i (x) is a quasi-polynomial of type λ i .
Proof. By (4.14) and (4.12),
So Lemma A.3 yields
where the last equality also uses formula (4.11) for j = i and formula (4.8). These relations together with (4.16) give (4.17) 
and the quasi-polynomial y i−1 (x) divides the quasi-polynomial
Proof. Using (4.17) in the definition of W N−i [ u i , . . . , u j−1 , u j+1 , . . . , u N ](x) , we get
By Lemma 4.2, y i−1 (x) divides the quasi-polynomial A i−1 (x) , see (4.7), of type λ i−1 + 2λ i + 3 (λ i+1 + . . . + λ N ) . Relations (4.6) and (4.14) yield
which proves the second part of the proposition.
Propositions 4.5 and 4.6 shows that properties A -C with i replaced by i − 1 are valid. So we can construct recursively all quasi-polynomials u 1 , . . . , u N satisfying relations (4.9).
Proof of Theorem 3.4.
In this section we will show that the sequence of monic polynomials T = (T 1 , . . . , T N −1 , 1) is a preframe of the collection of quasi-polynomials U = (u 1 , . . . , u N ) constructed in Section 4.2.
It is shown in Section 4.2 that the quasi-polynomials u 1 , . . . , u N satisfy relations (4.9), see Proposition 4.5. Moreover, for any 1 i j N , there is a quasi-polynomial w ij (x) of type λ i + . . .
see Proposition 4.6, and
cf. (4.14).
Lemma 4.7. For any 1 i j < k N , there is a quasi-polynomial w i;j,k (x) of type
Proof. For j = i , we have w ii (x) = y i (x) and w i;i,k (x) = − w i+1,k (xq −2 ) by (4.20), so the statement holds. For j > i , by Lemma A.3 and formula (4.6) we have
which proves Lemma 4.7.
Proposition 4.8. For any 1 i j 1 < . . . < j k N , there is a quasi-polynomial w i;j 1 ,...,j k (x) of type λ i + . . .
Proof. We prove the statement by induction with respect to k . The case k = 2 is the base of induction, see Lemma 4.7. Set f ij = W [ y i , w ij ] . Assume that j 1 = i . By Lemma A.2 and formula (4.20),
where for the last equality we use the induction assumption. For j 1 > i , by Lemma A.3 and formula (4.6) we have
which proves the proposition.
To complete the proof of Theorem 3.4 we should show that for any k = 1, . . . , N − 1 , and any k-element subset {i 1 , . . . , i k } ⊂ {1, . . . , N } , the polynomial
Let {j 1 , . . . , j N−k } be the complement of {i 1 , . . . , i k } in {1, . . . , N } . Then by formula (4.19), Lemmas A.1, A.4, and formula (4.9),
Then by Proposition 4.8,
where the quasi-polynomial w 1;j 1 ,...,j N−k has type λ i 1 + . . . + λ i k . Theorem 3.4 is proved.
Difference operators
5.1. Difference operator of a collection of quasi-polynomials. Recall that q = 0, ±1 . Denote by τ the multiplicative shift operator that acts on functions of x by the rule 
Then clearly D U u i = 0 for all i = 1, . . . , N . On the other hand, write
. . , N , amount to a system of linear equations on a 0 , . . . , a N −1 :
is invertible and solution of system (5.2) has is unique.
The operator D U is called the fundamental difference operator of the collection U . Notice that by (5.1),
. Proof.
, and by formula (5.3),
Lemma 5.3. For a collection of quasi-polynomials U = (u 1 , . . . , u N ) , set v N = u N and
Proof. By applying repeatedly Lemma A.2, we get
Comparing this formula with formula (5.1) completes the proof.
Corollary 5.4. Let U be a regular collection of quasi-polynomials. Then the operator D U has rational coefficients.
Proof. For a regular collection of quasi-polynomials U , the expressions τ v i /v i in formula (5.6) are rational functions, which proves the claim.
Proposition 5.5. Let U = (u 1 , . . . , u N ) be a collection of quasi-polynomials such that the operator D U has rational coefficients. Then the collection U is semiregular, that is, the quasi-polynomial W N [ u 1 , . . . , u N ] is log-free.
We will prove Proposition 5.5, as well as Propositions 5.6 -5.9 below, in Section 5.3.
Proposition 5.6. Let U be a collection of quasi-polynomials such that the operator D U has rational coefficients. Then there is a regular collection of quasi-polynomials U such that
Proposition 5.7. Let U be a collection of quasi-polynomials of type λ such that the operator D U has rational coefficients. Assume that λ is dominance-free, or q is a root of unity. Then there is a regular collection of quasi-polynomials U of type λ such that
Example. Let U = (u 1 , u 2 ) be the collection of quasi-polynomials of type λ = (1, 0) :
and U = (u 2 , u 1 ) is a regular collection of quasi-polynomials such that D U = D U . However if q is not a root of unity, D U is not the fundamental difference operator of any regular collection of quasi-polynomials of type λ = (1, 0) . If q 2ℓ = 1 for a positive integer ℓ , set u
Say that λ = (λ 1 , . . . , λ N ) is generic if q 2(λ i −λ j ) = q 2s for all 1 i < j N and s ∈ Z .
Proposition 5.8. Let U = (u 1 , . . . , u N ) be a collection of quasi-polynomials of type λ . such that the operator D U has rational coefficients. Assume that λ is generic. Then the quasi-polynomials u 1 , . . . , u N are log-free. In particular, the collection U is regular. Given t ∈ C l , define the polynomials p 1 (x), . . . , p N −1 (x) by the rule
cf. (4.5), and set p 0 (x) = p N (x) = 1 . Let
Define the fundamental difference operator D t of the point t by the rule (5.9)
Theorem 5.10. Let t ∈ C l be a solution of equations (2.1) associated with the data l, T , λ . Let U be a collection of quasi-polynomials of type λ such that T = (T 1 , . . . , T N −1 , 1) is a preframe of U and the S l -orbit of t equals X U,T . Then
Proof. Let U = (u 1 , . . . , u N ) . Since the S l -orbit of t equals X U,T , formulae (3.3), (3.4) imply
Thus D t = D U , see formulae (5.5), (5.6), (5.9).
Recall that a point t ∈ C l is admissible if it satisfies conditions (3.9).
Corollary 5.11. Let t ∈ C l be an admissible solution of equations (2.1) associated with the data l, T , λ . Then there exists a collection of quasi-polynomials U = (u 1 , . . . , u N ) of type λ such that D t = D U and
Proof. By Theorem 3.4, the collection of quasi-polynomials U = (u 1 , . . . , u N ) constructed in Section 4.2 has a preframe T = (T 1 , . . . , T N −1 , 1) and the S l -orbit of t equals X U,T . Hence, formula (5.10) holds, cf. (3.2), and D t = D U by Theorem 5.10.
Theorem 5.12. Let t ∈ C l be an admissible solution of equations (2.1) associated with the data l, T , λ . Let U be a collection of quasi-polynomials of type λ such that D t = D U . Assume that q is not a root of unity and λ is generic. Then T = (T 1 , . . . , T N −1 , 1) is a preframe of U and the S l -orbit of t equals X U,T .
Proof. Let U = (u 1 , . . . , u N ) , and U = (ũ 1 , . . . ,ũ N ) be the collection of quasi-polynomials of type λ constructed in the proof of Theorem 3.4, see Section 4.2. By Theorem 5.10
Then by Lemma 5.9, for any i = 1, . . . , N , the quasi-polynomials u i and u i are proportional, which proves the theorem.
Theorem 5.12 shows that for q being not a root of unity, generic λ , and an admissible solution t of the Bethe ansatz equations (2.1) solving the difference equation D t f = 0 allows one to produce a collection of quasi-polynomials U of type λ such that the S l -orbit of t equals X U,T . This is an alternative way to the construction of such a collection of quasipolynomials given in Section 4.2. Moreover, Theorem 5.12 and Lemma 5.9 imply that such a collection of quasi-polynomials is unique up to rescaling of individual quasi-polynomials. 5.3. Proofs of Propositions 5.5 -5.9. Recall that q = 0, ±1 . Most of the technicalities in this section are related to the fact that q can be a root of unity.
Lemma 5.13. Let c(x) be a quasi-constant of the form c(x) = x α r(x, log x) , where α ∈ C and r(x, y) is a rational function in x and a polynomial in y . Then r(x, y) does not depend on y .
Proof. Let r(x, y) = r 0 (x) + r 1 (x) y + . . . + r k (x) y k and k 1 . The equality c(x) = c(xq
Denote by d i the order of r i (x) at x = 0 , that is, lim x→0 x −d i r i (x) = 0, ∞ . Then the first equality in (5.11) gives q 2(α+d k ) = 1 , which makes impossible matching the orders of the left and right sides in the second equality.
Lemma 5.14. Let D be a difference operator with rational coefficients. If a quasi-polynomial f (x) satisfies the equation
x α x i r(log x) for some monic polynomial r(s) of degree j , the claim follows.
. By Lemma 5.14, c(x) is a quasi-constant, and c(x) satisfies the assumption of Lemma 5.13. Since the quasi-polynomial W N [ u 1 , . . . , u N ] is log-free, Proposition 5.5 follows.
Proof of Propositions 5.6, 5.7. We will prove the Propositions by induction on the number of quasi-polynomials in the collection U = (u 1 , . . . , u N ) .
If the quasi-polynomial u N is not log-free, let f = u N . By Lemma 5.14, The quasi-constants c i (x) given by (5.4) have the form c i (x) = x λ N −λ i r i (x) for some rational functions r i (x) . Let d i be the order of r i (x) at x = 0 . Since c i (x) is a quasiconstant, q 2(λ N −λ i +d i ) = 1 . For a dominance-free λ , we have d i 0 , and we set ℓ = 0 . If q is a root of unity, we find an integer ℓ d i such that q 2ℓ = 1 . Then
is a quasi-polynomials of type λ i . Thus U ′ = (u 1 , . . . , u i−1 ,û i , u i+1 , . . . , u N −1 , f ) is a collection of quasi-polynomials of type λ , D U ′ = D U , and the quasi-polynomial f is log-free.
Assume now that the quasi-polynomial u N is log-free, so r(x) = u N (xq −2 )/u N (x) is a rational function. Let the functions v 1 , . . . , v N be given by (5.5). Set
By Lemma 5.3, the operator D U factors,
so the coefficients b 0 , , . . . , b N −2 are determined by the equations 
and hence, has rational coefficients. By the induction assumption, there is a regular collection of quasi-polynomials
Similarly to the proofs of Proposition 5.5 and Lemma 5.2, one can show that
the Wronskians in (5.12) are log-free quasi-polynomials, and c ij (x) are quasi-constants of the form c ij (x) = x α ij r ij (x) for some rational functions r ij (x) . Let d ij be the order of r ij (x) at x = 0 . Since c ij (x) is a quasi-constant, q 2(α ij +d ij ) = 1 , and the function x −d ij r ij (x) is also a quasi-constant. Denote by P (x) the least common denominator of the functions x −d ij r ij (x) , i, j = 1, . . . , N −1 . The polynomial P (x) is a quasi-constant as well.
Define the collection of quasi-polynomials U = (ũ 1 , . . . Similarly to the proof of Lemma 5.2, c ij (x) are quasi-constants of the form c ij (x) = x λ i −λ j r ij (x) for some rational functions r ij (x) . Since λ is generic, that is, q 2(λ i −λ j ) = q 2s for i = j and any s ∈ Z , we get that c ij = 0 for i = j , andũ i (x) = r ii (x) u i (x) , i = 1, . . . , N , where r ii (x) are rational functions and quasi-constants. If q is not a root of unity, then the only rational functions that are quasi-constants are constant functions.
Proof of Proposition 5.8. Letũ i = u i , i = 1, . . . , N . Then U = (ũ 1 , . . . ,ũ N ) is a collection of quasi-polynomials of type λ . By Lemmas 5.14 and 5.1, D U = D U . By the proof of Proposition 5.9 there are rational functions r ii (x) such thatũ i (x) = r ii (x) u i (x) , i = 1, . . . , N . Since the quasi-polynomialsũ 1 , . . . ,ũ N are log-free, the quasi-polynomials u 1 , . . . , u N are log-free as well.
Appendix A. The Wronskian identities Lemma A.1. Given functions f 1 (x), . . . , f k (x) and g(x) , we have
The proof is straightforward. The proof is similar to that of Lemma 9.4 in [MV2] .
Lemma A.3. Given functions f 1 (x), . . . , f k (x) , we have
Proof. Consider a k × k matrix M with entries M ij = f i (xq −2(j−1) ) for j < k and M il = f i (xq The proof is similar to that of Lemma 9.5 in [MV2] .
