Abstract. We employ global quasi-steady manifolds to rigorously reduce in nite dimensional dynamical systems to nite dimensional ows. The manifolds we construct are not invariant, but through a renormalization group method we capture the long-time evolution of the full system as a ow on the manifold up to a small residual. For the parametric nonlinear Schr odinger equation (PNLS) we consider a manifold describing N well separated pulses and derive an explicit system of ordinary di erential equations for the ow on the manifold which captures the leading order pulse motion through the tail-tail interactions. As a consequence of our analysis we obtain a rigorous connection between the slow evolution in the hyperbolic PNLS and the fourth order parabolic Phase Sensitive Ampli cation equation for ber optic systems. The renormalization group method is presented in an abstract setting which includes many linearly damped, forced dispersive systems.
1. Introduction. Dispersive partial di erential equations arise frequently as models of nonlinear optical processes. We are interested in a class of these equations which we write abstractly in terms of a vector eld F , U t = F (U):
It is frequently the case that one can explicitly construct a family of quasi-steady states (p) parameterized by p 2 K R N , and satisfying F ( (p)) = O( ) for some 1. Such families naturally arise as leading order terms in formal asymptotic expansions of exact steady-states or, as in the example we consider here, as additive sums of steady pulses which interact weakly through asymptotically at tails. If the underlying steady states possess some stability, it is natural to expect that the manifold M = f (p) p 2 Kg will retain some degree of locally attractivity, that is, solutions U of the full equation may be decomposed as U(t) = (p(t)) + W (t), where the time dependent parameters p(t) shadow the slow evolution of U along the manifold up to a small residual term W . Previously, modulational stability applied to individual pulses 35, 24] has yielded local results in the sense that the full solution must remain close to the initial pulse con guration for the modulational description to retain its force. The method presented here is not tied to a particular local coordinate system, rather, in the spirit of Goldenfeld and Onoo's renormalization group techniques 13], we build upon an approximate or \naive" perturbation expansion, renormalizing away secularities through a slow modulation of parameters. We obtain a rigorous reduction of the in nite dimensional system to a nite dimensional one which is more amenable to analysis. In the application to interacting pulses, the reduced system governs the motion of the pulse positions. The method presented here is robust; without modi cation it can accommodate the background noise ubiquitous in optical systems, capturing these e ects as time dependent perturbations to the reduced family of di erential equations.
Invariant manifolds have long played a central role in the reduction of dissipative ows to lower dimensional systems. The smoothing properties a orded by dissipation make possible the application of a very developed body of invariant manifold theorems 4, 5, 12 ] to a wide class of problems, including blowup, decay, and meta-stable behaviors 6, 10, 32, 33] . For systems which are dominated by dispersion, the construction of invariant manifolds is less clear. Smoothing properties for dispersive systems are typically manifested only in weighted spaces, and results have largely been restricted to single hump traveling waves 34] . The renormalization group technique developed herein overcomes the lack of smoothing properties of the underlying equations by renormalizing away secular terms. In some sense the results we obtain are a step towards a rigorous justi cation of the Lagrangian reduction or collective coordinate literature widely used to model dispersive Hamiltonian systems, see 3, 18] and particularly 26] and the references therein. These methods assume a multi-parameter ansatz and develop a family of ordinary di erential equations for @ t W n = (I ? n )F n ( n + W n ); W n (0) = (I ? n )G n U( n ); (1.3) where F n represents the rescaled ow, i.e. (G n U) t = F n (G n U) : The nonlinear semi-group S n for the n'th ow gives the map S n (t) : n (0) W n (0) 7 ! n (t) W n (t) ; which together with the rescaling and projection implicit in the mapping U( n ) 7 ! n (0) W n (0) ; induce the renormalization operators where S denotes the nonlinear semigroup of the original system (1.1). In applications of this method to decay of dissipative PDE, the rescaling is chosen to follow the self-similar nature of the decay, the residual is driven to zero, the renormalization groups R n converge to a limit R 1 ; see 9, 7] . The long-time asymptotics of the original PDE are then reduced to a study of the xed points of R 1 : In the applications cited, the projection step is performed when studying the xed points of the renormalization maps, where the projection n maps onto a stable manifold of R n : In the applications we consider here the projection plays a dominant role, and the rescaling is less useful. The renormalization operators R n do not converge to a limit and we adapt the coordinate system not in response to changes in length and time scales in the underlying evolution, but rather to follow the drift along the quasi-steady manifold, updating the corresponding linearized ow and associated projections which dictate the local evolution.
We assume the quasi-steady manifold is a smoothly parameterized N dimensional manifold M = f (p) p 2 Kg, and at each point (p) on the manifold the local linearized operator, L p , engenders a decomposition X = X p Y p of the underlying phase space X into two L p invariant parts: an N dimensional space Y p associated to small eigenvalues of L p and a complimentary space X p on which L p generates a C 0 semi-group with a uniform exponential decay rate for all p. This later assumption amounts to a form of normal hyperbolicity, with the fast time-scales associated to the decay into a thin neighborhood of the manifold and the slow time-scales describing the evolution of the parameters. The ow local to (p) is governed by the linearized operator, a small forcing term, and the higher order nonlinearities. In particular the manifold need not be locally invariant under the ow. Rather we assume the manifold is compatible with the local ow in the sense that the space Y p is well approximated by the local tangent space of the manifold. This decomposition underlies our renormalization group methods and we describe the ow local to p in terms of a family of modulational equations for the manifold parameters p and a partial di erential equation for the residual variable W governing the distance to the manifold. We write the evolution equation for W in terms of the linearized operator L p0 frozen at a point p 0 on the manifold, and build estimates on the growth and decay of W . As the manifold parameters p evolve away from p 0 a natural secular growth is seen in the estimates for W , and after a nite time control of W is lost. We remove this secular growth with a renormalization of the evolution equations, updating the base point p 0 through a nonlinear projection, see Figure 2 for a graphical representation.
The series of initial value problems generated by the renormalization group method permit us to follow the ow on the manifold without the complication of a time-dependent linearized operator. Indeed, we require the operators L p to generate only a C 0 semigroup on X p , with eventual exponential decay after initial transient growth. It is well known that even if for each xed t 0 the operator L(t 0 ) generates an asymptotically contractive semigroup, the ow governed by the linear family of time dependent operators,
need not generate an asymptotically contractive semigroup. The transient growth associated to each xed operator may never settle down, and the result may be a diminished decay rate or resonant growth. It is precisely this later phenomenon which Kato excludes with his \stability" assumption (see (1.1) of 17]) required to obtain uniform decay estimates for the semigroup generated by a time dependent family of linear operators. However the veri cation of the stability assumption typically requires smoothing estimates on the individual operators L(t 0 ). We use the renormalization method to exploit the fact that the evolution of the parameters p in L p is on a slower time scale and the fact that the di erence L p1 ? L p2 is a lower order operator than either of L p1 or L p2 . In this manner we attain uniform decay estimates without smoothing properties for the semigroup. The situation is particularly clear when considering the evolution of a single pulse, in which case one may be tempted to decompose the solution U of (1.1) as U(x; t) = (y) + V (y; t) where y = x ? s(t) is a traveling variable that shadows the pulse position s(t). If the residual V is advected with the pulse there is the advantage that the evolution for V is governed by a time independent linear operator, V t = LV + N(V ) + 0 (y)s 0 + V y s 0 ; where 0 denotes di erentiation of a function of one variable, and N represents nonlinear terms in V . However the term V y is unbounded and the necessary estimates on V cannot be closed without some smoothing estimates for the semigroup generated by L. It is precisely this \small" in nity V y s 0 which we renormalize away.
In section 2 we present the renormalization method for a general framework of dispersive equations, emphasizing the nature of the assumptions required in hypothesis H1-H4. The results of section 2 are summarized in Theorem 2.1. In section 3 we consider applications to the parametrically forced nonlinear Schr odinger equation (PNLS), which models dispersive phenomenon in damped, forced systems in a variety of settings including plasma waves, Faraday resonance, spin waves and magnetic solitons in ferro-magnets, and pattern formation in optical parametric oscillators. By considering a model for which the linearized operators have been studied 25], we considerably simplify the presentation of the results. Speci cally we show the stability of fronts to time-dependent perturbations in the defocusing case, and describe the evolution of trains of N well-separated pulses in the focusing case, including pulses with di ering up-down orientations. For each con guration of pulses we obtain a family of di erential equations for the pulse positions, seeing in general that like signed pulses attract while unlike pulses repel. This result is evocative of the meta-stable pattern evolution obtained by Carr and Pego 11] for fronts in a reaction-di usion equation. We contrast our results with those of Kapitula and Sandstede 19] who study the stability of exact N-pulses in PNLS created in an orbit-ip bifurcation under the addition of a dissipative regularizing term. We study the unregularized problem, and the modulational equations for the pulse positions (3.53) show there are no exact N-pulse solutions with wide pulse spacing for PNLS. In the discussion we sketch an argument which shows that to leading order the meta-stable pulse motion in the focusing PNLS is the same as that in the Phase Sensitive Ampli cation equation (PSA) for ber optics, see 30] . We mention that an extension of the work on N pulses 27] which recovers some of the results presented here is in preparation 28].
We will employ the following notation throughout the paper. The usual L p norm is denoted k k p , and the L 2 inner product ( ; ) 2 . The Sobolev norms in H s will be denoted k k H s ; while the induced operator norms on L 2 and H 2 are denoted k k ;2 and k k ;H s respectively. A superscript denotes complex conjugation while <z and =z denote the real and imaginary parts of z. The adjoint of an operator L with respect to the L 2 inner product is denoted L y . The superscript t denotes transposition, and ? denotes the orthogonal complement in L 2 : The spectrum of a linear operator, L is denoted (L), which we divide into essential e (L) and point p (L) spectrum. The resolvent set is denoted by %(L): The range and kernel of L are denoted R(L) and ker(L) respectively. A superscript 0 will denote di erentiation of a function of a single variable with respect to that variable. We will denote by M any positive constant whose value, which may change from line to line, is independent of any of the small parameters. Occasionally for clarity, we will carry the same constant from one line to the next; we will denote such constants by M for i = 1; : : : ; N (2.11) for each point p 2 K. Here C > 0 is independent of p 2 K:
We denote by p the L p spectral projection whose range is Y p , which we construct explicitly as,
where the adjoint eigenvectors y i have been chosen to satisfy the orthonormality conditions
(2.13)
We note that the projection takes this form even if the eigenvalues in 0 are not simple.
Stability (H4)
We assume that the adjoint eigenvectors normalized by (2.13) are uniformly bounded for p 2 K;
that is
We remark that with the normalization we have taken, (2.14) is equivalent to the Jordon chain structure of the eigenvectors of L p in 0 being independent of p 2 K:
Under these assumptions we may prove our main result, stated below. The parameters p(t) = (p 1 ; : : : ; p N ) t may be chosen to lie on a smooth curve in K, and T , the time for the curve to exit K, satis es
After an initial transient, that is for t T i , the evolution of the parameters is governed to leading order by the closed system Remark 1: If the evolution equation (2.18) precludes the parameter p(t) from reaching the boundary @K, then we may take T = 1 in the Theorem above. We may take K R N to be unbounded so long as the hypothesis (H1-H4) hold uniformly for all p 2 K, particularly if M and k in (H2) and (H4) can be chosen independent of p over the unbounded set K: Remark 3: The small parameter C of hypothesis (H3) need only be small enough that the equations (2.26) for p 0 can be solved. Further reduction in the size of C does not strengthen the results. The error term for the evolution of the manifold parameters (2.18) after the initial transient is dominated by the in uence of the residual. To obtain a more accurate resolution of this reduced ow we must reduce the size of the residual, which is equivalent to reducing : Remark 4: If the initial data U 0 is taken to lie on the manifold, that is if U 0 = (p ) for some p 2 K then there is no initial transient and we may take = T i = 0; and we recover the collective coordinate equations (2.18) immediately at t = 0.
We follow the renormalization group approach outlined in the introduction, breaking the time domain up into intervals f t n ; t n+1 ]g 1 n=0 and decomposing the space domain with projections f n g 1 n=0 . There are two distinct regimes, an initial transient in which the solution converges into a thin O( 0 ) neighborhood of the manifold, and an asymptotic state in which the solution remains within this thin neighborhood. In the asymptotic state the evolution of the full solution can be well described by a closed system of di erential equations for the manifold parameters. 2.1. Evolution Equations. We consider now the evolution of a given initial data U 0 of (2.4), which is near to the manifold M in the sense that U 0 = ( There results the inequality, valid for some M 1 > 0: The inequality above controls T 0 so long as is close to t 0 , and T 0 is small. We impose two conditions on which control respectively the second and fourth terms on the right-hand side of (2.43). For small enough, kW(t 1 )k H 1 < and we are in a position to iterate this procedure. We set 0 = and de ne n = n?1 M 3 e ?kM3=( 2 n?1 + 0 ln( n?1= 0)) ; (2.57) for n = 1; : : : ;n wheren =n( ) is speci ed below. We renormalize the residual W at time t n according tô W n = (1= n ) W (t n ); (2.58) which in light of (2.56) a ords the bound kŴ n k H 1 1. So long as d(p n?1 ; @K) > M n we may nd p n 2 K such that W n nŴn + (p(t n )) ? (p n ); (2.59) lies in X pn : Moreover jp(t n ) ?p n j M n and kW n k H 1 M n ; for some constant M independent of n. The evolution equations (2.26) and (2.28) with initial data p n and W n at time t = t n may be solved on t We note that the estimate (2.67), taken over the interval t n ; t n+1 ], is stronger at the endpoint t = t n+1 than at the initial point t = t n : However the variation in the right-hand side is only O(1) and we may re-write (2.67) as kW(t)k H 1 M 0 for t > tn +1 : (2.68)
We may now complete the proof of Theorem 2.1. The estimate (2.16) follows from (2.62) and (2.68).
The curve p(t) given by (2.26) is smooth except for the jumps from p(t n ) to p n , which are on the order of n : We replace p(t) withp(t) which is a smooth curve verifying jp ?pj M( e ?k(t?t0) + 0 ), for some M. The residual W is then replaced withW = U ? (p) which from the smoothness of will also verify the estimate (2.16). The existence of such a smooth curve requires verifying that each jump jp(t n ) ? p n j is smaller than the bound M( e ?k(tn?t0) + 0 ). This may be arranged for M large enough, see theorem 4.3 of 25] for details.
We determine a lower bound on the time T 3. Applications to PNLS. We apply the renormalization techniques to the forced PNLS equation (3.4) and dropping the tilde notation, U = (<u; =u) t satis es Proof: It only remains to verify that we may take K = R: Since the parameter p serves only to translate the front, it is straightforward to verify that the hypothesis (H1-H4) hold uniformly for p 2 R. In particular M and k in (H2) are independent of p, and we may take C = 0 in (H3) for all p 2 R: represents small cross terms. We decompose the solution U of (3.1) as U = N (x; s) + W (x; t); (3.24) where the evolution for W is given by W t = L s W + F + N(W) + r s N s 0 ; (3.25) with the forcing term F given by (3.19).
3.2.1. Veri cation of Hypothesis. We verify the hypothesis (H1-H4) required to apply Theorem 2.1, and derive the modulational equations which govern the slow evolution along the ansatz manifold.
The stability of a single pulse for (3.1) was established in Theorem 3. We verify that L s satis es hypothesis H2 by applying Proposition 4.1 of 25], which for completeness we summarize below. Here the space X 1 is the eigenspace associated to s .
The constants M and k which appear in the estimate (3.26) depend continuously upon s; and thus are uniformly bounded above and below on compact subsets of K l . However we may formally relax the compactness restriction on K l since the individual pulses are stable and the constants M and k are bounded uniformly for large pulse separations.
It remains only to verify (H3-H4) about the eigenspace Y s . The location of small eigenvalues of N-pulses has been addressed in detail in 27]. Although we are not linearizing about an exact N pulse, but rather about a quasi-steady train of N pulses, the aforementioned results can be extended to apply in this case 29]. For completeness we include details of this derivation below. We proceed with a regular expansion of the eigenvectors of 0 : With tail-tail interactions of pulses (x ? s i ), it is natural to introduce the small quantities ij = e ?jsi?sjj ; = (s) = e ? s and 0 = e ?l which measure the magnitudes of the tail overlap.
However the pulse is degenerate in the sense that it decays at the fast rate e ?jxj as x ! 1 associated with the operator C. There is also a slower decay rate e ? p jxj , associated with the operator D, which necessitates the introduction of the small quantities ij = e ? p jsi?sjj and = (s) = e ? p s : Since < 1 these small parameters satisfy the relations ij 0 1; and The eigenvector k and associated eigenvalue k 2 0 admit an expansion (
We take the L 2 inner product of the equation above with~ i and use (3.29) to nd at leading order in , The matrix P takes the form P = P 0 + O( ) where P 0 = ? 4 2 Ĉ 0 is self-adjoint and has a complete set of orthonormal eigenvectors (0) k , and real eigenvalues (1) k which give the leading order terms of k and k from (3.31) . We note that inclusion of higher order terms in the expansion may lead to complex eigenvalues we satisfy the orthogonality condition (2.13) and the stability hypothesis (H4). The spectral projection is then given by (2.12).
We simplify the dynamics a orded by (2.26) We nd that two pulses of like sign attract and two of opposite sign repel. In particular two pulses of like sign will move together until they are no longer separated by the minimum distance l: with kWk H 1 , satis es the conclusions of Theorem 2.1 where 0 = e ?l : Moreover, after the initial transient the pulse positions are governed by the system (3.53) for t 2 t 0 ; t 0 + T ]. In the case of a pulse train with alternating signs, i i+1 = ?1, the pulse separation increases with time and we may take T = 1: 4. Discussion. We have shown that manifolds comprised of quasi-stationary solutions of dispersive equations can describe the long-time evolution of near-by orbits, moreover this description is stable under time-dependent perturbations. The ansatz manifolds we have employed are global but not invariant under the ow; however they attract the ow into a thin neighborhood and the ow restricted to the manifold recovers the salient dynamics. While this result is consistent with the presence of a near-by invariant manifold, the existence of such a manifold is not obvious, particularly if an arbitrary time dependent perturbation (x; t), is added to the equation. There are other techniques which have some similarities to the approach we have taken here, among these we mention that of Kirrmann, Schneider, and Mielke 20] , (see also 31]) and Grenier 14, 15] , which involve the splitting of a solution into a leading order term and a residual, and then bounding the residual for long time-periods.
For the pulse trains of the focusing PNLS equation, we capture the e ect of the tail-tail interactions whose magnitude is governed by the separation and the spatial decay rate of the pulses. In the scaling we have chosen the sech pulses decay like e ?jxj as x ! 1; and the pulse evolution and size of the residual are on the order of = e ?l , with l being the pulse separation. However, there is a slower spatial decay rate, p < 1, associated to stationary solutions of PNLS, and indeed the application of theorem 2.2 requires the smallness of = e ?l p . As ! p 1 + a 2 , the slower rate tends to zero and the minimum pulse separation required to apply theorem 2.2 grows. This e ect is seen in numerical simulations for small ; well separated like-signed pulses attract but at a dependent critical separation the attraction is arrested and a stable two-pulse is formed. we may conclude that the right-hand side of (4.2) is O( 2 ) in L 2 . We apply the renormalization machinery of section 2, and exploit the smoothing properties of the semigroup associated to the fourth order dissipative operator DC, which demonstrates the equivalence, to leading order, of the pulse train evolution in PNLS and PSA. These results will be presented in full detail elsewhere. While in some sense the hypothesis H1-H4 may be taken as a de nition of a \good ansatz", there are several natural directions to extend the results of section 2. Certainly an investigation of an algebraic dichotomy for the semigroup rather than exponential one implicit in hypothesis H1-H2 is warranted. An interesting case would be an exact ansatz whose essential spectrum lies in the left-half plane and touches the origin, with 0 comprised of a single eigenvalue at the origin with nite algebraic multiplicity. It is not clear that an algebraic dichotomy could be exploited in the case of a quasi-stationary ansatz, for which the splitting of the eigenvalues in 0 would seem to require the use of an exponentially weighted space to push back the essential spectrum and restore the exponential dichotomy. The stability hypothesis H4, might be relaxed to permit the structure or the dimension of the projection to change. This could arise, for example, in a pulse-splitting ansatz. The splitting of a pulse would be signaled by the angle i , given by (3.48), becoming zero. The dimension of the manifold would increase, and as one can readily see from (3.53), the pulse dynamics could change substantially. 5 . Appendix: Invertibility of D. We consider the invertibility of the operator D given by (3.22) .
We recall the de nition (s) = e ?l p . Lemma 
