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Ilmastomallien kehittäminen ja validointi: Kohti yksityiskohtaisempaa aerosolikuvausta 
 
Tiivistelmä 
Pienhiukkaset vaikuttavat ilmastoon sekä suorasti sirottamalla ja sitomalla auringon säteilyä että epäsuorasti toimimalla 
pilvipisaroiden tiivistymisytiminä. Havaintojen vähäisyydestä johtuen aerosolien ja ilmaston välistä vuorovaikutusta 
voidaan tutkia parhaiten eritasoisilla aerosolimalleilla. Ilmastotutkimus nojaa osittain malleihin integroituihin 
viimeisimpiin tutkimustietoihin arvioidessaan ilmastossa tapahtuvia muutoksia. 
 
Tässä työssä pienhiukkasia mallinnettiin aerosoli-ilmastomalli ECHAM-HAMMOZilla. Tällä väitöskirjatyöllä oli 
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aerosoleja; 3) kehittää sektionaalista aerosolimallia edelleen uusilla merisuolahiukkasten, merellisen orgaanisen 
hiukkasmassan ja nanohiukkasten tuottomekanismeilla.  
 
Tulosten perusteella työssä käytetty karkean erottelukyvyn sektionaalinen malli toimii havaintoihin ja toisiin malleihin 
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vaihtelun olevan suurta etäisillä alueilla kaukokulkeuman ja alueilla tapahtuvassa hiukkasmuodostuksessa olevien 
epävarmuuksien takia. Uudella merisuolahiukkasten muodostusmekanismilla oli ristiriitainen vaikutus: toisaalta se 
paransi hiukkaslukumääräpitoisuuksia joillain alueilla, kun taas toisilla alueilla vaikutus oli heikentävä. Orgaanisen 
hiukkasmassan havaittiin vaikuttavan säteilytasapainoon selkeästi, vaikka sen kokonaismäärä oli liian alhainen. 
Väitöstyössä kehitetty amiinin vahvistama hiukkasmuodostusparametrisaatio tuotti uusia hiukkasia lähinnä amiinin 
lähdealueilla, koska kaasumaisen amiinin elinaika ja siten myös kulkeumaetäisyys olivat lyhyitä. Hiukkasmuodostus oli 
kuitenkin epärealistisen voimakasta alueilla, joissa sekä amiinin että rikkihapon pitoisuudet olivat korkeita. 
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1 Introduction
Aerosols are solid or liquid particles suspended in the air (Hinds, 1999), and
they are present everywhere, from the cleanest environments in the Polar Re-
gions to the most polluted locations in megacities (Kulmala et al., 2004b;
Gurjar & Lelieveld, 2005; Schwarz et al., 2010). Aerosol particles, which range
from nanometers to hundreds of micrometers in diameter, are emitted to the
atmosphere from both natural and anthropogenic sources (Seinfeld & Pandis,
2006). Atmospheric interactions modify their chemical composition and size,
which enhances aerosols’ effect on the global climate.
Aerosol particles consist mainly of sea salt, mineral dust, sulphate, nitrate, or-
ganic carbon and black carbon (Seinfeld & Pandis, 2006; IPCC, 2013). Mass-
wise, more than 90% come from natural primary particle emissions of sea salt
and mineral dust from oceans and deserts, respectively (Seinfeld & Pandis,
2006; IPCC, 2013). Other compounds are mainly from anthropogenic sources.
However, sulphur dioxide (precursor for sulphate) comes from both anthro-
pogenic and natural sources, and biogenic organics are emitted as gas-phase
compounds mainly from vegetation. These undergo a gas-to-particle conver-
sion by either forming secondary particles or condensing on existing particles.
The direct radiative effect of atmospheric aerosol particles can be seen in every-
day life as they lower the visibility in highly polluted regions (Horvath, 1995),
which demonstrates aerosol particles’ scattering and absorption of short-wave
radiation. Furthermore, since all cloud droplets form around aerosol parti-
cles, they can affect cloud properties in several ways. For instance, given the
same amount of cloud liquid water in polluted and clean environments, pol-
luted conditions will have smaller cloud droplets causing a higher cloud albedo,
which is called the Twomey effect (Twomey, 1974). Due to their smaller size,
droplets are less likely to fall down as rain, which is called the cloud lifetime
or Albrecht effect (Albrecht, 1989). These phenomena constitute the aerosol
indirect effects that modify the short and long wave radiation fluxes through
clouds.
Even though aerosol measurement techniques are constantly being developed,
they remain labour intensive and rather challenging to perform (Kulmala et al.,
2012). Therefore, observational data coverage over the globe is sparse, both
spatially and temporally (Kulmala et al., 2004a, 2013). Due to the lack of ob-
servational data, aerosol-climate interactions can be best explored using mod-
els, be they process (e.g Korhonen et al., 2004; Romakkaniemi et al., 2004;
Kokkola et al., 2009), regional (e.g. Pietika¨inen et al., 2014) or global climate
models (e.g. Stier et al., 2005; Makkonen et al., 2009; Partanen et al., 2013).
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Models are an ideal way to explore if, and how well, new theories and param-
eterisations improve the simulations of global climate.
The global climate is changing due to anthropogenic changes in land-use, emis-
sions of CO2, methane (CH4), other greenhouse gases, and aerosols. Green-
house gases trap long-wave radiation in the atmosphere, increasing its tem-
perature. Therefore the Intergovernmental Panel for Climate Change (IPCC)
periodically assesses the current scientific understanding of the key processes
affecting global warming. According to the fifth assessment report (IPCC AR5)
of the IPCC the aerosol radiative forcing has a significant uncertainty (Myhre
et al., 2013a). One part of the assessment is based on aerosol-climate mod-
els, which need further development and validation. The aerosol comparisons
between models and observations (AeroCom) (Schulz et al., 2009) initiative
has been performing model intercomparison studies (Kinne et al., 2003; Schulz
et al., 2006; Textor et al., 2006; Myhre et al., 2013b; Samset et al., 2014) since
the year 2002 to pinpoint model strengths and weaknesses and provide specific
aims for future research. According to the findings of Myhre (2013b), model
development related to e.g. nitrates contributed in an increase in the aerosol
radiative forcing between AeroCom Phase I and II experiments. This indicates
the need for continuous development and evaluation of aerosol-climate models.
The key objectives tackled in this thesis are:
• implementing the Sectional model for Large-Scale Applications within
the aerosol-climate model ECHAM-HAMMOZ and evaluating its per-
formance by comparing it with a modal model and observed aerosol
concentrations (Paper I)
• assessing model skill and deficiencies within AeroCom intercomparisons
to provide information on future research directions (Paper II-III)
• implementing new mechanisms for particle formation and production
in ECHAM5-SALSA and evaluating their effect on model performance
(Paper IV-V)
The thesis is organized as follows: first, the methodology and philosophy in-
volved in modeling atmosphere and aerosols is described in Section 2; then I
will delve into the details of aerosol modeling in Section 3, and describe the
specific details of the model used in simulation runs to respond to key ques-
tions in Section 3.4. The review of the original papers included in this thesis
and the author’s contribution to them is reviewed in Section 5, and concluding
remarks are given in Section 6.
2 Modeling climate and aerosols
“All models are wrong, but some are useful.”
Box & Draper (1989)
Models are a part of the human experience throughout our entire lifetime, in-
cluding model railways for children and building models for planners. Likewise,
scientific models are simplifications that represent the essential characteristics
of their real-life counterparts. Even though models depicting complex sys-
tems like the atmosphere have a rather simple deterministic formulation, the
high interconnectivity of the processes involved brings about chaotic behavior
(Lorenz, 1963). Such models are very sensitive to initial conditions. This is
why weather, for instance, cannot be predicted over long periods, and why
with climate models we aim to study the mean state rather than individual
realisations of the atmospheric state (McGuffie & Henderson-Sellers, 2005).
Models allow us to test scenarios in an artificial climate that would not be
possible in the real climate system (e.g. geoengineering). They can be used to
test hypotheses about the climate system and its response to changes in e.g.
radiative forcing, to generate datasets that allow detailed studies when ade-
quate observational evidence is lacking, or to simulate the past and present to
study processes which cannot be observed (e.g. von Storch, 2010). However, to
assess the validity of the results and to further improve the model formulation,
it is important to acknowledge that all numerical models of complex physical
phenomena are imperfect, because natural systems are never closed (Oreskes
et al., 1994). Limitations of models can be related, for example, to the in-
completeness of the conceptual formulation; input parameters, which can be
incompletely known or measured at a different, typically much smaller, scale
than that specified in the model; or assumptions based on issues for which
there are no data available (Oreskes et al., 1994)
2.1 Brief history of climate modeling
One of the first conceptual models of the atmosphere was formulated by Ed-
mond Halley (1686), who described the atmosphere as a simple circular process,
where the lifting of hotter air at the equator causes cooler air to flow from the
poles (Halley, 1686). George Hadley’s extended description in 1735 presented
a rather satisfactory explanation to trade winds caused by the Earth’s rotation
(Hadley, 1735).
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Figure 1: Schematic figure of how the atmosphere is divided into grid
cells in atmospheric models.
It was only much later in the early 20th century that Bjerknes (1906) formu-
lated the atmospheric flow into the mathematical form that is in use today,
known as primitive equations. However, he did not believe that the equa-
tions could be solved analytically (Jacobson, 2005). It was not until the 1920s
that Richardson developed a method of analyzing the primitive equations by
dividing the study region into rectilinear cells (grid cells) and solving the finite-
difference form of the analytical equations by hand (see example of grid struc-
ture in Fig. 1; Richardson, 1922; Edwards, 2011). Although their efforts to
predict the pressure in the atmosphere failed, this was the first attempt to
predict weather numerically.
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Without the means to carry out a large number of calculations, the work of
Richardson was mostly ignored until 1946, when von Neumann harnessed the
computing power of the first digital computer ENIAC (Electronic Numerical
Integrator and Computer) to solve the primitive equations (Platzman, 1979).
This machine was used to perform the first numerical forecast using a two-
dimensional model by Charney (Charney, 1949; Charney et al., 1950). The
3D general circulation model by Phillips in 1956 is generally regarded as the
first working GCM (Lewis, 1998; Edwards, 2010).
Due to the importance of the oceans as a heat reservoir, Manabe & Bryan
(1969) constructed an atmospheric-ocean general circulation model with a 2-
layer ocean. This model was used by Manabe & Wetherald (1975) in the first
attempt to estimate the temperature changes resulting from CO2 increase using
a general circulation model, which is one of the base simulations in current
model assessments (Meehl et al., 2014). The formerly American-led field of
general circulation modeling inspired European researchers to begin work on
a European Centre for Medium range Weather Forecasts (ECMWF) model.
This model was later used as the foundation of the ECHAM model used in this
thesis. After the eruption of Mount Pinatubo in 1991, parameterised aerosols
became the focus of research and were developed into aerosol descriptions in
GCMs. At first, aerosols were studied in chemical transport models, which
do not allow interactions between the climate and aerosols. The first true
GCM study of sulphate aerosols was published by Feichter et al. (1996) using
the ECHAM3 model. From the 1990s onwards, coupled atmosphere-ocean
models have constantly become more complex by including e.g. land-surface
and cryosphere changes to produce what are now called Earth System Models.
2.2 Building a climate model
Model development is an ongoing interplay between observations, theoretical
improvements and validation (Fig. 2). When theories are revised, models also
need to be improved. The modifications warrant validation to ensure the
satisfactory performance of the model. Furthermore, with each modification
one must reassess the model’s complexity to maximize scientific quality while
keeping the computational burden reasonable.
2.2.1 Aerosol-climate model development
Like Halley in the 17th century, all atmospheric scientists start model devel-
opment by describing the natural world through conceptual models. These
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Figure 2: Schematic of the model-building process. Observations are
the basis for the formulation of theoretical foundations, which are used
to build models. The interplay between model development and vali-
dation lead to an accurate description of the processes (two ended blue
arrow). Validation can suggest new avenues of study either for observa-
tions and/or theory (yellow arrows). Developed models are scrutinized in
model intercomparisons (red arrow), which can suggest improvement for
model development (dashed yellow arrow) or new observations and/or
theory (yellow arrows). The green dashed line shows the work done in
this thesis.
conceptual models are then transformed into mathematical formulas, which
represent the best-known theory, and allow analytical manipulation. As ex-
plained in the next chapters, the atmosphere is modeled using primitive equa-
tions in a discrete grid, where processes are solved using ordinary and partial
differential equations (often called a dynamical core). Each of the constituents
of the atmosphere, both gases and particles, are assigned their own differen-
tial equation, which are solved using computers with finite-difference or other
approximations. These equations are formulated for computer calculation us-
ing programming languages, which in most of the current climate models is
FORTRAN.
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Atmospheric circulation spans from nanometer-scale fluctuations of molecular
vapors to thousand kilometer scale weather systems (Meehl et al., 2001). Due
to computational limitations, both ends of the spectrum cannot be represented
explicitly in the same climate model. Instead, the atmosphere is spatially
discretized into grid cells, the size of which can vary depending on the detail of
the modeled processes and available computational power. A coarse-resolution
model with a low level of detail can be run on desktop computers, whereas
current state-of-the-art climate models require the use of parallel computers.
In the latter case, groups of gridboxes are separated onto different processors.
The computational feasibility of a climate model depends on the grid spacing,
the amount of model physics and the length of the simulation. Resolution is
always a compromise between different aspects; for example, finer resolution
will increase the number of timesteps as well. Higher resolution also requires
a shorter time step to allow accurate solutions to the differential equations,
which means that computational demand increases more than linearly with
the number of grid boxes. Although the gridbox calculations can be spread
out to a large number of processors on massively parallel supercomputers, they
cannot be divided indefinitely due to communication between processors being
much slower than within a processor.
Scale issues can cause problems in two ways. Large-scale weather systems
will affect the conditions on the microscale (i.e. less than 1 km); similarly,
small-scale perturbations will affect large-scale weather systems (Meehl et al.,
2001). At present, this interconnectedness is largely lost in climate model
parameterisations. An example of a small-scale perturbation — aerosols —
is the subject of this thesis. Processes, which occur at scales smaller than
one gridbox and cannot be calculated explicitly, can be defined as subgrid
parameterisations. Model values are assumed to represent the mean aerosol
population within one gridbox. The most important subgrid parameterisations
are the cloud microphysical processes.
Aerosol description significantly increases the detail and complexity of models
by adding processes and constituents (also known as tracers) into the climate
model physics calculations. Aerosols influence the radiation and other pro-
cesses both directly and indirectly, and these influences must be calculated
explicitly. The increase of the computational time depends very much on the
detail of the aerosol model; for example, Sectional model for Large Scale Ap-
plications (SALSA) increases computational cost of ECHAM-HAMMOZ with
roughly a factor of 10 compared to a version without aerosol dynamics model.
Once an aerosol-climate model is produced, it must be evaluated against other
models and observations to distinguish (Skiles, 1995):
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1. predictions that are unreasonable,
2. predictions that are so reasonable that they are known,
3. unexpected predictions which can be readily understood and accepted,
4. predictions, that are reasonable, and challenge the current theories.
Here the first two points are associated with the model building phase (valida-
tion) discussed in Sect. 2.2.2, whereas the latter two relate more to scientific
discovery and are the subjects of model intercomparison projects (MIPs) dis-
cussed in Sect. 2.2.3.
2.2.2 Model validation
”[...] a model that does not contain known or detectable
flaws and is internally consistent can be said to be valid.”
Oreskes et al. (1994). (underlining by the author)
Model validation answers the question: How well does a model reproduce
observed aerosol characteristics? The question already reveals that validation
and model performance are always relative to the observed data (Oreskes et al.,
1994). In this thesis, validation is limited mainly to the effects and properties
of aerosol constituents, and it is assumed that the climate model dynamical
core is validated.
The aim of a model is to represent the natural system, and as such it should
reproduce the state of the system when the interacting observables are known.
If this is not the case, then the model needs to be modified. This testing and
modification is the validation process of the model, without which the model
is not really useful.
There are many obstacles when validating an aerosol-climate model on a global
scale, since observations are not available from all around the globe. Aerosol-
climate models, unlike weather prediction models, which can be validated us-
ing many observations of easily measurable temperature and pressure from
around the world, rely on aerosol observations, which are much more difficult
to perform and are often limited to short campaigns at specific locations (e.g.
Kulmala et al., 2004a). The resolution of an aerosol-climate model also causes
challenges, when for example a 200 km by 200 km grid-box mean is validated
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using point measurements. In this regard, satellites provide a more reasonable
comparison with more-or-less global coverage. However, satellites must also
be used with caution since they see only one part of the planet at a time,
meaning that model averages can include more data than satellite retrievals.
This may cause discrepancies especially when looking at short periods. It is
therefore more beneficial to look at monthly or yearly averages, preferably
colocated with the data (Schutgens et al., 2015). This means that modeled
data for the same spatial and temporal location is used when comparing to
satellite retrievals. Unfortunately, with global models, large quantities of data
are often generated and it is not necessarily feasible to do this.
During the validation of novel processes, models can reveal new insights that
require further observations or a revision of the theoretical framework or model
descriptions. This way, models provide feedback to the research community
and advance scientific discovery by opening new avenues for research.
2.2.3 Model intercomparisons
The Intergovernmental Panel on Climate Change (IPCC) periodically assesses
the level of scientific understanding of climate change (IPCC, 2013). The
panel reviews accumulated research, and bases its assessment on the research
and the expert knowledge of researchers. In 1995, after two earlier Atmo-
spheric Model Intercomparison Projects (AMIP), the modeling community
started a Coupled Model Intercomparison Project (CMIP) to assess the sta-
tus of climate modelling and provide a consistent evaluation of atmosphere-
ocean models. Aerosols were first evaluated within a general circulation model
framework in 1997, in the COmparison of large-scale Sulfate Aerosol Model
experiment (COSAM; Barrie et al., 2001); however, as the name suggests only
sulphates were considered in a sufficient number of models. In 2002, after new
satellite, ground-based and field campaign datasets had become available, the
global aerosol modeling community begun a similar intercomparison initiative,
Aerosol Comparisons between Observations and Models (AeroCom). Its goal
was to assess the current scientific status of global aerosol modeling, to es-
tablish aerosol model testbeds and to better address the large uncertainty of
aerosols in climate research (Schulz et al., 2009). The AeroCom intercompari-
son project aims to provide a Level 2 (see Fig. 3) comparison of models, which
means that there are harmonized boundary conditions, i.e. the models should
have emissions and meteorology for the same year (Gates, 1992). The initia-
tive has since produced several papers, like Papers II and III in this thesis,
documenting aerosol optical properties (Kinne et al., 2003), aerosol lifecycles
(Textor et al., 2006) and radiative forcings (Samset et al., 2014).
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Level 1
1. Simulations as available
2. Common diagnostics
Level 2
1. Simulations under standard boundary conditions
2. Common diagnostics in common data format
3. Validation against common data
Level 3
1. Simulations under standard boundary conditions
2. Common diagnostics in common data format
3. Validation against common data
4. Common subroutines
5. Common resolution
Figure 3: Working Group on Numerical Experimentation (WGNE) def-
initions of different levels of model intercomparisons. Created after Gates
(1992).
Model intercomparisons aim to quantify model uncertainties using inter-model
spread (IPCC, 2013). The correlation of the mean model state with observa-
tions gives an indication of the overall knowledge in the models. High variabil-
ity between models suggests that the models have different implementations
of a given process. Comparisons can therefore help detect problems in the
implementation within a particular model. However, it is possible that the
variability stems from badly chosen parameterisations due to e.g. computa-
tional demand. By focusing on these problem areas, models can be improved.
With a narrow model spread, detecting systematic biases gives a reason to
suspect that there is something wrong with the chosen theory or that it is
implemented inadequately. These biases would induce a new line of research
on the origins of the processes in question, or merely a thorough scrutiny of
the implementation. To summarize, model intercomparisons mainly focus on
1. unexpected predictions which can be readily understood and accepted
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2. predictions that are reasonable, and challenge the current theories.
2.3 Global climate model types
Models that are used to study the climate range from 0-dimensional energy
balance models to full 3-dimensional models of the earth system. At one end
of the scale, there are energy balance models (EBM), radiative convective
models (RCM) and intermediate complexity models (ICM), which neglect or
parameterise aerosols, and at the other end there are general circulation models
of the atmosphere (GCM) and earth system models (ESM), which benefit from
the dynamical calculation of aerosol evolution.
For the latter two model types the atmospheric component is usually the same.
For ESMs, the atmosphere is coupled with e.g. ocean, land, and cryosphere
models. General circulation models or ESMs are more suitable for studying the
climate responses to aerosols than e.g. RCMs due to the complex interactions
between components of the atmosphere. In this thesis we have implemented
and applied aerosol modules within the ECHAM-HAMMOZ GCM.
2.3.1 ECHAM-HAMMOZ
In this thesis, the main tool is the ECHAM5 general circulation model (Roeck-
ner et al., 2003, 2004) coupled with the HAM aerosol module, which can be
used with both modal and sectional aerosol dynamics (see Sect. 3). ECHAM5
is a fifth-generation spectral general circulation model, meaning that the prog-
nostic continuity equations are solved as spherical harmonics. Model physics
are solved on a gaussian grid. The spectral resolution was T63 in all papers,
which corresponds to 192 × 96 grid points covering 1.9 ◦ × 1.9 ◦ or 200 km at
the equator. The modeled atmosphere extends to 10 hPa (' 30 km) and is di-
vided into 31 levels using sigma-pressure coordinates, which follow the terrain
near the surface and gradually change to pressure coordinates higher up in the
atmosphere. ECHAM5 can be nudged to reproduce the observed large-scale
circulation of the atmosphere (as in Papers I-V in this thesis) (Jeuken et al.,
1996) using reanalysis data from ECMWF (Uppala et al., 2005; Dee et al.,
2011).
3 Aerosol models
The diameters of aerosol particles span several orders of magnitude, ranging
from nanometer scale to hundreds of micrometers. Aerosols can consist of
hundreds of different compounds. Their evolution is governed by the general
dynamics equation (GDE), which is the mathematical formulation for produc-
tion, removal, condensation and coagulation of aerosols (Gelbard, 1979).
In order to limit the computational complexity of an aerosol model when sim-
ulating the evolution of an aerosol population, the GDE must be discretized.
Both the constituents and the size ranges of the aerosol population need to be
discretized, which makes them implicitly dependent on the research question
and type of model domain (from 0-D process models to full 3D models). In
current models, aerosols are described using bulk, modal, sectional or moment
methods (Papers II and III). In global models, these different approaches
are sometimes combined to achieve the best combination of required accuracy
and low computational demand (Liu et al., 2005b; Reddy et al., 2005; Liao
et al., 2009). In this thesis, all model types are represented in the AeroCom
intercomparisons.
In the following sections I will first shortly describe the different model types
used in aerosol-climate models and then give a detailed description on SALSA
and its validation within ECHAM-SALSA.
3.1 Modeled size distributions
3.1.1 Bulk
At first, aerosol-climate models used a bulk (or mass-only) representation of
sulphate (Langner & Rodhe, 1991; Pham et al., 1995; Feichter et al., 1996)
to limit the computational burden. The bulk model does not describe size-
resolved aerosol, but instead only tracks the mass of one or more constituents
(for example, sulphur in the early aerosol-climate models). The bulk repre-
sentation has no aerosol dynamics, and all processes affected by aerosols are
parameterised as a function of mass (e.g. activation to cloud droplets). The
parameterisations of aerosol interactions with climate neglect the dependence
of different processes on aerosol size. In current aerosol-climate models, this
representation is used together with a more detailed description of the aerosol
population (e.g. Bellouin et al., 2011).
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3.1.2 Modal
The observed aerosol populations approximate log-normal modes, and there-
fore modal models describe the population as a superposition of one or more
modes (e.g. Liu et al., 2012; Zhang et al., 2012). Each of the modes defines its
population by particle number concentration, geometric mean diameter, and
standard deviation of the mode.
The modal model used in Paper I, M7 (Vignati et al., 2004), follows the
general characterization of aerosols into four classes: nucleation, Aitken, ac-
cumulation and coarse modes. Each of these four classes is represented by
a hydrophilic mode, while for externally mixed aerosols only the latter three
classes are represented by hydrophobic modes. In general, modal models fail
to describe condensational growth or coagulation with high accuracy due to
their predefined mode ranges, which also underestimate aerosol activation to
cloud droplet nuclei (Korhola et al., 2014).
3.1.3 Sectional
In sectional models, the aerosol size distribution is discretized as sections (or
bins) according to their diameter. Sections can be at fixed locations in the
size range, be allowed to move freely or have fixed section boundaries with
moving centers within the sections (Jacobson, 1995). The sectional structure
with a high number of sections allows the GDE to be solved accurately, which
means that growth by condensation and coagulation is properly described.
This method of discretization is used by different scale models, ranging from
high-resolution process models with hundreds of sections (Korhonen et al.,
2004) to low-resolution global climate models with tens of sections (Paper I;
Kokkola et al., 2008; Mann et al., 2012; Lee & Adams, 2010).
3.1.4 Moment
The quadrature of moments method by McGraw (1997) does not assume any
shape for the particle size distribution. It is similar to the modal method in
that a small number of moments are used to represent the particle number
and mass concentrations. In general, these moments are the characteristic
radii and standard deviation of the distribution, and therefore only a small
number of variables must be simulated. This makes it especially suitable for
3D applications. This method is used in some of the aerosol-climate models in
Paper III (e.g von Salzen, 2006; Bauer et al., 2008).
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3.2 Aerosol compounds
Aerosols can consist of a wide variety of compounds, which cannot all be in-
cluded in aerosol-climate models due to computational limitations. Therefore
the aerosol representations in global circulation models use a reduced set of
compounds. Generally, global aerosol-climate models simulate at least sul-
phate (SO4), organic carbon (OC), black carbon (BC), sea salt (SS) and min-
eral dust (DU) (Textor et al., 2006, 2007). In addition to these compounds
some aerosol-climate models include, for example, nitrates (Lin et al., 2012),
biological particles (Kanakidou et al., 2012) and ammonia (Bellouin et al.,
2011).
3.3 ECHAM5-SALSA
Sectional aerosol models can potentially describe particle growth and activa-
tion to cloud droplets more accurately than other model types, since it can ex-
plicitly calculate evolution at molecular resolution. Therefore in this thesis the
Sectional Aerosol model for Large Scale Applications (SALSA; Kokkola et al.,
2008) has been implemented and used within the ECHAM5-HAM framework
(Stier et al., 2005; Zhang et al., 2012). In SALSA, the population of aerosols
is represented using the moving-center sectional method. The aerosol popula-
tion is divided into 10 sections with diameters ranging from 3 nm to 10 µm,
complemented by 10 parallel sections (noted a, b and c in Fig. 4) to account
for the external mixing of the particles. The whole size range is divided into
three subranges (labelled 1, 2 and 3 in Fig. 4) to describe the variation in
the composition (see Fig. 4). Hydrophilic particles span the whole modeled
size range, although in order to lower the computational burden not all species
are present in all three ranges. In the smallest subrange (subrange 1; 3 nm
to 50 nm), only sulphate and organic carbon are present, since they are the
main constituents participating in early growth. The middle range (subrange
2; 50 nm to 700 nm) includes all compounds, although dust is available only
in the hydrophobic subrange (b). Computational cost is reduced by assuming
a fixed diameter and simulating only the number concentration for the largest
subrange (subrange 3; 700 nm to 10 µm). ECHAM5-SALSA simulates the
evolution of the following compounds: sulphate, organic carbon, black carbon,
sea salt and dust (with additional soluble material lumped in subrange 3) in
Papers I, II and III. For Papers IV and Paper V, the SALSA model was
augmented with an extra compound, which was used to trace particulate ma-
rine organic matter and amine, respectively. This extra compound was treated
as hydrophilic in regions one and two.
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Figure 4: Schematic of the SALSA sectional structure. There are three
parallel subclasses a, b and c in three subranges, each consisting of three
or four sections. Parallel size sections in subclass a are soluble, insoluble
in subclass b and insoluble in subclass c with an optional soluble coating
which enables cloud activation. The compound XX in parenthesis was
only available in Papers IV and V. Figure modified from Paper I
3.3.1 New particle formation
Aerosols are produced within the atmosphere through gas-to-particle conver-
sion (nucleation). In nucleation, trace gases accumulate and form clusters,
which occasionally grow large enough to form stable particles. Furthermore,
in chemical cloud processing trace gases react with each other in liquid droplets
and remain in the aerosols after evaporation of the cloud water.
Nucleation produces particles everywhere in the atmosphere, from the North
Pole to the South Pole, and from the surface to the upper troposphere (Kul-
mala et al., 2004b; Heald et al., 2011). The main precursor for nucleation is
considered to be sulphuric acid (Weber et al., 1995; Kirkby et al., 2011). In a
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climate model, nucleation (or new particle formation – NPF) can be divided
into boundary layer and free tropospheric NPF. The boundary-layer NPF is
influenced by e.g. organic vapors that participate in the process (Kulmala
et al., 2006; Riipinen et al., 2011), while in the upper troposphere binary ho-
mogeneous sulphuric acid - water nucleation produces a large fraction of new
particles (Brock et al., 1995). There are several competing theories suggesting
that the energy barrier to nucleation in boundary layer new particle formation
is lowered by organic or other compounds: activation-type nucleation (Sihto
et al., 2006; Riipinen et al., 2007), kinetic nucleation (McMurry & Friedlan-
der, 1979; Laakso et al., 2004; Kuang et al., 2008), amine-enhanced (Paper I;
Almeida et al., 2013; Jen et al., 2014; Glasoe et al., 2015) and ion-induced
nucleation (Laakso et al., 2002; Kazil et al., 2010). The binary homogeneous
nucleation is often calculated using the parameterization by Vehkama¨ki et al.
(2002, 2013) (e.g. Paper II).
Paasonen et al. (2010) explored several possible nucleation mechanisms at four
sites in Europe. Some mechanisms include organics explicitly but the kinetic
mechanism was enough to reproduce the observed formation rates. An aerosol-
chemistry-transport model study by Spracklen et al. (2010) found similar re-
sults, indicating that the activation and kinetic nucleation mechanisms reduce
model biases in the boundary layer compared to observations. The activa-
tion and kinetic nucleation mechanisms are commonly used in aerosol-climate
models (e.g. Makkonen et al., 2009; Pietika¨inen et al., 2014).
In general, kinetic and activation-type NPF calculate the production rate of
particles of diameter d nm
Jd = K[H2SO4]
b, (1)
where K is an experimentally determined coefficient and b is 1 for activation-
type and 2 for kinetic nucleation (Sihto et al., 2006; Kulmala et al., 2006). The
activation-type parameterisation was used in Paper I.
The kinetic nucleation parameterisation used in the control (CTRL) case in
Paper V (see Fig. 9) was developed by Pietika¨inen et al. (2014), where the
kinetic prefactor was matched to produce the best fit with observed formation
rates of 3 nm particles (J3nm) in the European boundary layer
J3nm = 1.417× 10−15 [H2SO4]2. (2)
In addition to organic vapors, amines have been shown to enhance new parti-
cle formation (Almeida et al., 2013; Jen et al., 2014; Glasoe et al., 2015), but
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this process has so far not been studied in an aerosol-climate model frame-
work. In Paper V, the effect of amines on new particle formation is studied
to investigate its spatial distribution and diurnal evolution. To this end, a
parameterisation for amine-enhanced new particle formation was constructed
by a two-variable non-linear curve fit to the observed new particle formation
rates in Almeida et al. (2013) and Glasoe et al. (2015). The best-fit formation
rate of 1.7 nm diameter particles was
J1.7 = 1.238× 10−23 [H2SO4]2.103 [RxNHy]1.186, (3)
where [H2SO4] and [RxNHy] are the sulphuric acid and amine concentrations
(both in [cm−3]).
3.3.2 Condensation and coagulation
Aerosol particles grow by the condensation of gas-phase compounds, which is
governed by the mass flux of molecules to particle surface (Fuchs & Sutugin,
1972). In SALSA, only sulphate (Papers I-V), organic vapor (Papers IV
and V) and amine (Paper V) are considered as condensable gases. As well
as growing the atmospheric particles, condensation can also act as a limiting
factor in new particle formation. For example, in Paper V the NPF rate
depends directly on the amine concentration, and when the condensation sink
is high, gas-phase amine will be taken up to background particles, leading
to lower NPF rates. Within SALSA, all three gases are assumed to be non-
volatile, meaning that a molecule colliding onto the particle’s surface will not
evaporate. However, the condensation of gas-phase amines in Paper V is only
used to approximate the uptake to particles via chemical reactions on particles’
surfaces.
Coagulation is the coalescence of aerosol particles after collisions with each
other, meaning that smaller particles coalesce onto larger particles. The col-
lision efficiency is higher between large and small particles due to the higher
thermal speed of smaller particles and the larger cross-sectional area of larger
particles. In SALSA, only collisions with larger particles are calculated, and
coagulation of particles larger than 700 nm (subrange 3) is neglected to reduce
the computational burden, meaning that larger particles are approximated as
a coagulational sink for smaller particles. As with condensation, the coagula-
tion sink can also limit new particle formation due to an efficient removal of
the sub-3 nm particles.
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3.3.3 Emissions of particles and gases
Gases and particles are emitted from anthropogenic and natural sources. The
natural emissions from oceans and deserts are calculated on-line due to their
dependence on surface winds, but for other sources (such as volcanoes) we
must use emission inventories.
Anthropogenic aerosols are mostly produced by combustion, and are com-
posed mainly of carbon and sulphate. Carbonaceous aerosols are produced by
burning biofuels or fossil fuels, or by wildfire. These processes produce three
modeled compounds, sulphur dioxide (SO2), organic carbon (OC) and black
carbon (BC). Organic carbon is mainly emitted by wildfire and produced from
biogenic precursors (e.g. terpenes) while the rest result mainly from traffic,
waste burning and industry (Dentener et al., 2006). In this thesis, the emis-
sion inventories are Aerocom-I (Dentener et al., 2006) in Papers I and III,
Aerocom-ACCMIP (Riahi et al., 2007, 2011; Granier et al., 2011) in Papers II
and IV, and Aerocom-MACCcity (Lamarque et al., 2010; Granier et al., 2011)
in Paper V.
Primary carbonaceous particles are assumed to be emitted as log-normally
distributed modes that are mapped to the SALSA bin structure. Following
Dentener et al. (2006) and Stier et al. (2005), they can have a mean diameter of
60 nm (fossil-fuels and bio-fuels) or 150 nm (wildfires) and standard deviation
of 1.59 in both cases.
Natural primary aerosols, such as sea salt, particulate marine organic matter
and mineral dust, are lifted from the surface by wind. These emissions are
calculated on-line using parameterisations depending on modeled wind speeds.
Sea salt and mineral dust constitute the majority of aerosol mass globally.
Sea salt can be produced by mechanical tearing of waves or by bubble bursting
at the surface of sea (de Leeuw et al., 2011). In Paper I parameterisations by
Gong (2003), Monahan et al. (1986) and Andreas (1998) were combined for
different size ranges of emitted sea-salt particles (a scheme subsequently used
in Papers II, III and Paper V). In Paper IV a completely new parameter-
isation by Ovadnevaite et al. (2014) was implemented and evaluated.
The precursors for the production of secondary organic aerosols (SOA) are
defined in emission inventories (e.g. Dentener et al., 2006). For SALSA, we
can have the SOA either emitted directly as aerosol particles (Papers I, II and
III) or as gas-phase organic carbon precursors (Papers IV and V). Directly
emitted SOA have a similar size distribution to other organic carbon, but gas-
phase organic carbon is assumed to be completely non-volatile, and it therefore
condenses without evaporation as explained in Section 3.3.2.
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3.3.4 Sulphate chemistry
Sulphate chemistry was introduced in ECHAM3, the first model version with
aerosols (Feichter et al., 1996). The sulphate chemistry is based on monthly
mean prescribed oxidant fields of OH, H2O2, NO3 and O3, which have been cal-
culated using the Model for OZone and Related chemical Tracers (MOZART)
chemical transport model (Horowitz et al., 2003). The prescribed constituents
oxidise the emitted SO2 and DMS to produce sulphuric acid (H2SO4), which
is then available for new particle formation and condensation. The chemistry
module includes an artificial diurnal cycle for OH to account for the average
production dependence on radiation, but to simulate the amine destruction
and sulphate production more realistically in Paper V, we used a proxy de-
veloped by Pietika¨inen et al. (2014) that calculates the OH concentration as a
function of simulated radiation.
3.3.5 Removal
Aerosols are removed from the atmosphere by dry and wet deposition and
sedimentation. Wet deposition can remove particles that are within clouds
(in-cloud scavenging) or particles below precipitating clouds (below cloud scav-
enging). In-cloud scavenging is assumed to remove a fraction of the particles
that are activated to cloud droplets. This fraction depends on the solubility
and diameter of the particles. Below-cloud scavenging is the removal of par-
ticles intercepted by falling droplets and in-cloud scavenging the removal of
aerosols within the falling droplets. In SALSA the assumed fraction of aerosol
removal by these two scavenging types depends on the diameter of a particles
and the cloud type (for size-dependent fractions see Paper I).
Aerosols are also subject to gravitation and Brownian movement which to-
gether move them towards the Earth’s surface. These processes are called
sedimentation (particles falling down due to gravitation) and dry deposition
(particles sticking to surface obstacles).
3.3.6 Aerosol-radiation interaction
Aerosols affect incoming and outgoing radiation directly by scattering and
absorption, which are parameterised using Mie theory in ECHAM-HAMMOZ.
The scattering and absorption of particles is parameterised as a function of
their diameter and composition, and the refractive indices of the compounds.
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The aerosol radiative effect can be estimated based on aerosol optical depth,
or more rigorously by calculating the radiative forcing from the difference in
aerosol-free and aerosol-influenced radiative fluxes.
Aerosol radiative effects were only explicitly calculated in Paper IV. The
effective radiative forcing (ERF; Boucher et al., 2013) is calculated as the
difference between top-of-the-atmosphere (TOA) fluxes that takes changes in
cloud cover into account and gives the best estimate of the change in global
mean temperature (Lohmann et al., 2010; Myhre et al., 2013a) in response to
an aerosol perturbation.
3.3.7 Cloud interaction
Clouds reflect a large portion of the incoming short wave radiation, but also
act as a blanket by trapping the outgoing long-wave radiation. All other things
being equal, a higher concentration of aerosols can reduce size of cloud droplets
and increase both the reflectivity (Twomey effect; Twomey, 1974) and lifetime
(Albrecht effect; Albrecht, 1989) of a cloud. This means that aerosols will have
an indirect influence on incoming and outgoing radiation, and therefore acti-
vation and droplet size must be simulated accurately in atmospheric models.
The saturation ratio of an air parcel increases when it is lifted upwards, creating
a supersaturation. For a cloud condensation nucleus (CCN) to be activated and
grown into a cloud droplet (CD), the supersaturation must exceed its critical
supersaturation (determined by the Ko¨hler equation), which depends on the
solubility and curvature of the particle. Once the saturation exceeds the critical
supersaturation, aerosol particles will be activated to cloud droplets. In global
models, this process is usually parameterised with methods by Lin & Leaitch
(1997), Abdul-Razzak & Ghan (2002) or Fountoukis & Nenes (2005). The
explicit Abdul-Razzak-Ghan scheme for aerosol activation (Abdul-Razzak &
Ghan, 2002) was used in Papers IV and Paper V (although only Paper IV
included a calculation of the radiative indirect effect).
3.4 Validation of SALSA within ECHAM-HAMMOZ
As already explained in Sect. 2.2, validation is an inherent part of model build-
ing. In Paper I we used a combination of surface measurements and satel-
lite retrievals of aerosols, aerosol variables from the M7 version of ECHAM-
HAMMOZ, results from Liu et al. (2005a) and the AeroCom Phase-I study
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by Textor et al. (2006) to ensure that the SALSA model is reasonably con-
structed. The fact that measurement sites do not cover the globe well enough,
and that the observations only represent their local environment, presents a
great challenge for model validation. Currently, comprehensive and continu-
ous measurement time series are mainly available from Europe and the USA.
Other observations of aerosol size distributions or mass are patchy at best, and
observations in the Southern Hemisphere are especially lacking.
The validation of SALSA is similar to a Level 3 intercomparison (see Fig. 3),
in the sense that it involves two models which have common subroutines.
However, it is not a true intercomparison since it does not include models
from several different modeling groups. The global aerosol mass burdens were
mostly within the range of earlier studies (Liu et al., 2005a; Textor et al., 2006)
while the modeled surface concentration of aerosol mass was underestimated
slightly. The climatologic particle concentrations (Heintzenberg et al., 2000)
over the Tropics were reproduced quite well, which was reflected by the good
performance in aerosol optical depth (AOD) over the tropical oceans. The
modeled AOD over land in parts of USA and Europe was close to satellite
retrievals. Therefore, we can say that, in general, only a small number of
sections is enough to simulate the AOD reasonably well, although spatially,
especially in remote regions, the model performance must be improved.
These comparisons still show large areas of underestimation of AOD – for
example, in the polar regions. Therefore, it is clear that global aerosol-climate
model validation faces significant challenges, and the aerosol-climate models
often produce decent results in specific areas but not everywhere. This is also
the case with SALSA. However, in general the sectional structure of SALSA
improved the aerosol description, especially in the climatically active region
from 50 nm to 200 nm (cloud activation, and radiation). In this range, M7 has
a mode boundary, and therefore underestimates aerosol number concentration.
Based on the validation, either growth rates or primary emissions are too low
to reproduce the observed number concentrations of particles with diameter
50-300 nm, suggesting a need for revision of emissions or growth mechanisms.
Furthermore, since activation-type NPF overestimates and binary homoge-
neous NPF underestimates formation rates, these parameterisations should be
further constrained.
4 Development and evaluation of aerosol-
climate models
4.1 Status of aerosol-climate models
At present, there are tens of global aerosol-climate models, which use aerosol
dynamic models of varying complexity (Paper III). As discussed in Sect.
2.2.3, estimating the overall understanding (or model skill) of simulated aerosol
processes on a global scale requires model intercomparison projects (MIPs).
Although in general the MIPs do not assess the goodness of individual models,
they reveal the present level of understanding, and determine which processes
are most important for the successful modeling of aerosols in the global cli-
mate. We contributed ECHAM5-SALSA simulation data to the microphysics
(Paper II) and organic aerosol (Paper III) AeroCom Phase II model inter-
comparisons (Schulz et al., 2009). Here I summarize the findings from these
two studies.
4.1.1 Aerosol microphysics and particle growth
The aerosol population evolves constantly as a result of the emission and loss of
particles as well as the effects of dynamical processes: new particle formation,
condensation and coagulation. These processes constantly shape the charac-
teristics and properties of aerosols. The evaluation of the size distribution
of aerosols can reveal deficiencies in aerosol dynamics, emissions and removal
process implementations, and help pinpoint areas of low understanding.
In Paper II, the microphysics of the aerosol models are evaluated by com-
paring size distributions, geospatial and vertical distribution of sulphate and
black carbon. To estimate the overall skill of the models, means and diversities
of particle and mass concentrations for the middle two-thirds of the models
were calculated from the model simulations as was done in the study by Kinne
et al. (2006). By neglecting extreme values we ensure they cannot skew the
calculated means, resulting in a better idea of the current level of understand-
ing.
We found also that, in addition to varying model accuracy between geograph-
ical regions, the reproduction of observations is inconsistent between particle
sizes. As previously noted, a high diversity between models means that the
current understanding is low. Globally the highest diversity in particle number
concentrations is in the polar regions (Fig. 5). Over midlatitude ocean regions,
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Figure 2. Global maps of central-8 model mean (panels a and b) and diversity (panels c and d) for simulated annual mean surface size-
resolved number concentrations for N(Dp > 30 nm) (a, c) and N(Dp > 100 nm) (b, d). Diversity here is the ratio of the maximum and
minimum values over the central 8 of the 12 models (defined locally, as described in Sect. 2.4). Note that the geometric mean is used when
averaging over the central-8 models.
remote regions. Y. H. Lee et al. (2013) investigated the diver-
sity in simulated BC from seven models participating in the
Atmospheric Chemistry and Climate Model Intercomparison
Project (ACCMIP) and also found increasing diversity with
increasing distance from source, with the standard deviation
among simulated Arctic BC columns greater than their mean.
In that study, only one of the chemistry–climate models was
nudged to meteorological reanalysis data, while all models
used the same emissions inventory, and the large diversity in
simulated BC (a factor of 3 for global column burdens) was
found to be caused by differences in removal and transport.
The diversity in surface sulfate mass has regional varia-
tions that are not evident in BC. For example, there is much
more diversity over the high-sulfate region in Europe than
over the eastern United States (US). By contrast, the two re-
gions have similar BC diversity at the surface, although the
western US is more diverse in simulated BC, where wild-
fire emissions dominate. Figure 1c also shows that model di-
versity in simulated sulfate is much higher in northern Eu-
rope than in southern Europe. An important sulfate produc-
tion mechanism is from aqueous oxidation of dissolved sul-
fur dioxide in cloud droplets (e.g. Barrie et al., 2001) via
aqueous chemical reactions with dissolved hydrogen perox-
ide and ozone. In northern Europe, concentrations of hydro-
gen peroxide and ozone are much lower than in southern Eu-
rope (e.g. Berglen et al., 2004) and different treatments of
chemistry, including some models’ prescription of oxidant
fields (see Table 2) could explain the higher sulfate diversity
in northern Europe. The higher sulfate diversity in northern
Europe could also be explained by the expected increase with
distance away from the source region, due to differences in
the representation of removal processes. However, the BC
diversity map does not show this maximum in northern Eu-
rope, so the model treatment of sulfate production is the more
likely cause. In their comprehensive analysis of aerosol mi-
crophysical uncertainties, L. A. Lee et al. (2013) also found
that aqueous sulfate production was a major cause of uncer-
tainty in simulated CCN at high northern latitudes.
3.1.2 Surface size-resolved particle concentrations
Figure 2 shows global maps of particle number concentra-
tions with dry diameter larger than 30 nm (N30, Fig. 2a) and
100 nm (N100, Fig. 2b). In each grid box, the central two-
thirds of the model annual means was calculated, and the
map shows the geometric mean over those eight values. Sur-
faceN30 concentrations are highest in the main industrialised
regions, due mainly to anthropogenic primary emissions. In
eastern China, annual mean N30 reaches 10 000 cm 3, and
in India, central Europe and eastern USA there are large
regions with annual-mean N30 above 2000 cm 3. Regions
with strong biomass burning emissions also have high an-
nual mean N30, with central Africa and South America in
excess of 1000 cm 3. In marine regions, N30 is much higher
in the Northern Hemisphere than the Southern Hemisphere,
exceeding 200 cm 3 everywhere between 30 and 60  N in
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Figure 5: The annual central-8 model simulated mean (left column)
and diversity (right column) of concentrations of (a, c) 30 nm and (b, d)
100 nm particles. Figure from Paper II
concentrations are well reproduced, but over remote oceans predictions of small
sea-salt particles are biased low. However, there are very few remote ocean ob-
servations. Despite these problems, the central two-thirds model mean shows
reasonable skill in simulating global-mean aerosol size distributions.
The diversities for sulphate and black carbon (BC) are highest in the Polar
regions, which is in line with the study by Koch et al. (2009). However, the di-
versity of sulphate is relatively small, because sulphuric acid production does
not depe d on the emission area. For BC, the diversity increases distinctly
fu ther away from sources, which indicates a strong influence of removal pro-
cesses during transport toward remote regions. This finding is consistent with
tudies by Vignati et al. (2010) and Kipling et al. (2013). Organic aerosol on-
centrations show similar t ndency toward higher diversity in remote regions
in Paper III, with almost all of the Southe n Ocean exhibiting high model
diversity (see Fig. 6). However, this varia i be ween mod ls in the Southern
Ocean stems from different (and some cases absent) emissions of particulate
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Figure 6. Same as in Fig. 2, for OA all-sky aerosol optical depth at 550 nm.
Figure 7. Annual mean of the median model surface air concentration (left) and model diversity (right), defined as the standard deviation of
the models over their mean, for OC (top) and OA (bottom) on a 5  ⇥ 5  degree grid.
poorly understood, much less than its surface concentration,
and deserves a dedicated study with thorough analysis.
4.3 Comparison with measurements
Many model–measurement comparisons can be performed
with the extensive data set used here. The focus of the com-
parisons in the present study is to identify model strengths
and weaknesses, and try to explain where and why the mod-
els are failing to simulate the measured concentrations. This
will provide insight to directions for future model improve-
ments. In parallel, we are also interested in understanding
where and why the models successfully reproduce the ob-
servations, and focus on these areas in order to understand
the role of the different model complexities on simulations
with comparable skill. It is not within the scope of this work
to identify which model is the “winner” in simulating OA
concentrations, especially since one model is unlikely to out-
perform the others on all metrics, but to provide information
on the robustness of the model results. The present study fo-
cuses on the surface OC and OA concentrations. The sources
and amount of OA in the upper layers of the atmosphere are
not explicitly studied here, although accounted for in the OA
budget terms discussed above. The detailed analysis of the
vertical distribution of OA will be the topic of a future study.
Due to the very inhomogeneous spatial variability of mea-
surements (supplementary material), only a general global
model performance benchmark is performed here. Most data
have been collected in the USA, followed by Europe and
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Figure 6: Annual mean of median model concentration (left column)
and diversity (right column), for organic carbon (top row) and organic
aerosol mass (bottom row). Figure from Paper III
organic matter rather than differences in the removal processes.
4.1.2 Modeled aerosol mass
Organ c aerosols can be emit ed as primary particles, or formed through gas-
phase chemistry and the subsequent condensation of semi-volatile vapo s, re-
sulting in secondary organic aerosol (SOA). The emissions of biogenic volatile
comp unds from terrestrial veg tation are more than one order of magnitude
higher than from anthropogenic sources (Guenther et al., 1995; Kanakidou
et al., 2005). However, the formation and composition of organic aerosols are
poorly understood, and therefore global models often represent the chemistry
of organic aerosols simply (Kanakidou et al., 2005; Hallquist et al., 2009).
Secondary organic aerosols are produced from precursor gases (e.g. terpenes
and isoprene) through oxidation and other chemical reactions, which reduce
the volatility and increase the mass of the condensing vapor. However, only a
fraction of reactions produce low-volatile vapor that can form organic aerosols;
this fraction is commonly referred to as the yield. In roughly half of the mod-
els (15 of 31) in Paper III, secondary organic aerosol production from or-
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ganic vapors (e.g. terpenes) is assumed to have a constant yield. This yield
can be oxidised further to accumulate mass and to transform them to lower-
volatile compounds, which are then available to condense onto particles or
participate in the production of new particles. The simplest models calculate
the new SOA mass using a constant multiplier (Paper III; Dentener et al.,
2006), while other models use prognostic calculation or source-based multi-
pliers (Paper III) or even calculate the chemical oxidation by OH, O3 and
NO3. Few detailed SOA models use more complex techniques to resolve SOA
mass such as a volatility basis set (Donahue et al., 2006, 2011) or multiphase
chemistry (Fu et al., 2008, 2009; Paulot et al., 2009).
In Paper III, 31 aerosol-climate models that simulate organic aerosols were
compared to each other and to observations. The comparisons showed that
sources of OA are underestimated, primarily during the winter.
Natural primary emissions are a significant fraction of total organic aerosol,
but they are not included in the majority of the models. Only one model
simulates the emission of biogenic aerosols (e.g. fungal spores), and only six
models simulate particulate marine organic material (PMOM). At present,
biogenic emissions are very uncertain and the observations of PMOM in remote
ocean regions are limited; therefore its importance cannot be determined at
this stage.
Roughly half (14) of the models simulate secondary organic aerosol as semi-
volatile, and four more models treat it as non-volatile. Although more complex
chemistry does not appear to change the model skill in reproducing observa-
tions (Paper III), the complexity is needed to properly calculate the physical,
chemical and optical properties of organic aerosols and their interactions with
climate. Therefore, modeling groups should develop the SOA description to
improve representations of volatility, temperature dependence of aging and
formation and parameterisation of OA/OC ratio.
4.2 Improvements to aerosol production
A large fraction (more than 80%) of atmospheric aerosol mass is emitted from
the oceans (de Leeuw et al., 2011), but the modeled emission strength of sea
salt has a large range (Textor et al., 2006). With very few observation over
the remote oceans, the organic aerosol production from the oceans is even
more uncertain (Paper III; Kanakidou et al., 2012). Boundary-layer new
particle formation occurs around the globe but the formation rate depends
on the local characteristics, which hinders the development of a satisfactory
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parameterisation. In this section, the inclusion in ECHAM5-SALSA of recent
advances in the understanding of these processes (as described in Papers IV
and V) is summarised.
4.2.1 Oceanic emissions of sea salt and organics
Sea salt emission strength is quite uncertain (de Leeuw et al., 2011), and
annual emissions span several orders of magnitude in the literature (Textor
et al., 2006; Gantt et al., 2012). This can largely be attributed to uncertainties
in the wind-speed dependence of the production flux, size range of modeled
sea-salt particles, and experimental methods used to derive parameterisations
of the flux (de Leeuw et al., 2011).
In Paper IV, the source function of sea-salt emissions by Ovadnevaite et al.
(2014) was implemented in the ECHAM-HAMMOZ model (Paper I; Monahan
et al., 1986; Guelle et al., 2001; Gong, 2003). The new sea-salt emissions
encapsulate the wave state, and also include the emissions of particulate marine
organic matter (PMOM) (Rinaldi et al., 2013), which have been shown to be
important for modeling global organic aerosol (Paper III; O’Dowd et al.,
1997; Vignati et al., 2010; Tsigaridis et al., 2013).
The implemented sea-salt emissions showed only a small low bias (-13% at
Mace Head and -29% at Point Reyes) when compared to long-term in-situ mea-
surements for PM2.5. However, the high bias of sodium ions between 2.5 µm
and 10 µm decreased significantly (from 4519% to 899% at Amsterdam Island),
indicating a high overprediction of emission by the previous parameterisation.
Although the PMOM mass was underestimated, it still had a clear effect on
the global radiation budget, warranting further improvements in the emissions
of PMOM. The modeled annual-mean AOD was in the uncertainty range of
the PARASOL satellite (36%) over the oceans, and over pristine ocean en-
vironments from the equator to 45◦S it matched the satellite AOD in 60%
of the region (Fig. 7). The correlation of monthly mean AOD at island and
coastal AERONET network sites ranged from 66 to 83%. Global 5-year mean
AOD shows clear improvement over ocean regions compared with the high
overestimation of the default sea-salt emission flux, as shown in Fig. 7.
PMOM increased the level of aerosol activation to cloud droplet significantly,
although the amount of simulated organic mass in marine particles at the
measurement site locations was below the observed.
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Figure 10. Comparison of modelled 5-year-mean AOD fields to
5-year-mean satellite-retrieved observations from PARASOL. The
panels show (a) the observed AOD, and the normalized mean bias
(with respect to PARASOL AOD) in the simulations (b) ossa-ref
and (c) default-salt. The shaded area in (b) represents area where
AOD from PARASOL was within the OSSA sensitivity range. The
normalized mean bias ranged spatially between  100 and 138%,
and between  100 and 168% in ossa-ref and in default-salt, re-
spectively.
Around Amsterdam Island, the model captured the magni-
tude and also much of the seasonal variability of the observed
AOD (Fig. 11b). The measured monthly AOD fell within
the simulated uncertainty range (red shading) for all but six
months (out of 60). However, there was a slight decreasing
trend in the measured AOD which the model was unable to
reproduce; as a result, the agreement between the baseline
simulation ossa-ref and the measurement improved towards
the end of the simulated period. Part of the good match be-
tween the modelled and measured AOD in this region is
probably explained by underestimation of small particles and
overestimation of large particles (Fig. 7) compensating the
error of each other. Over this region, the model predicted that
69% of the AOD is from sea spray aerosol (the difference be-
tween the solid red and dashed black lines relative to the solid
red line in Fig. 11b). The default sea spray aerosol source
Figure 11. Satellite-retrieved (PARASOL) and modelled monthly
mean AOD values (a) over the Southern Ocean, (b) around Amster-
dam Island, (c) west of Mace Head and (d) west of Point Reyes (see
Fig. 1).
function in ECHAM-HAMMOZ (default-salt) predicted al-
most twice the observed AOD values (solid blue line).
Around Mace Head and Point Reyes, both of which are
much more heavily influenced by continental emissions than
Amsterdam Island, the modelled AOD values in the ossa-
ref run were clearly lower than the measured ones (Fig. 11b
and c, respectively). At both sites, the model captured some
features of the observed seasonal variation (correlation coef-
ficients of 0.32 and 0.13 for Mace Head and Point Reyes, re-
spectively) but underestimated most of the monthly peak val-
ues in winter/early spring by over 50% or by absolute AOD
value 0.1. It is worth noting that at both of these sites, the
default-salt run gave a much better match with the measure-
ments than ossa-ref. However, our comparison with in situ
mass concentrations (Fig. 5) suggests that the underestima-
tion of AOD in ossa-ref at Mace Head may be due to poor
model performance in predicting the PMOM rather than the
sea salt emissions.
We also compared the modelled monthly mean AOD to
AERONET measurements (500 nm interpolated to 550 nm)
at 17 island and 24 coastal stations (Fig. 12). The model
showed reasonably good skill in all seasons, with correlation
coefficients of 0.80, 0.83, 0.66, and 0.70 for boreal winter,
spring, summer, and autumn months respectively. The nor-
malized mean biases (normalized mean errors) for the sea-
sons were 15% (42%),  29% (40%),  24% (40%), and
 12% (36%) for boreal winter, spring, summer, and autumn
months, respectively. The simulation default-salt had slightly
larger normalized mean biases than ossa-ref ( 16% vs. 8%
for coastal stations and 19% vs.  16% for island stations.
All-year correlation was slightly higher in default-salt than
in ossa-ref for coastal stations (0.91 vs. 0.83) and slightly
lower for island stations (0.67 vs. 0.74). See Table S1 for
more details.
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Figure 7: 5-year-mean aer sol optical epths f o (a) PARASOL satel-
lite retrieval, and normalized mean bias in simulations using (b) new sea
salt emission scheme (Paper IV) and (c) original SALSA sea salt scheme
(Paper I). Figure from Paper IV.
4.2.2 Amine-enhanced new particle formation
As discussed in Sect. 3.3.1, organic and other chemical compounds mediate the
cluster formatio of sulphuric acid in the boundary layer and thereby regulate
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Figure 8: The ratios between laboratory observations and modeled new
particle formation rates as a function of (a) sulphuric acid and (b) amine
with parameterisations presented in Glasoe et al. (2015) and Paper V.
Figure based on data from Paper V
new particle formation (NPF). Recently there has been a lot of research on
the role of alkaline molecules in NPF, which have been suggested to lower the
energy barrier to nucleation by attaching to sulphuric acid molecules. So far,
laboratory studies have shown that methylamines and ammonia are the most
efficient such molecules (Almeida et al., 2013; Jen et al., 2014; Glasoe et al.,
2015). While its emissions are low, amine’s ability to enhance new particle
formation could be as much as 1000 times stronger than that of ammonia,
making it a more potent player in alkaline-enhanced nucleation than ammonia.
The amine enhancement of nucleation has been studied in the CLOUD (Cos-
mics Leaving OUtdoor Droplets) chamber by Almeida et al. (2013) and in flow
reactors by Jen et al. (2014) and Glasoe et al. (2015). The parameterisations
of Jen et al. (2014) and Glasoe et al. (2015) underestimated the observed for-
mation rates of Almeida et al. (2013). In Paper V, we therefore combined the
observations by Glasoe et al. (2015) and those of Almeida et al. (2013) to pro-
duce a parameterisation for amine-enhanced new particle formation. As can
be seen in Fig. 8, the new parameterisation reproduces observed new particle
formation from the laboratory studies within one order of magnitude, while
the parameterisation of Glasoe et al. (2015) underestimates the formation rate
by as much as two orders of magnitude.
Global runs with the amine-enhanced new particle formation parameterisation
showed that the short residence time of gas-phase amine limits particle produc-
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Figure 9: The global annual mean formation rates of 3 nm particles
using (a) kinetic nucleation mechanims and amine-enhanced nucleation
in (b) base case, (c) previous parameterisation and (d) enhanced removal
of gas-phase amine. Figure from Paper V
tion to areas near amine emission sources. However, the particle production
showed notably high formation rates of 3 nm particles, which were probably
due to an unrealistically low condensation sink and high sulphuric acid concen-
trations in the model. Over the oceans, marine new particle formation showed
a much more reasonable spatial and temporal distribution than kinetic nucle-
ation, with high biological activity in coastal and equatorial waters producing
more particles than in the colder marine environments (Paper V; see Fig. 9).
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tion
The author alone is responsible for writing this introductory part of the thesis.
Paper I Bergman, T., Kerminen, V.-M., Korhonen, H., Lehtinen, K. J.,
Makkonen, R., Arola, A., Mielonen, T., Romakkaniemi, S., Kul-
mala, M., and Kokkola, H. Evaluation of the sectional aerosol
microphysics module SALSA implementation in ECHAM5-HAM
aerosol-climate model. Geoscientific Model Development 5, 3
(2012), 845–868.
Overview: The implementation of the SALSA aerosol model
into the ECHAM5-HAMMOZ aerosol-climate model. The orig-
inal modal M7 aerosol model was replaced with the sectional
model SALSA. The two aerosol models were compared within a
global aerosol-climate model framework. The sectional SALSA
model was found to produce better agreement with satellite-
retrieved AOD than M7.
Author contribution: The author was responsible for the im-
plementation of SALSA into ECHAM5-HAMMOZ. The author
designed the simulation runs, did all the data analysis and wrote
most of the paper.
Paper II Mann, G. W., Carslaw, K. S., Reddington, C. L., Pringle, K. J.,
Schulz, M., Asmi, A., Spracklen, D. V., Ridley, D. A., Wood-
house, M. T., Lee, L. A., Zhang, K., Ghan, S. J., Easter, R. C.,
Liu, X., Stier, P., Lee, Y. H., Adams, P. J., Tost, H., Lelieveld,
J., Bauer, S. E., Tsigaridis, K., van Noije, T. P. C., Strunk, A.,
Vignati, E., Bellouin, N., Dalvi, M., Johnson, C. E., Bergman,
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tensperger, U., Kaminski, U., Jennings, S. G., O’Dowd, C. D.,
Harrison, R. M., Beddows, D. C. S., Kulmala, M., Viisanen, Y.,
Ulevicius, V., Mihalopoulos, N., Zdimal, V., Fiebig, M., Hans-
son, H.-C., Swietlicki, E., and Henzing, J. S. Intercomparison and
evaluation of global aerosol microphysical properties among ae-
rocom models of a range of complexity. Atmospheric Chemistry
and Physics 14, 9 (2014), 4679–4713.
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Overview: An analysis of the aerosol mass and number con-
centrations, to quantify the current understanding of global scale
aerosol-climate models in the AeroCom framework. Simulations
for one year of aerosol characteristics were compared against
obervations and between a suite of 12 aerosol-climate models.
It was concluded in the paper, that the particle concentrations
in remote regions, and the new particle formation and growth of
newly formed particles, require further work.
Author contribution: The author executed simulation run ac-
cording to AeroCom Phase II specifications, did the postprocess-
ing for the SALSA model and participated in the analysis and
writing of the paper.
Paper III Tsigaridis, K., Daskalakis, N., Kanakidou, M., Adams, P. J., Ar-
taxo, P., Bahadur, R., Balkanski, Y., Bauer, S. E., Bellouin, N.,
Benedetti, A., Bergman, T., Berntsen, T. K., Beukes, J. P., Bian,
H., Carslaw, K. S., Chin, M., Curci, G., Diehl, T., Easter, R. C.,
Ghan, S. J., Gong, S. L., Hodzic, A., Hoyle, C. R., Iversen, T.,
Jathar, S., Jimenez, J. L., Kaiser, J. W., Kirkev˚ag, A., Koch,
D., Kokkola, H., Lee, Y. H., Lin, G., Liu, X., Luo, G., Ma, X.,
Mann, G. W., Mihalopoulos, N., Morcrette, J.-J., Mu¨ller, J.-F.,
Myhre, G., Myriokefalitakis, S., Ng, N. L., O’Donnell, D., Pen-
ner, J. E., Pozzoli, L., Pringle, K. J., Russell, L. M., Schulz, M.,
Sciare, J., Seland, Ø., Shindell, D. T., Sillman, S., Skeie, R. B.,
Spracklen, D., Stavrakou, T., Steenrod, S. D., Takemura, T., Ti-
itta, P., Tilmes, S., Tost, H., van Noije, T., van Zyl, P. G., von
Salzen, K., Yu, F., Wang, Z., Wang, Z., Zaveri, R. A., Zhang,
H., Zhang, K., Zhang, Q., and Zhang, X. The aerocom evalu-
ation and intercomparison of organic aerosol in global models.
Atmospheric Chemistry and Physics 14, 19 (2014), 10845–10895.
Overview: Review and analysis of the descriptions of organic
aerosol in 31 AeroCom Phase II models. The model performance
was evaluated at surface stations as well as globally. The scientific
understanding was found to be lacking and further improvements
are required in the future especially in chemical production and
aging.
Author contribution: The author executed the simulation run
according to AeroCom Phase II specifications, modified the post-
processing scripts for the SALSA model and participated in the
writing of the paper.
44 5 Review of papers and the author’s contribution
Paper IV Partanen, A.-I., Dunne, E. M., Bergman, T., Laakso, A.,
Kokkola, H., Ovadnevaite, J., Sogacheva, L., Baisne´e, D., Sciare,
J., Manders, A., O’Dowd, C., de Leeuw, G., and Korhonen, H.
Global modelling of direct and indirect effects of sea spray aerosol
using a source function encapsulating wave state. Atmospheric
Chemistry and Physics 14, 21 (2014), 11731–11752.
Overview: The implementation in ECHAM5-SALSA of an
ocean wave-state-dependent parameterisation of sea spray and
particulate marine organic mass emissions. This parameterisa-
tion was evaluated by comparing aerosol mass, aerosol optical
depth and aerosol number concentrations with observations. Fur-
thermore, it provided estimates of the new flux parameterisa-
tions’ effect on aerosol radiative effects. The predicted sea-salt
particle concentrations at remote sites and AOD over tropical
oceans were found to improve compared to the previous emission
parameterisation.
Author contribution: The author did part of the model de-
velopment by introducing a new tracer in the model. The au-
thor analysed the sun-photometer AOD model-observation com-
parisons and the number size distribution comparisons at Mace
Head, and also participated in the writing of the paper.
Paper V Bergman, T., Laaksonen, A., Korhonen, H., Malila, J., Dunne,
E. M., Mielonen, T., Lehtinen, K. E. J., Ku¨hn, T., Arola, A.,
Kokkola, H., Geographical and Diurnal Features of Amine-
Enhanced Boundary Layer Nucleation Journal of Geophysical
Research: Atmospheres, 120, doi:10.1002/2015JD023181, 2015.
Overview: A new parameterisation for amine-enhanced new
particle formation was devised based on existing observations
of amine-enhanced nucleation. The parameterisation was imple-
mented to the ECHAM-HAMMOZ model. The NPF was found
to be constrained near the amine emission sources due to the
short lifetime of amine.
Author contribution: The author made the new parameteri-
sation and all the code modifications needed for amine emission,
removal, particle uptake and particle formation processes. Sim-
ulation were conducted and planned by the author. All data
analysis and most of the writing was done by the author.
6 Conclusions
The work in this thesis aimed to implement, validate and refine the repre-
sentation of aerosols in the global aerosol-climate model ECHAM-HAMMOZ.
The Sectional Aerosol model for Large Scale Applications (SALSA) was imple-
mented to replace the existing modal aerosol model M7 (Paper I). The model
was then used to contribute simulation data to the community intercomparison
project AeroCom (Papers II and III) to study the general ability of global
aerosol-climate models to simulate the evolution of particle number and mass
concentrations. The marine and terrestrial particle emission and formation
mechanisms were implemented and developed in Papers IV and V.
Compared to M7, the coarse sectional model SALSA improved the annual
mean spatial AOD distribution through more realistic particle concentrations
in the tropics (Paper I), where the climatically active region of the particle
size distribution did not suffer from the underestimation present in the modal
model. In addition, the model performance in simulating aerosol mass was
similar or improved compared to M7. However, the validation of SALSA was
affected by the unequal spatial distribution of observation sites. Typically,
aerosol-climate models produce decent results in specific areas but not every-
where, which could also be seen in the AeroCom comparisons, and represents
the biggest single obstacle to proper validation of any global aerosol-climate
model.
The intercomparison of aerosol-climate models in Papers II and III showed
that the models reproduce annual-mean aerosol concentrations adequately.
However, in remote locations, such as over the Southern Ocean, there are
large uncertainties in reproducing the particulate mass, which are mainly due
to the emissions of particulate marine organic matter (Paper III) and the
transport of aerosols towards remote regions (Paper II). Moreover, further
work is needed to reduce the uncertainties in descriptions of new particle for-
mation, chemistry of secondary organic aerosols, and terrestrial aerosol mass
concentrations, which relate to missing compounds (for example nitrates).
The production of sea salt was improved in Paper IV, where a new emission
mechanism encapsulating the oceanic wave state was implemented and evalu-
ated. The comparison indicated that the contribution to total mass of large
sea-salt particles has been overestimated in previous studies. Furthermore,
the improvements in the model performance due to the addition of particulate
marine organic matter suggest that it is important for constraining the aerosol
radiative forcing. Paper V showed that although boundary layer nucleation
requires sulphuric acid, the other contributing compounds (in this case amine)
46 6 Conclusions
introduce a spatial characteristic to the occurrence of particle formation. This
means that sulphuric acid alone is not enough to model new particle formation
(NPF) all around the globe, but instead that other compounds constrain the
occurrence of NPF.
Even though the models in this thesis showed reasonable skill, there is a clear
need to improve the representation of aerosol processes to achieve a more ac-
curate description. Modeled aerosols are still poorly constrained, and many
more observations are needed in the remote regions, especially in the Southern
Hemisphere, to produce adequate aerosol process models and to simulate the
effect of aerosols in a warming climate. Detailed process models and higher res-
olutions will be possible in an aerosol-climate framework as computing power
continues to increase.
Bibliography 47
Bibliography
Abdul-Razzak, H. et al. A parameterization of aerosol activation 3.
Sectional representation. Journal of Geophysical Research: Atmo-
spheres, 107(D3):AAC 1–1–AAC 1–6 (2002). ISSN 2156-2202. doi:
10.1029/2001JD000483.
Albrecht, B. A. Aerosol, cloud microphysics, and fractional cloudiness. Science,
245:1227–1230 (1989).
Almeida, J. et al. Molecular understanding of sulphuric acid-amine particle
nucleation in the atmosphere. Nature, 502(7471):359–363 (2013).
Andreas, E. L. A New Sea Spray Generation Function for Wind Speeds up to
32 m s−1. Journal of Physical Oceanography, 28(11):2175–2184 (1998).
doi:10.1175/1520-0485(1998)028<2175:ANSSGF>2.0.CO;2.
Barrie, L. et al. A comparison of large-scale atmospheric sulphate aerosol
models (COSAM): overview and highlights. Tellus B, 53(5) (2001). ISSN
1600-0889.
Bauer, S. E. et al. MATRIX (Multiconfiguration Aerosol TRacker of mIXing
state): an aerosol microphysical module for global atmospheric models.
Atmospheric Chemistry and Physics, 8(20):6003–6035 (2008). ISSN 1680-
7316.
Bellouin, N. et al. Aerosol forcing in the Climate Model Intercompari-
son Project (CMIP5) simulations by HadGEM2-ES and the role of
ammonium nitrate. Journal of Geophysical Research: Atmospheres,
116(D20):n/a–n/a (2011). ISSN 2156-2202. doi:10.1029/2011JD016074.
D20206.
Bjerknes, V. Fields of force: supplementary lectures, applications to meteorol-
ogy. New York: Columbia University Press. (1906).
Boucher, O. et al. Clouds and Aerosols, book section 7, pages 571–
658. Cambridge University Press, Cambridge, United Kingdom and
New York, NY, USA (2013). ISBN ISBN 978-1-107-66182-0. doi:
10.1017/CBO9781107415324.016.
Box, G. E. P. et al. Empirical Model Building and Response Surfaces. John
Wiley & Sons, New York, NY, USA (1989).
48 Bibliography
Brock, C. A. et al. Particle Formation in the Upper Tropical Troposphere: A
Source of Nuclei for the Stratospheric Aerosol. Science, 270(5242):1650–
1653 (1995). doi:10.1126/science.270.5242.1650.
Charney, J. G. ON A PHYSICAL BASIS FOR NUMERICAL PRE-
DICTION OF LARGE-SCALE MOTIONS IN THE ATMOSPHERE.
Journal of Meteorology, 6(6):372–385 (1949). doi:10.1175/1520-
0469(1949)006¡0372:OAPBFN¿2.0.CO;2.
Charney, J. G. et al. Numerical Integration of the Barotropic Vorticity Equa-
tion. Tellus, 2(4):237–254 (1950). ISSN 2153-3490. doi:10.1111/j.2153-
3490.1950.tb00336.x.
Dee, D. P. et al. The ERA-Interim reanalysis: configuration and perfor-
mance of the data assimilation system. Quarterly Journal of the Royal
Meteorological Society, 137(656):553–597 (2011). ISSN 1477-870X. doi:
10.1002/qj.828.
Dentener, F. et al. Emissions of primary aerosol and precursor gases in the
years 2000 and 1750 prescribed data-sets for AeroCom. Atmospheric
Chemistry and Physics, 6(12):4321–4344 (2006). ISSN 1680-7316.
Donahue, N. M. et al. Coupled Partitioning, Dilution, and Chemical Aging of
Semivolatile Organics. Environmental Science & Technology, 40(8):2635–
2643 (2006). doi:10.1021/es052297c. PMID: 16683603.
Donahue, N. M. et al. A two-dimensional volatility basis set: 1. organic-
aerosol mixing thermodynamics. Atmospheric Chemistry and Physics,
11(7):3303–3318 (2011). doi:10.5194/acp-11-3303-2011.
Edwards, P. N. A Vast Machine Computer Models, Climate Data, and the
Politics of Global Warming. M. I. T. Press., London, UK (2010).
Edwards, P. N. History of climate modeling. Wiley Interdisciplinary Re-
views: Climate Change, 2(1):128–139 (2011). ISSN 1757-7799. doi:
10.1002/wcc.95.
Feichter, J. et al. Simulation of the tropospheric sulfur cycle in a global climate
model. Atmospheric Environment, 30(10-11):1693 – 1707 (1996). ISSN
1352-2310. doi:10.1016/1352-2310(95)00394-0. Joint 8th CAGCP and
2nd IGAC Conference on Global Atmospheric Chemistry.
Bibliography 49
Fountoukis, C. et al. Continued development of a cloud droplet formation
parameterization for global climate models. Journal of Geophysical Re-
search: Atmospheres, 110(D11):n/a–n/a (2005). ISSN 2156-2202. doi:
10.1029/2004JD005591. D11212.
Fu, T.-M. et al. Global budgets of atmospheric glyoxal and methylglyoxal,
and implications for formation of secondary organic aerosols. Journal
of Geophysical Research: Atmospheres, 113(D15):n/a–n/a (2008). ISSN
2156-2202. doi:10.1029/2007JD009505. D15303.
Fu, T.-M. et al. Aqueous-phase reactive uptake of dicarbonyls as a
source of organic aerosol over eastern North America. Atmospheric
Environment, 43(10):1814 – 1822 (2009). ISSN 1352-2310. doi:
http://dx.doi.org/10.1016/j.atmosenv.2008.12.029.
Fuchs, N. A. et al. Highly-dispersed aerosols. In Hidy, G. M. et al., editors,
Topics in Current Aerosol Research. Pergamon, New York (1972).
Gantt, B. et al. Model evaluation of marine primary organic aerosol emission
schemes. Atmospheric Chemistry and Physics, 12(18):8553–8566 (2012).
doi:10.5194/acp-12-8553-2012.
Gates, W. L. AMIP: The Atmospheric Model Intercomparison Project. Bull.
Am. Meteor. Soc., 73:1962–1970 (1992).
Gelbard, F. The General Dynamic Equation for Aerosols. Ph.D. thesis, Cali-
fornia Institute of Technology, Pasadena, California, USA (1979).
Glasoe, W. A. et al. Sulfuric acid nucleation: An experimental study of the
effect of seven bases. Journal of Geophysical Research: Atmospheres,
120(5):1933–1950 (2015). ISSN 2169-8996. doi:10.1002/2014JD022730.
2014JD022730.
Gong, S. L. A parameterization of sea-salt aerosol source function for sub- and
super-micron particles. Global Biogeochem. Cycles, 17(4):1097 (2003).
doi:10.1029/2003GB002079.
Granier, C. et al. Evolution of anthropogenic and biomass burning emissions
of air pollutants at global and regional scales during the 1980–2010 pe-
riod. Climatic Change, 109(1-2):163–190 (2011). ISSN 0165-0009. doi:
10.1007/s10584-011-0154-1.
50 Bibliography
Guelle, W. et al. Influence of the source formulation on modeling
the atmospheric global distribution of sea salt aerosol. J. Geo-
phys. Res., 106(D21):27509–27524 (2001). ISSN 0148-0227. doi:
10.1029/2001JD900249.
Guenther, A. et al. A model of natural volatile organic compound emissions.
J. Geophys. Res., 100:8873–8892 (1995).
Gurjar, B. et al. New Directions: Megacities and global change. Atmo-
spheric Environment, 39(2):391 – 393 (2005). ISSN 1352-2310. doi:
http://dx.doi.org/10.1016/j.atmosenv.2004.11.002.
Hadley, G. Concerning the Cause of the General Trade-Winds: By Geo.
Hadley, Esq; F. R. S. Philosophical Transactions, 39(436-444):58–62
(1735). doi:10.1098/rstl.1735.0014.
Halley, E. An Historical Account of the Trade Winds, and Monsoons, Ob-
servable in the Seas between and Near the Tropicks, with an Attempt to
Assign the Phisical Cause of the Said Winds, By E. Halley. Philosophical
Transactions, 16(179-191):153–168 (1686). doi:10.1098/rstl.1686.0026.
Hallquist, M. et al. The formation, properties and impact of secondary or-
ganic aerosol: current and emerging issues. Atmospheric Chemistry and
Physics, 9(14):5155–5236 (2009). doi:10.5194/acp-9-5155-2009.
Heald, C. L. et al. Exploring the vertical profile of atmospheric organic aerosol:
comparing 17 aircraft field campaigns with a global model. Atmospheric
Chemistry and Physics, 11(24):12673–12696 (2011). doi:10.5194/acp-11-
12673-2011.
Heintzenberg, J. et al. Size distribution and chemical composition of marine
aerosols: a compilation and review. Tellus, 52B:1104–1122 (2000).
Hinds, W. C. Aerosol Technolgy: Properties, Behavior, and Measurement of
Airborne Particles, 2nd Edition. Wiley and Sons (1999).
Horowitz, L. W. et al. A global simulation of tropospheric ozone and related
tracers: Description and evaluation of MOZART, version 2. J. Geophys.
Res., 108(D24):4784 (2003). doi:10.1029/2002JD002853.
Horvath, H. Estimation of the average visibility in central Europe. Atmo-
spheric Environment, 29(2):241 – 246 (1995). ISSN 1352-2310. doi:
http://dx.doi.org/10.1016/1352-2310(94)00236-E.
Bibliography 51
IPCC. Climate Change 2013: The Physical Science Basis. Contribution of
Working Group I to the Fifth Assessment Report of the Intergovernmen-
tal Panel on Climate Change. Cambridge University Press, Cambridge,
United Kingdom and New York, NY, USA (2013). ISBN ISBN 978-1-
107-66182-0. doi:10.1017/CBO9781107415324.
Jacobson, M. Z. Fundamentals of Atmospheric Modeling. Cambridge Univer-
sity Press, New York, 2nd edition (2005).
Jacobson, R. P., M. Z. nad Turco. Simulating condensational growth, evapora-
tion and coagulation of aerosols using a combined moving and stationary
size grid. Aerosol Sci. Technol., 22:73–92 (1995).
Jen, C. N. et al. Stabilization of sulfuric acid dimers by ammonia, methy-
lamine, dimethylamine, and trimethylamine. Journal of Geophysical Re-
search: Atmospheres, 119(12):7502–7514 (2014). ISSN 2169-8996. doi:
10.1002/2014JD021592. 2014JD021592.
Jeuken, A. B. M. et al. On the potential of assimilating meteorological analyses
in a global climate model for the purpose of model validation. Journal
of Geophysical Research: Atmospheres, 101(D12):16939–16950 (1996).
ISSN 2156-2202. doi:10.1029/96JD01218.
Kanakidou, M. et al. Organic aerosol and global climate modelling: a review.
Atm. Chem.Phys, 5:1053 (2005).
Kanakidou, M. et al. Atmospheric fluxes of organic N and P to the global
ocean. Global Biogeochemical Cycles, 26(3):n/a–n/a (2012). ISSN 1944-
9224. doi:10.1029/2011GB004277. GB3026.
Kazil, J. et al. Aerosol nucleation and its role for clouds and Earth’s radia-
tive forcing in the aerosol-climate model ECHAM5-HAM. Atmospheric
Chemistry and Physics, 10(22):10733–10752 (2010). doi:10.5194/acp-10-
10733-2010.
Kinne, S. et al. Monthly averages of aerosol properties: A global comparison
among models, satellite data, and AERONET ground data. J. Geophys.
Res., 108:4634 (2003). doi:10.1029/2004JD004999.
Kinne, S. et al. An AeroCom initial assessment – optical properties in
aerosol component modules of global models. Atmospheric Chemistry
and Physics, 6(7):1815–1834 (2006). doi:10.5194/acp-6-1815-2006.
52 Bibliography
Kipling, Z. et al. Constraints on aerosol processes in climate models from
vertically-resolved aircraft observations of black carbon. Atmospheric
Chemistry and Physics, 13(12):5969–5986 (2013). doi:10.5194/acp-13-
5969-2013.
Kirkby, J. et al. Role of sulphuric acid, ammonia and galactic cosmic rays in
atmospheric aerosol nucleation. Nature, 476(7361):429–433 (2011).
Koch, D. et al. Evaluation of black carbon estimations in global aerosol mod-
els. Atmospheric Chemistry and Physics, 9(22):9001–9026 (2009). doi:
10.5194/acp-9-9001-2009.
Kokkola, H. et al. SALSA - a Sectional Aerosol module for Large Scale Ap-
plications. Atmospheric Chemistry and Physics, 8(9):2469–2483 (2008).
ISSN 1680-7316.
Kokkola, H. et al. Aerosol microphysics modules in the framework of the
ECHAM5 climate model – intercomparison under stratospheric con-
ditions. Geoscientific Model Development, 2(2):97–112 (2009). doi:
10.5194/gmd-2-97-2009.
Korhola, T. et al. Reallocation in modal aerosol models: impacts on predicting
aerosol radiative effects. Geoscientific Model Development, 7(1):161–174
(2014). doi:10.5194/gmd-7-161-2014.
Korhonen, H. et al. Multicomponent aerosol dynamics model UHMA:
model development and validation. Atmospheric Chemistry and Physics,
4(3):757–771 (2004). doi:10.5194/acp-4-757-2004.
Kuang, C. et al. Dependence of nucleation rates on sulfuric acid vapor con-
centration in diverse atmospheric locations. Journal of Geophysical Re-
search: Atmospheres, 113(D10):n/a–n/a (2008). ISSN 2156-2202. doi:
10.1029/2007JD009253.
Kulmala, M. et al. Formation and growth rates of ultrafine atmospheric par-
ticles: a review of observations. Journal of Aerosol Science, 35:143–176
(2004a).
Kulmala, M. et al. Organic aerosol formation via sulphate cluster activation.
J. Geophys. Res., 109:10.1029/2003JD003961 (2004b).
Kulmala, M. et al. Cluster activation theory as an explanation of the linear
dependence between formation rate of 3 nm particles and sulphuric acid
concentration. Atmos. Chem. Phys., 6:787–793 (2006).
Bibliography 53
Kulmala, M. et al. Measurement of the nucleation of atmospheric aerosol
particles. Nat. Protocols, 7(9):1651–1667 (2012).
Kulmala, M. et al. Direct Observations of Atmospheric Aerosol Nucleation.
Science, 339(6122):943–946 (2013). doi:10.1126/science.1227385.
Laakso, L. et al. Model studies on ion-induced nucleation in the atmosphere.
Journal of Geophysical Research: Atmospheres, 107(D20):AAC 5–1–AAC
5–19 (2002). ISSN 2156-2202. doi:10.1029/2002JD002140. 4427.
Laakso, L. et al. Ion production rate in a boreal forest based on ion, particle
and radiation measurements. Atmos. Chem. Phys., 4:1933–1943 (2004).
Lamarque, J.-F. et al. Historical (1850–2000) gridded anthropogenic and
biomass burning emissions of reactive gases and aerosols: methodology
and application. Atmospheric Chemistry and Physics, 10(15):7017–7039
(2010). doi:10.5194/acp-10-7017-2010.
Langner, J. et al. A global three-dimensional model of the tropospheric sulfur
cycle. Journal of Atmospheric Chemistry, 13(3):225–263 (1991). ISSN
0167-7764. doi:10.1007/BF00058134.
Lee, Y. H. et al. Evaluation of aerosol distributions in the GISS-TOMAS global
aerosol microphysics model with remote sensing observations. Atmo-
spheric Chemistry and Physics, 10(5):2129–2144 (2010). doi:10.5194/acp-
10-2129-2010.
de Leeuw, G. et al. Production flux of sea spray aerosol. Reviews of Geophysics,
49(2):n/a–n/a (2011). ISSN 1944-9208. doi:10.1029/2010RG000349.
RG2001.
Lewis, J. M. Clarifying the Dynamics of the General Circu-
lation: Phillips’s 1956 Experiment. Bulletin of the Ameri-
can Meteorological Society, 79(1):39–60 (1998). doi:10.1175/1520-
0477(1998)079¡0039:CTDOTG¿2.0.CO;2.
Liao, H. et al. Effect of chemistry-aerosol-climate coupling on predictions of
future climate and future levels of tropospheric ozone and aerosols. J.
Geophys. Res., 114:D10306 (2009). doi:10.1029/2008JD010984.
Lin, G. et al. Global modeling of SOA formation from dicarbonyls, epoxides,
organic nitrates and peroxides. Atmospheric Chemistry and Physics,
12(10):4743–4774 (2012). doi:10.5194/acp-12-4743-2012.
54 Bibliography
Lin, H. et al. Development of an in-cloud aerosol activation parameterization
for climate modelling. In WMO Workshop on Measurement of Cloud
Properties for Forecasts of Weather, Air Quality and Climate, pages
328—335. World Meteorol. Organ., Geneva (1997).
Liu, H. Q. et al. A global view of aerosols from merged transport models,
satellite, and ground observations. J. Geophys. Res., 110:D10S15 (2005a).
doi:10.1029/2004JD004695.
Liu, X. et al. Global modeling of aerosol dynamics: Model description, evalu-
ation, and interactions between sulfate and nonsulfate aerosols. J. Geo-
phys. Res., 110:D18206 (2005b). doi:10.0129/2004JD005674.
Liu, X. et al. Toward a minimal representation of aerosols in climate models:
description and evaluation in the Community Atmosphere Model CAM5.
Geoscientific Model Development, 5(3):709–739 (2012). doi:10.5194/gmd-
5-709-2012.
Lohmann, U. et al. Total aerosol effect: radiative forcing or radiative flux
perturbation? Atmospheric Chemistry and Physics, 10(7):3235–3246
(2010). doi:10.5194/acp-10-3235-2010.
Lorenz, E. N. Deterministic nonperiodic flow. Journal of the Atmospheric
Sciences, 20:130–141 (1963).
Makkonen, R. et al. Sensitivity of aerosol concentrations and cloud proper-
ties to nucleation and secondary organic distribution in ECHAM5-HAM
global circulation model. Atmospheric Chemistry and Physics, 9(5):1747–
1766 (2009). ISSN 1680-7316.
Manabe, S. et al. Climate Calculations with a Combined Ocean-Atmosphere
Model. Journal of the Atmospheric Sciences, 26(4):786–789 (1969). doi:
10.1175/1520-0469(1969)026¡0786:CCWACO¿2.0.CO;2.
Manabe, S. et al. The Effects of Doubling the CO2 Concentra-
tion on the climate of a General Circulation Model. Journal
of the Atmospheric Sciences, 32(1):3–15 (1975). doi:10.1175/1520-
0469(1975)032¡0003:TEODTC¿2.0.CO;2.
Mann, G. W. et al. Intercomparison of modal and sectional aerosol micro-
physics representations within the same 3-D global chemical transport
model. Atmospheric Chemistry and Physics, 12(10):4449–4476 (2012).
doi:10.5194/acp-12-4449-2012.
Bibliography 55
McGraw, R. Description of Aerosol Dynamics by the Quadrature Method of
Moments. Aerosol Science and Technology, 27(2):255–265 (1997). doi:
10.1080/02786829708965471.
McGuffie, K. et al. A Climate Modeling Primer. John Wiley & Sons, Inc.
(2005).
McMurry, P. et al. New particle formation in the presence of an aerosol.
Atmospheric Environment (1967), 13(12):1635 – 1651 (1979). ISSN 0004-
6981. doi:http://dx.doi.org/10.1016/0004-6981(79)90322-6.
Meehl, G. A. et al. A conceptual framework for time and space scale interac-
tions in the climate system. Climate Dynamics, 17(10):753–775 (2001).
ISSN 0930-7575. doi:10.1007/s003820000143.
Meehl, G. A. et al. Climate Model Intercomparisons: Preparing for the Next
Phase. Eos, Transactions American Geophysical Union, 95(9):77–78
(2014). ISSN 2324-9250. doi:10.1002/2014EO090001.
Monahan, E. et al. A Model of Marine Aerosol Generation Via Whitecaps and
Wave Disruption. In Monahan, E. et al., editors, Oceanic Whitecaps,
volume 2 of Oceanographic Sciences Library, pages 167–174. Springer
Netherlands (1986). ISBN 978-94-010-8575-5. doi:10.1007/978-94-009-
4668-2 16.
Myhre, G. et al. Anthropogenic and Natural Radiative Forcing, book section 8,
pages 659–740. Cambridge University Press, Cambridge, United King-
dom and New York, NY, USA (2013a). ISBN ISBN 978-1-107-66182-0.
doi:10.1017/CBO9781107415324.018.
Myhre, G. et al. Radiative forcing of the direct aerosol effect from AeroCom
Phase II simulations. Atmospheric Chemistry and Physics, 13(4):1853–
1877 (2013b). doi:10.5194/acp-13-1853-2013.
O’Dowd, C. D. et al. Marine aerosol, sea-salt, and the marine sulphur cycle:
a short review. Atmospheric Environment, 31(1):73 – 80 (1997). ISSN
1352-2310. doi:http://dx.doi.org/10.1016/S1352-2310(96)00106-9.
Oreskes, N. et al. Verification, Validation, and Confirmation of Numerical
Models in the Earth Sciences. Science, 263(5147):641–646 (1994). doi:
10.1126/science.263.5147.641.
Ovadnevaite, J. et al. A sea spray aerosol flux parameterization encapsulating
wave state. Atmospheric Chemistry and Physics, 14(4):1837–1852 (2014).
doi:10.5194/acp-14-1837-2014.
56 Bibliography
Paasonen, P. et al. On the roles of sulphuric acid and low-volatility or-
ganic vapours in the initial steps of atmospheric new particle formation.
Atmospheric Chemistry and Physics, 10(22):11223–11242 (2010). doi:
10.5194/acp-10-11223-2010.
Partanen, A. I. et al. Climate and air quality trade-offs in altering ship fuel
sulfur content. Atmospheric Chemistry and Physics, 13(23):12059–12071
(2013). doi:10.5194/acp-13-12059-2013.
Paulot, F. et al. Unexpected Epoxide Formation in the Gas-Phase Pho-
tooxidation of Isoprene. Science, 325(5941):730–733 (2009). doi:
10.1126/science.1172910.
Pham, M. et al. A three-dimensional study of the tropospheric sulfate cycle. J.
Geophys. Res., 100(D12):26061–26092 (1995). doi:10.1029/95JD02095.
Pietika¨inen, J.-P. et al. Analysis of nucleation events in the European bound-
ary layer using the regional aerosol-climate model REMO-HAM with a
solar radiation-driven OH-proxy. Atmospheric Chemistry and Physics,
14(21):11711–11729 (2014). doi:10.5194/acp-14-11711-2014.
Platzman, G. W. The ENIAC Computations of 1950—Gateway
to Numerical Weather Prediction. Bulletin of the American
Meteorological Society, 60(4):302–312 (1979). doi:10.1175/1520-
0477(1979)060¡0302:TECOTN¿2.0.CO;2.
Reddy, M. S. et al. Estimates of global multicomponent aerosol optical depth
and direct radiative perturbation in the Laboratoire de Me´te´orologie Dy-
namique general circulation model. J. Geophys. Res., 110:D10S16 (2005).
doi:10.1029/2004JD004757.
Riahi, K. et al. Scenarios of long-term socio-economic and environmen-
tal development under climate stabilization. Technological Forecasting
and Social Change, 74(7):887 – 935 (2007). ISSN 0040-1625. doi:
http://dx.doi.org/10.1016/j.techfore.2006.05.026. Greenhouse Gases -
Integrated Assessment.
Riahi, K. et al. RCP 8.5—A scenario of comparatively high greenhouse gas
emissions. Climatic Change, 109(1-2):33–57 (2011). ISSN 0165-0009.
doi:10.1007/s10584-011-0149-y.
Richardson, L. F. Weather prediction by numerical process. Quarterly Journal
of the Royal Meteorological Society, 48(203):282–284 (1922). ISSN 1477-
870X. doi:10.1002/qj.49704820311. By. Cambridge (University Press),
1922. 4 ◦. Pp. xii + 236. 30s.net.
Bibliography 57
Riipinen, I. et al. Connections between atmospheric sulphuric acid and new
particle formation during QUEST III-IV campaigns in Heidelberg and
Hyytia¨la¨. Atmos. Chem. Phys., 7:1899–1914 (2007).
Riipinen, I. et al. Organic condensation: a vital link connecting aerosol forma-
tion to cloud condensation nuclei (CCN) concentrations. Atmospheric
Chemistry and Physics, 11(8):3865–3878 (2011). doi:10.5194/acp-11-
3865-2011.
Rinaldi, M. et al. Is chlorophyll-a the best surrogate for organic matter en-
richment in submicron primary marine aerosol? Journal of Geophysical
Research: Atmospheres, 118(10):4964–4973 (2013). ISSN 2169-8996. doi:
10.1002/jgrd.50417.
Roeckner, E. et al. The atmospheric general circulation model ECHAM5,
Part I: Model description. Technical report, Max-Planck Institute for
Meteorology, Hamburg, Germany (2003). Report No. 349.
Roeckner, E. et al. The atmospheric general circulation model ECHAM5, Part
II: Sensitivity of simulated climate to horizontal and vertical resolution.
Technical report, Max-Planck Institute for Meteorology, Hamburg, Ger-
many (2004). Report No. 354.
Romakkaniemi, S. et al. Growth of upper tropospheric aerosols due to uptake
of HNO3. Atmospheric Chemistry and Physics, 4(2):549–556 (2004). doi:
10.5194/acp-4-549-2004.
von Salzen, K. Piecewise log-normal approximation of size distributions for
aerosol modelling. Atmospheric Chemistry and Physics, 6(5):1351–1372
(2006). doi:10.5194/acp-6-1351-2006.
Samset, B. H. et al. Modelled black carbon radiative forcing and atmo-
spheric lifetime in AeroCom Phase II constrained by aircraft observa-
tions. Atmospheric Chemistry and Physics, 14(22):12465–12477 (2014).
doi:10.5194/acp-14-12465-2014.
Schulz, M. et al. Radiative forcing by aerosols as derived from the AeroCom
present-day and pre-industrial simulations. Atmospheric Chemistry and
Physics, 6(12):5225–5246 (2006). doi:10.5194/acp-6-5225-2006.
Schulz, M. et al. The Aerosol Model Comparison Project, AeroCom, Phase
II: Clearing Up Deversity. International Global Atmospheric Chemistry
Newsletter, 41(41) (2009).
58 Bibliography
Schutgens, N. A. J. et al. The importance of temporal collocation for the
evaluation of aerosol models with observations. Atmospheric Chemistry
and Physics Discussions, 15(18):26191–26230 (2015). doi:10.5194/acpd-
15-26191-2015.
Schwarz, J. P. et al. Global-scale black carbon profiles observed in the re-
mote atmosphere and compared to models. Geophysical Research Letters,
37(18):n/a–n/a (2010). ISSN 1944-8007. doi:10.1029/2010GL044372.
L18812.
Seinfeld, J. et al. Atmospheric chemistry and physics: From air pollution to
climate change. Wiley Interscience, Hoboken, New Jersey, USA, 2nd
edition (2006).
Sihto, S.-L. et al. Atmospheric sulphuric acid and aerosol formation: impli-
cations from atmospheric measurements for nucleation and early growth
mechanisms. Atmos. Chem. Phys., 6:4079–4091 (2006).
Skiles, J. Modeling climate change in the absence of climate change
data. Climatic Change, 30(1):1–6 (1995). ISSN 0165-0009. doi:
10.1007/BF01093222.
Spracklen, D. V. et al. Explaining global surface aerosol number concentra-
tions in terms of primary emissions and particle formation. Atmospheric
Chemistry and Physics, 10(10):4775–4793 (2010). doi:10.5194/acp-10-
4775-2010.
Stier, P. et al. The aerosol-climate model ECHAM5-HAM. Atmospheric Chem-
istry and Physics, 5(4):1125–1156 (2005). ISSN 1680-7316.
von Storch, H. Climate models and modeling: an editorial essay. Wiley Inter-
disciplinary Reviews: Climate Change, 1(3):305–310 (2010). ISSN 1757-
7799. doi:10.1002/wcc.12.
Textor, C. et al. Analysis and quantification of the diversities of aerosol life
cycles within AeroCom. Atmospheric Chemistry and Physics, 6(7):1777–
1813 (2006). doi:10.5194/acp-6-1777-2006.
Textor, C. et al. The effect of harmonized emissions on aerosol properties in
global models aˆ“ an AeroCom experiment. Atmospheric Chemistry and
Physics, 7(17):4489–4501 (2007). doi:10.5194/acp-7-4489-2007.
Tsigaridis, K. et al. Uncertainties and importance of sea spray composi-
tion on aerosol direct and indirect effects. Journal of Geophysical Re-
search: Atmospheres, 118(1):220–235 (2013). ISSN 2169-8996. doi:
10.1029/2012JD018165.
Twomey, S. A. Pollution and the Planetary albeno. Atm. Environ., 8:1251–
1256 (1974).
Uppala, S. M. et al. The ERA-40 re-analysis. Quarterly Journal of the Royal
Meteorological Society, 131:2961–3012 (2005). doi:10.1256/qj.04.176.
Vehkama¨ki, H. et al. An improved parameterization for sulfuric acid/water nu-
cleation rates for tropospheric and stratospheric conditions. J. Geophys.
Res., 107:4622–4631 (2002).
Vehkama¨ki, H. et al. Correction to “An improved parameterization for sul-
furic acid/water nucleation rates for tropospheric and stratospheric con-
ditions”. Journal of Geophysical Research: Atmospheres, 118(16):9330–
9330 (2013). ISSN 2169-8996. doi:10.1002/jgrd.50603.
Vignati, E. et al. M7: An efficient size-resolved aerosol microphysics module
for large-scale aerosol transport models. J. Geophys. Res., 109:D22202
(2004). 10.1029/2003JD004485.
Vignati, E. et al. Global scale emission and distribution of sea-
spray aerosol: Sea-salt and organic enrichment. Atmospheric
Environment, 44(5):670 – 677 (2010). ISSN 1352-2310. doi:
http://dx.doi.org/10.1016/j.atmosenv.2009.11.013.
Weber, R. J. et al. Measurements of expected nucleation precursor species
and 3-500-nm diameter particles at Mauna Loa observatory, Hawaii. J.
Atmos. Sci., 52:2242–2257 (1995).
Zhang, K. et al. The global aerosol-climate model ECHAM-HAM, version
2: sensitivity to improvements in process representations. Atmospheric
Chemistry and Physics, 12(19):8911–8949 (2012). doi:10.5194/acp-12-
8911-2012.
IPaper I
Evaluation of the sectional aerosol microphysics module SALSA implementa-
tion in ECHAM5-HAM aerosol-climate model.
Bergman, T., Kerminen, V.-M., Korhonen, H., Lehtinen, K. J., Makkonen,
R., Arola, A., Mielonen, T., Romakkaniemi, S., Kulmala, M., and Kokkola, H.
Geoscientific Model Development 5, 3, 845–868, 2012.
Reproduced under the Creative Commons Attribution 3.0 License (CC BY
3.0).
Geosci. Model Dev., 5, 845–868, 2012
www.geosci-model-dev.net/5/845/2012/
doi:10.5194/gmd-5-845-2012
© Author(s) 2012. CC Attribution 3.0 License.
Geoscientific
Model Development
Evaluation of the sectional aerosol microphysics module SALSA
implementation in ECHAM5-HAM aerosol-climate model
T. Bergman1,2, V.-M. Kerminen2,3, H. Korhonen1, K. J. Lehtinen1,4, R. Makkonen2, A. Arola1, T. Mielonen1,
S. Romakkaniemi4, M. Kulmala2, and H. Kokkola1
1Finnish Meteorological Institute, Kuopio Unit, Kuopio, Finland
2University of Helsinki, Department of Physics, Helsinki, Finland
3Finnish Meteorological Institute, Climate Change, Helsinki, Finland
4University of Eastern Finland, Department of Applied Physics, Kuopio, Finland
Correspondence to: T. Bergman (tommi.bergman@iki.fi)
Received: 18 November 2011 – Published in Geosci. Model Dev. Discuss.: 14 December 2011
Revised: 10 May 2012 – Accepted: 12 May 2012 – Published: 18 June 2012
Abstract. We present the implementation and evaluation of
a sectional aerosol microphysics module SALSA within the
aerosol-climate model ECHAM5-HAM. This aerosol micro-
physics module has been designed to be flexible and compu-
tationally efficient so that it can be implemented in regional
or global scale models. The computational efficiency has
been achieved by minimising the number of variables needed
to describe the size and composition distribution. The aerosol
size distribution is described using 10 size classes with paral-
lel sections which can have different chemical compositions.
Thus in total, the module tracks 20 size sections which cover
diameters ranging from 3 nm to 10 µm and are divided into
three subranges, each with an optimised selection of pro-
cesses and compounds.
The implementation of SALSA into ECHAM5-HAM in-
cludes the main aerosol processes in the atmosphere: emis-
sions, removal, radiative effects, liquid and gas phase sul-
phate chemistry, and the aerosol microphysics. The aerosol
compounds treated in the module are sulphate, organic car-
bon, sea salt, black carbon, and mineral dust. In its default
configuration, ECHAM5-HAM treats aerosol size distribu-
tion using the modal method. In this implementation, the
aerosol processes were converted to be used in a sectional
model framework.
The ability of the module to describe the global aerosol
properties was evaluated by comparing against (1) measured
continental and marine size distributions, (2) observed vari-
ability of continental number concentrations, (3) measured
sulphate, organic carbon, black carbon and sea-salt mass
concentrations, (4) observations of aerosol optical depth
(AOD) and other aerosol optical properties from satellites
and AERONET network, (5) global aerosol budgets and con-
centrations from previous model studies, and (6) model re-
sults using M7, which is the default aerosol microphysics
module in ECHAM5-HAM.
The evaluation shows that the global aerosol properties can
be reproduced reasonably well using a coarse resolution of
10 sections in size space. The simulated global aerosol bud-
gets are within the range of previous studies. Surface con-
centrations of sulphate and carbonaceous species have an an-
nual mean within a factor of two of the observations. The
simulated sea-salt concentrations reproduce the observations
within a factor of two, apart from the Southern Ocean over
which the concentrations are within a factor of five. Region-
ally, AOD is in a relatively good agreement with the observa-
tions (within a factor of two). At mid-latitudes the observed
AOD is captured well, while at high-latitudes as well as in
some polluted and dust regions the modelled AOD is signifi-
cantly lower than observed.
Regarding most of the investigated aerosol properties, the
SALSA and the modal aerosol module M7 perform compara-
bly well against observations. However, SALSA reproduces
the observed number concentrations and the size distribution
of CCN sized particles much more accurately than M7, and
is therefore a good choice for aerosol-cloud interaction stud-
ies in global models. Our study also shows that when acti-
vation type nucleation in the boundary layer is included, the
observed concentration of particles under 50 nm in diameter
are reproduced much better compared to when only binary
nucleation in the free troposphere is assumed.
Published by Copernicus Publications on behalf of the European Geosciences Union.
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1 Introduction
Aerosols and their interactions with clouds constitute the
largest uncertainty in the estimation of present-day radia-
tive forcing of the Earth’s atmosphere (Forster et al., 2007;
Myhre, 2009; Quaas et al., 2009), hindering seriously our
ability to predict the future climate change (Schwartz et al.,
2010). Reducing this uncertainty requires detailed informa-
tion on the spatial and temporal variability of the concentra-
tion, number size distribution and chemical composition of
aerosol particles throughout the atmosphere. Necessary tools
for getting such detailed information are large-scale mod-
elling frameworks together with various measurements plat-
forms (Ghan and Schwartz, 2007).
The size-resolved chemical composition of atmospheric
aerosols can be simulated in several ways. The most accu-
rate and flexible in terms of the shape of the size distribu-
tion is the sectional method (e.g. Jacobson, 2001; Adams and
Seinfeld, 2002; Spracklen et al., 2005); however, it is also
computationally the most demanding. In this approach the
aerosol population is typically divided into a relatively large
number of fixed size bins, and the particle number concen-
tration and mass concentrations of different chemical con-
stituents are being tracked separately for each size bin. The
second commonly-used method is the modal method that de-
scribes the aerosol population with a few log-normal modes
(e.g. Binkowski and Roselle, 2003; Vignati et al., 2004; Stier
et al., 2005; Sartelet et al., 2006; Pringle et al., 2010; Mann
et al., 2010; Zhang et al., 2010). The modal approach is typ-
ically much faster than the sectional method, but it has some
challenges in accurately describing many climatically im-
portant processes, including cloud droplet activation and at-
mospheric new-particle formation and growth (Zhang et al.,
1999; Sartelet et al., 2006). A more rarely-used approach is
the moment method, in which all aerosol processes are tied
into different moments of the particle number size distribu-
tion (e.g. Bauer et al., 2008). In this method, aerosol prop-
erties require an off-line calculation, so this approach can
be considered rather inconvenient when interpreting model
simulations and comparing the simulations with atmospheric
measurements.
Due to computational limitations, most existing large-
scale modelling frameworks employ either a modal approach
or, alternatively, some combination of modal and sectional
or even bulk (only aerosol mass) approaches (e.g. Liu et al.,
2005a; Reddy et al., 2005; Liao et al., 2009). The sectional
module SALSA (Kokkola et al., 2008) was designed to re-
duce the computational burden of traditional sectional mod-
els via optimisation of model performance without losing
aerosol information relevant to climate simulations. To ob-
tain this, the aerosol size distribution is divided into 3 sub-
ranges, each with different bin widths and degree of aerosol
external mixing. The number of chemical compounds and
active processes modelled vary also from one subrange to
another. With these simplifications, the number of size bins,
and thus the computational burden, can be reduced signif-
icantly without neglecting any of the most significant pro-
cesses or chemical compounds. Comparison to a detailed
sectional aerosol model demonstrated that SALSA is capa-
ble of accurately simulating the basic aerosol microphysical
processes in a zero dimensional framework (Kokkola et al.,
2008). The main advantage of SALSA compared to modal
models is that the sectional method is more flexible in pre-
senting the particle size distribution, which can significantly
affect, e.g. cloud activation predictions.
In this work, we present an evaluation of the SALSA
module in the global general circulation modelling frame-
work ECHAM5. We compare the aerosol representation of
SALSA to that of the M7 modal model, which is also imple-
mented in ECHAM5 (Stier et al., 2005) and which has been
applied in several studies (e.g. Lohmann et al., 2007; Hoose
et al., 2008; Sesartic et al., 2011; O’Donnell et al., 2011; Par-
tanen et al., 2012). Our comparison focuses on global aerosol
budgets, aerosol optical properties and particle number size
distributions. To assess the qualitative correctness of the rep-
resentation, comparisons to in situ measurements and satel-
lite observations are performed as well.
2 Model description
2.1 Aerosol-climate model ECHAM5-HAM
The atmospheric general circulation model ECHAM5, de-
veloped at Max Planck Institute for Meteorology, is a fifth-
generation global climate model (Roeckner et al., 2003,
2004). The prognostic equations are solved as spherical har-
monics with triangular truncation. In ECHAM5, the horizon-
tal grid is discretised using the spectral transform method.
Grid-point calculations are done in a Gaussian grid. For ver-
tical discretisation, ECHAM5 uses the hybrid   -pressure co-
ordinates with a pressure range from 1013 hPa to 10 hPa. In
this study, we have used a spectral truncation of 63 (corre-
sponding to approximately 1.9  ⇥ 1.9  on the Gaussian grid)
and 31 levels in the vertical. The time step for this resolution
is 12min. Large scale transport uses the Flux Form Semi-
Langrangian (FFSL) method by Lin and Rood (1996).
The Hamburg Aerosol Model (HAM) (Stier et al., 2005)
handles the emissions, removal and microphysics of aerosol
particles within ECHAM5. Emissions and removal processes
are partly calculated on-line and partly prescribed. In the ear-
lier studies using ECHAM5-HAM, the aerosol microphysics
has been calculated using the M7 modal aerosol model by
Vignati et al. (2004). In our study we have replaced the M7
model with the SALSA module and compared the differ-
ences.
2.2 Nudging
In this study, the simulations are run using the nudging
method described by Jeuken et al. (1996). This method
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Fig. 1. Schematic of the SALSA sectional structure. There are three parallel sections a, b and c in three
subranges each consisting of three or four sections. Parallel size sections in subclass a are soluble, in subclass
b insoluble and in subclass c insoluble with possibility for soluble coating enabling cloud activation.
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Fig. 1. Schematic of the SALSA sectional structure. There are three
parallel sections a, b and c in three subranges, each consisting of
three or four sections. Parallel size sections in subclass a are soluble,
in subclass b insoluble and in subclass c insoluble, with possibility
f r oluble coating enabling cloud activation.
relaxes the synoptic scale meteorology towards observed at-
mospheric conditions by using atmospheric re-analysis data,
in our case the ECMWF (The European Centre for Medium-
Range Weather Forecasts) operational re-analysis data (Up-
pala et al., 2005). While the modelled meteorological fields
with nudging are to some extent affected by the model con-
figuration (and thus can differ slightly between two model
runs due to, e.g. different aerosol forcings), nudging is the
best way to quantify the differences in aerosol population
that are induced by differences in the aerosol models within
the ECHAM5-HAM aerosol-climate model. The simula-
tions with both models are performed for the period from
July 2007 to December 2008. Spin-up spans the first six
months and analysis is done for year 2008.
2.3 SALSA module
The SALSA module describes the aerosol population with
a moving center sectional approach (Jacobson, 1997b).
SALSA is constructed to allow for flexible modification of
the number of sections as well as the locations of the bound-
aries between subranges. In the setup used in this study, the
size distribution of SALSA consists of 10 size classes with
parallel chemical compositions (i.e. some degree of external
mixing) and thus simulates 20 sections in total (see Fig. 1).
These sections cover diameters ranging from 3 nm to 10 µm
and the diameter range is divided into three subranges, each
with three or four size sections. The size section boundaries
within subranges are spaced logarithmically and shown in
Table 1.
Table 1. Particle diameter limits within all sections in SALSA.
Please note that the limits in parallel size bins are the same.
Bin Solubility Minimum Maximum Volume mean
diameter diameter diameter
1a1 soluble 3.00 nm 7.7 nm 6.2 nm
1a2 soluble 7.7 nm 19.6 nm 15.8 nm
1a3 soluble 19.6 nm 50.0 nm 40.5 nm
2a1 soluble 50.0 nm 96.7 nm 80.1 nm
2a2 soluble 96.7 nm 187.0 nm 155.0 nm
2a3 soluble 187 nm 362.0 nm 300.0 nm
2a4 soluble 362 nm 700.0 nm 580.1 nm
2b1 insoluble 50.0 nm 96.7 nm 80.1 nm
2b2 insoluble 96.7 nm 187.0 nm 155.0 nm
2b3 insoluble 187.0 nm 362.0 nm 300.0 nm
2b4 insoluble 362.0 nm 700.0 nm 580.1 nm
3a1 soluble 0.70 µm 1.70 µm 1.38 µm
3a2 soluble 1.70 µm 4.12 µm 3.35 µm
3a3 soluble 4.12 µm 10.0 µm 8.12 µm
3b1 insoluble 0.70 µm 1.70 µm 1.38 µm
3b2 insoluble 1.70 µm 4.12 µm 3.35 µm
3b3 insoluble 4.12 µm 10.0 µm 8.12 µm
3c1 insoluble 0.70 µm 1.70 µm 1.38 µm
3c2 insoluble 1.70 µm 4.12 µm 3.35 µm
3c3 insoluble 4.12 µm 10.0 µm 8.12 µm
To reduce the computational burden of the module, only
the most relevant chemical compounds and microphysical
processes are included for each size range. The simulated
processes are listed in Table 2 and the compounds in Table 3.
Note that in subrange 3c the chemical compounds are not
simulated explicitly but lumped into insoluble (i.e. dust) and
soluble components. The soluble component includes water
soluble compounds (sulphate and organic carbon) transferred
from subrange 2b after growth over 700 nm.
The prognostic variables for each section in subranges 1
and 2 are the particle number concentration and the mass
concentrations of different chemical components. In the third
subrange, the mean diameter is fixed and the only prognos-
tic variable in ranges 3a and 3b is number concentration. In
subrange 3c, the mass concentration of water soluble (WS)
coating on the particles is a prognostic variable.
Subrange 1 consists of three sections and there are no
parallel size sections (i.e. no external mixing). This sub-
range consists mainly of freshly nucleated particles with a
particle diameter between 3 nm and 50 nm. The particle com-
pounds include only sulphate and organic carbon.
Particle diameters between 50 nm and 700 nm reside in
subrange 2. This subrange has two externally mixed sec-
tions for each of the four size classes. The externally mixed
sections are separated by their solubility, which represents
their ability to act as cloud condensation nuclei. This sub-
range contains all compounds: organic and black carbon, sul-
phate, sea salt and mineral dust. The soluble sections include
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Table 2. The processes have been limited to certain size ranges.
Coagulation of large particles is not considered due to low impor-
tance. Dry deposition and sedimentation have very limited effect on
the population in the smaller soluble size ranges. Nucleation creates
new particles only in the smallest size section.
Process 1a 2a 2b 3a 3b 3c
Nucleation  
Condensation            
Coagulation      
Wet deposition            
Dry deposition            
Sedimentation          
all compounds excluding dust, while the insoluble particle
sections include all compounds excluding sea salt.
The three size sections in subrange 3 cover the particle
size from 700 nm to 10 µm and have three parallel chemi-
cal compositions. Most of the particles originate from natu-
ral sources. The three externally mixed parallel compositions
sea salt, aged particles from subrange 2 and insoluble dust
with water soluble coating. The water soluble compounds
sulphate and organic carbon grown from subrange 2b are
treated as one compound (water soluble – WS) within the
insoluble dust group.
2.4 Microphysical processes
One of the computationally most expensive processes in
modelling the aerosol population is coagulation. Therefore,
coagulation is calculated for each bin so that particles can
only collide with larger particles. However, there is an ex-
ception for subrange 2b where particles can also collide
with the same-sized particles in subrange 2a. Neglecting
self-coagulation may cause some error in the smallest size
bins; however, generally coagulation with larger particles is
much more likely than with equal sized particles. Coagula-
tion is neglected when both colliding particles have diame-
ters exceeding 700 nm due to small coagulation coefficients
(Seinfeld and Pandis, 2006).
The mass transfer of gaseous H2SO4 onto particle sur-
faces is calculated using Analytical Predictor of Condensa-
tion (APC) scheme (Jacobson, 1997a) with the saturation va-
por pressure set to zero. APC scheme solves the mass trans-
fer without iteration while conserving mass exactly, and is
unconditionally stable. For the coagulation collision rate, we
use the expression by Lehtinen et al. (2004). The coagulation
collision scheme is an accurate, discrete method for calculat-
ing coagulation of nucleation mode particles. For simultane-
ous calculation of nucleation and condensation, we use the
operator splitting technique developed by Jacobson (2002).
Operator splitting technique allows for realistic competition
among size sections for sulphuric acid available for nucle-
ation and condensation.
Table 3. Compound distribution in the three subranges. Charac-
ters a–c after subrange indicator refer to parallel subranges for dif-
ferent chemical compositions. In subrange 3 the number concen-
tration is assumed to consist in solely seasalt or dust (marked with
[ ]).
Abbrev. 1a 2a 2b 3a 3b 3c
Sulphate SU      
Organic carbon OC      
Black carbon BC    
Sea salt SS   [ ]
Dust DU     [ ] [ ]
Water soluble WS  
The equilibrium wet diameter of particles in different
size sections are calculated using the Zdanovskii-Stokes-
Robinson (ZSR) method (Stokes and Robinson, 1966). To re-
duce the computational burden, hydration is calculated only
for soluble size bins. In the calculation of hydration, we use
binary molalities for inorganic salts according to parameteri-
sations given by Jacobson (2005).
2.4.1 New particle formation
Particle number in the atmosphere can increase in two differ-
ent ways: particles can emerge (1) as primary particles from
emissions or (2) as secondary particles by going through
the gas-particle transformation-nucleation. For the calcula-
tion of nucleation, the current setup uses the parameterised
sulphuric acid-water binary homogeneous nucleation param-
eterisation (Vehkama¨ki et al., 2002) in the free troposphere,
and three optional mechanisms in the boundary layer: binary
homogeneous nucleation, and two empirical parameterisa-
tions for kinetic (Sihto et al., 2006; Riipinen et al., 2007) and
activation nucleation (Kulmala et al., 2006; Riipinen et al.,
2007).
Both activation-type and kinetic-type nucleation param-
eterisations calculate the 1 nm particle formation rate as a
function of sulphuric acid concentration
J1 =K[H2SO4]l , (1)
whereK is the empirically defined activation (or kinetic) co-
efficient and l is the nucleation exponent, which is 1 for the
activation and 2 for kinetic nucleation schemes. In this study,
we have usedK = 1⇥10 7 s 1 for activation nucleation (Si-
hto et al., 2006; Riipinen et al., 2007). The binary homoge-
neous nucleation is parameterised as a function of temper-
ature, relative humidity and sulphuric acid, as described by
Vehkama¨ki et al. (2002).
Nucleation from all three simulated mechanisms produces
particles that have a diameter of approximately 1 nm. As the
smallest section in SALSA has a lower limit of 3 nm, the
growth of these freshly nucleated particles from 1 nm to 3 nm
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by molecular collisions and condensation must be calculated
before the particles can be inserted into section 1a1.
In this study the growth from 1 nm to 3 nm is calculated
using the Kerminen and Kulmala (2002) parameterisation.
This parameterisation has the form
J3 = J1 exp
✓
 
CS
GR
◆
, (2)
where J1 and J3 are the formation rates of 1 nm and 3 nm
particles.   is a parameter calculated on-line and depends on
the particle population and temperature. CS is the conden-
sation sink representing surface of pre-existing aerosol par-
ticles consuming condensing vapors, and GR is the nuclei
growth rate calculated from the concentrations of condens-
able vapors according to Kerminen and Kulmala (2002).
2.4.2 Chemistry
The sulphur cycle is based on the model by Feichter et al.
(1996). The considered gas phase sulphur compounds are
dimethylsulfide (DMS), sulphur dioxide (SO2) and sulphuric
acid (H2SO4).
The prescribed 3-D oxidant fields of OH, H2O2, NO2, and
O3 have been calculated with the comprehensive MOZART
model by Horowitz et al. (2003). Gas phase DMS and SO2
are oxidised by the hydroxyl radical (OH), and additionally
DMS reacts with nitrate radicals (NO3). Aqueous phase ox-
idation of SO2 by H2O2 and O3 is considered. The aqueous
phase concentration of SO2 is calculated using Henry’s law
accounting for dissolution effects.
Sulphuric acid produced in gas-phase is allowed to con-
dense on existing particles or to nucleate. Sulphate produced
in-cloud is distributed into available pre-existing particles in
subranges 2a and 3a. Existing number mixing ratios are used
to calculate the fraction of sulphate to insert in a subrange.
Within a subrange the mass is distributed evenly into all sec-
tions. In case of no pre-existing particles, all of formed sul-
phate mass is converted into number mixing ratio according
to the fixed mean diameter of the size bin and placed in sub-
range 3a.
2.4.3 Repartitioning of number and mass
concentrations
In M7, particles are transferred from insoluble to soluble
mode when there is a mono-layer coating of soluble mate-
rial on them (see Vignati et al., 2004). In SALSA, the move
requires a predefined fraction of soluble material to condense
on the particles before they are transferred to the soluble bin
in the same diameter range. The critical soluble fraction for
each bin is calculated using Ko¨hler theory with a supersatu-
ration of 0.5% (Kokkola et al., 2008). While this is imple-
mented in the module, in this study the repartitioning is not
used.
In SALSA, the compounds have mass tracers only in sub-
ranges 1 and 2, and therefore the growth of particles over
the boundary between the 2nd and the 3rd subrange has to
be treated separately. When particles grow over the bound-
ary, all mass mixing ratios in 2a4 are transferred to 3b1. The
particles from 2a are transferred to 3b since both subranges
contain aged particles. The corresponding particle number
mixing ratio is calculated from the transferred mass using the
fixed bin mean diameter of bin 3b1. Similarly, the mass from
insoluble bin 2b4 is transferred to bin 3c1 in case the par-
ticles grow across the subrange boundary. The soluble mass
fraction from 2b4 is transferred to water soluble fraction of
3c1.
A more detailed description of SALSA can be found in
Kokkola et al. (2008).
2.5 Removal processes
2.5.1 Wet deposition
Wet deposition is the removal of trace gases and aerosols
by clouds and precipitation. Implementation of this process
includes re-evaporation and subsequent release of aerosols
back to the atmosphere as well as in-cloud and below cloud
scavenging. Removal of SO2, DMS and H2SO4 by precip-
itation and clouds is calculated using Henry’s law (see e.g.
Seinfeld and Pandis, 2006).
Activation of aerosols to cloud droplets is not calculated
explicitly in the used module version. Instead, their removal
from the cloud is parameterized using the solubility of differ-
ent compounds following Stier et al. (2005). The change of
tracer i is calculated with
1Ci
1t
= RiCif
cl
Cwat
✓
Qliq
f liq
+ Q
ice
f ice
◆
, (3)
where Ri is a size and composition dependent scavenging
parameter for aerosols. Ci and Cwat are the mixing ratios of
particles and total cloud water, respectively. f cl is the cloud
fraction; f liq and f ice are the liquid and ice fractions of cloud
water. Qliq and Qice are the respective sums of conversion
rates of cloud liquid water and cloud ice water to precip-
itation through auto-conversion, aggregation and accretion.
The calculation is unchanged from Stier et al. (2005), where
a more detailed description can be found. The coefficients
Ri for SALSA are obtained from Stier et al. (2005) and are
shown in Table 4. As the coefficients are essentially the same
for SALSA andM7, the variations between two aerosol mod-
els in wet removal rates for aerosols depend mainly on the
simulated cloud patterns.
Aerosols below a precipitating cloud are removed from
the atmosphere by rain droplets. Their removal depends
on aerosol concentration, collection efficiency and area of
precipitation. Largest effect on below cloud scavenging is
caused by size dependent collection efficiency of rain and
snow, which follows the one presented in Seinfeld and Pan-
dis (2006, see Chapter 20).
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Table 4. Cloud scavenging parameter Ri for the subranges of
SALSA. The coefficients remain the same for whole subrange, with
an exception for smallest size section 1a1.
Subrange Stratiform Stratiform Stratiform Convective
Liquid Mixed Ice Mixed
1a1 0.10 0.10 0.10 0.20
1a 0.25 0.40 0.10 0.60
2a 0.85 0.75 0.10 0.99
2b 0.20 0.10 0.10 0.20
3a 0.99 0.75 0.10 0.99
3b 0.40 0.40 0.10 0.40
3c 0.40 0.40 0.10 0.40
2.5.2 Dry deposition
Dry deposition velocity is calculated using a serial resis-
tance analogy. The resistance analogy calculates the depo-
sition velocity as inverse of the resistance at the surface
vd = r 1, where the resistance r is parameterised from the
surface properties according to the scheme of Ganzeveld and
Lelieveld (1995) and Ganzeveld et al. (1998). The dry depo-
sition flux is calculated using
Fd = C⇢airvd, (4)
where C is the number mixing ratio, ⇢air is the air density
and vd is the dry deposition velocity. The key obstacle in cal-
culating the dry deposition flux is calculating the deposition
velocity, which ties together all relevant processes involved.
For gas-phase compounds, the total apparent resistance
at the surface is divided into three parts: aerodynamical ra,
quasi-laminar rb and surface rs resistances. The aerodynamic
resistance ra is calculated in ECHAM5. The quasi-laminar,
or boundary layer, resistance is determined from the kine-
matic viscosity of the air. The third term, surface resistance,
is prescribed for most of the trace gases. Only for SO2, it is
calculated using a parameterisation depending on pH, rela-
tive humidity, surface temperature and the canopy resistance
(Stier et al., 2005). The total resistance is the sum of the three
resistances.
In both M7 and SALSA, the calculation of aerosol parti-
cle dry deposition uses the big leaf method, with r = ra+
rs. The aerosol deposition is calculated on-line using the
aerosol number and mass to calculate the aerosol deposi-
tion velocity as a function of particle wet radius, density,
turbulence and surface cover, as in Stier et al. (2005). A
more detailed description of wet deposition can be found in
Kerkweg et al. (2006).
2.5.3 Sedimentation
Aerosol particles within the atmosphere are drawn towards
the surface by gravitation – this process is known as sedi-
mentation. Sedimentation velocity is calculated using Stokes
law (Seinfeld and Pandis, 2006):
F = 3⇡µRpU1
Cc
, (5)
where Rp is the particle wet radius, µ is air viscosity, U1
is wind velocity and Cc is the Cunningham slip correction
factor. The particle radius is assumed equal to the sectional
mean radius after the water uptake.
The calculation of sedimentation relies on the radii of the
particles, and therefore the deposition velocities for different
internally mixed compounds are the same. As the calculated
sedimentation velocity might break the Courant-Friedrich-
Lewy stability criterion, the sedimentation velocity is lim-
ited to v  1z1t , where1t is the timestep length and1z is themodel layer thickness.
2.6 Emissions
The emission module originally made for M7 has been
rewritten for SALSA to produce input suitable for a sectional
model, while keeping the emission routines otherwise intact.
Sea salt, dust and oceanic DMS emissions are calculated on-
line. For anthropogenic emissions we have used the Aero-
Com year 2000 emission inventory (Dentener et al., 2006)
with modifications by Stier et al. (2005), even though the
simulation runs were made using meteorology for year 2008.
As both M7 and SALSA runs have emissions for the same
year, this should not cause significant differences between
the experiments. However, when comparing to actual obser-
vations for year 2008, the emissions from year 2000 may
cause discrepancies.
2.6.1 Carbon emissions
Carbonaceous particulate emissions are emitted into sub-
ranges 1a, 2a or 2b, assuming lognormal distributions by
Stier et al. (2005) with a median particle radius r¯ = 0.075
and standard deviation   = 1.59 (adapted from the AeroCom
distributions by Dentener et al. (2006) which have r¯ = 0.04
and   = 1.8).
There are three different emission sources for black car-
bon: biofuel, wildfire, and fossil fuel. Black carbon is as-
sumed insoluble, and as such it is emitted to sections within
subrange 2b only.
For organic carbon there are four different sources: bio-
genic, vegetation fire, biofuel and fossil fuel. The portion
65% of biomass burning (biofuel and vegetation fire) is as-
sumed to be water soluble (Mayol-Bracero et al., 2002) and
emitted to subranges 1a or 2a. This organic carbon is mostly
emitted through vegetation fires. The remaining 35% is emit-
ted as insoluble particles to subrange 2b. The biogenic emis-
sions are emitted as water soluble particles into subrange 2a
and emissions from the fossil fuel emissions are assumed to-
tally insoluble and emitted to subrange 2b.
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2.6.2 Sulphur emissions
Sulphur is emitted to the atmosphere mainly as SO2 from
natural and anthropogenic sources. Sulphur is naturally emit-
ted to the atmosphere mainly by continuous and explosive
volcanic activity, and as dimethylsulfide emitted from both
oceanic and terrestrial sources. Anthropogenic sources of
SO2 include wild fires, fossil fuel and biofuel.
Emissions from volcanic sources are based on GEIA in-
ventory (http://www.igac.noaa.gov/newsletter/22/sulfur.php;
http://www.geiacenter.org/) (Andres and Kasgnoc, 1998).
Most of the anthropogenic sulphur – 97.5% – is emitted as
SO2 and 2.5% is emitted as particulate matter SO4 (Dentener
et al., 2006). In the standard version of SALSA, the primary
particles are emitted to subranges 1a, 2a and 3b following the
modal structure published by Dentener et al. (2006). How-
ever, to facilitate the comparison to M7, the primary emis-
sions are in this study described using the M7 modal param-
eters (Stier et al., 2005).
Sulphur is emitted to the second lowest model level. Orig-
inal 1⇥ 1  gridded data are remapped to model resolution
1.9⇥ 1.9  using area-weighted averaging.
Emissions of oceanic DMS are calculated on-line by using
the Nightingale et al. (2000) parameterisation for air-sea ex-
change transfer velocities and simulated 10m wind speeds.
Continental DMS emissions are prescribed as reported by
Pham et al. (1995).
2.6.3 Sea salt emissions
The sea salt emission scheme has been modified compared to
the M7 and therefore we provide a more detailed description
of these emissions.
Sea spray droplets are produced by mechanical tearing of
waves or by bursting of bubbles at the sea surface (e.g. de
Leeuw et al., 2011). These mechanisms can be expressed
with several different sea spray generation functions that can
be found in the literature. Usually these formulae provide a
parameterisation of the emission flux as a function of 10m
wind speed. Guelle et al. (2001) estimate that the formula-
tion of Monahan et al. (1986) is best suited for small parti-
cle range (rdry below 4µm). However, Gong (2003) estimate
that for particles under 0.2 µm radius, the Monahan et al.
(1986) parameterisation overestimates the number flux, and
thus they formulated a new parameterisation for these small
particles. For particles with dry radius above 4 µm and below
18.75 µm, we have used the Andreas (1998) formulation. We
calculate the emission flux into 2nd and 3rd subranges, and
hence we use the combination of all three parameterisations
mentioned above. In the following formulae, r stands for ra-
dius at RH80%, and dry particle mass flux is calculated with
rdry = 0.5r80. For radii between 50 nm to 400 nm, the mass
fluxes are calculated using the Gong (2003) parameterisation
dF
dr = 1.373 U
3.41
10 r
 A (1+ 0.057 r3.45) 101.607e B2 , (6)
when 0.05 µm r  0.4 µm,
where A= 4.7(1+2r) 0.017r 1.44 and B = (0.433 
log r)/0.433. 2 is a fitting parameter that can be used to
adjust the emissions below 0.2 µm. U10 is the windspeed
at 10m height. According to Gong (2003), changing the
parameter 2 from 30 to 15 can increase the number concen-
trations as much as one order of magnitude and values 30–40
produce similar emissions. Hence, we have used 2= 30,
which will cause underestimation rather than overestimation.
In the 400 nm to 8 µm range, the mass flux is calculated
using the Monahan et al. (1986) formulation
dF
dr = 1.373 U
3.41
10 r
 3 (1+ 0.057 r1.05) 101.19e B2 , (7)
when 0.4 µm r  8 µm,
where B = (0.380  log r)/0.650.
For the largest particles with radii over 8 µm, we use the
Andreas (1998) parameterisation
dF
dr = CU10 r
 1, when r   8 µm, (8)
where the parameter C is calculated from the boundary con-
dition that Eq. (7) at its upper limit must equal with Eq. (8)
at its lower limit.
Following these parameterisations we calculate the num-
ber and mass fluxes using 10mwind speeds in the range from
0 to 32m s 1. The fluxes are calculated by integrating over
each section separately. The number flux within a section is
calculated from the mass flux using the sectional mean diam-
eter.
2.6.4 Dust emissions
Mineral dust is found throughout the atmosphere either as
fine grained silt or as coarse grained minerals and is lifted to
the atmosphere by the surface winds. Higher wind speeds in-
crease the amount and also the size of emitted dust particles.
Dust emissions are calculated online using the parameter-
isation by Tegen et al. (2002). Dust flux is calculated online
using 10m wind speeds, soil clay content and soil moisture
from ECHAM5. Both SALSA and M7 use the same parame-
terisation. The Tegen et al. (2002) parameterisation gives the
flux in sectional space, which is then mapped to M7 modal
structure. To produce minimal differences between the mod-
els, we use the M7 modal formulation of the flux, which is
then mapped to SALSA sections. In SALSA, mineral dust is
emitted to subranges 2b and 3c.
2.7 Radiation
Calculation of aerosol optical properties is computationally
very expensive and it is therefore unfeasible to do it online.
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Table 5. Complex refractive indices by compound at  = 550 nm.
Species Refractive index Reference
Black Carbon 1.85+ 7.1⇥ 10 1 Hess et al. (1998)
Organic 1.53+ 5.5⇥ 10 3 Hess et al. (1998)
Sulphate 1.43+ 1.0⇥ 10 8 Koepke et al. (1997)
Sea salt 1.49+ 1.0⇥ 10 8 Shettle and Fenn (1979)
Dust 1.52+ 1.1⇥ 10 3 Kinne et al. (2003)
Water 1.33+ 2.0⇥ 10 7 Downing and Williams (1975)
Instead, the needed aerosol properties have been calculated
beforehand for 24 spectral bands, as shown by Toon and
Ackerman (1981). These precalculated values are provided
for ECHAM5-HAM as lookup tables with three dimensions:
Mie parameter ↵ = 2⇡r/ , and the real and imaginary re-
fractive indices nr and ni . For the Mie parameter, r is the
mean radius of a section and   is the wavelength. The
compound specific complex refractive indices nr and ni are
shown in Table 5.
Each model bin can have varying mixing ratios of differ-
ent chemical compounds. Therefore, we approximate nr and
ni by volume-weighted average of the refractive indices of
individual compounds including aerosol water. As reported
by Lesins et al. (2002), the error in AOD when using this
volume-weighted approach can reach up to 15% in the ex-
treme case of black carbon and water.
From the lookup tables the module retrieves the extinction
cross section, single scattering albedo and asymmetry factor.
Using these values, the aerosol optical depth and A˚ngstro¨m
exponent are then calculated for each bin at each grid point.
3 Comparison to previous model studies
3.1 Budgets of aerosol species
Aerosol budgets and lifetimes give us an overview of the cy-
cling of different compounds. The compound-specific global
aerosol budget varies both spatially and temporally.
We have compared the simulated global budget of aerosols
between SALSA and M7. To put the results in a context,
we have also provided corresponding values reported by Liu
et al. (2005b) and Textor et al. (2006). As Textor et al. (2006)
focus on particulate species, we have also included results
from the Liu et al. (2005b) for reference for the gaseous
species within the sulphur cycle. The overview of aerosol
lifecycles is presented in Tables 6 and 7. Table 6 summarises
the global sulphur cycle for ECHAM5-HAM with SALSA
and M7 and Table 7 summarises the aerosol budget for black
carbon, organic carbon, sea salt and dust.
3.1.1 Sulphur
Overall, the burdens of sulphur compounds (Table 6) are
very similar to those for SALSA and M7. The simulated
burden of particulate SO4 is the same with SALSA and M7
at 0.64 Tg(S). This value is only 0.02 Tg (3.0%) smaller
than the one reported in the AeroCom comparison where the
mean for 16 models is 1.99 Tg(SO4), which corresponds to
0.66 Tg(S) (Textor et al., 2006, see Table 10.). SALSA shows
four times higher mass of nucleated SO4 than M7. This is
mostly explained by the model structure. In SALSA the nu-
cleated mass of sulphur includes also the sulphur consumed
by growth of freshly nucleated particles from approximately
1 nm to 3 nm in diameter.
For the particulate SO4 the difference between the mod-
els is caused mainly by aqueous chemistry, a process in
which SO2 is oxidised in clouds to produce particulate
SO4. Additionally there are small differences in conden-
sation, which contributes roughly one quarter of the par-
ticulate phase sulphur. The contribution of condensation is
only 0.62 Tg yr 1 (2.7%) higher with SALSA than with M7.
While the pathways to particulate SO4 are clearly different,
the global average burdens for SO4 particles are the same
with both models. As for the removal processes, dry deposi-
tion of SO4 with both SALSA and M7 is lower than reported
by either Liu et al. (2005b) or AeroCom. On the other hand,
wet deposition with SALSA is at the upper bound of and
with M7 higher than the model spread reported by Liu et al.
(2005b). Despite these mismatches in the removal processes
between SALSA and earlier studies, the total burden is al-
most the same as in the AeroCom comparison and within the
variation of Liu et al. (2005b). The lower sources therefore
seem to be compensated with lower sinks.
The overall burden of sulphur associated with gas phase
H2SO4 7⇥ 10 4 Tg is 22% smaller than with M7. This dif-
ference is caused by differences in sources and sinks. While
M7 uses all the available H2SO4 for condensation and nu-
cleation, in SALSA the amount depends on the equilibrium
mass transfer between particles and gas phase H2SO4.
Using SALSA, the burden of SO2 is 0.23 Tg (26.4%)
lower than with M7, but 0.03 Tg (5.0%) higher than the max-
imum burden reported by Liu et al. (2005b). The aqueous
oxidation from SO2 to particulate SO4 is 11.41 Tg (19.0%)
lower with SALSA than with M7. Differences in aqueous ox-
idation, however, are probably caused by differences in the
low-level cloud cover between the model runs (see the cloud
cover in Table 6) and do not necessarily indicate differences
induced by the different microphysics. Cloud cover of low
level clouds (below 750 hPa) for SALSA run is 2 percent-
age points lower than with M7, which causes lower aque-
ous oxidation of SO2 (see the cloud cover in Table 6). The
oxidation of SO2 with OH is clearly (51.6%) higher with
SALSA than with any of the models included in the study by
Liu et al. (2005b). This may be a result from inefficient wet
and dry deposition of SO2 (39.7% and 13.5% lower than
with M7), which are at the low end of variation reported by
Liu et al. (2005b). The produced H2SO4 might be overesti-
mated as a result of high oxidation of SO2 with OH.
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Table 6. Annual mean global sulphur cycle calculated using SALSA and M7 as well as results found in the literature. Additionally, the
simulated annual mean cover of low (1013–750 hPa), middle (740–460 hPa) and high (440–50 hPa) clouds is included.
SALSA M7 Liu et al. (2005b) AeroCom
(Textor et al., 2006)
SO4 particle phase
Burden (Tg S) 0.64 0.64 0.53–1.07 0.66
Sources (Tg S yr 1)
Total 69.23 79.59 59.67
Emissions 1.77 1.77 0.0–3.5
Condensation 23.40 22.78
Nucleation 0.60 0.16
Aqueous oxidation 43.47 54.88 24.5–57.8
Sinks (Tg S yr 1) 60.92 77.95
Wet Deposition 59.46 75.38 34.7–61.0 53.0
Dry Deposition 1.47 2.42 3.9–18.0 7.23
Sedimentation 0.002 0.15
Lifetime (days) 3.61 2.92 4.12
H2SO4 gas phase
Burden (Tg S) 0.0007 0.0009
Sources (Tg S yr 1)
Total 27.88 23.06
SO2 + OH 25.47 20.41
DMS + OH 2.41 2.65
Sinks (Tg S yr 1)
Total 24.07 23.01
Wet Deposition 0.064 0.048
Dry Deposition 0.017 0.024
Condensation 23.40 22.78
Nucleation 0.60 0.16
Lifetime (minutes) 14.11 20.16
SO2
Burden (Tg S) 0.64 0.87 0.20–0.61
Sources (Tg S yr 1)
Total 92.10 94.75
Emissions 71.03 71.03
DMS + NO3 4.86 5.39
DMS + OH 16.21 18.34
Sinks (Tg S yr 1)
Total 89.98 93.22
Wet Deposition 3.66 2.62 0.0–19.9
Dry Deposition 17.38 15.32 16.0–55.0
SO2 + OH 25.47 20.41 6.1–16.8
Aqueous oxidation 43.47 54.88 24.5–57.8
Lifetime (days) 2.55 1.96 0.6–2.6
DMS
Burden (Tg S) 0.08 0.09 0.02–3.0
Sources (Tg S yr 1)
Total 23.46 26.37 10.7–23.7
Sinks (Tg S yr 1)
Total 23.48 26.38
DMS + NO3 4.86 5.39
DMS + OH 18.62 21.00
Lifetime (days) 1.21 1.21 0.5–3.0
Cloud cover
Low clouds 0.17 0.19
Mid clouds 0.17 0.15
High clouds 0.24 0.24
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Table 7. Annual mean global black carbon, organic carbon, sea salt and dust budgets calculated using SALSA and M7 together with budgets
found in the literature. For Liu and AeroCom, sedimentation is included in dry deposition.
SALSA M7 Liu et al. (2005b) AeroCom multimodel mean
(Textor et al., 2006)
Black carbon
Burden (Tg) 0.07 0.10 0.12–0.29 0.24
Sources (Tg yr 1)
Emissions 7.71 7.71 11.90
Sinks (Tg yr 1) 3.56 7.77 13.14
Wet deposition 3.08 7.14 7.8–13.7 10.51
Dry deposition 0.47 0.61 1.6–4.6 2.63
Sedimentation 0.008 0.02
Lifetime (days) 3.84 4.96 3.3–8.4 7.12
Organic carbon
Burden (Tg) 0.96 0.93 0.95–1.8 1.70
Sources (Tg yr 1)
Emissions 66.13 66.13 96.60
Sinks (Tg yr 1) 54.58 66.32 105.49
Wet 49.88 61.16 86.87
Dry Deposition 4.66 4.97 18.62
Sedimentation 0.044 0.19
Lifetime (days) 5.30 5.14 3.9–8.4 6.54
Sea salt
Burden (Tg) 11.73 12.56 3.41–12.0 7.52
Sources (Tg yr 1)
Emissions 7429.2 6234.8 1010–8076 16 600.00
Sinks (Tg yr 1) 7446.5 6277.3 13915
Wet Deposition 3054.6 3330.8 2168
Dry Deposition 1693.4 1328.0 11 747
Sedimentation 2698.5 1618.5
Lifetime (days) 0.58 0.74 0.19–0.99 0.48
Dust
Burden (Tg) 13.11 19.3 4.3–35.9 19.20
Sources (Tg yr 1)
Emissions 720.4 1603.4 820–5102 1840.0
Sinks (Tg yr 1) 937.7 1649.3 2172.48
Wet Deposition 439.9 961.8 486–4080 560.64
Dry Deposition 106.4 116.3 183–1027 1611.84
Sedimentation 391.5 517.1
Lifetime (days) 6.64 4.39 1.9–7.1 4.14
Water soluble fraction in 3c
Burden (Tg) 0.0087 N/A
Sources (Tg yr 1)
Emissions N/A
Sinks (Tg yr 1) 0.32
Wet Deposition 0.26
Dry Deposition 0.016
Sedimentation 0.046
Lifetime (days)
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Despite the nudging method, the global annual mean 10m
wind speeds are 4% lower with SALSA than with M7, which
causes 11% lower emissions of DMS with SALSA. As DMS
is globally a large source of sulphur, lower DMS leads to
slightly lower mass of SO2 and SO4. However, the emissions
with SALSA are at the upper bound of the variation in the
emission of DMS as reported by Liu et al. (2005b).
3.1.2 Organic carbon
As the prescribed emissions of organic carbon are the same
for SALSA and M7, there is no difference between the mod-
els in this respect. The atmospheric burden of organic carbon
(OC) at 0.96 Tg differs by only 0.03 Tg (3%) from the bur-
den simulated withM7 (0.93 Tg). As the organic carbon mass
in SALSA is associated only with subranges 1 and 2, the
close agreeement between the models suggests that most of
the OC is in particles below 700 µm in diameter also in M7.
In the AeroCom comparison the mean of particulate organic
matter is found to be 1.7 Tg, which corresponds to 1.21 Tg
(OC) being 21% higher than with SALSA. While the bur-
den is practically the same for M7 and SALSA, the 20%
(11.55 Tg) lower removal of organic carbon in SALSA indi-
cates that part of the mass is transferred to subrange 3 where
it is not explicitly tracked and thus implies that the burden
should be even little higher with SALSA. This is also seen in
SALSA as lower sedimentation of organic carbon particles,
which mainly affects very large aerosols. The loss by sedi-
mentation is 2.5 times smaller because only sedimentation of
OC is tracked only for particles under 700 nm. In compari-
son to observations, organic carbon mass is underestimated
in most global aerosol-climate models (Jathar et al., 2011)
and we would expect to the same for SALSA.
3.1.3 Black carbon
Similarly to organic carbon the emissions of black carbon
are the same with both models. The burden of black car-
bon in SALSA is 0.07 Tg which is 0.03 Tg lower than that
of M7. Both models simulate a lower burden than any of the
studies mentioned by Liu et al. (2005b) and clearly lower
than the mean of the models participating in the AeroCom
intercomparison. However, even in the AeroCom compari-
son ECHAM5-HAM had the lowest BC burden of all models
which is probably due to lower emissions of carbonaceous
material than in the other models. Similarly to organic car-
bon the removal of black carbon is lower in SALSA than in
M7 being less than half of the emitted mass. Removal being
clearly lower than emissions implies that a relatively large
portion of particles containing BC are grown to subrange 3
and the actual burden might be within the variation reported
by Liu et al. (2005b). The growth of black carbon to 3rd sub-
range is partly caused by a low removal of insoluble particles
by wet deposition thereby increasing the time for growth of
particles.
3.1.4 Sea salt and mineral dust
A large portion of the mass of sea salt and mineral dust is in
particles larger than 700 nm in diameter. The mass of parti-
cles in this size range is estimated using the mean diameter
of particles and their densities.
Sources for sea salt are significantly higher with SALSA
than with M7 which is caused by the new formulation of sea
salt emissions while differences in wind patterns may also
play a role. The latter cause is evident especially in the South-
ern Ocean. Despite the 1200 Tg difference for the emission of
sea salt particles, the burden is only 0.83 Tg (6.6%) smaller
with SALSA. However, the sedimentation is 66% higher
with SALSA. Contributions of dry and wet depositions are
of similar magnitude (within 9% and 22% respectively) in
both models. It seems that the large difference in emissions
is compensated by larger sedimentation with SALSA.
For dust, however, emission and burden are clearly lower
with SALSA than with M7. The emissions with SALSA
are less than half (44%) of the emissions with M7. SALSA
emissions are similarly less than half of the amount reported
in the AeroCom emission inventory (Dentener et al., 2006).
The difference is caused by 7% lower surface wind speeds
over land with SALSA and the calculation of emissions us-
ing modal parameters for SALSA sectional structure. Dry
removal processes are still quite comparable (9% lower in
SALSA), and the main difference in the total removal rate
is due to wet deposition. In SALSA mineral dust is mainly
emitted to insoluble sections and therefore has a weaker wet
deposition flux. Also the removal by dry deposition and sed-
imentation is low especially when comparing with Aero-
Com comparison. This might be influenced by fixed sectional
diameters in the sub region 3 as sedimentation velocity is
strongly dependent on the particle diameter.
The water soluble fraction in the subrange 3c constitutes
a very small part of total aerosol loading. Global burden is
only 0.0087 Tg which is in the same range as for gas phase
H2SO4.
3.2 Lifetimes
We calculated the lifetime of particles by using a relation
between source and burden rather than sink and burden. We
chose this way because part of the aerosol mass is transferred
to subrange 3 which does not include mass tracers. However,
there will be some error because the burden does not include
particles larger than 700 nm in diameter for OC, BC and SO4.
The lifetimes of black carbon and sea salt are shorter with
SALSA than withM7, but otherwiseM7 predicts shorter life-
times. For black carbon and dust the difference in lifetimes
between models exceeds one day.
Lifetimes for the simulated compounds, with the excep-
tion of black carbon are within the variation reported in the
AeroCom intercomparison (Textor et al., 2006). In all cases
SALSA is within the variation shown in Liu et al. (2005b).
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When comparing to the AeroCom multimodel mean, the
largest difference is found for black carbon, which is mostly
caused by the coagulation or growth losses to particles larger
than 700 nm in diameter in SALSA. Lower burden and re-
moval by dry and wet deposition and sedimentation than
in the other models could indicate that a large fraction of
the material is removed by the processes affecting particles
grown over the 700 nm boundary in the aerosol model.
Even though the sea salt emissions are higher, the lifetime
of particles is shorter with SALSA than with M7 because the
removal rate of sea salt is increased. This increase in removal
is mainly due to higher sedimentation in SALSA than in M7,
thereby resulting in 21.6% smaller lifetime than with M7.
For dust, the lifetime with SALSA is 2.45 days lower
than with M7 but the proportional significance of different
removal processes are rather consistent with M7, while the
emissions are less than half of those simulated with M7 and
little less than in other studies previously reported (Liu et al.,
2005b; Textor et al., 2006).
3.3 Spatial distribution of aerosol mass
Figure 2 shows the annual mean of vertically integrated col-
umn mass of the compounds in particulate phase. Aerosol
mass distribution of different compounds varies depending
on the properties of the compound, as can be seen in Fig. 2.
Removal and transport depends largely on the composition
of particles, and particles consisting of mainly water soluble
material are more prone to be removed by wet deposition,
while fine insoluble particles will more probably be trans-
ported further from the source.
Sulphate is seen in large areas over both land and ocean.
The wide dispersal of SO4 results from SO2 dispersion
throughout the atmosphere and its oxidation to H2SO4 and
consequent nucleation and condensation. Regions with high-
est burdens for organic carbon coincide with strong emission
areas, as most of the global organic carbon is found in the
South America and Central Africa. The column burden of
sea salt is naturally high over the oceans. However, there are
also relatively high burdens in some parts of, e.g. Australia,
South-America and East-Coast of Africa, indicating trans-
ports inland. Sea salt burden is the highest in the Southern
Ocean, which has reportedly very high windspeeds (Yuan,
2004) producing large amounts of sea salt. By comparing sea
salt and aerosol water burdens in Fig. 2d and f, we can see
that a large part of aerosol water is associated with sea salt
aerosols.
Dust burden is highest near large deserts. Most promi-
nently the dust emissions from deserts are seen over Sahara,
while also Asian and Australian deserts show large dust bur-
den. The transport of Saharan dust all the way to Amazonia
can be seen in the model, a phenomenon that has also been
observed by Gilardoni et al. (2011).
Fig. 2. Annual mean of vertically integrated column mass for year
2008 for (a) sulphate (SO4), (b) organic carbon (OC), (c) black car-
bon (BC), (d) particulate water (WAT), (e) dust (DU) and (f) sea salt
(SS) simulated with SALSA. All units aremg m 2.
3.4 Vertical distribution
In Fig. 3 we show the annual mean of the zonally averaged
number concentrations for SALSA (left hand panels) andM7
(right hand panels). The M7 number concentrations are cal-
culated for SALSA subrange diameter ranges to facilitate
comparison. Additionally, we have plotted the M7 number
concentrations of particles below the lower limit of SALSA
in the topmost panel on the right hand side.
In Fig. 3a we can see that especially in the upper tro-
posphere, the binary nucleation creates an extremely high
amount of particles in M7 that do not show up in SALSA
due to their inability to grow over 3 nm in diameter, which is
the low cut-off diameter of SALSA’s size distribution.
With M7 the concentrations of particles 3–50 nm in di-
ameter are between 2000–10 000 cm 3 at the maximum,
while SALSA has concentrations as much as ten times higher
with 10 000–50 000 cm 3 in the upper troposphere. Addi-
tionally, the high concentrations extend to somewhat lower
pressures. This difference is caused primarily by different
treatment of the smallest particles. In SALSA the sub-3 nm
particle growth has been parameterised, while M7 has a nu-
cleation mode that extends to this size range. As much of
the condensating vapor H2SO4 is used for nucleation in M7,
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Fig. 3. Annual means of zonally averaged global vertical concentration distribution of particles. Left hand
panels show concentrations with SALSA and right hand panels show the M7 concentrations mapped to SALSA
subrange structure. Each panel corresponds to one subrange of SALSA: from the top 1,2,3. For M7 the top
most panel shows particle concentrations below the 3 nm lower limit of SALSA.
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Fig. 3.Annual me ns of zonally averaged global ver cal con ntra-
tion distribut n of particles. Left h d panels sh w concentrations
with SALSA and right hand panels show the M7 concentrations
mapped to SALSA subrange structure. Each panel corresponds to
one subrange of SALSA: from the top 1, 2, 3. For M7 the topmost
panel shows particle concentrations below the 3 nm lower limit of
SALSA.
the particles do not grow enough to show up in the 3–50 nm
range.
In the 200 hPa region of subrange 2, SALSA has concen-
trations of 20–100 cm 3 while M7 has concentrations below
10 cm 3. This difference is probably a result from having
four size classes in SALSA and one or two modes with M7,
thereby producing more accurate description for removal
processes in SALSA than in M7. In addition, with SALSA
the particle concentrations in the boundary layer are higher
at high latitudes, with concentrations of 20 to 50 cm 3 as
compared to 0 to 10 cm 3 with M7. Near the equator the
concentration maximums are closer but SALSA still shows
more particles than M7.
In the 3rd subrange the concentrations are relatively sim-
ilar with both models. However, with SALSA the particles
are transported higher and M7 shows slightly higher concen-
trations in the 200–600 hPa region. In the Southern Hemi-
sphere (60  S to 30  S) the surface concentrations with M7
are higher in this size range. In this region SALSA shows
only 2–5 cm 3 while M7 has values 2–10 cm 3. In this re-
gion, most of the particles are sea salt and it seems that in
SALSA the sea-salt particles are larger and fewer, which may
be caused by the fixed diameters used in the 3rd diameter
range.
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Fig. 4. Scat erplot of simulated and observed annual mean surface concentrations of organic carbon, black
carbon, sulphate and sea salt. Red circles indicate comparison with IMPROVE network and blue squares
represent EMEP network. Black symbols represent mean values of respective symbols. Solid line indicates 1:1
ratio between observations and simulated values. Similarly dot-dashed line indicates 1:2 and 2:1 ratios, and
dotted lines indicate 1:10 and 10:1 ratios.
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Fig. 4. Scatterplot of simulated and observed annual mean surface
concentrations of organic carbon, black carbon, sulphate and sea
salt. Red circles indicate comparison with IMPROVE network and
blue squares represent EMEP network. Black symbols repre ent
mean values of respective symbols. Solid line indicates 1:1 ratio
between observations and simulated values. Similarly dot-dashed
line indicates 1:2 and 2:1 ratios, and dotted lines indicate 1:10 and
10:1 ratios.
4 Comparison to surface measurements
4.1 Surface concentrations of particulate mass
We have compared the simulated and observed annual mean
surface mass concentrations (Fig. 4) of sulphate, organic
carbon, black carbon and sea salt at measurement stations
of the European Monitoring and Evaluation programme
(EMEP; http://www.emep.int) and United States Interagency
Monitoring of Protected Visual Environment (IMPROVE;
http://vista.cira.colostate.edu/improve/) networks. The scat-
terplots show the simulated concentrations in the lowest
model layer in the gridboxes corresponding to measurement
site locations. From the IMPROVE network, we have in-
cluded data for 169 sites which correspond to 117 different
gridpoints. To avoid comparing one gridpoint to more than
one observation we have averaged the station data in cases
where more than one station corresponds to a single grid-
point. From the EMEP network, we found only 11 sites with
data for year 2008 and from these only 7 had data for or-
ganic carbon although all 11 had data for black carbon. Sul-
phate and sea salt concentration data from EMEP stations
were not available for year 2008. The observed data corre-
sponds to the mass concentrations of particles of diameter
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lower than 2.5 µm. The modelled mass concentration of sul-
phate, organic and black carbon is accounted for particles
under 700 nm in diameter while the modeled mass concen-
trations of sea salt includes all smaller than 1.7 µm in diam-
eter (bins 2a1–3a1). The sea salt size range is chosen to cor-
respond to the PM2.5 data available from the stations. The
mean fractional bias (MFB) showing the overall deviation
of the modelled concentrations from the observations of the
IMPROVE network are shown in Table 8. MFB indicates that
performance with SALSA is lower than M7 for organic car-
bon, while for other species performance is slightly better.
For the organic carbon mass concentrations (Fig. 4a), we
can see that SALSA underestimates the surface concentra-
tions. Out of the 117 comparison pairs, 45 (36.5%) are
within a factor of two of the IMPROVE network data. On
the other hand, in only 12 (10.3%) cases the discrepancy
is over one order of magnitude. For EMEP data, the simu-
lated concentrations fall within one order of magnitude at all
of the seven sites. For IMPROVE, the mean simulated mass
concentrations (0.80 µg m 3) is within a factor of two of the
observed mean (1.05 µg m 3), and for EMEP with a factor
of three (simulated 1.02 µg m 3, observed 2.79 µg m 3) M7
shows slightly lower mean concentrations (0.73 µg m 3 for
IMPROVE and 0.93 µg m 3 for EMEP) than SALSA.
The simulated black carbon mass concentration mean
(Fig. 4b) for gridpoints corresponding to the IMPROVE sites
is 0.15 µg m 3 (0.16 µg m 3 with M7) which is 23% lower
than the observed mean of 0.20 µg m 3. In 43 of the 117
cases (36.7%), the simulated concentration is within a fac-
tor of two of the observed concentration. There are 17 grid-
points where the concentration differs by more than by a
factor of 10 from the observation. Thus, between the IM-
PROVE sites there is large variation in model performance,
while on average the model captures concentrations quite
well. The simulated mean of black carbon mass for EMEP
sites is 0.39 µg m 3 (0.38 µg m 3 for M7) underestimating
the observed mean of 0.85 µg m 3 by 54%. The black car-
bon budget suggests that the underestimation is partly due to
the mass associated with particles with diameter over 700 nm
(Table 7).
In Fig. 4c, the scatterplot for SO4 is shown. In 58 (49.6%)
cases the simulated concentration is within a factor of two
of the IMPROVE observations. The mean simulated concen-
tration of SO4 is 0.75 µg m 3 (0.66 µg m 3 with M7). It is
within a factor of two of the mean of observed concentra-
tions (1.27 µg m 3). The concentrations exceeding 1 µg m 3
are underestimated using SALSA by over one order of mag-
nitude at three gridpoints. However, the modelled sulphate
mass is only tracked only up to the diameter of 700 nm while
the observations include particles up to 2.5 µm which partly
explains the low concentrations.
Both observed and simulated sea-salt mass concentrations
(Fig. 4d) exhibit high variation. The simulated concentrations
have a mean of 0.045 µg m 3 (0.16 µg m 3 with M7) under-
estimating the observed mean of 0.13 µg m 3 by 65% for
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Fig. 5. Observed and simulated annual median size distributions for six measurement stations (a) Pallas,
(b) Jungfraujoch, (c) Aspvreten, (d) Melpitz, (e) Mace Head and (f) Hyytia¨la¨. Simulated size distribution
for M7 is plotted in blue solid line. Simulated size distributions for SALSA are plotted with red solid line
indicating activation type nucleation and with red dashed line for binary nucleation. Observed annual median
size distributions are plotted in black, with dashed black lines showing the 95th and 5th percentiles of observed
concentrations (Asmi et al., 2011).
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Fig. 5. Observed and simulated annual median size distributions
for six measurement stations (a) Pallas, (b) Jungfraujoch, (c) As-
pvreten, (d) Melpitz, (e) Mace Head and (f) Hyytia¨la¨. Simulated
size distribution for M7 is plotted in blue solid line. Simulated size
distributions for SALSA are plotted with red solid line indicating
activation type nucleation and with red dashed line for binary nu-
cleation. Observed annual median size distributions are plotted in
black, with dashed black lines showing the 95th and 5th percentiles
of observed concentrations (Asmi et al., 2011).
Table 8. Simulated mean fractional bias between observations at
IMPROVE stations and modelled values with SALSA and M7 for
organic carbon, black carbon sulphate and sea salt.
SALSA M7
OC  0.254  0.162
BC  0.242  0.248
SO4  0.192  0.261
SS  0.102 0.418
the IMPROVE sites. Out of the 117 cases, only 36 (30.8%)
are within a factor of two of the observed concentrations.
The discrepancy between the observed and simulated con-
centrations can be as much as two orders of magnitude. The
underestimation in larger particles may be partly due to the
coarse sectional structure and partly due to the inadequately
described transport to continental sites in the module.
4.2 Particle size distributions and number
concentrations over Europe
Asmi et al. (2011) have collected aerosol measurement data
for European Integrated Project on Aerosol Cloud Climate
Air Quality interactions (EUCAARI; Kulmala et al., 2009,
2011) project sites for the year 2008. We have compared
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a subset of these measurements to the size distributions
simulated with SALSA and M7. Figure 5 shows the mod-
elled and observed annual median aerosol size distributions
at six EUCAARI sites: Jungfraujoch (Jurnyi et al., 2011),
Hyytia¨la¨ (Hari and Kulmala, 2005), Mace Head (Jennings
et al., 1991), Aspvreten (Tunved et al., 2004), Melpitz (En-
gler et al., 2007) and Pallas (Lihavainen et al., 2008). These
sites include coastal (Mace Head), mountain (Jungfraujoch),
arctic (Pallas), boreal coniferous (Hyytia¨la¨), urban polluted
(Melpitz) and mixed boreal coniferous and deciduous (As-
pvreten) locations. For SALSA we have plotted the size dis-
tributions from simulations using either binary or activation
nucleation mechanisms, while for M7 only binary nucleation
mechanism is available.
When the activation-type boundary layer nucleation is
used, the concentration of small particles increases. This
leads to a better agreement with observations of particles
smaller than 50 nm in diameter than using only binary nu-
cleation, which is in line with earlier studies with activation-
type nucleation (e.g. Spracklen et al., 2010; Kazil et al.,
2010). The concentrations produced using binary nucleation
only in either of the models are significantly lower than ob-
served. At the selected sites, there is little or no difference in
the concentrations of particles larger than 80 nm in diameter
between the binary or activation-type nucleation simulations
with SALSA. This indicates that the concentrations of parti-
cles in this size range depends heavily on the primary emis-
sions and the higher concentrations of small particles with
activation-type nucleation do not grow this large. Note that
the modelled growth of nucleation mode particles could be
increased with the inclusion of organic vapors.
Both SALSA and M7 show similar concentrations when
using binary nucleation at four of the six sites. At Jungrau-
joch and Mace Head the Aitken mode particles have very
low concentrations with SALSA, but the concentration is in-
creased when using activation-type nucleation. However, the
increased concentrations of these particles have very limited
effect on the concentration of particles 50 nm–100 nm in di-
ameter.
In Fig. 5c, d and e we see that the concentrations of par-
ticles 100 nm to 300 nm in diameter are clearly higher with
SALSA than with M7. For this size range, SALSA is closer
to the observed concentrations, while it has trouble predict-
ing the concentrations of particles 50 nm–100 nm in diame-
ter, as seen in observations and simulation with M7. This is
possibly caused by scavenging of small particles by coagula-
tion and too low condensational growth of smaller particles.
The particles 100 nm–500 nm in diameter contribute most
of the cloud condensation nuclei concentration, and there-
fore this size range is important for cloud activation studies.
The cloud activation occurs mainly in diameter range 50 nm–
200 nm; and compared to M7, SALSA shows better agree-
ment to observations for these particles in polluted regions
and worse agreement in regions with clean air. However, the
simulated concentrations remain lower than the observed,
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Fig. 6. Histograms of N100 concentrations at six EUCAARI stations. The concentration bins are evenly dis-
tributed in the logarithmic concentration axes. Y-axis shows the relative fraction of each bin compared to total
number of valid measurements.
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Fig. 6. Histograms of N100 concentrations at six EUCAARI sta-
ions. The concentrati bins are evenly d stributed in the logarith-
mic concentration axes. Y-axis sh s the relative fraction of each
bin compared to total number of valid measurements.
which is probably mainly caused by the missing condensa-
tion of organic vapors which has been shown to have a large
impact on the growth of particles in this size range (Riipinen
et al., 2011).
Figure 6 shows the histograms of total number concentra-
tions of 100–500 nm particles (N100) at six EUCAARI sta-
tions. The particle diameter of 100 nm corresponds roughly
to activation at critical supersaturation of 0.3% for Finnish
background aerosol (Sihto et al., 2010). In four cases SALSA
shows wider frequency of concentrations, with higher fre-
quencies at the larger concentrations than M7. In Mace Head
the high observed concentrations associated with polluted air
are not reproduced with either model, while the low concen-
trations associated with marine air are well reproduced with
SALSA (A. Asmi, personal communication, 2011). This sup-
ports the good agreement between SALSA and observa-
tions for the marine size distributions (Fig. 8). In Pallas and
Hyytia¨la¨, M7 shows histograms slightly closer to observed
than SALSA, although the histograms with both models are
fairly similar. Overall, SALSA seems to reproduce the ob-
served histograms of particles at size range relevant to cloud
activation better than M7, indicating its better applicability
to cloud activation studies. However, at sites with cleaner air
(Pallas and Hyytia¨la¨), M7 performs better. This further indi-
cates that with too low simulated growth of particles below
50 nm in diameter, N100 depends largely on emissions.
The inclusion of organic vapors should increase the num-
ber of particles in diameter range important for cloud acti-
vation, especially in clean environments. While both models
underestimate the number concentration in the size range rel-
evant for cloud activation, in some cases SALSA performs
www.geosci-model-dev.net/5/845/2012/ Geosci. Model Dev., 5, 845–868, 2012
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Fig. 7. Total annual mean sea surface concentration of particles in 10 latitude bands. Observed size distributions
are marked with black, SALSA with red diamonds and M7 in blue squares. The observed mean values for the
latitude bands are shown in black circles. As the observations have a lower cutoff diameter of 20nm the
modeled concentrations are shown only for particles larger than 20nm in diameter.
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Fig. 7. Total annual mean sea surface concentration of particles
in 10 latitude bands. Observed size distributions are marked with
black, SALSA with red diamonds and M7 in blue squares. The ob-
served mean values for the latitude bands are shown in black circles.
As the observations have a lower cutoff diameter of 20 nm the mod-
elled concentrations are shown only for particles larger than 20 nm
in diameter.
slightly better than M7 and vice versa. Nevertheless, the ef-
fect of organic vapors should be studied before the imple-
mentation of cloud activation of particles.
4.3 Marine particle number size distributions
Heintzenberg et al. (2000) compiled a data set of marine
boundary layer (MBL) aerosol size distributions from three
decades of cruise and flight measurements. In their work the
size distribution data was presented as log-normal bimodal
distribution with a geometric mean diameter, standard devi-
ation and number concentration given on both modes. The
distributions have been reported for 10 latitude bands. We
have plotted the observed data together with simulated con-
centrations for SALSA and M7 (Figs. 7 and 8).
Figure 7 shows the average surface concentrations of par-
ticles larger than 20 nm in diameter for 10 different latitude
bands. SALSA and M7 concentrations are averaged from
the same regions as the observations (Fig. 1 in Heintzen-
berg et al., 2000). The observed mean values are in the range
370–500 cm 3 while, the simulated values can reach over
1500 cm 3 in the Southern Ocean. In this region we can see
the largest discrepancy between the module and the observa-
tions as the simulated particle concentrations for SALSA are
4-fold over the observed values.
In the tropics, SALSA and M7 show similar concentra-
tions of particles. In other latitude bands, the concentration
with SALSA are higher than those with M7. The largest dif-
ference between the models is again seen in the Southern
Ocean, where SALSA produces five times higher concen-
trations of particles larger than 20 nm in diameter than M7.
This difference is seen because the measurement locations
between Antarctica and South America used in the com-
parison coincide with a regions with high concentrations of
sulphuric acid. The high amount of sulphuric acid causes
stronger growth of freshly formed particles by condensation
with SALSA than with M7, resulting in high concentrations
of particles 20 nm–50 nm in diameter. While M7 predicts a
mean marine concentration of 320 cm 3 and thus underes-
timates the observed mean concentration of 450 cm 3, the
new sea salt formulation of SALSA causes it to overesti-
mate the number concentrations with mean of 670 cm 3. De-
spite overpredicting the mean concentration, SALSA mostly
shows better agreement with the observations than M7. Fur-
thermore, SALSA captures the concentrations at the roaring
fourties (40 –49  S) much better than M7.
The M7 has lower root mean square error of average num-
ber concentrations of 184.0 while SALSA has 225.1. With
imilar and quite large errors, both M7 and SALSA perform
equally well.
Simulated and observed particle size distributions in Fig. 8
are shown for annual mean surface concentrations in 12
latitude bands. For the modelled values we use gridpoints
corresponding to the 15  ⇥ 15  gridboxes, as explained by
Heintzenberg et al. (2000). Especially for particles 0.01–
0.1µm in diameter, SALSA shows worse agreement with ob-
servations than M7; for the particles with diameters ranging
0.1–1µm, SALSA shows better agreement with the observa-
tions than M7.
5 Comparison to remote sensing observations
5.1 Aerosol optical depth
The simulated aerosol optical depth (AOD) is compared with
satellite and ground-based measurements. The satellite re-
trievals include both the Moderate Resolution Imaging Spec-
trometer (MODIS) (Remer et al., 2005) and Multi-angle
Imaging SpectroRadiometer (MISR) (Martonchik et al.,
1998; Kahn et al., 2005) instruments. Because the MODIS
AOD over land areas has high uncertainties (Levy et al.,
2010; Pinty et al., 2010), we use a composite of the MODIS
and the MISR instruments. The MODIS is used for ocean
and MISR for land gridpoints. Ground-based measurements
are gathered from the AERONET robotic network of sunpho-
tometers (Holben et al., 1998).
MODIS and MISR level 3 data, which have a spatial reso-
lution of 1⇥ 1 degree, were downloaded from NASA’s Gio-
vanni (Acker and Leptoukh, 2007) web portal (http://daac.
gsfc.nasa.gov/giovanni/). The composite MODIS-MISR an-
nual mean is calculated from monthly mean values.
The globally averaged aerosol optical depth for SALSA
run with binary nucleation is 0.08, which is clearly lower
than 0.12 calculated with M7. When calculating the AOD
for gridpoints with available MODIS-MISR data, the global
annual average for satellite composite is 0.16. Mean AOD for
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Fig. 8. Annual mean surface size distributions on twelve 15  latitude bands for SALSA (red), M7 (blue) and
observations (black) collected by Heintzenberg et al. (2000). Model size distributions have been calculated in
the grid points corresponding to the locations of the observations.
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Fig. 8. Annual mean surface size distributions on twelve 15  latitude bands for SALSA (red), M7 (blue) and observations (black) collected
by Heintzenberg et al. (2000). Modeled size distributions have been calculated in the grid points corresponding to the locations of the
observations.
gridpoints with satellite composite data is 0.11 with SALSA
and 0.15 withM7.While the AOD at high latitudes is approx-
imately the same with both models, the AOD at the tropics is
lower with SALSA, resulting with lower global mean AOD.
Figure 9a shows the observed clear sky annual mean
aerosol optical depth (AOD) composite of the satellite re-
trievals. Figure 9b shows the difference with SALSA to satel-
lite retrieval, while Fig. 9c has the difference with M7. Al-
though global annual mean aerosol optical depth simulated
with SALSA is smaller than satellite retrieval, the spatial dis-
tribution is quite good. The AODs over ocean gridpoints in
the tropics are generally within 0.02 of the satellite retrieval
(Fig. 9). With both models the high latitudes have much
lower AOD than satellite retrievals, especially over Siberia
in Russia; over Canada and in the coast of Alaska the AOD
is underpredicted, with 0.2 smaller values than in MISR re-
trieval. The AOD is lower probably partly due to old emis-
sion inventory (Granier et al., 2011) and partly due to too
low transport (Bourgeois and Bey, 2011) from tropics and
mid-latitudes towards the poles. Furthermore, MODIS sees
a band of higher AOD around Antarctica, which the mod-
els do not reproduce. However, the differences in this area
are partly caused by the cloud fraction affecting the satel-
lite aerosol retrieval (Shi et al., 2011). Furthermore, in the
Saharan dust bloom over North Atlantic Ocean, M7 shows
AOD 0.15 higher than observed, while SALSA shows only
0.02 difference to the observed AOD (Fig. 9). In Europe and
the east coast of the USA, the AOD with SALSA is captured
mainly within 0.02 of the observed while M7 shows differ-
ences over 0.05.
In a sensitivity test we found that when replacing the M7
modal standard deviations with those suggested by Dentener
et al. (2006) (see Sect. 2.6.1), the AOD between Africa and
South America increased at most by 0.02 (not shown). How-
ever, this results only in 0.001 increase on the global annual
mean AOD. Similarly, activation-type nucleation has no ef-
fect on the AOD despite the increase in 50 nm particles. This
is expected because their effect on the concentration of par-
ticles larger than 200 nm is very low (see Fig. 5).
Eve though M7 is in a better agreement in terms of
global average AOD, this is because underprediction of M7
at high-latitudes is compensated by overprediction over trop-
ical oceans. The underprediction at high-latitudes is seen
with both models and is probably due to low transport of
aerosols towards the poles, as stated earlier. The low trans-
port of aerosols to polar regions is a well documented prob-
lem with several global aerosol models (Shindell et al., 2008;
Koch et al., 2009; Korhonen et al., 2008).
In Fig. 10, we show the AERONET (Holben et al., 2001)
robotic network level 2 data for AOD for 42 sites with
monthly mean data for 2008. The simulated data are plot-
ted as box plots against five observed AOD ranges. SALSA
shows somewhat lower variation compared to M7 with a
lower median in all ranges. The AOD at AERONET sites
is mainly below 0.3, and for these occurrences both models
show mostly AODs within the range. In the smallest range
from 0.0 to 0.1, SALSA is underestimating slightly less than
M7. For the AOD from 0.1 to 0.2, SALSA is underestimat-
ing and having lower extreme values compared to M7. In all
three smallest AOD classes where the observed AOD is un-
der 0.3, the median for SALSA is 0.10, which is lower than
AERONET AOD of 0.12, and lower than M7 AOD, which
is equal to 0.14. Both models underestimate the observed
values exceeding 0.3. Usually the high AODs correspond to
extreme events such as dust blooms and are often underpre-
dicted in global models. However, the most frequent small
AODs are reproduced relatively accurately.
5.2 A˚ngstro¨m exponent
Figure 11 shows the A˚ngstro¨m exponent over oceans for
SALSA, M7 and MODIS. The uncertainty of MODIS instru-
ment is large over land (Mielonen et al., 2011) and therefore
we have included the A˚ngstro¨m exponent only over oceans.
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Fig. 9. Composite of retrieved annual mean of aerosol optical depth composite of MODIS and MISR (a). The
difference of AODs between MODIS/MISR composite and SALSA (b) and M7 (c). Negative values indicate
higher AOD with MODIS/MISR composite. Areas with no data are marked with gray.
55
Fig. 9. Composite of retrieved annual mean of aerosol optical depth
composite of MODIS and MISR (a). The difference of AODs be-
tween MODIS/MISR composite and SALSA (b) and M7 (c). Neg-
ative values indicate higher AOD with MODIS/MISR composite.
Areas with no data are marked with gray.
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Fig. 10. Box plots of simulated monthly mean AOD at AERONET sites with (a) SALSA and (b) M7. The box
plot shows 25% and 75% as the box lower and upper boundaries, and the width of the box indicates the relative
amount of data. The line in the box shows the median, and the whiskers show the 95% and 5% percentiles.
The red + signs show the simulated values outside the accepted range (1.5 times the interquantile range). The
simulated AODs are grouped to five classes according to observed AOD.
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Fig. 10. Box plots of simulated monthly mean AOD at AERONET
sites with (a) SALSA and (b) M7. The box plot shows 25% and
75% as t box lower and upper boundaries, and t width of th
box indicates the relative amount of data. The line in the box shows
th median, and the whiskers show the 95% and 5% percentiles.
The red + signs show the simulated values outside the accepted
range (1.5 times the interquantile range). The simulated AODs are
grouped to five classes according to observed AOD.
The A˚ngstro¨m exponent
ANG= lnAOD1  lnAOD2ln 2  ln 1 (9)
provides information on the absorption and scattering of ra-
diation, depending on the aerosol size within the air col-
umn. Smaller numbers indicate higher optical importance of
coarse particles, while larger A˚ngstro¨m exponent indicates
stronger influence of accumulation size particles on the ra-
diative transfer. Mean for MODIS over oceans is 0.74, while
the models show much higher A˚ngstro¨m exponent, with 1.39
and 1.13 for M7 and SALSA, respectively. As the A˚ngstro¨m
exponent is a qualitative parameter, the overall distribution
of the parameter is more important than its exact values.
SALSA has a similar spatial distribution compared to the
satellite retrieval over oceans, as the smallest A˚ngstro¨m ex-
ponent values are found over the Southern Ocean and west
of Sahara. However, the magnitude is clearly too low, indi-
cating that over oceans there should be fewer large particles
than either of the models predict.
6 Conclusions
In this study, we have implemented and evaluated the
Sectional Aerosol module for Large Scale Applications
(SALSA) within aerosol-climate model ECHAM5-HAM.
SALSA consists of an optimised sectional structure with 10
size classes having parallel chemical compositions totaling
in 20 sections. Simulated constituents include sulphate, or-
ganic carbon, black carbon, sea salt and dust. The differences
to the HAM default aerosol microphysical model M7 have
been descibed in detail. The major difference to M7 (or any
modal model) is that SALSA has more flexibility in represen-
tation of the size distribution shape, which is a great advan-
tage especially in modelling cloud droplet activation and/or
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Fig. 11. Simulated and satellite retrieved annual mean A˚ngstro¨m exponent of MODIS(550/865 nm),
SALSA(550 nm/825 nm) and M7(550 nm/825 nm) for year 2008. Gray areas either have no data or have been
omitted.
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Fig. 11. Simulated and satellite retrieved annual mean A˚ngstro¨m
exponent of MODIS (550/865 nm), SALSA (550 nm/825 nm) and
M7 (550 nm/825 nm) for year 2008. Gray areas either have no data
or have been omitted.
new particle formation. For the evaluation we have simulated
the aerosol population for year 2008. The number and mass
concentrations are compared with other models and observa-
tions.
The global annual mean aerosol column burdens fall
mostly within results from other models included in the Ae-
roCom intercomparison (Textor et al., 2006) and Liu et al.
(2005b). On average, the surface mass concentrations of or-
ganic carbon, black carbon, SO4 and sea salt are close to ob-
served but slightly underestimated. In case of organic carbon,
black carbon and SO4 changes of emissions of these com-
pounds between 2000 and 2008 play a clear role. This should
be investigated by using emission inventories and observa-
tions for the same year including observations from South
America, Asia and Africa.
Annual median size distributions when binary nucleation
was used show similar number concentrations as M7. How-
ever, for both models the number concentrations are almost
one order of magnitude lower than observed (Fig. 5). For the
simulation run when activation-type boundary layer nucle-
ation was used, the number concentration of particles smaller
than 50 nm in diameter shows better agreement with obser-
vations than using binary nucleation. However, the growth
of these particles is too low and 50 nm to 200 nm diameter
particle concentrations are lower than observed. One reason
for too limited growth is the lack of organic vapors in this
study. The effect of organic vapors on the growth of parti-
cles will be studied in the future. The frequencies of particle
concentrations of particles between 100 nm and 500 nm in di-
ameter (Fig. 6), an important size range for cloud activation,
show somewhat infrequent high concentrations with SALSA
although compared to M7 the histograms are closer to the ob-
served. Latitudinal annual mean aerosol concentrations over
oceans capture the observed size distributions well (Fig. 8).
The agreement with observations is especially good for par-
ticles 0.1–1.0 µm in diameter. Although the concentrations of
particles smaller than 50 nm in diameter are increased using
activation-type nucleation, the change in AOD remains neg-
ligible, which is supported by the fact that the number con-
centrations of optically active particles remain very close to
those produced by binary nucleation.
The modelled global annual mean AOD with SALSA was
found to be lower than the composite of satellite retrievals
and lower than AERONET. The most significant contribu-
tions to global AOD come from Saharan dust and from pol-
luted areas in India and China. However, the simulated AOD
is in good agreement with MODIS-MISR satellite composite
over tropical oceans and parts of EU and USA when using
SALSA (Fig. 9). Since the high-latitude AOD is underesti-
mated and tropical AOD close to satellite retrievals the global
annual mean AOD is underpredicted. Therefore, the aerosol
emissions and transport into polar regions need to be stud-
ied in the future. Nevertheless, very few number of sections
is needed to produce AOD close to observed especially over
oceans. This is achieved by carefully selecting correct size
class widths, compositions and external mixing in the size
distribution.
Modelled A˚ngstro¨m exponent distribution has the lowest
values over the Southern Ocean and west of Saharan Desert
as also seen in the MODIS retrieval, indicating a significant
contribution of sea salt particles over these areas while also
Saharan Desert dust affects the A˚ngstro¨m exponent.
Although in many aspects SALSA performs adequately,
further improvement is needed: (1) the growth of particles
50–300 nm in diameter is underestimated and the effect of
organic vapors on the growth should be investigated in the
near future. (2) The poleward transport of aerosols depends
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largely on their removal by wet deposition. Thus, the calcu-
lation of wet deposition should be modified for the sparse
sectional structure. (3) The mass of different compounds
should be investigated using emissions and observations for
the same year and should broaden the observations to include
all the continents. In addition, the change of using sectional
distribution of emissions instead of M7 modal parameters
should be investigated. (4) Recent advances in remote sens-
ing of vertical distribution of aerosols as well as in-situ mea-
surements onboard aircrafts should be used to validate the
vertical distribution of aerosols in SALSA.
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Abstract. Many of the next generation of global climate
models will include aerosol schemes which explicitly sim-
ulate the microphysical processes that determine the particle
size distribution. These models enable aerosol optical prop-
erties and cloud condensation nuclei (CCN) concentrations
to be determined by fundamental aerosol processes, which
should lead to a more physically based simulation of aerosol
direct and indirect radiative forcings. This study examines
the global variation in particle size distribution simulated by
12 global aerosol microphysics models to quantify model
diversity and to identify any common biases against obser-
vations. Evaluation against size distribution measurements
from a new European network of aerosol supersites shows
that the mean model agrees quite well with the observations
at many sites on the annual mean, but there are some sea-
sonal biases common to many sites. In particular, at many
of these European sites, the accumulation mode number con-
centration is biased low during winter and Aitken mode con-
centrations tend to be overestimated in winter and underes-
timated in summer. At high northern latitudes, the models
strongly underpredict Aitken and accumulation particle con-
centrations compared to the measurements, consistent with
previous studies that have highlighted the poor performance
of global aerosol models in the Arctic. In the marine bound-
ary layer, the models capture the observed meridional varia-
tion in the size distribution, which is dominated by the Aitken
mode at high latitudes, with an increasing concentration of
accumulation particles with decreasing latitude. Considering
vertical profiles, the models reproduce the observed peak in
total particle concentrations in the upper troposphere due to
new particle formation, although modelled peak concentra-
tions tend to be biased high over Europe. Overall, the multi-
model-mean data set simulates the global variation of the
particle size distribution with a good degree of skill, suggest-
ing that most of the individual global aerosol microphysics
models are performing well, although the large model di-
versity indicates that some models are in poor agreement
with the observations. Further work is required to better con-
strain size-resolved primary and secondary particle number
sources, and an improved understanding of nucleation and
growth (e.g. the role of nitrate and secondary organics) will
improve the fidelity of simulated particle size distributions.
1 Introduction
Atmospheric aerosol exerts a substantial influence on the
earth’s climate both directly by scattering and absorbing solar
and terrestrial radiation (e.g. Haywood and Boucher, 2000)
and indirectly by affecting the evolution and optical proper-
ties of clouds (e.g. Lohmann and Feichter, 2005). There are
also many other ways in which the atmospheric aerosol inter-
acts with the earth’s climate system (e.g. Heintzenberg et al.,
2012). Surface cooling induced by increases in aerosol abun-
dance since the pre-industrial period may have partially off-
set the warming from increased greenhouse gases, but there
is large uncertainty in the magnitude of aerosol radiative
forcings, particularly in the indirect effects associated with
changes in cloud properties (Forster et al., 2007). There is
also a range of Earth System feedbacks associated with cli-
mate change induced changes in natural aerosol and precur-
sor emissions (Carslaw et al., 2010) and these are expected to
exert a strong influence on regional climate (Paasonen et al.,
2013). There is a need for models to better quantify global
aerosol properties and trends in order to reduce uncertainties
in model projections of future changes in climate (Andreae
et al., 2005) and over recent decades (Booth et al., 2012).
To address uncertainties in indirect forcings, it is particularly
important to improve model representation of aerosol micro-
physical properties, such as particle number concentrations
and size distributions.
Atmospheric aerosol particles have traditionally been sep-
arated into coarse and fine particles (diameters larger and
smaller than about 2 µm respectively, e.g. Whitby, 1978),
which broadly maps onto whether they were mechanically
generated or formed following growth from nanometre-sized
nuclei. Aerosol particles are also classified as either pri-
mary (i.e. directly emitted), or secondary particles (formed
in the atmosphere from gas to particle nucleation). Fine par-
ticles are much more numerous than coarse particles (e.g.
Raes et al., 2000) and consist of small primary particles
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(e.g. sub-micron sea-spray/dust and carbonaceous combus-
tion aerosol) and also secondary particles, which initially
form at nanometre sizes, but can grow by coagulation and
condensation to large enough sizes to scatter visible radia-
tion and activate into cloud droplets. Fine particles are fur-
ther separated into Aitken and accumulation modes, based
on observed number size distributions in a range of envi-
ronments showing two distinct peaks, generally found in the
10 to 100 nm and 100 to 1000 nm dry diameter range (Raes
et al., 2000). The larger peak occurs at particle sizes where
both dry deposition and sedimentation are relatively ineffi-
cient, causing size distributions to evolve into a distinct “ac-
cumulation” mode. In remote marine regions, the two sepa-
rate modes are caused by cloud processing, where the larger
sub-set of fine particles activate to cloud droplets where they
can grow larger following aqueous chemical reactions in
non-precipitating clouds (Lelieveld and Heintzenberg, 1992;
Hoppel et al., 1994). Although combustion sources gener-
ate particles as small as 10 nm dry diameter, these particles
rapidly evolve to larger sizes due to coagulation (e.g. Jacob-
son and Seinfeld, 2004) and global models directly emit the
particles in the mid-Aitken size range (e.g. Dentener et al.,
2006). The Aitken size range can also contain secondary par-
ticles which have grown from an initial nucleation mode at
around 1 to 3 nm (e.g. Kulmala et al., 2004).
Modelling the evolution of the particle size distribution
is therefore rather complex, and requires an aerosol dynam-
ics scheme whereby two or more moments (e.g. number and
mass) are prognosed in several size classes. Models follow-
ing this approach are called aerosol microphysics models,
and can be broadly classified into two different types. Sec-
tional schemes (Gelbard et al., 1980) discretise the particle
size spectrum into multiple size bins whereas modal schemes
(Whitby and McMurry, 1997) parametrise the variation of
the size distribution within the nucleation, Aitken, accumu-
lation and coarse ranges, with each mode usually approxi-
mated via a log-normal function in particle dry diameter. In
the 1990s, sectional aerosol microphysics schemes were in-
corporated into several regional air quality models (e.g. Ja-
cobson, 1997a, b; Lurmann et al., 1997) and in the 2000s be-
came established in several global models (Jacobson, 2001;
Adams and Seinfeld, 2002; Spracklen et al., 2005a, 2011;
Yu and Luo, 2009; Lee and Adams, 2010; Bergman et al.,
2012). Two-moment modal aerosol microphysics schemes
were similarly initially implemented into regional models
(e.g. Binkowski and Shankar, 1995) and subsequently within
several global models (Ghan et al., 2001a, b; Wilson et al.,
2001; Stier et al., 2005; Liu et al., 2005, 2012; Bauer et al.,
2008; Mann et al., 2010; Aan de Brugh et al., 2011; Zhang
et al., 2012; Bellouin et al., 2013).
The international AeroCom initiative seeks to improve our
understanding of global aerosol and associated radiative forc-
ings and has provided a mechanism for coordinating efforts
to evaluate and intercompare global aerosol models. The
stated overall goals of AeroCom are to identify weaknesses
in particular models and modelling aspects, and to assess un-
certainties in simulated aerosol properties and radiative forc-
ings (Kinne et al., 2006). The first phase of AeroCom aligned
with the lead-up to the Intergovernmental Panel on Climate
Change (IPCC) fourth climate assessment report (AR4), and
resulted in several multi-model intercomparison papers doc-
umenting simulated aerosol optical properties (Kinne et al.,
2006), aerosol lifecycles (Textor et al., 2006, 2007) and ra-
diative forcings (Schulz et al., 2006; Penner et al., 2006).
New observational constraints on simulated aerosol optical
properties from satellite measurements and retrievals from
the AERONET global network of sun photometers led to
a reduced uncertainty range for aerosol direct forcings in
AR4, which also caused a narrower uncertainty range in to-
tal anthropogenic radiative forcing (Haywood and Schulz,
2007).
In recent years, many more modelling centres have incor-
porated aerosol modules with size-resolved aerosol micro-
physics into climate models. This represents a major shift in
model sophistication (Ghan and Schwarz, 2007), improving
upon previous “first generation” aerosol schemes in which
aerosol optical properties and cloud droplet concentrations
tended to be based on the simulated mass of several exter-
nally mixed aerosol types, each assigned a prescribed size
distribution. The microphysical aerosol schemes calculate
and transport the number concentration and component mass
in several size classes of particles and can also represent both
external and internal mixtures. Separate transport of size-
resolved number and mass allows growth processes such as
condensation and aqueous sulfate production to realistically
conserve particle number while adding mass, and enables
new particle formation and coagulation to provide explicit
sources and sinks for particle number, which has been shown
to be important in capturing changes in aerosol in response to
changing emissions (Bellouin et al., 2013). The microphysics
models explicitly simulate the evolution of the particle size
distribution, and use this to determine aerosol optical proper-
ties and cloud condensation nuclei concentrations. In so do-
ing, they represent aerosol interactions with clouds and ra-
diation consistently with the underlying physics of the fun-
damental aerosol processes. We note however that climate
model representations of cloud processes tend to be highly
parametrised, and characterising aerosol–cloud interactions
in these models continues to be a major challenge.
In the second phase of AeroCom (AeroCom-2), work-
ing groups have been established to examine different as-
pects of the global aerosol, with a new set of experiments
defined (Schulz et al., 2009). Analysis of the AeroCom-2
experiments, and of the original set of experiments, have
led to recent publications with multi-model comparisons of
simulated direct forcings (Myhre et al., 2013), indirect ef-
fects (Quaas et al., 2009), black carbon (Koch et al., 2009;
Schwarz et al., 2010; Samset et al., 2013), dust (Huneeus
et al., 2011), vertical profiles (Koffi et al., 2012), radia-
tive transfer (Stier et al., 2013; Randles et al., 2013) and
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organics (Tsigaridis et al., 2014). This paper reports initial
findings from a working group to intercompare and eval-
uate 12 global aerosol microphysics models which partici-
pated in AeroCom-2. This initial study focuses on the par-
ticle size distribution, whose evolution is specifically simu-
lated by these models, and has so far not specifically been
considered in AeroCom publications. Note that we also plan
a follow-up study to intercompare simulated CCN concentra-
tions, and will use the globally varying size distribution fields
derived here for offline calculations of cloud droplet number
concentrations and first indirect radiative effects predicted by
the global aerosol microphysics models.
The present paper has three key objectives. First, we aim
to document the diversity of simulated particle number con-
centrations in several size ranges among the new genera-
tion of global aerosol microphysics models. Secondly, we
derive data sets of multi-model mean particle concentra-
tions that can be used as a reference for future development
and improvement of these models. Thirdly, we evaluate the
multi-model mean (with associated diversity) against several
benchmark observational data sets from ground station net-
works and compilations over multiple field campaigns. The
chosen benchmark observational data sets have been selected
to provide a climatological overview of the skill of the mod-
els covering both marine and a range of different continental
environments, both at the surface and in the vertical profile.
In carrying out these objectives, we aim to determine how
well the models simulate aerosol microphysical properties
and identify any generic weaknesses or gaps in scientific un-
derstanding.
2 Methodology
2.1 Particle size distribution metrics considered
Aerosol indirect radiative effects are driven by the sub-set
of particles large enough to be activated to cloud droplets
(so-called cloud condensation nuclei, CCN). Although the
minimum size for activation can be just a few tens of nm
for supersaturations of around 1.0%, concurrent size distri-
bution and CCN measurements for more moderate supersat-
urations of 0.2 to 0.5% suggest that 50 to 100 nm is a rea-
sonable value for the threshold CCN diameter (Kerminen
et al., 2012). Aerosol microphysical processes such as nucle-
ation, coagulation, condensation and cloud processing exert
a strong control on the evolution of nucleation, Aitken and
accumulation mode particle concentrations and are therefore
very important in determining CCN concentrations.
In comparing and evaluating size distributions simulated
by global aerosol microphysics models, we will often con-
sider integral size-resolved particle concentrations, which
help summarise the comparisons and evaluation consider-
ing different sub-sets of particles. The number concentra-
tions N3, N10, N14 are integral concentrations of particles
with dry diameters larger than 3, 10 and 14 nm, and are of-
ten referred to as condensation nuclei (CN). The sizes re-
fer to the typical thresholds of condensation particle counter
(CPC) instruments, which we use to evaluate the total num-
ber of particles simulated by the models across the full mea-
surable particle size range. Not all of these particles are di-
rectly relevant to CCN, but they provide information about
how well the models capture concentrations of secondary
particles, which contribute a large fraction of CCN in many
regions (e.g. Merikanto et al., 2009; Kerminen et al., 2012).
We also consider concentrations of particles larger than 30,
50 and 100 nm dry diameter (N30, N50 and N100). The N50
concentrations counts accumulation and coarse sized parti-
cles, and also part of the Aitken size range, with 50 nm repre-
senting the minimum size ammonium sulfate particles would
activate at supersaturations of 0.42% (a value typical for ma-
rine stratocumulus). The 30 nm dry diameter (N30) repre-
sents a typical lower size limit for activation (0.9% supersat-
uration) and 100 nm (N100) represents an upper limit (0.14%
supersaturation). Aerosol optical properties are mainly con-
trolled by particles larger than 100 nm, since they account
for most of the light scattering at visible and longer wave-
lengths. None of these metrics are uniquely relevant to the
aerosol effect on clouds and climate because the actual ac-
tivation size depends on the particle chemical composition,
cloud updraught velocity and the details of the full size dis-
tribution (e.g. Abdul-Razzak and Ghan, 2000; Nenes and Se-
infeld, 2003). However, studies suggest (e.g. Dusek et al.,
2006) that the particle number size distribution is the most
important quantity in determining atmospheric CCN concen-
trations (Kerminen et al., 2012). The metrics therefore repre-
sent typical aerosol microphysical properties of relevance to
climate and can easily and consistently be compared among
models and with observations.
2.2 Description of model experiments
For the second phase of AeroCom coordinated experiments
(Schulz et al., 2009), a new control present-day emissions
simulation was defined (A2-CTRL-2006). A matching pre-
industrial emissions double-call nudged run (A2-PRE-2006)
was also requested for intercomparison of simulated direct
aerosol forcings (see Myhre et al., 2013). To reduce inter-
model differences, general circulation models (GCMs) were
advised to use nudging techniques (e.g. Jeuken et al., 1996;
Telford et al., 2008) to follow meteorological re-analysis
fields for the year 2006. Also, GCMs were asked to use
a double-call configuration (see e.g. Bellouin et al., 2013)
whereby the main “advancing call” to the model radiation
scheme has zero aerosol and only a second “diagnostic-call”
includes the simulated aerosol properties. This approach al-
lows aerosol forcings to be diagnosed without the aerosol
feeding back on the model dynamics, so that control and per-
turbed experiments have equivalent meteorology. Modellers
were also requested to submit 3-D monthly-mean data sets
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Table 1. List of participating global aerosol microphysics models. Two-moment schemes (2m) carry number and mass in each size class
whereas single-moment (1m) schemes carry only mass. Most models are modal or sectional but CanAM4-PAM uses the piecewise log-
normal approach (pcwise-lgnrml). The “Multi-dist” column indicates whether the scheme includes multiple distributions, i.e. whether it is
possible to have two particles of the same size but different composition. The “Tracers” column indicates the total number of transported
aerosol tracers for each scheme (the sum of the number concentrations and component masses over all size classes). Schemes running in free-
running (free) General Circulation Models (GCMs) submitted multi-annual monthly means from 5 yr simulations whereas nudged (nudg)
GCMs and CTMs submitted monthly-mean results driven by 2006 meteorological re-analyses.
Model Scheme type Classes Multi-dist Tracers Host model Resolution Reference
CAM5-MAM3 modal (2m) 3 N 15 GCM (free) 1.9  ⇥ 2.5  ⇥L30 Liu et al. (2012)
HadGEM3-UKCA modal (2m) 5 Y 20 GCM (nudg) 1.3  ⇥ 1.9  ⇥L63 Mann et al. (2014)
TM5 modal (2m) 7 Y 25 CTM 2.0  ⇥ 3.0  ⇥L34 Aan de Brugh et al. (2011)
GLOMAP-mode modal (2m) 7 Y 26 CTM 2.8  ⇥ 2.8  ⇥L31 Mann et al. (2012)
EMAC modal (2m) 7 Y 41 GCM (nudg) 2.8  ⇥ 2.8  ⇥L19 Pringle et al. (2010)
ECHAM5-HAM2 modal (2m) 7 Y 29(a) GCM (nudg) 1.9  ⇥ 1.9  ⇥L31 Zhang et al. (2012)
GISS-MATRIX modalb (2m) 16 Y 60 GCM (nudg) 2.0  ⇥ 2.5  ⇥L40 Bauer et al. (2008)
CanAM4-PAM pcwise-lgnrml (2m) 7 N 20 GCM (free) 3.7  ⇥ 3.7  ⇥L35 von Salzen (2006)
GEOS-Chem-APM mode & sect. (1m) 100 Y 100 CTM 2.0  ⇥ 2.5  ⇥L47 Yu and Luo (2009)
ECHAM5-SALSA sectional (2m) 20 Y 65 GCM (nudg) 1.9  ⇥ 1.9  ⇥L31 Bergman et al. (2012)
GISS-TOMAS sectional (2m) 12 N 72 GCM (free) 4.0  ⇥ 5.0  ⇥L09 Lee and Adams (2010)
GLOMAP-bin sectional (2m) 40 Y 160 CTM 2.8  ⇥ 2.8  ⇥L31 Spracklen et al. (2005a, 2011)
a Although treatment of SOA in ECHAM5-HAM2 involves 20 SOA species, only four additional advected aerosol tracers are required in addition to the 25 for ECHAM5-HAM.
Another four species are required for the condensable organic gases.
b Note that GISS-MATRIX scheme follows the quadrature method of moments.
of all transported aerosol types (known as aerosol tracers) to
allow flexible intercomparison of simulated particle size dis-
tributions between models of different complexity. Having
the full tracer distribution available also allowed the models
to be compared with a wide range of in situ measurements
across different particle size ranges.
Twelve global aerosol microphysics models submitted 3-
D all-aerosol-tracer data sets for the A2-CTRL-2006 exper-
iment, with a range of sophistication in their aerosol size
representation (Table 1). The number of transported aerosol
tracers over these global models ranges from 15 to 160, with
between 3 and 100 size classes to describe the size distribu-
tion. Several models are flexible in the selection of resolu-
tion, the number of layers and their vertical extent, and some
apply the aerosol schemes in the stratosphere as well as the
troposphere. Furthermore, some models include thermody-
namics schemes to represent the gas–particle partitioning of
semi-volatile components (e.g. Metzger et al., 2002) whereas
others parametrise this process or neglect compounds such
as nitrate. The model spatial resolution also varied widely,
with the highest longitude by latitude resolution at 1.875 
by 1.25  and the lowest at 4.0  by 5.0 . Six of the eight
GCMs nudged to meteorological re-analyses from the year
2006, with the chemical transport models (CTMs) prescrib-
ing winds and temperatures from meteorological re-analyses
also from that year. Where modelling centres did not have the
capability to nudge their GCM to meteorological re-analysis
fields, results were submitted from means over 5 yr of free-
running simulations.
Seven of the models use modal aerosol schemes
(GLOMAP-mode, ECHAM5-HAM2, EMAC, TM5, CAM5-
MAM3, GISS-MATRIX and HadGEM-UKCA), three use
sectional schemes (GISS-TOMAS, GLOMAP-bin and
ECHAM5-SALSA), whilst GEOS-Chem-APM uses a modal
approach for black carbon (BC) and primary organic par-
ticles, with sectional approach for other particle types.
CanAM4-PAM uses the piecewise log-normal approach,
which applies sectional and modal methods for different
parts of the particle size spectrum (see von Salzen, 2006).
Eleven of the 12 models use two-moment approaches
whereby both the number and mass concentration in each
size class are transported, allowing each size class to have
representative size which varies in time and space. The
GEOS-Chem-APM model uses a single-moment approach,
but has a large number of size classes to allow the size distri-
bution to freely evolve in response to the processes.
Table 2 summarises the primary and secondary aerosol
sources used in each model. Although the intention was for
the models to use the same anthropogenic emissions from
Diehl et al. (2012) for the year 2006, this was not achieved,
with some submissions using the IPCC year 2000 emis-
sions (Lamarque et al., 2010), and others using the AE-
ROCOM first-phase emissions (Dentener et al., 2006). In
addition to these differences in emissions inventories, the
models also used their own choice for the size and injec-
tion heights applied to primary emissions sources. Although
recommendations for these emission size assumptions were
made by Dentener et al. (2006) for several source types
based on measurements in the literature, there is a wide
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Table 2. Treatment of emissions, oxidants and nucleation in each model. Abbreviations for emissions are AERO-00 (Dentener et al., 2006),
HCA-06 (Diehl et al., 2012), IPCC-00 (Lamarque et al., 2010), IPCC-06 (RCP4.5 for 2006, Thomson et al., 2011). The “Primary size”
column refers to the geometric mean diameter values (nm) assumed for primary carbonaceous emissions, which most (but not all) models
treat as a source of particles consisting of an internal mixture of BC and OC. The comma-separated values shown are for fossil fuel and
biofuel sources respectively with geometric standard deviation also shown in parentheses. Nucleation parametrisations are abbreviated as
BHN (binary homogeneous nucleation), BLN (activation boundary layer nucleation), THN (ternary homogeneous nucleation), IIN (ion-
induced nucleation) and IMN (ion-mediated nucleation). References for nucleation parametrisations are V02 (Vehkamaki et al., 2002), S06
(Sihto et al., 2006), M07 (Merikanto et al., 2007), K98 (Kulmala et al., 1998), K10 (Kazil et al., 2010), N02 (Napari et al., 2002) and Y10
(Yu, 2010). Also shown is each model’s column global burdens of sulfate (Tg of sulfur) and BC (Tg of carbon), and global mean surface
number concentrations (cm 3) of particles with dry diameter larger than 30 nm (N30) and 100 nm (N100).
Model Emissions Primary size Oxidants Nucleation SO4 BC N30 N100
CAM5-MAM3 IPCC-00 80, 80 (1.80,1.80) prescribed BHN (V02) and BLN (S06) 0.42 0.08 447 231
HadGEM3-UKCA IPCC-00 60, 150 (1.59,1.59) online BHN (V02) 0.60 0.10 425 198
TM5 IPCC-06 30, 30 (1.59,1.59) online BHN (V02) 0.51 0.16 1535 186
GLOMAP-mode HCA-06 30, 80 (1.80,1.80) prescribed BHN (K98) 0.75 0.11 527 313
EMAC AERO-00 60, 150 (1.59,1.59) online BHN (V02) 0.38 0.20 1140 405
ECHAM5-HAM2 HCA-06 60, 60 (1.59,1.59) prescribed IIN (K10) 0.94 0.12 490 199
GISS-MATRIX IPCC-00 50, 100 (1.80,1.80) online THN (N02) 0.60 0.09 213 108
CanAM4-PAM HCA-06 30, 80 (1.80,1.80) prescribed THN (M07) 0.61 0.15 1868 480
GEOS-Chem-APM AERO-00⇤ 60, 150 (1.80,1.80) online IMN (Y10) 0.59 0.12 705 274
ECHAM5-SALSA HCA-06 60, 150 (1.59,1.59) prescribed BHN (V02) 0.61 0.08 380 154
GISS-TOMAS AERO-00 30, 80 (1.80,1.80) prescribed BHN (V02) 1.39 0.11 1129 379
GLOMAP-bin HCA-06 30, 80 (1.80,1.80) prescribed BHN (K98) 0.80 0.12 972 411
⇤ Except for anthropogenic SO2 and NOx which is based on the Emissions Database for Global Atmospheric Research (EDGAR) inventory (Olivier and Berdowski, 2001) and
scaled to year 2006 with also some improved estimates from other inventories for several regions (G. Luo, personal communication, 2013).
range of values used by the models. The assumed size has
been shown to have a strong influence on simulated parti-
cle concentrations (Spracklen et al., 2010) and size distri-
bution (Reddington et al., 2011), so we list these here for
each model. Many of the models used prescribed oxidant
fields in determining aerosol precursor oxidation, although
five did have tropospheric chemistry schemes determining
oxidant concentrations online in the simulation. A diversity
of nucleation parametrisations was apparent across the mod-
els, with most including only binary homogeneous nucle-
ation which produces particles only in the free troposphere.
Only one of the models used an empirical boundary layer nu-
cleation mechanism (e.g. Sihto et al., 2006) for their AERO-
COM simulations, although some models simulate ternary or
ion-induced/mediated nucleation which can generate parti-
cles efficiently in the boundary layer. The simulated burdens
and surface size-resolved number concentrations from each
model are also shown in Table 2 for reference.
Comparison of aerosol properties simulated by the same
aerosol microphysics scheme implemented within different
modelling frameworks have been carried out for both sec-
tional (Trivitayanurak et al., 2008) and modal (Zhang et al.,
2010) modules, and have shown that predictions are sensi-
tive to host model differences. We have therefore chosen not
to try to discriminate the extent to which sectional schemes
may outperform modal aerosol microphysics schemes, as we
believe this would not be possible given the variety of host
model frameworks used for the benchmark simulations.
2.3 Deriving comparable model size distributions
To compare particle size distributions between models of dif-
ferent complexity, the 3-D-varying number and size for each
size class is required. The CanAM4-PAM and GEOS-Chem-
APM models submitted data sets which had mapped their
size classes onto a fixed size bin grid. Since all other mod-
els followed either two-moment modal or two-moment sec-
tional size distribution approaches, a common methodology
could be applied. First, the mean dry volume Vdry,i was cal-
culated for each size class i summing over all present in-
ternally mixed aerosol components j (sulfate, sea salt, BC,
organic matter, dust, nitrate or ammonium):
Vdry,i =
X
j
✓
mijMj
Na⇢j
,
◆
(1)
wheremij is the number of molecules per particle of compo-
nent j in mode i, the ⇢j and Mj are the density and molar
mass of component j and Na is Avogadro’s constant. The
mij values were derived from each model’s submitted num-
ber concentrations (ni) and mass mixing ratios (qij ) as
mij = Mda
Mj
qij
ni
p
kBT
, (2)
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where Mda is the molar mass of dry air, kB is Boltzmann’s
constant and p and T are the ambient pressure and temper-
ature. Once the mean dry volume for each size class was
derived, the geometric (number) mean dry diameter Di was
then calculated as
Di =
 
6Vdry,i
⇡ exp 4.5log2e( g,i ) 
! 1
3
, (3)
where  g,i is set to unity for sectional schemes and to their
assumed constant values for the log-normal modes used by
the modal schemes. Each modelling group provided a docu-
ment explaining the mapping from tracer index to size class
and aerosol component, together with their scheme’s values
for  g,i , ⇢j andMj .
The monthly-mean number concentration Ni and size Di
was then calculated for each size class on the 3-D grid. The
vertical coordinate grid for each model was also constructed
from the information provided.
Size-resolved number concentrations were then derived
for particles larger than 3, 10, 14, 30, 50 and 100 nm by inte-
grating the size distribution based on ni , Di and  g,i in each
size class. These threshold dry diameters (Dthresh) were cho-
sen to facilitate comparison with the measurements described
in Sect. 3.2. For modal schemes, partial integrals over each
log-normal size class were computed using the error func-
tion. For sectional schemes, the calculation involved sum-
ming the number concentration in all size classes larger than
the threshold size including a fractional contribution from
bins with interface dry diameters that span Dthresh.
To enable size distributions to be assembled into a multi-
model mean, each model’s size distribution was calculated
on a common size grid. For sectional models, the number
size distribution dNdlog10(D) was first constructed on the parentsize grid:⇢ dN
dlog10(D)
 
i
= loge(10)NiDi1Di , (4)
where 1Di is from the parent model bin dry diameter grid.
These parent dry diameter grid size distributions were then
interpolated onto a common 50-bin grid Dk between 1 nm
and 10 µm. For modal schemes, dNdlog10D was calculated byevaluating the lognormal distribution on the common 50-bin
grid:⇢ dN
dlog10(D)
 
k
= loge(10) Ni(2⇡)0.5 loge( g,i )
exp
(
 
 loge(Dk)  loge(Di) 2
2 log2e( g,i )
)
. (5)
Although calculating size-resolved number concentrations
and size distributions from monthly-mean aerosol tracers
does not account for higher temporal variations in mass to
number ratios, the approach allows us to intercompare the
full set of global aerosol microphysics models with a consis-
tent methodology. To assemble the multi-model mean and di-
versity, each model quantity at the surface (BC, sulfate, N30,
N100) was interpolated onto a 1  by 1  grid and zonal-means
against latitude and height were interpolated onto a 1  by
100m grid.
2.4 Definition of multi-model mean and diversity
In Sect. 3.1, we examine spatial distributions of multi-model
mean and diversity over a “central” sub-set of the models,
omitting models with aerosol properties outside a chosen
range. Such central-model-mean fields provide a “best esti-
mate” of the global distribution of aerosol properties and may
also become useful as reference data sets against which to
assess evolving model development. We follow the approach
of Kinne et al. (2006) in using the central two-thirds (here
eight models) as the basis for the central model mean and
diversity. When calculating the central-8 mean we take the
geometric mean over the values for each model. Note that
the assessment of which models are “central” is done locally,
so the central mean will be over different models in different
regions. As in Kinne et al. (2006), the diversity is presented
as the ratio of the maximum and minimum values over those
central two-thirds of models. This approach is useful as it
immediately gives the factor over which those central mod-
els range. It is important to note that we always refer to model
diversity as the ratio of the central two-thirds maximum and
minimum (rather than as an absolute quantity) to enable the
diversity to be compared between clean and polluted regions.
Finally, we note that multi-model diversity is not the same as
the true model uncertainty. For example, the diversity may be
low close to emissions sources if models use similar emis-
sions inventories. Additional uncertainty will be caused by
uncertainties in emissions (L. A. Lee et al., 2013) which has
not been accounted for here.
3 Results
3.1 Multi-model mean and diversity of aerosol
properties
As a reference to help understand the mean and diversity of
size-resolved number concentrations, we first examine simu-
lated mass concentrations of sulfate and BC. We do not inter-
compare simulated particulate organic matter (POM) among
the models as this is the subject of another AeroCom inter-
comparison paper (Tsigaridis et al., 2014). We also do not
analyse simulated mass concentrations of dust and sea salt as
they are mainly from super-µm particles, whereas our focus
is on sub-µm particles. Note however, that the size-resolved
POM, dust and sea salt masses in the models are included
in the construction of the model size distributions, and hence
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Figure 1. Global maps of central-8 model mean (panels a and b) and diversity (panels c and d) for simulated annual mean surface mass
concentrations of sulfate (a, c) and black carbon (b, d). Diversity here is the ratio of the maximum and minimum values over the central 8 of
the 12 models (defined locally, as described in Sect. 2.4). Note that the geometric mean is used when averaging over the central-8 models.
their influence on size-resolved number concentration is ac-
counted for.
3.1.1 Surface sulfate and black carbon
Sulfate is mostly a secondary aerosol species formed by oxi-
dation of sulfur dioxide (SO2). In marine regions SO2 derives
mainly from the oxidation of dimethyl sulfide (DMS), pro-
duced by phytoplankton, although SO2 from continuously
erupting volcanoes also has an important influence on aerosol
properties (Andres and Kasgnoc, 1998; Schmidt et al., 2012).
In the present-day atmosphere, the dominant global source of
sulfate is derived from anthropogenic SO2 which greatly ex-
ceeds marine and volcanic SO2 sources (e.g. Dentener et al.,
2006). Figure 1a illustrates this strong anthropogenic influ-
ence, with the multi-model mean sulfate mass concentration
highest over the main industrialised regions, with maximum
surface annual means of 2 to 5 µgm 3 of sulfur over eastern
China.
BC mainly determines the aerosol absorption and is a pri-
mary aerosol mass species, being directly emitted from wild-
fires and anthropogenic fossil fuel and biofuel combustion
sources. The global BC distribution in Fig. 1b reflects these
source regions, and since the vast majority of BC is emitted
from continental sources, marine concentrations are typically
at least a factor of 10 lower than over the continents.
The central diversities of surface sulfate and BC mass
(Fig. 1c and d) are generally lower in continental regions than
in marine regions. For BC, which is almost entirely emit-
ted in continental regions, this land–sea contrast in diversity
is much greater. Since BC is a primary emitted species, the
main cause of the diversity near to the sources is likely to
be differences in emissions between the models, although
boundary layer mixing and dry deposition may also play
a role. BC emissions are treated in all models based on pre-
scribed emissions inventories, and Fig. 1d shows that the di-
versity in simulated BC concentrations is less than a factor
of 2 in the main polluted regions.
In general, the diversity in surface BC (Fig. 1d) increases
substantially with distance away from source, from a factor
of about 3 in the main source regions to a factor of 4 to 6
in more remote marine regions, and to around a factor of 10
or more at high latitudes. These large diversities are consis-
tent with the findings from Koch et al. (2009) who found
the largest model BC diversity occurred in northern Eurasia
and the remote Arctic and Schwarz et al. (2010) who showed
that, over the remote Pacific, the ratio of the 75th to 25th
percentiles was around a factor of 10 at the surface between
60  N and 60  S and a factor of 30 to 100 at higher latitudes.
In these previous studies, the differences were attributed to
both emissions and removal processes. The mapping of the
diversity here suggests that differences in removal processes
are the dominant source of model BC diversity in remote re-
gions (possibly in combination with approaches to ageing),
because diversity is much lower in the main emission re-
gions. This finding agrees with recent studies (Vignati et al.,
2010; Kipling et al., 2013) which have also found a strong in-
fluence of model treatment of scavenging on simulated BC in
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Figure 2. Global maps of central-8 model mean (panels a and b) and diversity (panels c and d) for simulated annual mean surface size-
resolved number concentrations for N(Dp > 30 nm) (a, c) and N(Dp > 100 nm) (b, d). Diversity here is the ratio of the maximum and
minimum values over the central 8 of the 12 models (defined locally, as described in Sect. 2.4). Note that the geometric mean is used when
averaging over the central-8 models.
remote regions. Y. H. Lee et al. (2013) investigated the diver-
sity in simulated BC from seven models participating in the
Atmospheric Chemistry and Climate Model Intercomparison
Project (ACCMIP) and also found increasing diversity with
increasing distance from source, with the standard deviation
among simulated Arctic BC columns greater than their mean.
In that study, only one of the chemistry–climate models was
nudged to meteorological reanalysis data, while all models
used the same emissions inventory, and the large diversity in
simulated BC (a factor of 3 for global column burdens) was
found to be caused by differences in removal and transport.
The diversity in surface sulfate mass has regional varia-
tions that are not evident in BC. For example, there is much
more diversity over the high-sulfate region in Europe than
over the eastern United States (US). By contrast, the two re-
gions have similar BC diversity at the surface, although the
western US is more diverse in simulated BC, where wild-
fire emissions dominate. Figure 1c also shows that model di-
versity in simulated sulfate is much higher in northern Eu-
rope than in southern Europe. An important sulfate produc-
tion mechanism is from aqueous oxidation of dissolved sul-
fur dioxide in cloud droplets (e.g. Barrie et al., 2001) via
aqueous chemical reactions with dissolved hydrogen perox-
ide and ozone. In northern Europe, concentrations of hydro-
gen peroxide and ozone are much lower than in southern Eu-
rope (e.g. Berglen et al., 2004) and different treatments of
chemistry, including some models’ prescription of oxidant
fields (see Table 2) could explain the higher sulfate diversity
in northern Europe. The higher sulfate diversity in northern
Europe could also be explained by the expected increase with
distance away from the source region, due to differences in
the representation of removal processes. However, the BC
diversity map does not show this maximum in northern Eu-
rope, so the model treatment of sulfate production is the more
likely cause. In their comprehensive analysis of aerosol mi-
crophysical uncertainties, L. A. Lee et al. (2013) also found
that aqueous sulfate production was a major cause of uncer-
tainty in simulated CCN at high northern latitudes.
3.1.2 Surface size-resolved particle concentrations
Figure 2 shows global maps of particle number concentra-
tions with dry diameter larger than 30 nm (N30, Fig. 2a) and
100 nm (N100, Fig. 2b). In each grid box, the central two-
thirds of the model annual means was calculated, and the
map shows the geometric mean over those eight values. Sur-
faceN30 concentrations are highest in the main industrialised
regions, due mainly to anthropogenic primary emissions. In
eastern China, annual mean N30 reaches 10 000 cm 3, and
in India, central Europe and eastern USA there are large
regions with annual-mean N30 above 2000 cm 3. Regions
with strong biomass burning emissions also have high an-
nual mean N30, with central Africa and South America in
excess of 1000 cm 3. In marine regions, N30 is much higher
in the Northern Hemisphere than the Southern Hemisphere,
exceeding 200 cm 3 everywhere between 30 and 60  N in
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the North Atlantic and North Pacific. By contrast, N30 is less
than 200 cm 3 throughout the Southern Hemisphere marine
boundary layer, falling below 100 cm 3 poleward of 60  S.
It is interesting that, even in the Antarctic, annual mean N30
never falls below 50 cm 3, whereas the annual means of
N100 and the mass concentrations of sulfate and BC mass
have steep meridional gradients towards the remote polar re-
gions. This constant backgroundN30 is likely due to a steady
source of particles from nucleation in the free troposphere
(e.g. Raes, 1995; Merikanto et al., 2009). The presence of
this constant background source of potential CCN could be
important for determining the baseline pre-industrial cloud
droplet concentrations which has a strong influence on in-
direct forcing over the industrial period (e.g. Carslaw et al.,
2013; Schmidt et al., 2012).
Surface N100 concentrations show a similar spatial distri-
bution to N30 in continental regions, but with lower concen-
trations. However, in the outflow regions off the coast of East
Asia and eastern USA, N100 decreases more rapidly away
from the source than N30 which may reflect a lower pro-
portion of particles in marine N100 than N30. Another factor
is that larger particles tend to be shorter-lived because they
are more efficiently removed by nucleation scavenging. Only
a weak local maximum in N100 is seen in the high sea-spray
belt in the Southern Ocean between 40 and 55  S with N100
above 50 cm 3, andN100 only falls below 10 cm 3 over con-
tinental Antarctica.
The diversity in the main anthropogenic emissions regions
(Fig. 2c) is high for N30 (factor 2 to 5), whereas N100 is sub-
stantially lower (within a factor of 2, Fig. 2d) and follows
a continental diversity pattern similar to BC (Fig. 1d). The
high continental N30 diversity is partly due to differences in
assumed size distribution for primary emissions sources in
the different models (see Table 2). A smaller assumed size re-
sults in higher primary particle number emissions (for a given
particle emission mass flux), and also affects simulated size-
dependent processes such as gas to particle transfer and par-
ticle growth by coagulation and condensation. Different as-
sumptions for the size distribution of primary emitted parti-
cles have been shown to strongly influence simulated particle
number concentrations (Pierce and Adams, 2009; Spracklen
et al., 2010). Reddington et al. (2011) examined the effect on
model size distributions finding a stronger influence on simu-
latedN30 thanN100 in Europe where carbonaceous emissions
are mostly from fossil fuel combustion sources. The size at
which these primary particles are emitted also strongly af-
fects how efficiently they are removed and also their cloud
nucleating and optical properties. As seen in Table 2, al-
though all the models represent new particle formation, most
only include a binary nucleation mechanism such as Kulmala
et al. (1998) or Vehkamaki et al. (2002). These parametrisa-
tions do not generate a significant number of new particles in
the continental boundary layer (e.g. Spracklen et al., 2006;
Merikanto et al., 2009; Yu et al., 2010), so the main parti-
cle number source in continental regions (near the surface)
will tend to be from direct emission of primary particles (e.g.
carbonaceous or sub-grid “primary sulfate” particles).
In remote marine regions, N30 has a relatively low diver-
sity (a factor of 2), with higher values (factor 3 to 6) seen in
regions where primary aerosol dominates the particle source,
such as the sea-spray belt (40 to 55  S), and in biomass burn-
ing outflow regions (Merikanto et al., 2009). Whereas N30
has much higher diversity in continental than marine regions,
the reverse is true for N100 (Fig. 2d), which has a diversity
generally within a factor of 2 in the anthropogenic source re-
gions, although biomass burning regions are more diverse.
Marine N100 is diverse among the central two-thirds, typi-
cally by around a factor 3 to 5, with even higher diversity
near the equator.
The patterns of diversity inN30 andN100 can be explained
by differences in the sources of the two size classes of parti-
cles. N30 in marine regions tends to be dominated by sec-
ondary particles which were nucleated in the free tropo-
sphere and subsequently entrained into the marine boundary
layer (e.g. Raes, 1995; Clarke and Kapustin, 2002; Merikanto
et al., 2009). Marine CCN concentrations have been shown
(Spracklen et al., 2005b; L. A. Lee et al., 2013) to be rela-
tively insensitive to a factor of 10 change in the free tropo-
spheric nucleation rate, due mainly to the negative feedback
effect from coagulation being more effective at higher parti-
cle concentrations. In the main sea-spray region (40–50  S),
theN30 diversity is much higher than in other marine regions,
likely indicating differences in the way the models treat ultra-
fine sea-spray, which is more diverse among the models than
concentrations of entrained particles from the free tropo-
sphere. Observations from field campaigns (e.g. O’Dowd and
Smith, 1993) and laboratory measurements (e.g. Martens-
son et al., 2003) have shown that sea-spray efficiently pro-
duces particles down to sub-100 nm dry diameters and global
model studies have shown that these ultrafine sea-spray par-
ticles contribute directly to CCN (Pierce and Adams, 2006)
and also indirectly through their influence on the size distri-
bution of marine sulfate aerosols (Gong and Barrie, 2003).
The higher diversity in marine N100 (than N30) may also be
indicative of those particles being long-range transported or
cloud-processed particles that have been shaped by several
processes with a higher combined diversity.
3.1.3 Meridional and vertical distributions
In this section, we examine the modelled vertical and merid-
ional distributions, considering zonal-means in each model
as a function of latitude and altitude. Figure 3 shows the
zonal mean vertical and latitudinal profile of sulfate and BC
mass concentrations and Fig. 4 shows N30 and N100.
The zonal and annual-mean BC concentrations (Fig. 3b)
are highest for latitudes 30 to 40  N at about 0.2 µgm 3 of
carbon, with a second, slightly weaker, local maximum at 0–
10  N. These two maxima correspond to the major source
regions in the mid-latitude Northern Hemisphere (mostly
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Figure 3. Zonal-mean vs. latitude and altitude plots of central-8 model mean and diversity for simulated annual mean mass concentrations
of sulfate (a, c) and black carbon (b, d). Diversity here is the ratio of the maximum and minimum values over the central 8 of the 12 models
(defined locally, as described in Sect. 2.4). All concentrations are with respect to local temperatures and pressures in the models. Note that
the geometric mean is used when averaging over the central-8 models.
anthropogenic) and tropical regions (mostly biomass burn-
ing). It is noticeable that the vertical concentration gradient
is steeper for the Northern Hemisphere mid-latitude BCmax-
imum than it is in the Tropics. The explanation is likely to be
stronger convection in the Tropics and the fact that wildfire
sources can inject aerosol to higher altitudes (e.g. Dentener
et al., 2006) whereas anthropogenic BC is mostly emitted
near the surface. Since BC is emitted almost entirely in con-
tinental regions, its concentration is very low in the mid- and
high-latitude Southern Hemisphere.
The vertical profile of BC diversity (Fig. 3d) shows the
expected distribution, with the least diversity near source in
the lowest few km (50  S–50  N). Model diversity is higher
in the mid- and upper troposphere and in remote regions be-
cause differences in removal and processing add to the initial
emissions-induced diversity near sources. Sulfate has a more
complex structure of meridional and vertical diversity distri-
bution compared to BC. The lowest diversity occurs between
about 3 and 4 km, with slightly higher model diversity at the
surface and a factor of 2 to 3 between 1 and 2 km, possi-
bly due to large differences in model treatments of in-cloud
sulfate production. There is a local maximum in model diver-
sity for BC between 8 and 11 km in the latitude range 15  S
to 15  N that is not present for sulfate. This is likely due to
the strong sensitivity of BC to different model treatments of
convective scavenging (e.g. Kipling et al., 2013).
The different vertical and meridional pattern of sulfate
and BC diversity reflects the fact that sulfate is a secondary
aerosol species formed via oxidation in the atmosphere some
time after emission of the precursor gases (DMS and SO2).
Thus sulfate has a less steep vertical gradient than BC above
the northern mid-latitude anthropogenic source regions. The
meridional gradient in sulfate is also weaker than for BC
since there is a substantial marine source of sulfate originat-
ing from DMS (mainly during summer).
The meridional and vertical distribution ofN30 andN100 is
shown in Fig. 4. The zonal-mean N100 distribution (Fig. 4b)
is qualitatively similar to the BC distribution (Fig. 3b), but
has a much slower decrease with increasing altitude, suggest-
ing that N100 is influenced by secondary particle sources in
the free and upper troposphere.N30 has an even weaker verti-
cal gradient, particularly in the Southern Hemisphere, consis-
tent with N30 being more strongly influenced by secondary
particles formed in the free troposphere than N100.
The model diversity in N30 (Fig. 4c) is quite high at the
surface due to differences in the size distribution of primary
emissions. Above the boundary layer the N30 diversity is
much lower as there is a mixture of nucleated and primary
particles. It is interesting that for both N30 and N100 there
is a maximum in model diversity at about 5 to 7 km in the
Tropics which could reflect differences in vertical transport
and scavenging between the models.
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Figure 4. Zonal-mean vs. latitude and altitude plots of central-8 model mean and diversity for simulated annual mean size-resolved number
concentrations for N(Dp > 30 nm) (a, c) and N(Dp > 100 nm) (b, d). Diversity here is the ratio of the maximum and minimum values
over the central 8 of the 12 models (defined locally, as described in Sect. 2.4). All concentrations are with respect to local temperatures and
pressures in the models. Note that the geometric mean is used when averaging over the central-8 models.
3.2 Comparison with observations
Previous evaluation of multiple global aerosol models
against observations (e.g. Kinne et al., 2006) has tended to
focus on data sets with a wide spatial and temporal cover-
age, such as the AERONET sun photometer network (Holben
et al., 1998) or satellite data (e.g. Tanre et al., 1997; Torres
et al., 2002; Kahn et al., 1998). Although these data sets have
given useful information on the global distribution of column
aerosol optical properties, they provide only limited informa-
tion on the particle size distribution. In situ measurements of
the particle size distribution have been made in numerous
field campaigns and at monitoring sites over several decades,
and several data compilations have been created that are use-
ful for model evaluation.
Here, we evaluate the 12 global aerosol microphysics
models against several such data compilations from airborne,
ship-borne and land-based in situ measurements. Global
aerosol microphysics models are considerably more complex
than mass-based aerosol schemes with prescribed size dis-
tributions (see Sect. 2.2). As a consequence, intercomparing
the size distributions simulated by different aerosol micro-
physics schemes is a technically challenging exercise. Rather
than providing a comprehensive evaluation of each model,
the idea here is to assess the skill of the multi-model mean
and isolate cases where the central models cannot account for
the observations. The data sets used are listed in Table 3 and
are briefly described below. Their locations are shown on a
global map in Fig. 5.
– Global Atmosphere Watch (GAW) sites
TheWorld Meteorological Organisation coordinates the
GAW network of measurement stations (http://www.
wmo.int/pages/prog/arep/gaw/gaw_home_en.html)
to provide long-term monitoring of aerosol optical,
physical and chemical properties. The first data set we
compare the aerosol microphysics models to are CPC
measurements of total (size integrated) particle number
concentration at 13 of the GAW sites. The measure-
ments for these sites were downloaded from the World
Data Centre for Aerosols (WDCA) database hosted
by the EU Joint Research Centre (JRC), Ispra (http:
//www.jrc.ec.europa.eu/data/parameters/datacnc.html).
Note that this database has now moved from JRC and
is currently hosted at the Norwegian Institute for Air
Research (NILU) within the wider EBAS database
(http://ebas.nilu.no/).
As in Spracklen et al. (2010), we classify these 13 GAW
sites into three types: free troposphere (FT): Jungfrau-
joch (JFJ), Mauna Loa (MLO), South Pole (SPO), ma-
rine boundary layer: Mace Head (MHT), Neumayer
(NEU), Barrow (BRW), Samoa (SMO), Trinidad Head
(THD), Cape Grim (CGR) and continental boundary
layer: Southern Great Plains (SGP), Bondville (BND),
Pallas (PAL) and Hohenpeissenberg (HOP). Many of
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Table 3. Observational data sets on size-resolved number concentrations used in the evaluation of the global aerosol microphysics models.
When comparing to the CPC measurements, we derive from the models particle concentrations larger than 3, 10 and 14 nm. These size
thresholds correspond to the cut-off diameters for the different type of particle counter used in the measurements at each site.
Data set Environment Instrument Quantity compared Location Data duration
GAW-WDCA Free Trop. CPC N10, N10, N14 JFJ, MLO, SPO 11, 24, 25 yr
GAW-WDCA Marine BL CPC N10, N14, N14, N14, N14, N3 MHT, NEU, BRW, SMO, THD, CGR 6, 13, 31, 20, 5, 7 yr
GAW-WDCA Cont’l BL CPC N10, N14, N10, N3 SGP, BND, PAS, HOP 11, 13, 6, 10 yr
EUSAAR Nordic/Baltic BL D/SMPS N30, N50, N100, size dis ASP, BIR, SMR, PAL, PLA, VHL 2 yr (2008/09)
EUSAAR-GUAN C. Europe BL D/SMPS N30, N50, N100, size dis BOS, HPB, KPO, OBK, MPZ, WAL 2 yr (2008/09)
EUSAAR W. Europe BL D/SMPS N30, N50, N100, size dis CBW, HWL, MHT, JRC 2 yr (2008/09)
EUSAAR Mediterranean BL D/SMPS N30, N50, N100, size dis FKL 2 yr (2008/09)
EUSAAR Arctic BL D/SMPS N30, N50, N100, size dis ZEP 2 yr (2008/09)
LACE campaign C. Europe BL/FT CPC,PCASP N5, N15, N120 Over eastern Germany summer 1998
Heintzenberg marine BL DMPS/APS sub-µm size dis 75  S to 90  N 30 yr
Clarke marine BL/FT u-CPC N3 Pacific and S. Ocean 10+ yr
Figure 5. Global map indicating the locations of the measurement data sets shown in Table 3. Coloured circles show GAW-WDCA stations
(blue), EUSAAR/GUAN supersites (aqua) and the location of the LACE 98 field campaign (red). The aqua boxed regions indicate where the
aircraft field campaign measurements compiled in Clarke and Kapustin (2002) were made. The yellow boxed regions show the locations of
the cruise campaign measurements compiled by Heintzenberg et al. (2000). When comparing to the measurements, each of the models was
sampled based on a mask or interpolation to these locations.
these sites have several decades of data available which
can be used to establish trends in aerosol concentra-
tion (e.g. Asmi et al., 2013). In this study, we com-
pare to multi-annual means and standard deviations over
the monthly-mean data over the number of years listed
in Table 3. The total number of years of data used,
and the size thresholds for the CPC at each site are
shown in Table 3. The four original NOAA baseline
aerosol monitoring stations (SPO, BRW, SMO, MLO)
have operated since the 1970s and are described by Bod-
haine (1983). Further information on these and the other
sites can be found in Collaud Coen et al. (2013) and
Asmi et al. (2013).
– European Supersites for Atmospheric Aerosol Research
(EUSAAR)
EUSAAR was a European project which established
a coordinated network of 20 aerosol supersites (Philip-
pin et al., 2009) which are now supported by the AC-
TRIS initiative (Aerosols, Clouds, and Trace gases Re-
search InfraStructure Network, http://www.actris.net).
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Each of the supersites is equipped with differential
or scanning mobility particle sizers (DMPS/SMPS) to
measure particle size distributions following standard-
ised protocols for instrument maintenance and mea-
surement procedures (Wiedensohler et al., 2012). Asmi
et al. (2011) compiled the EUSAAR measured size
distribution data sets over 2008/2009 and combined
them with additional concurrent measurements from
the German Ultrafine Aerosol Network (GUAN) which
also had DMPS/SMPS instruments measuring sub-µm
aerosol size distributions (Birmili et al., 2009). The gen-
eral findings of the Asmi et al. (2011) study were that
central European sites had strong unimodal size dis-
tributions with relatively low CCN variability, whereas
Nordic and western European sites have lower concen-
trations, were more variable and often bimodal with dis-
tinct Aitken and accumulation modes. We compare the
models to the climatological size distributions at each
site from Asmi et al. (2011), and group them into five
types – Nordic and Baltic: Aspreveten (ASP), Birkenes
(BIR), Hyytiala (SMR), Pallas (PAL), Preila (PLA)
and Vavihill (VHL); central Europe: Bosel (BOS),
Hohenpeissenberg (HPB), K-Puzsta (KPO), Kosetice
(OBK), Melpitz (MPZ), Waldhof (WAL); western Eu-
rope: Cabauw (CBW), Harwell (HWL), Mace Head
(MHT); Mediterranean: Ispra (JRC), Finokalia (FKL);
and Arctic: Zeppelin (ZEP).
– The Lindenberg Aerosol Characterization Experiment
1998 (LACE 98)
The LACE 98 campaign (Petzold et al., 2002) took
place over eastern Germany during summer 1998 with
a range of airborne aerosol measurements made to char-
acterise aerosol properties over central Europe. The air-
craft instrumentation deployed in LACE 98 included
three CPCs measuring total integral particle concen-
trations (with different lower size limits) and Passive
Cavity Aerosol Spectrometer Probe (PCASP) measure-
ments of the particle size distribution between 0.1 and
3 µm dry diameter. Further work to analyse and process
these measurements led to median and 25th/75th per-
centile profiles of N5, N15 and N120 on a 1 km vertical
grid (see Lauer et al., 2005) that have been used to eval-
uate size-resolved particle concentrations in the bound-
ary layer and free troposphere, as simulated by global
aerosol microphysics models. Note that when compar-
ing to this data set, each model’s number concentrations
are at ambient temperature and pressure to be consistent
with the observed profiles.
– 30 yr of ship-borne aerosol measurements
Marine boundary layer particle concentrations and
number size distribution measurements have been com-
piled into a global climatological data set (Heintzenberg
et al., 2000). The data set brings together measurements
from several field campaigns in many regions includ-
ing the Arctic (Heintzenberg and Leck, 1994; Covert
et al., 1996), the central Pacific (Quinn et al., 1990,
1993, 1995, 1996), the North Atlantic (Van Dingenen
et al., 1995; Leaitch et al., 1996; Raes et al., 1997) and
the Southern Ocean and Antarctic (Jaenicke et al., 1992;
Davison et al., 1996; Bates et al., 1998). The clima-
tology has been used as an observational constraint for
global model simulated Aitken and accumulation mode
number, size and widths (e.g. Easter et al., 2004; Pierce
and Adams, 2006; Spracklen et al., 2007; Trivitayanu-
rak et al., 2008; Zhang et al., 2010; Mann et al., 2012). It
would be highly desirable to repeat the valuable efforts
of Heintzenberg et al. (2000), and produce a similar, up-
dated marine climatology incorporating the wide range
of aerosol microphysics measurement data sets made on
cruises since 2000.
– 10 yr of aircraft measurements over the Pacific and
Southern Oceans
Data from numerous field campaigns have been com-
piled by Clarke and Kapustin (2002) to produce cli-
matological profiles of ultrafine particle concentrations
within latitude ranges 70 to 20  S, 20  S to 20  N and 20
to 70  N. The aircraft measurements very clearly show
a distinct maximum in particle concentrations in the
free and upper troposphere, which has been shown to
provide an important source of CCN in marine regions
(Merikanto et al., 2009). Note that when comparing to
this data set, each model’s number concentrations are
converted to standard temperature and pressure to be
consistent with the observed profiles.
3.2.1 Total particle number concentrations at GAW
sites
Figure 6 shows a scatter plot of modelled annual mean par-
ticle number concentrations against the multi-year annual
mean from the observations at each site. The model values
are simulated concentrations of particles larger than the cut-
off diameter used by the CPC at each measurement site (3,
10 or 14 nm, see Sect. 2.3 and Table 3). The vertical whiskers
indicate the range over the central 8 models, whereas the hor-
izontal whisker shows the standard deviation over the annual-
means over the several years of measurements (see Table 3).
The central-model mean represents the spatial variation of
the annual mean particle concentrations well with a Pearson
correlation coefficient (R) of 0.96 and normalised mean bias
(b) of  0.21, and is within a factor 2 of the observations at
all 13 sites. However, as seen in Sect. 3.1, particle concen-
trations are rather diverse among the different models. For
example, at Pallas and Mace Head, the central model diver-
sity is about a factor of 5. The three FT sites (Jungfraujoch,
Mauna Loa and South Pole) have lower diversity but still it
is around a factor 2 to 4. This large model diversity indicates
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Figure 6. Simulated annual mean surface N(Dp > 3/10/14 nm)
against CPC observations at all 13 GAW sites. Different size thresh-
olds are used for each site corresponding to the cut-off diameters
for the CPC used (3 nm at Cape Grim, Hohenpessenberg, 10 nm at
Jungfraujoch, Mauna Loa, Mace Head, Southern Great Plains, Pal-
las and 14 nm at South Pole, Neumayer, Barrow, Samoa, Trinidad
Head, Bondville). The model values are geometric means over the
central 8 models with the vertical whisker indicating their range.
For the observations, the multi-annual mean is shown with the hori-
zontal whisker showing plus and minus the standard deviation over
the several years of data shown in Table 3.
that many of the models have considerable biases against
the observations. However, at only 2 of the 13 sites (South-
ern Great Plains and Neumayer) does the central two-thirds
range not span the multi-annual mean of the measurements.
It is interesting that the central models have opposite bias at
the two Antarctic sites, tending to be slightly biased high at
the South Pole site, but biased low at the coastal Neumayer
site. Boundary layer nucleation events have been observed
in a recent field campaign at Neumayer (R. Weller, personal
communication, 2013) and have also been measured at the
Finnish coastal Antarctic site Aboa (Asmi et al., 2010). The
coastal N14 low bias could therefore be due to most mod-
els’ nucleation parametrisations not forming new particles
efficiently in the boundary layer. The other site with a low
bias is Southern Great Plains in rural continental USA. As
shown in Table 2, most of the model nucleation parametri-
sations do not generate particles efficiently in the boundary
layer, and such boundary layer nucleation mechanisms have
been shown to represent a substantial source of small parti-
cles in rural continental environments (e.g. Kulmala et al.,
2004; Spracklen et al., 2006, 2008).
Annual cycles of total particle number at the GAW sites
are shown in Figs. 7–9. Considering the free troposphere
sites, Mauna Loa in Hawaii (19  N) has no significant sea-
sonal variation (Fig. 7b), whereas Jungfraujoch (Fig. 7a) and
South Pole (Fig. 7c) have clear seasonal cycles with summer
total particle concentrations higher than in winter by factors
of about 2 and 10 respectively. At South Pole, this seasonal
cycle in N14 is likely driven by the strong seasonal varia-
tions in DMS seawater concentration and photochemistry al-
though seasonal transport effects are also a likely contributor
(Bodhaine et al., 1986). The central model mean captures the
South Pole seasonal cycle in N14 very well (R = 0.95) albeit
with a slight high bias (b = 0.39, as seen in Fig. 6), which
worsens during winter. At Jungfraujoch, the seasonal cycle
likely reflects stronger photochemistry during the summer,
leading to higher gas phase H2SO4 concentrations or organic
vapours which will tend to give higher nucleation rates at the
site (Boulon et al., 2010). Increased pollution and transport
from lower altitudes during the summer will also be an im-
portant influence. The models also show elevated N10 during
summer at Jungfraujoch, although the central-8 mean model
shows a moderate low bias (b = 0.13) over the full year.
For the marine boundary layer GAW sites, the strong sea-
sonal cycle at the Antarctic coastal site Neumayer (Fig. 8b)
is well captured by the multi-model mean (R = 0.92), with
a low bias (as seen in Fig. 6) apparent throughout the year
(b = 0.51). However, at the Alaskan site Barrow, although
the central-mean model compares fairly well with observa-
tions on the annual mean, the seasonal cycle is not well cap-
tured (R = 0.22), with the models highest in May when the
observations show a local minimum (Fig. 8c). Simulating
Arctic aerosol is challenging because of the complex factors
that lead to the formation of the Arctic haze observed in late
winter and early spring (e.g. Quinn et al., 2002). The poor
model performance is consistent with the findings of previ-
ous studies, which have highlighted the importance of sea-
sonal variations in scavenging processes and local nucleation
(Browse et al., 2012, 2013; Bougeois and Bey, 2011; Gar-
rett et al., 2010; Huang et al., 2010; Korhonen et al., 2008a;
Liu et al., 2011). At Mace Head (Fig. 8a), simulated par-
ticle concentrations are biased low (b = 0.48) as seen on
the annual mean in Fig. 6, and the models also do not cap-
ture the observed concentration peaks in May and September
(R = 0.22). At Cape Grim (Fig. 8f), the N3 seasonal cycle
(over all air masses) is fairly flat despite there being an estab-
lished strong influence of DMS on the N3 and CCN seasonal
cycle from the marine air mass sector (e.g. Ayers and Gras,
1991; Korhonen et al., 2008b). At the other two sites: Samoa
in the Pacific (Fig. 8d) and Trinidad Head on the US Cal-
ifornia coast (Fig. 8e), the observations show no clear sea-
sonal cycle, but the models have highest concentrations in
late summer at Trinidad Head, which is not seen in the ob-
servations.
At the continental boundary layer sites (except for South-
ern Great Plains), the central-8 model mean agrees well with
the observations on the annual mean (Fig. 6). The weak
seasonal N14 variation at Bondville (Fig. 9b) and Hohen-
peissenberg (Fig. 9d) is also well captured by the central-
8 model mean, although the models predict a peak at Ho-
henpeissenberg during March that is outside the observed
multi-year mean plus or minus standard deviation (1995 to
2005). At Pallas (Fig. 9c), the observations show a strong
www.atmos-chem-phys.net/14/4679/2014/ Atmos. Chem. Phys., 14, 4679–4713, 2014
4694 G. W. Mann et al.: AEROCOMmicrophysics intercomparison
Figure 7. Simulated annual cycle in surface N(Dp > 10 nm/14 nm) against CPC observations at free troposphere GAW sites Jungfraujoch
(10 nm), Mauna Loa (10 nm) and South Pole (14 nm). The solid line is the geometric mean over the central two-thirds of models in each
month, with the dashed lines the minimum and maximum over those central-8. The dotted line shows the minimum and maximum over all
12 models. The error bars on the observations indicate the standard deviation over the several years of data shown in Table 3.
Figure 8. Simulated annual cycle in surface N(Dp > 10 nm/14 nm/3 nm) against CPC observations at marine boundary layer GAW sites
Mace Head (10 nm), Neumayer (14 nm), Barrow (14 nm), Samoa (14 nm), Trinidad Head (14 nm) and Cape Grim (3 nm). The solid line
is the geometric mean over the central two-thirds of models in each month, with the dashed lines the minimum and maximum over those
central-8. The dotted line shows the minimum and maximum over all 12 models. The error bars on the observations indicate the standard
deviation over the several years of data shown in Table 3.
seasonal variation, with monthly mean N10 concentrations
around a factor of 3 higher in spring and summer than in win-
ter. The central-8 mean model particle concentration peaks in
spring rather than summer, and the variation is weaker than in
the observations (by about a factor 2). Spracklen et al. (2010)
found that including a boundary layer nucleation mechanism
improves the seasonal variation in particle concentrations at
continental sites, particularly at Pallas, although simulated
concentrations tend to peak in spring whereas the observa-
tions show a peak in summer. Secondary organic aerosol
has been shown to strongly influence new particle formation
rates (e.g. Metzger et al., 2010) and Scott et al. (2014) exam-
ined the seasonal cycle in N80 at Hyytiala and Pallas, show-
ing that the observed summertime peak in particle concentra-
tions could be much better reproduced in their model when
an organic-mediated nucleation parametrisation was used.
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Figure 9. Simulated annual cycle in surface N(Dp > 10 nm/14 nm/3 nm) against CPC observations at continental boundary layer GAW sites
Southern Great Plains (10 nm), Bondville (14 nm), Pallas (10 nm) and Hohenpeissenberg (3 nm). The solid line is the geometric mean over
the central two-thirds models in each month, with the dashed lines the minimum and maximum over those central-8. The dotted line shows
the minimum and maximum over all 12 models. The error bars on the observations indicate the standard deviation over the several years of
data shown in Table 3.
3.2.2 Size-resolved number concentrations at
EUSAAR/GUAN sites
Figure 10 compares the mean of the central two-thirds mod-
els with observed size-resolved particle concentrations at 17
low-altitude sites in the EUSAAR/GUAN network (Asmi
et al., 2011). The seven sites above 900m altitude were omit-
ted as these tend to be affected by local factors, for example
daily variations from polluted air masses from lower altitudes
(Asmi et al., 2011), which is unlikely to be captured at the
coarse resolution used in the global models.
Asmi et al. (2011) analysed the EUSAAR/GUAN observa-
tions, presenting percentiles of the size distributions and size-
resolved number concentrations from the hourly measure-
ments. However, since the model results are monthly means,
i.e. an arithmetic mean over values at all time steps, we com-
pare here against an arithmetic mean over the hourly obser-
vations (A. Asmi, personal communication, 2012). In the full
size distribution comparisons (Figs. 15–17), the median ob-
served values are also shown for reference (from Asmi et al.,
2011). At most sites, the median and mean observed values
are similar at sizes larger than 100 nm, but at Aitken mode
sizes (10 to 100 nm), the median is much lower than the
mean, suggesting that it is temporally the more variable of
the two modes.
SimulatedN30 (Fig. 10a) is very diverse among the central
8 models at most of these European sites, more so than for
Figure 10. Simulated annual mean surface N(Dp > 30 nm (a),
> 50 nm (b) and > 100 nm (c), against those measured by
SMPS/DMPS instruments at 17 of the EUSAAR/GUAN sites (ex-
cludes those at high altitude, taken as above 900m altitude). Model
values are the geometric mean of the central two-thirds model
annual-means, with the vertical whiskers indicating the minimum
and maximum values over those central 8. Observed values are
arithmetic means over the hourly measurement data (A. Asmi, per-
sonal communication, 2012).
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Figure 11. Annual cycle of simulated N(Dp > 30 nm) (blue), and N(Dp > 100 nm) (red) against those measured by SMPS/DMPS instru-
ments (asterisks) at the six Nordic and Baltic EUSAAR sites: Aspvreten (ASP, a), Birkenes (BIR, b), Hyytiala (SMR, c), Pallas (PAL, d),
Preila (PLA, e) and Vavihill (VHL, f). Model values are the geometric mean (solid) and min/max (dashed) over the central-8 model monthly
mean values. Observed values are arithmetic means over the hourly measurement data (A. Asmi, personal communication, 2012).
N100 (Fig. 10c), more than 50% of their mean at many sites.
However, at the Arctic site Zeppelin N30 diversity is lower
than for N100, consistent with the spatial distribution in di-
versity seen in Fig. 2. Despite this large model diversity how-
ever, as seen for the comparisons to the CPC measurements
(Fig. 6), the central two-thirds model mean generally com-
pares quite well with the observations on the annual-mean,
with R = 0.80, 0.80, 0.78 and b = 0.19,  0.23,  0.36 for
N30, N50, N100 respectively over the full set of sites. At all
sites, except Ispra (which is strongly influenced by local pol-
lution sources) and the Arctic site Zeppelin, the central mean
is within a factor of 2 of the observations for all three size
ranges on the annual mean. Aside from Zeppelin, the N100
particle concentrations have lower diversity and also gen-
erally compare better with the measurements than N30 and
N50. This suggests that CCN concentrations (which can be
approximated by N50) are more diverse among the models
than are aerosol optical properties (which are mainly influ-
enced by particles larger than 100 nm). It is noticeable how-
ever that Ispra and Preila have a stronger low bias at N100
than N30.
Simulated size-resolved number concentrations across the
full annual cycle are compared to the EUSAAR/GUAN ob-
servations in Fig. 11 (Nordic and Baltic sites), Fig. 12 (west-
ern European, Mediterranean and Arctic sites) and Fig. 13
(central European sites). Figure 14 summarises these sea-
sonal cycle comparisons in terms of the winter and summer
bias (model divided by observed) for each site.
From Fig. 10 we have seen that, on that annual mean, at
the Nordic and Baltic sites, the central two-thirds mean is in
good agreement with the observations forN30,N50 and espe-
ciallyN100. However, the seasonal cycle is less well captured
at these sites (Fig. 11). In particular, for several of the sites,
the central-8 mean model N30 is mostly biased high during
the winter (see also Fig. 14) and biased low during the sum-
mer. This discrepancy is similar to the total particle concen-
tration comparison at Pallas (Fig. 9c), with the multi-model
value having a fairly flat seasonal variation whereas the ob-
servations show concentrations at least a factor of 2 higher in
summer than winter. By contrast, the central-8 model mean
captures the seasonal variation inN100 much better. For many
of the models (see Table 2), binary homogeneous nucleation
is the only new particle formation mechanism, and this may
explain the poor seasonal variation of N30 in the models. As
already noted, Spracklen et al. (2010) found that, in model
simulations with only binary nucleation, although adjust-
ments to the assumed size distribution for primary emissions
could reproduce observed annual mean concentrations of the
finest particles at Pallas, better agreement with the observed
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Figure 12. Annual cycle of simulated N(Dp > 30 nm) (blue) and N(Dp > 100 nm) (red) against those measured by SMPS/DMPS instru-
ments (asterisks) at the six EUSAAR sites classified as western Europe: Cabauw (CBW, a), Harwell (HWL, b), Mace Head (MHT, c),
Mediterranean: Finokaklia (FKL, d), Ispra (JRC, e), or Arctic: Zeppelin (ZEP, f). Model values are the geometric mean (solid) and min/max
(dashed) over the central-8 model monthly (arithmetic) mean values. Observed values are arithmetic means over the hourly measurement
data (A. Asmi, personal communication, 2012).
seasonal cycle could be achieved by also including a nucle-
ation mechanism effective in the boundary layer.
At the Arctic EUSAAR site (Fig. 12f), the observations
show that there is a substantial shift in the particle size dis-
tribution in the winter and early spring compared to the rest
of the year. High accumulation mode concentrations (N100)
are observed between January and April (the Arctic haze sea-
son) whereas Aitken mode particles (N30) are highest during
summer. In contrast, for the central-8 mean model, N30 and
N100 have very similar seasonal cycles. Possible reasons for
this model–observation discrepancy could be due to the mod-
els not representing seasonal changes in long-range transport
and the models’ limited representation of scavenging by driz-
zle, which has also been shown (Browse et al., 2012) to be an
important control for simulated Arctic aerosol during sum-
mer. Local particle sources (missing in most models) have
also been shown to exert important controls on Arctic aerosol
properties, for example marine primary organic aerosol (e.g.
Leck and Bigg, 2005) or boundary layer new particle forma-
tion (Browse et al., 2013).
At Harwell (Fig. 12b), the central-8 mean model N30 and
N100 agree quite well with the observations (R = 0.42, 0.11
and b = 0.36,  0.01). At Cabauw (Fig. 12a) the central-8
mean agrees quite well with N100 (R = 0.44, b = 0.28),
whereas at Mace Head (Fig. 12c) the models strongly under-
predict N100 (b = 0.48) with observed peaks in December,
February, May and September not captured by any of the cen-
tral models (R = 0.27). As seen for most of the Nordic and
Baltic sites, at both Cabauw and Mace Head, the central-8
mean model underestimates N30 during summer. Mace Head
has been shown to be influenced by coastal new particle for-
mation events (e.g. O’Dowd et al., 1998) which will not be
well represented in the global models, and this could ex-
plain some of the strong underprediction of particle concen-
trations during the summer. By contrast, new particle forma-
tion episodes are much less frequent at Harwell, occurring on
only around 5% of observation days (Charron et al., 2007).
We saw in Fig. 10 that the models underpredict particle
concentrations at Ispra for all three size ranges. In Fig. 12e, it
is clear that the low bias at this site is apparent throughout the
year, with the accumulation mode (represented by N100) par-
ticularly strongly underestimated b = 0.74, with even the
highest of the central models being too low. Very high N100
is observed during winter, likely reflecting local boundary
layer trapping of nearly pollution sources adjacent to steep
orography, which will tend to be poorly represented at the
coarse resolution of the global models. Another source of er-
ror in N100 could be that most of the models do not represent
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Figure 13. Annual cycle of simulated N(Dp > 30 nm) (blue) and N(Dp > 100 nm) (red) against those measured by SMPS/DMPS instru-
ments (asterisks) at the five low-altitude EUSAAR/GUAN sites classified as central European: Bosel (BOS, a), K-Puszta (KPO, b), Kosetice
(OBK, c), Melpitz (MEL, d) and Waldhof (WAL, e). Model values are the geometric mean (solid) and min/max (dashed) over the central-
8 model monthly (arithmetic) mean values. Observed values are arithmetic means over the hourly measurement data (A. Asmi, personal
communication, 2012).
nitrate aerosol, which efficiently partitions into the particle
phase during the colder winter months (e.g. Adams et al.,
1999), although this alone is unlikely to explain such a large
N100 discrepancy.
At the five central European sites (Fig. 13), the central-
8 model mean N30 compares quite well to the observations
over the annual cycle. However, at several of these central
European sites (Bosel, Kosetice, Melpitz, Waldhof), the ob-
served N30 shows a local maximum in April or May that is
not seen in the models. For N100 there is quite good agree-
ment at the five sites during summer, with a weak low bias,
but there is a much larger low bias during winter at many of
the sites, as was also seen at Ispra.
An overview of the summer and winter N30, N50 and N100
biases against the measurements is shown in Fig. 14. As seen
for the annual mean comparisons, aside from Ispra (JRC) and
Zeppelin (ZEP), modelled N100 is generally in good agree-
ment with the observations during summer. During winter
however, modelled N100 is biased low at many sites, which
could indicate missing number sources at those sizes or in-
sufficient growth from smaller sizes. Aquila et al. (2011)
evaluated a global aerosol microphysics model against a dif-
ferent set of European size distribution measurements (Van
Dingenen et al., 2004) and also found that, in the accumula-
tion mode, number concentrations had a strong low bias dur-
ing winter but were in much better agreement during sum-
mer. Nitric acid partitions into the particle phase during win-
ter forming an important component of the sub-µm particle
mass (e.g. Adams et al., 1999), and this may account for
some of the missing mass. Tsigaridis et al. (2014) find a gen-
eral underprediction of wintertime organics which will also
contribute to this model accumulation mode low bias.
ForN30 the agreement is also reasonable, however the me-
dian model often has a high bias during winter and a low bias
during summer. This was also seen for the total particle con-
centrations comparison for Pallas (see Fig. 9c) with a flat sea-
sonal cycle in the models whereas the observations showed
greatly enhanced concentrations during the summer. A fac-
tor that could explain some of this bias is that many of the
models may have used too small particle size (when charac-
terising primary emissions) leading to a high bias in particle
number emissions derived from the emitted mass flux. This
would lead to too many particles in the Aitken sizes and too
few in the accumulation mode, which would also be consis-
tent with theN30 andN100 biases seen at many of these conti-
nental sites. There is clear need for improved understanding
of primary and secondary particle sources, and better con-
straints for model assumptions for the size of primary emitted
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Figure 14. Box plots indicating the median, 25th and 75th per-
centiles of model to observation ratio for (a) N30, (b) N50 and
(c) N100 at the 17 low-altitude EUSAAR/GUAN sites. Winter and
summer values are shown in blue and red respectively. The plots
show the base-10 logarithm of the ratio, so a value of 1.0 means
a factor of 10 high bias and a value of  1.0 means a factor of 10
low bias. The dashed lines indicate where the model is within a fac-
tor of 2 of the observations.
particles. Future studies are needed to carry out more detailed
comparisons of the model size distributions to the new mea-
surements from the EUSAAR/GUAN supersites. For exam-
ple these could examine probability density functions over
high temporal resolution model and observed data sets and
apply cluster analysis techniques (e.g. Beddows et al., 2009),
such as have already been applied to the EUSAAR/GUAN
sites (Beddows et al., 2014).
3.2.3 Sub-µm size distributions at European surface
sites
Figures 15–17 compare simulated particle size distributions
against the SMPS/DMPS measurements at the EUSAAR and
GUAN sites. The upper panels (a–f) are for summer with the
lower panels (g–l) showing winter. Model size distributions
are derived from the different complexity models following
the methodology described in Sect. 2.3. When comparing
the multi-model size distribution to the measurements, one
should compare the red solid line (central model geometric
mean) to the black solid line, which shows the arithmetic
mean over the hourly observations for that season. The ob-
served median (dot-dashed black) and 5th to 95th percentile
ranges (grey shading) as published by Asmi et al. (2011) are
also shown for reference.
Where there is a large difference between the observed
median and mean size distributions, it is indicative that the
site experiences large temporal variability in particle number
concentrations. Many of the sites show such large variabil-
ity in the Aitken size range, and at some sites (e.g. Hyytiala,
SMR) this may indicate that nucleation events (e.g. Kulmala
et al., 2004) frequently affect that part of the size range. Such
variability can also exist when a site experiences diverse
air mass types. For example, at Mace Head (MHT) there
is large variation across the Aitken and accumulation size
range, which is likely due to the site experiencing episodes
of polluted air from mainland Europe as well as the more
frequent clean air from the North Atlantic.
At Nordic and Baltic EUSAAR sites, in summer the multi-
model geometric-mean size distribution (red line) compares
well to the observations (solid black line) in the accumula-
tion mode (except for Preila) but tends to be biased low in
the Aitken size range (Fig. 15). At most of these sites, the
maximum over the central-8 models (dashed line) compares
better to the observed size distribution below 200 nm dry di-
ameter. This indicates that some models are better able to
capture the size distribution at these sites and sizes. In winter
however, the multi-model mean overestimates the concentra-
tion of Aitken particles and the central-8 model maximum is
biased very high (by up to a factor 10). By contrast, the mod-
els’ wintertime accumulation mode has a strong low bias,
which can be interpreted either as a substantial underpredic-
tion of particle growth or as an underprediction of particle
sources at these sizes. To grow these particles sufficiently to
match the observations however, would require about a fac-
tor 2 increase in diameter, equivalent to a factor 8 increase in
mode mass, suggesting that missing number is an important
component.
At the central European sites (Fig. 16a–f), there is good
agreement between the modelled and observed accumula-
tion mode in summer. The summertime Aitken mode low
bias seen at Nordic and Baltic sites is much less in central
Europe, although the multi-model mean is still slightly low.
In wintertime (Fig. 16g–l), the Aitken mode compares quite
well with, if anything, a slight high bias at some sites. How-
ever, the wintertime accumulation mode low bias seen in the
Nordic and Baltic sites is very evident here.
At Harwell during summer (Fig. 17b) the multi-model
mean compares very well with the observations across the
entire size range, but in winter (Fig. 17h) there is much too
little number (and mass) in the accumulation mode and too
much number below 200 nm dry diameter. AtMace Head and
Cabauw, during summer (Fig. 17a and c), although there is
good agreement above 200 nm dry diameter, there is a strong
underestimation of number in the Aitken mode size range (10
to 100 nm) at both sites, although the size of the Aitken mode
peak is well represented. The summertime Aitken low bias,
and the high variability in the Aitken size range (difference
between the solid and dot-dashed black lines in Fig. 17a),
would be consistent with biogenic nucleation events occur-
ring during summer as observed frequently at the coastal
Mace Head site (e.g. O’Dowd et al., 2007). At Cabauw
however, the median and mean size distribution are similar
across the size range, suggesting that a more uniform parti-
cle source is missing or underestimated in the models. Also,
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Figure 15. Summer (a–f) and winter (g–l) multi-model simulated size distributions against DMPS/SMPS measurements at the six
Nordic/Baltic EUSAAR sites: Aspvreten (ASP), Birkenes (BIR), Hyytiala (SMR), Pallas (PAL), Preila (PLA) and Vavihill (VHL). Shown are
the central-8 model geometric means (red solid), central-8 model maximum/minimum (red dashed) and all-12 model minimum/maximum
(red dotted) of the June–July–August (arithmetic) mean size distributions at each site. Observed values (black solid line) are arithmetic means
over the hourly measurement data (A. Asmi, personal communication, 2012). The published (Asmi et al., 2011) median (black dot-dashed)
and 5th to 95th percentile range (grey shading) over the hourly measurement data are also shown for reference.
considering Fig. 17g and i, whereas Mace Head compares
better in the Aitken mode during summer, the CabauwAitken
mode low bias is present in both seasons, suggesting that the
cause of the model–observation discrepancy may be differ-
ent between the two sites. As noted in the discussion around
Fig. 12b, new particle formation events are rather infrequent
at Harwell (Charron et al., 2007), and the better agreement
there is consistent with such secondary particle production
not being well captured by the models.
At the Arctic site Zeppelin, during summer (Fig. 17f),
the multi-model mean has a low bias across the size range,
although the models do capture the observed shape of the
size distribution with the Aitken mode peak being around
a factor 2 higher than the accumulation mode peak. During
winter however (Fig. 17l), the observations suggest that the
Aitken peak is a factor 10 higher than the accumulation mode
peak, whereas the multi-model mean predicts the ratio less
than 2. The observed 5th to 95th percentile range suggests
that very high observed particle concentrations are sporadi-
cally observed at around 20 nm dry diameter, which indicates
a strong local nucleation or ultrafine particle source, which
none of the central models capture.
At theMediterranean site Finokalia, the multi-model mean
compares well with the observations in both summer and
winter (Fig. 17d and j). The good agreement in the accumu-
lation mode at this site is consistent with the model winter-
time accumulation mode low bias seen at other sites being
caused by semi-volatile organics or nitrate since the warmer
conditions at Finokalia will mean these species will tend not
to partition into the particle phase there. At Ispra (Fig. 17e
and k), the previously identified very strong wintertime ac-
cumulation mode low bias is clearly evident, likely due to
boundary layer trapping of local pollution sources. During
the summer there is a more moderate low bias across both
Aitken and accumulation size particles.
3.2.4 Vertical profile of size distribution over Europe
Figure 18 compares the models against a compilation of air-
craft measurements of size-resolved particle concentrations
from the LACE 98 field campaign (Petzold et al., 2002).
The measurements comprise vertical profiles of N5 and N15
from two CPCs, and N120 from integrating the size distri-
bution measured by the PCASP instrument (as presented by
Lauer et al., 2005). For this comparison, the model data for
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Figure 16. Summer (a–f) and winter (g–l) multi-model simulated size distributions against DMPS/SMPS measurements at the six central
European EUSAAR/GUAN sites: Bosel (BOS), Hohenpeissenberg (HPB), K-Puszta (KPO), Kosetice (OBK), Melpitz (MEL) and Waldhof
(WAL). Shown are the central-8 model geometric means (red solid) central-8 model maximum/minimum (red dashed) and all-12 model
minimum/maximum (red dotted) of the June–July–August (arithmetic) mean size distributions at each site. Observed values (black solid
line) are arithmetic means over the hourly measurement data (A. Asmi, personal communication, 2012). The published (Asmi et al., 2011)
median (black dot-dashed) and 5th to 95th percentile range (grey shading) over the hourly measurement data are also shown for reference.
August was interpolated to 14.0  N, 52.1  E, the mid-point of
the relatively small region of the flights (13.5–14.5  N, 51.5–
52.7  E, Lauer et al., 2005). The model vertical profiles were
then interpolated onto a common pressure grid between 950
and 220 hPa.
The modelled accumulation mode particle concentrations
(represented here by N120) capture the vertical profile well
(Fig. 18c), although throughout the lowest few kilometres
most of the models have a considerable low bias (b =  0.48
for the central two-thirds model mean). For particle concen-
trations at the smallest sizes (N5 and N15), the central two-
thirds model mean is also biased low in the boundary layer,
but is biased high (around a factor of 5) in the free and up-
per troposphere. Within the boundary layer the observations
show a sharp increase in N5 and N15 towards the surface that
is not captured by the central models, likely due to nucle-
ation being underestimated. The observations also suggest
only a weak peak in N5 in the upper troposphere, with max-
imum concentrations of about 800 cm 3, whereas the mod-
els predict a strong peak with a central-8 mean and range of
about 2300 cm 3 and 900–9 000 cm 3.
3.2.5 Marine boundary layer size distributions
Marine boundary layer (MBL) particle size distribution mea-
surements from Heintzenberg et al. (2000), based on 30 yr
of field campaigns, are shown for the Southern Hemisphere
(Fig. 19) and Northern Hemisphere (Fig. 20). To summarise
these comparisons, in Fig. 21 we compare the models’ simu-
lated number and size in the Aitken and accumulation modes
to observed values shown in Heintzenberg et al. (2000),
which were derived via log-normal fits to the size distribution
measurements. The data compilation is based on 15  longi-
tude by 15  latitude averages of ship-borne measurements
using Differential Mobility or Aerodynamic Particle Siz-
ers (DMPS/APS) over several field campaigns (see Fig. 5).
To derive equivalent size distributions from the models, the
number concentration and representative dry diameters for
each model’s size class were averaged over marine grid boxes
in each of the 15  by 15  regions.
The observations show that accumulation mode number
concentrations are approximately symmetric across the equa-
tor, while Aitken mode particle concentrations are around
a factor of 2 higher in the Southern Hemisphere than in
the Northern Hemisphere. The measurements also show that
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Figure 17. Summer (a–f) and winter (g–l) multi-model simulated size distributions against DMPS/SMPS measurements at the six EUSAAR
sites classified as western Europe: Cabauw (CBW), Harwell (HWL), Mace Head (MHT), Mediterranean: Ispra (JRC), Finokalia (FKL) or
Arctic: Zeppelin (ZEP). Shown are the central-8 model geometric means (red solid), central-8 model maximum/minimum (red dashed) and
all-12 model minimum/maximum (red dotted) of the June–July–August (arithmetic) mean size distributions at each site. Observed values
(black solid line) are arithmetic means over the hourly measurement data (A. Asmi, personal communication, 2012). The published (Asmi
et al., 2011) median (black dot-dashed) and 5th to 95th percentile range (grey shading) over the hourly measurement data are also shown for
reference.
typical sizes of both Aitken and accumulation modes are
around 25% larger in the Northern Hemisphere, implying
a factor 2 higher particle volume concentration, approxi-
mately matching observations of sulfate mass.
In the Southern Hemisphere (Fig. 19), the central models
capture the general variation of the boundary layer size dis-
tribution, with the observed minimum between the Aitken
and accumulation modes (e.g. Hoppel et al., 1994) at around
the right size, although peak concentrations in both modes
are biased low by about a factor 2 south of 30  S. The shift
in the Aitken–accumulation mode dN / d log10 r ratio is also
well captured, with the Aitken mode peak stronger than the
accumulation mode south of 30  S, whereas these two size
distribution peaks are of similar magnitude between 30  S
and the equator.
In the Northern Hemisphere (Fig. 20), the multi-model
mean size distribution is rather flat, which likely indicates
that the models do not agree on the position of the Hoppel
gap rather than the models predicting a flat size distribution
across the Aitken and accumulation size ranges. At latitudes
> 30  N, the central model range of MBL number concen-
trations in these two modes agrees quite well with the obser-
vations, but is low biased between 0 and 30  N. The general
shift in the Aitken–accumulation dN / d log10 r ratio is again
well captured, with the two peaks approximately equal at low
latitudes and the Aitken mode peak much stronger at high lat-
itudes.
Figure 21 compares the meridional variation of N10
(Fig. 21a) and particle concentrations in the Aitken (Fig. 21b)
and accumulation (Fig. 21c) size ranges. The comparisons
show that although the general variation of the size distribu-
tions is well captured, the models predict higher MBL par-
ticle concentrations in the Northern Hemisphere than in the
Southern Hemisphere whereas the observations show the re-
verse.
A general finding across all the models is that Aitken mode
particle concentrations are underpredicted in Southern Hemi-
sphere mid-latitudes and overpredicted in Northern Hemi-
sphere mid-latitudes. The Southern Hemisphere low bias in
Aitken mode particle concentrations has also been found in
multi-model comparisons of sectional (Trivitayanurak et al.,
2008) and modal schemes (Zhang et al., 2010). Pierce and
Adams (2006) found the bias was much reduced by us-
ing sea-spray source functions which capture the observed
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Figure 18. Summertime central-model simulated profiles of
N(Dp > 5 nm) (a), N(Dp > 15 nm) (b), and N(Dp > 120 nm) (c),
over Germany against those derived from aircraft-borne CPC and
PCASP measurements (asterisks) during the Lindenberg Aerosol
Characterisation Experiment (Petzold et al., 2002), as presented by
Lauer et al. (2005). The solid line shows the geometric mean of the
central-8 models, dashed lines indicate the maximum and minimum
of the central-8, while dotted lines indicate the maximum and min-
imum over all 12 models.
Figure 19. Southern Hemisphere annual-mean central-model sim-
ulated size distributions in the marine boundary layer averaged into
15  latitude ranges to compare against the compilation of 30 yr of
cruise DMPS/APS measurements from Heintzenberg et al. (2000).
The solid line shows the geometric mean of the central-8 models,
dashed lines indicate the maximum and minimum of the central-8,
while dotted lines indicate the maximum and minimum over all 12
models.
efficient emission at ultrafine particle sizes (e.g. Martensson
et al., 2003; Clarke et al., 2006). The meridional variation
of accumulation mode concentrations is better captured with
good agreement in the Northern Hemisphere, but a low bias
Figure 20. Northern Hemisphere annual-mean central-model sim-
ulated size distributions in the marine boundary layer averaged into
15  latitude ranges to compare against the compilation of 30 yr of
cruise DMPS/APS measurements from Heintzenberg et al. (2000).
The solid line shows the geometric mean of the central-8 models,
dashed lines indicate the maximum and minimum of the central-8,
while dotted lines indicate the maximum and minimum over all 12
models.
in the Southern Hemisphere mid and high latitudes. As noted
by Spracklen et al. (2007), it is also important to realise that
most of the Southern Hemisphere cruise measurements in
the Heintzenberg et al. (2000) observation climatology were
taken during the summer. So some of the apparent low bias
in Aitken and accumulation mode concentrations there may
just be reflecting a sampling bias with higher concentrations
tending to be observed and modelled (not shown) during the
summer.
3.2.6 Vertical profile of particle concentrations in
marine regions
Figure 22 compares vertical profiles of total particle concen-
trations (N3) over the Pacific and Southern Oceans against
profiles compiled from aircraft measurements (Clarke and
Kapustin, 2002). These measurements were produced from
ultrafine condensation particle counter (u-CPC) measure-
ments over several field campaigns (GLOBE-2: May 1990,
ACE-1: November 1995, PEM-Tropics A: September 1996
and PEM-Tropics-B: March 1999), and compiled as three
separate climatological profiles for the Southern Hemisphere
(70–20  S), tropical regions (20  S–20  N) and the Northern
Hemisphere (20–70  N).
In the free and upper troposphere, over all three marine re-
gions, the central models capture the vertical N3 profile very
well, with relatively small inter-model diversity. This agree-
ment is in contrast to Europe, where the models overestimate
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Figure 21. Meridional variation of central-model simulated N10,
Aitken mode and accumulation mode particle concentrations in the
marine boundary layer, compared with a compilation of observa-
tions from cruise measurements (Heintzenberg et al., 2000). The ob-
served values were derived from fitting modes to the full size distri-
butions, whereas the model Aitken and accumulation mode concen-
trations are here calculated as mean N10 N100 and N100 respec-
tively, averaging over all marine grid boxes in each latitude band.
The solid line shows the geometric mean of the central-8 models,
dashed lines indicate the maximum and minimum of the central-8,
while dotted lines indicate the maximum and minimum over all 12
models.
particle concentrations (Fig. 18). The observed maximum in
particle concentrations (which reflects the balance between
particle production via nucleation and loss via coagulation)
is captured very well by the central-8 model mean in the
Northern and Southern Hemisphere regions, although it is
biased slightly low in the Tropics. The central-8 model mean
captures boundary layer N3 concentrations well in the Trop-
ics and particularly the Northern Hemisphere, although there
is a slight low bias compared to the aircraft measurements
in the Southern Hemisphere. Considering the full model
range, one model is showing a factor 20–50 too high par-
ticle concentrations, which could indicate too high sulfuric
acid vapour concentrations or that the nucleation parametri-
sation is producing particles much too efficiently. The low-
est model has N3 a factor 10 too low throughout the free
troposphere. Since N3 is dominated by secondary particles
from new particle formation, the low bias could be due to an
aerosol surface area high bias in the free troposphere, which
would give too low simulated sulfuric acid concentrations
and nucleation rates. Lee et al. (2011) considered the effect
on simulated CCN concentrations of co-varying eight param-
eters in a global aerosol microphysics model, showing that
in the European free troposphere, simulated CCN concentra-
tions are highly sensitive to parameters associated with the
treatment of nucleation scavenging.
4 Conclusions
We have carried out the largest ever intercomparison of
model simulated size distributions among the new genera-
tion of global aerosol microphysics models. Twelve global
microphysics models have participated in the coordinated
experiments within the AeroCom multi-model intercompari-
son initiative. We have derived benchmark multi-model data
sets based around the mean of the central two-thirds of these
models which provides a best estimate of global variation of
the sub-µm particle size distribution, critical for understand-
ing aerosol–climate interactions. These multi-model data sets
will also serve as a useful reference to assist in model devel-
opment.
An assessment of the diversity of the central two-thirds
of models has identified regions where the models agree and
disagree in terms of their predictions of size-resolved particle
concentrations and mass concentrations of BC and sulfate.
The different patterns of diversity can be explained by dom-
inating aerosol processes and their associated uncertainty.
In regions of strong anthropogenic emissions, the diversity
of simulated number concentrations of particles larger than
30 nm dry diameter (N30) is very high (factor 2 to 6), while
the diversities of N100 (factor 1.5 to 2) and of sulfate and
BC mass concentrations (factor 1.2 to 3) are lower. The high
N30 diversity in emissions regions is most likely due to inter-
model differences in the size distribution assumed for pri-
mary emitted particles, which is a key parameter in need of
better observational constraint. In remote marine regions, the
pattern of size-resolved diversity is opposite to polluted re-
gions, with N30 diversity (factor 1.5 to 2) much lower than
for N100 (factor 2 to 5), sulfate (factor 2 to 4) and BC (factor
5 to 15). The relatively low N30 diversity in remote envi-
ronments suggests that current global aerosol microphysics
models are fairly consistent in their simulation of “natural”
background concentrations of particles in the 30 to 100 nm
dry diameter range. Model diversity is highest in polar re-
gions, where N30 diversity reaches a factor 2 to 7 and N100
diversity a factor 6 to 20.
Although there is large model diversity, the central models
in general capture well the global variation of the size distri-
bution. For example, the mean of the central two-thirds mod-
els agrees very well with observed total particle concentra-
tions at Global Atmosphere Watch sites on the annual mean.
Exceptions are poor agreement at the Arctic site Barrow,
moderate high biases at South Pole and moderate low biases
at Samoa, Mace Head, Neumayer and Southern Great Plains.
For this central two-thirds mean, agreement is reasonable
against particle size distributions over Europe, aside from the
Arctic site Zeppelin, and Ispra, which is strongly affected by
nearby pollution sources and steep orography, features not
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Figure 22. Simulated vertical profile of marine size-resolved N3
profiles over the Pacific and Southern Oceans compared to observed
compilation of aircraft-borne u-CPC measurements as compiled in
Clarke and Kapustin (2002). Model values are averages over grid
boxes in the latitude ranges a) 70 to 20  S, b) 20  S to 20  N and c)
20 to 70  N. Longitude ranges used to sample the models were a)
185 to 90 W), b) 160 to 120 W) and c) 135 to 180  E respec-
tively. These averaged profiles for each model were interpolated
onto a 1 km vertical grid. Again, since the measurements are taken
over many different seasons, annual mean values were used when
constructing the multi-model quantities. The solid line shows the
geometric mean of the central-8 models, dashed lines indicate the
maximum and minimum of the central-8, while dotted lines indicate
the maximum and minimum over all 12 models. Note that model
particle concentrations have been converted to values at standard
temperature (300K) and pressure (1000 hPa) to be consistent with
these u-CPCmeasurements. In all other figures measured and model
values are at ambient conditions.
expected to be well captured by the global models. However,
there are some important biases common among the models
at many of the EUSAAR/GUAN sites. For example there is
a strong underprediction of accumulation mode particle con-
centrations during winter, which is likely due to inadequately
constrained particle number sources (both primary and sec-
ondary) or underprediction of growth due to a general under-
prediction of wintertime sources of mass (for example from
secondary organic aerosol), or both. The results also show
that model Aitken mode concentrations are too high during
winter and too low during summer, which may reflect an un-
derprediction of particle growth (to larger sizes) in winter and
an underprediction of nucleation events in the summer.
The central models capture well the general meridional
variation of size distribution in marine regions, with number
concentrations at high latitudes mainly in the Aitken mode,
whereas the Aitken and accumulation modes have simi-
lar number concentrations in the Tropics and mid-latitudes.
However, for total particle concentrations (larger than 10 nm)
there is a general overestimation in the Northern Hemi-
sphere mid-latitudes and a low bias in the Southern Hemi-
sphere mid-latitudes. The Southern Ocean low bias in total
and Aitken particle number concentrations may be due to
the models not adequately capturing the observed emission
of sea-spray at sub-100 nm sizes (e.g. O’Dowd and Smith,
1993; Clarke et al., 2006; Pierce and Adams, 2006).
The global aerosol microphysics models capture very well
the observed peak in ultra-fine condensation nuclei concen-
trations in the upper troposphere, which is caused by ef-
ficient new particle formation in that region. In continen-
tal regions there is a tendency to overpredict particle con-
centrations which could indicate a deficiency in nucleation
parametrisations or in the simulated condensation sink.
Overall, the multi-model-mean data set constructed in this
study has been shown to have reasonable skill in simulating
global particle size distributions, albeit with some important
biases in some locations and seasons. The incorporation of
aerosol microphysics schemes into climate models has the
potential to represent a significant step forward in the fidelity
of simulated aerosol radiative forcings. The findings here in-
dicate that most of these global aerosol microphysics models
are performing quite well in terms of global variation of the
size distribution. Further work to compare the models against
size distribution observations at higher temporal resolution is
required to better characterise primary and secondary parti-
cle sources. Greater understanding of the role of secondary
organic aerosol and other components (e.g. nitrate) in affect-
ing nucleation and particle growth in the boundary layer is
also required.
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Abstract. This paper evaluates the current status of global
modeling of the organic aerosol (OA) in the troposphere and
analyzes the differences between models as well as between
models and observations. Thirty-one global chemistry trans-
port models (CTMs) and general circulation models (GCMs)
have participated in this intercomparison, in the framework
of AeroCom phase II. The simulation of OA varies greatly
between models in terms of the magnitude of primary emis-
sions, secondary OA (SOA) formation, the number of OA
species used (2 to 62), the complexity of OA parameter-
izations (gas-particle partitioning, chemical aging, multi-
phase chemistry, aerosol microphysics), and the OA phys-
ical, chemical and optical properties. The diversity of the
global OA simulation results has increased since earlier Ae-
roCom experiments, mainly due to the increasing complexity
of the SOA parameterization in models, and the implementa-
tion of new, highly uncertain, OA sources. Diversity of over
one order of magnitude exists in the modeled vertical dis-
tribution of OA concentrations that deserves a dedicated fu-
ture study. Furthermore, although the OA /OC ratio depends
on OA sources and atmospheric processing, and is important
for model evaluation against OA and OC observations, it is
resolved only by a few global models.
The median global primary OA (POA) source strength
is 56 Tg a 1 (range 34–144 Tg a 1) and the median SOA
source strength (natural and anthropogenic) is 19 Tg a 1
(range 13–121 Tg a 1). Among the models that take into ac-
count the semi-volatile SOA nature, the median source is cal-
culated to be 51 Tg a 1 (range 16–121 Tg a 1), much larger
than the median value of the models that calculate SOA in
a more simplistic way (19 Tg a 1; range 13–20 Tg a 1, with
one model at 37 Tg a 1). The median atmospheric burden of
OA is 1.4 Tg (24 models in the range of 0.6–2.0 Tg and 4 be-
tween 2.0 and 3.8 Tg), with a median OA lifetime of 5.4 days
(range 3.8–9.6 days). In models that reported both OA and
sulfate burdens, the median value of the OA/sulfate burden
ratio is calculated to be 0.77; 13 models calculate a ratio
lower than 1, and 9 models higher than 1. For 26 models that
reported OA deposition fluxes, the median wet removal is
70 Tg a 1 (range 28–209Tg a 1), which is on average 85%
of the total OA deposition.
Fine aerosol organic carbon (OC) and OA observations
from continuous monitoring networks and individual field
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campaigns have been used for model evaluation. At urban
locations, the model–observation comparison indicates miss-
ing knowledge on anthropogenic OA sources, both strength
and seasonality. The combined model–measurements analy-
sis suggests the existence of increased OA levels during sum-
mer due to biogenic SOA formation over large areas of the
USA that can be of the same order of magnitude as the POA,
even at urban locations, and contribute to the measured urban
seasonal pattern.
Global models are able to simulate the high secondary
character of OA observed in the atmosphere as a result of
SOA formation and POA aging, although the amount of OA
present in the atmosphere remains largely underestimated,
with a mean normalized bias (MNB) equal to 0.62 ( 0.51)
based on the comparison against OC (OA) urban data of all
models at the surface,  0.15 (+0.51) when compared with
remote measurements, and  0.30 for marine locations with
OC data. The mean temporal correlations across all stations
are low when compared with OC (OA) measurements: 0.47
(0.52) for urban stations, 0.39 (0.37) for remote stations, and
0.25 for marine stations with OC data. The combination of
high (negative) MNB and higher correlation at urban stations
when compared with the low MNB and lower correlation at
remote sites suggests that knowledge about the processes that
govern aerosol processing, transport and removal, on top of
their sources, is important at the remote stations. There is no
clear change in model skill with increasing model complexity
with regard to OC or OA mass concentration. However, the
complexity is needed in models in order to distinguish be-
tween anthropogenic and natural OA as needed for climate
mitigation, and to calculate the impact of OA on climate ac-
curately.
1 Introduction
Atmospheric aerosols are important drivers of air quality and
climate. The organic component of aerosols can contribute
30–70% of the total submicron dry aerosol mass, depending
on location and atmospheric conditions (Kanakidou et al.,
2005; Murphy et al., 2006). The majority of fine aerosol mass
(PM1: particulate matter of dry diameter smaller than 1 µm)
consists of non-refractory material, and has been found to
contain large amounts of organic matter (Zhang et al., 2007;
Jimenez et al., 2009), as measured by the Aerosol Mass Spec-
trometer (AMS).
Global model estimates of the dry organic aerosol (OA)
direct radiative forcing at the top of the atmosphere are
 0.14± 0.05Wm 2 based on AeroCom phase I experi-
ments (Schulz et al., 2006), which was decomposed dur-
ing AeroCom phase II to  0.03± 0.01Wm 2 for pri-
mary organic aerosol (POA) from fossil fuel and biofuel,
 0.02± 0.09Wm 2 for secondary organic aerosol (SOA)
and 0.00± 0.05Wm 2 for the combined OA and black
carbon from biomass burning (Myhre et al., 2013). IPCC
(2013) assessed the contribution of anthropogenic primary
and secondary organic aerosols to the radiative forcing from
aerosol–radiation interactions (RFari) to be  0.12 ( 0.4
to +0.1)Wm 2. Spracklen et al. (2011) estimated the cli-
mate forcing of the anthropogenically driven natural SOA
alone (including the presence of water on hydrophilic OA)
at  0.26± 0.15Wm 2 (direct effect) and  0.6+0.24 0.14 Wm 2
(indirect effect). These amounts largely depend on the atmo-
spheric loadings of OA simulated by the models under past,
present and future climate conditions, and on the properties
they attribute to them. Indeed, Myhre et al. (2013) calculated
a SOA load of 0.33± 0.32 Tg, while Spracklen et al. (2011)
estimated a SOA load of 1.84 Tg, which resulted in an order
of magnitude higher radiative forcing. There is therefore an
urgent need for a consensus between models and agreement
with observations, in order to constrain the large variability
between models and, consequently, the OA impact on cli-
mate.
1.1 Definitions
OA can be emitted directly as POA or formed via gas-phase
reactions and subsequent condensation of semi-volatile va-
pors, resulting in SOA. In addition, multiphase and heteroge-
neous processes can also contribute to SOA formation. Emis-
sions of volatile organic compounds (VOCs) from terres-
trial vegetation are 10 times larger than from anthropogenic
sources (Guenther et al., 1995; Kanakidou et al., 2005, and
references therein). In addition, the mass of organic carbon
emitted in the gas phase exceeds by more than a factor of 10
that emitted directly as primary particulate matter (Goldstein
and Galbally, 2007; Kanakidou et al., 2012). VOCs there-
fore have a large potential to contribute to SOA formation.
However, the exact formation processes and composition of
OA are poorly understood. Fuzzi et al. (2006) and Hallquist
et al. (2009) provided a number of marker compounds and
observations that could be used to distinguish the various
OA sources. Most OA observational techniques measure the
particulate organic carbon content of OA mass, either to-
tal (OC) or the water soluble component (WSOC), while
some of the variability of OA is accounted for by oxygen,
nitrogen and other elements in the organic compounds. Sig-
nificant discrepancies in OC concentrations determined by
different techniques have been identified (Kanakidou et al.,
2005), and have been addressed by protocols of the definition
of OC / EC (elemental carbon) measurements (Cavalli et al.,
2010). The use of OC historically corresponded to its easier
measurement. Recently, Aerosol Mass Spectrometer (AMS)
observations started providing very high temporal resolution
information on the OA mass of the non-refractory PM1. It
has to be emphasized that it is the OA mass, not the OC,
which determines aerosol properties such as chemical com-
position, size, hygroscopicity and hygroscopic growth, each
of which is an important factor affecting aerosol scattering,
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absorption and the ability to act as cloud condensation nu-
clei (CCN). Therefore, the ratio of OA to OC mass (Turpin
and Lim, 2001; Aiken et al., 2008) requires careful investi-
gation. Furthermore, OA compounds differ in their volatility,
solubility, hygroscopicity, chemical reactivity and their phys-
ical and optical properties. Due to the chemical complexity
of the organic component of aerosols (Goldstein and Gal-
bally, 2007), only simplified representations are introduced
in global chemistry climate models (Kanakidou et al., 2005;
Hallquist et al., 2009). As a compromise between simplicity
and accuracy, the net effect of the complex mixture of OA is
described by only a limited number of representative com-
pounds or surrogates.
1.2 Sources
Kanakidou et al. (2005) reviewed how organic aerosols were
incorporated into global chemistry transport models (CTMs)
and general circulation models (GCMs), and identified gaps
in knowledge that deserved further investigation. The POA
sources include fossil fuel, biofuel and biomass burning,
as well as the less understood sources of marine OA, bi-
ological particles and soil organic matter on dust (Kanaki-
dou et al., 2012, and references therein). Biogenic VOCs
(BVOCs) greatly contribute to OA formation (e.g., Griffin
et al., 1999b; Kanakidou et al., 2012), implying that sig-
nificant feedbacks exist between the biosphere, the atmo-
sphere and climate that affect the OA levels in the atmo-
sphere, which was also demonstrated by more recent stud-
ies (Tsigaridis et al., 2005; Arneth et al., 2010; Carslaw et
al., 2010; Paasonen et al., 2013). In addition, oxidant and
pollutant enhancement by human-induced emissions is ex-
pected to increase OA levels, even those chemically formed
by BVOC (Hoyle et al., 2011, and references therein); it is
therefore conceivable that some portion of the ambient bio-
genic SOA, which would had been absent under preindus-
trial conditions, can be removed by controlling emissions
of anthropogenic pollutants (Carlton et al., 2010). Goldstein
and Galbally (2007) estimated that SOA formation could be
as high as 910 TgC a 1, which is at least an order of mag-
nitude higher than any SOA formation modeling study, as
shown here. Spracklen et al. (2011) were able to reconcile
AMS observations (mostly from the Northern Hemisphere
mid-latitudes during summer) with global CTM simulations
by estimating a large SOA source (140 Tg a 1). 100 Tg a 1
was characterized as anthropogenically controlled, 90% of
which was possibly linked to anthropogenically enhanced
SOA formation from BVOC oxidation. Similar conclusions
were reached by Heald et al. (2011) by comparing aircraft
AMS observations of submicron OA with the results of an-
other global model, and by Heald et al. (2010) by account-
ing for the satellite-measured aerosol optical depth that could
possibly be due to OA. Recently, Carlton and Turpin (2013)
showed that anthropogenically enhanced aerosol water in
the eastern USA could lead to an increase in WSOC from
BVOC. Although large uncertainties still exist in SOA mod-
eling, there is a need for models to document and improve
treatments of solubility, hygroscopicity, volatility and optical
properties of the OA from different sources. The SOA for-
mation from anthropogenic VOCs, despite a recent estimate
of 13.5 Tg a 1 that makes it a non-negligible SOA source in
polluted regions (De Gouw and Jimenez, 2009), is frequently
neglected by global models.
1.3 Atmospheric processing
Improvement in our understanding and quantification of the
emissions of POA and SOA precursors demonstrated from
earlier review studies (Kanakidou et al., 2005; Fuzzi et
al., 2006) motivated a number of experimental, chamber
and field studies that have also significantly enhanced our
knowledge on the OA atmospheric cycle. Aging, both phys-
ical (e.g., condensation and coagulation) and chemical (in
any phase), has been suggested as a significant contributor
to the observed OA levels (Kanakidou et al., 2005; Fuzzi
et al., 2006; Hallquist et al., 2009), which influences the
amount and properties of organic material in the aerosol
phase, and occurs at different rates and via different mech-
anisms in the various atmospheric compartments (e.g., ur-
ban/rural/marine boundary layers, low/middle/upper tropo-
sphere) (e.g., Molina et al., 2004; Ervens et al., 2011). De-
spite these advances in understanding, such OA processing
remains to date either missing or very poorly parameter-
ized in global models, since advances in OA parameteriza-
tions are limited by weak observational constraints. Zhang
et al. (2007) and Jimenez et al. (2009) compiled experimen-
tal evidence showing that most of the OA in the atmosphere
has undergone chemical aging, most likely via SOA for-
mation, and is significantly oxygenated, with lower volatil-
ity and higher hygroscopicity than its precursors. To ex-
plain these large amounts of oxygenated OA, several chem-
ical pathways have been suggested (Hallquist et al., 2009;
Jimenez et al., 2009), which differ in the O / C atomic ra-
tio and in the volatility changes they induce in the parent
compounds. Donahue et al. (2006) suggested lumping or-
ganic compounds according to their volatility and developed
the volatility-basis set (VBS) algorithm to parameterize the
many organic compounds present in the atmosphere into sev-
eral lumped OA species of different volatilities. Chemical ag-
ing via gas-phase reactions in the parameterization resulted
in changes in the volatility of the species; this has been imple-
mented for SOA from VOCs (e.g., Tsimpidi et al., 2010) and
also for SOA from semi-volatile and intermediate volatility
species (Robinson et al., 2007). However, the implementa-
tion of VBS into global models is hindered both by the large
number of tracers required, and the underlying uncertainties
and free parameters involved. The VBS method was recently
expanded to account for the degree of oxidation of OA, by
tracking the O / C content of the organics per volatility class;
the method is called 2-D VBS (Donahue et al., 2011) and
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has been successfully used to simulate the evolution of OA in
field campaigns (Murphy et al., 2011, 2012). Unfortunately,
this new approach needs an even larger number of tracers,
which makes it extremely difficult to implement in a global
climate model without a large performance penalty. Still, it
certainly adds value to our OA understanding, since the ratio
of organic aerosol mass (OA) to organic carbon (OA /OC),
an alternative way to describe the degree of oxidation of OA,
does greatly vary in time and space (Turpin and Lim, 2001).
This variability is either neglected or taken into account in a
very simplistic way in models.
Yu (2011) extended the two-product SOA formation
scheme in the GEOS-Chem model by taking into account the
volatility changes of secondary organic gases arising from
the oxidative aging process (Jimenez et al., 2009) as well
as the kinetic condensation of low-volatility secondary or-
ganic gases. It was shown that, over many parts of the con-
tinents, low-volatility secondary organic gas concentrations
are generally a factor of ⇠ 2–20 higher than those of sulfuric
acid gas, and the kinetic condensation of low-volatility sec-
ondary organic gases significantly enhances particle growth
rates. Based on this computationally efficient new SOA for-
mation scheme, annual mean SOA mass concentrations in
many parts of the boundary layer increase by a factor of
2–10, in better agreement with Aerosol Mass Spectrometer
(AMS) SOA measurements (Yu, 2011).
Hallquist et al. (2009) also summarized new laboratory
data that provided insight into the chemical reaction path-
ways for the formation of oligomers and other higher molec-
ular weight products observed in SOA. They determined
higher production rates of SOA from their precursors’ oxi-
dation than earlier measurement studies and linked the de-
pendence of SOA yield from VOC oxidation to the oxidant
levels. In chamber experiments, Volkamer et al. (2009) have
shown that even small (C2) molecules undergoing aqueous-
phase reactions can produce low-volatility material and con-
tribute to SOA formation in the atmosphere, a process that
was reviewed by Ervens et al. (2011) and Lim et al. (2013).
The global modeling study of Myriokefalitakis et al. (2011)
has shown that multiphase reactions of organics significantly
increase the OA mass (5–9% when expressed as OC) and its
oxygen content, while Murphy et al. (2012) suggested that
these reactions are not enough to explain the observed O / C
content of OA.
1.4 Losses
Hallquist et al. (2009) used the VBS concept and estimated
the atmospheric deposition of OA to be 150 Tg a 1, higher
than earlier estimates and similar to the total particulate OC
deposition of 147 Tg a 1 (109 Tg a 1 of WSOC) calculated
by Kanakidou et al. (2012). Dry and wet removal of organic
vapors that are in thermodynamic equilibrium with SOA be-
comes increasingly important with atmospheric processing
(Hodzic et al., 2013) and was found to lead to 10–30% (up
to 50%) removal of anthropogenic (biogenic) SOA (Hodzic
et al., 2014). Volatilization of OA upon heterogeneous oxida-
tion has been observed for laboratory and ambient particles
(George and Abbatt, 2010) and might be a significant OA
sink (Heald et al., 2011).
1.5 Motivation and aim
During the AeroCom phase I modeling experiments (Textor
et al., 2006), although most of the models considered both
primary and secondary OA sources, OA was simulated in a
very simplified way in which both primary and secondary
OA were treated as non-volatile. OA was only allowed to
age via hydrophobic-to-hydrophilic conversion, and was re-
moved from the atmosphere by particle deposition. Compar-
isons of individual models with OA observations have shown
a large underestimation of the organic aerosol component by
models, especially in polluted areas (Volkamer et al., 2006,
and references therein). They showed that the underestima-
tion of SOA by models increases with photochemical age,
which can be partially correlated with long-range transport,
with the largest discrepancies in the free troposphere, sug-
gesting missing sources or underestimated atmospheric pro-
cessing of organics in models.
Several global models now treat SOA as semi-volatile,
as detailed below, which enables potentially more accu-
rate model calculations. Some models also account for
intermediate-volatility organics, multiphase chemistry and
semi-volatile POA (e.g., Pye and Seinfeld, 2010; Jathar et
al., 2011; Myriokefalitakis et al., 2011; Lin et al., 2012), with
encouraging results in reducing the difference between mod-
els and observations. Indeed, the modeled SOA concentra-
tions in Mexico City were much closer to observations when
intermediate-volatility organics were taken into account in
a regional model, although it was unclear if the model–
observation gap was reduced for the right reasons (Hodzic
et al., 2010). However, OA simulations have many degrees
of freedom due to incomplete knowledge of the behavior
and fate of OA in the troposphere. Thus, several assump-
tions made are translated to model tuning parameters that
vary greatly between models.
This organic aerosol AeroCom intercomparison aims to
update the evaluation of OA modeling by documenting the
current status of global modeling of OA in the troposphere,
identifying weaknesses that still exist in models, as well as
explaining the similarities and differences that exist between
models and observations. It quantifies the uncertainties in
surface OA concentrations and attributes them to major con-
tributors. It also attempts to identify and analyze potential
model systematic biases. The ensemble of the simulations
is used to build an integrated and robust view of our un-
derstanding of organic aerosol sources and sinks in the tro-
posphere. The target year of simulations was selected to be
2006, with a free choice for each modeling group on the me-
teorological conditions and emission inventories to be used.
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1.6 Terminology
In atmospheric OA research, several naming conventions and
abbreviations are used, often ambiguously and inconsistently
between authors. To avoid confusion, we clarify here the
conventions adopted in this paper, which we use through-
out. Note that some aspects of our terminology are differ-
ent from the very recent VBS-centered attempt by Murphy
et al. (2014) to clarify this ambiguity systematically; new
model development is required from modelers to adopt the
new naming convention in future model simulations.
– Organic aerosol (OA) and the main OA components,
i.e., primary and secondary OA (POA and SOA, respec-
tively): we use these terms to refer to the total mass that
organic compounds have in the aerosol phase, including
H and O, and potentially other elements like N, S and P.
Other authors have used the term organic matter (OM),
which is synonymous with our OA definition. The units
used are µgm 3 for surface mass concentrations at am-
bient conditions and Tg for burden and budget calcu-
lations. OA amounts exclude the water associated with
it (assuming that OA is hygroscopic), an important ad-
ditional component that affects particle size, refractive
index and light scattering efficiency.
– Organic carbon (OC), together with other OC compo-
nents, like, e.g., primary and secondary OC (POC and
SOC, respectively): these terms refer to the mass of car-
bon present in OA, instead of to the total OA mass. The
units used here are µgCm 3 for surface mass concen-
trations. This is typically the terminology that is used
when comparing model results with filter measurements
analyzed by thermal–optical methods.
OA mass can increase for constant OC, due to oxidative ag-
ing; this is something that very few models calculate, and
should be improved in the future. The OA /OC ratio is dis-
cussed in more detail in Sect. 1.7. Care should also be taken
for the case of methane sulfonic acid (MSA), since the letter
A stands for “acid”, not “aerosol”, as in OA. When reporting
MSA results, we refer to the total methane sulfonic acid mass
present in OA and not its carbon mass only, unless clearly
stated otherwise.
1.7 OA /OC and O /C ratios
To calculate the total organic aerosol mass concentration for
each model, we apply the following equation:
OAi = OCi ⇤ (OA/OC)i (1)
where (OA /OC)i is the organic aerosol to organic carbon ra-
tio for aerosol tracer i (Table 1). OA /OC, frequently termed
as OM /OC in the literature (OM: organic matter), was found
to correlate extremely well with the O / C ratio in Mexico
City and chamber data (Aiken et al., 2008), because of low
N /C ratios. A low OA /OC ratio is also indicative of “fresh”
OA as deduced from observations (Turpin and Lim, 2001;
Philip et al., 2014). The OA /OC ratio varies greatly between
models, with many of them setting OA /OC= 1.4 as a con-
stant for all OA sources. Some models use different OA /OC
ratios for every OA tracer: IMAGES, IMPACT, and the two
TM4-ECPL models calculate the specific OA /OC ratio for
each of their aerosol tracers, depending on their sources and
chemical identity. CAM4-Oslo uses 1.4 for fossil fuel and
biofuel, OsloCTM2 and SPRINTARS use 1.6, while all three
models use 2.6 for biomass burning. In the case of CAM4-
Oslo and SPRINTARS, it is not possible to calculate the OC
concentration from the model fields accurately, since they
only track one tracer. For this, we used a single value, that
of the fossil fuel each model is using, which will lead to
an underestimation of their OC concentration (but not of
OA) close to biomass burning sources. The remaining mod-
els use a constant OA /OC ratio: GEOS-Chem and GEOS-
Chem-APM use a specified value of 2.1, GISS-CMU-VBS
and GISS-CMU-TOMAS use 1.8, and all other models use
1.4. Observations (Turpin and Lim, 2001; Aiken et al., 2008)
suggest that OA /OC values of 1.6± 0.2 and 2.1± 0.2 are
good approximations for urban and non-urban aerosols, re-
spectively, indicating that most models might use OA /OC
values that are low. The study of both the OA /OC and O /C
ratios is extremely important and warrants a dedicated inves-
tigation; although this will be mentioned in the present work,
it will be studied in detail in the future.
1.8 Organic aerosol speciation
In the present work, we have separated organic aerosols into
five categories, as described below and summarized in Ta-
ble 1. The models are then grouped based on their OA pa-
rameterizations in Table 2.
1. tPOA, for terrestrial primary organic aerosol, which
includes primary emissions from fossil fuel, biofuel
and biomass burning. All models participating in this
intercomparison include these three tPOA sources.
Several models also consider a biogenic secondary
organic aerosol source that is included in tPOA (BCC,
CAM4-Oslo, CanAM-PAM, ECHAM5-HAMMOZ,
ECHAM5-SALSA, ECMWF-GEMS, EMAC, GISS-
CMU-TOMAS, GISS-MATRIX, GISS-TOMAS, GMI,
GOCART, LMDz-INCA, SPRINTARS and TM5),
as discussed earlier. This is considered to be linked
with monoterpene emissions (Guenther et al., 1995),
producing non-volatile aerosol mass with a fixed
yield as discussed in Sect. 2.2. Some models have a
simplified chemistry that produces non-volatile SOA,
also included in tPOA: in GISS-CMU-TOMAS and
GISS-TOMAS a generic SOA precursor is emitted in
the gas phase representing all SOA precursor gases
(Dentener et al., 2006; 15% of the monoterpene
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emissions, emitted in the gas phase) with a chemical
lifetime of 12 h that forms a non-volatile SOA tracer
(which is included in tPOA). In GISS-TOMAS the
SOA precursor emissions are based on terpenes, with
a 10% yield, while a-pinene oxidation by all major
oxidants (OH, O3, NO3) produces non-volatile SOA
(included in tPOA) with a 13% yield in GLOMAPbin
and GLOMAPmode. SPRINTARS has a 9.2% yield
of non-volatile SOA (Griffin et al., 1999a, b) from
monoterpene emissions, and considers this tracer as
inert and tracks it separately, in contrast to the other
models that produce non-volatile SOA and track it
together with tPOA. SOA from anthropogenic VOCs is
included in only a few models, and is not included in
tPOA.
2. mPOA, for primary organic aerosol from marine
sources. CAM4-Oslo has a primary marine organic
source of 8 Tg a 1 (Spracklen et al., 2008) with the
same emissions distribution as sea salt (provided by
Dentener et al., 2006) included in tPOA. IMPACT
includes a mPOA source of 35 Tg a 1 (Gantt et al.,
2009a), which scales with chlorophyll a and sea salt
as a proxy of marine biological activity (O’Dowd et
al., 2004), while GISS-modelE-G/I and TM4-ECPL-
F/FNP include a similar source of submicron mPOA
based on Vignati et al. (2010). The GISS-modelE-G/I
source is described in Tsigaridis et al. (2013) and the
TM4-ECPL-F/FNP mPOA source in Myriokefalitakis
et al. (2010). It has to be noted that these two stud-
ies have a factor of 10 difference in submicron mPOA
source strength, despite having very similar source
function parameterizations. This results from differ-
ences in sea-spray size distribution assumptions, as dis-
cussed in Tsigaridis et al. (2013). In addition to the
fine-mode mPOA source, TM4-ECPL-FNP accounts
for about 30 TgC a 1 of coarse-mode mPOA (Kanaki-
dou et al., 2012), but that was not taken into account in
the present study, since all measurements used here are
for fine aerosols.
3. trSOA, for “traditional” secondary organic aerosol,
which is produced by gas to particle mass transfer of
secondary organic material, either assuming the mate-
rial has a finite vapor pressure (a gas-particle partition-
ing process) or that it has zero vapor pressure (a conden-
sation process). The most common precursors of SOA
used across models are isoprene and terpenes, although
few models have other precursors as well, as presented
in Sect. 2. All models have some form of trSOA, either
included in tPOA (as explained above), or via an ex-
plicit treatment of the semi-volatile oxidation products
of the precursor VOCs. For the models other than the
ones presented in (a) above that treat SOA as part of
tPOA, the approach used and species taken into account
differ. CAM5-MAM3 prescribes mass yields from 5
trSOA precursor categories (isoprene, terpenes, aro-
matics, higher molecular weight alkanes and alkenes,
with yields of 6.0, 37.5, 22.5, 7.5, and 7.5%, respec-
tively), which then reversibly and kinetically partition to
the aerosol phase. GISS-CMU-VBS uses the volatility-
basis set, but without aging for the biogenic trSOA.
The rest of the models use the two-product model ap-
proach to calculate trSOA; see the references column
in Table 3 for more details. GEOS-Chem-APM consid-
ers the volatility changes of the gaseous semi-volatile
compounds arising from the oxidation aging process, as
well as the kinetic condensation of low-volatility gases
(Yu, 2011). HadGEM2-ES does not calculate trSOA on-
line; instead, it uses an offline 3-D monthly mean trSOA
climatology obtained from the STOCHEM CTM (Der-
went et al., 2003). The two-product model implemented
in IMAGES was modified to account for the effect of
water uptake on the partitioning of semi-volatile organ-
ics, through activity coefficients parameterized using a
detailed model for ↵-pinene SOA (Ceulemans et al.,
2012). IMPACT predicts semi-volatile SOA from or-
ganic nitrates and peroxides using the gas-particle parti-
tioning parameterization with an explicit gas-phase or-
ganic chemistry. These condensed semi-volatile com-
pounds are assumed to undergo further aerosol-phase
reactions to form non-evaporative SOA with a fixed 1-
day e-folding time (Lin et al., 2012). The two TM4-
ECPL models account for SOA aging by gas-phase ox-
idation by OH with a rate of 10 12 cm3 molec 1 s 1,
while the conversion of insoluble POA to soluble is pa-
rameterized as described by Tsigaridis and Kanakidou
(2003) with a decay rate that depends on O3 concen-
tration and water vapor availability, which corresponds
to an approximately 1-day global mean turnover time,
with strong spatial variability.
4. ntrSOA, for non-traditional secondary organic aerosol,
which comes from a variety of sources, as explained
below. GISS-CMU-VBS includes the VBS (Robinson
et al., 2007), which allows tPOA to evaporate and age
(via oxidation) in the gas phase, producing less volatile
gas-phase products, which can again partition between
the gas and aerosol phases. This model, which is the
only one in the present study that takes into account
the intermediate-volatility species as additional sources
of OA, enables the application of the partitioning the-
ory to POA and its associated vapors as well, not only
SOA. The aerosol phase of these oxidized products is
termed ntrSOA. The impact of this process strongly
affects the chemical composition of SOA and will be
discussed later (Sect. 4.3.3). Other models, namely
IMAGES, IMPACT, and TM4-ECPL-F/FNP, include
an aqueous-phase oxidation pathway of small organic
molecules like glyoxal and methylglyoxal that produces
low-volatility compounds and oligomers in cloud and
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aerosol water (Fu et al., 2008, 2009; Stavrakou et al.,
2009; Myriokefalitakis et al., 2011), with the two TM4-
ECPL models having a primary glyoxal source from the
oceans of 4.1 TgC a 1, which is not present in the other
two models. Glyoxal and methylglyoxal are highly re-
active species in the aqueous phase. The aqueous-phase
reactions can occur both in aerosol water and cloud
droplets; after droplet evaporation, the residual organic
compounds remain in the aerosol phase in the form
of OA. By applying a reactive uptake (  ) of glyoxal
and methylglyoxal on aqueous particles and cloud drops
(Liggio et al., 2005), IMAGES and IMPACT parameter-
ized the irreversible surface-controlled uptake of these
soluble gas-phase species. On the other hand, Myrioke-
falitakis et al. (2011) applied a much more detailed
aqueous-phase chemical scheme in cloud droplets in or-
der to produce oxalate. For IMPACT, 52% of the to-
tal SOA comes from glyoxal and methylglyoxal mul-
tiphase chemistry (Lin et al., 2012). IMPACT also in-
cludes ntrSOA formation from the uptake of gas-phase
epoxides onto aqueous sulfate aerosol (Paulot et al.,
2009), which contributes by 25.1 Tg a 1 (21%) to the
total SOA formation (Lin et al., 2012).
5. MSA, an oxidation product of DMS, is also a SOA com-
ponent. Although a minor organic aerosol component
on the global scale, MSA can be very important in re-
mote oceanic regions, especially when mPOA is rela-
tively low: observations indicate that MSA can be at
least 10% of the total WSOC mass (Sciare et al., 2001;
Facchini et al., 2008) at marine locations. Only CAM4-
Oslo, GEOS-Chem-APM, GISS-modelE-G/I, IMPACT,
LMDz-INCA, TM4-ECPL-F/FNP and TM5 have this
tracer, which has been typically neglected from the or-
ganic aerosol budget in modeling studies. In CAM4-
Oslo, MSA is included in tPOA, in IMPACT it is in-
cluded in mPOA (which is in turn included in tPOA),
whereas in the other models, it is individually tracked.
A summary of the OA processes included in the models is
presented in Table 2. The total organic aerosol mass is calcu-
lated as follows:
OA= tPOA+mPOA+ trSOA+ ntrSOA+MSA (2)
The models that have mPOA, SOA and/or MSA included
in tPOA do not track them separately, so there is no risk of
double-counting any OA species. In addition to this catego-
rization, in order to compare with AMS data (see Sect. 3) we
separate the modeled OA into HOA (hydrocarbon-like OA)
and OOA (oxygenated OA) as defined by Zhang et al. (2005),
when sufficient information on hydrophobic/hydrophilic spe-
ciation from the models is available. We use the termi-
nology HOA /OOA instead of water soluble/insoluble OC
(WSOC /WIOC), and compare only with AMS organic
aerosol data, in order to contrast with the OC measurements
that refer to organic carbon. The separation into HOA and
OOA has been provided by only a few models: ECHAM5-
HAM2, ECMWF-GEMS, EMAC, GISS-modelE-G, GISS-
modelE-I, GISS-TOMAS, GLOMAPbin, GLOMAPmode,
IMAGES, LMDz-INCA, TM4-ECPL-F, TM4-ECPL-FNP
and TM5. From the AMS perspective, the total OA is cal-
culated as follows:
OA= HOA+OOA (3)
Further subdivisions into other categories of OOA (Jimenez
et al., 2009) are neglected in this study. In addition, the term
POA used in Zhang et al. (2011) as a surrogate for different
HOA categories is also not taken into account here.
2 Description of models
The models participating in the present study differ in (a) the
spatial resolution, both horizontal and vertical, (b) the under-
lying model with which the aerosol calculations are coupled,
which can be either a CTM or a GCM, and will be named
“host model” from now on, (c) the emissions used, both for
POA and SOA precursors, as well as for other gaseous and
aerosol tracers, (d) the inclusion or not of aerosol micro-
physics, which are implemented in multiple ways (Mann et
al., 2014), and (e) the OA processes simulated, i.e., the chem-
ical and physical processes that change existing OA (such as
oxidative aging), and the representation of SOA formation.
The complexity of the OA calculations varies greatly be-
tween models (Table 3). There are differences in OA emis-
sion source strength, both for primary particles (Table 4) and
precursors of secondary OA (Table 5), as well as in the to-
tal number of OA tracers used (2 to 62; Table 1) and their
properties, especially with regard to the temperature depen-
dence of their vapor pressure (Sect. 6). Although a classifi-
cation is difficult, one can categorize the models in various
groups when considering OA modeling from different per-
spectives. The classification used here will be presented later
(Sect. 1.8).
Somemodels using the same host model have very specific
(and not necessarily a few) differences. ECHAM5-HAM2,
ECHAM5-HAMMOZ, ECHAM5-SALSA and EMAC use
the same host model (ECHAM5) but different aerosol pa-
rameterizations: the first two use M7 (modal), ECHAM5-
SALSA uses SALSA (sectional) and EMAC uses a mod-
ified version of M7. ECHAM5-HAMMOZ uses the previ-
ous version of the HAM aerosol module, which does not
take into account the detailed SOA formation introduced
in ECHAM5-HAM2 (O’Donnell et al., 2011). GEOS-Chem
and GEOS-Chem-APM use the same host model (GEOS-
Chem) but different aerosol representations: the first uses
the default bulk aerosol scheme, while the latter uses a size-
resolved (bin) advanced particle microphysics (APM) mod-
ule (Yu and Luo, 2009). GISS-CMU-VBS and GISS-CMU-
TOMAS use the same host GCM (GISS-II’), with the only
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difference being in the calculation of OA: the first one uses a
bulk aerosol scheme with the VBS approach (Donahue et al.,
2006; Jathar et al., 2011), and the second one the aerosol mi-
crophysics scheme TOMAS (Adams and Seinfeld, 2002; Lee
and Adams, 2010, 2012). Similarly, GISS-MATRIX, the two
GISS-modelE models and GISS-TOMAS use the same host
GCM (GISS-E2), but they have different aerosol represen-
tations: GISS-MATRIX uses the aerosol microphysics mod-
ule MATRIX (Bauer et al., 2008), the two modelE versions
have a bulk aerosol scheme (Koch et al., 2006, 2007; Miller
et al., 2006; Tsigaridis and Kanakidou, 2007; Tsigaridis et
al., 2013) and GISS-TOMAS uses the same aerosol micro-
physics scheme as GISS-CMU-TOMAS (Lee and Adams,
2012; Lee et al., 2014). GISS-modelE-G and GISS-modelE-I
only differ in the emissions used; they both have CMIP5 an-
thropogenic emissions for all tracers (Lamarque et al., 2010),
but GISS-modelE-G uses GFED3 (van der Werf et al., 2010)
for biomass burning. GLOMAPbin and GLOMAPmode use
the same host CTM (TOMCAT; Chipperfield, 2006), with the
only difference being the sectional and modal aerosol micro-
physics calculations (Mann et al., 2012). TM4-ECPL-FNP
is almost identical to TM4-ECPL-F, but also takes into ac-
count the contribution to OA from primary biological parti-
cles and soil dust in the fine and coarse modes (Kanakidou et
al., 2012). These two models also use different biogenic and
anthropogenic VOC emission inventories (Tables 4 and 5).
All model results presented here come frommonthly mean
data, while measurements are averaged in monthly mean val-
ues, prior to any comparison with model data.
2.1 Meteorology
One major difference between the configurations of the mod-
els is the meteorology and meteorological year used. This af-
fects aerosol transport, removal, chemistry (e.g., temperature
dependence of reaction rates) and gas-particle partitioning of
semi-volatile species. In some models, meteorology also di-
rectly affects natural aerosol emissions, like wind-driven sea
salt, marine organic aerosol, dust and VOC emissions from
the vegetation and oceans. Indirectly, meteorology affects
MSA sources, since MSA is produced via dimethyl sulfide
(DMS) oxidation, whose source is affected by wind speed
and its oxidation depends on chemical rates.
Several climate models that participated in this inter-
comparison calculate the meteorology online. These are
BCC, CAM4-Oslo, CAM5-MAM3, CanAM-PAM, GISS-
CMU-VBS and GISS-CMU-TOMAS. In addition, climate
models GISS-MATRIX, GISS-modelE-G, GISS-modelE-
I and SPRINTARS are nudged to the NCEP reanaly-
sis (Kalnay et al., 1996), GISS-TOMAS is nudged to
MERRA meteorology (Rienecker et al., 2011), HadGEM2-
ES and ECHAM5-HAMMOZ are nudged to the operational
ECMWFmeteorology (http://www.ecmwf.int/products/data/
archive/descriptions/od), and LMDz-INCA is nudged to
ECMWF reanalysis from the Integrated Forecast System.
The remaining models use a variety of prescribed meteorol-
ogy data sets for the year 2006 (Table 3), except that GISS-
CMU-VBS uses 2008, IMPACT uses 1997, and TM4-ECPL-
FNP uses 2005.
2.2 Emissions
All participating models include POA in their simulations.
The sources are both anthropogenic and biogenic, and can be
classified as follows:
1. Fuel emissions. These exclusively anthropogenic
sources include fossil fuel and biofuel burning. All
models include these sources, but the emission inven-
tories used are not always the same (Table 4). A number
of models used emissions for the year 2000; others used
emissions for the year 2006, and one for the year 2005
(TM4-ECPL-FNP). Cooking emissions, which can con-
tribute up to 50% of the POA in many urban areas
(Mohr et al., 2012) are not included in any model.
2. Biomass burning. As in the case of fuel emissions, not
all models use the same sources or representative years.
Only about half of the models use biomass burning
emissions from the year 2006 (Table 4), which is the
reference year in the present study. Biomass burning is
the largest POA source; it has significant interannual
and strong seasonal variability and is the most uncer-
tain POA source on a global scale (Andreae and Mer-
let, 2001), making it extremely important for compar-
ison with measurements, especially at remote sites, to
properly represent this source. Comparisons of several
model simulations with the smoke aerosol optical depth
(AOD) observed byMODIS have indicated a systematic
underestimation when emissions from bottom-up inven-
tories like GFED, used by several models here, are used.
The underestimation may be as high as a factor of 3
on the global scale (Kaiser et al., 2012, and references
therein), and strongly varies by region (Petrenko et al.,
2012).
3. Marine sources. Few models take into account marine
sources of organic aerosols (see Sect. 1.8); these de-
pend on sea spray emissions. The GISS-modelE-G and
GISS-modelE-I source depends on SeaWiFS chloro-
phyll a measurements from the year 2000 (Tsigaridis et
al., 2013), while IMPACT and TM4-ECPL-F/FNP cal-
culations use the MODIS chlorophyll a data from the
corresponding simulated year. However, recent obser-
vations indicate the presence of marine organic aerosol
over oceanic oligotrophic areas (Long et al., 2011); this
can be either due to long-range transport, or a missing
source not accounted for with the current source param-
eterizations, or both. CAM4-Oslo also has marine or-
ganic emissions, with a global flux based on Spracklen
et al. (2008), and a spatial distribution given by the
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prescribed AeroCom phase I fine-mode sea salt emis-
sions (Dentener et al., 2006).
4. Other primary sources. TM4-ECPL-FNP (Kanakidou et
al., 2012) includes some fine-mode POA sources that do
not exist in any other global model in this intercompar-
ison. These consist of primary biological particle emis-
sions from plants (25 Tg a 1) and soil organic matter on
dust (0.2 Tg a 1).
5. “Pseudo” primary non-volatile SOA fluxes. A num-
ber of models parameterize SOA chemical production
in the atmosphere as a source of non-volatile aerosol
emitted directly from vegetation. SOA is then modified
similarly to POA by processes like transport, chemical
aging, growth, coagulation and condensation, among
others, depending on the model. BCC, CanAM-PAM,
ECHAM5-HAMMOZ, ECHAM5-SALSA, ECMWF-
GEMS, EMAC, GISS-CMU-TOMAS, LMDz-INCA
and TM5 use a global source of 19.1 Tg a 1 (Dentener
et al., 2006). This source is equivalent to a 15% yield
from the year 1990 monoterpene emissions (Guenther et
al., 1995) and is identical to the source used during the
AeroCom phase I experiments. GISS-CMU-TOMAS,
GISS-TOMAS, GLOMAPbin and GLOMAPmode also
use the same approach (based on the Guenther et
al. (1995) emissions, except GISS-TOMAS, which is
based on Lathière et al., 2005), but with SOA produced
according to an assumed molar yield following oxida-
tion (see Sect. 1.8 and Table 1), which results in a calcu-
lated SOA source of 19.1, 17.1, 23.1, and 23.0 Tg a 1,
respectively. GISS-MATRIX and GISS-TOMAS use a
10% yield (17.1 Tg a 1) from monoterpene emissions
for the year 1990 from Lathière et al. (2005), while GMI
and GOCART assume a 10% yield (12.7 Tg a 1) from
the Guenther et al. (1995) monoterpene emissions. In
the case of CAM4-Oslo, the strength of the secondary
source suggested by Dentener et al. (2006) has been
scaled up to 37.5 Tg a 1, based on Hoyle et al. (2007).
In addition to the primary aerosol emissions, the inventories
used for the precursors of secondary organic aerosols are also
both very diverse and of great importance. These are pre-
sented in Table 5.
3 Measurements
The compilations of PM2.5 OC measurements by Bahadur et
al. (2009) and PM1 OAmeasurements by Zhang et al. (2007)
form the basis for the present study. Additional OC and OA
observations from continuous monitoring networks and indi-
vidual case studies reported in the literature have been used
to increase the spatial and temporal coverage of the observa-
tional database for model evaluation.
The OC measurements reported by Bahadur et al. (2009)
include data from
– The Interagency Monitoring of Protected Visual En-
vironments (IMPROVE; http://vista.cira.colostate.edu/
IMPROVE), which is the American monitoring network
for national parks and wilderness areas, for 1988–2006.
– The Speciated Trends Network (STN) administered by
the Environmental Protection Agency (Air Quality Sys-
tem Environmental Protection Agency (AQSEPA); http:
//www.epa.gov/ttn/airs/airsaqs), which mainly consists
of urban monitoring stations within the USA, for 2000–
2007.
– The North American Research Strategy for Tro-
pospheric Ozone (NARSTO; http://www.narsto.org),
which consists of measurements in Mexico, the USA
and Canada, for 1999–2005.
– The New England Air Quality Studies (NEAQS; http:
//www.esrl.noaa.gov/csd/ projects/neaqs), which con-
tains measurements from the New England region, as
a part of NOAA field studies, for 2002.
– The Southeastern Aerosol Research and Characteriza-
tion Study (SEARCH; Hansen et al., 2003), which is a
monitoring network for the southeastern United States,
for 1998–2007.
– The European Monitoring and Evaluation Programme
(EMEP; http://www.emep.int). EMEP is a European
monitoring network with a few hundred monitoring sta-
tions all over Europe; only a few measure OC, which
are used here, for 2002–2006.
– The Construction, Use and Delivery of a Euro-
pean Aerosol Database (CREATE; http://www.nilu.no/
projects/ccc/create). CREATE is a database that com-
piles aerosol data from eight European countries, for
2000–2006.
– The Hong Kong Environmental Protection Agency
(http://www.epd.gov.hk/epd/eindex.html), with mea-
surements from the extended area of Hong Kong, for
2000–2002.
These data sets have been extended by numerous new mea-
surements from published studies (Chow et al., 1993; Smith
et al., 1996; Zappoli et al., 1999; Kim et al., 2000; Eatough
et al., 2001, 2003; Krivacsy et al., 2001; Artaxo et al., 2002;
Balasubramanian et al., 2003; Gatari and Boman, 2003; Gra-
ham et al., 2003; Long et al., 2003; Fan et al., 2004; He et
al., 2004; Ho et al., 2004; Jeong et al., 2004; Salma et al.,
2004; Sawant et al., 2004; Ward et al., 2004; Xu et al., 2004;
Hueglin et al., 2005; Kim et al., 2005; Fuzzi et al., 2006;
Koulouri et al., 2008; Pindado et al., 2009; Sciare et al., 2009;
Li et al., 2010; Shakya et al., 2010; X. Y. Zhang et al., 2012)
enhancing primarily the spatial, but also the temporal avail-
ability of comparison points.
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The IMPROVE and AQSEPA networks cover most of the
United States more than adequately. The EMEP monitoring
network together with the European Integrated project on
Aerosol, Cloud, Climate, and Air Quality Interactions (EU-
CAARI) and CREATE data sets and other studies found in
the literature provide good coverage of a large part of Eu-
rope, with stations in 17 countries. Although the spatial and
temporal coverage is not as extensive as in the USA, it pro-
vides a comprehensive representation of different sources
and chemical environments over Europe. There are limited
measurements from Asia, with many of them being at ur-
ban or urban-influenced locations in India and China. South
America, Africa and Oceania have very poor spatial and tem-
poral coverage, despite the importance of the tropical forests
of the former two on the global OA budget. Marine areas are
almost exclusively covered by short-term measurement cam-
paigns, with the exception of Amsterdam Island in the south-
ern Indian Ocean (Sciare et al., 2009). All OC measurements
are PM2.5 or smaller sizes, e.g., PM1.8 (Koulouri et al., 2008).
A rapidly increasing number of AMS OA measurements
has been reported in the literature since the work of Zhang et
al. (2007). Most of these AMS measurements are available
online, in a web page created and maintained by Q. Zhang
and J.-L. Jimenez (http://tinyurl.com/ams-database). We in-
clude in this analysis most of the ground-based data available
as of January 2013. These data include the only AMS mea-
surements so far available for a whole year (using the ACSM
instrument, which is a monitoring version of the AMS; Ng
et al., 2011), from Welgegund, South Africa (Tiitta et al.,
2014); all other stations were measuring for about a month
or less. The geographical coverage of the AMS stations is far
less dense than the OC measurement locations, but the num-
ber of stations is rapidly increasing. Longer records are also
starting to appear in the literature (Tiitta et al., 2014), and are
expected to increase in the near future. It is important to note
that the OA values provided by the AMS-type instruments
have uncertainties (30%) inherent in quantifying the detec-
tion efficiency for the wide range of organic molecules that
make up complex SOA material (Canagaratna et al., 2007;
Middlebrook et al., 2012). Care should be taken when using
AMS-type OA data in models that estimate organic aerosol
content.
All station data have been classified in three main cate-
gories: urban, remote and marine. Urban sites are defined as
those that are either in cities or highly influenced by them.
AMS stations characterized as “urban downwind” fall in this
category. Remote sites are defined as those not influenced by
local anthropogenic activities, and include forested regions,
mountains, rural areas, etc. Marine sites are all measurements
from ships or from coastal stations that are highly influenced
by the marine atmosphere. Only two AMS stations fall into
this category (Okinawa, Japan, and Mace Head, Ireland), and
for simplicity, they were classified in the “remote” category.
The two databases (OC and OA measurements) have been
kept separate because of the added complexity related to the
OA /OC ratio (Sect. 1.7). Almost all models calculate OA
mass concentration, integrated across the fine-mode size dis-
tribution where appropriate, which can be compared with
AMS measurements without any unit conversion. To com-
pare with filter measurements of OC, we used the models’
assumptions about the OA /OC ratio to convert the mod-
eled OA to OC. As mentioned earlier, the importance of the
OA /OC ratio will be explored in the future. The cutoff diam-
eter of aerosols can also be an issue (Koulouri et al., 2008),
but it is not expected to be significant in the present study,
given the assumptions that the models adopt for the primary
OA sources. No model adds fine OA mass from coarse-mode
sources, and no model allows partitioning of semi-volatile
gases to the coarse mode; thus, the difference between the
PM2.5 filter measurements and PM1 AMS data is not ex-
pected to be properly resolved by models, even if they in-
clude aerosol microphysics calculations.
4 Results
4.1 Global budgets
Many global models have evolved significantly since the Ae-
roCom phase I intercomparison studies. During phase I, the
first experiment, AeroCom A (ExpA), was designed in a very
similar way to the AeroCom phase II model simulations de-
scribed here (Schulz et al., 2009). For the second, AeroCom
B (ExpB), all models used the same emission inventories.
The outcomes of these studies have been summarized by
Textor et al. (2006) for ExpA and Textor et al. (2007) for
ExpB and is compared with the present study in detail here
(Fig. 1). The two AeroCom phase I studies focused on the
total aerosol budget, but the individual aerosol components
were also studied. Sixteen models participated in ExpA and
twelve in ExpB, most of which are earlier versions of the
models that participated in the present intercomparison.
The large number of models used in this study adds a sig-
nificant level of complexity to the interpretation of results,
due to the large diversity of inputs and configurations used
by the different modeling groups. Despite the large differ-
ences between model formulations, on the global scale, sev-
eral interesting similarities and patterns appear, which are
frequently associated with the parameterizations and emis-
sion inventories used.
4.1.1 Emissions
Global mean model POA emissions used in the models are
in the range of 34–144 Tg a 1. The emissions in most mod-
els lie below 80Tg a 1 (Fig. 2), with a median value of
56 Tg a 1. Notable exceptions are the two GISS-modelE
models (G and I), in which about two thirds of the POA emis-
sions come from marine sources (Tsigaridis et al., 2013);
without this source, these two models have the same emis-
sions as GISS-MATRIX (39.5 Tg a 1), which falls below the
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Figure 1. Box and whisker plot for all POA, SOA and OA global budgets and comparison with AeroCom phase I (Textor et al., 2006, 2007)
results. The boxes represent the first and third quartile range (50% of the data), the line is the median value, the star is the mean, and the error
bars represent the 9/91% of the data. Outliers are presented with x-symbols, with the corresponding color of the model, and the numbers of
models participating in each bars statistics are presented with a grey number at the top. The AeroCom phase I outliers are presented with
black color, since there is no direct correspondence with the models that participate in the present study. Bar colors are POA (brown), SOA
(green), OA (blue), AeroCom A (red; Textor et al., 2006), and AeroCom B (orange; Textor et al., 2007).
25% quantile. CAM4-Oslo also has the highest terrestrial
sources of all models (144 Tg a 1), followed by IMPACT
(98 Tg a 1) and EMAC (92Tg a 1). All models appear to
have similar seasonality in POA emissions that are driven by
tPOA, with increased emissions during Northern Hemisphere
summer due to the enhanced contribution of Northern Hemi-
sphere biomass burning emissions from temperate and boreal
forests to the total POA fluxes. In addition, several models
include SOA sources in tPOA as explained earlier, scaled by
BVOC emissions, which also peak during Northern Hemi-
sphere summer (Guenther et al., 1995, 2006); this contributes
to a seasonal cycle of tPOA that is caused by the trSOA treat-
ment as part of tPOA, and should not be interpreted as a tPOA
seasonality. Also note that contrary to biomass burning, an-
thropogenic tPOA sources have no seasonality in their emis-
sion inventories. The IMPACT model appears to have the
opposite seasonality, with maximum POA emissions during
winter and minimum from late spring to early summer, due
to the fossil fuel emissions scaling to fit observations (Wang
et al., 2009). The minimum of the emissions for all mod-
els except IMPACT is during Northern Hemisphere spring,
when neither biomass burning nor the photochemical trSOA
sources (included in tPOA by many models) are high.
The POA emissions variability from phase II is roughly
the same as that of the OA variability from ExpA, which
indicates that the significant uncertainties in the POA emis-
sions in global models since AeroCom phase I have not
been reduced. However, some models have very high POA
emissions, due to the recently developed parameterizations
of mPOA sources in global models. These highly uncertain
sources were absent in AeroCom phase I.
4.1.2 Chemical production
The chemical production of SOA is much more complex
compared to the POA emissions. Firstly, many models in-
clude SOA sources as primary emissions, which are included
in tPOA (see Sect. 1.8 and Table 1). This type of source
was used during AeroCom phase I experiments (Dentener et
al., 2006). The direct consequence of this assumption is that
any uncertainties resulting from the OA sources in ExpA are
only related to the POA emissions, since the SOA sources
were identical across models. For AeroCom phase II, 13
out of 31 models still use this source parameterization (Ta-
ble 2), while 5 models use a simple SOA production rate
based on gas-phase oxidation, which then forms non-volatile
SOA. These 18 models have a median SOA source strength
of 19.1 Tg a 1 (mean 20 Tg a 1) and a standard deviation of
4.9 Tg a 1 (Fig. 2). Very few models that include this source
have provided budget information on the seasonal variabil-
ity of its SOA source, since it is implicitly included in the
tPOA sources and is not tracked separately. However, it has
a virtually identical seasonality to that of the monoterpene
emissions adopted in each model.
From the other models that include a more complex cal-
culation of SOA chemical production, there is a large inter-
model variability in the source flux, with median 51 Tg a 1
(mean 59Tg a 1) and 38Tg a 1 standard deviation, based
on 12 out of 14 models that include such parameterizations
and have submitted budget information. This is more than
twice as high as the models that use the AeroCom phase I
parameterization, and with much larger model diversity. The
seasonality of OA emissions in all these models peaks dur-
ing Northern Hemisphere summer (Fig. 2), when VOC fluxes
from temperate and boreal forests are at a maximum, while
emissions from tropical forests are high year-round. Six
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Figure 2. Top row: POA emissions included in models (before POA evaporation in the case of GISS-CMU-VBS); middle row: SOA chemical
production (including the pseudo-primary SOA source, where applicable); bottom row: total OA sources (sum of top and middle rows) for the
annual mean (left column; short dashes: mean; long dashes: median; dotted lines: 25/75% of the data) and seasonal variability (right column).
Note that not all models have submitted annual budget data, and fewer have submitted seasonal information; thus, their corresponding
columns/lines are not shown. The models are grouped based on their complexity, as separated by vertical solid lines in the annual mean
budgets. Groups from left to right: SOA is directly emitted as a non-volatile tracer; SOA is chemically formed in the atmosphere, but is
considered non-volatile; SOA is semi-volatile; SOA is semi-volatile and also has VBS (GISS-CMU-VBS) or multiphase chemistry sources.
models (IMAGES, IMPACT, GISS-CMU-VBS, HadGEM2-
ES, OsloCTM2 and TM4-ECPL-F) include very strong SOA
sources of 120, 119, 79, 64, 53 and 49 Tg a 1, respectively,
followed by CCSM4-Chem (33 Tg a 1) and GEOS-Chem
(31 Tg a 1). About 42% (50Tg a 1) in IMAGES are due to
non-traditional sources (glyoxal and methylglyoxal). The tra-
ditional SOA source in IMAGES accounts for water uptake,
which is found to increase the partitioning of semi-volatile
intermediates (Müller, 2009). Monoterpenes alone account
for about 40 Tg a 1. This large contribution is due to the
very high SOA yields (⇠ 0.4) in the oxidation of monoter-
penes by OH in low-NOx conditions, which are justified
by the formation of low-volatility compounds like hydroxy
di-hydroperoxides (Surratt et al., 2010). IMPACT has sev-
eral non-traditional SOA sources from aqueous chemistry,
which locally can contribute as much as 80% of the total
OA mass. CAM5-MAM3 and IMPACT also include anthro-
pogenic precursors. CAM5-MAM3 also uses a factor of 1.5
SOA yield increase in order to reduce anthropogenic aerosol
indirect forcing, by elevating the importance of SOA during
the preindustrial period (Liu et al., 2012). As mentioned be-
fore, HadGEM2-ES does not calculate SOA production ex-
plicitly; instead, it uses the Derwent et al. (2003) climatol-
ogy from STOCHEM, which calculates an SOA formation of
64 Tg a 1. For comparison, satellite-constrained studies esti-
mate that the total OA formation (primary and secondary)
can be as high as 150 Tg a 1, with 80% uncertainty (Heald
et al., 2010); AMS-constrained estimates put the total SOA
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formation rate between 50 and 380Tg a 1, with 140 Tg a 1
being the best estimate (Spracklen et al., 2011), while Hal-
lquist et al. (2009) estimated, using a top-down approach,
that the best estimate for the total biogenic SOA formation is
88 TgC a 1, out of a total 150 TgC a 1 of OC.
The case of GISS-CMU-VBS deserves focus. This model
calculates SOA production based on the VBS approach.
Its secondary source of 79 Tg a 1 includes not only newly
formed SOA both from POA and intermediate-volatility or-
ganics, but also gas-phase chemical conversion of organic
mass that has evaporated from emitted POA, to produce
less volatile organics, i.e., mass that has undergone aging
in the atmosphere. The traditional SOA sources from bio-
genic VOC are included in this model like in other models
that use the two-product model, but also the chemical con-
version of intermediate-volatility organics to less volatile OA
is taken into account, again with the use of the VBS. Over-
all, GISS-CMU-VBS presents a similar seasonal pattern of
SOA chemical production as other models, but shifted by one
month, i.e., peaking in August, when biomass burning is at
its maximum in the Northern Hemisphere, instead of max-
imizing in July, when photochemical activity and biogenic
VOC emissions are higher globally. This might be due to the
inclusion of the intermediate-volatility compounds as SOA
precursors, which also have large biomass burning sources.
CCSM4-Chem and GEOS-Chem also have a shift in the sea-
sonal maximum. For CCSM4-Chem this is due to strong pro-
duction from biomass burning sources, while in the case of
GEOS-Chem the seasonal cycle seems to be driven by pro-
duction from Amazonia, which is related with both biogenic
and biomass burning emissions.
The total OA sources during ExpA were very similar to
the total sources from the phase II experiments (median
97 Tg a 1 both in ExpA and here), while ExpB had much
lower total OA sources, 67 Tg a 1 (Fig. 1). All of these
sources include SOA, either as pseudo-emissions (phase I)
or from a variety of parameterizations (phase II). The models
from phase II present a much higher variability in their total
OA sources, which is primarily attributed to the SOA chem-
ical production variability that was not present in ExpA.
4.1.3 Burden
From the models that have submitted POA burden data (also
termed load; the mean total mass in the atmosphere), both its
seasonality and amplitude largely follow those of the corre-
sponding POA emissions (Fig. 3), with two notable differ-
ences. The two GISS-modelE models have much lower POA
burdens (but similar seasonality) than their emissions would
imply. The reason is that the mPOA fraction of POA has a
very short lifetime of ⇠ 1.5 days, since mPOA is assumed
to be internally mixed with fine-mode sea salt, which is re-
moved efficiently due to wet scavenging (Tsigaridis et al.,
2013). This keeps the overall load of POA fairly low, and
comparable with the models that do not have mPOA. The
other difference is GISS-CMU-VBS, which also has a much
lower POA load than their emissions would suggest. This is
due to the POA aging parameterization, which converts POA
into SOA, drastically reducing the POA burden. The other
models appear to have the expected POA load, given their
emissions, including IMPACT, whose different seasonal vari-
ability of the emissions is also reflected on its OA load.
For the computed SOA load (Fig. 3), all models assume
that SOA is very soluble, with 80–100% of its total mass
considered soluble, which results in similar globally aver-
aged removal rates across the models. This means that the
differences in the SOA loads are expected to be driven pri-
marily by the SOA chemical production, similar to how the
POA load is driven by emissions. This is indeed the case
for almost all models, with GISS-CMU-VBS, IMAGES, IM-
PACT, CCSM4-Chem and CAM5-MAM3 having the highest
loads, exceeding 1 Tg, with the first two models being as high
as 2.3 and 2.2 Tg, respectively, and GEOS-Chem being just
below 1Tg. Spracklen et al. (2011) estimated a global SOA
burden of 1.84 Tg, similar to the high-end models that partic-
ipate in the current intercomparison, but for a SOA formation
rate of 140 Tg a 1, which is about 20% higher than IMPACT
and IMAGES (the models with the strongest SOA formation
here), and about 3 times higher than the median SOA forma-
tion rate of the models that have a complex SOA parameter-
ization. ECHAM5-HAM2 calculates an increasing load over
the course of 1 year, which is related to the short spin-up
time of 3 months, which is not sufficient for the upper tropo-
spheric SOA to reach equilibrium. GEOS-Chem simulates
an inverse seasonality when compared with other models,
with the maximum load calculated during Northern Hemi-
sphere winter and the minimum during Northern Hemisphere
summer. The cycle seems to be dominated by the SOA load
over the Southern Ocean; probably the removal processes are
slower than other models there, thus SOA may form a uni-
form band between 30 and 50  S during the whole austral
summer.
With regard to the total OA load, a median of 1.4 Tg
(mean 1.6 Tg) and standard deviation of 0.8 Tg is calculated;
half the models lie within the range of 1–1.6 Tg (Fig. 3).
CAM4-Oslo calculates a global burden of 3.8 Tg, reflect-
ing the very high POA emissions, while IMAGES, IMPACT,
GISS-CMU-VBS and CCSM4-Chem calculate a burden of
3.7, 2.6, 2.4 and 2 Tg, respectively, as a result of their high
SOA production. Overall, the models calculate very similar
total OA load seasonality, which peaks during the Northern
Hemisphere summer season, when both primary (biomass
burning) and secondary (chemical production) OA sources
are high, and minimizes during Northern Hemisphere spring,
when neither biomass burning nor SOA chemical produc-
tion is significant in the Northern Hemisphere. The tropical
biomass burning and SOA production around December and
January both contribute to the secondary maximum that all
models calculate during that time. The relative importance
of SOA over POA will be discussed in Sect. 4.3.3.
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Figure 3. Same as in Fig. 2, for the POA/SOA/OA load.
The total OA load is calculated to be mostly lower than
the sulfate load in the models that reported budget values
for both aerosol components, with a median value of the
OA / SO2 4 mass load ratio of 0.77 (mean 0.95). The ra-
tio lies in the range 0.26–2.0; CAM4-Oslo, CAM5-MAM3,
GEOS-Chem, GISS-modelE-G/I, IMAGES, IMPACT, and
TM4-ECPL-F/FNP calculate values above 1, which means
that annually on the global scale OA dominates over sulfate
aerosols. That was the case for 5 out of 16 models during Ae-
roCom phase I (Textor et al., 2006). Note however that Ae-
roCom phase I models were simulating the year 2000, while
here we simulate the year 2006; interactive chemistry, new
sources (isoprene, mPOA and ntrSOA) and different emis-
sion inventories also contribute to significant differences be-
tween the two studies. One has to be reminded that even in
AeroCom phase II, many models used some emission inven-
tories from a year other than 2006 (Tables 4 and 5).
4.1.4 Deposition
Dry deposition is a minor removal pathway for OA, ac-
counting for a median of 13 Tg a 1 (range 2–36Tg a 1)
and a mean of 15 Tg a 1 (standard deviation of 10 Tg a 1;
Fig. 4). On average, dry deposition is responsible for 15%
of the total OA removal across models. The two TOMAS
models and TM5 calculate by far the lowest dry deposition
flux of all, followed by three of the ECHAM5 models, ex-
cluding EMAC. The two TOMAS models use essentially
the same aerosol microphysics parameterization in two dif-
ferent host models, GISS-II’ for GISS-CMU-TOMAS and
GISS-E2 for GISS-TOMAS. GISS-modelE-G/I and GISS-
MATRIX use the same host model and identical emissions
as GISS-TOMAS, a fact that suggests the TOMAS aerosol
module (Adams and Seinfeld, 2002) either is less efficient in
scavenging OA via dry deposition, or is more efficient in re-
moving OA from the system via wet deposition, or both. The
latter, though, would mean that the OA load (Fig. 4) would be
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much smaller in GISS-TOMAS in order to have low enough
dry deposition fluxes, which does not appear to be the case.
Other than the two TOMAS models, of the remain-
ing models that have submitted dry deposition flux data,
three models calculate very low fluxes: ECHAM5-HAM2,
ECHAM5-HAMMOZ, and TM5, with the latter already
mentioned earlier. The first two models use ECHAM5 as
the host model, and all three use the M7 aerosol micro-
physics module (Vignati et al., 2004). As for the TOMAS
case, this is strong evidence that the M7 module does not al-
low OA to deposit as fast as in most other models; ECHAM5-
SALSA, which uses the same host model as ECHAM5-
HAM2 and ECHAM5-HAMMOZ, calculates higher dry de-
position fluxes than the two ECHAM5 models with M7. The
largest difference in dry deposition between the two aerosol
microphysics schemes comes from the treatment of external
mixing of OA in the accumulation sized particles. ECHAM5-
SALSA includes soluble and insoluble OA in the accumu-
lation mode, while ECHAM5-HAMMOZ and ECHAM5-
HAM2 include only soluble OA. In addition, EMAC, which
uses a sectional version of M7 called GMXe, does not calcu-
late as low a dry deposition as the models that use the modal
version of M7. The fact that there are other models with
aerosol microphysics parameterizations in this intercompari-
son, both modal and sectional, that do not calculate such low
dry deposition fluxes, suggests that it is not a general aerosol
microphysics calculation issue.
Comparisons of phase I models results for ExpA and ExpB
strengthen this conclusion, since the model with the lowest
OA dry deposition flux of ExpA (MPI_HAM; 5Tg a 1) and
that of ExpB (TM5; 1.7 Tg a 1) both use the aerosol micro-
physics module (M7). This scheme appears to be responsi-
ble for the lowest dry deposition fluxes calculated by the
models that participate in the present intercomparison: the
updated versions of these two phase I models, ECHAM5-
HAM2, ECHAM5-HAMMOZ and TM5, participate in the
phase II experiment and simulated the lowest dry deposition
fluxes among all phase II models, together with the GISS-
CMU-TOMAS and GISS-TOMAS models that did not par-
ticipate in phase I. Whether the above explanation suffices
to explain the low dry deposition, or other processes are in-
volved as well, like very strong wet removal that does not
allow time to dry deposition to become effective, the cal-
culated aerosol size distribution, the aerosol properties that
impact dry deposition rates, or something else, remains to
be explored by dedicated deposition flux model–data com-
parisons. Also note that we have not assessed this feature of
the models against observations, so we do not know which
models are closer to observations.
CAM4-Oslo has the highest dry deposition flux of
36 Tg a 1, which is due to the high OA load. BCC follows
with 33 Tg a 1, which is then followed by the two GISS-
modelE models and IMAGES with ⇠ 28 Tg a 1. In the case
of the two GISS-modelE models, this is due to the strong re-
moval of mPOA, which is internally mixed with sea salt (as
explained earlier), while for IMAGES, it is due to the high
OA load, as a result of strong trSOA formation. BCC uses
a smaller mass mean diameter than the size distribution of
POA emissions, which can explain the high dry deposition
flux (Zhang et al., 2012). Despite these large differences be-
tween models, the calculated dry deposition fluxes follow the
same seasonal pattern as the aerosol load presented earlier
(Sect. 4.1.3 and Fig. 4).
The effective dry deposition rate coefficient, defined as the
ratio of the dry deposition flux over the aerosol burden that
is being deposited (Textor et al., 2006), ranges from 0.005
to 0.13 days 1, with a median value of 0.025 days 1,
a mean value of 0.029 days 1 and a standard deviation
of 0.046 days 1. The diversity (defined as the standard devi-
ation over the mean) has increased since AeroCom phase I,
from 0.62 to 0.87. BCC has the largest effective dry deposi-
tion rate coefficient, 0.13 days 1, more than double that of
any other model. The models with very low dry deposition
fluxes are the ones that have the lowest effective dry deposi-
tion rate coefficients, all below 0.014 days 1, supporting the
hypothesis that their dry deposition flux is probably too low.
By far the most important removal mechanism across
all models is wet deposition (Fig. 4). Due to similar OA
solubility assumptions across all models, the wet deposi-
tion flux largely follows the OA load, both in the annual
budget and the seasonality. IMPACT has the highest wet
deposition flux of all models (209 Tg a 1), followed by
IMAGES (163 Tg a 1), CAM4-Oslo (146 Tg a 1), CAM5-
MAM3 (134 Tg a 1), OsloCTM2 (128 Tg a 1) and GISS-
modelE-G/I (120/125 Tg a 1, respectively). These are the
models with the highest OA sources (Fig. 2), thus also with
the highest sinks. Wet removal of OA is simulated to range
from 28 to 209 Tg a 1 for the 26 models that reported fluxes,
with mean (median) standard deviation values of 86 (70)
43 Tg a 1, which is on average 85% of the total OA depo-
sition.
The effective wet deposition rate coefficient ranges from
0.09 to 0.24 days 1, with a median value of 0.15 days 1,
a mean value of 0.16 days 1 and a standard deviation of
0.04 days 1. The diversity since AeroCom phase I has vir-
tually not changed, with a slight increase from 0.27 to 0.28.
OsloCTM2 has the highest effective wet deposition rate co-
efficient, and LMDz-INCA the lowest.
Wet removal, which together with aerosol sources is a ma-
jor driver of the calculated aerosol lifetime and load, presents
a much higher variability in the phase II models (Fig. 1). This
is largely due to the consideration of SOA formation, which
is responsible for the large variability in OA sources and bur-
den in the models, as well as to differences in the assump-
tions on SOA solubility and aging.
4.1.5 Lifetime
The combination of all sources and sinks affects the load and
lifetime of OA, either directly or indirectly. The lifetime of
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Figure 4. Same as in Fig. 2, for the dry/wet OA deposition.
a species is calculated as the ratio of the species burden over
its total removal; in the case of aerosols, the removal is dry
and wet deposition. Unfortunately, while most model groups
have submitted total OA diagnostics to calculate the OA life-
time, few have submitted the diagnostics required to calcu-
late the global mean POA and SOA lifetimes.
The calculated median POA lifetime from the 13 models
that reported relevant data is 4.8 days (mean 4.8± 1.4 days).
The modeled lifetime ranges from 2.7 days for the two GISS-
modelE models to 7.6 days for IMAGES (Fig. 5). The GISS-
modelE models have the lowest lifetime, which is consistent
with roughly two-thirds of POA being removed rapidly with
sea salt (as mPOA). There is no clear seasonal signal on the
calculated POA lifetime.
The SOA lifetime calculated by 12 out of 31 models also
lacks a clear seasonal signal (Fig. 5). The GISS-modelE-G/I
models, CCSM4-Chem, ECHAM5-HAM2 and GISS-CMU-
VBS have the highest SOA lifetime of 15/14, 14, 13 and
10 days, respectively, which is related to large amounts of
SOA in the upper troposphere, where there is virtually no re-
moval mechanism and therefore SOA lifetime is enhanced,
until atmospheric circulation or sedimentation brings it to
lower layers where it becomes susceptible to removal. For
the remaining models that provide information, the calcu-
lated SOA lifetime ranges from 2.4 to 6.8 days. The median
SOA lifetime from all models that provide budget informa-
tion is calculated to be 6.1 days (range 2.4–14.8 days), higher
than the median POA lifetime. Anthropogenic POA, which
in general is more hydrophobic than SOA, is almost exclu-
sively emitted close to surface and below clouds, making
it more susceptible to dry and wet removal; biomass burn-
ing POA can be emitted at higher altitudes (Dentener et al.,
2006), while a significant amount of SOA is formed above
clouds in the models, where temperatures are low. For in-
stance, in TM4-ECPL-FNP, about 42% of the total SOA
mass is formed in the free troposphere, while 98% of POA
mass is emitted in the boundary layer. Furthermore, although
one might expect that SOA is more soluble, thus more sus-
ceptible to removal, this does not appear to be reflected in the
model results; the reason is that SOA can be formed above
clouds and avoid removal for long periods of time.
Twenty-four models provide sufficient information to cal-
culate the total OA lifetime, which lies in the range of
3.8–9.6 days, with a median of 5.4 days and a mean of
5.7± 1.6 days (Fig. 5). GISS-CMU-TOMAS has a very
strong seasonality in the calculated OA lifetime, with a max-
imum during late Northern Hemisphere spring and a mini-
mum during late Northern Hemisphere fall, and GISS-CMU-
VBS has the highest OA lifetime of all the models. As in the
case of POA and SOA, there is no clear seasonality in the OA
lifetime across models.
The high wet removal variability across all AeroCom
phase II models is also reflected in the total OA load and
lifetime (Fig. 1), where SOA presents a very high variability
between models, especially in the case of SOA lifetime. This
slightly increases the calculated variability of the total OA by
the phase II models compared to phase I. This change is not
so pronounced in the OA burden, due to the relatively low
contribution of SOA to the OA load calculated by the mod-
els. This might change in the future, though, since SOA is
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Figure 5. Same as in Fig. 2, for the POA/SOA/OA lifetime.
believed to be significantly underestimated in global models
(Spracklen et al., 2011), as also supported by observations
that indicate large amounts of processed OA in the atmo-
sphere (Jimenez et al., 2009).
4.1.6 Optical depth
The aerosol–cloud interactions that comprise the indirect ef-
fect have been studied with many of the models used here
(e.g., Quaas et al., 2009), and the direct effect has been stud-
ied previously, both during AeroCom phase I (Kinne et al.,
2006; Schulz et al., 2006) and phase II (Myhre et al., 2013;
Samset et al., 2013). The impact of the direct and indirect
effects of organic aerosols on climate is beyond the scope
of the present study. Still, for completeness, we performed a
comparison of the OA optical depth at 550 nm (Fig. 6). It
has to be noted that this is not always straightforward, or
even possible: models that include aerosol microphysics or
internally mixed aerosols cannot always separate the aerosol
optical depth (AOD) of the organic component of the aerosol
alone, and subtracting simulations with and without OA does
not give the right answer, due to non-linearities in the aerosol
microphysics calculations. Such a distinction is prohibited by
the multi-component aerosol mixtures and water uptake that
are taken into account, as well as the non-linear response
of the aerosol–radiation interactions caused by such mix-
tures (e.g., Bond and Bergstrom, 2006). The models that use
M7microphysics (ECHAM5-HAM2, ECHAM5-HAMMOZ
and TM5) and thus consider internally mixed aerosols for di-
agnostic purposes calculate an OA AOD assuming external
mixing in each aerosol mode, although this is not very ac-
curate for estimating the OA contribution to the total AOD;
their results are presented in Fig. 6, but should be interpreted
with caution. For models that can calculate the organic AOD
and have submitted results for both quantities, the organic
AOD presents very similar behavior to the OA load, since it
is a strong function of the OA column burden, given that most
models use very similar optical properties for OA and wa-
ter uptake parameterizations. Excluding CAM4-Oslo, which
calculates a global mean organic AOD of 0.06 due to the
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computed very high OA load, the other models have organic
AOD spanning almost an order of magnitude, from 0.004 to
0.023, with a median value of 0.014. This is 8% of the total
AOD calculated by the same models.
4.2 Median model annual mean
4.2.1 Surface distribution
The composite annual mean OC and OA surface air con-
centrations, defined as the median of the regridded model
fields to a 5  ⇥ 5  horizontal resolution, exceed 0.5 µgCm 3
(or µgm 3) across most continental regions, with maximum
concentrations primarily over biomass burning regions and
secondarily over industrialized areas (Fig. 7). The model di-
versity, defined as the ratio of the standard deviation of all
models over their corresponding mean value calculated on
the same grid, is smallest over and downwind continental re-
gions, with ratios below 1 over most continental areas, and
above 1 over the remote oceans (Fig. 7).
Diversity that exceeds 2 is evident over most of the oceanic
regions south of 30 S and Antarctica, which is a result of
the marine OA sources being present in only a few models.
Ratios approaching 2 are also found over the northern Pa-
cific and Atlantic oceans, and are also related to the marine
OA sources. However, these local maxima are not as pro-
nounced as in the Southern Hemisphere, due to (a) the much
stronger seasonality, and (b) the stronger influence of conti-
nental aerosol sources in the Northern Hemisphere.
Over and close to the continents, the model diversity is
low, except in three areas that present striking differences.
Two are located over biomass burning regions, Indonesia and
the Pacific borders of the USA and Canada, where the differ-
ent emissions used by the models produce a large local diver-
sity in concentrations. The third case is off the Pacific coast
of Mexico; although this might also be related to biomass
burning, the exact reason for the high model diversity is not
clear, since this is not over an aerosol source area. Marine
sources or different precipitation patterns in the models can
also be part of the explanation; however, there are very few
measurements (Shank et al., 2012) over that region, which
hinders a definite conclusion.
Overall, it appears that the model diversity is low over and
downwind of continental source regions, since the primary
sources of aerosols are constrained by the availability of only
a few different emissions inventories to be selected by the
models. In addition, less constrained parameters like SOA
and mPOA formation, long-range transport and OA removal
(which affects OA lifetime) increase the model diversity over
remote areas.
4.2.2 Vertical distribution
The vertical distribution of the mean OC simulated by all
except three models (GOCART has only submitted surface
data, and GISS-CMU-TOMAS and GISS-CMU-VBS have
not submitted all necessary fields for unit conversions) shows
concentrations increasing with height up to a mean pres-
sure level of about 800–900 hPa, and then decreasing with
altitude (Fig. 8). The increase in concentration is due to
(a) a maximum OC concentration over the tropics, where
strong convection raises OC from the surface sources to
the lower troposphere, (b) the SOA formation that largely
takes place above the surface, (c) the biomass burning emis-
sions that some models distribute to more layers than just
the surface one, and (d) the absence of dry deposition above
the surface (Fig. 9). A local maximum also exists at low
altitudes over the industrialized northern mid-latitudes, al-
though less pronounced than the tropical one. From the mid-
dle to the upper troposphere, the OC concentrations simu-
lated by most models decline steeply with altitude. Some
models show a secondary maximum at around 100–200 hPa,
with concentrations much lower than the maximum near the
surface, above which the concentrations decline even faster
with height: CCSM4-Chem, ECHAM5-HAM2, ECHAM5-
HAMMOZ, GISS-modelE-G/I, IMAGES, LMDZ-INCA,
OsloCTM2 and SPRINTARS present a local minimum in
concentrations around 400 hPa, which then increase, be-
fore dropping again above 100 hPa. The increase around the
tropopause is due to the low temperatures that allow conden-
sation of the semi-volatile SOA precursors that had not con-
densed at lower layers, or OA accumulation above clouds,
where wet deposition does not happen, or both. The models
that explicitly calculate SOA seem to have slower removal
of SOA from these altitudes than the other models. In ad-
dition, uplift in strong convective regions of OA (both pri-
mary and secondary) can also explain this local maximum,
due to transport of aerosols to layers of the atmosphere with
very slow removal. The modeled vertical distribution of OA
presents a diversity that spans over one order of magnitude.
The model diversity is relatively low in the lower tropo-
sphere (below 600 hPa) between 30  S and 60  N, but very
high over the poles and near the tropopause (Fig. 9). A sim-
ilar pattern was found for BC, sulfate aerosol and particles
larger than 100 µm in dry diameter in another AeroCom
phase II intercomparison study that focused on aerosol mi-
crophysics (Mann et al., 2014). This points out three impor-
tant features: (a) the areas directly affected by strong primary
and secondary sources around the tropics and northern mid-
latitudes do not present a large diversity, due to the fairly
similar emission inventories in the different models; (b) the
primary marine sources of OA however are both highly un-
certain and not present in many models, resulting in the high
model diversity close to the surface over the Southern Ocean;
and (c) the processes that involve low temperatures (which
favor condensation of semi-volatile compounds) are not well
constrained either, and they are also absent in many mod-
els, leading to very high model diversity over the poles and
above 200 hPa. The vertical distribution of OA is thus very
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Figure 6. Same as in Fig. 2, for OA all-sky aerosol optical depth at 550 nm.
Figure 7. Annual mean of the median model surface air concentration (left) and model diversity (right), defined as the standard deviation of
the models over their mean, for OC (top) and OA (bottom) on a 5  ⇥ 5  degree grid.
poorly understood, much less than its surface concentration,
and deserves a dedicated study with thorough analysis.
4.3 Comparison with measurements
Many model–measurement comparisons can be performed
with the extensive data set used here. The focus of the com-
parisons in the present study is to identify model strengths
and weaknesses, and try to explain where and why the mod-
els are failing to simulate the measured concentrations. This
will provide insight to directions for future model improve-
ments. In parallel, we are also interested in understanding
where and why the models successfully reproduce the ob-
servations, and focus on these areas in order to understand
the role of the different model complexities on simulations
with comparable skill. It is not within the scope of this work
to identify which model is the “winner” in simulating OA
concentrations, especially since one model is unlikely to out-
perform the others on all metrics, but to provide information
on the robustness of the model results. The present study fo-
cuses on the surface OC and OA concentrations. The sources
and amount of OA in the upper layers of the atmosphere are
not explicitly studied here, although accounted for in the OA
budget terms discussed above. The detailed analysis of the
vertical distribution of OA will be the topic of a future study.
Due to the very inhomogeneous spatial variability of mea-
surements (supplementary material), only a general global
model performance benchmark is performed here. Most data
have been collected in the USA, followed by Europe and
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Figure 8. Annual mean vertical profiles of OC (at ambient conditions) interpolated at 50 hPa steps from the surface to 50 hPa for OC: (a)
Global, (b) northern mid-latitudes, (c) South America and (d) tropics.
China. The rest of the world, including some very important
regions with regard to OA, are severely under-represented,
or not represented at all. Such regions include all tropical
forest areas (the Amazon basin, Africa and Southeast Asia)
and the boreal forests of Canada and Russia. Long-term mea-
surements in these areas are extremely scarce, with the only
notable exception being Alta Floresta in the Amazon, where
OC measurements for more than ten years are available.
4.3.1 Model skill
One of the major challenges when comparing global models
with observations is whether the measurement locations are
representative of the regional levels of the measured quan-
tity in question. For most urban measurements, this is not the
case, since the aerosol concentrations at urban centers are
usually much higher than the regional background concen-
trations. Even a model with a very high horizontal resolution
for a global model (like SPRINTARS) is not expected to cap-
ture the measurements at urban locations, since its grid cells
are of the order of 100⇥ 100 km, which is still too coarse
to accurately resolve urban pollution. Many of the “urban
downwind” AMS data are also expected to fall into this cat-
egory; thus we included them in the “urban” category.
For all stations, there are several instances where more
than one measurement locations are present in a given grid
box for a certain model. When this is the case, we use the
arithmetic mean of the measurements for that specific grid
box, in order to compare the single aerosol concentration the
model is providing with a single measurement value.
When discussing the model ensemble results we use the
median of all models, while we also analyze the mean nor-
malized bias (MNB) of the models against measurements.
The perfect comparison should have a MNB= 0 and corre-
lation r = 1. The normalized bias (NB) at a given grid box is
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Figure 9. Annual zonal mean of the median model results for OC interpolated at 50 hPa steps (left) and model diversity (standard deviation
over mean; right).
calculated as follows:
NBi = Cmodel,i  Cmeas,i
Cmeas,i
(4)
where Cmodel,i is the modeled concentration in grid box i,
and Cmeas,i is the measured concentration in the same grid
box. If more than one station exists in the same grid box,
Cmeas,i is the arithmetic mean of the individual stations. The
model’s MNB is derived as the arithmetic mean of all NBi
values.
Urban locations
The models perform poorly at urban locations, as expected.
Most models strongly underestimate the measurements, hav-
ing a median MNB of  0.64 (mean  0.62, range  0.04 to
 0.86) for OC (Fig. 10) and 0.51 (mean 0.48, range 0.1
to  0.85) for OA (Fig. 11). CAM5-MAM3 appears in both
OC and OA as an outlier, with a slightly negative MNB for
OC and+0.24 for OA. As mentioned earlier, CAM5-MAM3
has an enhancement factor of 1.5 for the SOA formation,
which might be part of the reason for the generally higher
OA concentrations, which result in less bias, compared to
the other models. Interestingly, the correlation of model re-
sults with measurements is slightly higher for the OA data; a
median value of 0.54 is calculated for OA (mean 0.52, range
0.11 to 0.77), compared to 0.47 for OC (mean 0.43, range
 0.09 to 0.70). Note though that the locations and tempo-
ral resolution of OC and OA measurements differ greatly,
making a conclusive comparison between them impossible.
In addition, these results are not representative of the over-
all performance of the models on the global scale; they only
represent the models’ ability to capture the available mea-
surements, which are very inhomogeneously distributed in
space and time (Supplement).
Remote locations
The models show a completely different behavior when com-
pared with measurements of OC (Fig. 12) and OA (Fig. 13)
at remote locations. Compared with the models’ performance
at urban stations, more models have more negative than pos-
itive MNB in the case of OC at remote locations, with the
range spanning from  0.61 to 1.29 (median  0.15, mean
 0.02), while most models have a positive MNB in the
case of OA, with a range from  0.38 to 2.17 (median 0.51,
mean 0.70). It has to be noted, though, that the locations
and times of OC and OA measurements are not the same,
which means the model performance for OC and OA data
are not directly comparable, due to the different spatial and
temporal coverage of the stations. Only four models present
relatively high positive MNB values when compared with
the OC data: CAM5-MAM3 (1.3), EMAC (0.9), ECHAM5-
SALSA (0.7) and ECMWF-GEMS (0.6). CAM5-MAM3 has
the third highest SOA source of all models, but none of the
other three models with strong positive MNB has exception-
ally high POA or SOA sources (Fig. 2) and sinks (Fig. 4). All
of EMAC, ECHAM5-SALSA and ECMWF-GEMS present
a very strong maximum in the OC concentrations at the west-
ern border of the USA with Canada; monthly mean concen-
trations exceeding 200 µgCm 3 in EMAC (Fig. S3 in the
Supplement) might be the reason for the positive MNB. Also
note that EMAC emits all biomass burning aerosols at the
surface, while most other models distribute them to a num-
ber of layers above the surface, typically within the boundary
layer. The other models that present a positive correlation are
all linked with either strong POA sources (CAM4-Oslo) or
strong SOA sources (HadGEM2-ES and IMPACT), as pre-
sented in Fig. 2, but that is not the case for IMAGES, which
has the highest SOA source, but presents a MNB of only
+0.1, and TM4-ECPL-FNP, which has the 7th strongest SOA
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Figure 10. Mean normalized bias (top) and correlation (bottom) of all models with urban OC measurements. When more than one mea-
surement data point exists in a model grid, the corresponding mean of the measurements was used (see text). The mean across all models
is shown with the short-dashed line, and the median with the long-dashed line. The perfect model has MNB = 0 and correlation = 1. The
models are grouped like in Fig. 2.
Figure 11. Same as Fig. 10, for urban OA measurements.
source from the models that submitted their SOA chemical
production, but presents the second strongest negative MNB
of all the models.
Many models have a lower correlation with remote OC
and OA measurements than with urban OC and OA. Al-
though this might appear unexpected, a possible explana-
tion might be that urban pollution probably adds a large off-
set in the comparison, which does not affect correlation. In
remote sites on the other hand, long-range transport adds
one additional level of uncertainty in the model calculations,
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Figure 12. Same as Fig. 10, for remote OC measurements.
Figure 13. Same as Fig. 10, for remote OA measurements.
which can result in lower correlation of the model results
with measurements. The correlation coefficient against OC
remote measurements rarely exceeds 0.5, with the correla-
tion for about half of the models lying below 0.4 (median
0.39, mean 0.40, range 0.11–0.67), while when compared
against the remote OA measurements the correlations are
slightly lower, with a median and mean value of 0.37 (range
0.07–0.55). It is possible that either a remote source is miss-
ing or treated in a too simplistic way, or that the transport
and lifetime (which largely depend on solubility, represen-
tation of precipitation from clouds, and poorly represented
ageing processes) of organic aerosols in the regional and re-
mote atmosphere are not properly calculated in models, or
that the seasonality of sources is not represented accurately,
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Figure 14. Same as Fig. 10, for marine OC measurements.
or a combination of any of these reasons. High (negative)
MNB and high correlation ( 0.61 and 0.47, respectively for
OC) for the urban stations support the missing sources hy-
pothesis. Low (negative) MNB and low correlation ( 0.15
and 0.4, respectively for OC) for remote stations support the
conclusion that the knowledge about the processes, on top of
the sources, contributes to the OA modeling uncertainty at
remote stations.
Marine locations
Since there are only two AMS OA marine stations catego-
rized as remote in the global AMS database, only the OC
model results have been compared against the marine OC
measurements (Fig. 14). Very few models include a ma-
rine organic aerosol source: CAM4-Oslo, the two GISS-
modelE models, IMPACT and the two TM4-ECPL mod-
els. Even with or without the primary marine source, rather
poor statistics are calculated for most of the models. Most
models have a negative MNB (median  0.30, mean  0.15,
range  0.64 to +0.90), with a few exceptions: the two
GISS-modelE models, with MNB⇠ 0.85–0.90, have a strong
mPOA source, the strongest of all models that participate
in this intercomparison; HadGEM2-ES, whose strong SOA
source that is based on a climatology might be the reason for
the high MNB; IMPACT and IMAGES, which have a simpli-
fied multiphase chemistry source that might be responsible
for the increased remote marine OA; and EMAC, which is
among the models with the highest POA sources (Fig. 2).
The GISS-modelE models appear to have worse correla-
tion with measurements than other models. The reason might
be the variability of the source of marine organics that may
not be captured by the models: both GISS-modelE mod-
els that present the lowest correlation with marine OC mea-
surements calculate the marine OC sources as a function of
chlorophyll; this might not be the optimal parameterization
of the marine POA source. The IMPACT and TM4-ECPL
models, which include similar mPOA sources, do not pro-
duce such low correlations. These models include aqueous
production of OA, which acts as an additional source in the
remote atmosphere. IMAGES, which also has an aqueous
OA source, produces a rather high correlation with the ma-
rine OC measurements and a positive MNB. Although more
marine observations are needed to verify this hypothesis, it
appears that a multiphase source does improve the model
comparison with remote marine measurements, as also dis-
cussed by Myriokefalitakis et al. (2011). One cannot dismiss
the fact though that an increase in SOA sources via gas-
phase production is not the missing source in these locations,
which might be able to improve the correlation there. One
has to be reminded that IMAGES and IMPACT have a dif-
ferent source parameterization compared with that in TM4-
ECPL-F/FNP, which results in a stronger aqueous OA source
that degrades correlation, but not MNB, compared to the
same model–measurements comparison when excluding the
multiphase aerosol contribution (not shown). In TM4-ECPL-
F/FNP, the multiphase OA source is weaker (13–29 Tg a 1)
than in the other two models, and no statistically signifi-
cant improvement is seen in the model’s performance at the
surface when accounting for this source. Additional models
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Figure 15. Annual mean OA /OC at surface as calculated by IMAGES (a), IMPACT (b), OsloCTM2 (c) and TM4-ECPL-F (d).
able to simulate aqueous-phase OA formation and compar-
ison with targeted observations are needed to consolidate
the importance of this process for the OA budget. The pri-
mary marine source also improves the comparison over the
oceans (Fig. 23), but further work is needed to constrain this
source. Overall, the median and mean correlations are very
close (0.25 and 0.24, respectively), and the correlation range
is from  0.03 to +0.41.
Importance of model complexity
In the comparisons of model results with urban station data,
the correlations with OA observations were higher than those
with OC. Urban aerosols are mostly fresh, compared to the
more aged ones at remote locations. All models simulate OA,
and then the OA /OC ratio is used to convert from OA to
OC, in order to compare with OC data. Emission invento-
ries however are frequently in units of carbon, not organic
matter, adding an additional conversion, thus uncertainty, in
the models. Using the same OA /OC ratio to convert emis-
sions and then the simulated concentrations implies that the
OA /OC ratio has not changed with atmospheric processing.
This is clearly a weak assumption, since OA /OC is different
at emission time and after atmospheric processing. Since all
models have some aging parameterization in their calcula-
tions, this strongly suggests that the OA /OC ratio in models
has to be revisited. As a general rule, models are expected to
underestimate OA /OC, since several of them use a constant
value of 1.4 throughout the entire troposphere. Three models
(CAM4-Oslo, OsloCTM2 and SPRINTARS) use OA /OC
ratio of 2.6 for biomass burning aerosol, a value that came
from measurements (Formenti et al., 2003), which is above
the high-end value recently suggested in the literature for am-
bient aerosol (2.5; Aiken et al., 2008). Four models account
for temporally and spatially variable OA /OC ratios depen-
dent on the OA speciation in the atmosphere, but their results
are completely different (Fig. 15). Measurements of OA and
OC at the same location have a different seasonality, as pre-
sented later (Sect. 4.3.3) for Finokalia, Greece, which is not
evident in the model results. This shows that the OA /OC
ratio changes with atmospheric processing, and as applied
in the model simulations (in most cases by a spatially and
temporally fixed ratio), is not appropriate. A dedicated study
aiming to tackle the OA /OC ratio is clearly needed.
Overall, the increased model complexity does not improve
the comparison with measurements. The MNB of the urban
OA comparison appears to be lower in the models that take
into account the semi-volatile nature of SOA, but the corre-
lation degrades to values as low as 0.1. The correlation of
model results with remote OC data is higher for models that
include semi-volatile SOA, but the difference is really small.
In all other cases, no change in model skill is observed. How-
ever, the complexity is needed in models in order to distin-
guish between anthropogenic and natural OA and accurately
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calculate the OA physical, chemical and optical properties,
and their impact on climate.
4.3.2 Seasonality
Most measurements, especially at locations with at least
a full year of data, are located in the USA, although re-
cently observations have been made available from the EU-
SAAR/ACTRIS observational network in Europe. Through-
out the USA, where data availability is the highest, the gen-
eral finding is that all models have a pronounced seasonal
cycle, with minimum concentrations during winter and max-
imum concentrations during summer, except for the west-
ern coast, where agricultural and biomass fuel burning in-
vert the picture, in line with previous results (Bahadur et al.,
2009). This seasonal cycle is primarily caused by the pres-
ence of SOA, whose chemical production maximizes during
summer, due to both elevated precursor emissions and en-
hanced photochemistry. Biomass burning also contributes to
this summertime increase, although some models simulate
excessively high monthly mean OA concentrations that can
exceed 200 µgm 3, due to biomass burning emissions.
Although a global model is not the best tool to study ur-
ban aerosol levels, useful results can be extracted by collec-
tive comparison of OC measurements with model results.
In the western states of the USA, as well as in Alaska and
Florida, the typical observed urban OC seasonality presents
maximum concentrations during winter and minimum dur-
ing summer. This would have been expected for primary an-
thropogenic material due to, e.g., enhanced residential emis-
sions from heating during winter, as well as due to enhanced
agricultural and biofuel burning during winter on the west
coast of the USA, seasonal patterns currently absent from
most emission inventories. However, the observed seasonal-
ity is opposite of what the models calculate, which compute
an OA maximum during summer, following biogenic SOA
formation (Fig. 16a). In the southeast, the typical urban mea-
sured pattern does not present a pronounced seasonal cycle,
with most urban locations showing a fairly flat or noisy sea-
sonality in observed OA with no unique pattern (Fig. 16b). In
most other urban cases in USA, either there is no clear sea-
sonal pattern, or the two cases described earlier are repeated,
with one unique characteristic: a peak during summer, which
distorts the seasonality described above (Fig. 16c, d). Thus,
the combined model–measurements analysis, given the lim-
itations global models have when compared against urban
data, suggests the existence of increased OA levels during
summer due to biogenic SOA formation over large areas of
the USA. This summertime OA can be of the same order of
magnitude as the anthropogenic OA, even inside cities. The
absolute OC values are generally still underestimated, espe-
cially during winter.
The reason why this is not the case in the western states,
Alaska and Florida, might be that these areas have a strong
marine influence, with air masses that do not have very aged
Figure 16. Typical seasonal distribution of OC measurements and
comparison with model results for urban stations. Stars show the
monthly mean of all measurements from all years that data are
available, error bars present the standard deviation of the averaged
measurements per month, and lines show model results, colored as
in the previous figures. The grey bars show the number of mea-
surements per month. The stations used are Arizona (a; 112.1 W,
33.5  N, years 2000–2007); Georgia (b; 83.64 W, 32.78  N, years
2001–2008); Colorado (c; 104.83 W, 38.83  N, years 2002–2006);
Ohio (d; 81.68 W, 41.49  N, years 2001–2003 and 2005–2007).
SOA. For Alaska, due to its location at very high latitudes,
even during summer photochemistry is less intense than at
mid-latitudes, resulting in lower SOA formation rates. On
the other hand, it is not clear why the OA observations in
the southeastern USA do not show a peak during summer;
this area is well known for its strong SOA formation poten-
tial (Carlton et al., 2010), due to both vicinity of sources and
abundance in solar radiation, especially during summer. One
explanation might be that wintertime emissions are much
stronger there than in other areas in USA, enhancing the win-
tertime OA levels and masking the summertime SOA contri-
bution. Additionally, enhanced anthropogenic aerosols like
sulfate might increase aerosol water content substantially in
the southeast USA (Dick et al., 2000), counterbalancing the
photochemical production of SOA, an effect currently absent
from all models participating in this study that do not take
into account aqueous SOA formation. All these hypotheses
need to be investigated in the future by both field and model-
ing studies in more detail.
The absence of seasonality measured at several urban lo-
cations might be due to a combination of stronger anthro-
pogenic primary sources and reduced dispersion during win-
ter and enhanced SOA formation during summer, as well
as missing processes from the models, flattening the sea-
sonal cycle. The missing processes include the intermediate-
volatility organic compounds, which are expected to con-
dense more during winter, and the assumption of semi-
volatile POA, which will favor POA evaporation during sum-
mer. The combination of these two processes will lead to
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Figure 17. Same as in Fig. 16, for remote stations. Arizona (a;
114.07 W, 36.02  N, years 2000–2006); Georgia (b; 82.13 W,
30.74  N, years 1993–2006); Colorado (c; 107.80 W, 37.66  N,
years 2000–2006); Ohio (d; 81.34 W, 39.94  N, years 1998–2004).
higher OA concentrations during winter and lower during
summer when compared with the current OA parameteriza-
tions. This is expected to vary spatially, depending on the
availability of these species and that of preexisting aerosols,
and assuming no seasonality in their sources. Whether SOA
dominates over anthropogenic POA, appears to be the de-
cisive factor for the seasonal pattern. However, this is only
a hypothesis that is driven by the model results, that needs
to be explored in the field. The fact that the models appear
to be (a) missing an urban source, and (b) underestimating
the pollution levels in cities, is also supported by the com-
parison of the model results with remote stations close to the
urban ones presented in Fig. 16, where the models are able to
capture both the magnitude and seasonality of measurements
much better (Fig. 17). An important thing to note is that the
measurements are roughly a factor of 5 lower in these remote
stations compared to their urban counterparts, except the case
of Ohio, where the remote station appears to be influenced by
urban pollution: its levels are only half that of the Ohio ur-
ban station, while its seasonality resembles the seasonality
present in several urban stations discussed earlier.
4.3.3 Chemical composition
Unfortunately, it is impractical to present and analyze every
individual station used in the present study. Instead, a number
of stations have been selected, based on a number of criteria:
they must be far enough away from each other geographi-
cally, have enough data to capture both their seasonality and,
where present, their interannual variability, and/or be poten-
tially interesting for any other reason if none of the other
criteria are met. Only one station has a full year of AMS
data (Welgegund, South Africa, using an ACSM for real-time
aerosol composition data), and only one station has both OC
and more than a couple of months of AMS data (Finokalia,
Greece).
The stations that are analyzed here are the remote sta-
tions Finokalia (Greece), Welgegund (South Africa), Alaska
(USA), and Manaus (Brazil), as well as the marine station
Amsterdam Island (southern Indian Ocean). For clarity, only
a few models are presented in the following discussion and in
the figures. The remaining models (which have at least both
tPOC and trSOC tracers submitted) are presented in the Sup-
plementary Material. In addition, a number of other interest-
ing stations are discussed in the Supplement: the urban and
remote Colorado US stations discussed in Sect. 4.3.2, the re-
mote stations LinAn (China), Alta Floresta (Brazil), Melpitz
(Germany) and Mace Head (Ireland), and the marine station
Okinawa (Japan).
The remote station Finokalia, Greece, has both OC and
OA (AMS) measurements. The OC data (Fig. 18) do not ex-
hibit any seasonality, in contrast to all models that underes-
timate the wintertime measurements by simulating a winter-
time minimum and a summertime maximum. The measured
OA concentrations (Fig. 19), although from only four out of
twelve months, appear to be higher during summer, a fea-
ture that is captured both in shape and magnitude by a small
number of models. The air masses that arrive at Finokalia
are aged, since there are no significant sources upwind for at
least 300 km (Mihalopoulos et al., 1997). This is also evident
from the GISS-CMU-VBS results, where virtually all POA
is calculated to be ntrSOA (aged primary), which means that
photochemistry, which is expected to be higher during sum-
mer, has already contributed to the aging of the air masses ar-
riving at the station. If this is indeed the case, it means that the
OA /OC ratio during summer is higher than the winter value,
a fact that is implied by the measurements. Note however
that it is not trivial to compare the PM1.8 OC data with the
PM1 AMS data and calculate an OA /OC ratio (Koulouri et
al., 2008); it is also not straightforward to calculate OA /OC
from O /C that the AMS provides, without introducing an
additional level of uncertainty, due to the small, but not neg-
ligible, contribution of other heteroatoms like N, S, and P in
OA. In any case, the fact that OA /OC appears to be changing
with seasons is something that has to be taken into account
by models that use a constant OA /OC ratio in their calcula-
tions. The evaluation of OA /OC will be studied in detail in
the future; as a first estimation, since many models calculate
high SOA during summer at that station, it is anticipated that
the modeled OA /OC ratio will also be higher during sum-
mer. Two of the models that include multiphase chemistry
of organics (IMAGES and IMPACT) calculate a significant
contribution of ntrSOA to the total OC over Finokalia.
Welgegund, South Africa, is the only station for which
we have been able to obtain a full year of AMS data from
Fig. 20; unfortunately, no OC measurements in our database
are in the same area to perform the same analysis as in
Finokalia. Welgegund is a station that is strongly affected
by seasonal biomass burning, and occasional anthropogenic
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Figure 18. OC seasonality as calculated by all models (a) and chemical composition in GEOS-Chem-APM (b), GISS-CMU-VBS (c), GISS-
modelE-I (d), IMAGES (e) and TM4-ECPL-FNP (f) for Finokalia, Greece (remote, years 2004–2007). The coordinates in panel (a) show the
location of the station, while those in (b–f) show the center of the grid box of the corresponding model. (a) is similar with those presented
in Figs. 16 and 17; for the chemical composition in (b–f), brown is tPOC, green is trSOC, cyan is mPOC, blue is ntrSOC (aged tPOC for
GISS-CMU-VBS, OA formed via multiphase chemistry for all other cases), and orange is MSA. The chemical composition of the remaining
models that have submitted at least both tPOC and trSOC data are presented in the Supplement. Note the different scales on the y axes.
Figure 19. Same as in Fig. 18, for OA (years 2008 and 2009). The chemical composition in (b–f) (where available) is presented as defined
by the AMS: HOA (grey) and OOA (purple).
pollution (Tiitta et al., 2014). Besides EMAC, which overpre-
dicts the biomass burning seasonal maximum by a factor of
more than 3, most models appear to capture both the seasonal
variability and levels at that station. EMAC uses the GFED
inventory, the same as ECHAM5-SALSA (which lies at the
high end of the models but does not stand out) and BCC,
which strongly underestimates the biomass burning peak.
The reason why the OC load calculated by EMAC is so high,
which is evident in comparisons with several stations that
are strongly affected by biomass burning, might be the fact
that EMAC puts all biomass burning emissions at the first
model layer, in contrast to the other models that distribute
them between many layers close to the surface. Several mod-
els simulate peak OC values during September, in line with
a September–October maximum in the measurements, which
can be attributed to biomass burning. Caution has to be taken
for the exact interpretation of the absolute values or even the
peaks in the data set, since the measurements are from the
year 2011, and no model has used emissions or meteorology
from that year. Since biomass burning has a strong interan-
nual variability, either multi-year data are needed in order to
construct a climatology and then compare with a model year
that is not exactly the same as that of the data, or the simu-
lations should use emission inventories and meteorology for
the specific year that the measurements have been performed.
There is agreement between the models that the September
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Figure 20. Same as in Fig. 18, for OA at Welgegund, South Africa (remote, years 2010–2011). The chemical composition in (b–f) (where
available) is presented as defined by the AMS: HOA (grey) and OOA (purple).
maximum is due to POA, while SOA is fairly constant year-
round; aqueous chemistry also contributes a small amount
to the total OA, which is enhanced during the wet season.
GISS-CMU-VBS calculates that most of the POA is already
aged, although during the biomass burning season, there is a
non-negligible amount that is still fresh.
In Alaska, USA (Fig. 21), many models simulate a sum-
mer maximum, in agreement with the measurements; this is
due to biomass burning sources. TM4-ECPL-FNP calculates
a very strong contribution from primary biological particles
to the total OC, resulting in a slight overestimation of mea-
surements throughout the year. The four models that have
provided mPOA concentrations (two GISS-modelE and two
TM4-ECPLmodels) suggest that marine organics are present
in significant quantities. Multiphase chemistry is also cal-
culated to contribute during the summer months. ECMWF-
GEMS shows a very wide peak in OC during summer, in
contrast with the other models, resulting in higher concentra-
tions than the measured ones for half of the year. This might
be caused by the averaging of biomass burning emissions
over six fire seasons that this model uses, which exhibit a
large interannual variability and which broaden the biomass
burning contribution over many months. The remaining mod-
els generally underestimate the measurements, although they
capture the observed seasonality rather well; more than half
of the models have a correlation coefficient against measure-
ments greater than 0.8. An interesting pattern is that of the
two GISS-modelE models, which simulate a significant con-
tribution of trSOA to the total OC, especially during win-
ter. These two models are the only models that include semi-
volatile SOA, and use the Lathière et al. (2005) VOC emis-
sions, in which strong summer emissions in southern Alaska
are present (Tsigaridis et al., 2005). It is very likely that the
distribution of VOC sources (which differs from that of the
other models), when combined with the low temperatures
in Alaska during winter (which favors partitioning to the
aerosol phase), leads to the enhanced trSOA formation.
As expected, only the models that include a marine source
of mPOA are able to capture the OA concentrations at remote
marine stations. This is particularly true for the two versions
of GISS-modelE (Tsigaridis et al., 2013), which have the
strongest source of mPOA of all models that participate in the
intercomparison. Although most of the remote marine data
we have are single measurements and their seasonality can-
not be studied, it is important to note that their chemical com-
position is dominated by mPOA. Fortunately, there is one sta-
tion with five years of data in a remote marine environment:
Amsterdam Island, in the southern Indian Ocean (Fig. 23).
As at Mace Head, the models that include mPOA sources are
closer to the measurements, while the rest of the models sim-
ulate extremely low OC concentrations. There are three no-
table exceptions: one is the two GISS-modelE models, which
strongly overestimate the measurements, as discussed by Tsi-
garidis et al. (2013). Second, the ECMWF-GEMS model,
which, although it does not have a marine OA source, sim-
ulates higher-than-expected OC concentrations there. Third,
the IMAGES model, which is able to capture some of the
measured data due to high ntrSOA amounts calculated there.
Multiphase chemistry appears to contribute significantly to
the OC mass calculated at Amsterdam Island in other models
as well, which reproduce the long-range transport of biomass
burning aerosol from southern Africa from August to Octo-
ber (Fig. 23), which is also seen in the observations (Sciare
et al., 2009). The meteorology used appears to affect ntrSOA
production in the two TM4-ECPL models significantly, due
to differences in the availability of water in aerosols and the
distribution of clouds between the years simulated: 2005 for
TM4-ECPL-F and 2006 for TM4-ECPL-FNP.
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Figure 21. Same as in Fig. 18, for Alaska, USA (remote, years 2002–2006). For the chemical composition in (b–f), brown is tPOC, green is
trSOC, cyan is mPOC, blue is ntrSOC, and orange is MSA.
Figure 22. Same as in Fig. 18, for Manaus, Brazil (remote, years 2008–2010). For the chemical composition in (b–f), brown is tPOC, green
is trSOC, cyan is mPOC, blue is ntrSOC, and orange is MSA.
5 Conclusions
This study shows that the diversity of the global OA model-
ing results has increased since AeroCom phase I, mainly due
to both the increased complexity, as well as the increased di-
versity of the OA parameterizations and sources in the mod-
els, which is evident in the different chemical compositions
simulated by the models at the various stations analyzed here.
Increased number of tracers, however, does not necessarily
mean increased complexity of OA parameterizations; models
with aerosol microphysics must have a large number of or-
ganic aerosol tracers, even when they may simulate OA pro-
duction in a very simplistic way. At present, about half of the
thirty-one participating models include explicit treatment of
semi-volatile SOA formation in the atmosphere. Four mod-
els also account for multiphase chemistry and six models for
natural sources of POA, in particular the marine source, with
one model including the emissions of primary biological par-
ticles.
The POA sources in the thrirty-one AeroCom mod-
els range from 34 to 144 Tg a 1 with a median value of
56 Tg a 1. Secondary OA sources show larger model diver-
sity spanning from 12.7 to 121 Tg a 1, with a median value
for the 12 out of 14 models that parameterize SOA chemical
production of 51 Tg a 1 (mean 59 Tg a 1 with standard devi-
ation of 38 Tg a 1). In the four models that account for mul-
tiphase chemistry of organics, its contribution to SOA levels
is calculated to be significant (up to 50% of total SOA for-
mation), at least regionally.
The wet removal of OA is simulated to range from 28
to 209 Tg a 1 for 26 of the models, with median 70 Tg a 1,
which is on average 85% of the total OA deposition. The
high wet removal variability, together with the large variabil-
ity of OA sources, is attributed primarily to the diversity of
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Figure 23. Same as in Fig. 18, for Amsterdam Island, Indian Ocean (marine, years 2003–2007). For the chemical composition in (b–f),
brown is tPOC, green is trSOC, cyan is mPOC, blue is ntrSOC, and orange is MSA.
SOA formation, which affects the total OA load and lifetime.
The very high variability of SOA budgets between models is
especially evident in the SOA lifetime (2.4 days to 15 days).
This slightly increases the calculated variability of the total
OA by the phase II models compared to phase I, where the
SOA model diversity was essentially zero.
The treatment of aerosol microphysics in the models ap-
pears to have a significant impact on the calculated OA load
and dry deposition. The range in dry deposition flux for OA
(2–36 Tg a 1 in the present study) has been greatly increased
since both AeroCom ExpA and ExpB, by a factor of 2 or
more, while the M7 and TOMAS aerosol microphysics pa-
rameterizations, used by three and two models, respectively,
simulate very low dry deposition rates when compared to the
other models and thus contribute a lot to this change in diver-
sity.
The annual median atmospheric burden of OA is calcu-
lated to be 1.4 Tg by the AeroCom phase II models, with val-
ues that vary mostly between 0.6 Tg and 1.8 Tg. Four mod-
els simulate loadings higher than 2.0 Tg, up to 3.8 Tg. The
models calculate very similar OA load seasonality, which
maximizes during Northern Hemisphere summer, when both
primary (biomass burning) and secondary (chemical produc-
tion) OA are high and minimize during Northern Hemisphere
spring. A median OA lifetime of about 5.4 days (ranging
from 3.8 to 9.6 days) is derived from the present study.
The median POA lifetime of 4.8 days (ranging from 2.7 to
7.6 days) from this study is slightly shorter than the median
SOA lifetime of 6.1 days (range from 2.4 to 14.8 days).
For many models that reported both OA and SO2 4 loads,
the OA load is calculated to be lower than that of SO2 4 , with
a median value of the OA / SO2 4 mass load ratio of 0.77.
Simulated values of this ratio span from 0.25 to 2.0, with 9
models having a value greater than 1, indicating that there
is a low level of understanding of the relative importance of
OA and SO2 4 aerosol components between models, although
modeling studies indicate that this ratio will increase in the
future due to sulfur emission controls. This ratio is also af-
fected by multiphase chemistry of organics and deserves fur-
ther attention in the future.
A significant (up to 45%) but highly variable contribution
of multiphase chemistry to global SOA formation is calcu-
lated by models that account for this process. The compar-
ison with observations indicates that the lower estimate of
this source might be closer to reality, but this has to be re-
visited when more models will include multiphase SOA for-
mation. In addition, a gas-phase source of SOA, either new
or an enhanced pre-existing one, has the potential to improve
the comparison with measurements in the same way multi-
phase chemistry does; OA chemical composition measure-
ments can help identify which one of the two, or both, is the
case. Further investigation of the importance of multiphase
chemistry on the global scale and evaluation against targeted
observations and field campaigns is needed.
The models show a large diversity (about two orders of
magnitude) in the free troposphere, pointing to uncertainties
in the temperature-dependent partitioning of SOA, uncertain-
ties in free tropospheric sources, and the impact of meteo-
rology and transport. A systematic comparison of model re-
sults with the limited available free tropospheric observations
would give important insights into the large model differ-
ences in the middle and upper troposphere.
Despite the increasing diversity between models since Ae-
roCom phase I experiments, the models are now able to sim-
ulate the secondary nature of OA observed in the atmosphere
as a result of SOA formation and POA aging, although the
absolute amount of OA present in the atmosphere remains
underestimated. The median MNB of all models against ur-
ban measurements at the surface is calculated to be  0.62
for OC and  0.51 for OA and with correlations 0.47 and
0.54, respectively, while for remote surface measurements
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the MNB is  0.15 for OC and +0.51 for OA with corre-
lations of 0.39 and 0.37, respectively. Due to the different
locations, number of stations and measurement times where
OA and OC data are available, a direct comparison between
the OC and OA statistics results is not straightforward, and
should be avoided.
Comparison of model results with OA and OC, where
available, shows that the models capture the submicron OA
mass better than the PM2.5 OC mass near the surface. Al-
though this indicates a possible overestimate of the OA /OC
ratio by the models, this is not necessarily the case, since
virtually all OC and OA measurements were taken at differ-
ent locations and different times. Most models use a constant
value of 1.4, and only four models in this study calculate it
prognostically. The limited number of observations that can
be used to derive the OA /OC ratio indicate dependence on
sources, atmospheric conditions and season; this will be re-
visited in a future study.
The flat seasonality measured at several urban locations
is not reproduced by the models. The comparisons indicate
a missing or underestimated source of OA in the models,
either anthropogenic primary (for instance domestic wood
burning), or secondary, primarily during winter. Improve-
ments in the seasonality and strength of the anthropogenic
POA sources in models can reduce the differences between
model results and observations, but not eliminate them, since
most global models cannot resolve urban pollution due to
their large grid size.
6 Future directions
Available OC and OA observations and thus model evalu-
ations are concentrated in the USA and Europe, but addi-
tional long-term observations from tropical, boreal, Southern
Hemisphere and remote marine regions also from the free
troposphere are needed to complement the global OA obser-
vational database.
Natural POA sources are important components of the OA
global budget; however, among the thirty-one models par-
ticipating in this intercomparison, only six account for the
marine source of OA and one for the primary biogenic par-
ticles. Comparison of model results to observations over re-
mote marine locations can provide constraints on our under-
standing of the marine POA source. The statistics on model
performance calculated here are not able to quantify the im-
portance or the understanding of this source because seasonal
data from remote marine locations are limited. The magni-
tude of the marine source and the properties of marine OA
remain highly uncertain and are an active area of research.
Primary biogenic particles can also be significant contrib-
utors to OA, particularly over land, but are taken into account
only in one model. While the parameterization of the primary
biogenic source of OA is extremely uncertain, model com-
parison with measurements is improved when accounting for
this source in that model, by reducing the MNB. The corre-
lation of the model results with observations does not change
significantly when including or excluding this source. How-
ever, station-by-station comparison indicates a low level of
understanding of the spatial and seasonal variability of this
natural source, which deserves further investigation and im-
provement.
Both the model diversity that increased with increasing
model complexity over the past decade, as well as the com-
parison of model results with station data, reveal important
gaps in our understanding of OA concentrations, sources and
sinks in the atmosphere, and point towards the need for bet-
ter understanding of sources and chemical aging of OA. Al-
though the increasing complexity did not significantly im-
prove the model performance, model complexity is imposed
by the need to provide information for future developments
that will help quantify the anthropogenic impact to climate
via the aerosol direct and indirect effects. The existence of
significant secondary sources of OA that are enhanced by in-
teractions of natural with anthropogenic emissions remains
an open question that cannot be answered by a simple OA
parameterization. Furthermore, the OA impact on climate de-
pends on the OA physical, chemical and optical properties,
as well as the OA distribution in the atmosphere, which is
affected by continuous evaporation/condensation processes
of semi-volatile organic material and consequent change of
hygroscopicity.
In this respect, new information from dedicated field cam-
paigns that either occurred over the past few years or are
planned to take place soon, is expected to shed light on the
OA formation processes and how these are altered in the
presence of anthropogenic pollution. The model develop-
ment related to OA is expected to accelerate in the near fu-
ture and must be performed in parallel with extensive model
evaluation. Important processes currently not included in
many models that need to receive high priority from mod-
eling groups include the semi-volatile nature of OA, the
temperature-dependent OA formation and aging, which af-
fects their volatility, and an improved parameterization of
the OA /OC ratio. Improved laboratory measurements of
SOA formation are also crucial for the model improvements
(Zhang et al., 2014).
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Table 1. Organic aerosol representation in the models.
Model OA types1 No.
of OA
tracers
trSOA precursors trSOA calculations OA /OC Comments
BCC tPOA 12 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4
CAM4-Oslo tPOA2,3 3 Monoterpenes 37.5 Tg a 1 from terpene emis-
sions based on the Dentener et
al. (2006) distribution; included
in tPOA.
1.4 for fossil
and biofuel
burning and
2.6 for biomass
burning
CAM5-MAM3 tPOA, trSOA 34 Isoprene, terpenes, aro-
matics, higher molecu-
lar weight alkanes and
alkenes
Prescribed mass yields for the
5 trSOA precursor categories
(6.0, 37.5, 22.5, 7.5, and 7.5%,
respectively) that form a single
semi-volatile species that then
kinetically but reversibly parti-
tions to the OA phase.
1.4 Precursor VOCs are lumped
species from MOZART. Yields
listed include a 1.5 times in-
crease to reduce anthropogenic
aerosol indirect forcing. The
single semi-volatile gas has
a saturation mixing ratio of
0.1 ppbv at 298K. Includes
aerosol microphysics (MAM3;
modal).
CanAM-PAM tPOA3 3 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4 1 tracer in 3 size classes, inter-
nally mixed with BC and am-
monium sulfate (2 moments).
CCSM4-Chem tPOA, trSOA 7 Isoprene, monoter-
penes, toluene, ben-
zene, xylene
Two-product model 1.4 Isoprene+OH uses the high-
NOx pathway.
ECHAM5-HAM2 tPOA, trSOA 24 Isoprene, monoter-
penes, benzene,
toluene, xylene
Two-product model 1.4 Includes aerosol microphysics
(M7; modal).
ECHAM5-HAMMOZ tPOA3 4 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4 Includes aerosol microphysics
(M7; modal).
ECHAM5-SALSA tPOA3 11 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4 Includes aerosol microphysics
(SALSA; sectional).
ECMWF-GEMS tPOA3 2 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4
EMAC tPOA3 2 Monoterpenes 15% yield from terpene emis-
sions (Dentener et al., 2006);
included in tPOA.
1.4 Includes aerosol microphysics
(GMXe, based on M7; sec-
tional).
GEOS-Chem tPOA, trSOA 5 Isoprene, monoter-
penes, sesquiterpenes
Two-product model 2.1
GEOS-Chem-APM tPOA, trSOA,
MSA
24 Isoprene, monoter-
penes, limonene,
sesquiterpenes, alco-
hols, benzene, toluene,
xylene
Two-product model + ag-
ing/condensation
2.1 Considers the volatility changes
of the gaseous semi-volatile
compounds arising from the ox-
idation aging process, as well
as the kinetic condensation of
low-volatility gases; includes
aerosol microphysics (bins).
GISS-CMU-TOMAS tPOA3 24 Terpenes A generic SOA precursor (Den-
tener et al., 2006) represent-
ing all SOA precursor gases is
emitted and forms non-volatile
SOA (included in tPOA) with a
chemical lifetime of 12 h.
1.8 Includes aerosol microphysics
(sectional).
GISS-CMU-VBS tPOA, trSOA, ntr-
SOM
26 Isoprene, monoter-
penes, sesquiterpenes,
alkanes, alkenes and
aromatics (VOCs with
C⇤ < 106 µgm 3)
Volatility-basis set 1.8 tPOA is treated as semi-volatile
and reactive. ntrSOA is formed
from the gas-phase oxidation of
tPOA.
GISS-MATRIX tPOA3 3 Monoterpenes 10% yield from monoterpene
emissions (Lathière et al.,
2005); included in tPOA.
1.4 Includes aerosol microphysics
(moments).
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Table 1. Continued.
Model OA types1 No.
of OA
tracers
trSOA precursors trSOA calculations OA /OC Comments
GISS-modelE-G tPOA, mPOA, tr-
SOA, MSA
9 Isoprene, monoter-
penes, sesquiterpenes
Two-product model 1.4
GISS-modelE-I tPOA, mPOA, tr-
SOA, MSA
9 Isoprene, monoter-
penes, sesquiterpenes
Two-product model 1.4
GISS-TOMAS tPOA3 24 Monoterpenes A generic SOA precursor (Lathière et
al., 2005) representing all SOA precur-
sor gases is emitted and forms non-
volatile SOA (included in tPOA) with
a chemical lifetime of 12 h.
1.4 Includes aerosol microphysics (sec-
tional).
GLOMAPbin tPOA3 40 Monoterpenes a-pinene + all oxidants ! 13% non-
volatile SOA (included in tPOA).
1.4 Includes aerosol microphysics (bin).
GLOMAPmode tPOA3 5 Monoterpenes a-pinene + all oxidants ! 13% non-
volatile SOA (included in tPOA).
1.4 Includes aerosol microphysics (modal).
GMI tPOA3 3 Monoterpenes 10% yield from monoterpene emis-
sions (GEIA); included in tPOA.
1.4
GOCART tPOA3 2 Monoterpenes 10% yield from monoterpene emis-
sions (GEIA); included in tPOA.
1.4 50% of anthropogenic and biomass
burning OC is emitted as hydropho-
bic and 50% as hydrophilic (Cooke et
al., 1999); hydrophobic OC becomes
hydrophilic in an e-folding time of
2.5 days.
HadGEM2-ES tPOA, trSOA 3 Terpenes Fixed 3-D monthly climatology ob-
tained from STOCHEM (Derwent et
al., 2003)
1.4 3 tracers for fossil fuel organic carbon
aerosols (fresh, aged, dissolved in cloud
water).
IMAGES tPOA, trSOA, ntr-
SOA
26 Isoprene, a-pinene,
sesquiterpenes, ben-
zene, toluene, xylene
Two-product model Varying trSOA includes the effect of water up-
take on partitioning. ntrSOA is glyoxal
and methylglyoxal from cloud chem-
istry and aqueous aerosol processing.
IMPACT tPOA5, trSOA,
ntrSOA
33 Isoprene, monoter-
penes, aromatics
SOA comes from organic nitrates and
peroxides using the traditional gas-
particle partitioning with an explicit full
chemistry. The condensed SOA is fur-
ther assumed to form oligomers with a
1 day e-folding time.
Varying ntrSOA from the uptake of gas-phase
glyoxal and methlyglyoxal onto clouds
and aqueous sulfate aerosol (Fu et al.,
2008, 2009) and uptake of gas-phase
epoxides onto aqueous sulfate aerosol
(Paulot et al., 2009).
LMDz-INCA tPOA3, MSA 3 Monoterpenes 15% yield from terpene emissions
(Dentener et al., 2006); included in
tPOA.
1.4
OsloCTM2 tPOA, trSOA 62 Isoprene, 5 classes of
terpenoid compounds
(Griffin et al., 1999b),
2 classes of aromatics
Two-product model 1.6 for fossil
and biofuel
burning and
2.6 for biomass
burning
SPRINTARS tPOA, trSOA 2 Monoterpenes6 9.2% yield of non-volatile trSOM
(Griffin et al., 1999a; Griffin et al.,
1999b) from monoterpene emissions
(GEIA)6
1.6 for fossil
fuel and bio-
fuel, 2.6 for
other
TM4-ECPL-F tPOA, mPOA,
trSOA, ntrSOA,
MSA
22 Isoprene, monoter-
penes, sesquiterpenes,
aromatics
Two-product model Varying ntrSOA is oxalic acid, glyoxilic acid
and glyoxal oligomers from cloud
chemistry.
TM4-ECPL-FNP tPOA, mPOA,
trSOA, ntrSOA,
MSA
24 Isoprene, monoter-
penes, sesquiterpenes,
aromatics
Two-product model Varying tPOA includes primary biogenic parti-
cles and organics associated with soil
dust; ntrSOA is oxalic acid, glyoxilic
acid and glyoxal oligomers from cloud
chemistry.
TM5 tPOA3, MSA 4 Monoterpenes 15% yield from terpene emissions
(Dentener et al., 2006); included in
tPOA.
1.4 Includes aerosol microphysics (M7;
modal).
1: tPOA: terrestrial primary organic aerosol mass; mPOA: marine primary organic aerosol mass; trSOA: traditional secondary organic aerosol mass; ntrSOA: non-traditional secondary organic aerosol mass; MSA: methane sulfonic acid.
2: tPOA also includes mPOA and MSA.
3: tPOA also includes trSOA.
4: tPOA in accumulation mode; trSOA in accumulation and Aitken modes. Aitken mode mass is minor.
5: tPOA also includes mPOA.
6: SPRINTARS also has a two-product model configuration (not presented here), with trSOA coming from isoprene and a-pinene.
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Table 2. Summary of organic aerosol processes taken into account by the models.
Model SOA mPOA Simple SOA, Reversible Includes MSA Microphys.
like irreversible partitioning ntrSOA aging
tPOA partitioning (equilibrium)
BCC X
CAM4-Oslo X In tPOA In tPOA X
CAM5-MAM3 Kinetically X
CanAM-PAM X
CCSM4-Chem X
ECHAM5-HAM2 X X
ECHAM5-HAMMOZ X X
ECHAM5-SALSA X X
ECMWF-GEMS X
EMAC X X
GEOS-Chem X
GEOS-Chem-APM X X X
GISS-CMU-TOMAS X X
GISS-CMU-VBS X VBS
GISS-MATRIX X X
GISS-modelE-G X X X
GISS-modelE-I X X X
GISS-TOMAS X X
GLOMAPbin X X
GLOMAPmode X X
GMI X
GOCART X
HadGEM2-ES Offline
IMAGES X Aqueous
IMPACT In tPOA X Aqueous In tPOA
LMDz-INCA X X
OsloCTM2 X
SPRINTARS X
TM4-ECPL-F X X Aqueous X Chemical
TM4-ECPL-FNP X X Aqueous X Chemical
TM5 X X X
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Table 3. Host model description and year of simulation. If multiple years were simulated, the data used for the present study are those from
the year 2006, if available; otherwise, the year closest to 2006 was selected.
Model (AeroCom experiment name) Simulated
year(s)
Horizontal
resolution
(lat./lon.)
Vertical resolution Meteorology Model references
BCC
(BCC_AGCM2.0.1_CAM.A2.HCA-
FIX)
20001 2.8125⇥ 2.8125 26 (hybrid sigma) to
2.9 hPa
Online Zhang et al. (2012a)
CAM4-Oslo
(CAM4-Oslo-Vcmip5.A2.CTRL)
20062 1.875⇥ 2.5 26 (hybrid sigma) to
2.19 hPa
Online2 Kirkevåg et al. (2013)
CAM5-MAM3
(CAM5.1-MAM3-
PNNL.A2.CTRL)
20001 1.875⇥ 2.5 30 (hybrid sigma) to
2.3 hPa
Online Liu et al. (2012)
CanAM-PAM
(CCCma.A2.CTRL)
2006 3.75⇥ 3.71 35 (hybrid sigma) to
1 hPa
Online von Salzen et al. (2005);
von Salzen (2006)
CCSM4-Chem
(CCSM4)
2006 1.9⇥ 2.5 26 (sigma) to 3.5 hPa GEOS 5 Heald et al. (2008); Lamar-
que et al. (2012)
ECHAM5-HAM2
(MPIHAM_V2_KZ.A2.CTRL)
2006–
2008
1.875x1.875 31 (hybrid sigma) to
10 hPa
ERA Stier et al. (2005); Kazil
et al. (2010); O’Donnell
et al. (2011); K. Zhang et
al. (2012)
ECHAM5-HAMMOZ
(ECHAM5-HAMMOZ.A2.HCA-0)
2000–
2005
2.8125⇥ 2.8125 31 (hybrid sigma) to
10 hPa
ECMWF ERA40
and operational
Stier et al. (2005); Pozzoli
et al. (2008, 2011)
ECHAM5-SALSA
(SALSA_V1_TB.A2.CTRL)
2006 1.875⇥ 1.875 31 (hybrid sigma) to
10 hPa
ECMWF
operational
Stier et al. (2005); Kokkola
et al. (2008); Bergman et
al. (2012)
ECMWF-GEMS
(n/a)
2003–
2008
1.5⇥ 1.53 60 (hybrid sigma) to
0.1 hPa
ECMWF-GEMS
operational
Benedetti et al. (2009);
Morcrette et al. (2009)
EMAC
(ECHAM-MESSy-
GMXe.A2.CTRL)
2006 2.8125⇥ 2.8125 19 (hybrid) to 10 hPa ECMWF
reanalysis
Jockel et al. (2005); Pringle
et al. (2010)
GEOS-Chem
(GEOSCHEM-
v822.AEROCOM_A2.CTRL)
2006 2⇥ 2.5 47 (hybrid sigma) to
0.01 hPa
GMAO version 5
(GEOS-5)
Bey et al. (2001); Park
et al. (2003); Henze and
Seinfeld (2006); Liao et
al. (2007)
GEOS-Chem-APM
(GEOS-Chem-APM.A2.CTRL)
2006 2⇥ 2.5 47 (hybrid sigma) to
0.01 hPa
GEOS-5.2.0 Bey et al. (2001); Park et
al. (2003); Yu and Luo
(2009); Yu (2011)
GISS-CMU-TOMAS
(GISS-TOMAS.A2.CTRL)
20061 4⇥ 5 9 (hybrid sigma)
to 10 hPa
Online Hansen et al. (1983);
Adams and Seinfeld
(2002); Lee and Adams
(2010, 2012)
GISS-CMU-VBS
(GISS-CMU.A2.CTRL)
20081 4⇥ 5 7 (hybrid sigma) to
10 hPa
Online Hansen et al. (1983); Fa-
rina et al. (2010); Jathar et
al. (2011)
GISS-MATRIX
(GISS-MATRIX.A2.CTRL)
2006–
20084
2⇥ 2.5 40 (sigma) to 0.1 hPa NCEP reanalysis
and online
Bauer et al. (2008)
GISS-modelE-G
(GISS-modelE.A2.CTRL)
2000–
20084
2⇥ 2.5 40 (sigma) to 0.1 hPa NCEP reanalysis
and online
Koch et al. (2007); Tsi-
garidis and Kanakidou
(2007); Tsigaridis et
al. (2013)
GISS-modelE-I
(GISS-modelE.A2.HCA-IPCC)
2000–
20084
2⇥ 2.5 40 (sigma) to 0.1 hPa NCEP reanalysis
and online
Koch et al. (2007); Tsi-
garidis and Kanakidou
(2007); Tsigaridis et
al. (2013)
GISS-TOMAS (n/a) 20065 2⇥ 2.5 40 (sigma) to 0.1 hPa MERRA reanal-
ysis and online
Lee and Adams (2010); Lee
et al. (2014)
GLOMAPbin
(GLOMAPbin1pt1.A2.CTRL)
2006 2.8125⇥ 2.8125 31 (hybrid sigma) to
10 hPa
ECMWF
operational
Mann et al. (2012)
GLOMAPmode
(GLOMAPmodev6R.A2.CTRL)
2006 2.8125⇥ 2.8125 31 (hybrid sigma) to
10 hPa
ECMWF
operational
Mann et al. (2012)
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Table 3. Continued.
Model (AeroCom experiment name) Simulated
year(s)
Horizontal res-
olution (lat/lon)
Vertical resolution Meteorology Model references
GMI (GMI-v3.A2.CTRL) 2006 2⇥ 2.5 42 (hybrid sigma) to
0.01 hPa
NASA GMAO
GEOS4
Liu et al. (2007); Bian et
al. (2009)
GOCART (GOCART-v4.A2.HCA-0) 2000–
2007
2⇥ 2.5 30 (hybrid sigma) to
0.01 hPa
NASA GMAO
GEOS4
Chin et al. (2000); Gi-
noux et al. (2001); Chin et
al. (2002)
HadGEM2-ES
(HadGEM2-ES.A2.CTRL)
2006–
2008
1.25⇥ 1.875 38 (hybrid height) to
39 km
ECMWF opera-
tional and online
Bellouin et al. (2011), and
references therein
IMAGES (n/a) 2006 2⇥ 2.5 40 (hybrid) to 44 hPa ECMWF
ERA-Interim
Müller (2009); Stavrakou et
al. (2009); Ceulemans et
al. (2012)
IMPACT (IMPACT-C.A2) 1997 4⇥ 5 46 (hybrid sigma) to
0.147 hPa
NASA DAO
GEOS-STRAT
Lin et al. (2012)
LMDz-INCA (LSCE-vRV.A2.CTRL) 2006 1.875⇥ 3.75 19 (sigma) to 3 hPa ECMWF IMF
and online
Schulz (2007); Balkanski
(2011); Szopa et al. (2013)
OsloCTM2
(OsloCTM2-v2.A2.CTRL)
2006 2.8125⇥ 2.8125 60 (hybrid sigma)
to 2 hPa
ECMWF IFS Hoyle et al. (2007, 2009);
Myhre et al. (2009)
SPRINTARS
(SPRINTARS-v384.A2.CTRL)
2006 1.125⇥ 1.125 56 (sigma) to ⇠ 1 hPa NCEP reanalysis
and online
Takemura et al. (2000,
2002, 2005, 2009)
TM4-ECPL-F
(TM4-ECPL-F.A2.CTRL)
2006 2⇥ 3 34 (hybrid sigma) to
0.1 hPa
ECMWF
ERA-Interim
Myriokefalitakis et
al. (2008); Myriokefalitakis
et al. (2010); Myriokefali-
takis et al. (2011)
TM4-ECPL-FNP
(TM4-ECPL-FNP.A2.CTRL)
2005 2⇥ 3 34 (hybrid sigma) to
0.1 hPa
ECMWF
ERA-Interim
Myriokefalitakis et
al. (2008, 2010, 2011);
Kanakidou et al. (2012)
TM5 (TM5-V3.A2.HCA-IPCC) 2000–
2009
2⇥ 3 34 (hybrid sigma)
to 0.5 hPa
ECMWF
ERA-Interim
Huijnen et al. (2010); Aan
de Brugh et al. (2011); van
Noije et al. (2014)
1 Meteorology calculated by the model’s climate.
2 5 year mean of model’s calculated meteorology, driven by offline CAM4 aerosols and cloud droplet number concentration.
3 The model is run at a TL159 L60 resolution, meaning a reduced physical grid of 1.125⇥ 1.125. The data extraction was carried out on a 1.5⇥ 1.5 regular grid.
4 Horizontal winds are nudged to NCEP reanalysis (Kalnay et al., 1996), with the rest of the climate parameters being calculated online.
5 Horizontal winds are nudged to MERRA reanalysis (Rienecker et al., 2011), with the rest of the climate parameters being calculated online.
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Table 4. Primary organic aerosol emissions adopted by the models.
Model Fossil fuel and biofuel Year Biomass burn-
ing
Year Other sources/comments
BCC Bond et al. (2004) 2000 GFED 2000
CAM4-Oslo AeroCom; mPOA
based on Spracklen et
al. (2008).
2006 AeroCom 2006 Emitted particle sizes (with some ad-
justments) and fire emission injection
heights from Dentener et al. (2006).
CAM5-MAM3 CMIP5 2000 CMIP5 2000 Emitted particle sizes (with some ad-
justments) and fire emission injection
heights from Dentener et al. (2006).
CanAM-PAM AeroCom 2006 AeroCom 2006
CCSM4-Chem POET, REAS over Asia 2006 GFED2 2006
ECHAM5-HAM2 AeroCom 2006 AeroCom 2006
ECHAM5-HAMMOZ AeroCom 2000–2005 GFED2 2000–2005 For 1980–2000 (not studied here), the
model uses RETRO emissions.
ECHAM5-SALSA Dentener et al. (2006) 2000 GFED 2000
ECMWF-GEMS Dentener et al. (2006) 2000 GFED2 2003–2008 Biofuel emissions have a prescribed di-
urnal cycle.
EMAC Dentener et al. (2006) 2000 GFED 2000
GEOS-Chem Bond et al. (2007) 2000 GFED2 2006
GEOS-Chem-APM Bond et al. (2007) 2000 GFED2 2006
GISS-CMU-TOMAS AeroCom 2006 AeroCom 2006
GISS-CMU-VBS Bond et al. (2004)⇤ 2000 GFED2 2005
GISS-MATRIX CMIP5 RCP4.5 2000 GFED3 2006–2008
GISS-modelE-G CMIP5 RCP4.5 2000–2008 GFED3 2000–2008 mPOA calculated online.
(Tsigaridis et al., 2013)
GISS-modelE-I CMIP5 RCP4.5 2000-2008 CMIP5 RCP4.5 2000-2008 mPOA calculated online.
(Tsigaridis et al., 2013)
GISS-TOMAS CMIP5 RCP4.5 2006 CMIP5 RCP4.5 2006
GLOMAPbin AeroCom 2000 GFED2 climatology
(Dentener
et al., 2006)
GLOMAPmode AeroCom 2000 GFED2 climatology
(Dentener
et al., 2006)
GMI CMIP5 2000 CMIP5 2000
GOCART AeroCom 2006 AeroCom 2006 Details about emissions from different
sources are in Chin et al. (2009).
HadGEM2-ES CMIP5 2000 CMIP5 2000
IMAGES Bond et al. (2004) 2000 GFED2 2000
IMPACT Ito and Penner (2005) 2000 Ito and Penner
(2005)
2000 mPOA calculated online, based on
Gantt et al. (2009b). Fossil fuel adjusted
as in Wang et al. (2009)
LMDz-INCA CMIP5 2000 CMIP5 2000
OsloCTM2 CMIP5 2000 CMIP5 2000
SPRINTARS AeroCom 2006 AeroCom 2006
TM4-ECPL-F CIRCE 2006 GFED2 2006 mPOA calculated online
(Myriokefalitakis et al., 2010)
TM4-ECPL-FNP CMIP5 2005 CMIP5 2005 mPOA calculated online (Myriokefali-
takis et al., 2010); POA from primary
biogenic sources are scaled on leaf area
index and dust distribution (Kanakidou
et al., 2012).
TM5 CMIP5 RCP4.5 2000–2009 CMIP5 RCP4.5 2000–2009
North America emissions come from Park et al. (2003).
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Table 5. SOA precursor emissions adopted by the models. Models that do not calculate semi-volatile SOA have been omitted.
Model Isoprene Year Terpenes Year Aromatics Year Other Year
BCC GEIA 1990
CAM5-MAM3 POET 2000 POET 2000 POET 2000 POET 2000
CCSM4-Chem MEGAN 2.1 2006 MEGAN 2.1 2006 POET, with REAS over Asia 2006
ECHAM5-HAM2 MEGAN 2006 MEGAN 2006 EDGAR v3.2 (Olivier et al., 2001) 2000
GEOS-Chem MEGAN 2.04 2006 MEGAN 2.04 2006
GEOS-Chem-APM MEGAN 2 2006 MEGAN 2 2006 EDGAR v2 1985 Online (MEGAN 2) 2006
GISS-CMU-VBS GEIA 1990 GEIA 1990 (Farina et al., 2010) 1999 (Farina et al., 2010) 1999
GISS-modelE-G Online (Guenther et al., 1995) 2000–2008 Lathière et al. (2005) 1990
GISS-modelE-I Online (Guenther et al., 1995) 2000–2008 Lathière et al. (2005) 1990
HadGEM2-ES GEIA 1990
IMAGES MEGAN 2006 GEIA 1990 RETRO 2000
IMPACT Online (Guenther et al., 1995) 1997 Online (Guenther et al., 1995) 1997 (Piccot et al., 1992) 1985
OsloCTM2 POET, scaled to 220 Tg a 1 2000 GEIA 1990 CMIP5 2000
TM4-ECPL-F POET 2000 POET/GEIA 2000 CIRCE 2006
TM4-ECPL-FNP MEGAN 2005 MEGAN 2005 CMIP5 2005
Table 6. Enthalpies of vaporization used by the models that include semi-volatile OA.
Model 1H (kJmol 1) References
CAM5-MAM3 156 Strader et al. (1999)
CCSM4-Chem 42 Heald et al. (2008)
ECHAM5-HAM2 Isoprene: 42 Henze and Seinfeld (2006)
Monoterpenes: 59 Saathoff et al. (2009)
Aromatics: 0
GEOS-Chem 42 Chung and Seinfeld (2002)
GEOS-Chem-APM 47–64 Yu (2011)
GISS-CMU-VBS 30 Farina et al. (2010)
GISS-modelE-G Isoprene: 42 Henze and Seinfeld (2006)
Terpenes: 72.9 Tsigaridis et al. (2006)
GISS-modelE-I Isoprene: 42 Henze and Seinfeld (2006)
Terpenes: 72.9 Tsigaridis et al. (2006)
HadGEM2-ES Not reported Derwent et al. (2003)
IMAGES Isoprene: 42 Henze and Seinfeld (2006)
Aromatics: 18 Offenberg et al. (2006)
a-pinene: 25.8–153.7 Capouet et al. (2008); Ceulemans et al. (2012)
Sesquiterpenes: 42 Offenberg et al. (2006)
IMPACT 42 Heald et al. (2008)
OsloCTM2 42 Hoyle et al. (2007)
TM4-ECPL-F Isoprene: 42 Henze and Seinfeld (2006)
a-pinene: 38 Svendby et al. (2008)
 -pinene: 40 Svendby et al. (2008)
Aromatics: 40 Svendby et al. (2008)
TM4-ECPL-FNP Isoprene: 42 Henze and Seinfeld (2006)
a-pinene: 38 Svendby et al. (2008)
 -pinene: 40 Svendby et al. (2008)
Aromatics: 40 Svendby et al. (2008)
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Appendix A
Table A1. List of acronyms.
AeroCom Aerosol Comparisons between Observations and Models. For hindcast emissions, see Diehl et al. (2012).
ACSM Aerosol Chemical Specification Monitor, a mini-AMS (Ng et al., 2011).
AMS Aerosol Mass Spectrometer (Jayne et al., 2000).
BVOC Biogenic VOC.
CIRCE Climate Change and Impact Research: the Mediterranean Environment (http://www.circeproject.eu; Doering et al., 2009).
CMIP5 Coupled Model Intercomparison Project phase 5 (http://cmip-pcmdi.llnl.gov/cmip5). For historical emissions, see (Lamarque et al., 2010).
DMS DiMethyl Sulfide, CH3SCH3.
ECMWF European Center for Medium-Range Weather Forecasts.
GEIA Global Emissions Inventory Activity (http://geiacenter.org). For BVOC emissions, see Guenther et al. (1995).
GFED Global Fire Emissions Database (van der Werf et al., 2003).
GFED2 Global Fire Emissions Database, version 2 (van der Werf et al., 2006).
GFED3 Global Fire Emissions Database, version 3 (van der Werf et al., 2010).
HOA Hydrocarbon-like OA.
IFS Integrated Forecast System.
IMF Isobaric mapping functions.
LAD Least absolute deviation technique.
MEGAN Model of Emissions of Gases and Aerosols from Nature (Guenther et al., 2006).
mPOA/mPOC marine POA/POC.
MERRA Modern-Era Retrospective analysis for Research and Applications.
MNB Mean normalized bias.
MSA Methane sulfonic acid, CH3SO3H.
NCEP National Centers for Environmental Prediction.
ntrSOA/ntrSOC non-traditional SOA/SOC. For IMAGES, IMPACT and TM4-ECPL-F/FNP this is OA produced from multiphase chemistry,
while for GISS-CMU-VBS it is OA formed from the VBS gas-phase chemistry.
OA Organic aerosol and organic aerosol mass (as appropriate)
OC Organic carbon.
OOA: Oxygenated OA.
ntrSOA/ntrSOC non-traditional secondary organic aerosol mass/carbon.
POA/POC Primary OA /OC.
POET Present and future surface emissions of atmospheric compounds (http://accent.aero.jussieu.fr/POET.php; Granier et al., 2003)
RETRO REanalysis of the TROpospheric chemical composition over the past 40 years (http://retro.enes.org; Schultz et al., 2007)
SOA Secondary organic aerosol.
tPOA/tPOC terrestrial POA/POC.
trSOA/trSOC traditional SOA/SOC.
VBS Volatility-basis set.
VOC Volatile organic compounds.
WSOC Water soluble organic compounds.
WIOC Water insoluble organic compounds.
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Abstract. Recently developed parameterizations for the sea
spray aerosol source flux, encapsulating wave state, and its
organic fraction were incorporated into the aerosol–climate
model ECHAM-HAMMOZ to investigate the direct and in-
direct radiative effects of sea spray aerosol particles. Our
simulated global sea salt emission of 805 Tgyr 1 (uncer-
tainty range 378–1233 Tgyr 1) was much lower than typi-
cally found in previous studies. Modelled sea salt and sodium
ion concentrations agreed relatively well with measurements
in the smaller size ranges at Mace Head (annual normalized
mean model bias  13% for particles with vacuum aerody-
namic diameter Dva < 1 µm), Point Reyes ( 29% for parti-
cles with aerodynamic diameter Da < 2.5 µm) and Amster-
dam Island ( 52% for particles with Da < 1 µm) but the
larger sizes were overestimated (899% for particles with
2.5 µm <Da < 10 µm) at Amsterdam Island. This suggests
that at least the high end of the previous estimates of sea
spray mass emissions is unrealistic. On the other hand, the
model clearly underestimated the observed concentrations of
organic or total carbonaceous aerosol at Mace Head ( 82%)
and Amsterdam Island ( 68%). The large overestimation
(212%) of organic matter at Point Reyes was due to the con-
tribution of continental sources. At the remote Amsterdam
Island site, the organic concentration was underestimated es-
pecially in the biologically active months, suggesting a need
to improve the parameterization of the organic sea spray frac-
tion. Globally, the satellite-retrieved AOD over the oceans,
using PARASOL data, was underestimated by the model
(means over ocean 0.16 and 0.10, respectively); however, in
the pristine region around Amsterdam Island the measured
AOD fell well within the simulated uncertainty range. The
simulated sea spray aerosol contribution to the indirect radia-
tive effect was positive (0.3Wm 2), in contrast to previous
studies. This positive effect was ascribed to the tendency of
sea salt aerosol to suppress both the in-cloud supersaturation
and the formation of cloud condensation nuclei from sulfate.
These effects can be accounted for only in models with suffi-
ciently detailed aerosol microphysics and physics-based pa-
rameterizations of cloud activation. However, due to a strong
negative direct effect, the simulated effective radiative forc-
ing (total radiative) effect was  0.2Wm 2. The simulated
radiative effects of the primary marine organic emissions
were small, with a direct effect of 0.03Wm 2 and an indirect
effect of  0.07Wm 2.
1 Introduction
The magnitude of the aerosol radiative effect remains a large
unknown in current estimates of anthropogenic effects on ra-
diative forcing (Forster et al., 2007). One of the key quan-
tities needed for better estimates of anthropogenic radiative
Published by Copernicus Publications on behalf of the European Geosciences Union.
11732 A.-I. Partanen et al.: Direct and indirect effects of sea spray aerosol
forcing is an accurate estimate of the radiative effects from
natural aerosol (Carslaw et al., 2013). It is, after all, the
change from the natural background that is important when
quantifying human effects on the climate. With over 71%
of the Earth’s surface covered by oceans, sea spray aerosol
makes a significant contribution to the Earth’s radiation bal-
ance (Haywood et al., 1999; Rap et al., 2013). Because of
their high global emissions and relatively large sizes, sea
spray aerosol particles provide a major contribution to the
scattering of solar radiation (see de Leeuw et al., 2011), and
to a lesser extent of thermal radiation (Li et al., 2008). Fur-
thermore, their size and hygroscopicity make them efficient
cloud condensation nuclei (CCN) and they can therefore af-
fect the Earth’s climate by modifying marine cloud proper-
ties and lifetime (Pierce and Adams, 2006; Korhonen et al.,
2008).
The current estimates of global sea spray aerosol emis-
sions remain highly uncertain (de Leeuw et al., 2011), and
values ranging over several orders of magnitude have been
presented based on recent modelling studies (Textor et al.,
2006; Gantt et al., 2012; Grythe et al., 2014). Much of this
variation is due to uncertainties in the wind speed depen-
dence of the production flux, or the upper cut-off size of the
sea spray aerosol particles included in the models, but also to
different experimental methods used to determine the emis-
sion parameterizations (de Leeuw et al., 2011). In addition
to the amount of sea spray aerosol mass emitted, the chem-
ical composition of sea spray aerosol particles as a function
of particle size, location and time remains poorly quantified
(Albert et al., 2012; Gantt and Meskhidze, 2013). While in-
organic components constitute most of the global sea spray
aerosol mass, during biologically active months organic com-
pounds contribute significantly to, and can in some cases
even dominate, the mass of submicron sea spray aerosol par-
ticles (Novakov et al., 1997; O’Dowd et al., 2004; Facchini
et al., 2008; Sciare et al., 2009; Fuentes et al., 2010a, b; King
et al., 2012). Recent measurements have indicated that the
organic fraction consists of a myriad of chemically distinct
types of surface-active compounds (Hawkins and Russell,
2010; Schmitt-Kopplin et al., 2012), but the exact identity of
these compounds is largely unknown. Uncertainties also re-
main regarding the mixing state of the organic matter with
sea salt (Middlebrook et al., 1998; Leck and Bigg, 2005;
Hultin et al., 2010). Furthermore, Ovadnevaite et al. (2011)
noticed that sea spray particles enriched in organic matter
show a dichotomous behaviour in terms of water uptake, in
that they have a low hygroscopicity in subsaturated condi-
tions but act as very efficient CCN in supersaturated condi-
tions. All these unknowns and poorly constrained phenom-
ena lead to the current large uncertainty in our estimates
of sea spray aerosol radiative effects (Gantt and Meskhidze,
2013).
Recently, Ovadnevaite et al. (2014) developed a new sea
spray aerosol source function by combining measurements
of aerosol number concentration at the Mace Head station
(O’Connor et al., 2008) and open-ocean eddy correlation
fluxes during the SEASAW cruise (Norris et al., 2012). In-
stead of the commonly used 10m wind speed, this source
function parameterizes the particle production as a function
of the Reynolds number and thus encapsulates the influences
of wave height and history as well as sea water viscosity (de-
pendent on the sea surface temperature and salinity). While
the new source function predicts sea spray aerosol fluxes on
the lower end of other recently published source functions, it
was shown to agree well with independent measurements of
the submicron sea salt mass measured at Mace Head (Ovad-
nevaite et al., 2014).
This study provides a further evaluation of the Ovad-
nevaite et al. (2014) sea spray aerosol source function
against a variety of in situ and remote sensing measure-
ments. We have implemented the source function into the
global aerosol–climate model ECHAM-HAMMOZ, and ex-
tended the parameterization to include organic enrichment of
sea spray aerosol particles based on recent work by Rinaldi
et al. (2013). After the evaluation, we use the source function
together with ECHAM-HAMMOZ to provide estimates of
the direct and indirect radiative effects of sea spray aerosol
and the impact of organic enrichment of sea spray aerosol
particles to radiative effects.
2 Methods
2.1 Climate model ECHAM-HAMMOZ
The global aerosol–climate model ECHAM-HAMMOZ
(ECHAM5.5-HAM-SALSA) (Stier et al., 2005; Zhang et al.,
2012; Bergman et al., 2012) consists of an atmospheric core
model ECHAM, which solves the fundamental equations for
atmospheric flow and physics, and tracer transport, and of an
aerosol model HAM. In this study, aerosol microphysics was
calculated using the sectional model SALSA (Kokkola et al.,
2008; Bergman et al., 2012). SALSA describes the aerosol
population consisting of sulfate, sea salt, organic matter,
black carbon and dust using 10 size sections to cover the
size range from 3 nm to 10 µm, with 10 additional sections
to account for the external mixing of particles. The model
resolves the aerosol processes of nucleation of new particles
(Kulmala et al., 2006), condensation of sulfuric acid and or-
ganic gases onto pre-existing particles, coagulation, hydra-
tion, and removal of particles via dry and wet deposition.
The anthropogenic and biomass burning aerosol emissions
in the model were taken from AeroCom-II ACCMIP data
(Riahi et al., 2007, 2011). Natural emissions were simulated
as described in Zhang et al. (2012), apart from the sea salt and
primary marine organic matter (PMOM) emissions which are
detailed in Sect. 2.2. Interactions between aerosols and radi-
ation were calculated online (Zhang et al., 2012), and the
total aerosol direct effect was diagnosed by a second call
of the radiation routine without any aerosols. The first and
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second indirect effects were calculated following Lohmann
and Hoose (2009). The activation of aerosol particles into
cloud droplets was calculated with the physically based pa-
rameterization of Abdul-Razzak and Ghan (2002).
2.2 Implementation of the sea spray aerosol source
function
The standard version of ECHAM-HAMMOZ simulates the
sea salt source flux by combining the parameterizations of
Gong (2003) with dry diameter between 50 and 400 nm, of
Monahan et al. (1986) for particles with dry diameter be-
tween 400 nm and 8 µm, and of Andreas (1998) for particles
with dry diameters of 8–10 µm (Guelle et al., 2001; Bergman
et al., 2012). Furthermore, it does not include emissions of
PMOM. For the current study, we implemented the recently
developed source function by Ovadnevaite et al. (2014) into
the model, and combined it with the approach of Rinaldi
et al. (2013) to account for the fraction of PMOM as a func-
tion of chlorophyll a concentration and 10m wind speed.
The Ovadnevaite et al. (2014) parameterization describes
the sea spray aerosol flux in the size range 15 nm–6 µm
in diameter, whereas the aerosol module SALSA used
in this study tracks sea spray aerosol particles between
30 nm and 10 µm. Correspondingly, we used the Ovadnevaite
et al. (2014) parameterization for the particle diameter range
30 nm–6µm, and extended it over the size range 6–10 µm by
using (the shape of) the Monahan (1986) source function, but
matching the flux at 6 µm with the Ovadnevaite et al. (2014)
flux. Using this approach, the simulated sea spray aerosol
flux for particles larger than 6 µm was significantly lower
than in the original Monahan (1986) formulation. Hereafter,
we refer to the original parameterization by Ovadnevaite
et al. (2014) as the OSSA source function, and to the com-
bined flux parameterization of Ovadnevaite et al. (2014) and
scaled Monahan (1986) as the extended OSSA source func-
tion.
The Ovadnevaite et al. (2014) sea spray aerosol source
function has been parameterized in terms of five lognormal
modes (Table 1):
dF
dlog10D
=
5X
i=1
Fi(RHw)p2⇡ log10 i
exp
0B@ 12
0@ log10
⇣
D
Dg,i
⌘
log10 ( i )
1A2
1CA , (1)
where D is particle dry diameter,  i and Dg,i are geometric
standard deviation and geometric mean (count-median) dry
diameter of mode i, respectively, and Fi(RHw) is total num-
ber flux of mode i depending on the Reynolds number:
RHw = u⇤Hs/⌫w. (2)
Here u⇤ is the friction velocity calculated online by the
ECHAM-HAMMOZ model, Hs is the significant height of
wind-generated waves (four times the standard deviation of
sea surface elevation or roughly the average height of the
Table 1. Log-normal parameters for the Ovadnevaite et al. (2014)
sea spray source function. The geometric standard deviation for
each mode is denoted by  i , the geometric mean (count-median)
diameter byDg,i , and the mode total number flux by Fi(RHw). The
number flux is expressed as a function of Reynolds number (RHw).
i  i Dg,i Fi(RHw)
1 1.37 0.018 104.51 · (RHw  105)0.556
2 1.50 0.041 0.044 · (RHw  105)1.08
3 1.42 0.090 149.64 · (RHw  105)0.545
4 1.53 0.233 2.96 · (RHw  105)0.79
5 1.85 0.830 0.52 · (RHw  2⇥ 105)0.87
Table 2. Kinematic viscosity (⌫w) of sea water at different sea wa-
ter temperatures (Tw). Data were interpolated for water salinity of
35 gkg 1 with parameterization by Sharqawy et al. (2010).
Tw ( C) ⌫w (10 6 m2 s 1)
0 1.854
10 1.360
20 1.051
30 0.843
40 0.695
highest one-third of the waves) taken from 6 hourly ECMWF
reanalysis data (see Sect. 2.3), and ⌫w is the temperature-
dependent kinematic viscosity of sea water. We calculated
the viscosity by linear interpolation from the values in Ta-
ble 2 and by assuming that the salinity of sea water is
35 gkg 1 (see Ovadnevaite et al., 2014, for a discussion on
the effect of salinity). This implicit temperature dependence
of the OSSA source function is similar to the results of Jaeglé
et al. (2011) (Ovadnevaite et al., 2014).
Number and volume fluxes of sea spray aerosol particles
for each of the SALSA size sections below 6µm were cal-
culated by integrating over each of the five modal OSSA
emissions distributions separately. For particles smaller than
700 nm in diameter, SALSA tracks both number and mass
separately. In the size range 30–700 nm, both the number and
volume distributions were integrated for each section. In the
size range above 700 nm, the size sections in SALSA have
a fixed dry diameter and only the aerosol number is tracked
in each section. It was therefore not possible to set both num-
ber and volume emissions equal to the exact integral of the
OSSA distributions for that size range. We chose to calcu-
late the volume emissions exactly and, using the fixed section
sizes, converted the emitted volume flux to a corresponding
number emission flux.
Due to the nature of its derivation, using data obtained
in the winter with low biological activity, the OSSA source
function represents the total emission of sea spray aerosol
particles. In this work, due to lack of further information,
it was assumed that the total emission flux does not change
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during periods of higher biological activity – that is, the
function describes the total flux, including both sea salt and
PMOM. For sea spray aerosol particles larger than 700 nm
in diameter, SALSA does not explicitly track the organic
fraction, i.e. all sea spray aerosol particles are assumed to
consist solely of sea salt. This introduces a relatively small
error since these large particles contain only a small frac-
tion of organic matter (Facchini et al., 2008). For smaller
particles, the mass fraction of the PMOM in the sea spray
aerosol emissions (fPMOM) was calculated following Rinaldi
et al. (2013):
fPMOM = (0.569⇥cChl a)+ ( 0.0464⇥u10m+0.409), (3)
where cChl a is the chlorophyll a concentration in surface
water (µgm 3) and u10m is the 10m wind speed (ms 1).
The chlorophyll a concentration in the current study was
taken from GlobColour satellite retrievals, as it was in Ri-
naldi et al. (2013). We used the mean value of the previous
8-day period to account for the lag in correlation between or-
ganic mass fraction and chlorophyll a concentration (Rinaldi
et al., 2013) (see Sect. 2.3 for details).
We acknowledge that the production of PMOM is poorly
understood (e.g. Quinn et al., 2014; Long et al., 2014) and
the ability of any currently available parameterization to pre-
dict the organic fraction of sea spray is limited. The Rinaldi
et al. (2013) parameterization used in this study for the or-
ganic fraction of sea spray is derived from long-term data in
the North Atlantic, which show that chlorophyll a concen-
tration with an 8-day time lag is a useful proxy of organic
enrichment in this region. The usefulness of chlorophyll a
proxy for medium timescales on larger areas was also shown
by Gantt et al. (2012). However, the parameterization has not
yet been evaluated in other regions against long-term data.
Recent studies have reported localized or short-term events
for which correlation between the chlorophyll a concentra-
tion and organic enrichment has not been observed (Bates
et al., 2012; Long et al., 2014; Quinn et al., 2014); however,
these measurements do not fulfil the 8-day time lag criterion
of the Rinaldi et al. (2013) parameterization as they correlate
instantaneous chlorophyll a concentrations with the organic
enrichment. Moreover, parameterizations taking these recent
findings into account do not yet exist. The complex relation-
ship between oceanic biological activity and organic enrich-
ment calls for more long-term data sets from different regions
of the world’s oceans to improve the parameterizations.
To distinguish PMOM from organics from other sources,
the aerosol model was extended to include a new tracer
for PMOM in each of the four size sections in the range
30–700 nm. The same organic mass fraction was used for
emissions in all four size sections (i.e., no size dependency
was assumed). The density of the PMOM was assumed to
be 1300 kgm 3, its molar mass was set to 150 gmol 1, and
its refractive index was set to 1.48+ 10 9 i at all wave-
lengths (0.28–4 µm) to reflect recent measurements (Aas,
1996; Kanakidou et al., 2005; Nessler et al., 2005; Vaishya
et al., 2013).
As mentioned earlier, Ovadnevaite et al. (2011) observed
that PMOM at Mace Head shows a dichotomous behaviour:
a low hygroscopicity at subsaturated conditions but a high
CCN activity at supersaturated conditions. This was ac-
counted for in the model in the following way: the liquid
water content (LWC) resulting from water uptake by sea salt
and PMOM was calculated from
LWCSS+PMOM = (VSS+VPMOM)⇥ (HGF3  1)⇥ ⇢w, (4)
where VSS and VPMOM are the volume concentrations of sea
salt and marine PMOM and ⇢w is the density of water. The
hygroscopic growth factor HGF was obtained by bi-linear in-
terpolation of the values from the look-up table by Vaishya
et al. (2013) for the relative humidity and PMOM mass frac-
tion in each model grid box. For example, growth factors at
a relative humidity of 90% for pure PMOM and pure sea
salt particles were 1.3 and 2.3, respectively. The total LWC
of the particles was calculated by adding up LWCSS+PMOM
and LWC for other aerosol compounds calculated using the
ZSR method (Stokes and Robinson, 1996) as described in
Kokkola et al. (2008).
Since a theoretical understanding of the high CCN activity
of PMOM is currently lacking, we tuned the modelled cloud
activation of PMOM to approximately match the observa-
tions of Ovadnevaite et al. (2011). In order to do this, we used
the cloud-activation subroutine of the model (Abdul-Razzak
and Ghan, 2002) in a 0-D framework together with a rep-
resentative marine aerosol size distribution from the model
simulations. We then adjusted the dissociation coefficient
of PMOM (i.e. into how many ions each PMOM molecule
splits in a solution) within this subroutine so that when the
mass fraction of PMOMwas 50%, all soluble particles larger
than 30 nm in diameter were activated at a supersaturation of
about 0.7% (see Ovadnevaite et al., 2011). The best match
was obtained when the dissociation coefficient was set to
five. It is important to note that the chosen value of disso-
ciation coefficient affects only the cloud activation routine of
the model and is not physically based. Its purpose is only to
fit the model results to match observations of Ovadnevaite
et al. (2011).
With the given densities, molar masses and dissociation
constants, the CCN-derived  values (Petters and Kreiden-
weis, 2007) for PMOM and sea salt (assumed to be sodium
chloride in the model) were 0.78 and 1.33, respectively. The
difference means that although PMOM has a very high acti-
vation efficiency compared to e.g. other organic matter in the
model ( = 0.24), its activation efficiency is lower than that
of sea salt in the model. The activation efficiency of sea salt
in the model is, on the other hand, higher than in ambient
measurements due to the assumption that sea salt consists
of pure sodium chloride. In supersaturated conditions,  of
PMOM is also greater than the average marine  of 0.63 at
the boundary layer height modelled by Pringle et al. (2010).
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This means that the presence of PMOM, on average, proba-
bly increases the activation efficiency of marine aerosol when
all other components are held constant. However, as PMOM
in our model setup replaces part of the sea salt in the source
function, it decreases the cloud activation efficiency of sea
spray. Using the CCN-derived  of PMOM gives a growth
factor of 2 at a relative humidity of 90% (Petters and Krei-
denweis, 2007). This value is larger than any growth factor
measured by Ovadnevaite et al. (2011), which means that our
model setup is consistent with their measurements, although
the cloud activation efficiency of PMOM is lower than that
of pure sea salt in the model.
2.3 Input data for the sea spray aerosol source function
ECHAM-HAMMOZ is an atmosphere-only model and
therefore does not predict the significant height of wind-
generated ocean waves. However, this quantity was needed to
calculate the Reynolds number (Eq. 2) in the OSSA source
function. We obtained the significant wave height from the
Global Wave Analysis Data Set by the European Centre for
Medium-range Weather Forecasts (ECMWF) at a 6 h time
resolution over the whole simulated time period (Uppala
et al., 2005). Since all model simulations presented in this
study were nudged to the ECMWF winds, the off-line wave
height data are expected to correspond well to the simulated
surface wind fields.
The 1  ⇥1  wave height data from the Global Wave Anal-
ysis Data Set was interpolated to the ECHAM-HAMMOZ
model resolution of T63. Since the land–sea masks of the
wave height data and the ECHAM-HAMMOZ model were
not identical, we needed to fill in some blank values over the
model ocean grid cells after the interpolation. This was done
by using the average values of the neighbouring grid cells in
the blank grid cells.
The chlorophyll a data needed to calculate the PMOM
mass fraction of sea spray aerosol emissions (Eq. 3) were ob-
tained from satellite retrievals (http://www.globcolour.info).
GlobColour provides two chlorophyll retrievals, CHL1 and
CHL2. The retrieval of the CHL1 data set makes use of
the assumption that variations in ocean colour in open water
are caused by phytoplankton or co-varying substances. Near
the coast, other dissolved substances can cause significant
changes in ocean colour, and the retrieval algorithms used to
provide the CHL2 data set try to take this into account.
We used 8-day-mean 1  ⇥ 1  GlobColour retrievals of
CHL1 and CHL2 data for the years 2005–2010. The data
sets were combined by using the CHL2 data within four
grid boxes of the coast and the CHL1 data elsewhere
(Garver–Siegel–Maritorena (GSM) model; Maritorena and
Siegel, 2005). Due to cloud cover and breaks in satellite ob-
servations, there were still large gaps present in the data set.
These gaps were filled using the Multiple Singular-Spectrum
Analysis (MSSA) toolkit Spectra (Kondrashov and Ghil,
2006). MSSA works by fitting periodic functions to the data.
The maximum period of any of these functions is known as
the window length (in our case, 46 8-day-mean data points,
or 1 year’s worth of data). MSSA includes information from
both spatial and temporal neighbours when fitting a periodic
function to fill the gaps.
A large portion of the winter hemisphere is outside the
satellite field of view. This systematic omission of winter-
time data is a major challenge in providing a chlorophyll data
set suitable for use in a global climate model, as the fitting
algorithms will not capture the low winter-time chlorophyll
values when only provided with high summer-time data. To
remedy this, we first read in the maximum and minimum ob-
served latitude from each 8-day-mean satellite retrieval file.
Outside of this latitude range, the chlorophyll concentration
in a given grid cell (Ci) was then set according to the follow-
ing approximate formula:
Ci = Cb⇥
✓1
2
◆    lati latb4    
, (5)
where Cb is the value in the nearest marine grid cell to the
latitude boundary, lati is the latitude (in degrees) of grid cell
i, and latb is the latitude of the boundary value (either highest
or lowest latitude with a value for chlorophyll concentration).
Due to the extreme seasonal variations in chlorophyll at high
latitudes, this method may still lead to some underestimation
in the summer hemisphere, where polar chlorophyll values
can be extremely high, and some overestimation in the win-
ter hemisphere where chlorophyll would be close to zero (see
Albert et al., 2012, for a discussion of the effect of gap-filling
methods). However, it is still expected to provide more accu-
rate values than simply filling in winter-time values based on
summer observations.
After the temporal gap-filling was done for the chloro-
phyll a data, the remaining gaps, due to either totally miss-
ing data in some grid cells or differences in land–sea masks
between the data and our model, were filled with the same
procedure as described above for the wave height data.
2.4 Observational data for model evaluation
2.4.1 In situ measurements to evaluate aerosol chemical
composition
Continuous marine aerosol physico-chemical measurements
are undertaken at the Mace Head atmospheric research sta-
tion (54 190 N, 9 540W, see Fig. 1), located on the west
coast of Ireland (O’Connor et al., 2008). Aerosol mea-
surements are performed by sampling ambient particles at
10m above ground level through a community air-sampling
duct. The size-resolved non-refractory chemical composi-
tion of submicron aerosol particles is measured with an
Aerodyne High Resolution Time of Flight Aerosol Mass
Spectrometer (HR-ToF-AMS) deployed in standard mode
(DeCarlo et al., 2006). HR-ToF-AMS particulate matter with
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Figure 1. The locations of the three in situ measurement stations,
and ocean masks used for aerosol optical depth calculations.
(vacuum aerodynamic) diameter below 1µm (PM1) sea salt
concentrations were derived following the method described
in Ovadnevaite et al.( 2012). The HR-ToF-AMS was rou-
tinely calibrated according to the methods described by
Jimenez et al. (2003) and Allan et al. (2003). The mea-
surements were performed with a time resolution of 5min
and a vaporizer temperature of ⇠ 650  C. Composition-
dependent collection efficiency was applied for the measure-
ments used here, and ranged from 0.45 to 0.97. Aerosol size
distributions and number concentrations were measured us-
ing a scanning mobility particle sizer (SMPS) system. The
system comprised of a differential mobility analyser (DMA,
TSI model 3071), a condensation particle counter (TSI model
3010), and an aerosol neutralizer (TSI 3077). The aerosol di-
ameter range covered was 3–500 nm. Before their sizes were
measured, the particles were dried to a relative humidity be-
low 40%. For this study we used the Mace Head measure-
ment data covering both marine and continental air masses
to make the results comparable with modelled mean condi-
tions.
Continuous physico-chemical measurements of marine
aerosol are undertaken also at the Amsterdam Island at-
mospheric research station (37 480 S, 77 340 E, see Fig. 1),
located in the southern Indian Ocean sector of the Aus-
tral Ocean. The station is located at 3400 and 5000 km
from the nearest upwind lands (Madagascar and South
Africa, respectively). Throughout most of the year, it ben-
efits from pristine marine conditions, especially during
the summer when high-pressure conditions and low wind
speeds are prevailing. Size-segregated aerosols in four size
ranges (Da < 1 µm; 1µm<Da < 2.5 µm; 2.5µm<Da <
10 µm; Da > 10 µm, where Da =D · (⇢/1000)1/2) is the
aerodynamic diameter) were sampled at about 30ma.s.l. ev-
ery 8 days for the period 2006–2008. Sampling was car-
ried out on preweighed Teflon filters for PM (gravimetry)
and ion composition analyses, and on pre-fired quartz filters
for EC and OC measurements. Aerosol size segregation was
achieved using a four-stage cascade impactor (Dekati Ltd)
running at 30± 1 LPM. A detailed description of the site
characteristics and the chemical analytical protocols used to
determine ion and carbon contents in aerosols is provided by
Sciare et al. (2009). Given the remote character of the site,
no clean-sector strategy was necessary to avoid local con-
taminations. However, a post-sampling data treatment was
applied to the database, discarding all samples associated
with an equivalent black carbon (EBC) value higher than
10 ngCm 3, which effectively excludes all anthropogeni-
cally contaminated samples. To compare the measurements
with the modelled total carbonaceous aerosol mass concen-
trations, the total carbon concentration measurements from
Amsterdam Island were multiplied with 1.8 to account for
compounds other than carbon.
Chemical aerosol composition data from Point Reyes
(Fig. 1) were obtained from the Interagency Monitoring of
Protected Visual Environments (IMPROVE) network. PM2.5,
sulfate, sea salt and organic matter concentrations were used
in this study. Ion chromatography methods from the Nyla-
sorb substrate, extracted ultrasonically in de-ionized water,
are used by the IMPROVE network to analyse inorganic ions,
while organic carbon is analysed from quartz fibre filters. An
average ambient particulate organic compound was assumed
to have a constant fraction of carbon by weight (56%), which
was used to correct the organic carbon mass for other ele-
ments (in addition to carbon) associated with the assumed
organic molecular composition. Therefore, organic matter
(OM) mass concentration is assumed to be OM= 1.8 ·OC
where OC is organic carbon mass concentration. A detailed
IMPROVE monitoring program description is presented by
Malm et al. (2004).
Simulated sea spray aerosol mass concentration values
in Europe were evaluated also by comparing surface-level
model data to measurements of the sodium ion (Na+) con-
centration in total PM2.5 and PM10 values from remote
stations of the European Monitoring and Evaluation Pro-
gramme (EMEP, http://www.emep.int, 2013). Model Na+
values were calculated by assuming that sea spray consists
only of sodium chloride, and the Na+ / SS ratio is therefore
22.99/58.44. We have compared monthly mean values from
both the model and the observations. In cases where a single
model grid box contained more than one station, we aver-
aged the stations’ data. Aerodynamic diameter was used for
the cut-off diameter of PM2.5 and PM10 in the model.
2.4.2 Satellite and sun photometer data for aerosol
optical depth comparison
For the evaluation of the modelled aerosol optical depth
(AOD), i.e. the column-integrated extinction, two indepen-
dent data sets were used: AERONET sun photometer data
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and satellite retrieved AOD. AERONET is a global net-
work of sun photometers (Holben et al., 1998) which di-
rectly measure the solar radiation as well as scattered (dif-
fuse) radiation over a large number of angles. Together this
provides highly accurate information on the aerosol prop-
erties at each site. The AOD is measured with an accuracy
of 0.015 (Eck et al., 1999). In our study we used monthly
mean cloud-screened and quality assured Level 2.0 data
from 17 island and 24 coastal AERONET stations which
have at least 1 month of data in the period 2006–2010,
and which are located below 2000m altitude. The 500 nm
AERONET AODmeasurements were interpolated to 550 nm
using ⌧550 = ⌧500⇥(550/500) ↵ , where ⌧500 and ⌧550 are the
AODs for 500 and 550 nm, respectively. For ↵, we use the
monthly mean Ångström exponent for extinction between
440 and 870 nm (Mielonen et al., 2011).
The second data source used was the AOD retrieved from
the POLDER (POLarization and Directionality of the Earth’s
Reflectances) radiometer onboard the PARASOL (Polariza-
tion and Anisotropy of Reflectances for Atmospheric Science
coupled with Observations from a Lidar) satellite. Launched
in year 2005 as part of the A-train mission (L’Ecuyer and
Jiang, 2010), PARASOL has a sun-synchronized orbit with
1.30 p.m. ascending node.
The POLDER instrument measures the polarized light in
different directions and at different wavebands; the use of
these data in dedicated retrieval algorithms provides the best-
possible information on aerosol (as well as cloud) optical
and physical properties (Deschamps et al., 1994). Compar-
ison of the AOD retrieved over ocean using PARASOL data
with AERONET ground-based measurements (Holben et al.,
1998) has shown a very good correlation (0.91) with a bias
of around 0.03 (Bréon et al., 2011). Validation of the PARA-
SOL AOD using different statistical methods has shown that
PARASOL provides a very high accuracy over ocean and
covers features well (de Leeuw et al., 2013).
Aerosol products retrieved with PARASOL (Tanré et al.,
2011) are provided at an 18.5km⇥ 18.5 km resolution. For
the comparison with model results, PARASOL AOD for
the oceans was remapped to the model resolution of T63
and interpolated from a wavelength of 865 to 550 nm using
monthly mean Ångström exponent from PARASOL.
AOD observations from both AERONET and PARASOL
are retrieved under clear-sky conditions, whereas the mod-
elled AOD is calculated over all time steps. This differ-
ence may cause overestimation of AOD as relative humid-
ity is higher near clouds, which increases water uptake and
thus optical depth of hygroscopic aerosols. In addition, there
is uncertainty in the model–measurements comparison as
aerosol concentrations and cloud fields depend partly on each
other for example through precipitation and wet deposition.
However, large-scale patterns and long-term averages are af-
fected considerably less by this uncertainty than local tran-
sient values.
2.5 Design of the experiments
To test the new source function we set up several model simu-
lations, summarized in Table 3. The control simulation (con-
trol) had no sea spray aerosol emissions at all. Our baseline
run (ossa-ref) simulated the sea spray aerosol flux using the
extended OSSA source function, as described in Sect. 2.2. In
order to separate the respective radiative effects of sea salt
and PMOM, we also made a run using the extended OSSA
source function, but excluding PMOM emissions (simulation
ossa-salt).
Ovadnevaite et al. (2014) estimated that the uncertainty in
the submicron part of their source function is in the range of
55–60%. It is caused by uncertainties in e.g. particle concen-
tration measurements and boundary layer height. Therefore,
to test the sensitivity of our results to these uncertainties, we
assumed the same uncertainty in the whole size range and
set up two sensitivity runs (ossa-lowflux and ossa-highflux)
in which the sea spray aerosol flux from the extended OSSA
source function was multiplied by 0.4 and 1.6, respectively.
When comparing the simulated aerosol fields with in situ
and remote sensing measurements, discrepancies may arise,
not only from uncertainties in the modelled source function,
but also from uncertainties in the modelled removal mecha-
nisms. To test the effect of the removal description, we set up
two additional sensitivity simulations with decreased (ossa-
low-ics) and increased (ossa-high-ics) in-cloud scavenging
coefficients in stratiform clouds (Table 4) but otherwise iden-
tical to the baseline run (ossa-ref). The in-cloud scaveng-
ing coefficient gives the fraction of in-cloud aerosol parti-
cles inside cloud droplets. In the case of precipitation, they
are removed from the atmosphere. The low and high val-
ues of in-cloud scavenging coefficients for the size ranges
of 30–700 nm and 700 nm–10 µm were estimated using mea-
surements by Henning et al. (2004). They measured the scav-
enging coefficients for liquid phase clouds to be about 1 at
the diameter of about 400 nm, and hence we used 0.99 for
the larger size range also in the simulation ossa-low-ics. In-
cloud scavenging is a major removal mechanism for marine
aerosol (Textor et al., 2006) and the modelled aerosol bur-
dens have been shown to be sensitive to in-cloud scaveng-
ing parameterizations in ECHAM-HAMMOZ (Croft et al.,
2010).
For comparison, we also ran the ECHAM-HAMMOZ
model with its default sea spray aerosol source function (see
Sect. 2.2), i.e. using a combination of Gong (2003), Monahan
et al. (1986), and Andreas (1998) source functions without
any PMOM emissions (simulation default-salt).
All simulations were run with a model resolution T63L31,
corresponding to a 1.9  ⇥ 1.9  grid in the horizontal and 31
vertical levels extending to 10 hPa. The model meteorology
was nudged towards the reference state of the ERA-interim
reanalysis data (Dee et al., 2011). Sea surface temperatures
were prescribed from the reanalysis data. The model runs
covered the years 2006–2010 and were preceded by a 5-year
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Table 3. List of simulations.
Simulation name Description
control No sea spray emissions
ossa-ref Baseline extended OSSA source function
ossa-salt Extended OSSA source function without organic component
default-salt Model default source function for sea salt
ossa-lowflux Extended OSSA source function multiplied by 0.4
ossa-highflux Extended OSSA source function multiplied by 1.6
ossa-low-ics Decreased in-cloud scavenging coefficients (see Table 4)
ossa-high-ics Increased in-cloud scavenging coefficients (see Table 4)
Table 4. In-cloud scavenging coefficients for soluble particles in
stratiform clouds used in different runs. Default values are used in
all other runs except in ossa-low-ics and ossa-high-ics. Scavenging
coefficients for insoluble particles were kept at the model default
values in all runs.
Liquid clouds Mixed clouds Ice clouds
Default
30–700 nm 0.85 0.75 0.1
700 nm–10 µm 0.99 0.75 0.1
ossa-low-ics
30–700 nm 0.5 0.65 0.05
700 nm–10 µm 0.99 0.65 0.05
ossa-high-ics
30–700 nm 0.99 0.85 0.15
700 nm–10 µm 0.99 0.85 0.15
spin-up to allow the aerosol system to reach equilibrium.
The first 4 years and 10 months of the spin-up had no sea
spray aerosol emissions. Each simulation then had a final
two-months spin-up period using the appropriate sea spray
aerosol emissions.
3 Evaluation of the extended OSSA source function
3.1 Emissions and burdens
Table 5 summarizes the emissions and burdens of sea salt and
PMOM in the different simulations. The baseline run ossa-
ref produced a global emission of sea salt of 805 Tgyr 1
in the PM10 size range, with the sensitivity simulations us-
ing the extended OSSA source function suggesting a range
of 378–1233 Tgyr 1. These values were approximately an
order of magnitude lower than the 7229 Tgyr 1 yielded by
the default ECHAM-HAMMOZ sea spray aerosol source
function in the default-salt simulation, and on the low side
of previously reported estimates. The AeroCom phase I
models simulated a median global sea salt emission of
6280 Tgyr 1 (mean 16 600 Tgyr 1) (Textor et al., 2006).
More recently, Tsigaridis et al. (2013) compared several sea
spray aerosol source functions within their global model and
obtained a range of global sea salt emissions from 2272 to
12 462Tgyr 1. Grythe et al. (2014) reviewed 21 different
sea salt source functions and calculated annual mean emis-
sions in the range of ⇠ 1830–2.44⇥ 106 Tgyr 1. These data
demonstrate the large uncertainties associated with current
estimates of sea spray aerosol emissions. (Note that only
a fraction of the discrepancy is explained by different model
studies using different upper cut-off sizes for the sea salt
emissions).
The simulated sea salt burden in the current study was also
at the low end of published values, consistent with the low
emissions obtained using the OSSA source function (Ovad-
nevaite et al., 2014). The baseline run ossa-ref gave a bur-
den of 2.9 Tg, and the sensitivity simulations a range of
1.2–4.6 Tg. Of the sea salt burden, 17% was in the size range
of PM1, 42% in PM1–2.5, and 41% in PM2.5–10. Again, these
values were approximately an order of magnitude lower than
those obtained using the default sea spray aerosol flux in
ECHAM-HAMMOZ (12.9 Tg in simulation default-salt) and
also smaller than the AeroCom phase I median burden of
6.37 Tg (mean 7.52 Tg) (Textor et al., 2006). It is interest-
ing to note that the uncertainty due to the in-cloud scaveng-
ing in stratiform clouds had a negligible effect on the sim-
ulated sea salt burden (runs ossa-low-ics and ossa-high-ics).
However, this is in line with a sensitivity study by Andersson
et al. (2014), where the SALSA aerosol model coupled to
the air quality model MATCH was evaluated. In their study,
these authors found that the aerosol size distributions were
fairly insensitive to in-cloud scavenging parameters when us-
ing SALSA.
Our baseline simulation predicted global PMOM emis-
sions of 1.1 Tgyr 1 (sensitivity range 0.5–1.8 Tgyr 1; see
Table 5). This value was well in the range of 0.1–11.9 Tgyr 1
simulated by Gantt et al. (2012), who compared six differ-
ent ways to estimate the organic mass fraction of sea spray
aerosol emissions. It should be noted, however, that the sim-
ulated PMOM emissions are sensitive to the choice of sea
spray aerosol source function, and that the sea salt emissions
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Table 5. Global total sea spray aerosol emissions and burdens in the model runs. Here SS refers to sea salt and PMOM to primary marine
organic matter.
Model run SS emission PMOM emission SS burden PMOM burden
(Tgyr 1) (Tgyr 1) (Tg) (Gg)
ossa-ref 805 1.1 2.9 9.0
ossa-salt 807 0 2.9 0
default-salt 7229 0 12.9 0
ossa-lowflux 378 0.5 1.2 3.5
ossa-highflux 1233 1.8 4.6 14.6
ossa-low-ics 805 1.1 2.9 9.6
ossa-high-ics 806 1.1 2.9 8.8
predicted in Gantt et al. (2012) are even lower than the ones
obtained in this study. The estimated magnitude of submi-
cron PMOM emissions in other previous studies were typ-
ically much higher than we simulated here, in the range
of 2.8–76 Tgyr 1 (Gantt et al., 2011; Vignati et al., 2010;
Mezkhidze et al., 2011; Tsigaridis et al., 2013).
While one reason for the relatively low PMOM emissions
in the current study was the extended OSSA source function,
which gave sea spray aerosol emissions at the lower end of
the published range, it should be noted that most of the pre-
viously published estimates have assumed that the organic
mass fraction in the emitted sea spray aerosol is determined
solely by the chlorophyll a concentration. Gantt et al. (2011)
showed, however, that there is a clear inverse correlation be-
tween the organic mass fraction and the wind speed, as high
winds result in mixing of the organic-enriched surface layer
with below-surface waters. The parameterization used in this
study (Eq. 3) takes this effect into account through the use
of the Rinaldi et al. (2013) parameterization, leading to low
organic fractions in high-wind-speed regions even when the
chlorophyll a concentration is high (⇠ 1mgm 3) (Fig. 2).
Regionally, the reduction of the organic fraction with increas-
ing wind speed was most evident in the Southern Ocean,
where wind speeds are high (on average about 10ms 1) but
the organic fraction was mostly below 2.5% also between
December and February (Fig. 3c). Note that the formation of
PMOM was based on the Rinaldi et al. (2013) parameteriza-
tion which was derived using data from the North Atlantic
but has not been evaluated for other regions due to lack of
representative experimental data. In the simulation ossa-ref,
the global mean organic mass fraction in the dry diameter
range of 30–700 nm of sea spray aerosol emissions was only
about 4%, with values exceeding 20% only along coastlines
(Fig. 3c and d).
As expected, the largest sea salt emissions were seen in
southern mid-latitudes (Figs. 3a and 4a) where the surface-
level wind speeds are consistently high throughout the year.
Another region with high sea salt emissions was the north-
ern mid-latitudes (Fig. 3a), especially in the winter months
(Fig. 4a). However, the emissions in this region showed large
Figure 2. Dependence of organic mass fraction of sea spray emis-
sions (Rinaldi et al., 2013) on the oceanic chlorophyll a concentra-
tion and 10m wind speed.
seasonal variation. Across these latitude bands, the sea salt
fluxes were typically lowest in the summer months (Fig. 4a).
This implies that the seasonal changes in wind speed are
much more important than seasonal changes in sea sur-
face temperature in terms of determining the total sea spray
aerosol flux.
Despite the small organic fraction in emitted sea spray
aerosol in the southern mid-latitudes, some of the highest
marine PMOM emissions in terms of mass were seen in this
region (Figs. 3b and 4c). This was due to the very high to-
tal sea spray aerosol emissions in these high wind speed
regimes. Another prominent source region of PMOMwas the
Northern Hemisphere mid-latitudes, where emissions were
especially high in the autumn months (Fig. 4c). Comparing
Fig. 4a and c, it is evident that the seasonality and zonal pat-
terns of sea salt and PMOM differed quite a lot. PMOM
showed a strong seasonal variation due to the seasonality
of biological activity, especially polewards of ±50  latitude,
while the seasonal variation of the sea salt emissions was
largest in the mid-latitudes and Southern Hemisphere tropics.
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Figure 3. Annual mean emissions (2006–2010) of (a) sea salt aerosol and (b) primary marine organic matter (PMOM) in sea spray aerosol,
(c) the mass fraction (in the dry diameter range of 30–700 nm) of PMOM in sea spray aerosol emissions during December–January–February,
and (d) the mass fraction of PMOM in sea spray aerosol emissions during June–July–August.
Figure 4. Seasonal zonal means of (a) emissions of sea
salt, (b) burden sea salt, (c) emissions of primary marine or-
ganic matter, and (d) burden of primary marine organic mat-
ter. DJF, MAM, JJA, and SON stand for mean over Decem-
ber–January–February, March–April–May, June–July–August, and
September–October–November, respectively.
Furthermore, whereas the contribution of low latitudes to
global sea salt emissions was small, a significant fraction of
PMOM was emitted from these regions, especially in the bo-
real summer months.
It is also worth noting that the simulated sea spray aerosol
emissions (Fig. 4a and c) and burdens (Fig. 4b and d) showed
very different zonal behaviour. For example, while the emis-
sions of both sea salt and PMOM were relatively low at low
latitudes compared to the mid-latitudes, the burdens of both
compounds peaked in the Tropics due to significantly slower
removal in that region and possibly transport of sea spray
from the higher latitudes. The difference in the spatial pat-
terns of sea spray burdens and emissions imply that it is very
difficult to use in situ measurements of sea spray aerosol
mass or remote sensing measurements of AOD to directly
deduce information about the magnitude of local sea spray
emissions.
3.2 Comparison to in situ measurements
We compared the simulated aerosol mass concentrations and
size distributions obtained using the extended OSSA source
function with the high-quality long-term observations avail-
able from one marine (Amsterdam Island) and two coastal
(Mace Head, Point Reyes) sites as described in Sect. 2.4 and
Fig. 1.
The Mace Head station on the west coast of Ireland makes
measurements of the PM1 concentrations of sulfate, sea salt
and organic matter, and of the aerosol size distribution. The
cut-off size of 1 µm in the PM1 measurements was based on
vacuum aerodynamic diameter, i.e.Dva = 0.8 ·D · (⇢/1000),
where D is modelled particle diameter and ⇢ is particle den-
sity. Since the grid cell containing the exact location of the
Mace Head station is defined as “land” in the model, and
thus included continental emissions but not sea spray aerosol
emissions, we used the adjacent grid cell to the west of the
site in our comparison with in situ measurements. This grid
cell is defined as “sea” in the model and showed about 40%
higher sea salt concentrations compared to the grid cell con-
taining the exact Mace Head location.
Figure 5 shows the monthly mean sulfate, sea salt, and
total organic matter (both continental and PMOM) PM1
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Figure 5.Monthly mean PM1 mass concentration of (a) sulfate, (b)
sea salt and (c) organic matter in the in situ measurements at Mace
Head and in the model. The shading around the red line (ossa-ref)
indicates the spread of the model results from the sensitivity simula-
tions. The model PM1 concentration was calculated by integrating
the size distribution up to 1 µm in terms of vacuum aerodynamic
diameter (see text).
concentrations in Mace Head for the years 2009 and 2010.
The sea salt concentration at this site was captured well by
the model with both the extended OSSA source function and
the default sea salt source function in ECHAM-HAMMOZ
(simulations ossa-ref and default-salt, respectively): the mea-
sured sea salt concentration fell within the simulated uncer-
tainty range of the extended OSSA source function (defined
by the sensitivity simulations ossa-highflux, ossa-lowflux,
ossa-high-ics, and ossa-low-ics) in 19 out of 22 months with
measurement data available. However, on average the sim-
ulation ossa-ref tended to underestimate sea salt concentra-
tions slightly (normalized mean bias of  13%, correlation
coefficient of 0.83).
On the other hand, the sulfate and organic matter concen-
trations were underestimated for most of the months during
the comparison period (normalized mean biases of  59 and
 82%, respectively). Whereas the model seemed to have
some skill in predicting the seasonal variation of sulfate,
the same was not true for organic matter (correlation coef-
ficient of 0.17). Note that both the measured and the sim-
ulated sulfate and organic matter concentrations shown in
Fig. 5 also include material emitted from continental sources
(only 15% of the modelled organic matter was PMOM on
2-year average at Mace Head). Therefore, some of the poor
match between the model and observations is likely to have
arisen from uncertainties in continental emissions. Even in
the summer time, when the organic fraction of sea spray
aerosol peaks according to the measurements (e.g. O’Dowd
et al., 2004), 80% of the modelled organic matter concentra-
tion originated from continental sources. Therefore, it seems
Figure 6. Annual mean measured and modelled size distribution at
Mace Head. The modelled values are for the references simulation
ossa-ref (solid line) and the spread is given by the sensitivity simu-
lations (shading).
likely that the parameterization used in the study for pre-
dicting the organic fraction of the sea spray aerosol (Rinaldi
et al., 2013) is unable to capture all the nuances of PMOM
emissions.
Figure 6 shows the observed (solid lines) and modelled
(dashed lines) annual mean size distributions at Mace Head
for years the 2009 and 2010. The model captured the size dis-
tribution reasonably well between 20–200 nm, but underesti-
mated the size distribution below 20 nm and above 200 nm.
The underestimation of the nucleation mode was expected,
since the model included only activation nucleation of sulfu-
ric acid (Kulmala et al., 2006) while previous observations
from Mace Head have suggested that iodine nucleation is
likely to play an important role at this site (O’Dowd et al.,
2002). The underestimation of the large accumulation mode
particles was likely caused mostly by the poor model skill in
simulating the aerosol organic matter content (see Fig. 5c),
although uncertainties in simulating the sulfate and sea salt
aerosol sources may also have contributed to some extent.
Figure 7 depicts the modelled mass concentrations at
Amsterdam Island together with measurements of sodium
ion (Na+) mass concentration in three size classes (PM1,
PM1–2.5, and PM2.5–10), and total carbonaceous aerosol con-
centration for PM1 (using the aerodynamic diameter: Da =
D · (⇢/1000)1/2). Overall, the model somewhat underesti-
mated (normalized mean bias of  52%, correlation co-
efficient of 0.75) sodium ion mass concentration in PM1
(Fig. 7a), but clearly overestimated it in larger sizes (Fig. 7b
and c). However, the extended OSSA source function pro-
vided a clear improvement compared to the default sea
salt source function (simulation default-salt) in all three
size ranges. In the largest size range, PM2.5–10, the nor-
malized mean bias was reduced from 4519% in default-
salt to 899% in ossa-ref. As at Mace Head, the model
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Figure 7. Measured and modelled monthly mean mass concen-
tration of the sodium ion in three different size ranges: (a) PM1,
(b) PM1–2.5, and (c) PM2.5–10, and (d) total carbonaceous aerosol
(in PM1) at Amsterdam Island. The shaded area around the red line
corresponding to ossa-ref represents the uncertainty from the sensi-
tivity runs.
underestimated (normalized mean bias of  68%, correla-
tion coefficient of 0.45) the total carbonaceous aerosol con-
centration (Fig. 7d). The underestimation was largest during
the summer months, when the contribution of PMOM is ex-
pected to be largest. The total carbonaceous aerosol concen-
tration in the model consisted of 72% continental organic
matter, only 21% PMOM, and 8% black carbon. In the sum-
mer time, the modelled monthly mean fraction of PMOM of
total carbonaceous aerosol peaked at 59%. The fraction of
PMOM was significantly less than was predicted by e.g. Vi-
gnati et al. (2010), who calculated that the average primary
marine fraction of organic carbon in the Southern Ocean in
January and July would be more than 90 and 80%, respec-
tively. The large relative contribution of continental emis-
sions to total carbonaceous aerosol in our study was caused
by the low emissions of PMOM, not high continental con-
tribution in absolute terms as total carbonaceous aerosol was
underestimated.
Figure 8 shows the observed and modelled PM2.5 (in terms
of aerodynamic diameter) mass concentrations of sulfate, sea
salt, and total (both continental and PMOM) organic mat-
ter for the years 2006–2010 at Point Reyes, which is lo-
cated on the west coast of the US. Unlike Mace Head, the
location of Point Reyes is defined as “sea” in the model,
so we used the grid cell containing Point Reyes for com-
parisons. The model run with the extended OSSA source
function captured the monthly mean values of observed sea
Figure 8.Measured and modelled monthly mean PM2.5 mass con-
centration of (a) sulfate, (b) sea salt and (c) organic matter at Point
Reyes. The shaded area around the red line corresponding to simu-
lation ossa-ref represents the uncertainty from the sensitivity runs.
salt concentrations well, with 70% of the observed monthly
mean values falling within the modelled uncertainty range
(Fig. 8b). The extended OSSA source function showed also
a clear improvement over the default-salt run, with the nor-
malized mean bias reduced from 50 to  29% (correlation
coefficients were 0.55 in both). The sulfate mass concentra-
tion and its seasonal variability were also reproduced fairly
well by the model (Fig. 8a). The organic carbon mass con-
centration was overestimated (normalized mean bias 212%,
correlation coefficient 0.14) in the model, especially in the
summer months (Fig. 8c). As with the other two stations, the
contribution of PMOM from sea spray aerosol emissions was
very small at Point Reyes (monthly mean fraction of PMOM
of total organic matter was 0.3–8%). Thus, the overestima-
tion of organic matter was caused by continental sources.
Figure 9 shows a comparison between simulated (ossa-ref)
and observed (EMEP) monthly mean values of sodium ion
concentration in PM2.5 and PM10. Figure 9a shows a clear
underestimation (normalized mean bias of  66%) of the
largest observed PM2.5 monthly mean values. There were
no clear seasonal differences present in the observed values,
but simulated winter values were larger than summer values.
There was an even stronger seasonal dependence in PM10
in the model (Fig. 9b). Measured and modelled PM10 val-
ues also agreed better during the summer months (normal-
ized mean bias of 5%), but in the winter the model clearly
overestimated (normalized mean bias of 46%) the sodium
ion concentration. All-year normalized mean bias for PM10
in ossa-ref was 32%. The correlation of PM2.5 was weak
(0.03) but better (0.55) for PM10 in ossa-ref.
Both PM2.5 and PM10 concentrations were overestimated
using the model default sea spray source function (Fig. S1
in the Supplement; normalized mean biases of 38 and 84%,
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Figure 9.Comparison of measured (EMEP stations) and modelled (simulation ossa-ref) monthly mean sodium ion concentration in (a) PM2.5
and (b) PM10 at various sites for the years 2006–2011. Blue circles indicate boreal winter months (October–March) and red crosses indicate
boreal summer months (April–September). The violet line is the linear regression line for all months.
respectively, in default-salt). The correlations of PM2.5 and
PM10 between the model and the measurements were slightly
better in default-salt than in ossa-ref (0.14 and 0.60).
Overall, the extended OSSA source function decreased the
magnitude of normalized mean bias in sea spray aerosol con-
centrations. There was however a small decrease in the corre-
lation coefficients. See Table S1 in the Supplement for more
details on the comparison of results between ossa-ref and
default-salt.
It is difficult to compare simulated values with point mea-
surements, as the model cannot capture the subgrid-scale
variability in aerosol concentrations. All except one of the
measurement stations are located in grid boxes classified as
“land”, meaning that there were no sea spray aerosol emis-
sion sources within the stations’ grid boxes. Some measure-
ment stations are located quite near the coast, but stations
which are further inland can better represent modelled con-
ditions as sea salt concentration gradients (and thus the sen-
sitivity to grid cell selection) were highest near the coasts.
3.3 Comparison to AOD measurements
The modelled AOD values (at a wavelength of 550 nm)
over the oceans were compared with satellite-retrieved AOD
fields (Fig. 10a). It has previously been shown that ECHAM-
HAMMOZ-SALSA using the default sea spray aerosol
source function (corresponding to our simulation default-
salt) tends to overestimate the oceanic AOD derived from
MODIS/MISR in the Tropics and to underestimate at high
latitudes (Bergman et al., 2012). This can be seen also in
Fig. 10c, which shows the annual normalized mean bias
between AOD calculated in the default-salt simulation and
AOD retrieved from PARASOL satellite measurements. On
average, the default-salt simulation predicted an AOD which
is 13% higher over the ocean than PARASOL retrievals.
When the default source function was replaced by
the extended OSSA source function (simulation ossa-ref),
the satellite-retrieved AOD was underestimated over most
oceanic regions (Fig. 10b). As a result, the normalized mean
bias over the oceans was 31%. While the absolute value of
the normalized mean bias to PARASOL was clearly smaller
when using the default sea spray aerosol source function
(13%, Fig. 10c) than the extended OSSA source function
( 31%, Fig. 10b), this was mainly due to the large com-
pensating over- and underestimations in different parts of
the world when using the default source function. Normal-
ized mean errors for ossa-ref and default-salt were 35 and
41%, respectively, showing that overall, the extended OSSA
source function improved the results. The extended OSSA
source function significantly improved the agreement be-
tween model and measurements in the Tropics and mid-
latitudes, although it deteriorated somewhat at high latitudes
(where satellite observations have the least coverage). The
PARASOL values fell within the uncertainty range from
ossa-highflux and ossa-lowflux across 36% of the ocean’s
area (shaded area in Fig. 10b). The model performed espe-
cially well in marine regions from the equator to 45  S, which
represent some of the least polluted oceanic regions in the
world, and are therefore dominated by natural aerosol emis-
sions.
We made a more detailed evaluation of the model-
predicted AOD against PARASOL data over the Southern
Ocean (30–60  S) and in proximity to the three stations dis-
cussed in Sect. 3.2 (see the ocean masks used in Fig. 1).
Over the Southern Ocean, the extended OSSA source func-
tion tended to underestimate the satellite-retrieved AOD even
when the uncertainty range is accounted for (Fig. 11a, com-
pare black line with red line and shading). It is also appar-
ent that the seasonal cycle in AOD was shifted compared
to the measurements: whereas the peak monthly mean val-
ues were observed in the spring months, the model predicted
the highest values in the middle of the summer. However,
compared to the default sea spray aerosol source function in
ECHAM-HAMMOZ (simulation default-salt), the extended
OSSA source function provided some improvement in simu-
lating AOD over this region.
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Figure 10. Comparison of modelled 5-year-mean AOD fields to
5-year-mean satellite-retrieved observations from PARASOL. The
panels show (a) the observed AOD, and the normalized mean bias
(with respect to PARASOL AOD) in the simulations (b) ossa-ref
and (c) default-salt. The shaded area in (b) represents area where
AOD from PARASOL was within the OSSA sensitivity range. The
normalized mean bias ranged spatially between  100 and 138%,
and between  100 and 168% in ossa-ref and in default-salt, re-
spectively.
Around Amsterdam Island, the model captured the magni-
tude and also much of the seasonal variability of the observed
AOD (Fig. 11b). The measured monthly AOD fell within
the simulated uncertainty range (red shading) for all but six
months (out of 60). However, there was a slight decreasing
trend in the measured AOD which the model was unable to
reproduce; as a result, the agreement between the baseline
simulation ossa-ref and the measurement improved towards
the end of the simulated period. Part of the good match be-
tween the modelled and measured AOD in this region is
probably explained by underestimation of small particles and
overestimation of large particles (Fig. 7) compensating the
error of each other. Over this region, the model predicted that
69% of the AOD is from sea spray aerosol (the difference be-
tween the solid red and dashed black lines relative to the solid
red line in Fig. 11b). The default sea spray aerosol source
Figure 11. Satellite-retrieved (PARASOL) and modelled monthly
mean AOD values (a) over the Southern Ocean, (b) around Amster-
dam Island, (c) west of Mace Head and (d) west of Point Reyes (see
Fig. 1).
function in ECHAM-HAMMOZ (default-salt) predicted al-
most twice the observed AOD values (solid blue line).
Around Mace Head and Point Reyes, both of which are
much more heavily influenced by continental emissions than
Amsterdam Island, the modelled AOD values in the ossa-
ref run were clearly lower than the measured ones (Fig. 11b
and c, respectively). At both sites, the model captured some
features of the observed seasonal variation (correlation coef-
ficients of 0.32 and 0.13 for Mace Head and Point Reyes, re-
spectively) but underestimated most of the monthly peak val-
ues in winter/early spring by over 50% or by absolute AOD
value 0.1. It is worth noting that at both of these sites, the
default-salt run gave a much better match with the measure-
ments than ossa-ref. However, our comparison with in situ
mass concentrations (Fig. 5) suggests that the underestima-
tion of AOD in ossa-ref at Mace Head may be due to poor
model performance in predicting the PMOM rather than the
sea salt emissions.
We also compared the modelled monthly mean AOD to
AERONET measurements (500 nm interpolated to 550 nm)
at 17 island and 24 coastal stations (Fig. 12). The model
showed reasonably good skill in all seasons, with correlation
coefficients of 0.80, 0.83, 0.66, and 0.70 for boreal winter,
spring, summer, and autumn months respectively. The nor-
malized mean biases (normalized mean errors) for the sea-
sons were 15% (42%),  29% (40%),  24% (40%), and
 12% (36%) for boreal winter, spring, summer, and autumn
months, respectively. The simulation default-salt had slightly
larger normalized mean biases than ossa-ref ( 16% vs. 8%
for coastal stations and 19% vs.  16% for island stations.
All-year correlation was slightly higher in default-salt than
in ossa-ref for coastal stations (0.91 vs. 0.83) and slightly
lower for island stations (0.67 vs. 0.74). See Table S1 for
more details.
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4 Radiative effects of sea spray aerosol particles
The radiative effects of sea spray aerosol particles were
estimated from the difference between all-sky top-of-
atmosphere net total radiation in each of the sea spray simu-
lations and in the control run. This method yields an effective
radiative forcing (ERF) (also known as radiative flux pertur-
bation) which includes both direct and indirect effects (Hay-
wood et al., 2009). The all-sky direct radiative effect (direct
component of ERF) of sea spray aerosol particles was calcu-
lated as follows: first, the radiation routine during each time
step was called with and without aerosol. The difference in
total net radiation between these calls was taken as the total
(including all aerosols) aerosol direct effect of a given model
run. Then, the direct radiative effect of sea spray aerosol par-
ticles was calculated from the difference in total aerosol di-
rect effect between a sea spray simulation and the control
run. The total indirect effect (indirect component of ERF) of
sea spray aerosol particles was calculated by subtracting the
direct radiative effect from the ERF (semi-direct effect of sea
spray aerosol is negligible due to low absorption).
Table 6 summarizes the simulated global mean radiative
effects of sea spray aerosol particles in the different runs.
All our simulations predicted a negative ERF due to sea
spray aerosol particles (i.e. total cooling effect); however, the
runs using the extended OSSA source function showed much
lower values ( 0.20Wm 2 in the baseline run ossa-ref, with
a sensitivity range from  0.10 to  0.37Wm 2) than the
run using the default sea spray aerosol source function in
ECHAM-HAMMOZ ( 0.64Wm 2 in simulation default-
salt). Furthermore, our baseline simulation ossa-ref gave
a direct all-sky radiative effect of  0.50Wm 2 (sensitivity
range from 0.21 to 0.77Wm 2) (Table 6). This is in good
agreement with previously published estimates: for example,
Reddy et al. (2005) obtained a direct sea spray aerosol radia-
tive effect of  0.3Wm 2, whereas Ma et al. (2008) predict
an all-sky value of  0.6Wm 2. The direct all-sky radiative
effect in our run default-salt was  1.17Wm 2, the absolute
value of which is clearly larger than many previously pub-
lished estimates. On the other hand, the global mean clear-
sky direct effect in ossa-ref was  0.84Wm 2, which is also
in the range of estimates from previous studies. It is, for ex-
ample, higher (in magnitude) than  0.44Wm 2 calculated
by Rap et al. (2013), but lower than  1.5Wm 2 calculated
by Ayash et al. (2008).
Rather surprisingly, our simulations predicted a posi-
tive total indirect effect (i.e. warming effect due to in-
teractions with clouds) for sea spray aerosol. The base-
line run gave a value of 0.30Wm 2 (sensitivity range
0.11–0.40Wm 2), which was lower than in the run using the
ECHAM-HAMMOZ default sea spray aerosol source func-
tion (0.53Wm 2 in default-salt). Our results contrast with
several previous global modelling studies, which have ob-
tained a negative total indirect radiative effect for sea spray
aerosol particles, such as the value of  2.9Wm 2 from the
Figure 12. Comparison of observed (AERONET) and modelled
(ossa-ref) monthly mean AOD in (a) December–January–February
(DJF), (b) March–April–May (MAM), (c) June–July–August JJA)
and (d) September–October–November (SON). The comparison in-
cludes the AERONET island and coastal stations which had data
available in the years 2006–2010. The solid black line is the linear
regrssion line for all stations.
Table 6. Global mean radiative effects (5-year means) in the model
runs. ERF stands for effective radiative forcing.
Model run ERF Direct effect Indirect effect
(Wm 2) (Wm 2) (Wm 2)
ossa-ref  0.20  0.50 0.30
ossa-salt  0.15  0.53 0.37
default-salt  0.64  1.17 0.53
ossa-lowflux  0.10  0.21 0.11
ossa-highflux  0.37  0.77 0.40
study of Ma et al. (2008). The positive indirect effect was
most evident in the Southern Ocean (Fig. 13c). In the same
region, there was a clear decrease in the cloud droplet number
concentration (CDNC) burden between runs ossa-ref and ctrl
(Fig. 14a). This suggests two likely reasons for the positive
indirect effect in our simulations. First, large sea salt parti-
cles take up so much water that they decrease the maximum
supersaturation and thus prevent smaller particles from acti-
vating (Ghan et al., 1998; O’Dowd et al., 1999a, b; Gong and
Barrie, 2003; Korhonen et al., 2010). Second, sea salt parti-
cles also act as a condensation sink for sulfuric acid, which
reduces nucleation and the condensation of sulfuric acid onto
nucleation mode and other sub-CCN particles (Gong and
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Figure 13. Radiative effects (5-year means) of sea spray aerosol
in simulation ossa-ref. (a) Effective radiative forcing (total effect),
(b) direct effect, (c) indirect effect.
Barrie, 2003; Korhonen et al., 2010). The effect of these two
mechanisms on the positive indirect effect is supported by the
fact that there were clearly fewer particles in the model size
bins below 145 nm in ossa-ref than in ctrl (Fig. 15a). While
slightly more large sea spray particles (dry diameter above
145 nm) activated in ossa-ref compared to ctrl, the lower
number of activated small particles (below 145 nm) meant
that the total CDNC was lower in ossa-ref (Fig. 15b). The to-
tal number of soluble particles with dry diameter larger than
30 nm was 7% lower in ossa-ref than in ctrl in the lowest five
model levels (up to about 1 km) above the ocean. Together,
these effects mean that sea spray aerosol emissions may not
increase the cloud droplet concentration in the marine atmo-
sphere, even if they increase the emissions of primary CCN.
These results are consistent with those of O’Dowd
et al. (1999b) who illustrated that the addition of more
CCN could reduce rather than increase the CDNC if the
CCN properties differed from those of the existing pop-
ulation as in the case of adding sea salt CCN to an ex-
isting sulfate CCN population. O’Dowd et al. (1999b) re-
ported also that sea salt can increase CDNC in very clean
air with low sulfate concentration, but we did not find this
effect by analysing the annual mean data from the simula-
tion ossa-ref. Even though the mean sulfate concentration
in the accumulation mode (0.1µm<Ddry < 1 µm) over the
Southern Ocean (⇠ 70 cm 3) was less than half the switch-
over point for decreased CDNC (⇠ 150 cm 3) estimated by
O’Dowd et al. (1999b), the high modelled updraft velocities
(> 1ms 1) resulted in decreased CDNC also in the South-
ern Ocean. This result differs from simulations by Ghan
et al. (1998) who predicted that low-sulfate and high-updraft-
velocity conditions would lead to increased CDNC with sea
salt. The difference in results between our study and that of
Ghan et al. (1998) may be a result of differences in sea salt
or sulfate size distribution as the activation parameterization
used by Ghan et al. (1998) (Abdul-Razzak et al., 1998) was
very similar to that in this study (Abdul-Razzak and Ghan,
2002).
According to our simulations, PMOM decreased the mag-
nitude of both the direct and indirect radiative effects of sea
spray aerosol (Table 6, runs ossa-ref and ossa-salt). As de-
scribed in Sect. 2.2, PMOM had a very low hygroscopicity
in subsaturated conditions, and its cloud activation efficiency
was high, but lower than that of sea salt. Although the hygro-
scopicity of PMOM was lower than that of sea salt, CDNC
burden was higher in ossa-ref than in ossa-salt, which had no
organic enrichment of sea spray aerosol emissions (Fig. 14b),
and the positive indirect effect was 0.07Wm 2 lower (Ta-
ble 6). The most likely reason for this result is that the low hy-
groscopicity of PMOM decreases the water uptake and thus
size of sea spray particles, which in turn decreases the con-
densation sink of sulfate and enhances nucleation and con-
densation of sulfate on smaller particles. This was reflected in
slightly higher (1–3% on average over the Southern Ocean)
number concentrations, sulfate mass, and activated number
of particles with dry diameter smaller than 145 nm. As also
the liquid water path over the oceans was slightly higher in
ossa-ref than in ossa-salt, other processes in addition to the
difference in the sulfate condensation sink probably affect
the negative indirect effect of PMOM.
On the other hand, the global mean direct effect of PMOM
was 0.03Wm 2 (Table 6, calculated as the difference be-
tween ossa-ref and ossa-salt). This slight warming effect
from PMOM is due to their lower water uptake compared
to sea salt, part of which it is replacing in the ossa-ref simu-
lation compared to ossa-salt. The refractive index of PMOM
was similar to that of sea salt at 550 nm (1.48+ 10 9 i vs.
1.49+ 10 6 i), so the difference in optical properties has no
role in the difference in direct radiative effect.
5 Summary and conclusions
We have used a global aerosol–climate model ECHAM-
HAMMOZ with the microphysics module SALSA to
evaluate a new sea spray aerosol source function, which en-
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Figure 14. Relative difference in 5-year-mean cloud droplet number burden between (a) ossa-ref and ctrl (range from 78 to 150%) and (b)
ossa-ref and ossa-salt (range from  66 to 102%).
Figure 15. Five-year mean size distribution over the Southern
Ocean in the five lowest model levels (about up to 1 km) (a) of
all aerosol particles, and (b) of particles activated to cloud droplets.
The size-resolved number of activated cloud droplets was diagnosed
also for cloud-free time steps and may thus differ from the distribu-
tion diagnosed for only cloudy time steps. The diameter refers to
dry size in both panels.
capsulates wave state (Ovadnevaite et al., 2014) with the or-
ganic fraction parameterized following Rinaldi et al. (2013),
against both in situ and satellite measurements. We used the
model to predict the direct and indirect radiative effect of sea
spray aerosol particles consisting of both sea salt and primary
marine organic matter (PMOM).
The model with the new parameterization predicted global
annual mean emissions of sea salt to be 805 Tgyr 1 (with
a sensitivity range of 378–1233 Tgyr 1) and emissions
of PMOM to be 1.1 Tgyr 1 (with a sensitivity range of
0.5–1.8 Tgyr 1), both of which are considerably lower than
the typical range given in previous studies. However, our
simulations agreed reasonably well with long-term in situ
measurements at three marine or coastal sites, showing a low
bias of  13% at Mace Head and  29% at Point Reyes
for PM2.5 sea salt concentration, and a high bias of 899%
for PM2.5–10 sodium ion concentration at Amsterdam Island.
This suggests that at least the upper range of previous esti-
mates of global sea spray aerosol emissions is likely to be un-
realistic. The model underpredicted PMOM, especially dur-
ing the summer months. This was probably due to both the
low magnitude of the total sea spray aerosol flux and the fact
that the Rinaldi et al. (2013) parameterization takes into ac-
count mixing of organic-rich and organic-poor layers of the
ocean at high wind speeds, and thus predicts a lower mass
fraction of PMOM in sea spray aerosol particles compared
to previous studies.
Overall, the model with the extended OSSA source func-
tion underestimated AOD compared to the values retrieved
using satellite data (PARASOL). However, agreement be-
tween measured and modelled values clearly improved in
the Tropics and mid-latitudes compared to the default sea
spray aerosol source function. The annual mean AOD re-
trieved from the PARASOL satellite was within the uncer-
tainty limits of the new sea spray aerosol source function
(evaluated by two sensitivity simulations with high and low
estimates of the source function) across 36% of the oceans.
The contributions from other major aerosol sources such
as dust and anthropogenic emissions were likely causing
part of the disagreement between the AOD estimate from
PARASOL and ECHAM-HAMMOZ in some oceanic re-
gions. In the region between the equator and 45  S, which
contains some of the more pristine oceanic regions, the an-
nual mean AOD from PARASOL was within the sensitiv-
ity range in 60% of the area. When looking at individual
monthly means, the PARASOL-retrieved AOD fell outside
the modelled uncertainty range most often in model grid cells
with low Reynolds number (i.e. low wind speed or small sig-
nificant wave height). This indicates that some fine-tuning
may be needed for the threshold Reynolds numbers for dif-
ferent modes of the new sea spray aerosol source function.
When compared against AOD from sun photometer measure-
ments at several island and coastal stations of the AERONET
network, the modelled monthly mean AOD performed well
with correlation coefficients ranging from 0.66 to 0.83 in dif-
ferent seasons.
In contrast to several previous studies (e.g. Ayash et al.,
2008; Ma et al., 2008), the model predicted that sea spray
aerosol emissions had a positive indirect effect (global
mean of 0.30Wm 2). Although primary CCN emissions in-
creased, the additional surface area provided by the large sea
salt particles prevented both sulfuric acid and water from
condensing onto smaller particles, and thus decreased the to-
tal number of CCN and the CDNC. Our results agreed well
with other global simulations where competition effects were
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taken into account (Gong and Barrie, 2003; Korhonen et al.,
2010). Despite the positive indirect effect, the total radiative
effect of sea spray aerosol emissions was negative due to
a negative direct effect (global mean of  0.50Wm 2) more
than compensating for the positive indirect effect.
The simulated organic fraction in sea spray aerosol was
small (0.1% in PM10, and 4% in particles smaller than
700 nm in dry diameter), which was reflected in the mi-
nor radiative effects PMOM. Averaged over the year, the
PMOM had a small cooling indirect effect (global mean of
 0.07Wm 2) most likely due to the low water uptake of
PMOM in subsaturated conditions that decreased the con-
densation sink of sulfate and thus increased the number of
small particles. On the other hand, the low water uptake of
PMOM led to a positive direct effect of PMOM (global mean
of 0.03Wm 2).
Overall, our study shows that even if total global emis-
sions of PMOM are lower than several previous studies pre-
dict, they can still have effects on the global radiative budget.
However, there are still large uncertainties in estimating the
physical, chemical and optical properties of PMOM, and the
uncertainty is naturally even larger when modelling its cli-
mate effects on a global scale.
The Supplement related to this article is available online
at doi:10.5194/acp-14-11731-2014-supplement.
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Abstract Amines have recently been found to be an important ingredient in the nucleation and initial
growth of atmospheric aerosols; however, global estimates of the spatial and temporal extent of
amine-enhanced nucleation are currently missing. We utilize two recently published laboratory data
sets of amine-sulfuric acid nucleation to evaluate the accuracy of previously published nucleation
parameterizations and to produce a new amine-enhanced new particle formation (NPF) parameterization
that better reproduces the laboratory observations at atmospherically relevant sulfuric acid concentrations.
We implement and compare the amine-enhanced NPF parameterizations and a kinetic nucleation
parameterization within the global aerosol-climate model ECHAM-HAMMOZ and find that the spatial
features of amine-enhanced and kinetic NPF are clearly different. Amine-enhanced NPF is limited to
areas near the source regions of amine due to its short gas phase residence time of 6.9 h, whereas kinetic
nucleation (which depends only on sulfuric acid concentration) produces particles more uniformly across
the globe due to long-range transport of SO2. The notably stronger land-sea contrast in amine-enhanced
nucleation simulations is in line with relatively rare atmospheric observations of NPF over open oceans.
However, when the uptake of gas phase amine molecules to aerosol particles is limited according
to previously published estimates (0.2% of collisions leading to uptake), the amine-enhanced NPF
parameterization predicts in some regions unrealistically high NPF rates (∼1000 cm−3 s−1) compared to
typical observations. Our results indicate that amine-enhanced nucleation may be an important particle
formation mechanism near amine source regions but also highlights the need for more tightly defined
constraints on the spatial and temporal distribution of amine emissions, gas-to-particle partitioning
mechanisms of amines, and condensation and coagulation sinks in global models.
1. Introduction
Atmospheric aerosols influence the global climate by acting as cloud condensation nuclei (CCN) as well as
by interacting with radiation through absorption or scattering. Alongside the primary emissions of aerosols,
a significant contribution to CCN comes from secondary aerosols that are formed throughgas-to-particle con-
version [Spracklen et al., 2008]. Sulfuric acid is considered to be the main precursor of new particle formation
(NPF), i.e., nucleation from vapors and growth of newly formed clusters [Sihto et al., 2006; Riipinen et al., 2007;
Sipilä et al., 2010]. However, details of other participating chemical compounds are largely unknown. This
lack of understanding limits the development of NPF parameterizations that are able to account for temporal
and spatial characteristics of aerosol formation and growth as well as subsequent impacts on climate.
Recently, for example, organic and alkaline molecules have been suggested to participate in nucleation, and
especially the role of amines in newparticle formation has attracted increasing attention involving laboratory
[Barsanti et al., 2009;Huang et al., 2009; Berndt et al., 2010; Erupe et al., 2011; Kirkby et al., 2011; Chen et al., 2012;
Almeida et al., 2013; Jen et al., 2014;Glasoe et al., 2015] and ambientmeasurements [Sellegri et al., 2005;Murphy
et al., 2007; Malloy et al., 2009; Smith et al., 2010; Hanson et al., 2011; Kulmala et al., 2013] as well as quantum
mechanical [Kurtén and Vehkamäki, 2008; Kurtén et al., 2008; Loukonen et al., 2010;McGrath et al., 2012;Ortega
et al., 2012; Olenius et al., 2013] and other modeling studies [Myriokefalitakis et al., 2010; Paasonen et al., 2012;
Yli-Juuti et al., 2013; Yu and Luo, 2014]. The experimental observations by Almeida et al. [2013] showed that
the enhancement of NPF by dimethylamine can be 1000-fold stronger than by ammonia. Such a significant
effect onNPF implies that amines can have an important role in the formation of nanoparticles in the ambient
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atmosphere, even though emissions of amines to the atmosphere are low compared to ammonia [Schadeand
Crutzen, 1995; Ge et al., 2011].
Amines are suggested to enhance nucleation by binding with sulfuric acid and forming stabilized cluster
embryos. Even low (below 10 parts per trillion by volume) concentrations of amines will enhance nucleation
rates by asmuch as 6 orders ofmagnitude compared to caseswith binary homogeneous nucleation of sulfuric
acid and water [Almeida et al., 2013; Glasoe et al., 2015]. In the atmospheric boundary layer, the observed NPF
follows the diurnal cycle of sulfuric acid although other substances such as organics mediate the process.
The complex chemistry of the particle formation process is not fully known, and NPF is often parameterized
as a function of sulfuric acid alone. Therefore, one can also expect amine-enhanced nucleation mechanism
to show other features distinct from sulfuric acid-driven nucleation: First, sulfuric acid and amines may have
different diurnal cycles, because the hydroxyl radical (OH) is required to produce sulfuric acidwhile it destroys
amines. Second, while amines and sulfuric acid precursors (SO2) have some sources in common (e.g., industry
and biomass burning), a major source for amines is animal husbandry [Ge et al., 2011]. It is therefore likely
that the geographical distributions of sulfuric acid-driven and amine-enhanced nucleation mechanisms
are different.
So far, only two global modeling studies have included amines in their aerosol description [Myriokefalitakis
etal., 2010;YuandLuo, 2014], andneither of themhas explored the effect of amines onNPF.Herewefirst utilize
results from two independent previously published laboratory experiments to obtain a newparameterization
for the amine-enhancedNPF rate. We then compare this parameterization to published amine particle forma-
tion parameterizations as well as to an empirical sulfuric acid-driven parameterization and evaluate the qual-
itative differences between the sulfuric acid-driven and amine-enhanced nucleation. We simulate the cycling
(emission, oxidation, deposition, nucleation, and particle uptake) of amines using a global aerosol-climate
model and, for the first time, study the global behavior of amine-enhanced nucleation. While our simula-
tions reveal new information on the spatial and temporal features of amine-enhanced nucleation, it should
be noted that current understanding of the emissions and gas-to-particle partitioning of amines is still fairly
limited, and therefore, the simulated formation rates from the amine-enhanced mechanism should be taken
only as an order-of-magnitude estimate.
2. Model Description
2.1. ECHAM-HAMMOZ
To study the role of amines in theglobal atmosphere,weemploy the aerosol-climatemodel ECHAM-HAMMOZ
(ECHAM5.5-HAM-SALSA) [Stier et al., 2005; Zhang et al., 2012; Bergman et al., 2012]. The atmospheric compo-
nent of themodel is ECHAM5 [Roeckner et al., 2003, 2004], which is a fifth generation general circulationmodel
developed at the Max Planck Institute for Meteorology. The aerosol processes in ECHAM5.5-HAM-SALSA are
calculated using the aerosol module HAM, which describes aerosol emissions, transport, removal, chemistry,
and radiative properties [Stier et al., 2005]. In our model setup, HAM uses the sectional aerosol microphysical
model SALSA [Kokkola et al., 2008; Bergman et al., 2012], which simulates the microphysical processes for an
aerosol population with a 20-bin sectional structure with particle diameters ranging from 3 nm to 10 μm. For
the gaseous and particulate anthropogenic emissions we use the ACCMIP-MACCity emission inventories for
year 2008 [Lamarque et al., 2010; Granier et al., 2011].
The model’s horizontal resolution is T63 (1.9∘ × 1.9∘ on a Gaussian grid or roughly 210 km). Its vertical
resolution has 31 layers, which extend from the surface to 10 hPa (approximately 30 km).
2.2. Treatment of Amines in ECHAM5.5-HAM-SALSA
A wide variety of amines can be found in the atmosphere with currently 154 species identified. Although
they have acid-neutralizing capacity, the chemical reaction pathways are still poorly known. Most common
identified amines have a low carbon number and can be grouped as, e.g., ethylamines or methylamines
[Ge et al., 2011]. Previous studies have indicated that dimethylamine (DMA) and trimethylamine (TMA) are
the most efficient amine compounds in terms of enhancing NPF [Jen et al., 2014] and that the formation
rates in experiments with sulfuric acid and either one of these two amine compounds are closely comparable
[Glasoe et al., 2015]. Because of this, and because speciated estimates of spatial distribution of global amine
emissions are currently not available, we decided to simplify the treatment of amines by adding only one sin-
gle (unified) alkylamine species to the gas phase (RxNHy). Since trimethylamine (TMA) is the most abundant
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amine species in the atmosphere [Ge et al., 2011], we assume the modeled species to have the physical and
chemical properties of TMA. Considering that most of the other abundant amines have smaller molecular
masses, this approximationmay cause a small overestimation of the total aminemass. However, as all amines
carry only one nitrogen atom and emissions are reported in terms of nitrogen mass, the total molecular con-
centration and nitrogen mass will be conserved. It has to be noted that as research has mainly focused on
methylamines and ethylamines, we cannot exclude that higher mass diamines could also play a role in new
particle formation.
2.2.1. Amine Emissions
At present, observational data for amines are very limited, making it difficult to determine global amine emis-
sions with high certainty. Global amine emissions have been estimated to a total of 285 ± 87 Gg(N) per year
[Schade and Crutzen, 1995; Ge et al., 2011], of which 205 Gg(N) (72%) are of terrestrial origin, and 80 Gg(N)
(28%) are from oceanic sources.
Measurements of terrestrial amine emissions are very sparse, but as shown by Kuhn et al. [2011], amine emis-
sions areusually colocatedwith ammonia emissions. As afirst-order approximation,SchadeandCrutzen [1995]
extrapolated the global amine emissions produced through animal husbandry from the European ammonia
emissions described by Asman [1992] and statistics from the Food and Agriculture Organization of the UN,
1988, based on the amine-to-ammonia emissions ratio observed at a farm near Mainz, Germany. In our sim-
ulations we use the same approach to estimate global terrestrial total methylamine emissions (including
both animal husbandry and biomass burning) using the EDGAR ammonia emissions [Janssens-Maenhout
et al., 2012] and the amine-to-ammonia ratio of 0.0057 kg(amine(N))/kg(ammonia(N)) from Ge et al. [2011].
Both previous global-scale studies of amine-aerosol interactions [Myriokefalitakis et al., 2010; YuandLuo, 2014]
have used a very similar approach in estimating the spatially resolved fields of amine emissions. Because
significant fraction of ammonia is released by agricultural fertilizers and not by animals, the direct calculation
of amine emissions based on ammonia can skew the spatial extent of the amine emission. This is true espe-
cially in agricultural regions with mainly cultivated land instead of grazing animals. However, more detailed
amine data sets are currently not available and constructing them by animal herding data is out of the scope
of this study.
The diurnal evolution of amine emissions is largely unknown due to a limited amount of research on the
emissions of amines. There are no temporally continuous observations available and only the study by
Sintermann et al. [2014] reports amine emissions for five consecutive days at a farm, where the emissions
showednodiurnal cycle. Despite this finding, observations of gasphase amine concentrations at several other
locations show a diurnal peak during midday [Hanson et al., 2011; Freshour et al., 2014]. Our preliminary sim-
ulations with constant amine emissions throughout the day were unable to reproduce this observed diurnal
concentration peak (not shown), which is most probably due to the assumption of constant emissions but
can also in part be caused by the coarse resolution of the model. Therefore, we have implemented diurnally
varying emissions into ourmodel, where 90% of daily amine emissions are emitted between 6 A.M. and 6 P.M.
and 10% during the night, and the emission strength between 6 A.M. and 6 P.M. follows a sinusoidal function
Ediurnal =
{(
0.2 + 1.6
(
1.00 + sin
(
2휋(t−0.25⋅43200s)
43200s
)))
Eave, 6 A.M. to 6 P.M.
0.2 Eave, 6 P.M. to 6 A.M.
(1)
where t is the time after 6 A.M. in seconds and Eave is the daily average emission in kg(RxNHy) s
−1.
Since marine plants, animals, and bacteria contain trimethylamine-N-oxide which metabolizes to methy-
lamines [Yancey and Somero, 1979; King, 1988], the observed amine concentration in oceanic surface water is
higher during high biological activity [Facchini et al., 2008; Müller et al., 2009]. In our simulations we assume
that the chlorophyll a (Chl a) concentration detected by the Sea-viewingWide Field-of-view Sensor (SeaWIFS)
[Zhang et al., 2006; O’Reilly et al., 2000a, 2000b] can be used as a proxy for biological activity and there-
fore as a proxy for oceanic amine emissions. From the detected surface water Chl a concentrations and the
modeled 10 m wind speed, we calculate the oceanic amine emission rates using the air-to-sea gas transfer
parameterization by Nightingale et al. [2000], which is then scaled to produce an annual oceanic emission
of approximately 364 Gg(RxNHy) (80 Gg(N)) to conform with the values reported by Ge et al. [2011]. In our
simulations, all amines are emitted solely to the gas phase.
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Figure 1. Global map of annual mean emissions of amines used in this study. White indicates areas with amine
emissions lower than 0.001 kg km−2 yr−1.
Our modeled global coverage of annual mean amine emissions for both terrestrial and marine emissions is
shown in Figure 1. Themodeled total global annual emission of amine is 1377Gg(RxNHy) yr
−1 (326Gg(N) yr−1),
which is slightly higher than the value reported by Ge et al. [2011] (285 Gg(N) yr−1) but still well within their
limits of uncertainty. The modeled terrestrial amine emissions are 993 Gg(RxNHy) yr
−1, with regional maxima
in the Midwestern United States, Europe, Asia, Sub-Saharan Africa, and Brazil due to high levels of activity in
animal husbandry. The modeled oceanic amine emissions are 385 Gg(RxNHy) yr
−1 with much more amines
beingemittedathigh latitudes than in theTropics.However, as theemissionsoveroceans aremuch lower than
those over land, it is to be expected that amine-enhanced nucleation is less important over oceans than over
land.Note that amine emission strengths varywidely in the literature.Myriokefalitakis etal. [2010], for instance,
used 800 Gg(N) per year (3.4 Tg(RxNHy) yr
−1) from oceanic sources alone, which is roughly 10 times the value
reported here or by Ge et al. [2011], while Yu and Luo [2014] used a similar approach as here (separated by
species 96.2, 38.3, and 196.0 Gg(N) per year for MMA, DMA, and TMA, respectively), totaling 330.5 Gg(N) per
year (equivalent to 1390 Gg(RxNHy) yr
−1).
2.2.2. Removal of Gas Phase Amines by Wet Deposition and Chemical Reactions
Amines are removed from the atmosphere through three distinct processes: wet deposition, gas phase
chemical reactions, and gas-to-particle partitioning (condensation, see section 2.3). These processes are all
potentially important for our simulations, as they directly influence the ambient amine concentration and
consequently the amine-enhanced formation rates.
Regarding the gas phase chemical loss, the most common reactants of amines are OH, O3, and NO3 [Seinfeld
and Pandis, 2006; Silva et al., 2008;Malloy et al., 2009]. The chemical reaction between TMA and OH proceeds
with reaction rate constant k = 6.09 × 10−11 molecule−1 cm3s−1 [Atkinson et al., 1977]. Under lower tropos-
phere conditions ([OH] ≃ 1 ×106 molecule cm−3), this rate constant translates to an amine half-life of 4.6 h.
The reaction rate constants for O3 and NO3 (7.8 × 10−18 molecule−1 cm3 s−1 [Tuazon et al., 1994] and
4.4 × 10−16 molecule−1 cm3 s−1 [Silva et al., 2008], respectively) are very low and hence negligible compared
to OH. We thus include amine-OH loss reactions explicitly in our simulations but do not track the reaction
products.
Gas phase amine can enter the aqueous phase and subsequently be removed from the atmosphere by precip-
itation.Weassume that amine enters clouddroplets according toHenry’s law, using theHenry’s law coefficient
for TMA of 9.6 M atm−1 [Sander, 2015]. However, as this coefficient is comparably low and thus less than 1%
of amines partition to the aqueous phase, wet deposition will have only aminor effect. It has to be noted that
we do not take into account the effect of pH of the droplets on the uptake, which could affect the uptake of
amines significantly.
2.3. Gas-to-Particle Partitioning of Amines
The partitioning of gas phase amines to the particle phase is complex due to the large number of chemi-
cal species and reactions involved. Several studies [Ge et al., 2011] have suggested that amines produce SOA
by dissolving directly into acidic particles in high RH [Sellegri et al., 2005; Rehbein et al., 2011] and subse-
quently reacting with acidic compounds within the particles and producing salts [e.g., Spencer et al., 2007;
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Facchini et al., 2008; Smith et al., 2010;Williams et al., 2010]. With a plethora of research related to how amines
partition to the particulate phase through different mechanisms, such as the oxidation of amine precursors
[Silva et al., 2008;Malloy et al., 2009], amide products [Zahardis et al., 2008], ozonolysis of amines [Erupe et al.,
2010], and acid-base reactions [Spencer et al., 2007; Facchini et al., 2008; Sorooshian et al., 2009;Williams et al.,
2010; Smith et al., 2010], the pathway of amines to particles remains an open question. In this study, the most
important aspect of gas-to-particle partitioning of amine is its limiting effect on amine-enhanced nucleation
through removal of gas phase amine.
As the inclusion of all mentioned pathways is not computationally feasible, and it is also unclear which are
the dominant ones, we approximate the uptake of amines into particles by direct condensation with a satu-
ration vapor pressure set to zero. The partitioning of amines is assumed to be a nonequilibrium process, and
thus, condensation equations are solved using the analytical predictor of condensation method [Jacobson,
2005]. We do not use an actual thermodynamical model for gas-to-particle partitioning of amines but instead
assumeamines tobeentirely nonvolatile, as explainedearlier in this section.While this approximation is in line
with earlier studieswhich suggest that thebase stabilizationmechanismof acid-aminepairs in the condensed
phase makes amines extremely low volatile [Almeida et al., 2013], it is probable that allowing all collisions to
lead to particle uptake would overestimate amine condensation. For example, Wang et al. [2010] found the
uptake coefficient of amines to be in the range 2.0–4.4 ×10−2, while Qiu and Zhang [2013] found the uptake
coefficient to be in the range 2.3 × 10−4 to 6.0 × 10−3. In accordance with their findings, we use an approxi-
mation that only 0.2% of gas phase amines’ molecular collisions with particles cause an uptake onto particle
surface similarly to Yu and Luo [2014]. On a global average themaximum amine-to-sulfuric acid ratio is 0.41 at
the surface, ensuring that the particles remain susceptible for amine uptake.
In ECHAM-HAM-SALSA, the condensation onto particles is calculated in different ways for different particle
size ranges. The lower limit of the size distribution in SALSA is 3 nm in diameter while the size of nucleating
amine clusters is assumed tobe approximately 1.7 nm following theobservations inAlmeidaetal. [2013]. Thus,
to bridge this gap from particle formation sizes to 3 nm particles, we use the Kerminen and Kulmala [2002]
parameterization which determines the formation rate of 3 nm particles (J3) based on the parameterized
formation rate (J1.7)
J3 = J1.7 exp
[( 1
3.0 nm
− 1
1.7 nm
) 훾CS′
GR
]
, (2)
where CS′ is the reduced condensation sink [e.g., Kulmala et al., 2001]. The proportionality factor 훾 depends
weakly on ambient conditions and is assumed to be 0.23 nm2 m2 h−1 [see Kerminen and Kulmala, 2002,
equation (22)]. The condensational growth rate (in nm h−1) of newly formed clusters is
GR ≃ 3.0 × 10
−9
휌nuc
c̄MC, (3)
where c̄ (in m s−1), M (in g mol−1), and C (in cm−3) are the average molecular speed, molecular weight, and
vapor concentration of the sulfuric acid-amine pairs, respectively. The mass density of a nucleating cluster
(assumed to be 1.853 g cm−3) is 휌nuc. The constant 3 × 10−9 is in units of moles. The condensational growth
from 1.7 to 3 nm is calculated assuming that the growth is solely due to the condensation of acid-amine
pairs, as reported by Almeida et al. [2013]. For the sulfuric acid-amine pair condensation in equation (3) we
assume M = MRxNHy + MH2SO4 and C = min(CRxNHy ,CH2SO4 ). This approach can be considered as a maximum
approximation for the growth by sulfuric acid-amine pairs. In simulations without amine, its concentration is
set to zero and its molecular mass is neglected.
For particle sizes between 3 and 8 nm, growth rates are calculated based on concentrations of sulfuric
acid-amine pairs and organic vapors (other than amines). For these particles, condensation of organic vapors
is calculated by solving the condensation equations using the analytical predictor of condensation scheme
by Jacobson [2005]. For particles larger than 8 nm in diameter, the condensation of organic, sulfuric acid, and
amine vapors are calculated separately.
2.4. New Particle Formation
The main precursor for new particle formation, i.e., the nucleation from vapors and growth of newly formed
clusters, has thus far been assumed to be sulfuric acid. While other compounds, such as organics, participate
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in new particle formation, the formation rate follows the diurnal cycle of sulfuric acid, which can be assumed
to be a compound required for nucleation to occur. Therefore, in global models, new particle formation in the
boundary layer is commonly calculatedwith an empirical parameterization, which is a function of sulfuric acid
concentration ([H2SO4]) alone. The most common parameterizations are activation type (linear dependence)
[Sihtoetal., 2006;Kulmalaetal., 2006] andkinetic nucleation (squaredpowerdependence) [Laaksoetal., 2004].
As a reference case to which the amine-enhanced nucleation parameterization can be compared, we utilize
the scheme formulatedby Pietikäinenetal. [2014]where the formation rate of particles 3 nm indiameter (J3nm)
is calculated using the kinetic nucleation mechanism
J3nm = K [H2SO4]2, (4)
where K = 1.417 × 10−15 (cm3 s−1) is the kinetic coefficient and [H2SO4] is the sulfuric acid concentration
in molecules cm−3. Pietikäinen et al. [2014] obtained a value for K by fitting to observations of particle
formation rates against H2SO4. Therefore, the kinetic coefficient K implicitly contains the influence of other
atmospheric variables (e.g., temperature, amines, and organics) on newparticle formation.While the value for
K was determined for the continental boundary layer, we apply the same coefficient for the entire planetary
boundary layer. Above the boundary layer, nucleation is calculated using the Vehkamäki et al. [2002, 2013]
parameterization for binary sulfuric acid-water nucleation.
Two studies have recently presented thefirst parameterizations for amine-enhancednucleationbasedonflow
reactor investigations of amine stabilization of sulfuric acid. Jen et al. [2014] provided two heuristic models
for cluster formation by acid-base reactions, while Glasoe et al. [2015] observed particle number concentra-
tions in the presence of sulfuric acid, methylamine (MA), dimethylamine (DMA), and trimethylamine (TMA)
and generated six parameterizations using power dependencies on the constituents. Figure 2 depicts the
predictions from one of the parameterizations in Jen et al. [2014, equations (1)–(3)] and a Glasoe et al. [2015]
parameterization for sulfuric acid (SA) and dimethylamine (DMA) nucleation (their equation (5))
J1.7 = 3 × 10−34[H2SO4]2.5 [RxNHy]2. (5)
The predictions from these parameterizations are compared against laboratory observations from two inde-
pendent, previously published studies: First, we show the Glasoe et al. [2015] observations for DMA- and
TMA-enhanced nucleation that were conducted at relatively high (≈109 cm−3) sulfuric acid concentrations.
Second, we utilize results from the Cosmics Leaving OUtdoor Droplets experiment [Kirkby et al., 2011; Almeida
et al., 2013] where nucleation is observed in a highly controlled environment in typical atmospheric boundary
layer conditions covering the sulfuric acid range 5× 105 to 1.5× 107 cm−3. It is evident that the parameteriza-
tion of Jen et al. [2014] underestimates observed particle formation rates at low sulfuric acid concentrations
and overestimates them at high sulfuric acid concentrations. On the other hand, the Glasoe et al. [2015]
parameterization agrees with observations at high sulfuric acid concentrations (as was expected, since the
parameterization was constructed based on these same experiments); however, at low sulfuric acid concen-
trations, the parameterization clearly underestimates formation rates. It has to be noted that the experiments
by Glasoe et al. [2015] were conducted at a higher temperature, which could partly explain the underestima-
tion of formation rates. Furthermore, the amine dependence of the parameterization is somewhat too steep
(Figure 2b).
Due to these discrepancies between the previously publishedparameterizations, we formulated a completely
new one that encompasses both observational data sets. This was done by performing a two-variable non-
linear least squares fit to observations of formation rate and concentrations of sulfuric acid and amine in the
Almeida et al. [2013] and Glasoe et al. [2015] data (DMA- and TMA-enhanced nucleation only). The observa-
tions at the lowest sulfuric acid concentrations (below 3 × 106 cm−3) were neglected since formation rates at
low concentrations can be skewed by various factors [Kupiainen-Määttä et al., 2014], e.g., wall losses [Kürten
et al., 2014], cluster and particle losses [Korhonen et al., 2011; Malila et al., 2015], or cluster-cluster processes
[Vehkamäki et al., 2012]. The newly fitted NPF parameterization is thus a function of amine ([RxNHy]) and
sulfuric acid ([H2SO4]) concentrations
J1.7 = 1.238 × 10−23 [H2SO4]2.103 [RxNHy]1.186. (6)
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Figure 2. Particle formation rate as a function of (a) sulfuric acid and (b) amine concentration in two laboratory
measurement data sets and according to several amine-enhanced nucleation parameterizations. Squares (colored
according to amine (Figure 2a) and sulfuric acid concentrations (Figure 2b)) show the measurement data for
measurements of Glasoe et al. [2015] and Almeida et al. [2013] (only for sulfuric acid concentration above 3 × 106 cm−3).
Three parameterization are noted with different colors: Jen et al. [2014] (green), Glasoe (equation (5); red) and a fit to the
observed data points (equation (6); blue). Dashed lines show the parameterization outputs at high concentrations of
amine (Figure 2a) or sulfuric acid (Figure 2b), while solid lines indicate low concentrations (values given in the legend).
The color bars show the amine (Figure 2a) and sulfuric acid (Figure 2b) concentration at each measurement point.
In Figure 2awecan see that thenewly fittedparameterization (red line) captures theobservedNPF rates better
at low sulfuric acid concentrations, although there is still some underestimation. The dependence of the for-
mation rate on amine concentration is also captured more realistically by the new parameterization. Figure 3
shows that the new parameterization reproduces observed formation rates within an order of magnitude for
all but one data point and that there is no evident bias. On the other hand, theGlasoe et al. [2015] parameter-
ization is biased low and frequently underestimates the observed rates at low sulfuric acid concentrations by
more than 1 order of magnitude.
2.5. Simulation Details
The impact of amines on particle formation and growth was estimated with the four simulations listed in
Table1. Thefirst simulation, CTRL,was runwith thedefault ECHAM5setup [Bergmanetal., 2012],where amines
are not included and nucleation in the boundary layer depends solely on H2SO4 concentrations (kinetic
nucleation, see equation (4)). The other simulations included two different amine-enhanced nucleation
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Figure 3. Ratios between observed (experimental data from Almeida et al. [2013] and Glasoe et al. [2015] and
parameterized formation rates for Glasoe et al. [2015]) parameterization (equation (5), red squares) and the fit to
the two observational data sets (equation (6), blue squares) as a function of (a) sulfuric acid and (b) amine
concentrations.
parameterizations. Simulation BASE used the new parameterization described in section 2.4 (equation (6)),
whereas simulation GLASOE assumed that boundary layer nucleation proceeds via equation (5). To investi-
gate the sensitivity of our results to the uptake efficiency of amine on particle surfaces, we also repeated the
BASE run assuming that all collisions with particles lead to amine uptake (simulation COND).
Each simulation was nudged toward the ERA-Interim reanalysis data for the year 2008 [Uppala et al., 2005].
Integration time was 1 year plus 6 months’ spin-up. Furthermore, in all of these model runs, we used a proxy
that parameterizes the concentration of the hydroxyl radical (OH) as a function of solar radiation, which is
explained in detail by Pietikäinen et al. [2014].
3. Global Amine Concentrations
Figure 4a illustrates the global distribution of gas phase aminemass concentration at the surface. For compar-
ison, Figure 4b shows the corresponding concentrations for sulfuric acid. We can see that the highest amine
concentrations are located near its source regions. This is explained by the fact that according to our simula-
tions, amine has a global mean residence time (resulting from all removal processes) of 6.9 h in the gas phase.
Having such a short residence time, gas phase amine is not transported to the most remote regions, and
thus, aminewill affect nucleation and condensation processesmainly near the emission sources. According to
our model simulations, the dominant removal mechanism of gas phase amine is gas-to-particle partitioning
Table 1. Simulation Runs With Different NPF Parameterizations With One Limited Condensation Case and
One With Diurnally Varying Emissions
Fraction of Collisions
Simulation Parameterization Leading to Uptake References
CTRL Equation (4) NAa Laakso et al. [2004] and Pietikäinen et al. [2014]
BASE Equation (6) 0.2% This work
COND Equation (6) 100% This work
GLASOE Equation (5) 0.2% Glasoe et al. [2015]
aN/A: Not Applicable.
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Figure 4. Global maps of annual mean (a) gas phase amine and (b) gas phase sulfuric acid mass concentrations from
the run BASE. Concentrations are below 0.01 ng m−3 in areas marked with white.
(on average in simulation BASE (COND) 69.0% (91.6%) is condensed, 7.4% (5.9%) enters particles through
nucleation, 6.3% (0.6%) is removed by wet deposition, and 17.3% (1.8%) removed through OH chemistry).
Lower amine emissions over oceans than over land also reflect in lower amine concentrations over oceans.
Over both Northern and Southern Hemisphere oceans, gas phase amine concentrations are mostly rather
low (between 1.0 and 4.0 ng(RxNHy) m
−3) and amine-enhanced nucleation occurs most commonly during
hemispheric summers.
Figure 5 shows the annual mean global concentration map of particle phase amines. Similarly to gas phase
concentrations, particle phase concentrations are highest near the source regions. According to our model
Figure 5. Global map of annual mean particulate amine concentrations at the surface layer of the model in the BASE
run. The locations gas and particle phase amine observations are indicated with numbers (see Tables 2 and 3 for details).
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Table 2. The Observed Concentrations of Gas Phase Aminesa
BASE COND MA DMA TMA
Map Location (ng m−3) (ng m−3) (ng m−3) (ng m−3) (ng m−3) Type Reference
1 Zonguldak Province, Turkey 15.02 0.34 1.3b 2.6b - Urban/rural Akyüz [2008]
2 Albany, NY, USA 10.01 40.26 280 Urban Huang et al. [2009]
3 Oahu, Hawaii, USA 0.61 0.08 4.19 1.8 Coast Van Neste et al. [1987]
4 Mainz, Germany 64.01 1.09 220 93.0 250 Farm Schade and Crutzen [1995]
5 Arabian Sea 4.27c 0.11 3.7 1.8 0.053 Ship Gibb et al. [1999]
6 Narragansett, RI, USA 12.80 0.40 1.7 11 5.9 Coast Van Neste et al. [1987]
7 Atlanta, GA, USA 14.06 0.26 0 1.90 24.98 Urban Hanson et al. [2011]
8 Lewes, DE, USA 25.62 0.84 6.78 53.35 14.99 Urban/rural Freshour et al. [2014]
9 Lamont, OK, USA 16.32 0.38 5.42 26.68 87.44 Farm Freshour et al. [2014]
10 Minneapolis, MN, USA 18.06 0.59 5.42 80.03 47.47 Urban Freshour et al. [2014]
11 Nanjing, China 24.70 0.25 39.30 80.03 34.98 Urban Zheng et al. [2015]
12 Brent, AL, USA 6.70 0.11 4.2 43.83 93.43 Urban You et al. [2014]
aFirst column (Map) represents the location on the map in Figure 5, BASE and COND columns indicate the
modeled amine concentrations in corresponding simulations, while columns “MA,” “DMA,” and “TMA” correspond to
amine, methylamine dimethylamine, and trimethylamine concentrations, respectively. Type indicates the measurement
environment, and last column indicates the publication.
bMean of reported concentrations for summer and winter.
cModel mean of rectangular area covering the cruise route (with corner points 60∘W,20∘N and 68∘W,12∘N).
simulations, the lifetime of particulate amine is approximately 6.0 days allowing only limited transport of
amines to regions distant from emission sources. Over land, the Midwestern USA, Brazil, and the region
that extends from Europe to Asia and Sahara are the largest continuous regions with amine concentrations
exceeding 10 ng(RxNHy) m
−3.
Evaluation of modeled amine concentrations against observations is currently very limited due to the lack
of available data. Measurement techniques for amines are still in development, meaning that observations
are sparse and difficult to obtain. Most observations are from short campaigns at specific locations which are
often aimed at improving measurement techniques rather than generating comprehensive data sets.
Table 2 lists observations of gas phasemethylamine concentrations that have been reported in the literature,
made at locations shown in Figure 5. In the same table, we present the modeled amine concentrations for
the locations of the observations from the simulations BASE and COND. In all but one case, simulation BASE
underestimates the observed values. In most cases the underestimation is very notable, ranging from factor
of 3 to 28 in 7 out of the 11 sites. Only at the Arabian sea, Narragansett (USA, coastal site) and Atlanta
(USA, urban site) are the simulated and measured concentrations within a factor of 2 from each other. Allow-
ing all gas phase amine collisions with aerosol particles to lead to uptake (simulation COND) further lowers
the simulated amine concentrations and thus deteriorates the agreement with observations at all the sites.
It has to be noted, however, that the model values represent the grid box averages and are thus not directly
comparable to point observations, e.g., near strong localized amine sources. An example of such a case are
the observations at Mainz, Germany, in Table 2 (entry 4), where observations were made on a farm. Further-
more, at least some of the urban measurements are likely to represent more localized sources than can be
captured in the coarse global model grid. Ideally, the simulated annual mean methylamine concentration
should be compared only against long-term observations at sites that represent well their surroundings. Out
of the available data sets, only the Zonguldak site in Turkey (site 1 in Table 2), where weekly measurements
were made over a 2 year period, meets this criterion. This is also the only site where the measured concen-
tration falls between the simulated values in runs BASE and COND; BASE overestimates the observation by a
factor of 4, whereas COND underestimates it by a factor of 11.
Similarly to gas phase concentrations, available observed surface concentrations of particulate phase amine
are listed in Table 3, which also includes corresponding modeled concentrations. It should be noted that
the measured concentrations are not in all cases directly comparable to each other and the modeled values,
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Table 3. Table Showing the Surface Particulate Amine Measurements Used for Comparisonsa
BASE COND Amine MA DMA TMA
Map Location (ng m−3) (ng m−3) (ng m−3) (ng m−3) (ng m−3) (ng m−3) Type Reference
5 Arabian Sea 25.02b 38.38 3.7 10.8 0.47 Ship Gibb et al. [1999]
12 Kobe city 23.74 43.54 1.8 6.9 0.11 Roadside Suzuki et al. [2001]
13 North Atlantic 1.74c 4.61 7.6 Ship Gorzelska and Galloway [1990]
14 Fraserdale 4.64 9.01 18 Ship Gorzelska et al. [1994]
15 Princeton, New Jersey 28.16 55.67 2.6 Roadside Maria and Russell [2005]
1 Zonguldak Province, Turkey 35.04 66.40 5.9d 5.7d Rural/urban Akyüz [2008]
16 Logan Utah, USA 5.85 21.00 6000 Urban Silva et al. [2008]
17 Mexico, Altzomoni 4010 m above sea level 17.82 36.43 660 Mountain Baumgardner et al. [2009]
17 SIMAT, Mexico City 17.82 36.43 890 Urban Liu et al. [2009]
18 Sao Vicente Island 6.07 14.44 0.33 Coastal Müller et al. [2009]
aMap refers to the number on themap in Figure 5, location showswhere the observations weremade, BASE and COND indicate themodeled amine concentra-
tions in the corresponding simulations,while “amine,”MA,DMA, andTMAcorrespond to concentrationsof undefinite amine (exact typenot stated in the reference),
methylamine, dimethylamine, and trimethylamine concentrations, respectively. Type indicates the measurement campaign type, and last column indicates
the publication.
bModel mean of rectangular area covering the cruise route (with corner points 60∘W, 20∘N and 68∘W, 12∘N).
cModel mean in rectangle covering the cruise (with corner points 80∘W, 20∘N and 20∘W, 75∘N).
dMean of reported concentrations for summer and winter.
since theymay report only total amine concentration (andnot onlymethylamines) or only someof themethy-
lamines. It is also worth noting that observed values have much higher variability than the modeled ones.
Unlike gas phase concentrations, modeled particle phase amine concentrations do not exhibit a significant
overall bias (overestimation or underestimation) when compared to observations: in fact, concentrations at
half of the sites are overestimated and at the other half underestimated. However, the very high concentra-
tion of amine in Logan, USA, is underestimated by approximately 3 orders of magnitude in the model, and at
the two Mexican sites by factors of 37 and 50. Underestimations in Mexico City and Logan are probably due
to the model’s inability to represent small valleys with a polluted megacity environment and animal herd-
ing, respectively. The twoMexican sites also highlight the problemwith comparing pointmeasurements with
coarse-resolutionmodels, since both the urban site and themountain site fall inside the samemodel grid cell.
Simulation COND somewhat increases the simulated amine particle phase concentrations and thus improves
the agreement with observations at sites that were underestimated in BASE run and deteriorates it at sites
that were overestimated in BASE.
These comparisons to the available, very limited number of (almost exclusively short term) observations high-
light the current challenges in validating the modeled amine fields. At this stage, large uncertainty remains
in the actual magnitude of the amine-enhanced nucleation in the atmosphere or its contribution to the total
atmospheric particle formation rate. The amine-enhanced nucleation parameterizations can, however, be
used to investigate the general spatial and temporal features of this nucleation mechanism, which are not
highly sensitive to the absolute amine concentrations.
3.1. Spatial Characteristics of Amine-Enhanced NPF Parameterizations
Figure 6 shows the annual mean formation rates of particles with a diameter of 3 nm (J3) for the four global
simulations. Figures 6b and 6d show the simulations BASE and COND, respectively, which utilize the param-
eterization presented in this work (equation (6)) but assume different particle uptake efficiencies. Simulation
COND shows J3 when there is a stronger particle uptake of gas phase amine. Figures 6a and 6c show the
simulations CTRL (parameterization equation (4)) and GLASOE (parameterization equation (5)), respectively.
3.2. Comparison of Simulations BASE and CTRL
The comparison between the base case for amine-enhanced nucleation (BASE) and kinetic nucleation mech-
anism for sulfuric acid only (CTRL) shows overall a fairly similar spatial distribution of new particle formation
rates. As noted in section 2.4, the empirical kinetic nucleation coefficient can be influenced by amines,
which can hinder the comparison of the absolute formation rates. Although it would be better to compare
amine-enhanced formation rates to an empirical parameterization with no influence of amines, at present
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Figure 6. Global maps of annual mean J3 for simulations (a) CTRL, (b) BASE, (c) GLASOE, and (d) COND. White and black
areas indicate J3 below 10
−1 cm−3 s−1 and over 103 cm−3 s−1, respectively.
such empirical parameterizations where formation rates can be separated by participating compounds are
not available. However, in simulation BASE, the relative difference in formation rates between densely pop-
ulated regions (e.g., USA, Europe, India, and China) and remote regions surrounding them is approximately
1 order of magnitude higher than in simulation CTRL indicating more intense NPF events in the case of
amine-enhanced nucleation. Other clear differences between the twomodel runs over the continents are the
lack of significant NPF over the Sahara in simulation BASE, and over Western China and the southern part of
South America in simulation CTRL. These features can be explained by the simulated gas phase amine and
sulfuric acid fields (Figure 4). Over Sahara, the sulfuric acid concentration is comparable to or higher than over
Central Europe, thus enabling effective kinetic (sulfuric acid only) nucleation. On the other hand, the amine
concentration in this region is below 0.1 ng m−3, explaining the absence of amine-enhanced nucleation. In
contrast, the sulfuric acid concentrations over Western China and the southernmost part of South America
are moderate and comparable to or even lower than in many oceanic regions. However, the simulated amine
concentration in these two regions is quite high (∼ 10 ng m−3), thus boosting amine-enhanced nucleation.
Over the oceans, BASE predicts notably higher NPF rates over large parts ofmiddle- and high-latitude regions
as well as along the equator. These are the areas that experience high biological activity during the summer
months, therefore enhancing amine emissions in themodel. In terms of spatial extent of significant NPF (here
defined as J3 above 0.1 cm
−3), the impact of amine enhancement is seen especially over the Southern Ocean,
where theNPF area extends farther north in simulation BASE and along the equator. On the other hand, along
many coastlines (e.g., western coasts of the Americas and Africa, the Indian Ocean, and coastal regions in
Southeast Asia) significant NPF is seen farther out over the oceans in simulation CTRL. This is because in these
regions the short lifetime (6.9 h) of continentally emitted amines results in a strong concentration gradient
between the continent and the open ocean (Figure 4a), thus limiting the spatial extent of amine-enhanced
nucleation in BASE. However, our simulations indicate that over most other regions, the amine lifetime may
not significantly constrain the spatial extent of NPF compared to a sulfuric acid-driven nucleationmechanism.
In simulation BASE, the absolute levels of annual mean J3 exceed 100 cm
−3 s−1 over some regions in India,
Eastern China, Central Europe, and Northern U.S. This is a clear indication of an overestimation of formation
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rates of new particles, since the highest reported values based on observations are 20–30 cm−3 s−1
[Yue et al., 2009; Herrmann et al., 2014]. While there are several possible reasons for the unrealistically
high particle formation rates in the model (e.g., currently insufficiently constrained amine emissions and
gas-to-particle partitioning), previous evaluation of ECHAM-HAMMOZmodel suggests to underestimation of
condensation and coagulation sinks. A comparison between modeled aerosol size distributions and in situ
measurements of size distributions show that particle numbers are clearly underestimated at several (mostly
continental) measurement stations [Bergman et al., 2012]. A too low condensation sink results in too high
concentrations of gas phase compounds and allows nucleated particles to grow to 3 nm size, whereas too low
coagulation sink causes underestimation of the loss rate of sub-3 nmparticles thus directly overestimating J3.
Furthermore, in the course of the analysis we found an overestimation of the sulfuric acid concentrationwhen
compared to published observations. The simulated monthly mean sulfuric acid concentrations were com-
pared to the observations compiled inMikkonenetal. [2011] and Petäjä et al. [2009]. On average, the simulated
concentrationswere 3 times higher than theobserved concentrations (not shown), but the actual discrepancy
can bemuch lower due to systematic errors and themodel resolution. As shown by Paasonen et al. [2010], the
contribution of systematic errors to the differences of sulfuric acid measurements at different sites can be as
much as 50%. Furthermore, coarse-resolution global models are unable to reproduce measured concentra-
tions at high-altitude sites. Nevertheless, because of these knownmodel biases, our simulation results should
be interpretedmainly in terms of spatial features and relativemagnitudes of NPF, rather than in terms of abso-
lute J3 values. Pietikäinen et al. [2014] determined a best fit for coefficient K (see equation (4)) based on the
observed and modeled formation rates. Since that study also used ECHAM5-HAM model, their parameter in
the kinetic nucleation mechanism takes into account the high model values for sulfuric acid concentrations
and it does not produce unrealistically high J3 values.
3.2.1. Comparison of Simulations BASE and GLASOE
The differences between global simulations using our parameterization (simulation BASE) and Glasoe et al.
[2015] (simulation GLASOE in Figure 6c) show similar characteristics to comparisons betweenNPF rates calcu-
lated from the parameterizations or measured in chamber experiments. Near-source regions where sulfuric
acid and amine concentrations are high, both parameterizations produce very similar values. Since theGlasoe
et al. [2015] parameterization produces much lower particle formation rates for low sulfuric acid concen-
trations, simulation GLASOE has significantly lower J3 over remote regions. As can be seen from Figure 2,
formation rates from the Glasoe et al. [2015] parameterization exceed those from our parameterization only
at very high sulfuric acid and amine concentrations, which rarely occur in our model simulations. Therefore,
the simulated annual mean values of J3 are lower in simulation GLASOE than in simulation BASE everywhere.
It has to be noted that since our model overestimates sulfuric acid concentration, this difference between
simulations BASE and GLASOE is underestimated.
3.2.2. Comparison Between Simulations BASE and COND
As explained in section 2.3, the uptake of amines was limited in the simulation BASE so that particles take
up only 0.2% of the gas molecules colliding with them. We assess the effect of this limitation on new particle
formation by comparing simulation BASE (Figure 6a) to COND simulation where this limitation was omitted
(Figure 6b). As can be expected, in simulation COND the uptake of amines by condensation is much more
efficient than in simulation BASE. Thus, less amines is left available for new particle formation and global
mean J3 is 50% lower in simulation COND. Notably there are very few oceanic areas in simulation COND com-
pared to CTRL and BASE that experience significant NPF. The unlimited condensation in simulation CONDalso
decreases the lifetime of amines further leading to a steeper contrast in J3 values between the source and
remote areas.
3.3. The Diurnal Cycle of Gas Phase Amine and Amine-Enhanced NPF
Hydroxyl radical (OH) is a key player in the formation of atmospheric H2SO4 and loss reactions of amines.
Therefore, it is interesting to look at whether the gas phase chemistry together with the diurnal develop-
ment of the boundary layer height impact the onset and offset time of new particle formation in the global
model simulations. Figure 8 illustrates the evolution throughout the day of gas phase concentrations and J3
at Lamont, USA. Very similar behavior is also found at other continental sites (not shown).
We find that the diurnal cycle of atmospheric amine concentration is relatively flat or even slightly dips during
midday in simulations BASE and GLASOE (Figure 8a). This contradicts (a limited set of available) observations,
which have shown a daytime peak in amine concentrations [Hanson et al., 2011; Freshour et al., 2014]. In our
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Figure 7. Formation rate of 3 nm particles at six sites: (a) Hyytiälä, (b) Vavihill, (c) San Pietro Capofiume, (d) Lewes,
(f ) Lamont, and (e) Kent.
model, the missing diurnal cycle is due to the limited condensational uptake in simulation BASE (i.e., only
0.2% of amine collisions with particles lead to uptake) which causes high amine concentrations throughout
the day, despite clearly higher emissions during daytime. The dilution of gas phase concentrations during the
day is due to an increase in boundary layer height and subsequentmixingwith the clean residual layer, which
also plays an important role in lowering the daytime concentrations.
Figure 8. Concentration of amine in simulations BASE (green solid line), COND (black solid line), and GLASOE (blue solid
line) and sulfuric acid in BASE (green dashed line) at six sites: (a) Hyytiälä, (b) Vavihill, (c) San Pietro Capofiume, (d) Lewes,
(f ) Lamont, and (e) Kent.
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The shape of the diurnal cycle of amine concentration is in better agreement with observations in simulation
COND, in which 100% of amine collisions lead to particle uptake (Figure 8a). However, the absolute (model
grid cell average) concentrations are in this case lower than observations as shown in Table 2; however, as
discussed above, observations have beenmostly taken close to strong amine emission sources and therefore
may not be directly comparable to grid cell averages in the model. Despite their different gas phase amine
diurnal cycles, the diurnal behavior of J3 is very similar in all three amine-enhanced nucleation simulations
with a peak formation rate shortly before noon (Figure 7b). Furthermore, the onset and offset times of NPF
are consistent between all the model runs, including CTRL which simulates sulfuric acid-driven kinetic nucle-
ation. This similarity between the simulations indicates that the daytime peak in sulfuric acid concentration
(Figure 8a) dominates the onset and end of NPF, as long as the background amine concentration is higher
than the sulfuric acid concentration.
4. Summary and Conclusions
In this study, we have developed and applied a model framework to estimate the effects of amines on the
formation and growth of atmospheric aerosol particles. The main emphasis of this study was to estimate
new particle formation rates taking into account the enhancement in the formation rates by amines. To this
end, we developed a parameterization for the particle formation rate as a function of amine and sulfuric
acid concentrations. Our parameterization also has a two-variable power law dependence of the sulfuric acid
and amine concentrations like Glasoe et al. [2015]. However, the exponents in our parameterization are sig-
nificantly smaller, especially for amine concentration making the parameterization less sensitive to changes
in both sulfuric acid and amine concentrations. The parameterization by Glasoe et al. [2015] was developed
based on chamber measurements for fairly high sulfuric acid concentrations (≈ 1 × 109 to 5 × 109 cm−3), and
to make the parameterization applicable to atmospheric model conditions, we extended the data set used
for its generation to include also low sulfuric acid concentrations. The additional data were taken from an
experimental study on sulfuric acid-amine nucleation at atmospheric concentrations in a highly controlled
environment, published in Almeida et al. [2013], where sulfuric acid concentrations were between 5×105 and
1.5 × 107 cm−3. The resulting parameterization produced significantly better correspondence to measured
particle formation rates than that ofGlasoe et al. [2015], which underestimated formation rates for low sulfuric
acid concentrations.
Both parameterizations were implemented in ECHAM-HAMMOZ and used in global simulations of
amine-enhanced nucleation. The implementation of amines in the global model included developing meth-
ods for describing amine emissions, gas-particle partitioning, dry and wet removal in global-scale models.
In addition, the influence of particle uptake rate of amine and the level of sulfuric acid concentration on new
particle formation was explored in two sensitivity simulations. The methods presented here can be readily
implemented also in other global-scale aerosol and chemistry models.
The fact that the parameterization developed here reproduces particle formation rates better at low sulfuric
acid concentrations than theGlasoeetal. [2015] parameterization, also results ingenerally higher 3nmparticle
formation rates in the global-scale simulations. This is especially true away from the source regions and over
the oceans, where amine emissions are distinctly lower than emissions over land. However, the new param-
eterization resulted in extremely high formation rates of >100 cm−3 s−1, over large areas. The maximum
observed values have been of the order of 20–30 cm−3 s−1 [Yue et al., 2009; Herrmann et al., 2014]. One rea-
son for these high values in the simulations is that there is excessive amounts of sulfuric acid available for
nucleation. The kinetic nucleation mechanism did not suffer from this as high sulfuric acid concentrations in
ECHAM-HAMMOZ were taken into account when the nucleation parameterization was formulated.
Simulated formation rates of 3 nm particles from amine-enhanced nucleation were also compared against a
simulationwith sulfuric acid-driven nucleation using a kinetic nucleationmechanism [Pietikäinen et al., 2014].
In general, both amine-enhanced and kinetic nucleation produced highest formation rates over densely pop-
ulated areas. However, the contrast between the formation rates between source and remote regions was
significantly higher for amine-enhanced nucleation. This is because the short lifetime of amines constrains
highest formation rates near the sources. Compared to sulfuric acid-driven nucleation, amine-enhanced
nucleation shows higher land-sea contrast (lower formation rates over the ocean) and could therefore provide
a better representation of marine formation rates.
BERGMAN ET AL. AMINE-ENHANCED NUCLEATION 15
Journal of Geophysical Research: Atmospheres 10.1002/2015JD023181
Our simulations point to several observational and model deficiencies that need to be better constrained in
order to quantify the importance of amine-enhanced nucleation in the atmosphere. For example, simulated
gas phase concentrations of amines were mostly underestimated compared to observations, which can be
attributed to several uncertainties both in modeling the atmospheric cycle of amines and in observations.
Often, amines are measured at locations near amine sources such as cattle farms or big cities, meaning that
these observations do not represent the average concentrations over a grid box of a global-scale model
(of the order of 100 km). In most cases, these observations were made over fairly short periods of time and
represent concentrations during a particular season, making it difficult to draw conclusions on how well
the model represents global amine concentrations. It should be noted that the longest time series, which
was measured in the Zonguldak Province, Turkey, showed lower amine concentrations than our simulations.
Simulated particle phase amine concentrations did not show the same systematic underestimation, instead
underestimating in some locations and overestimating in others.
A major uncertainty in modeling amine concentrations is the emission strength of amines from different
emission sectors. In this study we based the emissions over land on ammonia emissions with a fixed
amine-to-ammonia ratio [Geetal., 2011; SchadeandCrutzen, 1995], even though in reality amineandammonia
sources can sometimes differ significantly. For example, recent studies have indicated that vegetation may
be an important source of amines [Sintermann andNeftel, 2015]. There is a clear need for improved estimates
of amine emissions in order to improve the description of the atmospheric cycle of amines. On top of this,
extremely high computational demand of global models only allows a very simplified treatment of amines.
Herewehave treated all atmosphericmethylamines as one compound (in linewithmanyglobalmodels’ treat-
ment of organic compounds) but acknowledge that the chemical properties as well as the partitioning, dry
andwet removal, can differ between different amine compounds. In the future, methods for representing the
properties of amines in global-scale models should be developed further.
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