The C3-inhibitory domain of Staphylococcus aureus extracellular fibrinogen-binding protein (Efb-C) defines a novel three-helix bundle motif that regulates complement activation. Previous crystallographic studies of Efb-C bound to its cognate subdomain of human C3 (C3d) identified Arg-131 and Asn-138 of Efb-C as key residues for its activity. In order to characterize more completely the physical and chemical driving forces behind this important interaction, we employed in this study a combination of structural, biophysical, and computational methods to analyze the interaction of C3d with Efb-C and the single-point mutants R131A and N138A. Our results show that while these mutations do not drastically affect the structure of the Efb-C/C3d recognition complex, they have significant adverse effects on both the thermodynamic and kinetic profiles of the resulting complexes. We also characterized other key interactions along the Efb-C/C3d binding interface and found an intricate network of salt bridges and hydrogen bonds that anchor Efb-C to C3d, resulting in its potent complement inhibitory properties.
in close proximity of sites of activation. This reactivity is maintained by exposition and activation of a previously buried thioester bond during the cleavage of C3 Janssen et al. 2006) . Opsonization by C3b amplifies complement activation and leads to a number of antimicrobial activities such as phagocytosis and formation of the pore-like membrane attack complex (MAC). In order to control complement activation and prevent opsonization of host cells, a set of regulators interfere with the formation of convertase and MAC and degrade C3b in a two-step process to C3c (135 kDa) and C3d (40 kDa). While the inactive C3c fragment is released from the surface, the thioester-containing C3d remains firmly attached and acts as a bridge to the adaptive response via stimulation of B cells (Carroll 2000) .
Throughout the millennia of co-evolution between microorganisms and their human hosts, many pathogens from diverse kingdoms of life have acquired an impressive and elaborate arsenal of immunomodulatory proteins. In this respect, the bacterium Staphylococcus aureus expresses a particularly large cohort of evasion proteins that inhibit several key aspects of the immune response including complement (Foster 2005; Chavakis et al. 2007; Lambris et al. 2008) . The extracellularfibrinogen binding protein (Efb) is one of several complement inhibitors expressed by S. aureus. Aside from its eponymous interaction with fibrinogen, the proteaseresistant, carboxy-terminal domain (Efb-C) of this 16-kDa protein inhibits complement activation by interacting with C3 and its thioester-containing fragments (C3b, iC3b, C3d) (Lee et al. 2004a, b; Hammel et al. 2007b) . We recently reported the crystal structures of Efb-C both free and bound to its cognate subdomain from C3 (i.e., C3d) ( Fig. 1A ; Hammel et al. 2007b) . Subsequent structure/function analysis demonstrated that binding of Efb-C to either native C3 or C3b induced conformational changes (Hammel et al. 2007b ) that rendered these proteins incapable of participating in downstream activities associated with the C3b-containing convertases of the alternative pathway (Hammel et al. 2007b; Jongerius et al. 2007) . Although the precise nature of these Efb-C-induced conformational changes is not currently understood, their importance was underscored by the identification of a distinct S. aureus protein, Ehp, which appears to induce similar changes that likewise, culminate in potent inhibition of alternative pathway associated convertases (Hammel et al. 2007a; Jongerius et al. 2007 ). Thus, it appears that this alternative pathway-specific inhibitory mechanism, defined originally by Efb-C, makes an important overall contribution to evasion of complement by S. aureus.
Given the involvement of complement in many autoimmune, inflammatory, or ischemic diseases, inhibition of the cascade at the level of C3 has long been considered a promising therapeutic approach ). Owing to its high inhibitory potency, Efb-C represents an attractive platform for the development of complement-specific therapeutics. To approach this elusive goal, a comprehensive understanding of the Efb-C/ C3d interface in terms of both its structure and the precise contributions of individual residues is of central importance. Previous structural analyses of the binding site using both crystallographic and solution mass spectrometry methods have identified a surprisingly small number of residues in Efb-C that form the cornerstone of this kinetically and energetically stable complex (Hammel et al. 2007b; Chen et al. 2008) . Specifically, Arg-131 and Asn-138 (highlighted in Fig. 1A ) were found to form a large number of discrete contacts with C3d, and simultaneous mutation of both residues to either alanine (RA/ NA) or glutamic acid (RE/NE) resulted in a complete loss of both C3d binding and complement inhibition (Hammel et al. 2007b ). In addition, the atypically large overall positive charge of Efb-C (pI % 10) and the location of its binding site at the periphery of an evolutionarily conserved and predominantly acidic pocket on C3d (Nagar et al. 1998) suggested that there may be a substantial electrostatic contribution to either forming and/or maintaining this inhibitory complex. Although such electrostatic interactions are not uncommon in protein-protein interactions, they are paramount in a number of key Figure 1 . Impact of alanine mutations at Efb-C residues Arg-131 and Asn-138 on the crystal structure of the Efb-C/C3d complex. (A) Cartoon representation of the cocrystal (PDB accession code 2GOX) between human C3d (pale blue) and wild-type Efb-C (spectrum). The three helices of Efb-C (a1, a2, a3) and the sites of mutation (R131 and N138; stick representation) are highlighted in the structure. (B) Aligned backbone traces of the crystallized C3d complexes with Efb-C wild type (blue) as well as mutants R131A (green) and N138A (red). No significant changes in the overall structure could be detected between the three complexes, suggesting that the mutations do not induce any significant conformational changes at the Efb-C/C3d interface. Snapshots of the Efb-C conformations in the equilibrated state (blue) and after 20 nsec of the simulation (red): (C) wild type, (D) R131A, and (E) N138A. Although the entire complex was simulated, only Efb-C is shown here for clarity, as C3d exhibited relatively little change during the simulation.
interactions involving C3 and other proteins of the complement system (Morikis and Lambris 2004; Sfyroera et al. 2005) . Finally, mutation of the two key residues also could have altered the local structure of the Efb-C protein, and their simultaneous replacement might have led to synergistic or deleterious effects.
To further define the driving forces behind this important protein-protein interaction, we employed a multidisciplinary combination of structural, biophysical, and computational methods to analyze the energetics and kinetics of the C3d interaction with wild-type Efb-C and its single mutants R131A and N138A. While the conformational arrangement of individual complexes was assessed by X-ray crystallography, we used isothermal titration calorimetry (ITC) and surface plasmon resonance (SPR) to study the influence of individual mutations on the thermodynamic interaction profile and the complex formation/stability, respectively. Furthermore, an ensemble of computational approaches allowed us to characterize the short-range time-related behavior of the Efb-C/C3d complexes, estimate their free energy of binding, and identify additional pairwise interactions in the binding interface. Our results not only confirm the importance of each of the individual key residues but also demonstrate that electrostatic contributions are highly important for the interaction of the bacterial inhibitor with its target in the complement system. In this respect, our study represents a valuable contribution to both the characterization of molecular complement evasion mechanisms and the development of Efb-based therapeutics.
Results
Loss of the Efb-C side chains at positions Arg-131 and Asn-138 does not significantly influence the structure of their complexes with C3d
To address the molecular basis of the Efb-C/C3d interaction more thoroughly, we expressed and purified the Efb-C single mutants R131A and N138A. Although prior studies revealed that loss of both residues simultaneously resulted in a nonfunctional Efb-C protein (Hammel et al. 2007b) , both of these mutants form stable 1:1 complexes with C3d that could be efficiently reconstituted and isolated by gel-filtration chromatography (data not shown). Further, each of these complexes produce crystals in the space group P4 1 that diffracted to 2.3 Å (R131A) and 2.1 Å (N138A) limiting resolution, both of which are comparable to those produced by wild-type Efb-C (Table 1; Fig. 1A ). The resulting structures were solved by molecular replacement and the refined models were superimposed upon the wild-type Efb-C complex (Table 1 ; Fig. 1B ; Hammel et al. 2007b ). Analysis of structural deviations by inspection revealed that neither the Efb-C nor C3d polypeptides in either complex showed any significant change in their overall structures. Consequently, the calculated root mean square deviation (RMSD) values for the Ca positions between the mutant and wild-type complexes were very low (0.12 Å and 0.24 Å for R131A and N138A, respectively). Together, these findings demonstrate that loss of the side chain alone at either of these C3d contact sites is insufficient to perturb the overall structure of the resulting complexes.
Although crystallographic analysis is an invaluable tool in understanding macromolecular interactions, important but subtle changes in protein conformation and dynamics may be undetectable in many cases due to the static nature of the technique. Thus, to approach these issues from an independent perspective, we used a 20-nsec molecular dynamics (MD) simulation to analyze changes in the structures of the mutant Efb-C complexes. Figure  1C -E shows the Efb-C wild type and two mutants in the equilibrated state and at the end of the simulation. Notice that while the entire Efb-C/C3d complex was simulated, C3d is omitted from the figure for clarity. Both the wild type and the mutants became structurally rearranged to an extent. In all three cases, the N-terminal loop and the a2-a3 loop, which is close to the binding site and connects helices a2 and a3, represented the most flexible areas. 
, where I i (h) is the ith measurement of reflection h and AEI(h)ae is a weighted mean of all measurements of h. Nevertheless, simulation trajectories revealed that both the wild-type Efb-C and the mutants in question could form structurally stable complexes, which is consistent with the experimental data presented above. As might be expected from loss of these contributing side chains, the potential energy estimate for the native complex is significantly lower than that of N138A/C3d, which in turn is lower than R131A/C3d ( Fig. 2A) . Investigation of the RMSD evolution during the MD simulation time course can also be an informative approach for comparison of the wild-type and mutant Efb-C/C3d complexes. In the case of the C3d component, the protein maintained essentially the same structure throughout the simulation as judged by an RMSD of ;2-3.5 Å in all three complexes (Fig. 2B) . The Efb-C proteins were also rather stable structurally and remained mostly within 1.5-2 Å throughout the course of the simulation (Fig. 2C ).
The R131A and N138A mutations affect both the thermodynamic and kinetic profiles of Efb-C interaction with C3d
Though the final differences in the a2-a3 loop conformation observed in the Efb-C mutants appeared minor, they nevertheless suggested that the loss of these side chains might affect additional biochemical properties that govern either the association or dissociation of the complex. As a result, we examined the impact of both the R131A and N138A mutations on the thermodynamic and kinetic profiles of the Efb-C/C3d interaction through ITC and SPR, respectively. Both mutants show significant calorimetric binding that could be fit to a single set of sites with 1:1 stoichiometry, though each is significantly weaker than that reported for wild-type Efb-C, but not as diminished as the previously studied R131A/N138A double mutant ( Fig. 3A ; Hammel et al. 2007b ). This loss in affinity is slightly larger for R131A (13-fold) than for N138A (10-fold), with the enthalpy following the same trend (2.2-and 1.5-fold, respectively). Extraction of the relevant thermodynamic constants (DG, TDS; Table 2 ) for each titration revealed that both enthalpic and entropic terms are responsible for the observed affinity differences. The clear effect on the enthalpy values is consistent with a reduction in the number or quality of individual contacts at the binding site, whereas the increase in binding entropy, on the other hand, may be due to entropy/enthalpy compensations in the weakened complex. We further estimated the average free energy of binding for the three complexes obtained by the MD simulations using the mm-pbsa/gbsa approach implemented in the AMBER package (Kollman et al. 2000) . Table 3 shows the computational estimate of free energy for all the simulated complexes and the decomposition of the free energy according to individual components. While all three complexes show favorable binding, the free energy estimate for the native complex is significantly lower than the N138A mutant, which in turn is lower than the R131A mutant. Even though the absolute values for DH deviate significantly from the ITC-derived constants, the relative differences closely reflect the trend observed in the biophysical analysis (Tables 2 and 3 ). The discrepancy in the absolute numbers for DH and DG can largely be attributed to the approximations used in the simulation, such as implicit solvent and interaction distance cutoff (see Materials and Methods). It should be noted that the General Born (GB) approximation is known to underestimate the free energy due to inaccuracies in estimating the first solvation shell effects (Bonnet and Bryce 2005) . GB deviates from the slower but more accurate Poisson-Bolzmann approach, especially when calculating the free energies of species with net charge (Edinger et al. 1997) , such as these complexes. The differences between the experimental observations and the calculations could be decreased by changing the igb parameter of the mm-pbsa/gbsa program to 5 (Onufriev et al. 2004 ). However, we found that in that case the error was in the order of magnitude of the calculated energy. Entropy calculations are not included in this section: They are extremely demanding computationally, especially for a system this size, and the protocol we used provides only a very rough approximation (see Materials and Methods). Decomposition of the free energy into individual components allowed further conclusions about the nature of the Efb-C/C3d interaction. In agreement with our previous observations (Hammel et al. 2007b ) and the resulting binding hypothesis, the electrostatic component (E elec ) dominates the binding in all cases (Table 2) . While van der Waals contributions (E VdW ) still play a significant role, their absolute values are significantly lower. As expected, the electrostatic energy is more affected by the R131A than by the N138A mutation (34% and 15% decrease, respectively).
The loss of the Arg-131 and Asn-138 side chains results in pronounced effects on the thermodynamic stability of the Efb-C/C3d complex. In principle, these effects may be due to disruption of either association or dissociation of the complex; therefore it seemed reasonable that they may also be manifested as changes in the kinetic rate constants associated with this interaction. To test this hypothesis, we compared the kinetic profiles of the mutant and wild-type complexes by SPR. Analysis of the C3d interaction with immobilized Efb-C proteins reveals the same affinity ranking as ITC (Table 2) . Furthermore, the calculated K d values correspond closely between the two methods (which served as an internal validation of the results). All three interaction sets were clearly concentration dependent and show a close fit to a Langmuir 1:1 kinetic model ( Fig. 3B-D) . A direct comparison of the kinetic rate constants (Table 2) reveals that the dissociation rate constants (k off ), which are closely linked to the stability of the established complex, are affected to a far greater extent by the binding-site mutations than are the association rate constants (k on ). Similarly to the other thermodynamic parameters, the effects on the kinetic rate constants follow a common trend, but are more pronounced for the R131A when compared to the N138A mutant. In sum, these kinetic data strongly suggest that complex destabilization by a reduced contact network is the driving force behind the loss in affinity, as opposed to a disruption in complex formation.
Binding properties of Efb-C are influenced by electrostatic changes
Based on the energy calculations in this study and on previous reports (Hammel et al. 2007b; Chen et al. 2008) , we hypothesized that the binding of Efb-C to C3d is predominantly electrostatic in nature. As shown by the electrostatic potential surfaces of C3d, Efb-C and its N138A and R131A mutants at the equilibrated state ( Fig.  4A-C) , Efb-C and the two mutants are characterized by a large cloud of positive charge around most of a1 and a2 helices and the a2-a3 loop in the direction of the binding region with C3d. A smaller cloud of negative charge encompasses helix a3. C3d is an overall neutral molecule, but the charge is well separated so that the area around its binding site is negative (as seen in Fig. 4D ). This creates strong electrostatic attraction that enables initial binding.
In order to further test the influence of electrostatic contributions to the formation and stability of the Efb-C/ C3d complex, we repeated the kinetic experiments in running buffers of increasing NaCl concentration (10 mM sodium phosphate, 75-600 mM sodium chloride). As shown in Figure 5 , each doubling of the salt concentration had a direct effect on the signal intensity and binding Table 2. kinetics (a more detailed analysis of the kinetic changes is available in Supplemental Figures 1 and 2 ). In case of the wild type, the increase in ionicity mostly affected the association phases, with the highest complex formation at lowest NaCl concentration. The dissociation phase, on the other hand, was generally less influenced in the wild type, and a salt increase from 75 to 300 mM even seemed to slightly enhance complex stability. Interestingly, both mutants showed a different sensitivity toward ionic strength than the wild-type Efb-C. Here, increasing salt concentration seemed to weaken the complex (manifesting in a faster dissociation rate) while the effects on the complex association are less clear. However, the lower binding intensities and the resulting unfavorable signalto-noise ratio make an accurate assessment of these trends more difficult than for the wild type.
When considering the large effects on the association rates, electrostatic complementarity and attraction seem to be of high importance for the initial complex formation in the wild type. While Arg-131 (and Asn-138) may contribute to this effect to some extent, they do not seem to be essential in these assembly steps. This suggests that the overall electrostatic potential, which is still highly positive in both mutants, rather than individual ion pairs at the binding interface, is important in this context. Arg-131 and Asn-138 are not essential to the initial binding, but once the complex is formed, both residues are crucial for maintaining its stability. This observation is in good agreement with the theory of ''electrostatic steering,'' in which long-range electrostatic effects are mainly responsible for enhancing complex formation based on electrostatic complementarity of the binding partners, while short-range electrostatics formed by individual ion pairs and H-bonds mainly influence the stability of the complex (Sinha and Smith-Gill 2002) .
A network of interactions along the binding interface contributes to the strong complex binding
The observation that Arg-131 and Asn-138 serve to stabilize Efb-C/C3d from dissociation, but are not sufficient to the formation of this interaction suggested that additional residues donated by Efb-C may serve important, yet unappreciated roles in maintenance of this complex. To further describe the binding interface and to identify additional key residues, we estimated the contributions of individual amino acids and pairwise interactions to the free energy of binding using MD and the mm-pbsa/gbsa approach described above (Kollman et al. 2000) . These methods enabled the decomposition of the overall binding free energy into individual contributions per residue or interaction pair, which in turn permitted the estimation of the associated free energy. This estimate can help prioritize which residues and interactions contribute most to the binding of Efb-C to C3d and can be used as a basis to identify molecular motifs that capture the essential components necessary for recapitulating Efb-C/C3d binding. Figure 6 shows the individual contributions to the complex binding for each residue of C3d (Fig. 6A) as well as for wild-type Efb-C (Fig. 6B ) and the two mutants (Fig. 6C,D) . Detailed energy values of all the residues in Efb-C and on the binding loops of C3d are provided in Supplemental Tables 1 and 2. Notice that these calculations focused on individual contributions and are distinct from the total free energy calculations done previously in this section. In order to limit the computational effort, no entropy calculations were included in this approach. Notable contributing residues are labeled in Figure 6 . As expected, the most contributing residues on C3d are located on the three binding loops, approximately encompassing residues 1029-1050, 1089-1098, and 1157-1166, respectively. On Efb-C, the majority of the contributing amino acids are located on helix a2, which has the largest interface with C3d. Other significantly contributing residues are Lys-106, Lys-110, and Arg-165, all of which participate in multiple salt bridges with negative residues on the C3d molecule. A number of hydrophobic residues (e.g., Val-127 in Efb-C or Ile-1095 in C3d) also contribute significantly to the binding energy, which can be due to either hydrophobic interactions or to H-bonds involving their backbone. With the exception of the mutated residues themselves, the individual contributing residues in the N138A and R131A mutants show a pattern very similar to wild-type Efb-C. In agreement with the experimental data, the contribution of Arg-131 to the overall binding was found to be exceptionally strong. As seen in Figure 6B ,C, disruption of this amino acid impairs complex stability, as demonstrated in the less favorable binding energy of the R131A complex. Apparently, Asn-138 contributes less to the binding than Arg-131. Significant pairwise contributions to the interaction free energy and a full map of all the interactions involving the three binding loops of C3d are represented in Table 4 and Figure 7 , respectively. Each dot in the figure represents a notable interaction, where only interactions with calculated energies lower than À1.5 kcal/mol are shown. The colors of the dots represent the strength of the interaction and lie on the red-blue range, where shades of red indicate a weaker interaction and shades of blue indicate a stronger interaction. Here, as with the individual contributions, entropy was not calculated. Notably, previously identified contact residues on Efb-C (Lys-106, Lys-110, Arg-131, Lys-135, Asn-138, Lys-148) (Hammel et al. 2007b) were also found to provide notable contributions in the in silico study, further validating our results. In addition to these known interactions we found other significant interactions, mainly salt bridges and Hbonds, the most important of which are summarized in Table 4 . Notice that many of the interactions are bifurcated, i.e., with two or more adjacent amino acids involved. In this case the energy shown in the table is the sum of the two or more interactions. For example, the last entry in the table is the sum of two interactions: . Electrostatic titration experiment using SPR. C3d (22 nM) was injected over immobilized Efb-C proteins (wild type, R131A, and N138A) in 10 mM phosphate buffer (pH 7.4) of increasing sodium chloride concentration (75, 150, 300, 600 mM NaCl). The influence of buffer ionicity is clearly visible in the absolute signal intensity of the SPR response at constant C3d concentration (left panels). In order to better visualize the differential effect on association and dissociation phase, the signals have been normalized at injection end (300 sec) by adjusting the maximum intensity to 100 RU (right panels). In the case of R131A, the curve at highest salt concentration has not been normalized due to the lack of detectable binding.
Arg-165/Glu-1032 and Arg-165/Glu-1035, both present at the same time.
The visible pattern emerging from the interaction analysis suggests that nearly every residue on Efb-C that faces the binding site is charged or capable of H-bonding, and involved in some significant interaction. Since Efb-C is a helical protein, nearly one in every three or four residues faces the binding site. It is interesting to note that the interactions with the largest energetic contribution (Lys-106,110/Glu-1159 ,1160 , Arg-131/Asp-1029 ,Glu-1030 , Lys-148/Asp-1096 , and Arg-165/Glu-1032 ,1035 ; highlighted in boldface in Table 4 ) are building four networks of salt bridges. These are located on helix a1, helix a2, the a2-a3 loop, and the C terminus, respectively (see also Fig. 1 for the definition of the helices). The corresponding residues in C3d are located on the three binding loops. Therefore, these networks of salt bridges anchor the Efb-C to the three binding site loops of C3d very strongly (Fig. 7D) . The identification of several pairs with similar or even lower binding energies (Table 4) suggests that disruption of these other interactions may have similar effects.
Discussion
Previous work on the Efb-C/C3d co-crystal structure identified Arg-131 and Asn-138 as two residues within Efb-C that are crucial for the affinity and activity of this bacterial inhibitor (Hammel et al. 2007b) . Furthermore, the Efb-C binding site was localized to an area on the C3d surface within close proximity to a highly conserved, acidic pocket (Nagar et al. 1998) . The strong positive overall charge of Efb-C led to the hypothesis that this interaction is largely driven by electrostatic contributions. In this study we characterized the contribution of various structural, thermodynamic, and kinetic aspects to the interaction and how they are influenced by mutation of the key residues. Both the computational and biophysical analysis of the individual complexes showed that neither of the mutations studied here significantly affected the overall structure of either Efb-C or its complex with C3d. However, both Efb-C mutants (R131A, N138A) displayed a reduced affinity for their C3d target. This effect is clearly derived from a reduction of individual contacts (e.g., Hbonds and salt bridges), which is manifested on a macromolecular level by a loss of complex stability, as judged by an increase in observed dissociation rates following mutation. Furthermore, in agreement with our considerations of the electrostatic complementarity between the largely cationic Efb-C and the negatively charged acidic pocket In each interaction, the first set of amino acids belongs to Efb-C and the second to C3d. Where the interaction is bifurcated, the sum of the individual interactions is shown. Only interactions that appear in all the three complexes (not including mutated residues) or interactions whose energy is lower than À4 kcal/mol are displayed in the table. Particularly strong interactions (approximately À10 kcal/mol or less) are shown in bold. The complete set of pairwise interactions with binding energies below À1.5 kcal/mol is shown in Figure 7. within C3d, the long-range electrostatic contributions were found to play a major role in the initial encounter of the complex. Mutation of Arg-131 and Asn-138 affected the overall electropositive potential of Efb-C only slightly, and the observed effects on complex formation were similarly minor, as judged by the comparable kinetic on-rates for all Efb-C proteins investigated here. Supporting these results, a dominant contribution of electrostatic components to the binding energy and a pronounced effect of the N138A, and especially R131A mutation on the electrostatic energy, were also revealed through MD simulations. Similar ionicity-dependent effects on binding kinetics have been shown for other interactions in the complement system, such as the binding of components C2 and C4b (Laich and Sim 2001) or the recognition of C3d by complement receptor 2 (CR2) (Sarrias et al. 2001 ). In the latter case, mutation studies (Clemenza and Isenman 2000; Hannan et al. 2005) , as well as computational (Morikis and Lambris 2004 ) and structural analyses (Nagar et al. 1998; Szakonyi et al. 2001; Gilbert et al. 2005) , all confirmed the large involvement of electrostatic contributions, although with some discrepancies on the exact localization of the interaction site. Another impressive example of electrostatic interactions between microbial evasion proteins and their target in the complement systems has been reported for the viral inhibitors VCP (vaccinia virus complement control protein) and SPICE (smallpox inhibitor of complement enzymes), where differences in the electrostatic potential between these highly similar proteins seem to be responsible for a 1000-fold difference in their inhibitory functions (Sfyroera et al. 2005) . These examples further undermine the importance of electrostatic attraction and ion pair networks for the function and attenuation of the complement system. Detailed computational analysis of pairwise interactions not only reiterated the importance of Arg-131 and Asn-138, but also allowed us to identify potential contributions of other residues for the interaction between Efb-C and C3d. The majority of these residues were found to form H-bonds and salt bridges, which presumably contribute to the stability of the complex. However, some of the identified interaction pairs are predominantly hydrophobic or involve the backbones of hydrophobic residues. In many cases, these interactions involve residues that at first glance did not appear to be essential for either formation or maintenance of the Efb-C/C3d Table 4. complex. Thus, in conjunction with our previous mass spectrometry-based experiments that identified binding areas outside the visible range of the cocrystal structure (Chen et al. 2008) , the approaches and results presented here constitute a valuable extension in our understanding of the Efb-C/C3d interface. In addition to facilitating a systematic mutagenesis of these residues, this work also highlights the highly cooperative framework that drives specific protein-protein interactions.
The multifaceted and highly efficient actions of the human complement system are maintained by a host of carefully timed and regulated enzymatic cleavages and protein-protein interactions . But despite large efforts by academic and pharmaceutical groups, targeted inhibition of these proteases has not led to successful clinical therapeutics. As a consequence, recent progress in the field has focused mainly on the disruption of protein-protein interactions, with the successful marketing of a complement-specific antibody in 2007 . Though biopharmaceuticals (e.g., monoclonal antibodies and soluble proteins) will continue to provide a majority of proteinprotein interaction inhibitors, recent reports have also suggested that peptides and small molecules may well be capable of modulating large interaction interfaces when binding to so-called hot spots (Wells and McClendon 2007) . To design smaller and less immunogenic peptides that mimic the function of naturally occurring inhibitory proteins such as Efb-C, a detailed knowledge of the residues found at such hot spots in terms of their physical-chemical contributions to these interactions is essential. Though the work presented here will certainly guide optimization of Efb-C-based complement inhibitors, it also demonstrates more generally that employment of a multidisciplinary approach in interface analysis and inhibitor design can provide valuable information complementary to more traditional structural and combinatory-based efforts.
Materials and Methods

Preparation of recombinant proteins
A recombinant form of human complement fragment C3d was expressed and purified according to a previously described adaptation of the original procedure of Nagar et al. (Nagar et al. 1998; Hammel et al. 2007b ). Plasmids encoding sitedirected alanine mutations of Efb-C residues Arg-131 (R131A) or Asn-138 (N138A) were prepared using a two-step megaprimer method as previously described (Hammel et al. 2007b ). All forms of Efb-C used during these studies were expressed and purified in a manner identical to that used in preparation of wild-type Efb-C (Hammel et al. 2007b) . Prior to further analysis, the structural integrity of all mutant proteins was assessed by circular dichroism spectropolarimetry.
Crystallization, X-ray diffraction analysis, structure solution, and refinement
Crystallization of C3d-bound complexes for both the R131A and N138A mutants of Efb-C was performed identically to that for wild-type Efb-C (Hammel et al. 2007b) . Briefly, protein complexes were reconstituted by incubating 1:2 molar ratios of purified C3d with the respective Efb-C mutant for 10 min at room temperature. Following removal of residual Efb-C by gel filtration chromatography, the isolated complexes were dialyzed against double-deionized water and concentrated to 3.8 mg/mL and 5.1 mg/mL total protein for the R131A and N138A complexes, respectively. Cube-shaped crystals were obtained within 3-5 d at room temperature by vapor diffusion of hanging drops that consisted of 1 mL protein solution and 1 mL 60% tacsimate, pH 7.0, and that were equilibrated over a well solution of 60% tacsimate, pH 7.0.
Following harvest, crystals were soaked briefly in a solution of 100% tacsimate, pH 7.0, and flash frozen in liquid nitrogen. All Xray diffraction analyses of frozen crystal samples were performed at SER-CAT beamline 22-ID at the Advanced Photon Source of Argonne National Laboratory. Cell content analyses in the tetragonal space group P4 1 were consistent with two unique complexes in the asymmetric unit of each cocrystal. As a result, both structures were solved by molecular replacement (MOLREP) using a search model comprised of both complete Efb-C/C3d complexes present in the refined asymmetric unit of the wild-type structure (PDB accession code 2GOX) (Collaborative Computational Project Number 4 1994). Refinement was conducted in a stepwise fashion using the rigid-body, conjugate gradient minimization and individual B-factor protocols of CNS, followed by a final round of solvent addition using the same software suite (Brunger et al. 1998) . Complete details regarding areas of weak/missing density and corresponding residues that could not be modeled can be found in the respective PDB (Bernstein et al. 1977) files. The refined coordinates and structure factors for each complex have been deposited in the PDB under accession codes 3D5R (N138A/C3d) and 3D5S (R131A/C3d).
Coordinate superpositions of the refined wild-type and mutant Efb-C/C3d complexes were prepared using the Local/Global Alignment method and default parameters (http://as2ts.llnl.gov/) (Zemla 2003) . Following this, figures of superimposed complexes were generated in PyMOL (DeLano Scientific).
Isothermal titration calorimetry experiments
Thermodynamic characterization of the interaction between C3d and the various Efb-C proteins was performed at 25°C in 20 mM Tris pH 8.0), 200 mM NaCl using a VP-ITC calorimeter (MicroCal LLC). Multiple injections of 5 mL Efb-C samples (150 mM) were performed into C3d in the sample cell (12 mM) at 240-sec intervals. Buffer titration baseline values were subtracted from the resulting thermogram and binding enthalpy (DH), and affinity (K d ) values were extracted by fitting the data to a single set of sites in Origin (OriginLab). Entropy (ÀTDS) and Gibbs free energy (DG) values were calculated using the following set of relationships:
Surface plasmon resonance experiments
All SPR experiments were performed on a Biacore 2000 instrument (Biacore Inc.) at 25°C using research-grade carboxymethyl Electrostatics drive C3d/Efb-C interaction www.proteinscience.org 1903 dextran sensor chips (CM5). Wild-type and mutant Efb-C proteins were immobilized at equal surface density (215-240 RU) on separate flow cells of the sensor chip by standard amine coupling using activation and deactivation contact times of 5 min each. An activated and deactivated flow cell has been used as a reference surface for subtracting bulk solvent signals. C3d (22-0.27 nM) was twofold serially diluted in running buffer (10 mM sodium phosphate, 150 mM sodium chloride, 0.005% Tween-20, pH 7.4) and samples were injected for 5 min at a flow rate of 20 mL/min. Analyte dissociation was observed for 5 min before the surface was regenerated with two consecutive injections of 0.1% SDS and reconstituted for 10 min in running buffer before the next injection. Data processing was performed using Scrubber (BioLogic Software Pty Ltd.). Baselines and injection start points were adjusted, and the signals were double referenced by subtracting an ensemble of buffer blank injections. Kinetic rate constants (k on , k off ) were determined by globally fitting the binding curves to a Langmuir 1:1 binding model and used for the calculation of the dissociation constant Table 2 represent the average of three independent data sets.
For electrostatic titration experiments, the C3d injection series described above were repeated in running buffers of increasing sodium chloride concentration (10 mM sodium phosphate pH 7.4 with 75, 150, 300, and 600 mM NaCl, respectively). The pH of all running buffers was carefully adjusted after addition of NaCl. Semiquantitative analysis of the association and dissociation phases was performed by overlaying the processed binding signals at 22 nM C3d for all ionic strengths.
Molecular dynamics setup
The wild-type structure was taken from the PDB (accession code 2GOX). The N138A and R131A mutant complexes were taken from the crystallographic data (see above). Missing side chains from the PDB files, as well as hydrogen atoms, have been added using AMBER 9 leap utility (Pearlman et al. 1995; Case et al. 2006) . The simulations were conducted using the AMBER ff03 force field (Duan et al. 2003) . The molecules were represented at the fully atomic level. Implicit solvent was used via the General Born solvation method, as implemented by Hawkins et al. (1995 Hawkins et al. ( , 1996 and Tsui and Case (2000) . Minimization was done for 5000 steps, the first 2500 steps using the steepest descent method (Arfken 1985) and the last 2500 using conjugate gradients (Hestenes and Stiefel 1952; Fletcher and Reeves 1964) . Minimization was followed by 20 psec of gradual heating to 300 K and equilibration. The MD simulations were performed for 20 nsec at a constant temperature of 300 K. The SHAKE algorithm, as implemented by Miyamoto and Kollman (1992) was used to restrain the length of bonds involving hydrogen. This allowed an integration time step of 2 fsec.
The trajectory analysis was performed by the ptraj tool, which is a part of the AMBER package. The plots were generated using MatLab and the figures were generated using VMD (Humphrey et al. 1996) . The sequence alignment was done by the Clustalx package (Thompson et al. 1997 ).
Free energy of binding
The free energy of the complex was estimated using the mmpbsa/gbsa approach (Kollman et al. 2000) implemented as a part of the AMBER package.
The average complex binding energy is obtained by the following formula:
DG binding ¼ G total;complex À G total;C3D À G total;Efb-C where G total ¼ DE MM;gas þ DDG solv À TDS where DE MM,gas is the gas phase molecular mechanics energy, DDG solv is the change in the free energy upon solvation, and TDS is the contribution of the entropic effect to the free energy. In this study, the entropy was not calculated due to exceedingly high computational demands.
The solvation free energy (DG solv ) is the sum of two terms, the electrostatic contribution and the nonpolar contribution:
The electrostatic contribution to the solvation energy was estimated using the General Born method (Still et al. 1990; Srinivasan et al. 1999) . The nonpolar solvation term (DG np ) was calculated from the solvent-accessible surface area (SASA), which is estimated using the LPCO method (Weiser et al. 1999) . g was set to 0.0072 kcal/(mol*Å 2 ) and b ¼ 0 kcal/mol in the following equation:
In the mm-pbsa/gbsa approach, the average free energy is calculated on an ensemble of uncorrelated snapshots extracted from the equilibrated simulation. In this study, a snapshot was taken every 10 psec for the molecular mechanics and solvation components. The first 2 nsec of simulation were not considered for free energy calculation, to make sure the system had equilibrated. This resulted in 1800 samples.
Binding free energy calculations were done using the single protein-ligand trajectory approximation. This means that the C3d and Efb-C molecules were not simulated separately, but rather the snapshot structures for the energy calculations of the C3d-Efb-C complex and separated C3d and Efb-C were taken from the MD trajectory of the Efb-C/C3d complex. This protocol has been used extensively to estimate the binding of protein-protein, as well as protein-DNA or protein-RNA complexes, as demonstrated, for example, by Laitinen et al. (2004) , Onufriev et al. (2004), and Trieb et al. (2004) . We used the default dielectric constants of e ¼ 1 for the solute and e ¼ 80 for the solvent in the electrostatic solvation free energy (DG GB ) calculations. A probe radius of 1.4 Å was used to determine the molecular surface area.
Electrostatic potential surface
The electrostatic potential surface was evaluated using the adaptive Poisson-Boltzmann solver (APBS) software Saied 1993, 1995; Baker et al. 2001) . This software calculates the potential surface by providing a numerical solution to the PoissonBoltzmann equation using a grid-based approach.
