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Die Konstruktion der konvexen Hu¨lle einer vorgegebenen Punktmenge geho¨rt zu einem der





Algorithmische Geometrie“). Zur Lo¨sung des sogenannten
”
Konvexe-Hu¨lle-Problems“ wur-
den u¨ber einige Jahrzehnte hinweg mehrere Verfahren entwickelt, welche auf teilweise vo¨llig
verschiedenen Ansa¨tzen basieren. Es stellt sich unweigerlich die Frage, welchem Algorith-
mus zur Bestimmung der konvexen Hu¨lle der Vorzug gegeben werden sollte. Eine Antwort
hierauf kann man mit Hilfe einer Aufwandsanalyse oder auch mittels empirischer Untersu-
chungen erlangen. Wa¨hrend sich eine Worst-Case-Untersuchung der Komplexita¨t einzelner
Lo¨sungsalgorithmen meist noch als relativ einfach erweist, stellt eine Average-Case-Analyse
eine weitaus gro¨ßere Herausforderung dar und wird daher im Fokus dieser Arbeit stehen. Zwar
wollen wir fu¨r die meisten untersuchten Zufallsgro¨ßen analytische Aussagen gewinnen, auf-
grund der damit verbundenen hohen Schwierigkeit werden wir uns aber fu¨r einige interessante
Gro¨ßen auf empirische Untersuchungen der Mittelwerte beschra¨nken.
1.1 Motivation
Konvexe-Hu¨lle-Algorithmen finden auf vielen verschiedenen Gebieten Anwendung und sind
somit auch in der Praxis von Interesse. Nachfolgend werden einige Beispiele hierzu aufgefu¨hrt:
In Geoinformationssystemen, welche der Erfassung, Verarbeitung und Speicherung von Daten
in einer Geodatenbank dienen, bilden konvexe Hu¨llen oft eine Basis fu¨r weiterfu¨hrende Ab-
fragen. Sie werden etwa zur Reduzierung relevanter Punkte bei der Abstandsmessung zweier
Objekte oder fu¨r eine vereinfachte Positionsbestimmung eingesetzt. Des Weiteren sind Konve-
xe-Hu¨lle-Algorithmen auch in der Robotik zu finden. Aus dem Scannen von Objekten ergeben
sich meist nur Punktwolken, deren konvexe Hu¨lle zu berechnen ist. Vor allem beschra¨nkte Ebe-
nen, auf denen weitere Objekte stehen, werden auf diese Weise von Robotern erfasst. Weitere
wichtige Einsatzgebiete vor allem fu¨r Probleme im dreidimensionalen Raum sind durch die
Bereiche Bildverarbeitung und Computergraphik gegeben. Hier sind insbesondere CAD-Pro-
gramme (
”
Computer Aided Design“) zu nennen. Eine mehrdimensionale Anwendung stellt
die Mehrzieloptimierung dar. Hier ist man an paretooptimalen Punkten interessiert.1 Relevant
wird die konvexe Hu¨lle auch in der ganzzahligen Optimierung, insbesondere wenn Mehrziel-
optimierung und Ganzzahligkeitsbedingungen miteinander kombiniert werden.
1Wie man alle paretooptimalen Ecken und Kanten in einem Polyeder effizient mit Hilfe eines Konvexe-Hu¨lle-
Algorithmus bestimmen kann, wird ausfu¨hrlich in [Wo¨r06] behandelt.
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Doch handelt es sich bei der Konstruktion einer konvexen Hu¨lle tatsa¨chlich um ein so schwie-
riges Problem, dass man seit vielen Jahren daran interessiert ist, hierzu neue und besse-
re Lo¨sungsverfahren zu entwerfen? Wenn man sich eine Punktmenge im zweidimensionalen
Raum vor Augen fu¨hrt, so kann hieraus graphisch sehr leicht die konvexe Hu¨lle konstruiert
werden. Sie ergibt sich vereinfacht gesprochen wie ein enges Gummiband um die Punktmenge.











































































































































































































































Abbildung 1.1: Konvexe Hu¨lle aus 120 Punkten im zweidimensionalen Raum
Jedoch schon im Dreidimensionalen sto¨ßt man graphisch an Grenzen, die konvexe Hu¨lle zu
bestimmen. In Abbildung 1.2 ist diese beispielhaft fu¨r 200 (auf der Kugeloberfla¨che erzeug-
te) Punkte dargestellt. Es ist bemerkenswert, wie komplex das Polyeder bereits bei dieser
moderaten Anzahl an Punkten im dreidimensionalen Raum erscheint.
Abbildung 1.2: Konvexe Hu¨lle aus 200 Punkten im dreidimensionalen Raum
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Spa¨ter werden wir zu einer anderen (dazu dualen) Sichtweise u¨bergehen, die die erzeugten
Zufallsdaten zur Generierung von Restriktionen im Raum benutzt. Hier sind wir dann an
der Enumeration aller Ecken interessiert. Wie in Abschnitt 1.4 ausfu¨hrlicher erla¨utert wird,
handelt es sich dabei um ein (fast) a¨quivalentes Problem. Bezu¨glich obiger Graphik wu¨rde
sich bei entsprechender A¨nderung unserer Sichtweise das Polyeder aus Abbildung 1.3 ergeben.
Auch dieses scheint nicht minder komplex zu sein.
Abbildung 1.3: Dreidimensionales Polyeder konstruiert aus 200 Restriktionen
Zwar sind das zwei- und dreidimensionale Beispiel dieses Abschnittes aufgrund unterschied-
licher Verteilungsarten und Anzahlen an Punkten nicht direkt miteinander vergleichbar,
dennoch bekommt man einen groben Eindruck, wie stark sich die Komplexita¨t durch den
U¨bergang in den mehrdimensionalen Raum erho¨ht. Somit ist durchaus nachvollziehbar, dass
man stets nach besseren Alternativen zur Konstruktion konvexer Hu¨llen sucht bzw. unter
den bereits entwickelten Verfahren gerne eine Entscheidung fu¨r einen der Algorithmen treffen
mo¨chte. Auf Letzterem beruht die Motivation der hier vorliegenden Arbeit.
1.2 Inhalt
Wir wollen vier bekannte Verfahren aus dem Bereich der Konvexe-Hu¨lle-Bestimmung vorstel-
len, untersuchen und einer probabilistischen Analyse unterziehen:
• den Gift-Wrapping-Algorithmus von Chand und Kapur (siehe Kapitel 2),
• das Verfahren von Avis und Fukuda (siehe Kapitel 3),
19
Kapitel 1 Einfu¨hrung
• den Shelling-Algorithmus von Seidel (siehe Kapitel 4) und
• die Double-Description-Methode von Motzkin et al. (siehe Kapitel 5).
Ziel und Zweck dieser Untersuchungen ist eine unter einheitlichen Vergleichsbedingungen2
vorgenommene Bewertung des (erwarteten) Rechenaufwands bei Verwendung der vier Algo-
rithmen. Dabei soll nicht nur die gro¨ßenordnungsma¨ßige Abha¨ngigkeit von m, der Anzahl
an Punkten bzw. Restriktionen und somit die gro¨ßere Dimension, erkla¨rt werden (dies ist
an verschiedenen Stellen schon geschehen), sondern es soll auch der Einfluss von n, der Di-
mension des Raumes, genau erfasst werden. Denn insbesondere hier treten die Unterschiede
in den algorithmischen Ansa¨tzen zutage und hier wird der Unterschied zwischen einer rein
geometrisch orientierten Za¨hlung (Eckenzahl) und einer algorithmischen Za¨hlung (Erfassungs-
aufwand) deutlich.
In Kapitel 6 werden wir die analysierten Verfahren nochmals vergleichen, um ein Fazit zu
ziehen. Dies wird zusammen mit einem kurzen Ausblick u¨ber weitere Untersuchungsmo¨glich-
keiten in diesem Gebiet den Abschluss der Arbeit bilden.
Da eine Average-Case-Analyse des Gift-Wrapping-Algorithmus von Chand und Kapur be-
reits von Borgwardt (vgl. [Bor93] und [Bor97]) vorgenommen wurde, werden wir bezu¨glich
dieses Verfahrens die Ergebnisse unter leichter Anpassung an eine einheitliche Problemstel-
lung zitieren und Borgwardts Resultate mittels empirischer Methoden besta¨tigen. Ebenso
werden die Ergebnisse von Borgwardt zur Double-Description-Methode (vgl. [Bor07]) wieder-
gegeben und darauf aufbauend weitere probabilistische Untersuchungen vorgenommen. Fu¨r
das Verfahren von Avis und Fukuda versuchen wir aus der Worst-Case-Komplexita¨t heraus
eine Erwartungswertanalyse einer besonders interessanten Gro¨ße vorzunehmen, na¨mlich der
Anzahl an notwendigerweise durchzufu¨hrenden Auswertungen durch die sogenannte reverse
Blandu¨berpru¨fung. Des Weiteren tangiert man bei diesem Berechnungsverfahren die Frage,
mit welcher Wahrscheinlichkeit man unter gewissen Annahmen auf eine Auf- bzw. Abstiegs-
kantenrichtung trifft. Dies wird in Abschnitt 3.6 genauer analysiert. Bezu¨glich des Shelling-
Algorithmus erweist sich eine Average-Case-Analyse der relevanten Zufallsgro¨ßen als beson-
ders schwierig, so dass wir uns hierfu¨r auf empirische Untersuchungen beschra¨nken werden.
Fu¨r eine gelungene probabilistische Analyse ist ein geeignetes stochastisches Modell zur Er-
zeugung der Problembeispiele unerla¨sslich. Dazu hat sich das Rotationssymmetriemodell
schon des O¨fteren bewa¨hrt (vgl. u.a. [Bor87], [Ku¨f92], [Ho¨f95], [Bor97], [Huh97], [BH99] und
[Bor07]). Eine besonders geeignete Unterklasse dieses Modells soll im Abschnitt 1.6 eingefu¨hrt
und erla¨utert werden. Diese wird somit die Grundlage fu¨r unsere probabilistischen und em-
pirischen Untersuchungen bilden.
Zuna¨chst aber wollen wir in Abschnitt 1.3 einige ha¨ufig verwendete Schreibweisen und Be-
zeichnungen auffu¨hren. Anschließend werden wir in Abschnitt 1.4 mit dem Ziel einer besseren
Vergleichbarkeit der verschiedenen Lo¨sungsalgorithmen eine Vereinheitlichung der Problem-
stellung vornehmen und in Abschnitt 1.5 das Simplextableau als Hilfsmittel zur Ausfu¨hrung
verschiedener Verfahren vorstellen. Der Abschnitt 1.7 dient allgemeinen Erla¨uterungen zu den
in dieser Arbeit vorgenommenen empirischen Untersuchungen. In Abschnitt 1.8 wird darauf
aufbauend eine erste Zufallsgro¨ße, die durchschnittliche Anzahl an Ecken in einem Polyeder,
2Diese werden durch die Festlegung der Problemstellung in Abschnitt 1.4 und des stochastischen Modells
(Rotationssymmetriemodell) in Abschnitt 1.6 geschaffen.
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empirisch analysiert. Dabei werden wir Vergleiche mit Borgwardts Oberschranke zum Erwar-
tungswert dieser Gro¨ße aus [Bor97] und [Bor07] vornehmen.
1.3 Schreibweisen und Bezeichnungen
Um unno¨tige Missversta¨ndnisse zu vermeiden, sind einheitliche Schreibweisen und klar fest-
gelegte Bezeichnungen3 erforderlich. Da die verschiedenen Verfahren zur Bestimmung der
konvexen Hu¨lle im euklidischen Raum beliebige (endliche) Dimensionen erlauben, treffen wir
zuna¨chst bezu¨glich Vektoren und Matrizen einige Vereinbarungen.
Vereinbarungen zu Vektoren und Matrizen
Vektoren werden bei uns stets als Spaltenvektoren aufgefasst. Dabei bezeichnen oben stehende
Indizes die Komponenten dieser Vektoren. Untere Indizes hingegen werden zur Unterscheidung
verschiedener Vektoren benutzt.
Des Weiteren verwenden wir nachfolgende Kurznotationen fu¨r besonders ha¨ufig auftauchende
Vektoren:
• Mit 1 wird ein Vektor dargestellt, der in allen Komponenten eine Eins besitzt (Eins-
vektor).
• Der Nullvektor wird mit 0 bezeichnet und besteht seinem Namen entsprechend nur aus
Nullen.
• Fu¨r den i-ten Einheitsvektor schreiben wir ei.
Soll dabei die Dimension n hervorgehoben werden, so kann diese als (weiterer) Index an-
geha¨ngt werden zu 1n, 0n bzw. ei,n.
Da unsere Problemstellung durch Punkte a1, . . . , am ∈ Rn gegeben ist (vgl. dazu die Ab-








als nu¨tzlich erweisen. Hier bilden also aT1 , . . . , a
T
m die entsprechenden Zeilen der Matrix. AM
gebe fu¨r ein Tupel M := (M1, . . . ,M `) mit M1, . . . ,M ` ∈ {1, . . . ,m} die Untermatrix von A
an, deren Zeilen durch aT
M1













Die Einheitsmatrix bezeichnen wir mit I bzw. In. Letztere Schreibweise dient dabei der Her-
vorhebung, dass es sich um eine Matrix aus Rn×n handelt.
3Die hier verwendeten Notationen lehnen sich weitgehend an das Lehrbuch von Borgwardt [Bor01] an.
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Die konvexe Hu¨lle einer Menge ist in dieser Arbeit von besonderer Relevanz. Aber auch weitere
Hu¨llenbegriffe spielen in der von uns betrachteten Thematik eine wichtige Rolle. Hierzu fu¨hren
wir nachfolgende Schreibweisen ein.
Definitionen und Schreibweisen zu verschiedenen Hu¨llenbegriffen
Sei Y ⊆ Rn eine nichtleere Menge.
• Die Linearkombination der Vektoren von Y wird mit LH(Y ) bezeichnet. Hierbei spricht













∣∣∣∣ ∃λ1, . . . , λk ∈ R, y1, . . . , yk ∈ Y mit λ1, . . . , λk ≥ 0,
k∑
i=1






• Der konvexe Kegel von Y (auch konische Hu¨lle genannt) wird mit KK(Y ) darge-
























Bemerkung 1.1. Zur weiteren Vereinfachung der Schreibweise lassen wir bei den eben ein-
gefu¨hrten Hu¨llenbezeichnungen fu¨r eine konkret gegebene Menge die Mengenklammern weg
und schreiben beispielsweise statt KH({a1, . . . , am}) ku¨rzer KH(a1, . . . , am).
Die nun getroffenen Vereinbarungen und Notationen dienen der einfacheren Darstellung und
bilden gleichzeitig eine wichtige Grundlage zum Versta¨ndnis der Inhalte. Einige spezielle-
re Schreibweisen werden wir in dieser Arbeit aber erst spa¨ter an besser geeigneten Stellen
einfu¨hren.
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1.4 Vereinheitlichung der Problemstellung
Die Entwickler der in Abschnitt 1.2 erwa¨hnten Verfahren gingen von verschiedenen Problem-
stellungen aus: Wa¨hrend Avis und Fukuda mit ihrem Verfahren (siehe [AF92]) sowie Motzkin
et al. in ihrer Arbeit [MRTT53] sich vorwiegend um die Ermittlung sa¨mtlicher Ecken eines
Polyeders bemu¨hten, ging es fu¨r Seidel in seinem Shelling-Algorithmus (siehe [Sei86]) sowie fu¨r
Chand und Kapur in ihrem Gift-Wrapping-Algorithmus (siehe [CK70]) um die Enumeration
aller Facetten des Polytops, das aus der konvexen Hu¨lle einer gegebenen Punktmenge ent-
steht. Fu¨r Letzteres kann weiter unterschieden werden, ob das Enthaltensein des Nullpunktes
in der Punktmenge gefordert wird. Dies ist im Hinblick auf den Grad der Verwandtschaft der
hier aufgeza¨hlten Problemstellungen von besonderer Relevanz.
Etwas konkreter ausgedru¨ckt, ko¨nnen die betrachteten Algorithmen fu¨r die nachfolgenden
drei Problemstellungen eingesetzt werden:
Bestimmung sa¨mtlicher Ecken des Polyeders X := {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1} (P1)
Bestimmung aller Facetten des Polytops Y := KH(0, a1, . . . , am) (P2)
Bestimmung sa¨mtlicher Facetten des Polytops Y := KH(a1, . . . , am) (P3)
Bemerkung 1.2. Da sich bei Einhaltung der Nichtentartungsbedingung (siehe Definition 1.6,
Seite 28) aus den Facetten ohne Weiteres auch alle Seitenfla¨chen niedrigerer Dimension be-
stimmen lassen, kann man sich bei der Ermittlung der konvexen Hu¨lle einer Punktmenge auf
die Aufza¨hlung der Facetten beschra¨nken. In analoger Weise reicht es in einem Ungleichungs-
system aus, die Basen sa¨mtlicher Ecken aufzulisten, um die erzeugenden Restriktionen aller
Seitenfla¨chen ho¨herer Dimension zu erhalten.
Wir wollen nun auf die enge Verwandtschaft der drei Problemstellungen eingehen. Hierzu ist
nachfolgende Definition nu¨tzlich:
Definition 1.3. Eine Facette eines Polytops heißt Facette 1. Art, wenn sie die Eigenschaft
besitzt, dass ihre affine Hu¨lle den Nullpunkt und alle Erzeuger des Polyeders in denselben
Halbraum stellt. Trennt die Facette allerdings den Ursprung von der erzeugenden Punktmen-










































Zur Veranschaulichung zeigen die Abbildungen 1.4 und 1.5 ein Beispiel fu¨r eine Facette 1. Art
bzw. 2. Art im jeweiligen Polytop.
Es ist offensichtlich, dass sich die Problemstellungen (P2) und (P3) vor allem in der Existenz
der Facetten 2. Art unterscheiden. Da 0 ∈ Y ist, ko¨nnen solche Facetten in Y nicht entstehen.
Stattdessen lassen sich unter Umsta¨nden Facetten zusammen mit dem Nullpunkt bilden. Die-
se nennen wir kurz Null-Facetten. Im Gegensatz dazu sind fu¨r Y sehr wohl Facetten 2. Art
mo¨glich. Man beachte aber, dass es sich bei den Nullfacetten in Y um keinen a¨quivalenten Er-
satz fu¨r Facetten 2. Art in Y handelt, wie leicht durch Betrachtung eines geeigneten Beispiels
klar wird. In Abbildung 1.6 etwa sind nur zwei Nullfacetten von Y festzustellen, wa¨hrend die




























Abbildung 1.6: Graphik zur Veranschaulichung von Facetten 2. Art und Nullfacetten
Wie in [Bor87, S. 69+70] beschrieben wird, besteht eine 1-zu-1-Beziehung zwischen den Ecken
in X und den Facetten in Y . Dabei sind allerdings mo¨gliche Nullfacetten gesondert zu be-
trachten: Sie entsprechen in X den fiktiven Endpunkten unbeschra¨nkter Kanten. Erweitert
man also die Problemstellung (P1) um die zusa¨tzliche Ermittlung der extremalen freien Rich-
tungen, so ko¨nnen (P1) und (P2) als a¨quivalent eingestuft werden.
Um unsere Analysen so weit wie mo¨glich zu vereinfachen, verzichten wir auf das Vorhandensein
von Facetten 2. Art und auf die Bestimmung von Nullfacetten. D.h. wir entscheiden uns
zu Gunsten der Problemstellung (P1). Unter besonderer Beru¨cksichtigung der Sonderrolle
der Nullfacetten ist es uns aber fu¨r eine andere (und damit eventuell gu¨nstigere) Sichtweise
weiterhin mo¨glich auf die Problemstellung (P2) zu wechseln.
Sprechweisen: Wir nennen die Problemstellungen (P1) und (P2) dual zueinander. Da wir
in dieser Arbeit meist im Sinne von (P1) argumentieren wollen, sei dies nun unsere primale
Sichtweise. Bezu¨glich (P2) sprechen wir folglich von der dualen Interpretation.
1.5 Das Simplextableau als Grundlage mehrerer Lo¨sungsmethoden
Um unsere Problemstellung (P1) zu lo¨sen, kann das Simplextableau zur effizienten Darstel-
lung aller notwendigen Informationen an einer Ecke des Polyeders verwendet werden. Auf-
24
1.5 Das Simplextableau als Grundlage mehrerer Lo¨sungsmethoden
grund der kanonischen Form des Zula¨ssigkeitsbereiches X := {x ∈ Rn | Ax ≤ 1} erweist sich
das Tableau des restriktionsorientierten Simplexverfahrens4 als besonders geeignet. Daher
wollen wir nun eine kurze Einfu¨hrung in diese Darstellungsform geben.
Bemerkung 1.4. Infolge der engen Verwandtschaft der drei Problemstellungen (P1), (P2) und
(P3) kann das restriktionsorientierte Simplextableau auch zur Bestimmung aller Facetten von
KH(0, a1, . . . , am) bzw. KH(a1, . . . , am) eingesetzt werden (vgl. dazu u.a. [Bor97, S. 86–89]).
Zu Beginn fu¨hren wir einige Bezeichnungen ein:
• ∆ = {∆1, . . . ,∆n} ⊆ {1, . . . ,m} sei stets die Menge der Indizes der aktuellen Basis.
Diese ist damit durch die linear unabha¨ngigen Vektoren a∆1 , . . . , a∆n gegeben. Wird
hier auf die Reihenfolge der Basiseintra¨ge Wert gelegt, so fassen wir ∆ als ein n-Tupel
(∆1, . . . ,∆n) mit paarweise verschiedenen ∆1, . . . ,∆n ∈ {1, . . . ,m} auf.
• A∆ gebe gema¨ß unserer Notation aus Abschnitt 1.3 die Untermatrix von A an, welche











∆ (−e1), . . . , γn = A−T∆ (−en)
eine Repra¨sentation der Vektoren a1, . . . , am bzw. −e1, . . . ,−en im neuen Koordinatensys-
tem zur Basis a∆1 , . . . , a∆n . Analog kann auch ein Zielfunktionsvektor c, falls vorhanden,
dargestellt werden:
ξ = A−T∆ c
Weitere wertvolle Information erhalten wir durch die sogenannten Schlu¨pfe:
βj = 1− aTj A−1∆ 1n = 1− αTj 1n
xi = eTi A
−1
∆ 1n = γ
T
i 1n
Dabei bezeichnet x = (x1, . . . , xn)T unsere aktuelle Ecke und damit gleichzeitig den Norma-
lenvektor zur Hyperebene H(a∆1 , . . . , a∆n) = AH(a∆1 , . . . , a∆n), fu¨r welchen
aT∆1x = 1, . . . , a
T
∆nx = 1
gilt. Somit weist das Skalarprodukt fu¨r alle Punkte y ∈ H(a∆1 , . . . , a∆n) mit x den Wert eins
auf.
Falls eine Zielfunktion vorhanden ist, ko¨nnen wir auch hierzu in analoger Weise den negativen
Zielfunktionswert (dies entspricht dann dem Schlupf zu der Restriktion cTx ≤ 0) festhalten:
−Q = −cTA−1∆ 1n = −ξT1n
Diese Daten speichern wir in einem Tableau, das mit unseren Bezeichnungen folgende Gestalt
aufweist:
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β1 . . . β` . . . βj . . . 0 . . . βm x1 . . . xs . . . xn −Q
Nachfolgendes Tableau gibt die Darstellung mit den verwendeten Matrizen wieder:
a1 . . . am −e1 . . . −en c
a∆1
... AˆT = (AA−1∆ )
T −(A−1∆ )T (A−1∆ )T c
a∆n
(1m −AA−1∆ 1n)T xT = (A−1∆ 1n)T −Q = −cTA−1∆ 1n
Um aus der Basis einen Restriktionsvektor a∆i zu entfernen und fu¨r diesen einen Nichtbasis-
vektor aj einzuwechseln, ist ein sogenannter Pivotschritt notwendig. Der Tableaueintrag α
i
j
wird dabei Pivotelement genannt. Die Zeile zum Basisvektor a∆i heißt Pivotzeile, die Spalte
aj wird entsprechend als Pivotspalte bezeichnet. Das neue Tableau la¨sst sich direkt aus dem
aktuellen Simplextableau berechnen und sieht nach dem Austauschschritt wie folgt aus:
. . . a` . . . aj . . . ar . . . . . . −es . . . c
































































. . . 1 . . . 1
αi
j






































. . . β` − αi`βj
αi
j
. . . 0 . . . − βj
αi
j
. . . . . . xs − γisβj
αi
j
. . . −Q− ξiβj
αi
j
Durch diesen Schritt wird die aktuelle Ecke x verlassen und zu einer benachbarten Basislo¨sung
u¨bergegangen. Damit bei einer solchen Auswechslung der Zula¨ssigkeitsbereich X nicht ver-
lassen wird, d.h. die neue Basislo¨sung zula¨ssig bleibt und somit eine Ecke darstellt, muss
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zur Bestimmung der Pivotspalte der sogenannte Quotiententest durchgefu¨hrt werden. Dazu







fu¨r alle j mit αij < 0
gilt. Kann in der Zeile kein negativer Eintrag gefunden werden, so zeigt dies eine unbeschra¨nk-
te Kante (extremale freie Richtung) auf. D.h. ein Austauschschritt zu einer Nachbarecke ist
zumindest in dieser Laufrichtung nicht mo¨glich.
Bemerkung 1.5. Etwas komplizierter verha¨lt es sich bezu¨glich des Quotiententests in der
Problemstellung (P3), da hier auch Facetten 2. Art gesucht werden. Diese sind in unserem
Tableau daran zu erkennen, dass βi ≤ 0 ∀i = 1, . . . ,m gilt. Da wir uns in dieser Arbeit
auf die Problemstellung (P1) bzw. mit Einschra¨nkung auf (P2) konzentrieren, soll hier nicht
na¨her auf die Anpassung des Quotiententests eingegangen werden. Sie kann in [Bor97, S. 88]
nachgelesen werden.
1.6 Das probabilistische Modell
In diesem Abschnitt stellen wir das Rotationssymmetriemodell als Grundlage unserer proba-
bilistischen Analyse vor5. Dabei beschra¨nken wir uns auf eine Klasse von rotationssymmetri-
schen Verteilungen, in der keine Punkte außerhalb der Einheitskugel erzeugt werden.
Festlegung
Die Punkte a1, . . . , am seien stochastisch unabha¨ngig und u¨ber der n-dimensiona-
len Einheitskugel (ohne den Ursprung) identisch und rotationssymmetrisch ver-
teilt.
Eine rotationssymmetrische Verteilung kann eindeutig u¨ber ihre Radialverteilungsfunk-
tion
F (r) := P(‖x‖ ≤ r) fu¨r r ∈ [0,∞)
charakterisiert werden, wobei P(‖x‖ ≤ r) die Wahrscheinlichkeit bezeichnet, dass die eukli-
dische Norm eines zufa¨lligen Punktes x nicht gro¨ßer als r ist. Da wir nur Verteilungen mit
Beschra¨nkung auf die Einheitskugel betrachten, muss
F (r) = 1 ∀r ≥ 1
gelten. Wenn die Radialverteilungsfunktion eine Dichte besitzt, dann bezeichnen wir diese




f(ρ) dρ ∀r ∈ [0,∞). (1.1)
Die Dichte der Verteilung u¨ber Rn werde mit fˆ bezeichnet. Aufgrund der Rotationssymmetrie
gilt fu¨r fˆ : Rn → R+
fˆ(x1) = fˆ(x2) ∀x1, x2 mit ‖x1‖ = ‖x2‖. (1.2)
5Die in diesem Abschnitt zusammengestellten Definitionen und Formeln sind zum Großteil aus den Arbeiten
von Borgwardt (siehe [Bor87, S. 112–114], [Bor97, S. 95–98] und [Bor07, S. 179–181, 188–190]) entnommen.
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Weiter sei f˜ : [0,∞)→ R eine Funktion, die mittels
f˜(‖x‖) = fˆ(x) ∀x ∈ Rn
beschrieben ist. Damit la¨sst sich nachfolgende Beziehung beobachten:





fˆ(x) = f˜(r) = f(r) · 1
rn−1 · λn−1(ωn) mit r = ‖x‖. (1.4)
Das Rotationssymmetriemodell erfu¨llt fast sicher (d.h. mit Wahrscheinlichkeit eins) die Nicht-
entartungsbedingung. Diese ist wie folgt definiert:
Definition 1.6. Die sogenannte Nichtentartungsbedingung ist genau dann erfu¨llt, wenn
jede Teilauswahl von n Vektoren aus der Menge {a1, . . . , am} linear unabha¨ngig und jede
Teilauswahl von (n+ 1) Vektoren in allgemeiner Lage (d.h. affin unabha¨ngig) ist.
Definition 1.7. ωn bezeichnet den Rand der n-dimensionalen Einheitskugel (oder ku¨rzer die
n-dimensionale Einheitsspha¨re6):
ωn := {x ∈ Rn | ‖x‖ = 1}
Ωn schreiben wir fu¨r die n-dimensionale Einheitskugel:
Ωn := {x ∈ Rn | ‖x‖ ≤ 1}













Hierbei bezeichnet Γ(·) die bekannte Gammafunktion. Die zugeho¨rige Definition sowie wich-
tige Eigenschaften dieser sind im Anhang A.1 ab Seite 177 zu finden.
Wir beschra¨nken uns weiter auf eine spezielle Unterfamilie von rotationssymmetrischen Vertei-
lungen auf Ωn, welche fu¨r die spa¨ter notwendigen Integrationsoperationen besonders geeignet
ist.











fu¨r 0 ≤ r ≤ 1
1 fu¨r r > 1
(1.7)
6Der Rand einer Kugel wird auch Kugelspha¨re genannt.
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fu¨r 0 ≤ r ≤ 1
0 sonst
(1.8)
Bemerkung 1.9. Der Parameter k gibt das Gewicht der Verteilung auf dem Radius zwischen
null und eins an. k −→ −1 bedeutet dabei extremes Gewicht auf dem Rand der Einheits-
kugel, so dass hiermit eine Verteilung auf ωn ausgedru¨ckt wird. Steigendes k beschreibt eine
Erho¨hung des Gewichts auf das Innere und damit gleichzeitig ein entsprechendes Absinken
vom Rand der Kugel.
Zur Veranschaulichung werden in den Abbildungen 1.7 und 1.8 die Dichtefunktion fk(r) bzw.
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(d) n = 10





















































































(d) n = 10
Abbildung 1.8: Beispiele fu¨r die Verteilungsfunktion Fk(r)
Da die Formel (1.4) zu
f(r) = λn−1(ωn) · rn−1 · fˆ(x) ∀x mit ‖x‖ = r bzw.
fˆ(x) =
f(r)
λn−1(ωn) · rn−1 ∀x mit ‖x‖ = r 6= 0
(1.9)
fu¨hrt, gilt fu¨r unsere spezielle Verteilungsfamilie mit Parameter k:
fˆk(x) =
fk(‖x‖)








1.6 Das probabilistische Modell
Setzen wir fu¨r die Formel (1.10) k auf null, so wird die Dichtefunktion fˆk(x) konstant, also
unabha¨ngig vom Punkt x. D.h. hier ist jeder Punkt der Einheitskugel gleichwahrscheinlich.
Dieser und weitere interessante Spezialfa¨lle fu¨r den Parameter k sind in nachfolgender Tabelle
zusammengefasst:
k Beschreibung
k = 0 fˆ konstant auf Ωn =̂ Gleichverteilung auf Ωn
k −→ −1 Extreme Dominanz bei r = 1 =̂ Gleichverteilung auf ωn
k −→∞ Extreme Dominanz bei r = 0 =̂ Totale Zentrierung
k = n−12 Radialdichte symmetrisch um r =
1
2
Tabelle 1.1: Interessante Werte des Parameters k
Um eine bessere Vorstellung vom Einfluss dieses Parameters zu bekommen, betrachte man die
Graphiken aus Abbildung 1.9. Hier wurden nach unserer Verteilung fu¨r verschiedene Werte
von k jeweils 120 Punkte im zweidimensionalen Raum erzeugt. Zur besseren Orientierung ist







































































































































































































































































































































































































































































































































































































































































































































(f) k = 5
Abbildung 1.9: Veranschaulichung des Einflusses des Parameters k auf die Verteilung von 120
















































































































































































































(h) k = 100
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(i) k = 1.000
Abbildung 1.9 (Fortsetzung): Veranschaulichung des Einflusses des Parameters k auf die Ver-
teilung von 120 Punkten im zweidimensionalen Raum




(1− τ2)kτn−1 dτ = Γ(k + 1)Γ(
n
2 )










∀k > −1, n > −1 (1.11)
1∫
h
(r2 − h2)`(1− r2)kr dr = 1
2
(1− h2)`+k+1Γ(k + 1)Γ(`+ 1)




(1− h2)`+k+1B(k + 1, `+ 1) ∀k > −1, ` > −1 (1.12)
Hierbei steht B(·, ·) fu¨r die Betafunktion. Die Definition dieser bekannten Funktion findet
sich im Anhang A.1 auf Seite 178.
Bemerkung 1.10. Die Gleichung (1.11) erha¨lt man mittels der Substitution u := τ2. Fu¨r (1.12)
setzt man u := r
2−h2
1−h2 zur Berechnung des Integrals.
7
Definition 1.11. Die Randverteilung (Marginalverteilung) bzgl. der n-ten Koordinate ist
definiert durch
G : [−1, 1]→ [0, 1] mit G(h) := P(xn ≤ h).
Die Randdichtefunktion (Marginaldichtefunktion) la¨sst sich durch
g : [−1, 1]→ [0,∞) mit
h∫
−1
g(ξ) dξ = G(h)
beschreiben.
7Eine detaillierte Ausfu¨hrung dieser Berechnungen ist in [Bor07, S. 189] zu finden.
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Fu¨r unsere Zwecke sind nachfolgende Randverteilungsfunktionen und zugeho¨rige Funktionen
fu¨r allgemeine rotationssymmetrische Verteilungen nu¨tzlich:







(1− σ2)n−32 dσ dF (r) (1.13)
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n−1
n 1












 ∀i ∈ {1, . . . , n}8
In unserer speziellen Verteilungsfamilie ergeben sich in Abha¨ngigkeit vom Parameter k fol-
gende Funktionen:
Gk(h) = 1− λn−2(ωn−1)
λn−1(ωn)
· 2Γ(k + 1 +
n
2 )










· 2Γ(k + 1 +
n
2 )





· (1− r2)k · rn−1 dr =
=
Γ(k + 1 + n2 )√
pi · Γ(k + 1 + n−12 )




· 2Γ(k + 1 +
n
2 )










(n− 1) · λn−1(ωn) ·
2Γ(k + 1 + n2 )





· (1− r2)k · rn−1 dr =
=
Γ(k + 1 + n2 )
2 · √pi · Γ(k + 1 + n+12 )
· (1− h2)n+12 +k (1.21)
8Die Vektoren b1, . . . , bn sind das Resultat einer Koordinatentransformation, bei der KH(a1, . . . , an) durch
eine Drehung auf die Ho¨he h positioniert wird. Vgl. hierzu [Bor87, S. 134–137].
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Λ1,k(h) = n! · g2,k(h)n−1 · g0,k(h) = (1.22)
= n! ·
(
Γ(k + 1 + n2 )
2
√







· Γ(k + 1 +
n
2 )√
piΓ(k + 1 + n−12 )
(1− h2)n−12 +k =
= n! ·
(
Γ(k + 1 + n2 )
)n · (k + 1 + n−12 )
2n−1
(√
pi · Γ(k + 1 + n+12 )
)n · (1− h2)kn+n2+n−22 (1.23)
Obige Formeln sind bereits aus den Arbeiten von Borgwardt (vgl. [Bor87], [Bor97] und




GL · (1−G)M dG mit L ∈ N und M > 0 (1.24)




GL · (1−G)M dG ≤
1∫
0
GL · (1−G)M dG (1.25)
Fu¨r unsere Zwecke wird es zu einem spa¨teren Zeitpunkt notwendig sein, das Integral auf der
linken Seite exakt auszurechnen. Daher wird dies nun durchgefu¨hrt.
Hierzu beno¨tigen wir die bekannte Formel der partiellen Integration, welche unmittelbar aus
der Produktregel der Differentialrechnung folgt:
b∫
a





f(x) · g′(x) dx
Diese Formel wird zur Berechnung unseres Integrals (zuna¨chst mit f ′(G) = (1 − G)M und
g(G) = GL) in mehreren Wiederholungen solange angewendet, bis sich der Exponent L ∈ N





















































(1 − G)M+1 · GL−1 dG =
34






























































· L ·GL−1 · (1−G)M+2−
− 1












(1−G)M+3 ·GL−3 dG =
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Dieser Ausdruck ist zumindest fu¨r konkret gegebene M und L explizit berechenbar. Da die
Gammafunktion der Funktionsgleichung
Γ(x) = (x− 1) · Γ(x− 1)



























Γ(M + i+ 1) · Γ(L− i+ 2) (1.27)
Diese Auswertung wird in Kapitel 5 zum Einsatz kommen.
Bemerkung 1.12. Setzt man zusa¨tzlich M ∈ N voraus und geht zur Berechnung des Integrals
mit vertauschten Rollen der Parameter M und N bezu¨glich partieller Integration vor, so















(M − i+ 1)! (1.28)
Neben der probabilistischen Analyse ist das hier vorgestellte stochastische Modell auch die
Grundlage zur Erzeugung der Problembeispiele fu¨r unsere empirischen Untersuchungen. Wie
diese durchgefu¨hrt werden und welche Vereinbarungen wir hierzu treffen, wird im nachfolgen-
den Abschnitt behandelt.
Bemerkung 1.13. Man beachte, dass bei L → ∞ und M fest der relative Unterschied zwi-
schen dem Resultat der Abscha¨tzung in (1.25) und dem exakten Ergebnis aus (1.27) bzw.
(1.28) unbedeutend wird. Dies ist der Grund dafu¨r, dass in Abschnitt 1.8 beim Vergleich zwi-
schen empirischen Auswertungen und den mit (1.25) gewonnenen Oberschranken zuna¨chst
eine große Diskrepanz, dann aber asymptotisch (m → ∞ und n fest) eine ziemlich gute
U¨bereinstimmung auftritt.
1.7 Allgemeines zu empirischen Analysen in dieser Arbeit
Bei der Untersuchung der einzelnen Algorithmen werden wir auf viele interessante Zufalls-
gro¨ßen treffen, deren Average-Case-Analyse sich leider als a¨ußerst schwierig herausstellt. Da-
her werden wir, um zumindest einen Eindruck von gewissen Gro¨ßen zu bekommen, auf empi-
rische Ergebnisse zuru¨ckgreifen. Des Weiteren sollen bekannte Average-Case-Resultate durch
empirische Testla¨ufe u¨berpru¨ft bzw. Erkenntnisse u¨ber die Scha¨rfe von Abscha¨tzungen ge-
wonnen werden.
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Prinzipiell stehen bei der Erzeugung der Problembeispiele drei auszuwa¨hlende Parameter zur
Verfu¨gung:
• der Verteilungsparameter k ∈ (−1,∞),
• die Dimension der Polyeder n ∈ N \ {1} und
• die Anzahl an Restriktionen (bzw. die Anzahl an Punkten) m ∈ N mit m ≥ n.
Um anschauliche und aussagekra¨ftige Graphiken zur Darstellung der empirischen Beobach-
tungen zu den betrachteten Zufallsgro¨ßen zu erhalten, wird folgendes vereinbart: Wir variieren
fu¨r jede Abbildung nur einen der oben aufgeza¨hlten Parameter und halten dabei die anderen
fest. Soll der Verlauf der empirischen Ergebnisse aufgrund der A¨nderung des Parameters m
erfolgen, so wird die Dimension auf n = 7 festgesetzt und m beginnend mit m = 10 bis
auf m = 200 bei einer jeweiligen Erho¨hung von zehn variiert. Als zweite Variante setzen wir
m = 50 und variieren n beginnend bei zwei bis zehn unter einer Schrittweite von eins. Um
den Verlauf der Resultate zu verdeutlichen, werden dabei die empirischen Einzelergebnisse zu
einer differenzierbaren Kurve miteinander verbunden.
Fu¨r die Verteilung bieten sich die sehr interessanten Fa¨lle der Gleichverteilung auf der Ku-
geloberfla¨che (k → −1) und die Gleichverteilung in der Kugel (k = 0) an. Um neben diesen
Spezialfa¨llen auch positive Verteilungsparameter zu untersuchen, setzen wir als dritte und
vierte Verteilung k = 1 und k = 10 fest. Fu¨r eine bessere Unterscheidbarkeit der Resultate
und zur schnellen Assoziation mit der jeweiligen Verteilung werden dabei in dieser Arbeit
den Werten von k verschiedene Farben zugeordnet (siehe Tabelle 1.2). Insgesamt stehen al-
so fu¨r jede Gro¨ße acht Testreihen an, na¨mlich die jeweilige Variation von n und m unter
den vier genannten Verteilungen. Um mit unseren Testla¨ufen Ergebnisse mo¨glichst nahe am
Erwartungswert zu erhalten, werden dabei fu¨r jede Parameterkombination stets 1.000 Pro-
blembeispiele erzeugt und die Resultate gemittelt. Auf Untersuchungen, die rein auf eine





Parameter Parameter parameter Testbeispiele
m = 10, 20, . . . , 200 n = 7 k → −1 rot 1.000
(Schrittweite 10) k = 0 blau 1.000
k = 1 gru¨n 1.000
k = 10 braun 1.000
n = 2, 3, . . . , 10 m = 50 k → −1 rot 1.000
(Schrittweite 1) k = 0 blau 1.000
k = 1 gru¨n 1.000
k = 10 braun 1.000
Tabelle 1.2: Festlegungen zu den empirischen Analysen
In Tabelle 1.2 sind unsere Festlegungen nochmal zusammengefasst. Diese Parameterkombina-
tionen sind exemplarisch gewa¨hlt. Einerseits sollen nicht zu kleine Werte verwendet werden,
um ein ha¨ufiges Auftreten von Spezialfa¨llen zu unterbinden. Andererseits sollen die Rechen-
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laufzeiten nicht zu stark ansteigen. An einigen Stellen ist jedoch ein Verlauf der empirischen
Resultate fu¨r sehr viel ho¨heres m interessant. Um auch hierzu Untersuchungen mit akzep-
tablen Laufzeiten vornehmen zu ko¨nnen, wird die Zahl der Testla¨ufe bei Variation des Pa-
rameters m auf 100 reduziert und die Dimension n auf fu¨nf gesenkt. Will man bei hoher
Restriktionszahl m auch die Dimension n variieren, so stellt sich heraus, dass hier die Re-
chenlaufzeiten besonders stark ansteigen. Um dennoch auch dazu aussagekra¨ftige Graphiken
zu erhalten, reduzieren wir die Anzahl an Testbeispielen pro Parameterkombination noch
weiter auf 20. Die Restriktionszahl wird hierbei auf m = 500 festgesetzt. Die kompletten





Parameter Parameter parameter Testbeispiele
m = 50, 100, . . . , 2.000 n = 5 k → −1 rot 100
(Schrittweite 50) k = 0 blau 100
k = 1 gru¨n 100
k = 10 braun 100
n = 2, 3, . . . , 10 m = 500 k → −1 rot 20
(Schrittweite 1) k = 0 blau 20
k = 1 gru¨n 20
k = 10 braun 20
Tabelle 1.3: Alternative Festlegungen zu den empirischen Analysen
Bemerkung 1.14. Um eine erho¨hte Vergleichbarkeit zwischen den verschiedenen Verfahren und
Untersuchungsgro¨ßen zu erhalten, entstanden die meisten Graphiken in dieser Arbeit gema¨ß
obigen Festlegungen. Abweichungen hiervon werden wir an entsprechender Stelle begru¨nden.
1.8 Empirische Analyse der erwarteten Eckenzahl
Eine besonders große Rolle fu¨r die Gesamtkomplexita¨t aller in dieser Arbeit untersuchten
Algorithmen spielt die Anzahl an Ecken des Polyeders X = {x ∈ Rn |Ax ≤ 1}. Daher soll hier
noch vor der Einfu¨hrung in das erste Berechnungsverfahren ein U¨berblick u¨ber vorhandene
Erkenntnisse zum Erwartungswert der Eckenzahl gegeben und empirische Untersuchungen zu
dieser Zufallsgro¨ße durchgefu¨hrt werden.
Der Analyse der erwarteten Eckenzahl in einem Polyeder (bzw. der erwarteten Facettenzahl
in der dualen Sicht) widmen sich schon seit vielen Jahren mehrere Mathematiker. Die Arbeit
von Buchta [Buc85] liefert hierzu eine scho¨ne U¨bersicht u¨ber die Entwicklung der Forschung
bezu¨glich dieser und weiteren Problemstellungen aus der Polyedertheorie bis hin ins Jahr
1985. Da die Integralansa¨tze von Borgwardt (siehe [Bor97] und [Bor07]) fu¨r eine Anpassung
zur Average-Case-Analyse anderer algorithmischer Zufallsgro¨ßen besonders geeignet sind, zie-
hen wir in dieser Arbeit dessen Ergebnisse und Abscha¨tzungen in Betracht. Man beachte aber,
dass vor allem bei Vorliegen von Gleichverteilung auch scha¨rfere Oberschranken zur erwarte-
ten Ecken- bzw. Facettenzahl gefunden wurden als die unten angegebenen von Borgwardt. An
dieser Stelle ist besonders auf die Arbeiten von Buchta et al. [BM84] und [BMT85] hinzuwei-
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sen. In Ersterem werden Ergebnisse bei Gleichverteilung in Ωn berechnet. Letztere bescha¨ftigt
sich speziell mit der Gleichverteilung der Punkte auf der Kugeloberfla¨che.
In [Bor97, S. 98–101] kam Borgwardt fu¨r die Anzahl an Facetten 1. Art (#F1) und die Zahl
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Wie wir bereits wissen, entsprechen die Ecken in unserer primalen Sichtweise den Facet-
ten 1. Art bei Betrachtung der Problemstellung (P3) (siehe Abschnitt 1.4). Daher gilt die
Oberschranke (1.29) auch fu¨r Ekm,n(#V ), der erwarteten Anzahl an Ecken des Polyeders
X = {x ∈ Rn | Ax ≤ 1}.






konkret fu¨r die Belegung
k = m, ` = n, x = 1−G und δ = n− 1
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Bemerkung 1.15. Des Weiteren konnte Borgwardt in seiner Arbeit [Bor07, S. 194–197] speziell
fu¨r den Fall der Gleichverteilung der Punkte a1, . . . , am auf der Kugeloberfla¨che (k → −1)
und fu¨r die Gleichverteilung dieser Vektoren in der Kugel (k = 0) seine Abscha¨tzungen fu¨r
die erwartete Anzahl an Ecken weiter verbessern:
E
k→−1
m,n (#V ) ≤
m
n






































n2 + 1 (1.33)
Es werde hier nochmal explizit darauf hingewiesen, dass die Abscha¨tzungen von Borgwardt
innerhalb einer Methodik gewonnen wurden, die sich fu¨r die Analyse weiterer Zufallsvaria-
blen, welche fu¨r den algorithmischen Verlauf entscheidend sind, besonders eignen. Dies ist bei
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den vorher erwa¨hnten Ergebnissen von Buchta et al. nicht der Fall. Daher werden die Ober-
schranken (1.31),(1.32) und (1.33) fu¨r den nun folgenden empirischen Vergleich herangezogen.
Pra¨ziser ausgedru¨ckt wollen wir im Folgenden durch empirische Testla¨ufe einerseits den exak-
ten Erwartungswert anhand einer Durchschnittsbildung der Resultate u¨ber mehrere Problem-
beispiele simulieren und andererseits untersuchen, wie scharf obige Oberschranken sind. Dazu
enthalten die Graphiken in diesem Abschnitt neben den Kurvenverla¨ufen aus den empirischen
Untersuchungen auch die bekannten Oberschranken aus den Formeln (1.32) fu¨r k → −1, (1.33)
fu¨r k = 0 und (1.31) fu¨r die Fa¨lle k = 1 und k = 10 in den jeweils dunkleren Farben.
Zuna¨chst bescha¨ftigen wir uns mit der erwarteten Anzahl an Ecken unter der Dimension
n = 7 bei Variation des Parameters m. In Abbildung 1.10 betrachten wir die Gleichverteilung
der Restriktionsvektoren auf der Kugeloberfla¨che (k → −1). Hier weist die Oberschranke aus
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 5
Abbildung 1.10: Durchschnittliche Anzahl der Ecken fu¨r n = 7 und k → −1 unter Variation
des Parameters m
Wie in der Graphik deutlich zu sehen ist, liegt die Oberschranke von Borgwardt klar u¨ber
unseren empirischen Ergebnissen und scheint sich sogar bei Erho¨hung von m noch weiter von
diesen zu entfernen. Also die Steigung unserer Oberschranke ist gro¨ßer als die der empiri-
schen Kurve. Letztere scheint zwar zuna¨chst ein u¨berproportionales Wachstum aufzuweisen,
betrachtet man jedoch ausschließlich große m, so erkennt man anna¨hernd einen linearen Kur-
venverlauf. Um dies zu manifestieren, zeigt die Abbildung 1.11 die durchschnittliche Anzahl
an Ecken fu¨r unsere alternative Parameterfestlegung gema¨ß Tabelle 1.3. Durch die langfristige
Betrachtung bei Variation der Restriktionszahl werden dabei eben gemachte Beobachtungen
besonders deutlich. Der zuna¨chst superlineare Anstieg der empirischen Kurve fu¨r kleine m ist
hier jedoch aufgrund der hohen Skalierung nicht mehr erkennbar.
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 1,5
Abbildung 1.11: Durchschnittliche Anzahl der Ecken fu¨r n = 5 und k → −1 unter Variation
des Parameters m
Betrachten wir den Verteilungsparameter k = 0, also die Gleichverteilung der Restriktions-
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 7,5




Auch hier besta¨tigen sich einige Eindru¨cke, die bereits fu¨r die Verteilung der Punkte a1, . . . , am
auf der Kugeloberfla¨che festgestellt wurden: Die Oberschranke liegt deutlich u¨ber den empi-
rischen Ergebnissen und entfernt sich von diesen in unserem Betrachtungsbereich bei stei-
gendem m noch weiter. Der sublineare Verlauf la¨sst sich auf die nun mo¨gliche Redundanz
der Restriktionen zuru¨ckfu¨hren. Dass auch die empirischen Resultate fu¨r große m zu einer
sublinearen Kurve fu¨hren, wird jedoch erst durch unsere Alternativfestlegung der Parameter



























































































(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor den Faktor 1,7
Abbildung 1.13: Durchschnittliche Anzahl der Ecken fu¨r n = 5 und k = 0 unter Variation des
Parameters m
Um auch einen Eindruck von der allgemeineren Oberschranke (1.31) fu¨r beliebiges k unter
Variation von m zu erhalten, sind nachfolgend die Untersuchungen fu¨r die beiden Verteilungs-
parameter k = 1 und k = 10 zu sehen. Setzen wir hier zuna¨chst n = 7 und k = 1 ein, so














































Beide Oberschranken deuten auf einen noch sta¨rkeren sublinearen Effekt hin, der auf die nun
erho¨hte Wahrscheinlichkeit der Redundanz der erzeugten Restriktionen zuru¨ckgefu¨hrt werden
kann. Dies ist auch in den dazu angefertigten Graphiken wiederzuerkennen. Wie weiter aus
den Abbildungen 1.14 und 1.15 ersichtlich ist, klafft hier die Differenz aus Oberschranke und
empirischen Werten noch sta¨rker auseinander. In den linken Ha¨lften der Abbildungen (Teil
(a)) scheinen die empirischen Ergebnisse fast bei Null zu liegen, was jedoch allein auf der
hohen Skalierung beruht, wie sich jeweils im rechten Teil (b) zeigt. Im Umkehrschluss sind
rechts die Oberschranken kaum bzw. gar nicht mehr sichtbar.
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 15
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 250
Abbildung 1.15: Durchschnittliche Anzahl der Ecken fu¨r n = 7 und k = 10 unter Variation
des Parameters m
Wiederum mu¨ssen wir hier feststellen, dass der Parameter m zu klein ist, um auch bei den
empirischen Kurven Sublinearita¨t zu erhalten. Es scheint ein generelles Pha¨nomen zu sein,
dass fu¨r kleine m die durchschnittliche Zahl der Ecken zuna¨chst eher ein u¨berproportionales
Wachstum aufweist. Erst mit steigendem m tritt nach und nach ein gewisser Sa¨ttigungseffekt
ein, der dazu fu¨hrt, dass bei weiterer Erho¨hung des Parameterwertes auch die empirische
Kurve immer mehr dem Verlauf der Oberschranke a¨hnelt. Aufgrund der erho¨hten Redun-
danzwahrscheinlichkeit fu¨r gro¨ßere k ist dieser Sa¨ttigungseffekt fu¨r die Verteilungsparameter
k = 1 und k = 10 etwas fru¨her erkennbar, als dies bei Gleichverteilung der Punkte a1, . . . , am
auf Ωn oder ωn der Fall gewesen ist.
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Die Abbildungen 1.16 und 1.17 zeigen nun die entsprechenden Graphiken zu unserer Alter-
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 2,8










0 500 1000 1500 2000
b b b b b b
b b b b b b b b b b b b






















































(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 13,3
Abbildung 1.17: Durchschnittliche Anzahl der Ecken fu¨r n = 5 und k = 10 unter Variation
des Parameters m
Bei Betrachtung der Abbildungen 1.16 und 1.17 fa¨llt erstmals ein leicht zackiger Verlauf in den
empirischen Kurven auf. Dieser la¨sst sich einerseits auf die geringere Zahl der Problembeispiele
zur Durchschnittsbildung in unserer Alternativfestlegung der Parameter und andererseits auf
die ho¨here Schwankungsbreite in der Eckenzahl bei gro¨ßerer Redundanzwahrscheinlichkeit
zuru¨ckfu¨hren.
44
1.8 Empirische Analyse der erwarteten Eckenzahl
Bei den bisherigen Abbildungen ko¨nnte der Eindruck entstanden sein, dass Borgwardts Ober-
schranken insgesamt nur sehr ungenau den wahren Verlauf der Eckenzahl wiedergeben. Daher
betrachten wir nun die Graphiken bei logarithmischer Ordinatenskalierung. Bei unserer Alter-
nativfestlegung der Parameter, die eher das Verhalten fu¨r große m veranschaulicht, erkennen
wir, dass Borgwardts Oberschranken fu¨r eine hohe Restriktionszahl anna¨hernd parallel zu
den empirischen Kurven verlaufen. D.h. hier wird bis auf eine von m unabha¨ngige Konstan-
te C(n, k) der wahre Kurvenverlauf sehr gut approximiert. Fu¨r eine kleine Restriktionszahl
hingegen weisen die Oberschranken deutliche U¨berscha¨tzungen auf. Daher muss auch bei
ho¨herer Redundanzwahrscheinlichkeit, d.h. bei gro¨ßerem Wert des Verteilungsparameters k,
die Restriktionszahl m gro¨ßer gewa¨hlt werden, um eine gewisse Approximationsgu¨te zu er-
halten. Dies erkla¨rt, warum in nachfolgender Abbildung bei k = 10 der wahre Verlauf durch
die Oberschranke etwas schlechter wiedergegeben wird. Erst bei noch gro¨ßerer Restriktions-
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(d) k = 10
Abbildung 1.18: Darstellung der durchschnittlichen Anzahl an Ecken fu¨r n = 5 unter Varia-
tion des Parameters m durch logarithmische Ordinatenskalierungen
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A¨hnliche Probleme wie in Abbildung 1.18 beim Verteilungsparameter k = 10 erhalten wir
fu¨r die entsprechenden Untersuchungen bei unserer Standardfestlegung der Parameter. Auf-
grund der zu niedrigen Restriktionszahl schla¨gt sich hier eine erkennbare Ungenauigkeit in
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(d) k = 10
Abbildung 1.19: Darstellung der durchschnittlichen Anzahl an Ecken fu¨r n = 7 unter Varia-
tion des Parameters m durch logarithmische Ordinatenskalierungen
Wir wollen nun auch das Verhalten der Eckenzahl bei Variation der Dimension n fu¨r unsere
Standardfestlegung der Parameter betrachten.
Bei der Gleichverteilung der Restriktionsvektoren auf der Oberfla¨che der Einheitskugel er-
halten wird durch Einsetzen von m = 50 als Oberschranke aus der Formel (1.32) den nach-
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 500
Abbildung 1.20: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k → −1 und
Restriktionszahl m = 50 unter Variation der Dimension n
Deutlich zu erkennen ist hier der sehr starke Anstieg beider Kurven. Zumindest bei der Ober-
schranke konnten wir exponentielles Wachstum bereits durch unsere Formel (1.34) feststellen.
Damit wird auch klar, warum wir fu¨r unsere Alternativfestlegung der Parameter bei Variation
der Dimension n die Mittelung der Ergebisse sogar auf 20 Problembeispiele senken mussten,
um Resultate in akzeptablen Laufzeiten zu bekommen.
Weiter beachte man, dass hier fu¨r eine Erkennbarkeit der empirischen Ergebnisse sogar eine
Vergro¨ßerung der Ordinatenwerte um den Faktor 500 (rechts) im Vergleich zur Graphik mit
der Komplettansicht der Oberschranke (links) vorgenommen wurde.
Ein a¨hnliches Bild zeichnet sich bei der Gleichverteilung der Restriktionsvektoren in der Kugel





















In Abbildung 1.21 ist ersichtlich, dass hier die empirische Kurve noch weiter weg von der
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 1.000
Abbildung 1.21: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 0 und
Restriktionszahl m = 50 unter Variation der Dimension n
Gehen wir analog fu¨r die Verteilungsparameter k = 1 und k = 10 vor, so ergeben sich
a¨hnliche Graphiken. Man beachte jedoch, dass hier fu¨r eine Erkennbarkeit der empirischen
Ergebnisse die Ordinatenwerte in den rechten Teilen der Abbildungen sogar um den Faktor
3.300 bzw. 180.000 vergro¨ßert wurden. Als Hintergrund fu¨r die steigenden Werte der Ver-
gro¨ßerungsfaktoren ist die Beobachtung auffu¨hrbar, dass die empirischen Ergebnisse durch
die erho¨hte Redundanzwahrscheinlichkeit fu¨r steigendes k abnehmen, die Oberschranken dann
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 3.300
Abbildung 1.22: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 1 und
Restriktionszahl m = 50 unter Variation der Dimension n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 180.000
Abbildung 1.23: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 10 und
Restriktionszahl m = 50 unter Variation der Dimension n
Betrachten wir die entsprechenden Graphiken zu unserer Alternativfestlegung der Parameter,
so ergeben sich sehr a¨hnliche Kurvenverla¨ufe, die uns keine neuen Erkenntnisse liefern. Die ent-
sprechenden Abbildungen wurden daher in den Anhang B.1 ab Seite 183 ausgelagert. Einzig
auffa¨llig ist, dass aufgrund der ho¨heren Restriktionszahl wesentlich geringere Vergro¨ßerungs-
faktoren zur Darstellung der empirischen Kurvenverla¨ufe in Relation zu den Graphiken mit
Komplettansicht der Oberschrankenkurve von No¨ten waren. Es deutet sich also auch hier an,
dass die Oberschranken – zumindest relativ betrachtet – bei ho¨herem m scha¨rfer werden.
Bemerkung 1.16. Neben den bereits oben erwa¨hnten Arbeiten von Borgwardt und Buchta,
sollte an dieser Stelle noch eine Reihe weiterer Mathematiker erwa¨hnt werden, die sich mit
erwarteten Ecken- bzw. Facettenzahlen bescha¨ftigten: Fru¨he Ergebnisse stammen von Re´nyi
und Sulanke. Sie analysierten ausfu¨hrlich in [RS63] und [RS64] das asymptotische Verhal-
ten (m → ∞, n fest) der erwarteten Facettenzahl fu¨r die konvexe Hu¨lle aus m Punkten
im zweidimensionalen Raum. Efron untersuchte in [Efr65] vor allem Problemstellungen im
dreidimensionalen Raum. Dabei betrachtete er neben der Gleichverteilung der Punkte in ei-
nem Kreis bzw. Kugel auch weitere Verteilungen, wie z.B. die Normalverteilung oder die
Gleichverteilung in einer Ellipse bzw. Ellipsoid. Carnal ging in seiner Arbeit [Car70] von ro-
tationssymmetrisch erzeugten Punkten sowohl in der (unbeschra¨nkten) Ebene als auch im
Einheitskreis aus. Spa¨ter wurden auch weitere mehrdimensionale Ergebnisse geliefert: Hier
ist die Arbeit von Dwyer [Dwy91] nennenswert, der drei Arten von rotationssymmetrischen
Verteilungen betrachtet. Ku¨fer ging in [Ku¨f92] dazu u¨ber, sich im asymptotischen Fall mit Va-
rianzen von additiven Gro¨ßen zu bescha¨ftigen, zu denen auch die Facettenzahl unseres dualen
Polytops geho¨rt. Neuere Ergebnisse stammen z.B. von Reitzner [Rei08], der in erster Linie
asymptotische Ergebnisse bei Gleichverteilung der Punkte in beliebigen glatten Ko¨rpern lie-
ferte, und von Cowan [Cow10], der die Resultate von Buchta [Buc05] und Efron [Efr65] sowie





Der Gift-Wrapping-Algorithmus von Chand
und Kapur
Bereits im Jahre 1970 vero¨ffentlichten Chand und Kapur in ihrer Arbeit
”
An Algorithm for
Convex Polytopes“ (siehe [CK70]) das in diesem Kapitel vorgestellte Verfahren zur Bestim-
mung der konvexen Hu¨lle einer Punktmenge. Es war eines der ersten Verfahren u¨berhaupt,
das sich nicht bei der Bestimmung der konvexen Hu¨lle oder beim verwandten Eckenenumera-
tionsproblem auf den zweidimensionalen Raum beschra¨nkte, sondern beliebige Dimensionen
zuließ. Swart analysierte den Algorithmus in seiner Arbeit
”
Finding the Convex Hull Facet by
Facet“ (siehe [Swa85]) im Jahre 1985 und kam zum Ergebnis, dass der Gift-Wrapping-Algo-
rithmus von Chand und Kapur bezu¨glich seiner Worst-Case-Komplexita¨t das bis dahin beste
Verfahren darstellte. Mit dem sogenannten Weg-Werf-Prinzip von Akl und Toussaint (siehe
[AT78]) sowie spa¨ter von Devroye (siehe [Dev81]) konnte der Gift-Wrapping-Algorithmus wei-
ter verbessert werden und wird in dieser Arbeit
”
beschleunigter Gift-Wrapping-Algorithmus“
genannt. In den Vero¨ffentlichungen von Borgwardt (siehe [Bor93] und [Bor97]) wurde der
Gift-Wrapping-Algorithmus zusammen mit dem Weg-Werf-Prinzip probabilistisch analysiert.
Zuna¨chst wollen wir in den Abschnitten 2.1 und 2.2 den Gift-Wrapping-Algorithmus von
Chand und Kapur vorstellen und in die primale Sichtweise u¨bertragen. Abschnitt 2.3 wid-
met sich einer genaueren Komplexita¨tsanalyse der primalen Algorithmusversion. In einem
Einschub (Abschnitt 2.4) wird anschließend die vorher erwa¨hnte Beschleunigung beider Ver-
fahrensvarianten vorgenommen. Dabei werden die bereits von Borgwardt gewonnenen proba-
bilistischen Ergebnisse der Sichtweise entsprechend wiedergegeben. Des Weiteren wollen wir
hier Borgwardts Oberschranken aus der Average-Case-Analyse mittels empirischer Testla¨ufe
besta¨tigen.
2.1 Der einfache Gift-Wrapping-Algorithmus von Chand und Kapur
Da Chand und Kapur das Enthaltensein des Nullpunktes in der Punktmenge nicht forderten,
wird zuna¨chst von der Problemstellung (P3) ausgegangen. Die oben angesprochene Anpassung
an (P1) erfolgt dann in Abschnitt 2.2.
Zu Beginn fu¨hren wir einige Begriffe ein, die in der Terminologie fu¨r Polyeder gebra¨uchlich
sind.
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Definition 2.1. Wir nennen eine Facette ((n − 1)-dimensionale Seitenfla¨che) des Polytops
Y := KH(a1, . . . , am) auch Randsimplex. Die (n − 2)-dimensionalen Seitenfla¨chen heißen
auch Randsimplexseiten.
Bemerkung 2.2. Aufgrund der (fast sicheren) Erfu¨llung der Nichtentartungsbedingung (siehe
Definition 1.6, Seite 28) in unserem stochastischen Modell sind die Facetten von Y Simplizes
der Form KH(a∆1 , . . . , a∆n) (daher auch der Name Randsimplex). Weiter entha¨lt jede Facette
des Polytops Y genau n Randsimplexseiten KH(a∆1 , . . . , a∆i−1 , a∆i+1 , . . . , a∆n).
Da bei der Ausfu¨hrung des Algorithmus die Randsimplexseiten verschiedene Zusta¨nde anneh-
men werden, definieren wir weiter:
Definition 2.3. Jede Randsimplexseite besitzt genau zwei Erga¨nzungspunkte ai1 und
ai2 . Eine Randsimplexseite heißt (im Algorithmusverlauf) ungesa¨ttigt, wenn nur einer der
beiden Punkte bekannt ist. Sie wird gesa¨ttigt genannt, wenn beide Erga¨nzungspunkte bereits
ermittelt wurden.
Die Idee des Gift-Wrapping-Verfahrens besteht darin, wa¨hrend einer Wanderung u¨ber der
Oberfla¨che des Polytops jede Facette der konvexen Hu¨lle zu durchlaufen. Dabei wird der ak-
tuelle Randsimplex u¨ber eine seiner n Seiten verlassen und somit in eine benachbarte Facette
eingetreten. Diese Vorgehensweise a¨hnelt der Technik ein Geschenk mit Papier einzupacken.
Zuna¨chst liegt das Papier auf einer Geschenkseite. Dies entspricht dem aktuellen Randsim-
plex. Anschließend wird das Papier auf der Kante (Randsimplexseite) des Geschenks soweit
abgeknickt, bis es an einer anderen Geschenkseite (neuer Randsimplex) anliegt. Auf eine
solche Interpretation kann der Name
”
Gift-Wrapping“ zuru¨ckgefu¨hrt werden.
Wir wollen nun den einfachen Gift-Wrapping-Algorithmus von Chand und Kapur, angelehnt
an die Formulierung von Borgwardt in [Bor97, S. 88+89], wiedergeben:
Algorithmus 2.4 (Der einfache Gift-Wrapping-Algorithmus von Chand und Kapur).
Initialisierung:
1. Bestimme wie folgt eine Startfacette von Y := KH(a1, . . . , am):
a) Erga¨nze die Menge {a1, . . . , am} mit {ρe1, . . . , ρen}. Dabei sei ρ > ‖ai‖1 fu¨r alle
i = 1, . . . ,m. Diese n Hilfsvektoren ergeben eine Facette KH(ρe1, . . . , ρen) von
KH(a1, . . . , am, ρe1, . . . , ρen).
b) Entferne sukzessive alle Vektoren ρei mittels Pivotschritte aus der Basis. Verwende
dabei als Ersatzpunkte nur geeignete Vektoren aus der Originalpunktmenge. Nach
n solchen Austauschschritten sind wir an einer Facette von Y angelangt.
2. Speichere den gefundenen Randsimplex in einer Datei, welche sowohl der Wiedergabe
des entstehenden Suchbaumes als auch als Endausgabedatei dient.
3. Speichere alle Randsimplexseiten der Startfacette zusammen mit ihren Erga¨nzungs-
punkten in einer speziellen Baumstruktur fu¨r ungesa¨ttigte Randsimplexseiten. Aus Effi-
zienzgru¨nden werde die Speicherung dabei gema¨ß eines lexikographisch organisierten
Bina¨rbaumes vorgenommen.1
1Wie ein Baum dieser Art realisiert werden kann, wird u.a. in [Wo¨r06] detailliert beschrieben.
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Typischer Schritt:
1. Suche eine ungesa¨ttigte Randsimplexseite der aktuellen Facette. Falls eine existiert, gehe
direkt zu Schritt 4.
2. Fu¨hre Ru¨ckwa¨rtsschritte bezu¨glich des Baumes der bereits durchlaufenen Randsimplizes
mit Hilfe unserer Facettendatei durch, bis man eine Facette erreicht mit mindestens einer
ungesa¨ttigten Randsimplexseite. Sobald dies gelingt, gehe direkt zu Schritt 4.
3. Stoppe den Algorithmus, da der Baum fu¨r ungesa¨ttige Randsimplexseiten nun leer ist
und somit alle Facetten gefunden wurden.
4. Verlasse die aktuelle Facette u¨ber eine ungesa¨ttigte Randsimplexseite nach Bestimmung
des zweiten Erga¨nzungspunktes. D.h. fu¨hre einen Vorwa¨rtsschritt durch zum Eintreten
in eine neue Facette. Speichere den neuen Randsimplex in unserer Facettendatei.
5. Bestimme alle Randsimplexseiten der aktuellen Facette. Fu¨r jede pru¨fe, ob diese bereits
in unserem Baum fu¨r ungesa¨ttigte Randsimplexseiten enthalten ist.
a) Falls ja, lo¨sche die Randsimplexseite, da sie nun gesa¨ttigt ist.
b) Andernfalls speichere die Randsimplexseite im Bina¨rbaum.
6. Gehe zuru¨ck zu Schritt 1.
Der Korrektheitsbeweis dieser Vorgehensweise zur Bestimmung aller Facetten des Polytops
KH(a1, . . . , am) kann in [Bor97, S. 90] nachgelesen werden.
Nach [Bor97, S. 91] betra¨gt die maximale Gesamtkomplexita¨t des obigen Verfahrens
O((#F + n)(nm+ n2 lnm)),
wobei #F die Zahl der Facetten wiedergibt. Probabilistisch bleibt hier einzig diese Gro¨ße zu
untersuchen. Addieren wir Borgwardts Oberschranken fu¨r die erwartete Anzahl der Facetten
1. und 2. Art bei beliebigem Verteilungsparameter k (siehe Formel (1.31) bzw. (1.30) aus
Abschnitt 1.8), so ergibt sich:
E(#F ) = E(#F1) + E(#F2) ≤







) · (n+ 1 + 2k)n−12 ·( Γ(k + 1 + n2 )
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Im nachfolgenden Abschnitt werden wir den einfachen Gift-Wrapping-Algorithmus in unsere
primale Sichtweise u¨berfu¨hren. Dabei wird sich bezu¨glich der Gesamtkomplexita¨t das Ver-
fahren verbessern, da wir in dieser Problemstellung nur noch am Analogon zu den Facetten
1. Art, also an den Ecken von X = {x ∈ Rn | Ax ≤ 1}, interessiert sind.
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2.2 Der einfache Gift-Wrapping-Algorithmus in primaler
Interpretation
Um den einfachen Gift-Wrapping-Algorithmus an die von uns vereinbarte Problemstellung,
der Enumeration aller Ecken des Polyeders X := {x ∈ Rn | Ax ≤ 1} (siehe Abschnitt 1.4),
anzupassen, treffen wir zuna¨chst einige Vorbereitungen zur Neuformulierung des Verfahrens.
Wir u¨bertragen die Begriffe Erga¨nzungspunkte und Gesa¨ttigtheit bzw. Ungesa¨ttigtheit, wel-
che bisher ausschließlich hinsichtlich Randsimplexseiten verwendet wurden, auf Kanten. Da
an den Kanten eines volldimensionalen Polyeders n−1 Restriktionen mit linear unabha¨ngigen
Restriktionsvektoren straff (aktiv) sind und das Straffsetzen (Aktivieren) einer weiteren ge-
eigneten Restriktion zu einer Ecke fu¨hrt, ist die U¨bertragung der Begriffe wie folgt mo¨glich:
Definition 2.5. Wird eine Kante durch Straffsetzen einer weiteren (geeigneten) Restriktion
aTi x ≤ 1 zu einer Ecke gefu¨hrt, so nennen wir diese Ungleichung Erga¨nzungsrestriktion.
Eine Kante wird ungesa¨ttigt genannt, wenn nur eine Erga¨nzungsrestriktion bekannt ist. Sie
heiße gesa¨ttigt, wenn bereits zwei Erga¨nzungsrestriktionen ermittelt wurden.
Man beachte, dass Kanten nicht unbedingt zwei Erga¨nzungsrestriktionen besitzen mu¨ssen,
wie am Beispiel von extremalen freien Richtungen zu sehen ist. Daher erweitern wir hier den
Begriff der Gesa¨ttigtheit:
Definition 2.6. Wir nennen eine Kante auch dann gesa¨ttigt, wenn ihre Unbeschra¨nktheit
festgestellt wurde.
Mit Hilfe dieser Definitionen wollen wir nun den einfachen Gift-Wrapping-Algorithmus in die
primale Sichtweise umformulieren:
Algorithmus 2.7 (Der einfache Gift-Wrapping-Algorithmus in primaler Interpretation).
Initialisierung:
1. Bestimme eine Ecke des Polyeders X = {x ∈ Rn | aTi x ≤ 1 ∀i = 1, . . . ,m} mit Hilfe der
Phase I des restriktionsorientierten Simplexalgorithmus. Gehe dazu wie folgt vor:2
a) Stelle das Starttableau des restriktionsorientierten Simplexalgorithmus zum Un-
gleichungssystem
Ax ≤ 1
auf. D.h. fu¨hre Hilfsvektoren −e1, . . . ,−en ein und bilde mit diesen Vektoren als
Basis das Tableau. Auf eine Zielfunktion im Simplextableau kann hier verzichtet
werden.
b) Entferne durch Pivotschritte sukzessive −e1, . . . ,−en aus der Basis. Verwende da-
bei als Ersatzpunkte mittels Anwendung von Quotiententests geeignete Vektoren
aus {a1, . . . , am}. Nach n solchen Austauschschritten sind wir an einer Ecke von
X angelangt.
2Genauer gesagt, handelt es beim Vorgehen in Schritt 1. der Initialisierungsphase um eine vereinfachte Form
der Phase I(a) des restriktionsorientierten Simplexalgorithmus. Eine ausfu¨hrliche Beschreibung dieser Phase
in einem allgemeineren Kontext ist im Lehrbuch von Borgwardt [Bor01, S. 94–105] zu finden.
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2. Speichere die Basis und die Koordinaten der gefundenen Startecke in einer Datei, welche
der Wiedergabe des entstehenden Suchbaumes und als Endausgabedatei dient.
3. Speichere alle Kanten (in ihrer Basisdarstellung) der Startecke zusammen mit ihren
Erga¨nzungsrestriktionen in einer Baumstruktur fu¨r ungesa¨ttigte Kanten. Aus Effizienz-
gru¨nden werde die Speicherung dabei gema¨ß eines lexikographisch organisierten Bina¨r-
baumes vorgenommen.
Typischer Schritt:
1. Suche eine ungesa¨ttigte Kante der aktuellen Ecke. Falls eine existiert, gehe direkt zu
Schritt 4.
2. Fu¨hre Ru¨ckwa¨rtsschritte bezu¨glich des Baumes der bereits durchlaufenen Ecken durch,
bis man eine Ecke mit mindestens einer ungesa¨ttigten Kante erreicht. Falls dies gelingt,
gehe direkt zu Schritt 4.
3. Stoppe den Algorithmus, da der Baum fu¨r ungesa¨ttige Kanten nun leer ist und somit
alle Ecken gefunden wurden.
4. Wa¨hle eine ungesa¨ttigte Kante der aktuellen Ecke.
a) Falls es sich dabei um eine freie Richtung handelt, lo¨sche diese aus dem Bina¨rbaum,
da sie nun nach unserer Definition als gesa¨ttigt eingestuft wird, und gehe zuru¨ck
zu Schritt 1.
b) Andernfalls verlasse die aktuelle Ecke u¨ber eine ungesa¨ttigte Kante nach Bestim-
mung der zweiten Erga¨nzungsrestriktion. D.h. fu¨hre einen Vorwa¨rtsschritt aus zum
Betreten einer neuen Ecke. Speichere diese zusammen mit ihrer Basis in unserer
Datei fu¨r die bereits besuchten Ecken.
5. Bestimme alle Kanten der aktuellen Ecke. Fu¨r jede pru¨fe, ob diese bereits in unserem
Baum fu¨r ungesa¨ttigte Randsimplexseiten enthalten ist.
a) Falls dies der Fall ist, lo¨sche die Kante, da sie nun gesa¨ttigt ist.
b) Sonst speichere die Kante (in Basisdarstellung) im Bina¨rbaum.
6. Gehe zuru¨ck zu Schritt 1.
Eine bildliche Darstellung der Vorgehensweise des primalen Gift-Wrapping-Algorithmus findet
sich im Anhang C.1 ab Seite 224. Hier wird ein dreidimensionales Polytop, das aus zehn
Restriktionshyperebenen hervorgeht, betrachtet und an diesem durch farbliche Markierungen
der Verlauf des Verfahrens veranschaulicht.
In Analogie zur dualen Interpretation la¨sst sich hier eine Worst-Case-Komplexita¨t von
O((#V + n)(nm+ n2 lnm)) (2.2)
festhalten, wobei nun statt der Facettenzahl mit #V die Zahl der Ecken des Polyeders
X := {x ∈ Rn | Ax ≤ 1} zu beru¨cksichtigen ist. Borgwardt ging allerdings in seiner Arbeit
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[Bor97] zur Bestimmung des maximalen Aufwandes davon aus, dass das Prinzip des revidier-
ten Simplexalgorithmus angewendet wird, d.h. es werden keine vollsta¨ndigen Simplextableaus
berechnet, sondern lediglich bei einem Pivotschritt A−1∆ aktualisiert und daraus alle no¨tigen
Daten bestimmt. Fu¨r eine einheitliche Behandlung aller Konvexe-Hu¨lle-Algorithmen in dieser
Arbeit wollen wir nun im nachfolgenden Abschnitt die Worst-Case-Komplexita¨t der prima-
len Version des Gift-Wrapping-Verfahrens unter Verwendung vollsta¨ndiger Tableaus genauer
analysieren.
2.3 Komplexita¨tsanalyse der primalen Version des einfachen Gift-
Wrapping-Algorithmus
In der Initialisierungsphase wird die Komplexita¨t von Schritt 1, dem Auffinden einer Ecke,
dominiert. Da 0 ∈ X := {x ∈ Rn |Ax ≤ 1} gilt, reicht es zur Bestimmung einer Ecke des Po-
lyeders X aus, die Phase I(a) des restriktionsorientierten Simplexalgorithmus durchzufu¨hren,
d.h. es mu¨ssen ausgehend vom Tableau zur Basis −e1, . . . ,−en lediglich sukzessive diese n
Hilfsrestriktionsvektoren durch jeweils einen Pivotschritt aus der Basis entfernt werden. Fu¨r
die Komplexita¨t bedeutet dies
• den Aufwand von O(mn) fu¨r das Aufstellen des Starttableaus (vernachla¨ssigbar) und
• die Komplexita¨t von O(mn2) fu¨r das Durchfu¨hren von n Pivotschritten mit jeweils
einem Aufwand von O(mn).
Vor der Ausfu¨hrung eines Pivotschrittes ist allerdings ein Quotiententest durchzufu¨hren. Dazu
ist jeweils die Berechnung von bis zu m Quotienten erforderlich.3 Bei n Pivotschritten ergibt
dies eine Gesamtkomplexita¨t von O(mn).
Zuletzt werden im dritten Schritt n ungesa¨ttigte Kanten gespeichert. Da hierzu ein lexiko-
graphisch organisierter Bina¨rbaum vorgesehen ist, ko¨nnen die Kanten dort mit jeweils einem
Aufwand von O(n log2(m)) eingefu¨gt werden.
Insgesamt erhalten wir somit aus der Initialisierungsphase des einfachen Gift-Wrapping-Al-
















= O(mn2 + 2mn+ n2 log2(m)) = O(mn2) (2.3)
In der Hauptphase (
”
Typischer Schritt“) werden startend von der Ausgangsecke #V − 1
Vorwa¨rtsschritte durchgefu¨hrt. Dabei ist jeweils die Berechnung eines kompletten Tableaus
mit einem Aufwand von O(mn) erforderlich. An jeder Ecke sind maximal n Quotiententests
durchzufu¨hren, wobei jeweils bis zu m−n Quotienten bestimmt werden mu¨ssen. Die n Kanten
an jeder Ecke sind jeweils in unserem lexikographisch organisierten Bina¨rbaum zu suchen und
3Da das Starttableau mit den Hilfsvektoren −e1, . . . ,−en gebildet wird, reicht es in der Initialisierungsphase
nicht nur m− n Quotienten zu bestimmen.
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gegebenfalls dort einzufu¨gen oder zu lo¨schen. Aufgrund der Struktur des Speicherbaumes ist
dies jeweils mit Aufwand O(n log2(m)) durchfu¨hrbar.
Da maximal so viele Ru¨ckwa¨rtsschritte wie Vorwa¨rtsschritte stattfinden, ko¨nnen diese fu¨r die
Komplexita¨t in Groß-O-Notation vernachla¨ssigt werden. Insgesamt ergibt sich also folgender
Maximalaufwand:
O(mn2 + 2mn+ n2 log2(m)︸ ︷︷ ︸
Initialisierung
+(#V − 1)(mn + n · (m− n+ n log2(m))) + n(m− n)︸ ︷︷ ︸
Hauptphase
)
Hierbei beachte man die Sonderrolle der Startecke: Wa¨hrend das Pivotisieren zu dieser sowie
die Speicherung der zugeho¨rigen Kanten bereits in der Initialisierungsphase erledigt werden,
finden die Quotiententests zu den Nachbarecken erst in der Hauptphase statt. Dies erkla¨rt
den Ursprung des Terms n(m− n) am Ende obigen Komplexita¨tsausdrucks.





mn2 + 2mn+ n2 log2(m) Komplexita¨t der Initialisierungsphase
(#V − 1) Anzahl Vorwa¨rtsschritte
mn Aufwand eines Pivotschrittes
n(m− n) Anzahl zu berechnender Quotienten pro Ecke
n2 log2(m) Aufwand fu¨r Baumoperationen pro Ecke
Tabelle 2.1: U¨bersicht zur Komplexita¨t des einfachen Gift-Wrapping-Algorithmus in primaler
Interpretation
Die Gesamtkomplexita¨t la¨sst sich zu nachfolgendem Ausdruck vereinfachen:
O(mn2 + 3mn− n2 + n2 log2(m) + (#V − 1)(2mn − n2 + n2 log2(m))) =
= O(mn2 +#V (mn+ n2 log2(m))) (2.4)
Fu¨r die Average-Case-Analyse der Gesamtkomplexita¨t bleibt hier lediglich das Resultat aus
Abschnitt 1.8 zur erwarteten Eckenzahl zu erwa¨hnen:
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· Γ (k + 1 + n2 )
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· (n+ 1 + 2k)n−12 (2.5)
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2.4 Einschub: Beschleunigung des Gift-Wrapping-Algorithmus
Fu¨r den Gift-Wrapping-Algorithmus wurde eine Mo¨glichkeit zur Beschleunigung gefunden,
die Borgwardt ebenfalls in seiner Arbeit [Bor07] pra¨sentiert und dort auch probabilistisch
analysiert. Das Beschleunigungsprinzip la¨sst sich allerdings auch auf das Verfahren von Avis
und Fukuda sowie auf den Shelling-Algorithmus u¨bertragen. Daher werden wir in diesem Ein-
schub nur der Vollsta¨ndigkeit halber die beschleunigten Varianten des primalen und des dualen
Gift-Wrapping-Verfahrens vorstellen. Anschließend werden hierzu noch empirische Analysen
durchgefu¨hrt.
Eine Beschleunigung der Version von Chand und Kapur
Die angeku¨ndigte Beschleunigung des Gift-Wrapping-Algorithmus von Chand und Kapur wird
erreicht, indem man den Rechenaufwand zum Auffinden eines Erga¨nzungspunktes reduziert.
Wie dies mo¨glich ist, soll nun dargestellt werden.
Fu¨r eine einfachere Beschreibbarkeit des Beschleunigungsprinzips werde im Folgenden mit
h(a∆1 , . . . , a∆n) die Ho¨he einer Facette KH(a∆1 , . . . , a∆n) bezeichnet. D.h. diese Gro¨ße gibt
den Abstand der Hyperebene H(a∆1 , . . . , a∆n) zum Ursprung an. Damit la¨sst sich als Grund-
lage fu¨r das Beschleunigungsverfahren nachfolgendes Lemma formulieren:
Lemma 2.8.
a) Falls fu¨r einen Simplex KH(a∆1 , . . . , a∆i , . . . , a∆n) und fu¨r ein i ∈ {1, . . . , n} die Bezie-
hung ‖a∆i‖ < h gilt, so ist
h(a∆1 , . . . , a∆n) < h.
b) Alle Simplizes mit h(a∆1 , . . . , a∆n) ≥ h werden nur von Punkten a∆i erzeugt, fu¨r die
‖a∆i‖ ≥ h gilt.
c) Sei KH(a∆1 , . . . , a∆n) eine Facette 1. Art von KH(a1, . . . , a`) mit ` < m und seien
‖a`+1‖, . . . , ‖am‖ < h(a∆1 , . . . , a∆n). Dann handelt es sich bei KH(a∆1 , . . . , a∆n) auch
um einen Randsimplex von KH(a1, . . . , am).
d) Falls das Quotientenkriterium eine neue Facette 1. Art fu¨r KH(a∆1 , . . . , a∆n) nach Aus-
wertung der Punkte a1, . . . , a` prophezeit und gleichzeitig
‖a`+1‖, . . . , ‖am‖ < h(a∆1 , . . . , a∆n)
gilt, so ist die Vorhersage korrekt und a`+1, . . . , am mu¨ssen nicht weiter u¨berpru¨ft wer-
den.
Ein Beweis des Lemmas findet sich in [Bor97, S. 92].
Durch diese Aussagen wird angeregt, die Punkte nach ihrer euklidischen Norm in absteigen-
der Reihenfolge zu sortieren. Anschließend wenden wir zum Auffinden des Erga¨nzungspunktes
das Quotientenkriterium auf die Punkte in unserer sortierten Reihenfolge (absteigend nach
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Abstand zum Ursprung) an. Sobald die Norm der Punkte kleiner wird als die Ho¨he des
bestehenden Randsimplex, ko¨nnen wir stoppen, da der Randsimplex nun fixiert ist. Die ver-
bleibenden Quotienten werden somit u¨berflu¨ssig. Da es nicht unbedingt erforderlich ist alle
Punkte zu sortieren, ko¨nnen wir (zur weiteren Beschleunigung) einen heap4 fu¨r dynamische
Sortierung gema¨ß der euklidischen Norm implementieren. Damit sortieren wir nur noch so
weit wie no¨tig.
Mit diesen Erkenntnissen ko¨nnen wir nun eine beschleunigte Version des Gift-Wrapping-Al-
gorithmus angeben. Um nicht unno¨tig in Wiederholungen zu verharren, verweisen wir weit-
gehend auf den einfachen Gift-Wrapping-Algorithmus und beschreiben nur die A¨nderungen
in der beschleunigten Variante genauer.
Algorithmus 2.9 (Der beschleunigte Gift-Wrapping-Algorithmus).
Initialisierung:
Implementiere einen heap zur dynamischen Sortierung der Punkte gema¨ß deren euklidischer
La¨nge in absteigender Reihenfolge und fu¨hre die Schritte der Initialisierungsphase des Algo-
rithmus 2.4 aus.
Typischer Schritt:
Fu¨hre die Hauptphase des Algorithmus 2.4 aus. Ersetze aber den Schritt 4 durch:
4. Verlasse die aktuelle Facette KH(a∆1 , . . . , a∆i , . . . , a∆n) u¨ber eine ungesa¨ttigte Rand-
simplexseite KH(a∆1 , . . . , a∆i−1 , a∆i+1 , . . . , a∆n) nach Bestimmung des zweiten Erga¨n-
zungspunktes ai2 . Fu¨hre dazu fu¨r einen Laufindex j startend von j = 1 bis maximal
j = m folgende Schritte aus:
a) Bestimme den j. la¨ngsten Vektor entweder aus der Liste der zu sortierenden Punkte
oder durch Benutzung des heaps. Nenne diesen Vektor fu¨r die folgenden Schritte
aj˜ . Wiederhole den Schritt a) mit j = j+1, falls aj˜ einen der Erzeuger der aktuellen
Facette darstellt.
b) Wende das Quotientenkriterium bezu¨glich der j la¨ngsten Vektoren an und bestim-
me den vorla¨ufigen Erga¨nzungspunkt ai2 .
i. Falls es sich bei KH(a∆1 , . . . , a∆i−1 , ai2 , a∆i+1 , . . . , a∆n) um eine Facette 2. Art
handelt und j < m ist, setze j = j + 1 und gehe zuru¨ck zu a).
ii. Falls KH(a∆1 , . . . , a∆i−1 , ai2 , a∆i+1 , . . . , a∆n) eine Facette 1. Art darstellt, dann
pru¨fe, ob
h(a∆1 , . . . , a∆i−1 , ai2 , a∆i+1 , . . . , a∆n) ≤ ‖aj˜‖
gilt. Falls ja und j < m ist, setze j = j + 1 und gehe zuru¨ck zu a).
iii. Andernfalls stellt ai2 den zweiten Erga¨nzungspunkt dar.
Speichere den neuen Randsimplex in unserer Facettendatei.
4Bei einem heap handelt es sich um eine abstrakte Datenstruktur, welche der Speicherung von Mengen dient
und meist in Form eines Baumes vorzufinden ist. Ihr Einsatz ist besonders dann geeignet, wenn Elemente
schnell in Reihenfolge von zugeordneten Priorita¨ten wiederzugeben sind. Vgl. dazu [Eng88].
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Der Gesamtaufwand der beschleunigten Variante des Gift-Wrapping-Algorithmus betra¨gt (sie-
he [Bor97, S. 94]):
O
(
n(n2 +mn+ n2 lnm) +
∑
f∈F1





(n2 +mn+ n2 lnm) +m+ (lnm)s(min≥0hF )
)
(2.6)
Dabei bezeichnet hf die Ho¨he der Facette f und s(hf ) die Anzahl der Punkte mit mindest
so hoher euklidischer La¨nge, also
s(hf ) := #{i ∈ {1, . . . ,m} | ‖ai‖ ≥ hf}.
F1 gibt die Menge der Facetten 1. Art und F2 die Menge der Facetten 2. Art wieder. Des
Weiteren wird zur Darstellung der Komplexita¨t der Ausdruck min≥0hF verwendet, welcher
wie folgt definiert ist:
min≥0hF :=
minf∈F1 hf , falls F2 = ∅0, falls F2 6= ∅ (2.7)
Diese Gro¨ße gibt somit fu¨r den Fall, dass keine Facetten 2. Art existieren, die kleinste auftre-
tende Ho¨he der Randsimplizes wieder. Andernfalls wird sie auf null gesetzt.
Neben den in Abschnitt 2.1 dargestellten Ergebnissen bestimmte Borgwardt in seiner probabi-
listischen Analyse fu¨r die beschleunigte Version des Gift-Wrapping-Algorithmus noch folgende
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fu¨r m n (2.9)
Wir wollen nun den beschleunigten Gift-Wrapping-Algorithmus auf unsere primale Problem-
stellung – der Enumeration aller Ecken des Polyeders X = {x ∈ Rn | Ax ≤ 1} – anpassen.
Dabei werden wir die Herleitung der Worst-Case-Komplexita¨t konkretisieren und auf die hier
dargestellten Ergebnisse aus der Erwartungswertuntersuchung zuru¨ckkommen.
Der beschleunigte Gift-Wrapping-Algorithmus in primaler Interpretation
Mit Hilfe unserer Vorarbeiten aus dem ersten Teil dieses Einschubes und nachfolgendem
Hinweis la¨sst sich das Beschleunigungsprinzip leicht in die primale Formulierung des Gift-
Wrapping-Algorithmus integrieren.
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Hinweis. Bezeichne im Folgenden x∆ fu¨r eine Menge ∆ = {∆1, . . . ,∆n} ⊆ {1, . . . ,m} die
Basislo¨sung zu den straffen Restriktionen mit den Indizes aus ∆, so entspricht mit dieser
Notation die Ho¨he h(a∆1 , . . . , a∆n) aus dualer Sicht demWert
1
‖x∆‖ in primaler Interpretation.
Algorithmus 2.10 (Der beschleunigte Gift-Wrapping-Algorithmus in primaler Sichtweise).
Initialisierung:
Implementiere einen heap zur dynamischen Sortierung der Restriktionsvektoren gema¨ß deren
euklidischer La¨nge in absteigender Reihenfolge und fu¨hre die Schritte der Initialisierungsphase
aus Algorithmus 2.7 aus.
Typischer Schritt:
Fu¨hre die Hauptphase des Algorithmus 2.7 aus. Ersetze den Schritt 4 aber durch:
4. Wa¨hle eine ungesa¨ttigte Kante der aktuellen Ecke x∆ mit ∆ = {∆1, . . . ,∆i, . . . ,∆n}.
O.B.d.A. werde entlang dieser Kantenrichtung die Restriktion mit dem Index ∆i gelo-
ckert. Zur Bestimmung der eventuell vorhandenen zweiten Erga¨nzungsrestriktion fu¨hre
fu¨r einen Laufindex j startend von j = 1 bis maximal j = m nachfolgende Schritte aus:
a) Bestimme den j. la¨ngsten Restriktionsvektor entweder aus der Liste der zu sor-
tierenden Punkte oder durch Benutzung des heaps. Nenne diesen Vektor fu¨r die
folgenden Schritte aj˜. Wiederhole den Schritt a) mit j = j + 1, falls aj˜ sich in der
Basis zur aktuellen Ecke befindet.
b) Wende das Quotientenkriterium bezu¨glich der j la¨ngsten Restriktionsvektoren an
und bestimme damit die vorla¨ufige Erga¨nzungsrestriktion aTi2x ≤ 1.
i. Falls dies aufgrund fehlender negativer Eintra¨ge in der entsprechenden Ta-
bleauzeile nicht mo¨glich ist, pru¨fe, ob j = m ist.
α) Falls j = m zutrifft, so handelt es sich um eine freie Richtung. Die Kante
wird somit als gesa¨ttigt eingestuft und muss daher aus dem Baum fu¨r
ungesa¨ttigte Kanten gelo¨scht werden. Gehe nun zuru¨ck zu Schritt 1.
β) Falls j < m ist, setze j = j + 1 und gehe zuru¨ck zu a).




≤ ‖aj˜‖ fu¨r ∆˜ = {∆1, . . . ,∆i−1, i2,∆i+1, . . . ,∆n}
ist.
α) Falls dies gilt und dabei j < m ist, setze j = j + 1 und gehe zuru¨ck zu a).
β) Andernfalls ist aTi2x ≤ 1 nach Lemma 2.8 die gesuchte Erga¨nzungsrestrik-
tion, da dann 1‖x∆˜‖
> ‖ai‖ ∀i mit ‖ai‖ < ‖aj˜‖ gilt. Verlasse damit die aktu-
elle Ecke u¨ber die ungesa¨ttigte Kante mit einem Pivotschritt und speichere
die neue Ecke mit ihrer Basis in die Datei fu¨r die bereits besuchten Ecken.
In analoger Weise wollen wir auch beim beschleunigten Gift-Wrapping-Algorithmus die Worst-
Case-Komplexita¨t – ohne Anwendung des Prinzips des revidierten Simplexalgorithmus – ge-
nauer erla¨utern. Sei dazu im Folgenden
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• #K˜ die Anzahl der extremalen freien Richtungen,
• V die Menge aller Ecken und
• he = 1‖e‖ fu¨r e ∈ V .
In Analogie zu (2.7) sei weiter min≥0hV wie folgt definiert:
min≥0hV :=
mine∈V he, falls #K˜ = 00, sonst
Auch in der primalen Version des beschleunigten Gift-Wrapping-Algorithmus wird ein Heap
zur dynamischen Sortierung von Punkten verwendet. Dessen Initialisierung ist mit einem
Aufwand von O(m) mo¨glich. Die Heap-Operationen lassen sich mit Aufwand O(log2(m))
durchfu¨hren. Da s(min≥0hV ) die Zahl der zu sortierenden Punkte angibt, erhalten wir die
Komplexita¨t
O(s(min≥0hV ) · log2(m))
fu¨r alle Heap-Aktualisierungen bei der Ausfu¨hrung des Algorithmus. Weil jede Ecke bis zu n
Nachbarecken aufweisen kann und wir jetzt das Beschleunigungsprinzip anwenden, sind zur




s(he) · n+#K˜ ·m
)
(2.10)
Rechenoperationen no¨tig. Man beachte hier, dass durch den Ausdruck∑
e∈V
s(he)
stets die Quotienten aus der Sicht der Ecken e geza¨hlt werden, die sich als das Resultat des
Quotiententests ergeben. Daher ist die vergebliche Suche nach einem negativen Pivotelement




Da bei den Baumoperationen weiterhin die Argumentation aus Sicht einer Ausgangsecke
bestehen bleiben kann, deckt der Komplexita¨tsterm fu¨r alle Baumoperationen
O(n2 log2(m)︸ ︷︷ ︸
Initialisierung
+(#V − 1) · n2 log2(m)︸ ︷︷ ︸
Hauptphase
) = O(#V · n2 log2(m))
auch entsprechenden Aufwand fu¨r unbeschra¨nkte Kanten ab.
Ingesamt erhalten wir damit folgende Worst-Case-Komplexita¨t:
O
(
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mn2 + 2mn+ n2 log2(m) Komplexita¨t der Initialisierungsphase
(#V − 1) Anzahl der Vorwa¨rtsschritte
mn Aufwand eines Pivotschrittes
n2 log2(m) Aufwand fu¨r die Baumoperationen pro Ecke∑
e∈V
s(he) · n Aufwand der beschleunigten Quotiententests
fu¨r beschra¨nkte Kanten
#K˜ ·m Aufwand der Quotientests fu¨r freie Richtungen
m Initialisierung des Heaps
s(min≥0hV ) log2(m) Aufwand aller Aktualisierungen des Heaps
Tabelle 2.2: U¨bersicht zur Komplexita¨t des beschleunigten Gift-Wrapping-Algorithmus in pri-
maler Interpretation
Da im Hinblick auf die Verwandtschaft der primalen und dualen Sichtweise die Beziehungen
• #V = #F1,
• #K˜ ≤ #F2,
• s(he) = s(hf ) fu¨r jedes zusammengeho¨rige Paar e ∈ V und f ∈ F1 sowie
• min≥0hV = min≥0hF




s(hf ) und s(min
≥0hF )
(siehe Formel (1.31) bzw. (1.30) auf Seite 39 sowie Formel (2.8) und (2.9) auf Seite 60) fu¨r
die Average-Case-Analyse der Komplexita¨t des Algorithmus 2.10 u¨bernehmen.
Empirische Untersuchung des Beschleunigungseffekts
Wir wollen uns nun empirisch mit der Beschleunigung des Gift-Wrapping-Algorithmus aus-




Erstere gibt multipliziert mit n einen Maximalwert fu¨r die erwartete Anzahl der durch-
zufu¨hrenden Quotienten in der Hauptphase des beschleunigten, primalen Gift-Wrapping-Al-
gorithmus an. Eine Oberschranke des Erwartungswertes dieser Zufallsgro¨ße kennen wir bereits
aus Formel (2.8). Diese soll nun mit der Simulation des realen Erwartungswertes, welche wir
durch Mittelung der empirischen Resultate erhalten, verglichen werden.
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Zuna¨chst verwenden wir dazu unsere Standardfestlegung der Parameter bei Variation von m.
Als Oberschranke ergibt sich fu¨r die Gleichverteilung der Punkte a1, . . . , am auf der Kugel-




35pi3 · (m+ 1)2 (2.12)
Fu¨r diese Verteilung ist eigentlich keine Beschleunigung mo¨glich, da hier jeder Vektor mit
Radius eins erzeugt wurde und daher das Kriterium
1
‖x∆˜‖
≤ ‖aj˜‖ fu¨r ∆˜ = {∆1, . . . ,∆i−1, i2,∆i+1, . . . ,∆n}
aus Schritt 4. b) ii. in Algorithmus 2.10 mit Wahrscheinlichkeit eins erfu¨llt wird. Somit kann
der Quotiententest niemals vorzeitig abbrechen. Dennoch sollte auch hierfu¨r die Oberschran-
ke (2.8) Gu¨ltigkeit besitzen. In nachfolgender Graphik ist diese Funktion in dunkler Farbe
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 5,9
Abbildung 2.1: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k → −1 und n = 7 unter
Variation von m
Der Verlauf der empirischen Kurve ist wenig u¨berraschend. Da aufgrund der Kugelober-
fla¨chenverteilung
he < 1 = ‖ai‖ ∀e ∈ V und ∀i ∈ {1, . . . ,m}





m = #V ·m
Die Oberschranke liegt hier immer klar u¨ber der empirischen Kurve. Sie weist – wie wir in
(2.12) sehen – quadratisches Wachstum auf. Da die erwartete Eckenzahl fu¨r k → −1 langfristig
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einen linearen Kurvenverlauf bei Variation der Restriktionszahl annimmt (siehe Abschnitt 1.8)
und somit durch die Multiplikation mit m ebenfalls hier quadratisches Wachstum entsteht,
gibt Borgwardts Oberschranke den tatsa¨chlichen Wert fu¨r die betrachtete Summe sehr gut
wieder (siehe auch Abbildung 2.8 auf Seite 70, in der die Ordinaten logarithmisch skaliert
dargestellt werden).
Betrachten wir nun die Gleichverteilung der Restriktionsvektoren in der Kugel, so erhalten
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(b) Vergro¨ßerung um den Faktor 31,8
Abbildung 2.2: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 0 und n = 7 unter
Variation von m
Hier beobachten wir eine grundsa¨tzliche A¨hnlichkeit mit der Abbildung 2.1. Zwar ko¨nnen
wir bei der Oberschranke (dunkle Farbe in der Graphik) keinen quadratischen Anstieg mehr
feststellen, dennoch ist hier ein superlinearer Verlauf zu vermerken, der auch bei der empi-
rischen Kurve (helle Farbe) in dem betrachteten Parameterbereich zu erkennen ist. Jedoch
scheint die Oberschranke fu¨r diese Parameterwahl an Scha¨rfe verloren zu haben. Durch die
geringere Eckenzahl und der nun mo¨glichen Einsparung an Quotienten fallen jetzt natu¨rlich
im Vergleich zur Oberfla¨chenverteilung (k → −1) die empirischen Ergebnisse kleiner aus.









35 · 6 47pi3 · 67.108.864 47 · 5.014.575 37 (m+ 1) 37 ≈
≈ 18.329.488.455,9 · (m+ 1) 37 bei k = 10
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 88,9
Abbildung 2.3: Mittelwert fu¨r
∑
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 32.700
Abbildung 2.4: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 10 und n = 7 unter
Variation von m
Aus den Abbildungen geht hervor, dass fu¨r den hier vorliegenden Parameterbereich durch
eine Erho¨hung von m Borgwardts Oberschranke an absoluter Scha¨rfe verliert. Dass die Ober-
schranken dennoch den wahren Kurvenverlauf anna¨hernd wiedergeben, wird sich erst bei Be-
trachtung der Kurven mit logarithmischer Ordinatenskalierung zeigen (siehe Abbildung 2.8
auf Seite 70). Weiter scheint auch ein ho¨herer Verteilungsparameter k sich negativ auf die
Scha¨rfe der Oberschranke auszuwirken.
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Zu Vergleichszwecken sind nachfolgend die verschiedenen Oberschranken und die empirischen
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
(b) Vergleich der empirischen Ergebnisse
Abbildung 2.5: Vergleich der Oberschranken und empirischen Ergebnisse fu¨r
∑
e∈V s(he) bei
n = 7 unter Variation von m
Leider musste in obiger Abbildung auf die Oberschranke fu¨r den Verteilungsparameter k = 10
verzichtet werden, da hier fu¨r eine anschauliche Graphik zu große Werteunterschiede im Ver-
gleich zu den anderen Oberschranken bestehen. Die Graphiken zeigen, dass mit steigendem
Verteilungsparameter zwar die empirischen Ergebnisse abnehmen, die Oberschranken jedoch
deutlich ansteigen. Wie durch die Betrachtung der Potenzen hervorgeht, ist dies jedoch nur
fu¨r kleine m korrekt. Wa¨hlen wir m groß genug, so ordnen sich die Oberschranken gema¨ß



































Abbildung 2.6: Vergleich der Oberschranken von
∑
e∈V s(he) bei n = 7 unter Variation von
m mit verschiedenen Skalierungen in der Abszisse
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Abbildung 2.6 (Fortsetzung): Vergleich der Oberschranken von
∑
e∈V s(he) bei n = 7 unter
Variation vonm mit verschiedenen Skalierungen in der Abszisse
Betrachten wir diesbezu¨glich unsere Alternativfestlegung der Parameter, so fallen keine großen
A¨nderungen im Vergleich zu obigen Graphiken auf. Einzig die Tatsache, dass aufgrund der
kleineren Dimension wesentlich geringere Vergro¨ßerungsfaktoren zur Darstellung der empiri-
schen Resultate von No¨ten sind, ist erwa¨hnenswert. Die entsprechenden Graphiken wurden
in den Anhang B.2 (ab Seite 185) ausgelagert.
Wie gut Borgwardts Oberschranken bis auf von m unabha¨ngige Konstanten den jeweiligen
empirischen Verlauf tatsa¨chlich darstellen, wird bei Betrachtung der Graphiken unter Verwen-
dung von logarithmisch skalierten Ordinaten ersichtlich. Zuna¨chst sehen wir uns die Abbildung
zu unserer Alternativfestlegung der Parameter an, die sich hier zur Veranschaulichung besser
eignet. Es gilt na¨mlich in Analogie zur entsprechenden Untersuchung der mittleren Eckenzahl
(siehe Abbildung 1.18 und 1.19), dass die Oberschranken zur Wiedergabe des wahren Verlaufs
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(b) k = 0
Abbildung 2.7: Darstellung der Mittelwerte von
∑
e∈V s(he) fu¨r n = 5 unter Variation von m
durch logarithmische Ordinatenskalierungen
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(d) k = 10
Abbildung 2.7 (Fortsetzung): Darstellung der Mittelwerte von
∑
e∈V s(he) fu¨r n = 5 unter
Variation von m durch logarithmische Ordinatenskalierungen
Mit steigendem Verteilungsparameter wird aufgrund der Erho¨hung der Redundanzwahrschein-
lichkeit fu¨r die Erhaltung der Approximationsgu¨te ein ho¨heres m erforderlich. Infolgedessen
wird auch in der Graphik zum Verteilungsparameter k = 10 aus Abbildung 2.7 ersichtlich,
dass die Oberschranke hier noch nicht ganz Parallelita¨t zur empirischen Kurve aufweist. Im
Gegensatz dazu scheinen hier vor allem die Oberschranken fu¨r die beiden Gleichverteilungen
jeweils den wahren Kurvenverlauf sehr gut zu approximieren.
Auch die Graphiken mit logarithmischer Ordinatenskalierung fu¨r unsere Standardfestlegung
der Parameter besta¨tigen prinzipiell oben gemachte Feststellungen. Allerdings ist hier die
Approximation des Oberschrankenverlaufs an die empirische Kurve aufgrund der niedrigen
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(b) k = 0
Abbildung 2.8: Darstellung der Mittelwerte von
∑
e∈V s(he) fu¨r n = 7 unter Variation von m
durch logarithmische Ordinatenskalierungen
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(d) k = 10
Abbildung 2.8 (Fortsetzung): Darstellung der Mittelwerte von
∑
e∈V s(he) fu¨r n = 7 unter
Variation von m durch logarithmische Ordinatenskalierungen
Wir variieren nun die Dimension n und halten dabei die Restriktionszahl m bei 50 fest. Wie
in den nachfolgenden Graphiken zu erkennen ist, besteht auch hier sehr große A¨hnlichkeit
zum entsprechenden Kurvenverlauf bei Untersuchung der durchschnittlichen Eckenzahl. Zu-
mindest bei Verteilung auf der Kugeloberfla¨che ist dies – wie wir bereits bei Variation von
m festgestellt haben – vo¨llig klar. Hier wird die mittlere Eckenzahl lediglich mit dem Fak-
tor m = 50 multipliziert. Aber auch fu¨r die anderen Verteilungsparameter zeichnet sich ein
sehr a¨hnlicher Grundverlauf ab. Wie wir bereits bei Untersuchung der erwarteten Eckenzahl
festgestellt haben, scheint in unserem Parameterbereich die Eckenzahl bei Erho¨hung von n
regelrecht zu explodieren. Damit dominiert diese Zufallsgro¨ße deutlich mo¨gliche Einsparungs-
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 320
Abbildung 2.9: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k → −1 und m = 50
unter Variation von n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 40.000
Abbildung 2.10: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 1 undm = 50 unter
Variation von n
Man beachte im Vergleich zu den Abbildungen zur Untersuchung der mittleren Eckenzahl
(siehe Abschnitt 1.8) die deutlich sta¨rkere Skalierung der Ordinaten. Weiter ist der extreme
Anstieg der Vergro¨ßerungsfaktoren zur Darstellung der empirischen Resultate auffa¨llig, wenn
ein gro¨ßerer Verteilungsparameter gewa¨hlt wird. Dies spiegelt sich auch in den Abbildungen
zu k = 0 und k = 10 wider, die sonst keine neuen Erkenntnisse ergeben und daher in den
Anhang B.2 ausgelagert wurden. Auch die Abbildungen fu¨r die Alternativfestlegung der Pa-
rameter in der Version der Variation von n sind dort zu finden. Diese Graphiken besta¨tigen
den grundsa¨tzlichen Verlauf der Kurven. Es sei darauf hingewiesen, dass hierfu¨r auf empiri-
sche Werte bei n = 10 aufgrund von Speicheru¨berla¨ufen bei Ausfu¨hrung des Gift-Wrapping-
Algorithmus verzichtet wurde. Bei Gleichverteilung der Restriktionsvektoren auf der Kugel-
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
(b) Vergleich der empirischen Ergebnisse
Abbildung 2.11: Vergleich der Oberschranken und empirischen Resultate fu¨r
∑
e∈V s(he) bei
m = 50 unter Variation von n
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In obiger Abbildung 2.11 werden die Oberschranken und empirischen Resultate jeweils in ei-
ner Graphik gezeigt. Hier ist besonders auffa¨llig, wie nahe die empirischen Kurven beieinander
liegen, obwohl die Oberschranken sich fu¨r verschiedene k deutlich unterscheiden. Zudem wei-
sen zumindest im betrachteten Bereich die Oberschranken fu¨r gro¨ßere Verteilungsparameter
auch ho¨here Ordinatenwerte auf, wa¨hrend die empirischen Kurven mit k leicht abnehmen.
Zuletzt bescha¨ftigen wir uns mit der Zufallsvariable s(min≥0hV ). Da die Oberschranke von
Borgwardt nur fu¨r große m nachgewiesen wurde, entstanden nachfolgende Graphiken gema¨ß
unserer alternativen Parameterfestlegung aus Tabelle 1.3.
Auf die Untersuchung dieser Gro¨ße fu¨r die Gleichverteilung der Punkte a1, . . . , am auf der
Kugeloberfla¨che kann verzichtet werden, da hier stets
s(min≥0hV ) = m
gilt. Es sollte an dieser Stelle aber angemerkt werden, dass Borgwardts Oberschranke auch
hierfu¨r korrekt bleibt. La¨sst man na¨mlich in Formel (2.7) k gegen −1 laufen, so ergibt sich
genau der Wert m, also das hier exakte Ergebnis.
Wir betrachten zuna¨chst die Kurven bei Variation des Parameters m. In den Graphiken aus
Abbildung 2.12 bis 2.14 ist jeweils zusa¨tzlich in schwarzer Farbe die triviale Oberschranke
m eingetragen. Die dunkle farbige Kurve gibt jeweils Borgwardts Oberschranke wieder. Die
empirischen Ergebnisse sind in den hellen Farben eingezeichnet.
Die Graphiken geben hier einen sublinearen Verlauf der Kurven wieder. Dies stellen wir sowohl
bei der Oberschranke als auch bei den empirischen Ergebnissen fest. Daraus schließen wir,
dass fu¨r steigendes m die Zahl der zu sortierenden Punkte in Relation zu m abnimmt. Dieser
Effekt la¨sst sich damit erkla¨ren, dass durch die ho¨here Anzahl an Punkten ai das Polytop
KH(a1, . . . , am) sich immer mehr der Einheitskugel anna¨hert und somit auch die Facetten im



































































































(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 2,5
Abbildung 2.12: Durchschnittliche Anzahl an einzusortierenden Punkten bei n = 5 und k = 0
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 5
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 100
Abbildung 2.14: Durchschnittliche Anzahl an einzusortierenden Punkten bei n = 5 und
k = 10
Wie sich weiter aus den Abbildungen 2.12 bis 2.14 ergibt, ist unsere Anzahl an erzeugten
Restriktionsvektoren im Vergleich zur Dimension immer noch zu klein, um Borgwardts Ober-
schranke den Wert m unterschreiten zu lassen. Durch die sublinearen Kurvenverla¨ufe wird
dies allerdings fu¨r eine genu¨gend große Anzahl an Restriktionen eintreten. Daher betrachten
wir nun in Abbildung 2.15 ohne weitere empirische Analyse die Oberschrankenkurven fu¨r
deutlich ho¨here m. Wie sich hier zeigt, bra¨uchten wir fu¨r eine nichttriviale Oberschranke eine
Restriktionszahl weit u¨ber 5.000. Fu¨r den Verteilungsparameter k = 10 mu¨sste m sogar fast
200.000 u¨bersteigen. Damit sind empirische Resultate mit akzeptabler Laufzeit nicht mehr
generierbar.
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Abbildung 2.15: Vergleich der trivialen Oberschranke mit Borgwardts Oberschranke
Bei Variation der Dimension (siehe Abbildung 2.16 bzw. B.15 im Anhang auf Seite 190)
stellen wir fest, dass sich die Zahl der einzusortierenden Punkte mit Erho¨hung von n schnell
der trivialen Oberschranke m anna¨hert. Dies la¨sst sich damit erkla¨ren, dass mit ho¨herer
Dimension auch die Ho¨hen der Facetten im Schnitt abnehmen und somit immer mehr Punkte
die minimale Ho¨he u¨berschreiten. Der Effekt einer großen Restriktionszahl wird durch eine
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
Abbildung 2.16: Durchschnittliche Anzahl einzusortierender Punkte fu¨r m = 500 unter Va-
riation des Parameters n
Auffa¨llig in obiger Graphik ist die Tatsache, dass fu¨r unsere Parameterfestlegung die empiri-
schen Kurven fu¨r ho¨heres k abnehmen, aber die Oberschranken dann zunehmen. Weiter ist
auch interessant, ab welcher Dimension Borgwardts Oberschranke den m Wert u¨berschreitet.
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Mit anderen Worten, ab welchem n ist die Restriktionszahl m = 500 zu klein fu¨r eine aussage-
kra¨ftige Oberschranke? Wa¨hrend dies bei Gleichverteilung der Punkte a1, . . . , am in der Kugel
ab der Dimension n = 4 der Fall ist, fu¨hrt fu¨r k = 1 Borgwardts Oberschranke nur noch bis
n = 2 zu einem nichttrivialen Ergebnis. Fu¨r k = 10 u¨berschreitet die Schranke sogar schon
bei n = 2 die Restriktionszahl m = 500. Insgesamt mu¨ssen wir wiederum feststellen, dass
m fu¨r die meisten Fa¨lle noch zu klein gewa¨hlt wurde, um durch Borgwardts Oberschranken
nichttriviale U¨berscha¨tzungen zu erhalten. Leider la¨sst sich hier die Restriktionszahl kaum
erho¨hen, ohne dass bei großer Dimension sowohl der Speicheraufwand als auch die Laufzeit




Der Algorithmus von Avis und Fukuda
In diesem Kapitel bescha¨ftigen wir uns mit dem Algorithmus von Avis und Fukuda, welcher
1992 in [AF92] vero¨ffentlicht wurde. Dieser nutzt die Tatsache aus, dass bei linearen Opti-
mierungsproblemen, sofern sie genau einen Optimalpunkt aufweisen, mit einer eindeutigen
Auswahlregel bei der Durchfu¨hrung des Simplexalgorithmus von jeder beliebigen Ecke aus
die Optimalecke erreicht wird. Wendet man ausgehend von diesem Optimum die Auswahlre-
gel nun
”
ru¨ckwa¨rts“ an, d.h. nach Durchfu¨hrung des entsprechenden Pivotschrittes fu¨hrt die
Auswahlregel – wieder
”
vorwa¨rts“ angewendet – zuru¨ck zur Ausgangsecke, so bildet sich ein
Suchbaum, der jede Ecke des Polyeders genau einmal beinhaltet. Eine detaillierte Formulie-
rung dieses Verfahrens soll nun in Abschnitt 3.1 erbracht werden. Eine Komplexita¨tsanalyse
sowohl im Worst-Case- als auch im Average-Case-Sinn wird in Abschnitt 3.2 durchgefu¨hrt.
Anschließend folgen in den Abschnitten 3.3 bis 3.5 einige empirische Untersuchungen. Ab-
schnitt 3.6 bescha¨ftigt sich mit der Wahrscheinlichkeit, dass man unter gewissen Vorausset-
zungen auf eine Ab- bzw. Aufstiegskantenrichtung trifft. Hier werden wir asymptotisch (d.h.
m→∞, n fest) zu einem interessanten Resultat kommen. Dieses wird zuletzt in Abschnitt 3.7
durch empirische Testla¨ufe besta¨tigt.
3.1 Formulierung des Algorithmus
Grundlegend fu¨r den Algorithmus von Avis und Fukuda ist die aus der linearen Optimierung
bekannte Auswahlregel von Bland zur Bestimmung des Pivotelementes bei Ausfu¨hrung des
Simplexverfahrens. Diese ist wie folgt definiert:
Definition 3.1. Bei der Auswahlregel von Bland entscheidet man sich bei Nicht-Eindeutigkeit
des Pivotelementes fu¨r diejenige Zeile im Tableau, die unter den Zeilen mit negativem Eintrag
in der Zielfunktionsspalte zum Basisvektor ai geho¨rt mit dem kleinsten Index i. Fu¨hrt auch
der Quotiententest zu keinem eindeutigen Resultat, so wa¨hle man auch hier die Spalte mit




Als weitere Vorbereitung zur Formulierung des Algorithmus wollen wir kurz auf die im Ver-
fahren verwendete Liste eingehen: Diese wird dazu dienen, ein sta¨ndiges Umsortieren der
auftretenden Simplextableaus zu vermeiden und dennoch mit minimalem Aufwand die Rei-
henfolge der Tableauzeilen, sortiert nach den Indizes der Basiselemente, verfu¨gbar zu machen.
Um dies zu ermo¨glichen, bestehen die Elemente dieser Liste aus zwei Bestandteilen, einer-
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seits dem Index einer Basisrestriktion und andererseits aus der zugeho¨rigen Tableauzeile. Die
Liste wird also zu jeder Zeit die Basis repra¨sentieren, somit aus n Elementen (mit jeweils
zwei Bestandteilen) bestehen und nach den Basisindizes sortiert sein. Dies wird dadurch rea-
lisiert, dass man die Basis an der Startecke des Algorithmus zuna¨chst komplett sortiert und
im Verlauf des Algorithmus jeweils ein Aktualisierungsvorgang nach jedem Pivotschritt mit
nur noch geringem Aufwand (O(log2(n))) durchgefu¨hrt wird.
Der Speicheraufwand unserer Liste betra¨gt lediglich O(n) und kann vernachla¨ssigt werden.















Abbildung 3.1: Veranschaulichung unserer speziellen Liste
Mit Hilfe eben eingefu¨hrter Liste wollen wir nun den Algorithmus von Avis und Fukuda
formulieren.
Algorithmus 3.2 (Der Algorithmus von Avis und Fukuda).
Initialisierung:
1. Bestimme eine Ecke des Polyeders X = {x ∈ Rn | aTi x ≤ 1 ∀i = 1, . . . ,m} mit Hilfe der
Phase I des restriktionsorientierten Simplexalgorithmus. Gehe dazu wie folgt vor:
a) Stelle das Starttableau des restriktionsorientierten Simplexalgorithmus zum Un-
gleichungssystem
Ax ≤ 1
auf. D.h. fu¨hre Hilfsvektoren −e1, . . . ,−en ein und bilde mit diesen Vektoren als
Basis das Tableau.
b) Entferne durch Pivotschritte sukzessive −e1, . . . ,−en aus der Basis. Verwende da-
bei als Ersatzpunkte mittels Anwendung von Quotiententests geeignete Vektoren
aus {a1, . . . , am}. Nach n solchen Austauschschritten sind wir an einer Ecke von
X angekommen.
2. Bestimme eine Zielfunktion, die in dieser Ecke optimal wird (z.B. c = a∆1 + · · ·+ a∆n ,
wobei ∆1, . . . ,∆n die Basisindizes der aktuellen Ecke darstellen).
3. Speichere die Ecke in einer Datei zur Endausgabe.
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4. Speichere die Basisindizes der Optimalbasis zusammen mit den zugeho¨ren Tableauzeilen
in einer Liste. Sortiere diese dabei nach den Basisindizes.
5. Setze eine Hilfsvariable i = 1.
Typischer Schritt:
1. a) Pru¨fe, ob
i) ai sich in der derzeitigen Basis befindet,
ii) die Deaktivierung (Austausch aus der Basis) von ai die Zielfunktion c
Tx ver-
kleinern wu¨rde,
iii) ein Restriktionsvektor aj zum Austausch vorhanden ist (die zugeho¨rige Re-
striktion aTj x ≤ 1 wird an der Nachbarecke straff) und aus Sicht der Nachbar-
ecke den kleinst mo¨glichen Index fu¨r die Deaktivierung aufweist, bei der cTx
erho¨ht wird.
Falls i), ii) und iii) erfu¨llt sind, gehe direkt zu Schritt 2. Sonst erho¨he i um eins.
b) Falls i = m+ 1, gehe direkt zu Schritt 3. Sonst gehe zuru¨ck zu Schritt a).
2. Fu¨hre den aus Schritt 1 sich ergebenden Pivotschritt aus. Entferne den Index der deak-
tivierten Restriktion aus der Liste und sortiere den neuen Basisindex ein. Schreibe die
Ecke in die Datei. Setze i = 1 und gehe zuru¨ck zu Schritt 1.
3. Falls cTx optimal ist, so stoppe den Algorithmus. Sonst erho¨he cTx unter Verwendung
der Auswahlregel von Bland, d.h. fu¨hre den Pivotschritt aus und aktualisiere die Basis
in unserer Liste wie in Schritt 2 erkla¨rt. Sei a` die Austauschrestriktion, dann setze
i = `+ 1 und gehe zuru¨ck zu Schritt 1.
Im Anhang C.2 ab Seite 234 wird die Vorgehensweise dieses Verfahrens anhand eines dreidi-
mensionalen Polytops veranschaulicht. Hier werden durch farbliche Kantenmarkierungen u.a.
Vorwa¨rts- und Ru¨ckwa¨rtsschritte sukzessive dargestellt.
Bemerkung 3.3. Man beachte, dass durch das Festlegen des Zielfunktionsvektors auf
c = a∆1 + · · ·+ a∆n
im zweiten Schritt der Initialisierungsphase Abha¨ngigkeit der Zielfunktion zu den Restrik-
tionsvektoren entsteht. Fu¨r die Average-Case-Analyse der Komplexita¨t des Verfahrens wird
sich herausstellen, dass lediglich die beliebige Permutierbarkeit der Indizes der Restriktions-
vektoren beno¨tigt wird. Diese ist in unserem stochastischen Modell durch die unabha¨ngige
und identische Erzeugung der Vektoren gegeben.
Von besonderem Interesse bezu¨glich der noch durchzufu¨hrenden Komplexita¨tsanalyse ist fu¨r
uns der Teil a) aus Schritt 1 der Hauptphase. Den hier stattfindenden Test nennen wir reverse
Bland- oder auch reverse Pivotu¨berpru¨fung. Der sich daraus ergebende Pivotschritt,
welcher in Schritt 2 ausgefu¨hrt wird, heiße reverser Pivotschritt.
Bemerkung 3.4. Man beachte, dass ein direkter Zugriff auf die Basisindizes (ohne u¨ber die
Listenposition zu gehen) nicht notwendig ist, da die Schritte in 1. a) in sortierter Reihenfolge
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stattfinden und auch die Position von a` in Schritt 3 u¨ber die no¨tige Aktualisierung der Sortie-
rung bekannt wird. Ist dennoch zusa¨tzlich ein direkter Zugriff auf Basisindizes gewu¨nscht, so
la¨sst sich dies u¨ber eine modifizierte Form der Hashtable realisieren. Diese muss sowohl u¨ber
die Position in der sortierten Basis als auch u¨ber die Basisindizes selbst Zugriff auf die Zeilen
ermo¨glichen. Dazu verwende man die Basisindizes als Schlu¨ssel, die zugeho¨rigen Tableauzei-
len als Werte und erlaube nach Sortierung der Basis zusa¨tzlichen Zugriff auf die Schlu¨ssel
u¨ber die Basisposition. Allerdings ist ein direkter Zugriff auf die Basisindizes mit Aufwand






















Abbildung 3.2: Veranschaulichung der modifizierten Hashtable
3.2 Komplexita¨tsanalyse
Als besonders vorteilhaft ist beim Algorithmus von Avis und Fukuda hervorzuheben, dass bis
auf unsere spezielle Liste und eine Datei zur Auflistung der gefundenen Ecken, kaum weitere
Speicherung notwendig ist. Daher ko¨nnen wir uns fu¨r die nun folgende Komplexita¨tsanalyse
auf den Rechenaufwand konzentrieren. Zuna¨chst werden einige Notationen eingefu¨hrt:
Notation 3.5. Mit r` werde die Zufallsgro¨ße bezeichnet, welche den Aufwand fu¨r die Auswer-
tungen der Zielfunktionsspalte aufgrund aller reversen Pivotu¨berpru¨fungen an einer beliebigen
Ecke mit ` aufsteigenden Richtungen wiedergibt. Soll dabei eine feste Ecke e untersucht wer-
den, so schreiben wir fu¨r die entsprechende Zufallsgro¨ße r`(e). V
` sei die Menge aller Ecken
mit ` Aufstiegsrichtungen und #V ` die Anzahl der Elemente in dieser Menge.
Bevor das eigentliche Verfahren starten kann, muss die Initialisierungsphase beendet worden
sein. Die Komplexita¨t wird dabei vom Auffinden einer Ecke und der Sortierung der Basis
in Schritt 4 dominiert. Ersteres ist mit einem Aufwand von O(mn2 + 2mn) mo¨glich (siehe
Formel (2.3) auf Seite 56, Komplexita¨t der Initialisierungsphase des einfachen, primalen Gift-
Wrapping-Verfahrens ohne Speicherung der Kanten); Letzteres la¨sst sich mit Komplexita¨t
O(n · log2 n) realisieren1 und dient der effizienten Ausfu¨hrung der Auswahlregel von Bland
bzw. der reversen Blandu¨berpru¨fung in der Hauptphase des Algorithmus: Hier wird an der
Optimalecke in unserer speziellen Liste die Basis sortiert, so dass die Reihenfolge der Ba-
sisindizes sowie zugeho¨rige Zeilen ohne weiteren Suchaufwand ausgelesen werden ko¨nnen. Um
1Dies ist z.B. u¨ber die Anwendung des Merge-Sort-Algorithmus mo¨glich.
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die Sortierung auch nach einem Pivotschritt aufrecht zu erhalten, wird bei einem Austausch-
schritt der Index der neuen Restriktion in die Liste einsortiert und die entfernte Restriktion
aus dieser gelo¨scht. Ersteres kostet pro Pivotschritt einen Aufwand von O(log2 n). Der Auf-
wand fu¨r Letzteres kann vernachla¨ssigt werden, da die Stelle des zu lo¨schenden Eintrages
durch sortiertes Suchen nach Pivotschritten automatisch gefunden wird.
Die reverse Pivotu¨berpru¨fung beno¨tigt fu¨r eine beliebige Zielecke e˜, welche aus der Menge der
Nachbarecken unserer Ausgangsecke stammt und somit direkt u¨ber eine Kante erreichbar ist,
die Evaluation von einigen Eintra¨gen in der Zielfunktionsspalte des Tableaus. Dies wird sich
fu¨r e˜ so oft wiederholen, wie diese als Ziel einer absteigenden Richtung auftaucht bzw. wie hoch
die Anzahl an aufsteigenden Richtungen an der Ecke e˜ selbst ist. Somit ergibt sich bei ` auf-
steigenden Richtungen in e˜ ein Aufwand von r`(e˜). Der Erwartungswert solcher Zufallsgro¨ßen
soll auf den nachfolgenden Seiten fu¨r ` = 1, . . . , n und beliebiger Ecke untersucht werden.
Des Weiteren ist erwa¨hnenswert, dass ein Einsortieren der mo¨glichen Austauschrestriktion
hier noch nicht no¨tig ist, da wir fu¨r eine vereinfachte Analyse des Erwartungswertes von r`(e˜)
bzw. r` davon ausgehen, dass wir in sortierter Reihenfolge solange Werte in der Zielfunktions-
spalte des Tableaus zu einer in Frage kommenden Zielecke (ohne den Wert in der Pivotzeile)
berechnen, bis der erste negative Eintrag gefunden ist.2 Sobald dies geschieht, ist nur noch ein
Vergleich zwischen dem Index der Austauschrestriktion und dem zugeho¨rigen Index des eben
gefundenen negativen Eintrages no¨tig. D.h. neben der Berechnung der Zielfunktionseintra¨ge
muss nur noch ein weiterer Vergleich durchgefu¨hrt werden, der fu¨r die Gesamtkomplexita¨t
vernachla¨ssigt werden kann. Erst nach Durchfu¨hrung eines Pivotschrittes findet die Aktuali-
sierung unserer Liste statt.
Insgesamt werden im Verlauf des Algorithmus #V Kanten vorwa¨rts und ru¨ckwa¨rts durch-
laufen. Somit werden auch #V Abwa¨rts- und ebenso viele Aufwa¨rtsschritte vorgenommen,
welche im Simplextableau jeweils mit einem Aufwand von O(mn) realisierbar sind. Bevor al-
lerdings ein Pivotschritt ausgefu¨hrt werden kann, muss nach der Wahl der Kante (Pivotzeile)
der Quotiententest (zur Wahl der Pivotspalte) stattgefunden haben. Dabei werden jeweils bis
zu m− n Quotienten berechnet. Die Bestimmung der Aufstiegskanten erfolgt u¨ber die Regel
von Bland. Die reversen Pivotu¨berpru¨fungen liefern die Abstiegsrichtungen. Die Anzahl aller
Abstiegsrichtungen im Polyeder betra¨gt maximal n · #V .3 Fu¨r all diese muss als Teil der
reversen Blandu¨berpru¨fung ebenfalls der Quotiententest durchgefu¨hrt werden. Damit werden
insbesondere auch die Quotiententests fu¨r die tatsa¨chlich realisierten Abwa¨rtsschritte bereits
erledigt.
Als Gesamtaufwand des Algorithmus (inklusive Initialisierungsphase) ergibt sich somit:
O
(






r`(e) + n · log2 n
)
(3.1)
2Effizienter ist die Vorgehensweise, die Auswertungen in der Zielfunktionsspalte des Tableaus zur Ecke e˜ schon
zu dem Zeitpunkt abzubrechen, wenn bereits feststeht, dass es keinen negativen Eintrag in den Basiszeilen
mit kleinerem Index gibt. Allerdings ist diese Methode probabilistisch schwierig zu analysieren.
3Im beschra¨nkten Fall betra¨gt die Zahl der Kanten und somit gleichzeitig die Anzahl an Abstiegsrichtungen
genau n
2
· #V . Da wir dies allerdings nicht durch eine Zusatzbedingung voraussetzen wollen, mu¨ssen wir
uns hier mit der Oberschranke n ·#V abfinden.
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mn2 + 2mn Aufwand zum Auffinden der Startecke (Initialisierungsphase)
n · log2 n Einmaliger Aufwand fu¨r das Sortieren der Basis der Optimalecke
(Startecke) in der Initialisierungsphase
#V · (m− n) Aufwand aller Quotiententests durch die realisierten Aufwa¨rts-
schritte
2 ·#V ·mn Aufwand aller Pivotschritte
2 ·#V · log2 n Aufwand fu¨r das Einsortieren der Austauschrestriktionen wa¨hrend
des gesamten Algorithmus






r`(e) Aufwand fu¨r alle reversen Blandu¨berpru¨fungen (ohne die dazu
no¨tigen Quotiententests)
Tabelle 3.1: U¨bersicht zur Komplexita¨t des Algorithmus von Avis und Fukuda
Unser Komplexita¨tsterm ist stark von der Zufallsgro¨ße #V gepra¨gt. Wie wir bereits in Ab-
schnitt 1.8 festgestellt haben, sind zur Eckenzahl von X bereits Average-Case-Resultate aus
den Arbeiten von Borgwardt bekannt.




e∈V ` r`(e) zu untersuchen. Da die Berechnung eines
Eintrages in der Zielfunktionsspalte des mo¨glichen Nachfolgetableaus nur drei Operationen
beno¨tigt, genu¨gt es, sich mit der Anzahl der zu berechnenden Zielfunktionseintra¨ge zu bescha¨f-
tigen. Da eine Ecke maximal n Aufstiegsrichtungen aufweisen kann und maximal n Eintra¨ge





r`(e) ≤ #V · n2.
Damit ist dieser Wert fu¨r die Gesamtkomplexita¨t nicht mehr entscheidend, da er vom Term
#V · mn dominiert wird. Die Gro¨ße bleibt dennoch fu¨r uns insofern interessant, dass sie
charakteristisch fu¨r den Algorithmus von Avis und Fukuda ist.
Zuna¨chst versuchen wir nur Ekm,n(r`) zu bestimmen: Dazu betrachten wir nun eine Zielecke
mit ` auf- und n− ` absteigenden Richtungen. Durch das Vorhandensein von ` aufsteigenden
Richtungen kommt diese auch `-mal als das Ziel eines reversen Pivotschritts in Frage. Nun
berechnen wir die mittlere Anzahl der Eintra¨ge bis wir auf einen negativen Wert stoßen.
Dabei mu¨ssen wir beru¨cksichtigen, dass wir den (sicher) negativen Eintrag in der Zeile zur
neuen Basisrestriktion ignorieren, d.h. wir verwenden nun statt n und ` besser die Parameter
n˜ = n− 1 und ˜`= `− 1.
Aufgrund der beliebigen Permutierbarkeit der Indizes der Restriktionsvektoren in unserem
stochastischen Modell ko¨nnen wir davon ausgehen, dass jede Verteilung der ˜` negativen Ein-
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tra¨ge auf die n˜ Stellen gleich wahrscheinlich ist. Somit ist die Wahrscheinlichkeit, dass der






n˜− 1︸ ︷︷ ︸
Platz 2
· · · n˜−
˜`− i+ 2













Da es sich hier offensichtlich um ein Laplace-Experiment handelt, kann man sich mit etwas




) ·(n˜− i˜`− 1
)
ist. (Der Nenner entsteht durch die Anzahl aller mo¨glichen Verteilungen der ˜` Minuszeichen
auf die n˜ Stellen. Der Za¨hler gibt die Anzahl aller Ergebnisse mit erstem Minus an i-ter
Stelle wieder. Fu¨r diesen gilt die U¨berlegung, dass fu¨r die ersten i − 1 Stellen schon die
Pluszeichen sowie fu¨r die i-te Stelle das Minuszeichen bestimmt sind und nur noch die Anzahl
der Mo¨glichkeiten fu¨r die Verteilung der verbleibenden ˜`− 1 Minuszeichen auf die restlichen
n˜− i Stellen geza¨hlt werden mu¨ssen.)











An dieser Stelle ist zu erwa¨hnen, dass fu¨r ` = 1 bzw. ˜` = 0 kein negativer Eintrag (außer
in der Zeile zur neuen Basisrestriktion) gefunden werden kann und der Binomialkoeffizient(n˜−i
˜`−1
)
in obiger Reihe wegen ˜`− 1 < 0 nicht mehr definiert ist. Daher mu¨ssen wir den Fall
` = 1 gesondert betrachten. Hier werden also die verbleibenden n− 1 Eintra¨ge berechnet und




m,n(r1) = n− 1.
Fu¨r ` ≥ 2 versuchen wir nun obige Reihe zu berechnen. Dazu machen wir von nachfolgender
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Wenn wir nun noch beru¨cksichtigen, dass an der betrachteten Ecke `-mal der erste negative
Eintrag in der Zielfunktionsspalte im Laufe des Algorithmus gesucht wird, so erhalten wir





n− 1 fu¨r ` = 1
` · n
`
= n fu¨r ` = 2, . . . , n.
(3.4)
Bemerkung 3.6. Im Fall ` = 1 werden die Anfragen nach dem Vorzeichen eines Eintrages
in der Zielfunktionsspalte stets mit
”
Plus“ beantwortet und daher fu¨r die Suche nach einem
(weiteren) negativen Eintrag im obigen Erwartungswert (3.4) nur die
”
Misserfolge“ geza¨hlt.
Das Auffinden einer (neben der gerade betrachteten Kante) weiteren Aufstiegsrichtung ist
an einer Ecke mit nur einer Aufstiegsrichtung nicht mehr mo¨glich und die Suchanfragen
enden erfolglos, sobald die letzte Basiszeile im Tableau erreicht wird. Anders verha¨lt es sich
in den Fa¨llen ` = 2, . . . , n: Dort fließt neben den vergeblichen Anfragen (d.h. mit
”
Plus“-
Antwort) auch der Erfolgsfall (
”
Minus“-Antwort) mit in den Erwartungswert ein. Dies ist der
Hintergrund fu¨r die unterschiedlichen Erwartungswerte in den beiden angesprochenen Fa¨llen.
84
3.3 Eine empirische Besta¨tigung unseres Average-Case-Ergebnisses










zu bestimmen, beachte man, dass aufgrund der beliebigen Permutierbarkeit der Indizes nicht
weiter zwischen verschiedenen Ecken aus V ` bei der Erwartungswertbildung unterschieden
werden muss. Weiter ist klar, dass fu¨r alle Ecken e ∈ V ` und fu¨r alle ` die Zufallsgro¨ße
r`(e) nur von den Anordnungen der ` negativen Eintra¨ge in der Zielfunktionsspalte abha¨ngt.
Insbesondere spielt es also keine Rolle, wie viele Ecken es mit ` aufsteigenden Richtungen
gibt. Daher besteht stochastische Unabha¨ngigkeit der beiden Zufallsvariablen r`(e) und #V
`

















































−Ekm,n(#V 1) ≤ n ·Ekm,n(#V )
Mit Hilfe dieses Ergebnisses erhalten wir aus Formel (3.1) die erwartete Gesamtkomplexita¨t:
O(mn2 + 2mn+ Ekm,n(#V ) · ((m− n) + 2(mn + log2(n)) + n(m− n))+
+ n · Ekm,n(#V )− n− Ekm,n(#V 1) + n log2(n)
)
=
= O(mn2 + 2mn− n− Ekm,n(#V 1) + n log2(n)+
+ Ekm,n(#V ) ·
(








3.3 Eine empirische Besta¨tigung unseres Average-Case-Ergebnisses
Als kleine Kontrolle unserer Average-Case-Untersuchung ko¨nnen wir empirisch u¨berpru¨fen,





n− 1 fu¨r ` = 1
n fu¨r ` = 2, . . . , n.
wirklich den Tatsachen entspricht. Dazu zeigen die nachfolgenden Abbildungen den empiri-
schen Mittelwert der Anzahl zu berechnender Eintra¨ge in einer Zielfunktionsspalte bei einer
Dimension von n = 7 und der Restriktionszahl m = 50. Auf den Abszissen wird dabei jeweils
die Zahl der Aufstiegsrichtungen ` variiert.
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(d) k = 10
Abbildung 3.3: Empirischer Mittelwert fu¨r r` unter n = 7 und m = 50
Da die empirischen Ergebnisse kaum von unserem Erwartungswert abweichen, erhalten wir
ein starkes Indiz fu¨r die Korrektheit unseres Average-Case-Resultats.
Bemerkung 3.7. Die Mittelung der empirischen Resultate in Abbildung 3.3 erfolgte in dop-
pelter Weise: Einerseits wurden wie u¨blich 1.000 Problembeispiele erzeugt und somit bereits
Durchschnittswerte gewonnen. Andererseits entstanden die empirischen Werte fu¨r r`, indem
bei jeder reversen Pivotu¨berpru¨fung die Zahl der zu berechnenden Eintra¨ge in der Zielfunk-
tionsspalte geza¨hlt und je nach Zahl der Aufstiegsrichtung an der potentiellen Zielecke eine
entsprechende Za¨hlvariable um diesen Wert erho¨ht wurde. Diese Summen wurden letztlich
durch die entsprechende Gro¨ße ` · #V ` dividiert. Weiter ist es offensichtlich, dass in obi-
gen Graphiken Erga¨nzungen zu differenzierbaren Kurven uninteressant sind. Daher sind die
gewonnenen Einzelwerte lediglich mit geraden Linien verbunden.
Bemerkung 3.8. In den Problembeispielen zur Erzeugung der empirischen Daten zu Abbil-
dung 3.3 wurde stets der Zielfunktionsvektor gema¨ß der Algorithmusformulierung in Ab-
schnitt 3.1 durch die Initialisierungsphase bestimmt (c = a∆1 + · · · + a∆n). Dies werden wir
auch fu¨r die nun folgenden empirischen Analysen der Abschnitte 3.4 und 3.5 beibehalten.
3.4 Empirische Untersuchung der Auswertungen in der
Zielfunktionsspalte pro Abstiegsrichtung
Bei der Ausfu¨hrung des Verfahrens von Avis und Fukuda wird man bei jeder Abstiegsrich-
tung gezwungen, einmal die reverse Blandu¨berpru¨fung durchzufu¨hren. Daher ist es nahelie-
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gend, sich zumindest empirisch mit der Fragestellung zu bescha¨ftigen, wie viele Eintra¨ge in
einer Zielfunktionsspalte durchschnittlich pro Abstiegsrichtung auszuwerten sind. Dies soll im
Folgenden vorgenommen werden.
Wie wir in Abschnitt 3.2 festgestellt haben, betra¨gt die Gesamtzahl der fu¨r die reversen









 = n · (Ekm,n(#V )− 1)− Ekm,n(#V 1) ≤ n ·Ekm,n(#V ).
Betrachtet man ausschließlich beschra¨nkte Polyeder bei Vorliegen von Nichtentartung, so liegt
die Zahl der Kanten exakt bei n2 ·#V . Da jede dieser Kanten fu¨r genau eine Ecke auch eine
Abstiegsrichtung darstellen muss, d.h. fu¨r all diese wird einmal die reverse Pivotu¨berpru¨fung
stattgefunden haben, bedeutet das, dass pro Abstiegsrichtung weniger als
n · Ekm,n(#V )
n
2 · Ekm,n(#V )
= 2 (3.5)
Eintra¨ge in einer Zielfunktionsspalte fu¨r die reverse Pivotu¨berpru¨fung zu berechnen sind. D.h.
wenn wir m groß genug wa¨hlen und somit unbeschra¨nkte Polyeder weitgehend ausschließen,
so wird der Mittelwert fu¨r die Anzahl der Auswertungen in einer Zielfunktionsspalte pro Ab-
stiegsrichtung knapp unter zwei liegen. Nachfolgende Graphiken zeigen dazu die empirischen
Resultate fu¨r unsere Parameterfestlegung bei Dimension n = 5 unter Variation von m.
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Abbildung 3.4: Mittelwert der Zahl an Auswertungen in einer Zielfunktionsspalte pro Ab-
stiegsrichtung bei Variation des Parameters m unter der Dimension n = 5
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Wie hier zu sehen ist, liegen unsere empirischen Resultate deutlich unter der Oberschranke
bei zwei. Der sehr zackige Verlauf la¨sst sich auf den engen Ordinatenbereich und die ein-
geschra¨nkte Mittelung der Ergebnisse zuru¨ckfu¨hren. Daher wurde in diesen Graphiken die
Verbindung der empirischen Einzelwerte zu differenzierbaren Kurven als nicht sinnvoll erach-
tet.
Einen etwas konstanteren Verlauf der empirischen Ergebnisse werden wir erhalten, wenn die
Zahl der Problembeispiele zur Mittelung erho¨ht wird. Dazu betrachten wir nun unsere Stan-
dardfestlegung der Parameter bei Dimension n = 7. Hierbei werden pro Parameterkombina-
tion 1.000 Problembeispiele erzeugt.
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(d) k = 10
Abbildung 3.5: Mittelwert der Zahl an Auswertungen in einer Zielfunktionsspalte pro Ab-
stiegsrichtung bei Variation des Parameters m unter der Dimension n = 7
Wie sich hier zeigt, liegt fu¨r m groß genug unsere Untersuchungsgro¨ße schon sehr nahe bei
zwei, jedoch meist leicht darunter. Fu¨r die empirischen Resultate spielt eine wichtige Rolle,
dass in dieser Parameterfestlegung E(#V 1) nur noch einen sehr geringen Anteil bzgl. der
Gesamteckenzahl einnimmt (vgl. Abschnitt 3.5). Somit ist eine Reduzierung des Quotien-
tenwertes diesbezu¨glich kaum noch vorhanden und die empirischen Werte liegen nur sehr
geringfu¨gig unterhalb des Oberschrankenwertes bei zwei. Weiter beachte man, dass wir im
Quotienten (3.5) vereinfachend unbeschra¨nkte Probleme ausgeschlossen haben und somit der
Oberschrankenwert insgesamt etwas kritisch betrachtet werden muss. Leider bleiben trotz
der erho¨hten Zahl an Problembeispielen die empirischen Ergebnisse fu¨r eine Darstellung als
differenzierbare Kurven ungeeignet.
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In Analogie hierzu folgen die Graphiken fu¨r variierendes n bei festem m = 50. Es ist zu
erkennen, dass fu¨r kleine n der Anteil von E(#V 1) zur erwarteten Gesamteckenzahl relativ
hoch zu sein scheint und daher in diesem Bereich der empirische Quotient noch deutlich unter
unserer Oberschranke bei zwei liegt. Fu¨r ho¨heres n befinden sich die empirischen Ergebnisse
jedoch schon sehr nahe am Oberschrankenwert. Eine weitere Ungenauigkeit ergibt sich in








































































































































(d) k = 10
Abbildung 3.6: Mittelwert der Zahl an Auswertungen in einer Zielfunktionsspalte pro Ab-
stiegsrichtung bei Variation der Dimension n unter m = 50
Die entsprechenden Graphiken zur Untersuchung dieser Zufallsgro¨ße in unserer Alternativ-
festlegung der Parameter bei variierender Dimension liefern keine weiteren Erkenntnisse und
sind im Anhang auf Seite 191 zu finden.
3.5 Empirische Untersuchung der Anzahl an Ecken mit einer
bestimmten Anzahl aufsteigender Richtungen
In diesem Abschnitt wollen wir der interessanten Frage nachgehen, wie groß die Anzahl der
Ecken mit einer bestimmten Zahl an aufsteigenden Richtungen ist. Insbesondere die Anzahl
der Ecken mit nur einer Aufstiegsrichtung wird durch unsere Average-Case-Analyse in Ab-
schnitt 3.2 relevant und daher nun etwas in den Vordergrund geru¨ckt.
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Zuna¨chst sehen wir uns an, wie viele Ecken mit einer bestimmten Anzahl an aufsteigen-
den Richtungen im Mittel bei fester Dimension und Restriktionszahl entstehen. Dazu zeigen
die Balkendiagramme in Abbildung 3.7 jeweils die durchschnittliche Anzahl der Ecken mit `
Aufstiegsrichtungen fu¨r ` = 0, 1, . . . , 7 bei Problemen mit 50 Restriktionen im siebendimensio-
nalen Raum. D.h. in den nachfolgenden Graphiken werden weder m noch n variiert, sondern




































































(d) k = 10
Abbildung 3.7: Verteilung der durchschnittlichen Anzahl an Ecken hinsichtlich der Anzahl an
Aufstiegsrichtungen ` bei n = 7 und m = 50
Um sich nicht auf eine ungerade Dimension zu beschra¨nken, entstand die Abbildung 3.8 aus
analogen empirischen Untersuchungen mit der Dimension n = 8.
Wie aus den Sa¨ulendiagrammen deutlich zu erkennen ist, besteht die Symmetrie
”
Durchschnittliche Anzahl der Ecken mit ` Aufstiegsrichtungen“
=
”
Durchschnittliche Anzahl der Ecken mit n− ` Aufstiegsrichtungen“,
welche sich mit der rotationssymmetrischen Erzeugung der Problembeispiele erkla¨ren la¨sst.
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(d) k = 10
Abbildung 3.8: Verteilung der durchschnittlichen Anzahl an Ecken hinsichtlich der Anzahl an
Aufstiegsrichtungen ` bei n = 8 und m = 50
Um einen besseren Vergleich zwischen den verschiedenen Verteilungsparametern zu ermo¨gli-
chen, sind jeweils die vier Untersuchungen in der Abbildung 3.9 vereinigt. Hier zeigt sich, dass
kleine Werte des Parameters k nicht nur insgesamt zu tendenziell mehr Ecken fu¨hren (vgl.
dazu Abschnitt 1.8), sondern sich auch die Zahl der Ecken mit ` Aufstiegsrichtungen fu¨r jedes
` ∈ {2, . . . , n− 2} erho¨ht. Besonders auffa¨llig ist, wie deutlich die Zahl der Ecken mit n2 bzw.
bn2 c und dn2 e Aufstiegsrichtungen u¨berwiegt. Je mehr man sich von der ”Mitte“ entfernt, um
so geringer fa¨llt die entsprechende Eckenzahl aus. Dementsprechend verringern sich auch die
absoluten Differenzen der Eckenzahlen bei verschiedenen Verteilungsparametern je weiter `,
die Zahl an Aufstiegsrichtungen, von n2 entfernt liegt.
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(b) n = 8
Abbildung 3.9: Alle Plots der Abbildungen 3.7 bzw. 3.8 in einer Graphik
Interessant ist auch der Anteil der Ecken mit einer bestimmten Anzahl an aufsteigenden
Richtungen im Verha¨ltnis zur Gesamtzahl an Ecken. Dies wird in Abbildung 3.10 wieder-
gegeben. Die Graphiken legen hier nahe, dass der Einfluss des Parameters k diesbezu¨glich
als a¨ußerst gering eingestuft werden kann. Das bedeutet, dass der Verteilungsparameter an
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(b) n = 8
Abbildung 3.10: Durchschnittlicher Anteil der Ecken mit ` aufsteigenden Richtungen im Ver-
ha¨ltnis zur Gesamtzahl der Ecken
3.5 Empir. Untersuchung der Ecken mit einer bestimmten Anzahl aufsteigender Richtungen
Von besonderem Interesse ist fu¨r die Aufwandsanalyse der Wert Ekm,n(#V
1). Wie man in
obigen Graphiken sieht, ist der empirische Anteil dieser Ecken im Verha¨ltnis zur Gesamt-
eckenzahl fast bei 0%. Die realen Werte lagen bei beiden obigen Parameterkombinationen
jeweils klar unter 1%.
Wir wollen nun die Anzahl der Ecken mit ` aufsteigenden Richtungen fu¨r variierende Para-
meter m und n untersuchen. Zuna¨chst betrachten wir bei Gleichverteilung der Restriktions-
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung 3.11: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Di-
mension n = 7 und Verteilungsparameter k → −1 unter Variation der Re-
striktionszahl m
In diesen Graphiken besta¨tigen sich erneut obige Eindru¨cke. Insbesondere scheinen sich die
jeweiligen Eckenzahlen immer mehr voneinander zu entfernen. Weiter fa¨llt die A¨hnlichkeit
des Verlaufs der beiden Kurven mit den ho¨heren Ordinatenwerten (` = 2, 3, 4, 5) mit der
empirischen Kurve aus Abbildung 1.10 (siehe Seite 40) auf, in der die durchschnittliche Ge-
samteckenzahl fu¨r diese Parameterkombination dargestellt wurde.
Die entsprechenden Abbildungen zu den Verteilungsparametern k = 0, k = 1 und k = 10
weisen große A¨hnlichkeit zur Abbildung 3.11 auf und wurden daher in den Anhang (ab Seite
192) verschoben. Hier ist lediglich zu erwa¨hnen, dass mit Erho¨hung von k die Kurvenverla¨ufe
geringfu¨gig flacher anzusteigen scheinen.
Nachfolgende Abbildung 3.12 bescha¨ftigt sich mit der Variation der Dimension bei Vertei-
lungsparameter k → −1. Hier wurden der U¨bersichtlichkeit halber die Verla¨ufe der Kurven
fu¨r verschiedene ` in zwei Graphiken aufgeteilt.
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(b) ` = 0, ` = 1 und ` = 2
Abbildung 3.12: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Re-
striktionszahl m = 50 und Verteilungsparameter k → −1 unter Variation der
Dimension n
Bis auf die Fa¨lle ` = 0 und ` = 1 steigt jeweils die durchschnittliche Anzahl an Ecken
mit ` Aufstiegsrichtungen bei Erho¨hung der Dimension fu¨r unsere Parameterfestlegung. Man
beachte zur Erla¨uterung der Kurvenverla¨ufe, dass mit Erho¨hung der Dimension auch die Zahl
der Mo¨glichkeiten fu¨r den Parameter ` zunimmt. Na¨hert sich ein festes ` durch ein ho¨heres n
mehr demWert n2 an, so ist eine deutliche Steigerung der Eckenzahl festzustellen. Dieser Effekt
wird dabei noch durch die Tatsache versta¨rkt, dass auch die Zahl der Ecken bei Erho¨hung
von n in unserem Parameterbereich deutlich zunimmt (vgl. dazu Abschnitt 1.8).
Wa¨hrend sich aus unserem Modell leicht E(#V 0) = 1 folgern la¨sst, ist der fallende Verlauf
der Kurve fu¨r ` = 1 schwieriger zu erkla¨ren. Da wir die empirische Analyse sinnvollerweise
erst bei n = 2 starten, also gerade dort, wo n2 = 1 ist, hat hier die Kurve ihren Ho¨hepunkt.
Eine Erho¨hung der Dimension bewirkt zwar fu¨r unsere Parameterfestlegung eine gro¨ßere
Gesamteckenzahl (siehe Abschnitt 1.8), diese scheint sich aber fu¨r ` = 1 aufgrund der nun
weiteren Mo¨glichkeiten fu¨r Werte des Parameters ` und dem Entfernen von ` = 1 von der
”
Mitte“ negativ auf #V 1 auszuwirken. A¨hnliches scheint sich auch mit etwas Verzo¨gerung fu¨r
` = 2 anzudeuten. Hier ist beim U¨bergang von n = 9 auf n = 10 eine Steigerung kaum noch
feststellbar.
Erneut wurden die entsprechenden Abbildungen fu¨r k = 0, k = 1 und k = 10 in den Anhang
(ab Seite 193) ausgelagert.
Betrachten wir nun unsere alternative Festlegung der Parameter, so stellen wir bei Variation
der Restriktionszahl m fu¨r die Gleichverteilung der Punkte a1, . . . , am auf der Kugeloberfla¨che
fest, dass fu¨r alle ` der Verlauf der Eckenzahl linear zu sein scheint. Dies fu¨hrt erneut zu
der Erkenntnis, dass auch die Gesamteckenzahl anna¨hernd linear ansteigt, wie bereits in
Abschnitt 1.8 (siehe Abbildung 1.11, Seite 41) bemerkt wurde.
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b b ` = 0 und ` = 5
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung 3.13: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei n = 5 und
k → −1 unter Variation des Parameters m
Fu¨r die Verteilungsparameter k = 0, k = 1 und k = 10 ko¨nnen wir – wie bei der Gesamt-
eckenzahl (siehe Abschnitt 1.8) – stets einen sublinearen Verlauf der Eckenzahlen feststellen.
Lediglich die Kurve fu¨r ` = 0 und ` = 5 bleibt konstant bei eins, was sich unmittelbar aus
der Eindeutigkeit des Optimalpunktes ergibt. Stellvertretend wird daher im Folgenden nur
die Graphik zu k = 1 angegeben. Die Abbildungen zu k = 0 und k = 10 sind im Anhang ab
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b b ` = 0 und ` = 5
b b ` = 1 und ` = 4
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung 3.14: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei n = 5 und
k = 1 unter Variation des Parameters m
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Betrachten wir nun die Alternativfestlegung der Parameter bei Variation von n, so erkennen
wir erneut einen extrem starken Anstieg der Eckenzahlen, der sich vor allem fu¨r ` nahe bei n2
wiederspiegelt. Wiederum fa¨llt einzig die Kurve fu¨r #V 1, was jedoch aufgrund der Skalierung
nicht mehr in der Graphik zu erkennen ist. Aufgrund der großen A¨hnlichkeit der zugeho¨rigen
Graphiken fu¨r verschiedene Verteilungsparameter ist nachfolgend nur die Abbildung fu¨r die
Gleichverteilung der Restriktionsvektoren auf der Kugeloberfla¨che aufgefu¨hrt. Die entspre-
chenden Bilder fu¨r die anderen Verteilungsparameter sind im Anhang ab Seite 196 zu finden.
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(b) ` = 0, ` = 1 und ` = 2
Abbildung 3.15: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei m = 500
und k → −1 unter Variation des Parameters n
3.6 Untersuchung der Auf- und Abstiegswahrscheinlichkeit
Der Algorithmus von Avis und Fukuda tangiert unmittelbar die interessante Problemstellung,
mit welcher Wahrscheinlichkeit man bei einer Ecke auf eine Ab- oder Aufstiegskantenrichtung
trifft. Auch wenn dies die Average-Case-Analyse der Komplexita¨t nicht nennenswert pra¨gt
(vgl. Abschnitt 3.2), handelt es sich hierbei um eine reizvolle Fragestellung, der wir nun
nachgehen wollen.
Es werde im Folgenden davon ausgegangen, dass der Zielfunktionsvektor nicht aus der Ini-
tialisierungsphase des Verfahres von Avis und Fukuda resultiert, sondern ebenfalls rotations-
symmetrisch (und unabha¨ngig von den Restriktionsvektoren) generiert wird. Es sei also ein
in unserem stochastischen Modell erzeugtes Optimierungsproblem
max zTx unter x ∈ X := {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1}
zu lo¨sen. O.B.d.A. untersuchen wir die Wahrscheinlichkeit, dass bei einer Ecke x∆ von X mit
(x∆, z) = ϕ ∈ (0, pi)
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eine beliebige, von x∆ ausgehende Kante die Zielfunktion verbessert, also eine aufsteigen-
de Kante darstellt. Dabei bezeichne ∆ die (n-elementige) Menge der Basisindizes bei x∆.
O.B.d.A. nehmen wir an, dass ∆ = {1, . . . , n} ist. Weiter sei z ∈ ωn. Da alleine die Richtung
des Zielfunktionsvektors ausschlaggebend fu¨r das Aufstiegskriterium einer Kante ist, ko¨nnen
wir ohne Einschra¨nkung von der La¨nge eins fu¨r z ausgehen. Der Wert von ϕ symbolisiert grob
eine bereits erreichte Qualita¨t der Anna¨herung an das Maximum (je kleiner ϕ ist, desto na¨her
ist man tendenziell an der Optimalstelle). Da in unserem stochastischen Modell der Vektor z
rotationssymmetrisch und unabha¨ngig von a1, . . . , am erzeugt wird, ist durch die Bedingung
ϕ = (x∆, z) die Lage von z bei weitem noch nicht festgelegt, sondern z kann sich gleich-
verteilt auf der Oberfla¨che einer (n − 1)-dimensionalen Kugel befinden. Um dadurch keine
stochastische Nullmenge zu betrachten, a¨ndern wir diese Bedingung mit Hilfe einer beliebig
kleinen, aber festen Konstante ε > 0 zu
(x∆, z) ∈ [ϕ− ε, ϕ + ε]
ab. Wir interessieren uns nun in Abha¨ngigkeit von ϕ und ε fu¨r die Wahrscheinlichkeit, dass eine
beliebige Kante bei x∆ ein positives Skalarprodukt mit z bildet, also eine Aufstiegsrichtung
darstellt. O.B.d.A. betrachten wir die Kantenrichtung d∆,n, die die Restriktionen mit den
Indizes i ∈ ∆ \ {n} straff ha¨lt und aTnx ≤ 1 lockert, also
d∆,n ∈ {d ∈ Rn | aT1 d = 0, . . . , aTn−1d = 0, aTnd < 0}.
Die Abbildungen 3.16 und 3.17 stellen die Ausgangslage unserer Problemstellung fu¨r einen
Winkel ϕ > pi2 bzw. ϕ <
pi
2 bildlich dar. Da die Kantenla¨nge an sich unbekannt ist, wurde
hier jeweils die Richtung d∆,n o.B.d.A mit dem Faktor
1
2 eingezeichnet. Diese Verku¨rzung
wird ausschließlich der U¨bersichtlichkeit spa¨terer Abbildungen dienen, die unser Vorgehen















Abbildung 3.16: Veranschaulichung der Ausgangslage unserer Problemstellung bei einem
Winkel ϕ > pi2
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Abbildung 3.17: Veranschaulichung der Ausgangslage unserer Problemstellung bei einem
Winkel ϕ < pi2
Sei E1 das Ereignis, dass es sich bei x∆ um eine zula¨ssige Basislo¨sung (also eine Ecke) des
Polyeders X handelt. Mit E2 werde das Ereignis bezeichnet, dass der Zielfunktionsvektor z
mit x∆ einen Winkel im Bereich [ϕ − ε, ϕ + ε] einschließt. E3 gebe das Ereignis an, dass der
Vektor d∆,n – wie oben gewa¨hlt – ein positives Skalarprodukt mit z bildet. Ereignis E4 trete
ein, wenn d∆,n eine Kantenrichtung in X darstellt. Mit anderen Worten, E3 und E4 sorgen
dafu¨r, dass d∆,n eine Aufstiegskantenrichtung im Polyeder X bzgl. z bildet. Unsere gesuchte
Wahrscheinlichkeit ist damit P(E3 ∧ E4 | E1 ∧E2).
Tritt das Ereignis E1 ein, so ist allerdings schon sichergestellt, dass es sich bei d∆,n um eine
Kantenrichtung in X handelt. Daher kann auf das Ereignis E4 verzichtet werden und es bleibt
nur noch der Wert des Skalarproduktes fraglich. Somit gilt:
P(E3 ∧E4 | E1 ∧ E2) = P(E3 | E1 ∧ E2)
Bezeichnung Ereignis
E1 x∆ Ecke von X
E2 (x∆, z) ∈ [ϕ− ε, ϕ+ ε]
E3 z
Td∆,n > 0
E4 d∆,n Kantenrichtung in X
Tabelle 3.2: U¨bersicht der verwendeten Ereignisse
Auf den folgenden Seiten bescha¨ftigen wir uns nun fu¨r festes ϕ, m und n mit der Bestimmung
der Wahrscheinlichkeit P(E3 | E1 ∧ E2). Hierzu werden wir zumindest asymptotisch zu einer
Auswertung kommen. Der Begriff
”
asymptotisch“ wird dabei von uns im Sinne von
m→∞, n fest (bzw. m n) und ϕ konstant
verwendet. Hier gelingt uns der Nachweis des nachfolgenden Resultates:
98
3.6 Untersuchung der Auf- und Abstiegswahrscheinlichkeit
Satz 3.9. Fu¨r festes n und ϕ gilt bei m→∞
lim
ε→0
P(E3 | E1 ∧E2) m→∞−→ 1
2
.
Zumindest der erste Teil unserer Ausfu¨hrungen im nachfolgenden Beweis ist auch fu¨r mode-
rates m gu¨ltig. Es wird explizit darauf hingewiesen werden, wenn wir in die asymptotische
Betrachtungsweise u¨bergehen.
Beweis. Aus der Stochastik ist bekannt, dass
P(E3 |E1 ∧ E2) = P(E1 ∧ E2 ∧ E3)
P(E1 ∧E2)
gilt. Wir wollen zuna¨chst das Integral fu¨r den Za¨hler aufstellen. Dazu sei im Folgenden
fˆk→−1(x) = fˆk→−1(x1, . . . , xn)
die Dichtefunktion fu¨r die Gleichverteilung eines Punktes auf der Oberfla¨che der n-dimen-
sionalen Einheitskugel. Diese wird speziell fu¨r den Zielfunktionsvektor z beno¨tigt. Somit gilt:








1{E1} · 1{E2} · 1{E3}fˆ(a1) . . . fˆ(am)fˆk→−1(z)da1 . . . damdz
Halten wir a1, . . . , an fest, so stellen wir fest, dass das Ereignis E1 nur noch von an+1, . . . , am
abha¨ngt. Die Ereignisse E2 und E3 sind dann nur noch von z abha¨ngig. Es folgt also:









G(h(a1, . . . , an))
m−n
1{E2}1{E3}fˆ(a1) . . . fˆ(an)fˆ
k→−1(z)da1 . . . dandz
Wir betrachten nun die Situation, nachdem zwei Koordinatentransformationen vorgenommen
wurden (vgl. [Bor87, S. 134–137, 143–146]):
a1, . . . , an
1. Transf.−→ b1, . . . , bn 2. Transf.−→ c1, . . . , cn





















 , h ≥ 0, ϑ ≥ 0
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 ∀i = 1, . . . , n− 1
Die zwei Transformationen haben natu¨rlich auch Auswirkungen auf die Vektoren x∆ und z.
Ersterer a¨ndert sich bereits nach der ersten Transformation zu
ξ∆ =
(





Da die zweite Transformation eine beliebige Drehung um die xn-Achse darstellt, beeinflusst
diese ξ∆ nicht weiter.
Bezu¨glich z sind konkrete Aussagen u¨ber den neuen Vektor ζ nach den beiden Transformatio-
nen schwieriger zu treffen. Jedoch bleibt festzuhalten, dass trotz beider Drehungen die relative
Lage zwischen den betrachteten Vektoren bestehen bleibt. D.h. es gilt
(x∆, z) = (ξ∆, ζ).
Wir erinnern daran, dass uns vorwiegend solche ζ interessieren, bei denen
(ξ∆, ζ) ∈ [ϕ− ε, ϕ + ε]
ist. Da nach unserer Annahme ‖ζ‖ = 1 ist, gilt fu¨r h > 0 und einen Winkel ψ ∈ [ϕ− ε, ϕ+ ε]
zwischen x∆ und z bzw. ξ∆ und ζ:
cos(ψ) =
ξT∆ζ






· 1 = ζ
n ⇒ ζn ∈ [cos(ϕ+ ε), cos(ϕ− ε)] (3.6)
Der Fall h = 0 bildet eine Nullmenge und kann daher vernachla¨ssigt werden. Weiter beachte
man, dass die Kosinusfunktion im Bereich [0, pi] streng monoton fallend ist, weswegen fu¨r
beliebiges ε > 0 und ϕ ∈ (0, pi)
cos(ϕ− ε) > cos(ϕ+ ε)
gilt.
Der Sachverhalt zu (3.6) war bereits nach der ersten Transformation ersichtlich. Bei dieser
wird z auf die Ho¨he cos(ψ) gedreht. Da es sich bei der zweiten Transformation um eine
beliebige Drehung um die xn-Achse handelt, liegt ζ = (ζ1, . . . , ζn−1)T gleichverteilt auf der
Oberfla¨che der (n− 1)-dimensionalen Kugel mit Radius√




3.6 Untersuchung der Auf- und Abstiegswahrscheinlichkeit
Die beiden nachfolgenden Graphiken zeigen jeweils die Gesamtsituation fu¨r das Beispiel aus
Abbildung 3.16 bzw. 3.17 nach Durchfu¨hrung der zwei Koordinatentransformationen.
↑ ζn = cos(ϕ− ε)
ζn = cos(ϕ)















Abbildung 3.18: Veranschaulichung der Problemstellung nach Durchfu¨hrung beider Koordi-
natentransformationen fu¨r ϕ > pi2
↑ ζn = cos(ϕ− ε)
ζn = cos(ϕ)















Abbildung 3.19: Veranschaulichung der Problemstellung nach Durchfu¨hrung beider Koordi-
natentransformationen fu¨r ϕ < pi2
Mit welcher Wahrscheinlichkeit wurde nun ein Zielfunktionsvektor z erzeugt, der u¨berhaupt
in unserem Winkelbereich liegt? Dies ko¨nnen wir in unserem Integral u¨ber ζ mittels der
Erkenntnis aus (3.6) beru¨cksichtigen. Es ergibt sich:
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fk→−1(ζ1, . . . , ζn−1, ζn) · 1{E˜3}dζdζn
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcndϑdh
Hierbei bezeichnet E˜3 das Ereignis E3 angepasst auf die Koordinatentransformationen. Wir
mu¨ssen uns nun noch um die Wahrscheinlichkeit ku¨mmern, dass Zielfunktionsvektor und
Kantenrichtung ein positives Skalarprodukt bilden fu¨r den Fall, dass ζn im relevanten Bereich
[cos(ϕ+ ε), cos(ϕ− ε)] liegt.
Wie sieht nach den Transformationen die neue Kantenrichtung δ∆,n aus? Senkrecht auf allen
Vektoren c1, . . . , cn−1 stehen die Vektoren
ν1 = (0, . . . , 0, h,−ϑ)T und ν2 = (0, . . . , 0,−h, ϑ)T .
Welcher von beiden hat nun ein negatives Skalarprodukt mit cn und ist somit die gesuchte
Kantenrichtung?
• Zuna¨chst betrachten wir ν1:
νT1 cn = hc
n−1
n − ϑh = h(cn−1n − ϑ)
Dies ist negativ fu¨r cn−1n < ϑ.
• Fu¨r ν2 ergibt sich:
νT2 cn = −hcn−1n + ϑh = h(ϑ − cn−1n )
Also ist ν2 die gesuchte Kantenrichtung, falls c
n−1
n > ϑ gilt.
Der Fall cn−1n = ϑ kann ausgeschlossen werden, da dann c1, . . . , cn affin abha¨ngig wa¨ren. Dies
ist durch die fast sichere Erfu¨llung der Nichtentartungsbedingung in unserem stochastischen
Modell nur mit Wahrscheinlichkeit null mo¨glich.
Wann ist nun νTi ζ > 0 fu¨r i = 1, falls c
n−1
n < ϑ, und fu¨r i = 2, falls c
n−1
n > ϑ?
1. Fall: cn−1n < ϑ
νT1 ζ = hζ
n−1 − ϑζn !> 0 h>0⇐⇒ ζn−1 > ϑζ
n
h
2. Fall: cn−1n > ϑ
νT2 ζ = −hζn−1 + ϑζn
!
> 0
h>0⇐⇒ ζn−1 < ϑζ
n
h
In den vorherigen Graphiken dieses Abschnittes trifft jeweils der Fall 1 mit cn−1n < ϑ zu.
Der Bereich der Zielfunktionen, die mit der betrachteten Kantenrichtung ν1 ein positives Ska-
larprodukt bilden, wird von der Hyperebene AH(0, c1, c2) begrenzt und liegt auf der Seite
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von ν1. Aufgrund der Oberfla¨chenverteilung unserer Zielfunktion ergibt sich daher der in Ab-
bildung 3.20 mit
”
Aufstieg“ markierte Streifen rechts von der eingezeichneten Hyperebene
zwischen Ho¨he cos(ϕ + ε) und cos(ϕ − ε). Der Fall 2 mit cn−1n > ϑ wird in Abbildung 3.21
wiedergegeben. Hier ist als Kantenrichtung ν2 anzusehen. Der Bereich der aufsteigenden Ziel-
funktionen liegt auf der linken Seite von der Hyperebene AH(0, c1, c2).
↑ ζn = cos(ϕ− ε)
ζn = cos(ϕ)
















Abbildung 3.20: Weitere Veranschaulichung der Problemstellung nach Durchfu¨hrung beider
Koordinatentransformationen fu¨r den Fall 1 mit cn−1n < ϑ
↑ ζn = cos(ϕ− ε)
ζn = cos(ϕ)



















Abbildung 3.21: Weitere Veranschaulichung der Problemstellung nach Durchfu¨hrung beider
Koordinatentransformationen fu¨r den Fall 2 mit cn−1n > ϑ
Aufgrund der besseren U¨bersichtlichkeit ist nun nur noch jeweils die Graphik fu¨r einen Winkel
ϕ > pi2 dargestellt.
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Obige Fallunterscheidung kann in unserem Integral wie folgt beru¨cksichtigt werden:












































fˆk→−1(ζ1, . . . , ζn)dζdζn−1dζnfˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcn
]
dϑdh
Als Vorbereitung fu¨r die spa¨tere Rechnung nehmen wir an dieser Stelle eine Substitution vor:




1− (ζn)2 = −
1√
1− (cos(z˜ + ϕ))2 = −
1
|sin(z˜ + ϕ)|
⇒ dζn = −|sin(z˜ + ϕ)|dz˜
Da ϕ ∈ (0, pi) und z˜ im Bereich von +ε und −ε integriert wird, ist fu¨r ε klein genug
sin(z˜ + ϕ) > 0.


























fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜
bzw.
104

















fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜
Daraus folgt fu¨r das Za¨hlerintegral:

























fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜




















fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcn
]
dϑdh
Wir stellen nun das zu berechnende Integral fu¨r den Nenner auf:








1{E1} · 1{E2}fˆ(a1) . . . fˆ(am)fˆk→−1(z)da1 . . . damdz
Es wird wiederum die Situation betrachtet, nachdem beide Koordinatentransformationen
durchgefu¨hrt wurden. Bekannt ist bereits wie fu¨r feste a1, . . . , an bzw. nach der Transfor-
mation c1, . . . , cn mit den Ereignissen E1 und E2 umzugehen ist. Es gilt daher in Analogie zu
unserer Za¨hlerrechnung:




















fˆk→−1(ζ1, . . . , ζn−1, ζn)dζdζn
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcndϑdh.
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Mit derselben Substitution wie im Za¨hler ergibt sich:




















fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdz˜
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcndϑdh.
Mit unseren Ergebnissen zu Za¨hler und Nenner erhalten wir insgesamt:
P(E1 ∧ E2 ∧E3)
























fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜




















fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdζn−1dz˜























fˆk→−1(ζ1, . . . , ζn−1, cos(z˜ + ϕ)) sin(z˜ + ϕ)dζdz˜
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcndϑdh
)
.
Um nun im Za¨hler und Nenner jeweils das von uns vorsorglich eingefu¨hrte ε wegzubekommen,
verwenden wir den Mittelwertsatz der Integralrechnung (siehe z.B. [Tim06, S. 260]):
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Satz 3.10 (Mittelwertsatz der Integralrechnung).
Ist f : [a, b]→ R stetig, so gibt es ein ξ ∈ (a, b) mit
b∫
a
f(t)dt = f(ξ)(b− a).
Nachfolgend werden wir den Mittelwertsatz sowohl im Nenner als auch im Za¨hler anwenden
und dabei die Grenzwertbetrachtung ε → 0 fu¨r unsere ku¨nstliche Konstante ε miteinfließen
lassen. Dieses Vorgehen entspricht im Grunde der Regel von l’Hospital. Fu¨r die Korrektheit
ist hier wichtig, dass keiner der Integranden von ε abha¨ngt und der Integrand des Nenners
im Grenzwert nicht den Wert null annimmt.




fˆk→−1(ζ1, . . . , ζn−1, cos(x+ ϕ)) sin(x+ ϕ)dζ
eingeschra¨nkt auf das Intervall [−ε, ε] angewendet. Da N(x) stetig ist4, folgt nach dem Mit-





















fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζ














fˆk→−1(ζ1, . . . , ζn−1, cos(x+ ϕ)) sin(x+ ϕ)dζdζn−1
aus dem Mittelwertsatz und gleichzeitiger Grenzwertbetrachtung ε→ 0:
4Dies geht unmittelbar aus der Interpretation dieser Funktion hervor. Alternativ la¨sst sich die Stetigkeit auch
mit unserer spa¨teren Rechnung (3.11) begru¨nden. Hier wird sich zeigen, dass N(x) lediglich das Vielfache
der Potenz einer Sinusfunktion wiedergibt.
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fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζdζn−1
Somit sind sa¨mtliche betrachteten Integranden, insbesondere der des Nenners, im Grenzwert
ungleich null und die Korrektheit unserer Vorgehensweise sichergestellt.
Als Fazit ko¨nnen wir also festhalten: Wenn wir Za¨hler und Nenner jeweils mit 12ε multiplizie-
ren, was zusammengenommen einer Multiplikation mit eins entspricht, so ko¨nnen wir bei der
Grenzwertberechnung von ε→ 0 jeweils das Integral u¨ber z˜ ersatzlos streichen.
Ohne die ku¨nstliche Konstante ε vereinfacht sich auch unsere bildliche Vorstellung der Pro-


















Abbildung 3.22: Veranschaulichung der Problemstellung nach Entfernen der ku¨nstlichen Kon-
stante ε fu¨r den Fall 1 mit cn−1n < ϑ
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Abbildung 3.23: Veranschaulichung der Problemstellung nach Entfernen der ku¨nstlichen Kon-
stante ε fu¨r den Fall 2 mit cn−1n > ϑ
Es ergibt sich damit fu¨r unseren Bruch:
lim
ε→0























fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζdζn−1


















fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζdζn−1


















|λn−2(KH(c1, . . . , cn−1))|2
∫
Rn−1
fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζ




Kapitel 3 Der Algorithmus von Avis und Fukuda
Wir beobachten, dass sich die Struktur des Nenner- und Za¨hlerintegrals gleichen, so dass man
die Unterschiede durch Parameterausdru¨cke beschreiben kann. Daher fu¨hren wir nachfolgende
Notation ein:















|λn−2(KH(c1, . . . , cn−1))|2
∫
Rn−1
fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζ























fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζ dζn−1
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcn dcn−1n dϑdh
bezeichnen wir mit IN . Aus Zweckma¨ßigkeitsgru¨nden gehen wir zu der Parameterdarstellung
IN
(
cn−1n ∈ (−∞,∞) ; ζn−1 ∈ (−∞,∞)
)


















Weitere Abweichungen von den Integrationsgrenzen oder Hervorhebungen dieser halten wir
durch geeignete Ausdru¨cke in analoger Weise fest.
An spa¨terer Stelle wird es vorteilhaft sein eine Kurzschreibweise fu¨r Za¨hler und Nenner bereit
zu haben ohne die Integrale u¨ber ζ. Um dies darzustellen, schreiben wir zusammen mit obiger
Vereinbarung IN (. . .).
Um den Nenner wie den Za¨hler zu strukturieren, ko¨nnen wir diesen auch wie folgt ausdru¨cken:
IN
(




cn−1n ∈ [ϑ,∞); ζn−1 ∈ (−∞,∞)
)
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cn−1n ∈ [ϑ,∞); ζn−1 ∈ (−∞,∞)
)
Die bisherige Berechnung ist auch fu¨r moderate Fa¨lle korrekt. Wir wollen nun zumindest
asymptotisch zu einer Auswertung kommen. Dazu zerlegen wir jeweils im Nenner und Za¨hler
unser Integral u¨ber h additiv in zwei Teile. Sei nun q ∈ (0, 1) beliebig und
I1N :=IN (h ∈ [0, q]; cn−1n ∈ (−∞,∞); ζn−1 ∈ (−∞,∞)) =
=IN
(





h ∈ [0, q]; cn−1n ∈ [ϑ,∞); ζn−1 ∈ (−∞,∞)
)
I2N :=IN (h ∈ [q, 1]; cn−1n ∈ (−∞,∞); ζn−1 ∈ (−∞,∞)) =
=IN
(
















































Man beachte, dass in den Integralen des Ausdrucks (3.7) der Parameter m lediglich als Potenz
bei G(h) auftaucht. Da G(q) < 1 fu¨r q < 1, folgt im Fall h < q:
G(h)m−n ≤ G(q)m−n m→∞−→ 0
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Daher werden asymptotisch die Summanden I1Z und I
1
N verschwinden und unbedeutend fu¨r





















fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζdζn−1


















fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζdζn−1
















|λn−2(KH(c1, . . . , cn−1))|2
∫
Rn−1
fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ)) sin(ϕ)dζ
fˆ(c1) . . . fˆ(cn−1)dc1 . . . dcn−1fˆ(cn)dcndϑ.
A(h) gebe also den Integrand des Za¨hlerintegrals u¨ber h ohne den Faktor G(h)m−n an und
B(h) entsprechendes fu¨r das Nennerintegral. Da A(h) und B(h) unabha¨ngig von m sind sowie
































zu beschra¨nken (vgl. auch [Bor87,
Kapitel 4]).




3.6 Untersuchung der Auf- und Abstiegswahrscheinlichkeit
und aus h ≥ q folgt somit




1− q2 m→∞−→ 0.
Fu¨r die Integrationgrenzen der ζ-Integrale im Za¨hler bedeutet dies:
1. Fu¨r cos(ϕ) > 0:












2. Fu¨r cos(ϕ) ≤ 0:












Mit anderen Worten: Fu¨r festes n und ϕ ru¨cken beim→∞ die endlichen Integrationsgrenzen
beliebig nahe an null heran. Um dies formal sauber auszunutzen, zerlegen wir unsere ζ-





























































fˆk→−1(ζ1, . . . , ζn−1, cos(ϕ))dζdζn−1
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IN (h ∈ [q, 1]; cn−1n ∈ [ϑ,∞); ζn−1 ∈ (−∞,∞))−
− IN
(
















IN (h ∈ [q, 1]; cn−1n ∈ (−∞, ϑ]; ζn−1 ∈ (−∞,∞))+
+ IN (h ∈ [q, 1]; cn−1n ∈ [ϑ,∞); ζn−1 ∈ (−∞,∞))
)




























IN (h ∈ [q, 1]; cn−1n ∈ (−∞,∞); ζn−1 ∈ (−∞,∞))
)










Die Argumentation hierzu vereinfacht sich etwas, wenn wir nachfolgendes Resultat aus der









ζ1, . . . , ζn−1, h
)





Damit gilt fu¨r das ζ-Integral im Nenner:∫
Rn−1














sinn−2(ϕ) > 0, da ϕ ∈ (0, pi) (3.11)
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I2N kann daher folgendermaßen ausgedru¨ckt werden:




sinn−2(ϕ) · IN (h ∈ [q, 1]; cn−1n ∈ (−∞,∞))








ζ1, . . . , ζn−1, h
)


















1− h2 − (ζn−1)2)n−42 dζn−1

































Daher ergibt sich fu¨r das ζ-Integral im Za¨hler von R(m,n,ϕ, q):∫
Rn−2









sin2(ϕ) − (ζn−1)2)n−32 sin(ϕ) ≤ n− 2
2pi
sinn−2(ϕ). (3.12)
Dabei beachte man fu¨r die Ungleichung am Ende obiger Rechnung, dass
ζn−1 ∈ [− sin(ϕ), sin(ϕ)] und sin(ϕ) > 0





gerade bei ζn−1 = 0 angenommen.
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Mit den Ergebnissen (3.12) und (3.8) bzw. (3.9) folgt somit∣∣∣∣IN (h ∈ [q, 1]; cn−1n ∈ (−∞, ϑ]; ζn−1 ∈ [0, ϑ cos(ϕ)h
])∣∣∣∣ ≤
≤
∣∣∣∣h˜(q) · n− 22pi sinn−2(ϕ) · IN (h ∈ [q, 1]; cn−1n ∈ (−∞, ϑ])
∣∣∣∣ =
=




h ∈ [q, 1]; cn−1n ∈ (−∞, ϑ]
)
und analog dazu∣∣∣∣IN (h ∈ [q, 1]; cn−1n ∈ [ϑ,∞); ζn−1 ∈ [0, ϑ cos(ϕ)h
])∣∣∣∣ ≤
≤




h ∈ [q, 1]; cn−1n ∈ [ϑ,∞)
)
.











h ∈ [q, 1]; cn−1n ∈ [ϑ,∞)
)) =
=
∣∣∣h˜(q)∣∣∣ · (n− 2) · λn−1(ωn)
2pi · λn−2(ωn−1)
m→∞−→ 0
Analog erhalten wird die Unterschranke
−
∣∣∣h˜(q)∣∣∣ · (n− 2) · λn−1(ωn)
2pi · λn−2(ωn−1)
m→∞−→ 0.
Insgesamt ergibt sich damit unser gewu¨nschtes Resultat:
lim
ε→0




Hervorzuheben an unserem Ergebnis ist die (etwas u¨berraschende) Unabha¨ngigkeit von dem
vorgegebenen Winkel ϕ bei m → ∞ und fester Dimension n. Man beachte dabei aber, dass
dieser Sachverhalt lediglich asymptotisch korrekt ist, obwohl die Restriktionszahl bei naiver
Betrachtung unbedeutend fu¨r die Aufstiegswahrscheinlichkeit an einer Ecke zu sein scheint.
Der Einfluss von m kommt von der Auswirkung der Restriktionszahl auf die Kantenla¨ngen.
Großesm bewirkt sehr kurze Kanten und damit a¨ußerst kleine Schrittweiten, so dass man stets
mit Wahrscheinlichkeit 12 nach oben schreitet, wenn man sich nicht speziell an der besten oder
schlechtesten Ecke befindet. Zur Veranschaulichung kann man z.B. den Erdball betrachten
und Norden als Aufstiegsrichtung ansehen. Eine Ameise wird nun, wenn sie sich nicht extrem
nahe am Nordpol befindet, durch die no¨rdliche Laufrichtung nach einem Schritt tatsa¨chlich
auf der Gesamtkugel na¨her zum Nordpol bewegt haben. Ein Riese hingegen kann durch seine
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große Schrittweite mit einem Schritt ausgehend von einem Standort nahe am Nordpol diesen
leicht u¨berschreiten und insgesamt sogar letztendlich weiter su¨dlich auf dem Erdball ange-
kommen sein. Die Ameise wird also, wenn sie eine no¨rdliche bzw. su¨dliche Laufrichtung jeweils
mit Wahrscheinlichkeit 12 wa¨hlt, sich fast immer zu 50% zum Nordpol hin- bzw. wegbewegen.
Die kleine Schrittweite der Ameise soll hier ein großes m veranschaulichen. Der Riese hingegen
stellt die Problematik fu¨r ein moderates m dar. Ist dieser etwa sehr nahe am Nordpol, wird er
nach einem Schritt mit mehr als 50% Wahrscheinlichkeit sich su¨dlicher befinden. Es entschei-
det also nicht allein die intendierte Richtung u¨ber einen zuku¨nftigen no¨rdlicheren Standort,







Abbildung 3.24: Veranschaulichung der Auswirkungen kleiner und großer Schrittweiten nahe
am Nordpol
Bemerkung 3.12. Die Berechnung der gesuchten Wahrscheinlichkeit
P(E3 |E1 ∧ E2)
im moderaten Fall erweist sich als deutlich schwieriger. Eine Hilfe dazu liefert Lemma A.2,
das im Anhang ab Seite 181 inklusive Beweis zu finden ist. Allerdings kann dieses hier in
unserer Problemstellung nur fu¨r gerade Dimensionen verwendet werden.
3.7 Empirische Analyse der Aufstiegswahrscheinlichkeiten
Zu Beginn des letzten Abschnittes war – ohne noch an Asymptotik zu denken – bezu¨glich
der Verteilung der Aufstiegswahrscheinlichkeiten eine deutliche Abha¨ngigkeit vom Winkel ϕ
naheliegend. Eine Graphik, bei der die Abszisse den Wert von ϕ anzeigt und die Ordinate die
zugeho¨rige Aufstiegswahrscheinlichkeit wiedergibt, ha¨tte sich etwa wie folgt vermuten lassen:
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Abbildung 3.25: Vermutete Verteilung der Aufstiegswahrscheinlichkeiten
Stattdessen erhalten wir fu¨r sehr großes m eine weitgehend von ϕ unabha¨ngige Kurve. Sie






























Abbildung 3.26: Verteilung der Aufstiegswahrscheinlichkeiten nach unserem Resultat fu¨r eine
große Restriktionszahl m
Dies wollen wir nun empirisch u¨berpru¨fen. Dabei wurden fu¨r aussagekra¨ftige und anschauliche
Graphiken die Winkel in die Bereiche[
i · pi
15
, (i+ 1) · pi
15
]
fu¨r i = 0, . . . , 14
gegliedert, und jeweils innerhalb dieser die Durchschnittswerte berechnet. Man beachte aber,
dass in den einzelnen Winkelbereichen eine unterschiedliche Zahl an Ecken vorliegt und da-
her die Mittelung der einzelnen Ordinatenwerte nicht gleichma¨ßig stark vorgenommen wird.
Allerdings wurden – wie bei sa¨mtlichen empirischen Testla¨ufen in dieser Arbeit – mehrere
Problembeispiele erzeugt und auch u¨ber diese Durchschnittswerte gebildet, was obiger Pro-
blematik entgegenwirkt. Nichtsdestotrotz wollen wir uns auch kurz ansehen, wie hoch der
Anteil an Ecken in einem Winkelbereich durchschnittlich ist. In den nachfolgenden Abbil-
dungen wird deshalb jeweils zuerst in Teil (a) der Anteil der Ecken im jeweiligen Winkel-
bereich wiedergegeben. In Teil (b) zeigen die Ordinaten die relative Aufstiegsha¨ufigkeit fu¨r
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ein ϕ ∈ [i · pi15 , (i+ 1) · pi15] an. Dabei sind in diesem Abschnitt sa¨mtliche Ordinatenwerte
das Ergebnis einer Durchschnittsberechnung u¨ber 1.000 Problembeispiele. Weiter wurde zur
Gewinnung der empirischen Resultate stets auch der Zielfunktionsvektor z gema¨ß unserer





















































































































(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung 3.27: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 15, n = 5 und k → −1
In Abbildung 3.27 wird der moderate Fall mit m = 15 bei Dimension n = 5 und Gleich-
verteilung der Punkte a1, . . . , am und z auf der Kugeloberfla¨che betrachtet. Wie zu erwarten
war, verteilen sich hier die Winkel symmetrisch um pi2 . Je na¨her der Winkelbereich bei
pi
2
liegt, desto gro¨ßer ist auch der zugeho¨rige Anteil an Ecken. Die relative Ha¨ufigkeit der Auf-
stiegsrichtungen wa¨chst mit steigendem ϕ und scheint nur nahe bei pi2 ungefa¨hr bei 50% zu
liegen.
Wir wollen nun untersuchen, wie sich obige Graphiken vera¨ndern, wenn wir Asymptotik
simulieren. Dazu folgen nun die empirischen Ergebnisse fu¨r die Restriktionsanzahl m = 2000:
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung 3.28: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 2000, n = 5 und k → −1
Wie sich hier zeigt, hat sich die Graphik zur Eckenverteilung zwar kaum vera¨ndert, aber
die Verteilung der relativen Aufstiegsha¨ufigkeiten ist deutlich abgeflacht. Selbst die a¨ußeren
Winkelbereiche [0, pi15 ] und [14· pi15 , pi] sind nur noch geringfu¨gig von der der 50%-Marke entfernt.
Dies besta¨tigt damit weitgehend unser Resultat aus Satz 3.9.
Die Abbildungen fu¨r andere Verteilungsparameter a¨hneln obigen Graphiken. Lediglich der
Effekt durch die Simulation der Asymptotik wird durch die vorhandene Redundanzwahr-
scheinlichkeit etwas abgemildert. Daher werden nachfolgend nur die Graphiken zur Gleichver-
teilung der Vektoren auf Ωn gezeigt. Die Abbildungen zu den Verteilungsparametern k = 1
und k = 10 sind im Anhang ab Seite 198 zu finden.
Des Weiteren wurden auch entsprechende Balkendiagramme fu¨r die Restriktionszahl m = 30
erstellt. Sie gleichen stark dem hier dargestellten moderaten Fall mit m = 15 bis auf die leicht
geringere Steigung bezu¨glich der relativen Aufstiegsha¨ufigkeiten. Die Bilder wurden daher
ebenfalls in den Anhang (ab Seite 202) ausgelagert.
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung 3.29: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 15, n = 5 und k = 0
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung 3.30: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen




Ein relativ neues Berechnungsverfahren aus dem Bereich der Konvexe-Hu¨lle-Bestimmung
stellt der Shelling-Algorithmus dar, der 1986 von Seidel in seiner Arbeit [Sei86] vero¨ffentlicht
wurde. Dabei wird das Verfahren einzig fu¨r das Facettenenumerationsproblem formuliert unter
der Zusatzbedingung, dass der Nullpunkt im Inneren von KH(a1, . . . , am) enthalten ist. Eine
direkte U¨bersetzung in unsere primale Problemstellung (P1) erweist sich als alles andere als
offensichtlich. Daher werden wir in Abschnitt 4.2 eine etwas fundamentalere U¨berfu¨hrung des
Shelling-Algorithmus in die primale Sichtweise vornehmen. Zuna¨chst aber wird zur besseren
Versta¨ndlichkeit eine an Seidel (siehe [Sei86]) und Dwyer (siehe [Dwy88, S. 22–25]) angelehnte
Einfu¨hrung in das Verfahren in seiner urspru¨nglichen Form gegeben. In den Abschnitten 4.3
und 4.4 werden wir einen speziellen Teilalgorithmus aus unserer primalen Version des Shel-
ling-Algorithmus, das sogenannte Crashing-Verfahren, pra¨zisieren. Anschließend wird in Ab-
schnitt 4.5 zur Worst-Case-Komplexita¨t der primalen Algorithmusvariante u¨bergegangen. In
den Abschnitten 4.6 und 4.7 folgen empirische Auswertungen zum Crashing-Verfahren sowie
zum Such- und Einfu¨geaufwand beim Shelling-Algorithmus.
4.1 Der Shelling-Algorithmus in seiner Originalvariante
Fu¨r eine versta¨ndliche Einfu¨hrung in den Algorithmus von Seidel sind nachfolgende Defini-
tionen nu¨tzlich:
Definition 4.1. Ein Shelling eines Polytops ist eine Aufza¨hlung seiner Facetten f1, . . . , fk,
so dass fu¨r 1 ≤ i < k die Vereinigung der ersten i Facetten⋃
j≤i
fj
homo¨omorph1 zur (n− 1)-dimensionalen Einheitskugel ist.
Mit anderen Worten, zur Aufza¨hlung der Facetten in der Shelling-Reihenfolge, kann genau
dann eine neue Facette hinzugefu¨gt werden, wenn sie mit den bereits aufgeza¨hlten Facetten
zusammenha¨ngend ist und ihre Aufnahme zu keinem
”
Loch“ in der Oberfla¨che aus den bisher
gefundenen Facetten fu¨hrt.
1Zwei Objekte werden in der Topologie als homo¨omorph bezeichnet, wenn sie u¨ber eine stetige und bijektive
Abbildung, deren Umkehrabbildung ebenfalls stetig ist, ineinander u¨bergefu¨hrt werden ko¨nnen.
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Definition 4.3. AlsRidges werden (n−2)-dimensionale Seitenfla¨chen und als Peaks (n−3)-
dimensionale Seitenfla¨chen bezeichnet. Ridges und Peaks am Horizont nennen wir Horizont-
Ridges bzw. Horizont-Peaks.
Bemerkung 4.4. Der Horizont ist die Vereinigung aller Ridges zwischen aufgeza¨hlten und noch
nicht aufgeza¨hlten Facetten. Jeder Horizont-Peak ist genau in zwei Horizont-Ridges enthalten.
Bemerkung 4.5. Zusammen mit der Definition 2.1 aus Kapitel 2 haben wir somit fu¨r unser
duales Polytop bei Erfu¨llung der Nichtentartungsbedingung folgende a¨quivalente Bezeichnun-
gen:
(n − 1)-dimensionale Seitenfla¨che ⇔ Facette ⇔ Randsimplex
(n − 2)-dimensionale Seitenfla¨che ⇔ Randsimplexseite ⇔ Ridge
(n − 3)-dimensionale Seitenfla¨che ⇔ Peak
In Anlehnung an Seidel werden in diesem Abschnitt die Begriffe aus Definition 4.3 bevorzugt.
Der Algorithmus von Seidel konstruiert ein sogenanntes Straight-Line-Shelling. Dieses la¨sst
sich bildlich anhand eines
”
travelling observers“ (vgl. dazu [Sei86, S. 407]) beschreiben: Ein
Wanderer beginnt seine Reise im Inneren des Polyeders und schreitet auf einer Linie nach
außen. Da unser Polytop den Ursprung entha¨lt, starte dort die Reise. Als Richtung verwenden
wir beispielsweise die xn-Achse. Sobald der Reisende außerhalb des Polyeders durch eine
Facette gelangt, nehmen wir diese in der Aufza¨hlung (durch Fu¨hren einer Liste) als erste
Facette f1 auf. Schreitet man weiter auf der Linie fort, gelangen immer mehr Facetten ins
Blickfeld. Auch diese werden in sich daraus ergebender Reihenfolge in der Liste aufgenommen.
Wir fahren so fort, bis keine neue Facette mehr gesehen werden kann. Nun springen wir nach
−∞ auf der xn-Achse und wandern wieder auf das Polytop zu. Dabei fu¨gen wir der Liste die
Facetten in der Reihenfolge hinzu, in der sie aus dem Blickfeld verschwinden, bis wir beim
Polytop angekommen sind.
Dieses Vorgehen kann sehr leicht am zweidimensionalen Beispiel aus Abbildung 4.1 nachvoll-
zogen werden. Die Nummern an den Facetten (Kanten) geben dabei die Reihenfolge wieder,
in der die Randsimplizes dem Shelling hinzugefu¨gt werden.
Die Reise kann folgendermaßen parametrisiert werden:
Zeit t von −∞ bis +∞
Position x(t) x(t) =
(
0, . . . , 0,−1
t
)T
Um oben beschriebene Vorgehensweise durchzufu¨hren, durchla¨uft der Shelling-Algorithmus
zwei Phasen:
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• Phase I:
Die Phase I produziert eine Teilmenge der Facetten inklusive der ersten sichtbaren
Facette f1. Fu¨r a1, . . . , am wird der jeweilige Zeitpunkt der Sichtbarkeit bestimmt sowie
die Facette, mit der die Sichtbarkeit erkannt wurde. In dieser Phase werden damit nur
Vorbereitungen fu¨r die eigentliche Reise getroffen.
• Phase II:
Zur Ausfu¨hrung der Phase II werden drei Datenstrukturen beno¨tigt:
– Eine Priorita¨tsliste der Facettenkandidaten mit dem Zeitpunkt der Sichtbarkeit als
Sortierschlu¨ssel: Hier werden bereits vor Ausfu¨hrung der Phase II die Facettenkan-
didaten aus Phase I gespeichert.
– Der Horizont-Graph als Repra¨sentation des aktuellen Horizonts mit Peaks und
Ridges: Dabei bietet sich die Realisierung an, in der die Knoten des Horizont-
Graphen die Ridges darstellen und die Kanten die Peaks.
– Eine weitere Liste zur Zwischenspeicherung von Ridges.
Diese Phase errichtet und aktualisiert eine Repra¨sentation des Horizont-Graphen. Die
na¨chste Facette wird entweder aus den von Phase I bestimmten Facetten genommen







































Abbildung 4.1: Veranschaulichung der Vorgehensweise des Shelling-Algorithmus von Seidel
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Nachfolgend wird eine an Dwyer (siehe [Dwy88, S. 24]) angelehnte Formulierung des Shelling-
Algorithmus von Seidel wiedergegeben.
Algorithmus 4.6 (Der Shelling-Algorithmus von Seidel).
Initialisierung:
Initialisiere
• eine Liste zur Speicherung von Ridges,
• eine weitere Liste, welche die Facettenkandidaten sortiert nach deren Sichtbarkeit wie-
dergibt, und
• eine Datenstruktur zur Darstellung des Horizont-Graphen.
Phase I:
Fu¨r jeden Punkt a1, . . . , am bestimme den fru¨hesten Zeitpunkt der Sichtbarkeit und fu¨ge die
zugeho¨rige Facette in die Priorita¨tsliste ein.
Phase II:
1. Entferne den Facettenkandidaten mit der fru¨hesten Sichtbarkeit aus der Priorita¨tsliste.
Dieser ist die erste Facette im Shelling.
2. Fu¨ge die Ridges in die Ridge-Liste ein.
3. Konstruiere den Horizont-Graphen zur Darstellung der Ridges und Peaks.
4. Solange die Priorita¨tsliste nicht leer ist, fu¨hre folgende Schritte aus:
a) Entferne den Facettenkandidat mit der fru¨hesten Sichtbarkeit aus der Priorita¨ts-
liste. Dieser stellt die na¨chste Facette im Shelling dar.
b) Wenn die neue Facette eine neue Ecke entha¨lt,
i. identifiziere den verschwindenden Horizont-Ridge im Horizont-Graphen mit
Hilfe der Ridge-Liste und lo¨sche ihn aus den beiden Datenstrukturen,
ii. entferne auch die zum gelo¨schten Ridge adjazenten Peaks aus dem Horizont-
Graphen,
iii. entferne aus der Priorita¨tsliste die Facettenkandidaten mit den Peaks, die eben
gelo¨scht wurden,
iv. fu¨ge die neuen Ridges und neuen Peaks in den Horizont-Graphen ein,
v. fu¨ge das neue Ridge in die Ridge-Liste ein,
vi. fu¨r jeden neuen Peak fu¨ge einen neuen Facettenkandidaten in die Priorita¨tsliste
ein.
c) Wenn die neue Facette zu einem Horizont-Peak geho¨rt, aktualisiere den Horizont-
Graphen, die Ridge-Liste und die Priorita¨tsliste.
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Bemerkung 4.7. Eine neue Facette fu¨hrt entweder eine neue Ecke ein oder la¨sst sich allein
aus Ecken am Horizont formen. Im ersten Fall wurde die Facette durch die Phase I in die
Priorita¨tsliste eingefu¨gt. Im zweiten Fall wurde die Facette aus der Vereinigung der Ecken von
zwei Horizont-Ridges mit gemeinsamem Peak konstruiert. Daher bestimmt jeder Horizont-
Peak einen Facetten-Kandidaten.
Auf eine genauere Beschreibung der einzelnen Schritte der Originalversion des Shelling-Algo-
rithmus wollen wir hier verzichten, da wir in erster Linie an der primalen Sichtweise – der
Bestimmung der Ecken des Polyeders X := {x ∈ Rn | Ax ≤ 1} – interessiert sind.
4.2 U¨berfu¨hrung des Shelling-Algorithmus in die primale
Problemstellung
In diesem Abschnitt wollen wir eine U¨bersetzung des Shelling-Algorithmus von Seidel in die
primale Problemstellung (P1) vornehmen. Um zuna¨chst eine unno¨tige Verkomplizierung des
Algorithmus zu vermeiden, u¨bernehmen wir vorerst die Zusatzbedingung von Seidel und gehen
davon aus, dass
0 ∈ Int(KH(a1, . . . , am))
gilt. Somit ist es stets ohne Komplikationen mo¨glich, die Beobachtergerade am Ursprung
anzusetzen.
Bemerkung 4.8. Wendel wies in seiner Arbeit [Wen62] nach, dass unter noch allgemeineren
Verteilungsvoraussetzungen der Punkte als dies im Rotationssymmetriemodell der Fall ist,
die Zusatzbedingung mit folgender Wahrscheinlichkeit erfu¨llt ist:








Bemerkung 4.9. Der Beweis von Wendel ist nicht einfach nachvollziehbar. Wesentlich in-
tuitiver ist die folgende Argumentation zur Bestimmung der gesuchten Wahrscheinlichkeit.
Allerdings liefert diese nur eine Unterschranke. Hierzu fu¨hre man die Wahrscheinlichkeit, dass
0 ∈ Int(KH(a1, . . . , am)) ist, auf die Frage zuru¨ck, ob vom Ursprung aus gesehen alle Punkte
in einem Halbraum liegen ko¨nnen. Dazu nehmen wir n− 1 Punkte zusammen mit dem Null-
punkt und erzeugen damit eine Hyperebene durch den Ursprung. Nun untersuchen wir die
Wahrscheinlichkeit, dass die verbleibenden m−n+1 Punkte bezu¨glich dieser Hyperebene in
einem Halbraum liegen. Dabei bestimmt der erste Punkt einen von beiden Halbra¨umen. Die
restlichen Punkte sind nun mit Wahrscheinlichkeit 12 im selben Halbraum. Man beachte aber,
dass im Positivfall nicht unbedingt genau eine geeignete Hyperebene durch n− 1 Punkte und
dem Ursprung existieren muss. Somit gilt:
P(0 ∈ Int(KH(a1, . . . , am))) = 1− P(0 /∈ Int(KH(a1, . . . , am))) =
= 1− P(
”







Unter obiger Zusatzvoraussetzung ko¨nnen wir zeigen, dass die Ermittlung der Ecken in der
primalen Problemstellung nach der Reihenfolge, die sich aus der Sortierung der Werte einer
127
Kapitel 4 Der Shelling-Algorithmus
festen Zielfunktion ergibt (zuerst die beste Ecke, dann die zweitbeste usw.), der Originalver-
sion des Shelling-Algorithmus von Seidel entspricht. Dazu werden nun beide Sichtweisen kurz
analysiert.
Die Sichtweise von Seidel
Sei ∆ = (∆1, . . . ,∆n) mit paarweise verschiedenen ∆i ∈ {1, . . . ,m} ein n-Tupel von Basisin-
dizes, durch das eine Facette KH(a∆1 , . . . , a∆n) von Y := KH(a1, . . . , am) gegeben ist. So
erha¨lt man die Variable λ 6= 0 zur Bestimmung der Position λ · en fu¨r die fru¨hest mo¨gliche





















µ = A−T∆ en (4.1)
1
Tµ = 1 (4.2)
Im Algorithmus 4.12 werden zuerst die Facetten mit positivem λ-Wert aufsteigend nach Gro¨ße
– zuerst das kleinste, dann das zweitkleinste, bis zum gro¨ßten λ – dem Shelling hinzugefu¨gt.
Anschließend findet der Algorithmus die Facetten mit negativem λ-Wert beginnend mit dem
betragsma¨ßig gro¨ßten (negativen) λ bis zum Wert am na¨chsten bei der Null.
Das primale Problem
Mit Hilfe folgender (primaler) Problemstellung kann eine Beziehung zur Originalversion des
Shelling-Algorithmus hergestellt werden:
max eTnx unter Ax ≤ 1 (4.3)
Der Zielfunktionswert an einer Ecke x∆ mit dem Basisindextupel ∆ steht mit der Sichtbar-




















D.h. bei der Bestimmung der Ecken in der Reihenfolge ihrer Zielfunktionswerte (vom gro¨ßten
bis zum kleinsten Zielfunktionswert) wird die Sichtbarkeitsvariable λ beginnend vom kleinsten
positiven Wert bis zum gro¨ßten positiven Wert ermittelt und dann mit dem betragsma¨ßig
gro¨ßten negativen λ bis zum betragsma¨ßig kleinsten negativen Wert fortgefahren. Das ist













Abbildung 4.2: Veranschaulichung beider Versionen des Shelling-Algorithmus
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Diese Erkenntnis wollen wir mit nachfolgendem Lemma nochmal festhalten:
Lemma 4.10. Es gelte 0 ∈ Int(KH(a1, . . . , am)). Dann entspricht die Reihenfolge der Facet-
ten von Y = KH(a1, . . . , am), die sich aus der Konstruktion eines Straight-Line-Shellings
entlang der Richtung en ergibt, genau der Auflistung aller Ecken (Basen) des Polyeders
X = {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1} in der absteigenden Sortierung nach ihren Skalar-
produkten mit en.
Damit ko¨nnen wir nun eine primale Version des Shelling-Algorithmus formulieren. Dabei
verwenden wir von nun an statt en einen beliebigen Vektor c fu¨r die Zielfunktion. c ergibt
sich entweder, wie in nachfolgender Formulierung beschrieben, aus der Initialisierungsphase
oder werde rotationssymmetrisch gema¨ß unserem stochastischen Modell erzeugt oder beliebig,
aber fest, vor der Ausfu¨hrung des Algorithmus festgelegt. Fu¨r welche der Varianten man sich
entscheiden soll, wird sich erst in einer erfolgreichen probabilistischen Analyse herausstellen.
Die Korrektheit unserer primalen Version des Shelling-Algorithmus wird durch die Wahl von c
nicht beeinflusst, solange gewa¨hrleistet ist, dass die Hauptphase an der Optimalecke bezu¨glich
der Zielfunktion startet.
Bemerkung 4.11. In nachfolgender Algorithmusformulierung wird ausgenutzt, dass in unserem
stochastischen Modell zwei verschiedene Ecken nur mit Wahrscheinlichkeit null denselben
Zielfunktionswert aufweisen ko¨nnen. Daher es ist mo¨glich, Ecken bzw. deren Basen eindeutig
u¨ber ihren Zielfunktionswert zu identifizieren.
Algorithmus 4.12 (Der Shelling-Algorithmus in primaler Beschreibung).
Initialisierung:
1. Bestimme eine Ecke des Polyeders X = {x ∈ Rn | Ax ≤ 1} mit der Phase I des
Simplexalgorithmus. Fu¨hre dazu nachfolgende Schritte aus:
a) Stelle das Starttableau des restriktionsorientierten Simplexalgorithmus zum Un-
gleichungssystem
Ax ≤ 1
auf. D.h. fu¨hre Hilfsvektoren −e1, . . . ,−en ein und bilde mit diesen Vektoren als
Basis das Tableau.
b) Entferne durch Pivotschritte sukzessive −e1, . . . ,−en aus der Basis. Verwende da-
bei als Ersatzpunkte mittels Anwendung von Quotiententests geeignete Vektoren
aus {a1, . . . , am}. Nach n solchen Austauschschritten sind wir an einer Ecke von
X angelangt.
2. Bestimme eine Zielfunktion, die in dieser Ecke optimal wird (z.B. c = a∆1 + · · ·+ a∆n).
3. Speichere die gefundene Ecke in einer Datei zur Endausgabe.
4. Initialisiere eine Liste zur Zwischenspeicherung einzelner Basen mit zugeho¨rigen Ziel-
funktionswerten.
Typischer Schritt:
1. Fu¨r jede Zeile des Simplextableaus mit einem negativen Eintrag in der Zielfunktions-
spalte fu¨hre folgende Schritte aus:
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a) Bestimme mittels Quotiententest die Nachbarbasis und den zugeho¨rigen Zielfunk-
tionswert.
b) Fu¨ge die Basis zusammen mit ihrem Zielfunktionswert (falls noch nicht vorhanden)
in die Liste ein. Aus Effizienzgru¨nden werde die Liste sortiert nach den Zielfunk-
tionswerten aufgebaut und die Einfu¨gung an entsprechender Stelle vorgenommen.
2. Wende den Crashing-Algorithmus (siehe Abschnitt 4.3) an, um zur Zielbasis mit dem
gro¨ßten Zielfunktionswert aus der Liste zu pivotisieren.
3. Speichere die Ecke in der Ausgabedatei und lo¨sche die Basis aus der Liste (je nach
Sortierung erster oder letzter Eintrag).
4. Falls die Liste nun leer ist, so stoppe.
Sonst gehe zuru¨ck zu Schritt 1.
Eine bildliche Veranschaulichung der Vorgehensweise dieser Version des Shelling-Algorith-
mus ist im Anhang C.3 ab Seite 251 zu finden. Hier wird Schritt fu¨r Schritt das Auffinden
der Ecken eines dreidimensionalen Polytops durch farbliche Knotenmarkierungen dargestellt.
Eine Nummerierung der Knoten gibt dabei die Reihenfolge der Ecken gema¨ß Shelling-Verfah-
ren wieder. Pivotisierungen durch das Crashing-Verfahren werden mit gestrichelten Pfeilen
angedeutet.
Bemerkung 4.13. Wa¨hrend der Algorithmus von Avis und Fukuda sowie das Gift-Wrapping-
Verfahren einen Suchbaum im Sinne einer Tiefensuche aufbauen, a¨hnelt die Vorgehensweise
des Shelling-Algorithmus einer Breitensuche. Das Abarbeiten der Ecken in der Reihenfolge
ihrer Zielfunktionswerte fu¨hrt dazu, dass stets zu den Bla¨ttern des entstehenden Suchbaumes
gesprungen werden muss.
Verzichten wir auf die Zusatzvoraussetzung 0 ∈ Int(KH(a1, . . . , am)), so kann das Polyeder X
unbeschra¨nkt sein. Lassen wir uns nun vor der Ausfu¨hrung des Shelling-Algorithmus eine Ziel-
funktion rotationssymmetrisch nach unserem stochastischen Modell erzeugen, dann ist diese
in X unter Umsta¨nden beliebig verbesserbar. In diesem Fall existiert natu¨rlich keine Optimal-
ecke und somit ist es nicht mo¨glich, an einer solchen die Hauptphase des Shelling-Algorithmus
starten zu lassen. Um dennoch die Idee unseres Verfahrens zu realisieren, sollten wir die Ecke
mit dem ho¨chsten Zielfunktionswert aufsuchen. Dabei handelt es sich allerdings in dem nun
betrachteten Fall mit einer beliebig verbesserbaren Zielfunktion um keine leichte Aufgabe.
Selbst wenn dies gelingt, kann es beim Vorhaben, von der i. besten Ecke zur (i + 1). besten
Ecke zu gelangen, zu weiteren Problemen kommen. Diese Schwierigkeiten werden nachfolgend
am Beispiel aus Abbildung 4.3 erla¨utert. Dort wird bei Anwendung des Simplexalgorithmus
zum Erreichen der besten Ecke, ein Abbruch nach Auffinden einer der beiden verbessernden
freien Richtungen erfolgen. Es ist allerdings ungewiss, welche der beiden Richtungen entdeckt
wird. Daher stoppt der Simplexalgorithmus in diesem Beispiel entweder an der besten oder an
der zweitbesten Ecke. Selbst wenn die beste Ecke erreicht wird, ergibt sich hier das Problem
zur zweitbesten Ecke zu gelangen (roter Pfeil im Beispiel). Diese ist na¨mlich kein Nachbar
der besten Ecke und somit nicht in unserer Hilfsliste. Der Shelling-Algorithmus wu¨rde daher
fa¨lschlicherweise die drittbeste Ecke als na¨chstes ansteuern. Das Starten von der zweitbesten
Ecke wu¨rde nicht nur dazu fu¨hren, dass die beste Ecke unentdeckt bleibt, sondern auch auf
dieselbe Problematik bezu¨glich des Auffindens der na¨chst besten Ecke treffen (blauer Pfeil).
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Sobald die Ecken mit verbessernden freien Richtungen abgearbeitet sind, ist das korrekte












Abbildung 4.3: Unbeschra¨nktes Polyeder mit beliebig verbesserbarer Zielfunktion
Legt man allerdings – wie in obiger Algorithmusformulierung – die Zielfunktion so fest, dass
der nach Schritt 1 in der Initialisierungsphase gefundene Eckpunkt optimal ist, so gelingt es
stets die na¨chst beste Ecke aufzufinden. Dies la¨sst sich mit der Tatsache begru¨nden, dass es
immer mo¨glich ist, von jeder Ecke u¨ber einen Simplexpfad zur Optimalecke zu gelangen. Dabei
wird der Zielfunktionswert bei jedem Pivotschritt echt verbessert. D.h. wenn die (i+1). beste
Ecke als na¨chstes besucht werden soll, so ist diese bereits in unserer Hilfsliste enthalten, da
sie mindestens eine Nachbarecke mit echt besserem Zielfunktionswert haben muss. Ansonsten
mu¨sste es sich bei der (i + 1). besten Ecke bereits um die Optimalecke (Startecke) selbst
handeln. Die zugeho¨rige Nachbarecke muss bereits abgearbeitet worden sind, sonst kann die
(i+ 1). beste Ecke noch nicht an der Reihe sein als na¨chstes besucht zu werden.
Wir ko¨nnen also ohne Weiteres die Zusatzvoraussetzung 0 ∈ Int(KH(a1, . . . , am)) fu¨r eine
bessere Vergleichbarkeit der Konvexe-Hu¨lle-Algorithmen weglassen und haben mit dem Al-
gorithmus 4.12 ein korrektes Verfahren zur Enumeration aller Ecken des Polyeders X. Die
stochastische Abha¨ngigkeit des Zielfunktionsvektors von den Restriktionsvektoren durch den
Schritt 2. in der Initialisierungsphase ko¨nnte sich zwar problematisch in Bezug auf eine proba-
bilistische Analyse auswirken, diese stellte sich aber auch unter Vernachla¨ssigung eventueller
stochastischer Abha¨ngigkeit als extrem schwierig heraus, so dass in diesem Kapitel nur em-
pirische Untersuchungen vorgenommen werden.
Damit fu¨r den Besuch der Ecken in der Reihenfolge, die durch die Zielfunktionswerte vor-
gegeben ist, mo¨glichst wenige Pivotschritte durchgefu¨hrt werden mu¨ssen, verwenden wir das
Prinzip des Crashings, das in den nachfolgenden Abschnitten vorgestellt wird2.
4.3 Das Crashing-Verfahren bei Nichtentartungsbedingung
Die Idee, die hinter dem Crashing-Verfahren steckt, ist Folgende: Wenn wir die Ausgangs-
basis und die Zielbasis kennen, so pivotisieren wir ohne Ru¨cksicht auf Zula¨ssigkeit mit der
2Die Inhalte der Abschnitte 4.3 und 4.4 lehnen sich teilweise an das Buch von Steuer [Ste86] an.
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minimalen Anzahl an Pivotschritten zur Zielbasis. Aufgrund der Nichtentartungsbedingung
(siehe Definition 1.6, Seite 28), die in unserem stochastischen Modell mit Wahrscheinlichkeit
eins erfu¨llt ist, bilden n Restriktionsvektoren immer eine Basis. Damit kann jeder Eintrag
der aktuellen Basis, der nicht in der Zielbasis steckt, sofort gegen ein noch fehlendes Element
ausgetauscht werden, welches zum Erreichen der Zielbasis notwendig ist.
Zur Formulierung des Algorithmus werde nachfolgende Notation eingefu¨hrt:
Notation 4.14. Die Ausgangsbasis sei B1 und als Ziel streben wir die Basis B2 an. Die Menge
der Indizes der Basisrestriktionen bezeichnen wir mit
IB1 := {i | ai ∈ B1} bzw. IB2 := {i | ai ∈ B2}.
Des Weiteren definieren wir noch die Mengen
Iu := {i ∈ IB1 | i /∈ IB2} und If := {i ∈ IB2 | i /∈ IB1}.
Iu entha¨lt also alle Indizes der Restriktionen, die die Ausgangsbasis verlassen mu¨ssen (der
Index u stehe hier fu¨r unno¨tige Indizes). If hingegen entha¨lt alle Indizes der Restriktionen,
die zum Erreichen der Zielbasis noch in die Basis gebracht werden mu¨ssen (der Index f stehe
hier fu¨r fehlende Indizes).
Damit ko¨nnen wir nun den Algorithmus fu¨r den Fall der Erfu¨llung der Nichtentartungsbedin-
gung formulieren:
Algorithmus 4.15 (Der Crashing-Algorithmus unter der Nichtentartungsbedingung).
Input: Ziel- und Ausgangsbasis sowie das Tableau zur Ausgangsbasis.
Schritte:
1. Ermittle If die Menge der fehlenden Basiselemente und Iu die Menge der unno¨tigen
Indizes in der Basis.
2. Falls If = ∅, so stoppe.
Ansonsten wa¨hle ein Element j aus If und ein i aus Iu.
3. Entferne i aus Iu und j aus If .
4. Fu¨hre den Basisaustauschschritt mit dem Pivotelement zur Zeile mit Basisindex i und
Spalte j durch. Aktualisiere die Basis.
5. Gehe zuru¨ck zu Schritt 2.
Bemerkung 4.16. Aufgrund der Nichtentartungsbedingung kann obiger Algorithmus aus-
gefu¨hrt werden, ohne auf ein Pivotelement mit Wert Null zu treffen.
Der Hauptaufwand des Algorithmus besteht in der Durchfu¨hrung der Pivotschritte. Bekannt-
lich verursacht ein solcher O(mn) Rechenoperationen. Im Worst-Case-Fall unterscheiden sich
die beiden Basen in jedem Element, so dass bis zu n Pivotschritte durchzufu¨hren sind.
Fu¨r die Bestimmung von If und Iu sortiert man die beiden Basen (dies ist jeweils mit einem
Aufwand von O(n·log2 n) mo¨glich) und bestimmt die Elemente der beiden Mengen mit jeweils
einem (parallelen) Durchlauf beider sortierter Basen. Dabei sind bis zu 2n Vergleiche no¨tig.
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Um die Tableauzeilen zu einzelnen Basiseintra¨gen effizienter zu finden, empfiehlt es sich in der
Ausgangsbasis noch vor der Durchfu¨hrung der Sortierung den Basiseintra¨gen auch zusa¨tzlich
die zugeho¨rigen Tablauzeilen zuzuweisen und somit diese ebenfalls in der Menge Iu verfu¨gbar
zu machen. Der zusa¨tzliche Aufwand fu¨r die Speicherung und fu¨r den Zuweisungsprozess
betra¨gt O(n).
Als maximaler Gesamtaufwand ergibt sich somit:
O (n2m+ 2n log2 n+ 2n+ n) = O (n2m)





n maximale Anzahl durchzufu¨hrender Pivotschritte
mn Aufwand eines Pivotschrittes
2n log2(n) Aufwand zur Sortierung der Ausgangs- und Zielbasis
2n maximale Anzahl an Vergleichen zur Bestimmung von
If und Iu nach Sortierung der Ausgangs- und Zielbasis
n Zuweisung der Tableauzeilen zu den Elementen von Iu
Tabelle 4.1: U¨bersicht zur Komplexita¨t des Crashing-Algorithmus
4.4 Das Crashing-Verfahren fu¨r den allgemeinen Fall
Wenn auf die Erfu¨llung der Nichtentartungsbedingung verzichtet wird, also nicht unbedingt
jede Kombination aus n Restriktionsvektoren eine Basis bilden muss, ist eine genauere Be-
trachtung der Durchfu¨hrbarkeit des Crashing-Algorithmus notwendig. Fu¨r diesen Fall, auch
wenn er in unserem stochastischen Modell nur mit Wahrscheinlichkeit null auftritt, sind nach-
folgende Ausfu¨hrungen von Bedeutung.
Notation 4.17. Es gelten weiterhin die Vereinbarungen aus Notation 4.14. Zudem bezeichne
Z(i) die Zeile im Tableau zum Basiseintrag mit Index i.
Damit la¨sst sich der verallgemeinerte Algorithmus folgendermaßen formulieren:
Algorithmus 4.18 (Das allgemeine Crashing-Verfahren).
Input: Ziel- und Ausgangsbasis sowie das Tableau zur Ausgangsbasis.
Schritte:
1. Ermittle If die Menge der fehlenden Basiselemente und Iu die Menge der unno¨tigen
Indizes in der Basis.
2. Falls If = ∅, so stoppe. Ansonsten wa¨hle j ∈ If .
3. Suche ein i ∈ Iu mit αZ(i)j 6= 0.
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4. Entferne i aus Iu und j aus If .
5. Pivotisiere mit α
Z(i)
j als Pivotelement und aktualisiere die Basis.
6. Gehe zuru¨ck zu Schritt 2.
Beginn Crashing
Ermittle If und Iu
If leer? Ende Crashing
Wa¨hle ein j ∈ If
Suche ein i ∈ Iu mit αZ(i)j 6= 0
Entferne i aus Iu und j aus If






Abbildung 4.4: Flowchart zum allgemeinen Crashing-Algorithmus
Problematisch an diesem Algorithmus ist der Schritt 3, falls eben nicht wie im Rotationssym-
metriemodell jede Kombination aus n Restriktionsvektoren fast sicher eine Basis bildet. Dann
mu¨ssen wir na¨mlich in Erwa¨gung ziehen, dass es in der ausgewa¨hlten Spalte j eventuell gar
kein Pivotelement mit α
Z(i)
j 6= 0 fu¨r i ∈ Iu gibt. Mit Hilfe des nachfolgenden Lemmas wollen
wir nun aber zeigen, dass der Schritt 3 immer gelingt.
Lemma 4.19. Sei B = {aj1 , . . . , ajn} eine Basis im Rn und IB := {j1, . . . , jn} die zugeho¨rige
Menge der Indizes. Sei weiter ae /∈ B und J := {i ∈ IB | αZ(i)e = 0}. Dann ist ae linear
abha¨ngig zur Menge {ai | i ∈ IB \ J}.
Beweis: Da B eine Basis ist, gilt ∑
i∈IB
αZ(i)e · ai = ae.
Weil weiter α
Z(i)
e = 0 ∀i ∈ J gilt, folgt∑
i∈IB\J
αZ(i)e · ai = ae.
Somit ist ae linear abha¨ngig zu {ai | i ∈ IB \ J}.
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Mit Hilfe dieses Lemmas ko¨nnen wir nun die Durchfu¨hrbarkeit des Schrittes 3 beweisen:
Satz 4.20. Seien B1 und B2 zwei Basen und IB1 , IB2 , Iu sowie If wie oben definiert. Weiter
sei e ∈ If . Dann gibt es stets ein i ∈ Iu, so dass αZ(i)e 6= 0.
Beweis: Nehmen wir an, α
Z(i)
e = 0 ∀i ∈ Iu. Nach obigem Lemma folgt somit, dass ae linear
abha¨ngig zu {ai | i ∈ IB1 \ Iu} ist. Weil {ae} ∪ {ai | i ∈ IB1 \ Iu} eine Teilmenge von B2 ist,
ist ae linear unabha¨ngig zu {ai | i ∈ IB1 \ Iu} aufgrund der Basiseigenschaft von B2. Da dies
einen Widerspruch darstellt, muss es ein i ∈ Iu geben mit αZ(i)e 6= 0.
Dies beweist die Durchfu¨hrbarkeit des obigen Algorithmus.
Aufgrund der Irrelevanz des Verfahrens bei Verwendung unseres stochastischen Modells, wird
hier auf eine Komplexita¨tsanalyse des allgemeinen Crashing-Verfahrens verzichtet.
4.5 Die Worst-Case-Komplexita¨t des Shelling-Algorithmus
Dieser Abschnitt bescha¨ftigt sich mit der Worst-Case-Komplexita¨t des Shelling-Algorithmus
in der von uns formulierten primalen Version. Anschließend werden zu einzelnen Gro¨ßen des
Aufwandterms empirische Untersuchungen vorgenommen.
Die Komplexita¨t der Initialisierungsphase wird erneut von der Berechnung einer Ecke des
Polyeders X := {x ∈ Rn | Ax ≤ 1} mit Hilfe des Simplexalgorithmus bestimmt. Da dies
bereits in der Analyse des Gift-Wrapping-Algorithmus und des Verfahrens von Avis und
Fukuda – als ein Teil der dortigen Initialisierungsphase – ausgefu¨hrt wurde (siehe Abschnitt
2.3 bzw. 3.2), beschra¨nken wir uns nun auf die Hauptphase (
”
Typischer Schritt“) des Shelling-
Algorithmus und halten zur Erinnerung nur kurz die Komplexita¨t
O(mn2 + 2mn)
fu¨r die Initialisierungsphase des Shelling-Algorithmus fest.
Global u¨ber das gesamte Polyeder betrachtet, gibt es bis zu n ·#V Kanten, auf welche man
jeweils einmal in absteigender Richtung trifft. Fu¨r jede Abstiegsrichtung wird der Quotien-
tentest durchgefu¨hrt und der Zielfunktionswert ermittelt3, der sich an der entsprechenden
Nachbarecke ergibt (ohne allerdings den Pivotschritt im Tableau tatsa¨chlich durchzufu¨hren).
Die gefundene Basis wird u¨ber den Zielfunktionswert in der Liste gesucht und, falls noch nicht
vorhanden, eingefu¨gt. Durch die Sortierung der Liste nach Zielfunktionswerten wird der Such-
und Einfu¨geaufwand minimiert.
Die maximale Komplexita¨t eben beschriebener Schritte betra¨gt:
O
(
n ·#V︸ ︷︷ ︸
max. Anzahl
abst. Kanten
·( (m− n)︸ ︷︷ ︸
Quotienten




3Nach der Bestimmung des Pivotelementes mit dem Quotiententest werden mit diesem Ergebnis zur Berech-
nung des Zielfunktionswertes nur noch zwei weitere Operationen beno¨tigt. Daher ist dies fu¨r die Gesamt-
komplexita¨t vernachla¨ssigbar.
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Die Abscha¨tzung des Suchaufwandes ist hier sehr grob vorgenommen und wird spa¨ter nochmal
aufgegriffen.
In jeder Iteration wird eine Ecke in die Ausgabedatei geschrieben und die Basen der Nachbar-
ecken, die einen schlechteren Zielfunktionswert aufweisen, ermittelt. Anschließend wird zur
Ecke mit dem na¨chst besten Zielfunktionswert pivotisiert. Somit ergeben sich insgesamt #V
Iterationen.
Der Crashing-Algorithmus findet einen ku¨rzesten Pivotisierungspfad von der Ausgangsbasis
zur Zielbasis. Dabei sind bis zu n Pivotschritte mit jeweils Aufwand O(mn) durchzufu¨hren.
Insgesamt ergibt sich somit folgender Worst-Case-Aufwand:
O(mn2 + 2mn+ (#V − 1) ·mn2 + n ·#V · ((m− n) + log2#V )) (4.4)





mn2 + 2mn Initialisierungsphase
(#V − 1) · n maximale Anzahl an Pivotschritten durch das Crashing
mn Aufwand eines Pivotschritts
n ·#V maximale Anzahl absteigender Kanten
m− n Anzahl zu berechnender Quotienten pro Abstiegsrichtung
log2#V Suchaufwand pro Abstiegskante
Tabelle 4.2: U¨bersicht zur Komplexita¨t des Shelling-Algorithmus
Vernachla¨ssigt man die Terme niedrigerer Ordnung und beru¨cksichtigt dabei, dass
log2#V ≤ log2(mn) ≤ log2mn = n · log2m ≤ nm
gilt, so vereinfacht sich obiger Komplexita¨tsausdruck zu
O(#V ·mn2).
Die erwartete Anzahl an Pivotschritten beim Crashing-Verfahren und der durchschnittliche
Suchaufwand sind in einer probabilistischen Komplexita¨tsanalyse des Shelling-Algorithmus
von Interesse. Aufgrund der hohen Schwierigkeit bleibt die Untersuchung dieser Gro¨ßen in
den nachfolgenden Abschnitten auf empirische Auswertungen beschra¨nkt. Es ist plausibel,
dass fu¨r eine große Restriktionszahl wohl meistens beim typischen Crashing-Vorgang fast alle
Restriktionen auszutauschen sind. Dies wird sich auch bei der nun folgenden empirischen
Untersuchung zeigen.
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4.6 Empirische Analyse der durchschnittlichen Schrittzahl durch
das Crashing
Die vermutlich interessanteste Zufallsgro¨ße im Zusammenhang mit dem Shelling-Algorith-
mus bildet die mittlere Pivotschrittzahl bei der Ausfu¨hrung des Crashing-Algorithmus, also
die durchschnittliche Anzahl an unterschiedlichen Basiselementen zwischen der i. besten und
(i + 1). besten Ecke im Polyeder X = {x ∈ Rn | Ax ≤ 1}. Hierzu untersuchen wir zuna¨chst
den Einfluss des Parameters m auf die mittlere Anzahl an Pivotschritten bei den Crashing-
Vorga¨ngen. Abbildung 4.5 zeigt dazu fu¨r unsere Standardfestlegung der Parameter den ent-
sprechenden Kurvenverlauf.
Bemerkung 4.21. Um mo¨gliche Verzerrungen aufgrund stochastischer Abha¨ngigkeit des Ziel-
funktionsvektors c mit den Restriktionsvektoren zu vermeiden, wurde zur Generierung der
empirischen Daten in diesem und dem nachfolgenden Abschnitt c ebenfalls nach unserem sto-
chastischen Modell erzeugt. Dabei kam zum Auffinden der Optimalecke der restriktionsorien-
tierte Simplexalgorithmus zum Einsatz. Wenn sich cTx im erzeugten Optimierungsproblem
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
n
Abbildung 4.5: Durchschnittliche Schrittzahl bei Ausfu¨hrung des Crashing-Algorithmus bei
Variation des Parameters m unter der Dimension n = 7
Wie sich in Abbildung 4.5 (siehe auch Abbildung B.36 auf Seite 206) zeigt, na¨hert sich die
durchschnittliche Schrittzahl bei steigendem m immer mehr der Oberschranke n (hier n = 7,
in Abbildung 4.5 gestrichelt eingezeichnet) an. Dies wird besonders bei Gleichverteilung der
Vektoren auf der Kugeloberfla¨che ersichtlich, welche offenbar die Verteilung mit den gro¨ßten
Beobachtungswerten darstellt.
Betrachten wir unsere alternative Parameterfestlegung und lassen damit m sehr viel ho¨her
steigen, so scheint die Zufallsgro¨ße sich noch sta¨rker an n anzuna¨hern. Die Graphik legt nahe,
dass zumindest asymptotisch (d.h. m→∞, n fest) die Oberschranke erreicht wird. Trotz der
hohen Plausibilita¨t dieser Vermutung steht ein formaler Beweis hierzu noch aus.
137































b b b b b
b b b b b b b b b b










b b b b b
b b b b b b b










b b b b
b b b b b
b b b b b b b b









b b b b
b b b b b b
b b b b b b b b b
b b b b b b b b
b b k → −1
b b k = 0
b b k = 1
b b k = 10
n
Abbildung 4.6: Durchschnittliche Schrittzahl bei Ausfu¨hrung des Crashing-Algorithmus bei
Variation des Parameters m unter der Dimension n = 5
Grob erkla¨ren lassen sich die Kurven aus den Abbildungen 4.5 und 4.6 durch Betrachtung der
erwarteten Eckenzahl. Je mehr Ecken ein Polyeder aufweist umso mehr Kandidaten kommen
als Nachfolgeecken der i. besten Ecke in Frage. Dadurch werden seltener verwandte Ecken,
d.h. Ecken mit mindestens einem u¨bereinstimmenden Basiselement, oder sogar benachbarte
Ecken in der na¨chsten Iteration angesteuert. Folglich mu¨ssen bei einer großen Eckenzahl
sehr oft alle Basisvektoren zum Erreichen der na¨chst besten Ecke ausgetauscht werden. Ein
Crashing-Vorgang zu einer verwandten oder sogar benachbarten Ecke findet in diesem Fall
nur noch selten statt. Mit anderen Worten, durch eine ho¨here Anzahl an Ecken verringert
sich die Wahrscheinlichkeit des Vermeidens eines vollen Basisaustausches.
Analog zu obigen Testergebnissen folgen in Abbildung 4.7 (siehe auch B.38 auf Seite 208) die































































b b k → −1
b b k = 0
b b k = 1
b b k = 10
n
Abbildung 4.7: Durchschnittliche Schrittzahl bei Ausfu¨hrung des Crashing-Algorithmus bei
Variation des Parameters n unter m = 50
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Man erkennt hier, dass bei alleiniger Erho¨hung der Dimension zwar die Zahl der Pivotschritte
pro Crashing-Vorgang zunimmt, man sich aber immer mehr von der Schrittzahl n entfernt.
D.h. die Erho¨hung der Dimension wirkt sta¨rker als die Steigung der durchschnittlichen Schritt-
zahl. Um diese Beobachtung zu erkla¨ren, beachte man, dass mit hohem m eine Anna¨herung
an die Oberschranke n erfolgt. Wie groß m sein muss, um eine gewisse Na¨he der empirischen
Resultate zu n zu erhalten, ha¨ngt stark von der Gro¨ße der Dimension ab. Eine Erho¨hung von
nmu¨sste zur Wahrung der Distanz des empirischen Wertes zur Oberschranke auch gleichzeitig
eine gewisse Erho¨hung von m nach sich ziehen.
Bei unserer Alternativfestlegung der Parameter (siehe Abbildung 4.8) stellen wir fest, dass
aufgrund des ho¨heren m die empirischen Ergebnisse deutlich na¨her an der Oberschranke n
liegen. Wiederum scheint die Verteilung auf der Kugeloberfla¨che hier die gro¨ßten Beobach-































































b b k → −1
b b k = 0
b b k = 1
b b k = 10
n
Abbildung 4.8: Durchschnittliche Schrittzahl bei Ausfu¨hrung des Crashing-Algorithmus bei
Variation des Parameters n unter m = 500
4.7 Empirische Untersuchung des Such- und Einfu¨geaufwandes
Aufgrund der hohen Schwierigkeit einer Average-Case-Analyse des Such- und Einfu¨geaufwan-
des im Shelling-Algorithmus bescha¨ftigen wir uns in diesem Abschnitt mit einer empirischen
Untersuchung. Von Interesse ist, wie hoch der Aufwand im Algorithmus fu¨r das Suchen bzw.
Einfu¨gen der Basen in unserer sortierten Liste im Durchschnitt wird. Die empirischen Resulta-
te diesbezu¨glich sind nachfolgenden Graphiken zu entnehmen. Hierbei wurden zur Berechnung
des Suchaufwandes fu¨r jede Such- und Einfu¨geaktion der Logarithmus u¨ber die aktuelle La¨nge
der Hilfsliste gebildet und diese Werte zusammenaddiert.
Der grundsa¨tzliche Verlauf der Kurven in Abbildung 4.9 entspricht den Erwartungen: Je
geringer die Redundanzwahrscheinlichkeit desto ho¨her wird der Gesamtsuchaufwand im Al-
gorithmus, da hier einerseits mehr Basen in die Liste eingefu¨gt werden, d.h. es werden mehr
Such- und Einfu¨geaktionen stattfinden, andererseits dadurch auch die Listengro¨ße zunimmt,
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was den generellen Aufwand fu¨r eine Suchaktion erho¨ht. Auch der monotone Anstieg der
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
(b) Alternativfestlegung (n = 5)
Abbildung 4.9: Suchaufwand unter Variation des Parameters m
Vor allem die Kurven zu unserer Alternativfestlegung der Parameter a¨hneln der durchschnitt-
lichen Eckenzahl im Polyeder. So scheint auch hier der Suchaufwand fu¨r k → −1 einer linearen
Kurve zu entsprechen und fu¨r die sonstigen k eher sublinear zu verlaufen.
Betrachten wir die Variation der Dimension n (siehe Abbildung 4.10), so stellen wir fest, dass
hier der Einfluss des Verteilungsparameters etwas geringer ausfa¨llt. Insgesamt ist der Verlauf
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
(b) Alternativfestlegung (m = 500)
Abbildung 4.10: Suchaufwand unter Variation des Parameters n
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4.7 Empirische Untersuchung des Such- und Einfu¨geaufwandes
Neben dem Suchaufwand wa¨re an dieser Stelle auch eine Average-Case-Analyse u¨ber die
durchschnittliche Listengro¨ße interessant, auf die der Shelling-Algorithmus bei seiner Ausfu¨h-
rung trifft. Dies ist die na¨chste Gro¨ße, die hier empirisch untersucht werden soll. Etwas einfa-
cher und damit realistischer fu¨r den Erfolg einer probabilistischen Untersuchung ist jedoch die
Zufallgro¨ße, die angibt, wie groß die Hilfsliste wa¨hrend einer Ausfu¨hrung des Verfahrens ma-
ximal wird. Beide Zufallsgro¨ßen werden in den nachfolgenden Graphiken dargestellt. Letztere

















































































































































































































































(d) k = 10
Abbildung 4.11: Maximale und durchschnittliche Listengro¨ße bei n = 7 unter Variation des
Parameters m
Die Abbildung hier gibt das Verhalten der Zufallsgro¨ßen wieder, wenn bei Dimension n = 7
die Restriktionszahl variiert wird. Deutlich sichtbar wird wieder der Einfluss des Verteilungs-
parameters k. Die Tatsache, dass die betrachteten Gro¨ßen bei Erho¨hung von k fallen, la¨sst
sich erneut auf das dadurch schon des O¨fteren bemerkte Abfallen der Eckenzahl zuru¨ckfu¨hren.
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Die Kurven fu¨r den Verteilungsparameter k = 10 scheinen jeweils einen sublinearen Verlauf
anzunehmen. Dass dies langfristig auch fu¨r die anderen Verteilungen der Fall ist, wird deut-
lich, wenn wir die entsprechenden Graphiken fu¨r unsere Alternativfestlegung der Parameter
betrachten. Weiter fa¨llt auf, dass absolut gesehen die Differenz aus maximaler und durch-
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(d) k = 10
Abbildung 4.12: Maximale und durchschnittliche Listengro¨ße bei n = 5 unter Variation des
Parameters m
Variieren wir nun die Dimension, so deuten die Graphiken an, dass der grundsa¨tzliche Ver-
lauf der Kurven zur durchschnittlichen und maximalen Listengro¨ße hauptsa¨chlich von der
Eckenzahl bestimmt wird. Wie in Abbildung 4.13 zu sehen ist, scheint der Effekt des Vertei-
lungsparameters diesbezu¨glich geringer auszufallen als bei Variation von m.
Betrachten wir dazu unsere alternative Festlegung der Parameter (Tabelle 1.3), so ergeben sich
daraus keine neuen Erkenntnisse. Die Graphiken wurden daher in den Anhang auf Seite 210
ausgelagert.
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(d) k = 10
Abbildung 4.13: Maximale und durchschnittliche Listengro¨ße bei m = 50
Wie wir bei allen Abbildungen zur durchschnittlichen und maximalen Listengro¨ße beobachten
ko¨nnen, scheinen die beiden betrachteten Zufallgro¨ßen zu sehr a¨hnlichen Kurvenverla¨ufen zu
fu¨hren. Weiter fa¨llt der Abstand beider Kurven zueinander auffallend gering aus. Um dies zu
erla¨utern, fu¨hren wir uns die Situation vor Augen, in der das Zielfunktionsniveau im Shelling-
Algorithmus nahe bei null liegt. Wir ko¨nnen davon sprechen, dass wir uns momentan in
der Na¨he des A¨quators befinden. Hier hat das Polyeder die meiste Struktur und daher die
meisten Ecken. Folglich sind in der Umgebung des A¨quators in der Regel sowohl die meisten
Suchanfragen zu beantworten als auch gleichzeitig die Listen maximal lang, so dass hier der
Großteil des Suchaufwandes entsteht. Auch die durchschnittliche Gro¨ße unserer Liste erha¨lt





Ein weiteres Verfahren zur Enumeration aller Ecken eines Polyeders stellt die sogenannte Dou-
ble-Description-Methode dar, die bereits 1953 von Motzkin et al. (siehe dazu [MRTT53]) ein-
gefu¨hrt wurde. Etwas besser bekannt ist das Verfahren unter dem Namen
”
Beneath-Beyond-
Algorithmus“, wobei in der Literatur dieser Begriff meist nur fu¨r die Problemstellungen (P2)
und (P3) – der Bestimmung aller Facetten von KH(0, a1, . . . , am) bzw. KH(a1, . . . , am) –
verwendet wird. Die Double-Description-Methode wurde bereits von Borgwardt in [Bor07]
probabilistisch untersucht. Wir wollen daher zuna¨chst eine Einfu¨hrung in das Verfahren ge-
ben und Borgwardts Ergebnisse zitieren. Anschließend werden wir uns in den Abschnitten 5.2
und 5.3 mit einem mo¨glichen Preprocessing zur Reduzierung der Komplexita¨t der Double-
Description-Methode bescha¨ftigen. Zuletzt werden in Abschnitt 5.4 einige empirische Unter-
suchungen vorgenommen.
5.1 Einfu¨hrung in die Double-Description-Methode
Wa¨hrend die bisher analysierten Algorithmen zu den sogenannten sequentiellen Verfahren
geho¨ren, ist die Double-Description-Methode bzw. der Beneath-Beyond-Algorithmus ein Ver-
treter der inkrementellen Verfahren. Zu ersterer Kategorie za¨hlen Algorithmen, die das Poly-
eder bzw. Polytop
”
von außen“ betrachten und von vornherein alle Restriktionen bzw. Punkte
beru¨cksichtigen. Man bestimmt nacheinander (sequentiell) alle Ecken bzw. Facetten. Bei in-
krementellen Verfahren hingegen werden schrittweise weitere Ungleichungen bzw. Punkte in
Betracht gezogen. Dabei nutzt man die bereits bekannten Ergebnisse, welche vor der letzten
Erweiterung der Restriktions- bzw. Punktmenge erzielt wurden. Dieses Prinzip wiederholt
man solange, bis schließlich alle Restriktionen bzw. Punkte beachtet wurden.
Um die Vorgehensweise der Double-Description-Methode detaillierter beschreiben zu ko¨nnen,
nehmen wir an, dass bereits sa¨mtliche Ecken des Hilfspolyeders
X` := {x ∈ Rn | aT1 x ≤ 1, . . . , aT` x ≤ 1} fu¨r n ≤ ` ≤ m
berechnet wurden. Auf Grundlage dieser Information versuchen wir nun die Auflistung sa¨mt-
licher Ecken von
X`+1 = X` ∩ {x ∈ Rn | aT`+1x ≤ 1}
vorzunehmen. Dazu ist ein Update-Schritt notwendig, der sich in zwei Phasen unterteilen
la¨sst:
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1. Zuerst pru¨ft man, welche Ecken von X` die zusa¨tzliche Ungleichung a
T
`+1x ≤ 1 erfu¨llen.
Dies la¨sst sich geometrisch so interpretieren, dass fu¨r jede Ecke getestet wird, ob sie
unterhalb (
”
beneath“) oder oberhalb (
”
beyond“) der Hyperebene {x ∈ Rn | aT`+1x = 1}
liegt.
2. Anschließend lo¨scht man diejenigen Ecken, die die zusa¨tzliche Ungleichung verletzen und
damit oberhalb (
”
beyond“) der Hyperebene {x ∈ Rn | aT`+1x = 1} liegen, identifiziert
die neuen Ecken auf der Hyperebene und fu¨gt diese der Eckenliste hinzu.
In analoger Weise verfa¨hrt der Beneath-Beyond-Algorithmus in unserer dualen Interpreta-
tion zur Bestimmung aller Facetten von KH(0, a1, . . . , am). Hier wird in der ersten Phase
u¨berpru¨ft, bezu¨glich welcher Facetten der zusa¨tzliche Punkt a`+1 ”
beneath“ (d.h. auf der
Seite mit dem Ursprung) bzw.
”
beyond“ (d.h. auf der Gegenseite) der entsprechenden Facet-





beneath“-Facetten beibehalten und die neuen Facetten, welche mit Hilfe von a`+1 erzeugt
werden ko¨nnen, konstruiert.
Wir wollen nun die Double-Description-Methode, angelehnt an die Formulierung von Borg-
wardt in [Bor07, S. 185+186], wiedergeben. Wie hier zu sehen ist, werden fu¨r eine effizien-
tere Durchfu¨hrung des Informationsupdates nicht nur die Ecken aufgelistet, sondern auch
zugeho¨rige Kanten mitberechnet und gespeichert.
Algorithmus 5.1 (Die Double-Description-Methode).
Initialisierung:
1. Initialisiere eine Datei zur Auflistung von Tripeln [Ecke, Kante, Ecke] bzw. bei unbe-
schra¨nkten Kanten [Ecke, Kante,∞]. Diese dient der Wiedergabe sa¨mtlicher Ecken und
Kanten des aktuellen Polyeders.
2. Berechne die einzige Ecke und die n Kanten (freie Richtungen) von
Xn = {x ∈ Rn | aT1 x ≤ 1, . . . , aTnx ≤ 1}.
3. Speichere die Ergebnisse aus Schritt 2 der Initialisierung in die Datei zur Auflistung der
Ecken und Kanten.
4. Setze eine Hilfsvariable ` = n.
Typischer Schritt:
1. U¨berpru¨fe jede Kante hinsichtlich eines Schnittpunktes mit der Restriktionshyperebene
{x ∈ Rn | aT`+1x = 1}. Falls solche Punkte existieren, so nennen wir diese in den nun
folgenden Schritten fu¨r jede Kante jeweils x0.
2. Aktualisiere unsere Liste. Fu¨hre dazu nachfolgende Schritte aus:
a) Behalte alle Kanten bei, die vollsta¨ndig zum Halbraum {x ∈ Rn | aT`+1x ≤ 1}
geho¨ren.
b) Lo¨sche alle Kanten, die komplett im offenen Halbraum {x ∈ Rn |aT`+1x > 1} liegen.
Reduziere den Grad der inzidenten Ecken jedes mal um eins und lo¨sche die Ecke,
sobald ihr Grad auf null gefallen ist.
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c) Fu¨r Kanten, die die Hyperebene durchqueren, gehe wie folgt vor:
i. Wenn die Kante zu zwei Ecken x1 mit a
T
`+1x1 ≤ 1 und x2 mit aT`+1x2 > 1
inzident ist, dann ersetze die Kante [x1, x2] durch [x1, x0], d.h. entferne das
Kantenstu¨ck (x0, x2].
ii. Wenn die Kante nur zu einer Ecke x2 (mit a
T
`+1x2 > 1) inzident ist, dann ku¨rze
die Kante (freie Richtung) durch Entfernen des Intervalls (x0, x2]. Reduziere
den Grad von x2 um eins und lo¨sche x2, sobald dessen Grad auf null gesunken
ist.
iii. Wenn die Kante nur mit einer Ecke x1 (mit a
T
`+1x1 ≤ 1) inzidiert, so ersetze
die Kante durch [x1, x0] und lo¨sche den Rest der Kante.
iv. Berechne fu¨r die neue Ecke x0 alle ausgehenden Kanten, welche die Restriktion
aT`+1x ≤ 1 straff halten. Aufgrund unserer Nichtentartungsbedingung sind n−1
solche Kanten auffindbar. Die Richtungen der n Kanten sind durch
A−1∆ (−ei) mit i = 1, . . . , n
gegeben. Bestimme die Ecke am anderen Ende der Kante oder halte die Tat-
sache fest, dass es sich um eine freie Richtung handelt.
3. Falls ` < m− 1, erho¨he ` um 1 und gehe zuru¨ck zu Schritt 1.
Sonst stoppe den Algorithmus.
Auch zur Double-Description-Methode ist im Anhang C.4 ab Seite 258 ein Beispiel mit zehn
Restriktionen im dreidimensionalen Raum zu finden, das Schritt fu¨r Schritt die Vorgehens-
weise des Verfahrens graphisch veranschaulicht.
Borgwardt ermittelte bereits den Worst-Case-Aufwand dieser Version der Double-Description-
Methode und leitete daraus eine Oberschranke fu¨r die erwartete Komplexita¨t ab. Wie in













· (n3 + n2(`+ 1− n) + n2 ln(`+ 1))) . (5.1)
Hierbei bezeichnet
• #V` die Anzahl der Ecken des Polyeders X` := {x ∈ Rn | aT1 x ≤ 1, . . . , aT` x ≤ 1} und
• # (V akt`+1(a`+1)) die Anzahl der Ecken von X`+1, bei denen die Restriktion aT`+1x ≤ 1
straff ist.
Die erste Gro¨ße haben wir bereits in Abschnitt 1.8 untersucht. Hier ist lediglich der Parame-





) erhalten, wie wir gleich sehen werden. Die Average-Case-Ergebnisse
bezu¨glich der beiden Zufallgro¨ßen lauten (siehe [Bor07, S. 191–193, 197]):
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Fu¨r Letzteres nutze man aus, dass in unserem stochastischen Modell an jeder Ecke (fast
sicher) genau n Restrikionen straff sind, also pro Ecke n Aktivita¨tsereignisse (A.E.) eintreten


























ist, folgt somit die Gleichung (5.3). Eine genauere Ausfu¨hrung des Beweises findet sich in
[Bor07, S. 197].
Mit den Ergebnissen (5.2) und (5.3) la¨sst sich nachfolgende Oberschranke fu¨r die erwartete
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n− 1 (ln(m)− 1)
})
(5.4)
Mit Hilfe der Stirling-Formel ko¨nnen obige Ergebnisse zu etwas einfacheren Termen appro-
ximiert werden (vgl. dazu [Bor07, S. 193]). Wie wir bereits in Abschnitt 1.8 in den For-
meln (1.32) und (1.33) festgehalten haben, gelang es Borgwardt zudem fu¨r die Gleichvertei-
lung auf der Kugeloberfla¨che (k → −1) und fu¨r die Gleichverteilung in der Kugel (k = 0)
scha¨rfere Abscha¨tzungen fu¨r die erwartete Eckenzahl zu berechnen. Damit la¨sst sich auch
die Abscha¨tzung fu¨r die erwartete Gesamtkomplexita¨t fu¨r diese beiden Fa¨lle verbessern. Die
entsprechenden Oberschranken lauten wie folgt (siehe [Bor07, S. 199+200]):
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fu¨r k = 0
Ganz besonders bei der hier vorgestellten Double-Description-Methode dra¨ngt sich die Frage
auf, ob nicht vor der Ausfu¨hrung des Verfahrens ein Aussortieren redundanter Restriktionen
durch ein Preprocessing lohnenswert wa¨re. Mit dieser Problematik bescha¨ftigen sich nachfol-
gende Abschnitte: Zuerst wird in Abschnitt 5.2 nach einem System zum Auffinden redundan-
ter Restriktionen gesucht und anschließend werden in Abschnitt 5.3 einige Abscha¨tzungen zur
erwarteten Anzahl der verbleibenden (nichtredundanten) Restriktionen durchgefu¨hrt.
5.2 System zum Auffinden redundanter Restriktionen
Bevor wir mit einer Average-Case-Analyse zum Aufwand fu¨r das Aussortieren redundanter
Restriktionen starten ko¨nnen, mu¨ssen wir uns u¨berlegen, wie das Preprocessing u¨berhaupt
auszufu¨hren ist. Nachfolgender Satz liefert uns eine effiziente Mo¨glichkeit, die Redundanz
bzw. Nichtredundanz einzelner Restriktionen nachzuweisen:
Satz 5.2. Seien a1, . . . , am stochastisch unabha¨ngig, identisch und rotationssymmetrisch ver-
teilt (vgl. unsere Modellfestlegung aus Abschnitt 1.6, Seite 27), so gilt nachfolgende A¨quivalenz:
Eine Restriktion aTi x ≤ 1 ist im Ungleichungssystem aT1 x ≤ 1, . . . , aTmx ≤ 1 nicht redundant
fast sicher⇐⇒
Es gibt einen Punkt x ∈ Rn, der das folgende System erfu¨llt:
aTj x ≤ 1 fu¨r j = 1, . . . ,m und j 6= i
aTi x = 1
(5.5)
Letzteres bedeutet, dass sich ein zula¨ssiger Punkt finden la¨sst, der die betrachtete Restriktion
straff setzt.
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Beweis. Eine a¨quivalente Umformung obiger Aussage lautet folgendermaßen:
aTi x ≤ 1 ist redundant in X := {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1}
fast sicher⇐⇒
@x ∈ X mit aTi x = 1
Mit anderen Worten, die Redundanz der Restriktion aTi x ≤ 1 steht mit Wahrscheinlichkeit
eins genau dann fest, wenn aTi x < 1 fu¨r jeden zula¨ssigen Punkt x gilt. Dies entspricht exakt
der Definition von strikter Redundanz. D.h. wir haben nachzuweisen, dass in unserem Modell
fast sicher (gewo¨hnliche) Redundanz mit strikter Redundanz u¨bereinstimmt. Damit ist die
Aussage des Satzes a¨quivalent mit der Behauptung:
”
Redundanz
fast sicher⇐⇒ strikte Redundanz“
”
⇐“ Trivial, da strikte Redundanz eine sta¨rkere Form der Redundanz darstellt.
”
⇒“ Aufgrund der fast sicheren linearen Unabha¨ngigkeit der Restriktionsvektoren (vgl. da-
zu die Nichtentartungsbedingung, siehe Definition 1.6 auf Seite 28) sind an jeder `-
dimensionalen Seitenfla¨che (` ∈ {0, . . . , n− 1}) mit Wahrscheinlichkeit eins genau n− `
Restriktionen straff. D.h. jede nichttriviale Seitenfla¨che wird von genau so vielen straf-
fen Restriktionen erzeugt, wie mindestens dazu no¨tig sind. Sei nun aTi x ≤ 1 eine redun-
dante Restriktion. Da sich aufgrund der Redundanz das Polyeder beim Entfernen der
Restriktion aTi x ≤ 1 allerdings nicht a¨ndern kann, muss die Restriktion strikt redundant
gewesen sein.
Der erwartete Aufwand zum Lo¨sen des Systems (5.5) ist schwer bestimmbar. Um das Problem
in eine fu¨r den restriktionsorientierten Simplexalgorithmus zugeschnittene Form zu bringen,
formen wir die Gleichung in zwei Ungleichungen um:
aTj x ≤ 1 ∀j = 1, . . . ,m und j 6= i
aTi x ≤ 1
−aTi x ≤ −1
⇔ a
T
j x ≤ 1 ∀j = 1, . . . ,m
−aTi x ≤ −1
(5.6)
Problematisch ist die jeweils zuletzt genannte Restriktion. Durch diese fa¨llt es schwer, die
Anzahl an Pivotschritten in der Phase I(a) des restriktionsorientierten Simplexalgorithmus
zu ermitteln, bis man auf eine zula¨ssige Ecke sto¨ßt. Allerdings ist das Auffinden einer Lo¨sung
vom System (5.6) a¨quivalent zum Lo¨sen von
max aTi x
unter aTj x ≤ 1 ∀j = 1, . . . ,m.
(5.7)
Wenn der Optimalpunkt xopt die ai-Restriktion straff erfu¨llt (d.h. a
T
i xopt = 1), so ist diese
nicht redundant. Falls aTi xopt < 1 gilt, so steht die Redundanz der Restriktion fest. Der Fall
aTi xopt > 1 ist wegen der Bedingung a
T
i x ≤ 1 ohnehin ausgeschlossen.
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Allerdings haben wir nun durch den Zielfunktionsvektor c = ai und dem Restriktionsvektor ai
stochastische Abha¨ngigkeit im Modell erzeugt, da die Vektoren u¨bereinstimmen. Aber auch
das la¨sst sich vermeiden mittels U¨bergang zum Problem
max aTi x
unter aTj x ≤ 1 ∀j = 1, . . . ,m und j 6= i.
(5.8)
Um zu kla¨ren, dass diese Problemstellung noch unsere Zwecke erfu¨llt, beachte man nachfol-
gende Fallunterscheidung:
1. Falls aTi xopt < 1 ist, so ist xopt auch im System (5.7) optimal und damit die ai-Restrik-
tion redundant.
2. Falls aTi xopt = 1, so u¨bertra¨gt sich die Optimalita¨t wiederum auf (5.7) und daher wissen
wir, dass auf die Bedingung aTi x ≤ 1 in X = {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1} nicht
verzichtet werden darf.
3. Falls aTi xopt = K > 1. So ko¨nnen wir durch Wahl von x =
1
K
xopt erneut eine Opti-












aTj xopt︸ ︷︷ ︸
≤1
< 1 · 1 = 1
Somit lo¨st x das System (5.7) und wir stellen wie in Fall 2 die Nichtredundanz der
betrachteten Restriktion fest. Dieser Fall wird in Abbildung 5.1 dargestellt.
b
bc = ai





Abbildung 5.1: Veranschaulichung von Fall 3
4. Falls aTi x unbeschra¨nkt wird, wa¨hle einen Punkt x
′ mit aTi x
′ > 1 und gehe damit wie
in Fall 3 vor. Hier ergibt sich also erneut die Nichtredundanz der ai-Restriktion. Dies
wird in Abbildung 5.2 veranschaulicht.
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b
bc = ai





Abbildung 5.2: Veranschaulichung von Fall 4
Somit handelt sich bei der Problemstellung (5.8) um ein kanonisches Optimierungsproblem
mit m− 1 Restriktionen und n Variablen, das gema¨ß unserem stochastischen Modell erzeugt
wird. Borgwardt konnte nachweisen, dass dieses im Erwartungswert mit maximal
(m− 1) 1n−1 · n3 · Const.
Pivotschritten lo¨sbar ist (siehe [Bor99, Theorem 2]).
Das Preprocessing kann also in der Weise durchgefu¨hrt werden, dass fu¨r alle i ∈ {1, . . . ,m}
das Optimierungsproblem (5.8) gelo¨st wird. Gema¨ß oben angegebener Fallunterscheidung
ist so die Redundanz jeder einzelnen Restriktion feststellbar. Insgesamt ergibt sich also als
















Nachfolgende Tabelle gibt den Ursprung der einzelnen Aufwandsterme wieder:
Term Herkunft
m Anzahl der zu lo¨senden Probleme
(m− 1) 1n−1 · n3 Oberschranke fu¨r die durchschnittliche Anzahl an Pivotschritten
mn Aufwand eines Pivotschrittes
Tabelle 5.1: U¨bersicht zur Komplexita¨t des Preprocessings
5.3 Die erwartete Anzahl an nichtredundanten Restriktionen
Im vorherigen Abschnitt haben wir uns mit der algorithmischen Umsetzung des Auffindens
redundanter Restriktionen im Ungleichungssystem
aT1 x ≤ 1, . . . , aTmx ≤ 1
bescha¨ftigt und mit Hilfe von Borgwardts Ergebnis eine Oberschranke fu¨r die erwartete Kom-
plexita¨t zur Durchfu¨hrung des Preprocessings angegeben. Das angestrebte Ziel ist nun u¨ber
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eine probabilistische Analyse zu kla¨ren, welche Einsparung an Rechenaufwand in der eigentli-
chen Double-Description-Methode daraus gewonnen werden kann. Dazu werden wir versuchen
mehr u¨ber die erwartete Anzahl redundanter bzw. nichtredundanter Restriktionen zu erfah-
ren. Weil sich eine Erwartungswertuntersuchung meist in der dualen Sichtweise vereinfacht,
stellen wir zuna¨chst im nachfolgenden Satz einige A¨quivalenzen klar:
Satz 5.3. Fu¨r stochastisch unabha¨ngige, identisch und rotationssymmetrisch verteilte Punkte
a1, . . . , am gilt:
aTmx ≤ 1 ist redundant im Ungleichungssystem aT1 x ≤ 1, . . . , aTmx ≤ 1.
⇐⇒
am ist redundant in Y := KH(0, a1, . . . , am), d.h. KH(0, a1, . . . , am−1) = KH(0, a1, . . . , am).
fast sicher⇐⇒
Es gibt genau eine Facette KH(ai1 , . . . , ain) von Y := KH(0, a1, . . . , am) mit
i1, . . . , in ∈ {1, . . . ,m− 1}, so dass am ∈ KH(0, ai1 , . . . ain) gilt.
Beweis. Die erste A¨quivalenz ergibt sich direkt aus der bekannten 1-zu-1-Korrespondenz zwi-
schen `-dimensionalen Seitenfla¨chen in X := {x ∈ Rn | aT1 x ≤ 1, . . . , aTmx ≤ 1} und (n − `)-
dimensionalen Seitenfla¨chen in Y (vgl. Abschnitt 1.4 und [Bor87, S. 69+70]).
Zum Beweis der zweiten A¨quivalenz sei F die Menge der Facetten von Y . Da es sich bei Y
um ein Polytop handelt, ist klar, dass⋃
f∈F
KH(f ∪ {0}) = Y
ergibt. Allerdings ist fu¨r f1, f2 ∈ F, f1 6= f2 nicht sicher
KH(f1 ∪ {0}) ∩KH(f2 ∪ {0}) = {0}
erfu¨llt, da eventuell f1 ∩ f2 6= ∅ ist. Aufgrund der Facetteneigenschaft von f1 und f2 ist aber
garantiert, dass
dim (KH(f1 ∪ {0}) ∩KH(f2 ∪ {0})) ≤ n− 1
ist. D.h. das Mengensystem
{KH(f ∪ {0}) | f eine Facette von Y }
bildet eine
”
Quasi-Partition“ von Y , fu¨r die⋃
f∈F
(KH(f ∪ {0})) = Y und dim (KH(f1 ∪ {0}) ∩KH(f2 ∪ {0})) ≤ n− 1
gilt. Somit la¨sst sich fu¨r jeden redundanten Punkt aj mindestens eine Facette
f = KH(ai1 , . . . , ain) mit i1, . . . , in ∈ {1, . . . ,m} \ {j}
finden, so dass
aj ∈ KH(f ∪ {0})
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ist, und in unserem stochastischen Modell sogar mit Wahrscheinlichkeit eins genau ein solches
f , da hier die unterdimensionalen Schnitte nur eine stochastische Nullmenge bezu¨glich des
Wahrscheinlichkeitmaßes bilden.
Wurde umgekehrt ein
f = KH(ai1 , . . . , ain) mit i1, . . . , in ∈ {1, . . . ,m} \ {j}
gefunden, so dass der zu untersuchende Punkt aj in KH(0, ai1 , . . . , ain) liegt, so ergibt sich
die Verzichtbarkeit von aj unmittelbar aus der Konvexita¨t.
Setzen wir speziell j = m, so ergibt sich insgesamt die Aussage des Satzes 5.3.
Bemerkung 5.4. Man beachte, dass fu¨r die Gleichverteilung der Punkte a1, . . . , am auf der
Kugeloberfla¨che (also k → −1) fast sicher keine Redundanz festzustellen ist. In diesem Fall
ist keine Einsparmo¨glichkeit vorhanden und das Suchen nach redundanten Punkten bzw.
Restriktionen nutzlos.
Sei m die Zufallsgro¨ße, die die Anzahl nichtredundanter Restriktionen in unserem Polyeder
wiedergibt. Wir wollen nun versuchen Ergebnisse zum Erwartungswert von m zu erhalten. Es
gilt:
E(m) = m ·P(Die Restriktion aTmx ≤ 1 ist nicht redundant) =
= m · (1− P(Die Restriktion aTmx ≤ 1 ist redundant))
Um den gesuchten Erwartungswert zu bestimmen, reicht es also sich mit der Redundanzwahr-
scheinlichkeit einer Restriktion zu bescha¨ftigen:
P(Die Restriktion aTmx ≤ 1 ist redundant) = P(∃i1, . . . , in ∈ {1, . . . ,m− 1} |








P(am ∈ KH(0, a1, . . . , an) ∧KH(a1, . . . , an) ist eine Facette)
Seien a1, . . . , an fest (der Nullpunkt ist ohnehin fest), so wird klar, dass die erste Bedingung
nur von am abha¨ngt und die zweite von an+1, . . . , am. Somit besteht stochastische Abha¨ngig-
keit beider Ereignisse im Zufallsvektor am.
P(am ∈ KH(0, a1, . . . , an) ∧KH(a1, . . . , an) ist eine Facette) =
=P(am ∈ KH(0, a1, . . . , an)) · P(KH(a1, . . . , an) ist eine Facette | am ∈ KH(0, a1, . . . , an))
Aufgrund der Bedingung am ∈ KH(0, a1, . . . , an) ist klar, dass am unterhalb der Hyperebene
durch die festen Punkte a1, . . . , an liegen muss. Daher gilt:
P(KH(a1, . . . , an) ist eine Facette | am ∈ KH(0, a1, . . . , an)) =
=P(an+1, . . . , am−1 liegen unterhalb der Hyperebene durch a1, . . . , an) =
=Gk(h(a1, . . . , an))
m−n−1 (5.9)
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Betrachten wir zuna¨chst nur die Gleichverteilung der Punkte a1, . . . , am in der Einheitskugel
(k = 0), so la¨sst sich der erste Wahrscheinlichkeitsausdruck direkt aus dem Verha¨ltnis des
Volumens von KH(0, a1, . . . , an) und der Einheitskugel bestimmen, also gilt:
P(am ∈ KH(0, a1, . . . , an)) k=0=
λn(KH(0, a1, . . . , an))
λn(Ωn)
=: S(a1, . . . , an)
Da fu¨r einen Parameter k > 0 kleinere Radii wahrscheinlicher werden und analog ein Para-
meter k < 0 fu¨r tendenziell gro¨ßere Radii sorgt, folgt fu¨r feste Punkte a1, . . . , an:
P(am ∈ KH(0, a1, . . . , an))

≥ S(a1, . . . , an) fu¨r k > 0
= S(a1, . . . , an) fu¨r k = 0
≤ S(a1, . . . , an) fu¨r k ∈ (−1, 0)
(5.10)
Aus den Formeln (1.6) (siehe Seite 28) und (A.8) (siehe Seite 179) ergibt sich:
S(a1, . . . , an) =










































Gk(h(a1, . . . , an))
m−n−1 · S(a1, . . . , an)
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 fu¨r i = 1, . . . , n.
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) = n2 · Γ (n2 ) · 2 · pi n2







(detB)2fˆ(b1) · · · fˆ(bn) db1 . . . dbn = n! · g2,k(h)n−1 · g0,k(h)





k + 1 + n2
)
2 · √pi · Γ (k + 1 + n+12 ) ·
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1− h2)n+12 +k)n−1 dh
Um Ek≥0m,n(m) weiter nach oben abzuscha¨tzen, verwenden wir nachfolgende Ungleichung, wel-
che allerdings nur fu¨r n−12 + k ≥ 0, also fu¨r n ≥ 1− 2k, korrekt ist. Da n ∈ N gilt und wir den




1− ζ2)n−12 +k dζ ≤ 1∫
h
(





1− h2)n−12 +k · (1− h) ≤ (1− h2)n−12 +k · (1− h2) = (1− h2)n+12 +k
fu¨r h ∈ [0, 1] und n ≥ 1− 2k (5.12)
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1− ζ2)n−12 +k dζ (5.12)≤
≤ Γ(k + 1 +
n
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pi · Γ(k + 1 + n−12 )
Γ(k + 1 + n2 )
)n−1
· (1−Gk(h))n−1
Mit dieser Ungleichung ergibt sich:
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√
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√
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h·Gk(h)m−n−1g0,k(h) · (1−Gk(h))n−1 dh
Da
Γ(k + 1 + n2 )
2
√
piΓ(k + 1 + n+12 )
·
√
pi · Γ(k + 1 + n−12 )




k + 1 + n−12
)
2 · (k + 1 + n−12 ) · Γ (k + 1 + n−12 ) =
=
1









· n · 1
(2k + n+ 1)n−1
1∫
0
h·Gk(h)m−n−1g0,k(h) · (1−Gk(h))n−1 dh
Eine exakte Auswertung dieses Ausdruckes oder eine Abscha¨tzung, die zu keinem trivialen
Ergebnis fu¨hrt, erweist sich an dieser Stelle leider als a¨ußerst schwierig und konnte noch nicht
erfolgreich durchgefu¨hrt werden.
Wir bestimmen nun eine Unterschranke von Ekm,n(m) fu¨r k ∈ (−1, 0]. In Analogie zur obigen
Rechnung ergibt sich zuna¨chst:
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)n−1 ≤ (√pi · Γ(k + 1 + n−12 ) · (n+ 1 + 2k)
Γ(k + 1 + n2 )
)n−1
· (1−Gk(h))n−1
Damit ko¨nnen wir unser Integral berechnen:
E
k∈(−1,0]
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m−n−1 · g0,k(h) · (1−Gk(h))n−1dh
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Weil(
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√
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Aus unserer Formel (1.26) (siehe Seite 35) mit




















(n− 1 + j)
· (m− n− 1)!
(m− n− i)! (5.13)
Damit haben wir fu¨r den Fall k ∈ (−1, 0] eine Unterschranke erhalten, welche durch unsere
Abscha¨tzung sogar unabha¨ngig vom Verteilungsparameter k wurde.
Weitere Ergebnisse erweisen sich als a¨ußerst schwierig und bleiben als Aufgabe fu¨r zuku¨nftige
Forschungen erhalten. Eine Entscheidung u¨ber den Einsatz des Preprocessing ko¨nnen wir
daher mangels Ergebnisse nicht treffen.
5.4 Empirische Untersuchung der Anzahl an redundanten
Restriktionen
In diesem Abschnitt wollen wir empirisch u¨berpru¨fen, wie hoch die Zahl an redundanten
Restriktionen bei rotationssymmetrischer Erzeugung der Problembeispiele im Durchschnitt
tatsa¨chlich wird. In den nachfolgenden Graphiken ist fu¨r Vergleichszwecke jeweils in schwar-
zer Farbe die Oberschranke eingezeichnet, welche sich direkt aus unserer in Abschnitt 5.3
gewonnenen Unterschranke fu¨r die erwartete Anzahl an nichtredundanten Restriktionen er-
gibt. Man beachte aber, dass diese in Wahrheit nur fu¨r einen Verteilungsparameter k ∈ (−1, 0]
hergeleitet wurde.
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b b k → −1
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 4,4
Abbildung 5.3: Mittlere Anzahl redundanter Restriktionen bei n = 7
Auf eine Untersuchung bei Gleichverteilung der Restriktionsvektoren auf der Kugeloberfla¨che
ha¨tte hier verzichtet werden ko¨nnen, da in diesem Fall offensichtlich keine Restriktionen re-
dundant sein ko¨nnen. Unsere Oberschranke u¨berschreitet deutlich die empirischen Resultate.
Allerdings la¨sst vor allem der Kurvenverlauf fu¨r den Verteilungsparameter k = 10 etwas Zwei-
fel aufkommen, ob diese Oberschranke auch fu¨r beliebig positive k und ho¨heres m Bestand
haben kann.
Die empirischen Ergebnisse fu¨hren zu monoton steigenden Kurven. Dabei scheint es sich fu¨r
kleinem eher um ein superlineares Wachstum zu handeln. Dies la¨sst sich darauf zuru¨ckfu¨hren,
dass zuna¨chst bei geringer Restriktionszahl kaum Redundanz bei Erho¨hung von m festzustel-
len ist. Jedoch wa¨chst mit gro¨ßerem m auch die Wahrscheinlichkeit der Redundanz einer
Restriktion. Betrachten wir in Abbildung 5.4 unsere Alternativfestlegung der Parameter, so
stellen wir fest, dass bei hohem m die empirischen Kurven insgesamt eher einen linearen
Verlauf annehmen. Langfristig gesehen, wird eine Erho¨hung von m mit fast konstanter Wahr-
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
Oberschr.
Abbildung 5.4: Mittlere Anzahl redundanter Restriktionen bei n = 5
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b b k → −1
b b k = 0
b b k = 1
b b k = 10
Abbildung 5.5: Mittlere Anzahl redundanter Restriktionen bei m = 50
Die empirischen Kurven na¨hern sich sehr schnell mit Erho¨hung der Dimension dem Wert null
an. Je gro¨ßer n wird umso mehr sinkt die Redundanzwahrscheinlichkeit einer Restriktion bei
festem m.
Die (fehlende) Oberschranke in obiger Graphik bewegt sich sehr nahe bei m = 50 und wur-
de daher weggelassen. Mehr Aussagekraft bekommt die Oberschranke erst fu¨r eine deutlich
ho¨here Dimension, wie in Abbildung 5.6 zu sehen ist. In diesem Bereich bewegen sich die

























Abbildung 5.6: Die Oberschranke fu¨r die erwartete Anzahl an redundanten Restriktionen fu¨r
m = 50 unter Variation der Dimension n
Hier wird klar, dass die von uns gefundene Schranke vor allem fu¨r sehr moderate m im
Verha¨ltnis zur Dimension n aussagekra¨ftig wird.
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Die Kurven fu¨r unsere Alternativfestlegung der Parameter bei Variation der Dimension wur-





In den ersten drei Abschnitten des letzten Kapitels wollen wir versuchen durch verschiedene
Vergleiche ein Fazit zur Anwendung der vier untersuchten Algorithmen zu ziehen. Anschlie-
ßend werden wir einen Ausblick geben, in dem auf besonders interessante noch zu lo¨sende
Problemstellungen bezu¨glich dieser Thematik eingegangen wird.
6.1 Subjektiver Vergleich der Algorithmen auf Basis der
Implementierungserfahrungen
Zur Erzeugung der empirischen Ergebnisse wurden die vier in dieser Arbeit untersuchten
Algorithmen (in ihrer primalen Version) implementiert. Auch wenn keine
”
perfekte“ Pro-
grammierung garantiert werden kann, sollen nun kurz die dabei gemachten Erfahrungen zum
Vergleich der Verfahren geschildert werden.
Als sehr schnell zur Berechnung zufa¨llig erzeugter Problembeispiele erwies sich das Verfahren
von Avis und Fukuda. Allerdings zeigte sich bei diesem fu¨r große m eine deutliche Anfa¨lligkeit
fu¨r numerische Instabilita¨t. Dabei spielt fu¨r den Algorithmus zwar eine leichte Koordina-
tena¨nderung von Ecken keine entscheidende Rolle, aber eine durch numerische Instabilita¨t
hervorgerufene Abweichung der zugrunde liegenden Basis einer Ecke im Verlauf des Verfah-
rens kann verheerende Folgen nach sich ziehen. Durch die daraus resultierende Vera¨nderung
von Nachbarschaftsbeziehungen zwischen Basen werden unter Umsta¨nden mehrere Pivoti-
sierungspfade nicht mehr ausgefu¨hrt und damit wird ein Teil der Ecken unentdeckt bleiben.
Weiter ist es mo¨glich, dass falsche Vorwa¨rtsschritte vollzogen werden oder ganze Pfade doppelt
durchlaufen werden, so dass einige Ecken auch mehrfach in unserer Ausgabeliste erscheinen
ko¨nnen.
Das Gift-Wrapping-Verfahren von Chand und Kapur la¨uft wesentlich stabiler, d.h. Auswir-
kungen von Rechenfehlern aufgrund numerischer Probleme halten sich in diesem Algorithmus
deutlich sta¨rker in Grenzen. Jedoch ko¨nnen in hohen Dimensionen n und gleichzeitig großer
Zahl an Restriktionen m relativ schnell Speicheru¨berla¨ufe entstehen. Der große Speicherauf-
wand fu¨hrt automatisch auch dazu, dass das Suchen in der Liste fu¨r ungesa¨ttigte Kanten
bzw. Randsimplexseiten deutlich Rechenlaufzeit erfordert. Dieser Nachteil gleicht sich jedoch
– zumindest bei einer hohen Restriktionszahl im Vergleich zur Dimension – weitgehend durch
eine Einsparung an Ru¨ckwa¨rtsschritten (nach Landen in einer Sackgasse) wieder aus. Na¨heres
hierzu wird in Abschnitt 6.3 erla¨utert, wenn wir empirische Untersuchungen zur Laufzeit vor-
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nehmen. Dabei werden wir feststellen, dass fu¨r m groß genug der Gift-Wrapping-Algorithmus
sogar die ku¨rzeste Laufzeit unter den betrachteten Algorithmen aufweisen kann.
Der Shelling-Algorithmus verha¨lt sich in Bezug auf numerische Stabilita¨t fast genauso gut wie
das Gift-Wrapping-Verfahren. Die von uns eingefu¨hrte Identifikation und Sortierung der Basen
nach ihren Zielfunktionswerten beschleunigt zwar deutlich den Algorithmus, fu¨hrt allerdings
bei hohen Parameterwerten aufgrund der großen Zahl an Ecken und der damit verbundenen
Problematik, dass die Zielfunktionswerte dieser Ecken oft sehr nahe beieinander liegen, zu ei-
nem leicht verfa¨lschten Ergebnis. Hier ist implementierungstechnisch eine Vergleichskonstante
einzufu¨hren, um zu unterscheiden, ob zwei Zielfunktionswerte nur aufgrund numerischer Pro-
bleme nicht identisch sind und in Wirklichkeit zu ein und derselben Ecke geho¨ren, oder ob
es sich um zwei unterschiedliche Ecken mit nur a¨hnlichem Zielfunktionswert handelt. Eine
”
gute“ Wahl dieser Konstante ist nicht einfach zu treffen. In der hier verwendeten Implemen-
tierung wurde sie mit Hilfe von Vergleichen mit den anderen Verfahren festgelegt. Weiter ist
fu¨r den Shelling-Algorithmus anzumerken, dass durch das sta¨ndige Springen zwischen i. bester
und (i + 1). bester Ecke oft viele Pivotschritte no¨tig sind und das Verfahren daher deutliche
Einbußen in der Laufgeschwindigkeit vorzuweisen hat.
Beschra¨nkt man sich bei der Implementierung der Double-Description-Methode auf die Spei-
cherung der Ecken und Kanten in Koordinaten, so wiederholen sich die Probleme mit einer
passenden Vergleichskonstante, wie eben beim Shelling-Algorithmus beschrieben wurde. Da
hier keine spezielle Sortierung der Elemente in unserer Liste vorgenommen wird, ist es emp-
fehlenswert zusa¨tzlich die Basisdarstellungen zu speichern und diese fu¨r die Unterscheidung
der Ecken und Kanten heranzuziehen. Des Weiteren ist bei der Double-Description-Methode
der Speicheraufwand besonders hoch, da die Kanten (und zugeho¨rige Ecken) bis zur letzten
Iteration schnell verfu¨gbar bleiben mu¨ssen. Vor allem das komplette Abarbeiten der verwen-
deten Liste in jeder Iteration la¨sst die Double-Description-Methode in Bezug auf die Laufzeit
sehr schlecht aussehen. Eine detailliertere Erkla¨rung fu¨r die besonders langen Laufzeiten im
inkrementellen Verfahren wird in Abschnitt 6.2 gegeben.
Nachfolgende Tabelle gibt eine subjektive Sortierung der Algorithmen in den Kategorien
Laufgeschwindigkeit, numerische Stabilita¨t und Speicheraufwand an. Dabei bedeutet eine
niedrige Platzierung, dass das Verfahren in dieser Kategorie nach den im Rahmen dieser
Arbeit gesammelten Erfahrungen als besser angesehen wird als ein Verfahren mit einem hohen
Platz.
Laufgeschwindigkeit Numerische Stabilita¨t Speicheraufwand
1. Avis und Fukuda 1. Gift-Wrapping 1. Avis und Fukuda
Gift-Wrapping 2. Shelling 2. Shelling
3. Shelling 3. Double-Description 3. Gift-Wrapping
4. Double-Description 4. Avis und Fukuda 4. Double-Description
Tabelle 6.1: Subjektive Einscha¨tzung der implementierten Algorithmen
Zumindest zur Laufzeitgeschwindigkeit werden in Abschnitt 6.3 empirische Untersuchungen
vorgenommen, die obige Einscha¨tzung besta¨tigen. Hier wird insbesondere der gemeinsame
erste Platz fu¨r das Verfahrens von Avis und Fukuda und den Gift-Wrapping-Algorithmus in
dieser Kategorie genauer erla¨utert.
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6.2 Vergleich der Komplexita¨ten
Wir wollen nun versuchen anhand der theoretischen Ergebnisse aus den Komplexita¨tsanalysen
die einzelnen Algorithmen zu vergleichen. Dieses Unterfangen kann lediglich sehr ungenau
vorgenommen werden, da die Aufwandsterme teilweise vo¨llig verschiedene Zufallgro¨ßen bein-
halten und dazu auf unterschiedliche Oberschranken basieren. Um dennoch halbwegs ein Fazit
zu ziehen, werden wir stets vom Worst-Case-Aufwand ausgehen und durch U¨berga¨nge in die
Average-Case-Werte einiger Zufallsgro¨ßen eine grobe Einstufung des Verfahrens angeben.
Beim beschleunigten Gift-Wrapping-Algorithmus haben wir nachfolgenden Worst-Case-Kom-
plexita¨tsterm erhalten (siehe Formel (2.11), Seite 62):
O
(
n(n2 +mn+ n2 lnm) +
∑
e∈V
(n2 + s(he)n+ n
2 lnm)+
+#K˜ ·m+m+ (lnm)s(min≥0hV )
)
Da sich das Beschleunigungsprinzip auch ohne Weiteres im Shelling-Algorithmus und im
Verfahren von Avis und Fukuda anwenden la¨sst, ist es fu¨r einen fairen Vergleich besser,
wenn wir hier die deterministische Maximalkomplexita¨t der einfachen Version des primalen
Gift-Wrapping-Algorithmus aus Formel (2.4) (Seite 57) heranziehen:
O(mn2 +#V (mn+ n2 log2(m)))
Da in realen Problemen meist m sehr viel gro¨ßer als n ist, ist es sinnvoll davon auszugehen,
dass #V > n und m > n · log2(m) gelten. Daher ko¨nnen wir grob sagen, dass fu¨r diese
”





Beim Verfahren von Avis und Fukuda sind wir auf nachfolgenden Worst-Case-Aufwand ge-
stoßen (siehe Formel (3.1), Seite 81):
O
(






r`(e) + n · log2 n
)
(6.1)





r`(e) ≤ #V · n2
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und somit wird dieser Ausdruck im Komplexita¨tsterm (6.1) von #V ·mn dominiert. Daher
gilt auch hier fu¨r
”
realistische“ Parameterwerte der Aufwand
O(#V ·mn) bzw. O(Ekm,n(#V ) ·mn).
Beim Shelling-Algorithmus haben wir in Formel (4.4) (Seite 136) nachfolgende Maximalkom-
plexita¨t festgehalten:
O(mn2 + 2mn+ (#V − 1) ·mn2 + n ·#V · ((m− n) + log2#V ))
Hierbei wurde vereinfachend die Zahl der Pivotschritte beim Crashing mit n und die Lis-
tengro¨ße mit #V nach oben abgescha¨tzt. Da unsere Vermutung, dass die erwartete Zahl der
Pivotschritte beim Crashing fu¨r große m nahe bei n liegt, a¨ußerst plausibel ist, gehen wir hier
von deren Korrektheit aus. Damit wird wegen
log2#V ≤ n log2(m) ≤ nm
der Suchaufwand auch im Average-Case fu¨r die Groß-O-Notation vernachla¨ssigbar. Es ergibt
sich insgesamt nachfolgende erwartete Komplexita¨t:
O(Ekm,n(#V ) ·mn2)
In erster Linie wird hier also der Gesamtaufwand von den Pivotschritten aus den Crashing-
Vorga¨ngen bestimmt. Der Shelling-Algorithmus erweist sich damit im asymptotischen Fall
durchschnittlich um den Faktor n schlechter als die beiden vorher behandelten Verfahren.
Besonders schwierig ist der Komplexita¨tsausdruck der Double-Description-Methode einzustu-
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bereits aus [Bor07, S. 197] bekannt ist (siehe auch Abschnitt 5.1, Seite 148). Somit ergibt sich

















n2(`+ 1) + n2 ln(`+ 1)
))
(6.2)
Borgwardt bescha¨ftigte sich in seiner Arbeit [Bor07, S. 201–203] auch mit einem Vergleich
zwischen der durchschnittlichen Komplexita¨t der Double-Description-Methode und der des
einfachen Gift-Wrapping-Algorithmus. Hier wird aufgezeigt, warum das inkrementelle Ver-
fahren einen großen Nachteil gegenu¨ber unseren sequentiellen Algorithmen hat. Im Folgenden
wird daher im Wesentlichen Borgwardts Argumentation wiedergegeben.
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Betrachten wir den Average-Case-Aufwand der Double-Description-Methode aus Formel (6.2),
so ist zu erkennen, dass fu¨r den angestrebten Vergleich das Verhalten von Ekm,n(#V`) in ` und
das Aufsummieren bis zur Stufe ` = m − 1 von zentraler Bedeutung ist. Fu¨r alle Verteilun-
gen aus unserer speziellen Klasse wurden bereits Oberschranken fu¨r die erwartete Eckenzahl




n+ 1 + 2k
) n−1
n+1+2k
wiedergegeben. Somit erha¨lt man fu¨r alle k ∈ (−1,∞) einen sublinearen Verlauf, dessen Grad
an Sublinearita¨t mit steigendem k zunimmt. Lediglich fu¨r die Verteilung auf ωn (d.h. k → −1)
ergibt sich hier ein lineares Verhalten:
` · Cn,−1
Wie Borgwardt in [Bor07] erkla¨rt, kann im asymptotischen Fall (`→∞, n und k fest) auch die
Existenz von Unterschranken fu¨r Ekm,n(#V`) mit derselben Gro¨ßenordnung bzgl. des Verlaufs
in ` nachgewiesen werden. Daher werden wir uns im Folgenden auf unsere Oberschranken
beschra¨nken und diese als das
”
wahre“ Verhalten interpretieren.




` · Cn,−1 ≈ m(m− 1)
2
· Cn,−1
Dies wird in der ersten Summe des Komplexita¨tsterms (6.2) mit dem Faktor n2 multipliziert.
Es ergibt sich also aus der ersten Summe im Prinzip der Aufwand:
m2n2 · Cn,−1







m,n(#V`+1) · n2(`+ 1) ≈
m−1∑
`=n
n3(`+ 1)Cn,−1 ≈ m2n3 · Cn,−1
Insgesamt also nochmal einen Faktor n mehr als in der zuerst betrachteten Summe.
Im Vergleich dazu ko¨nnen wir auch fu¨r den Average-Case-Aufwand des Gift-Wrapping-Algo-
rithmus (oder des Verfahrens von Avis und Fukuda) das Verhalten der erwarteten Eckenzahl
fu¨r die Oberfla¨chenverteilung linear ausdru¨cken:
E(#Vm) ·mn ≈ m · Cn,−1 ·mn = m2n · Cn,−1
Insgesamt erhalten wir also bei der Double-Description-Methode einen Faktor n2 mehr als
bei unseren ersten beiden sequentiellen Verfahren. Wie wir gleich feststellen werden, ist dabei
die betrachtete Oberfla¨chenverteilung die Verteilung, bei der sich die Schwa¨che des inkremen-
tellen Verfahrens noch am geringfu¨gigsten bemerkbar macht. Hier werden wir sehen, dass in
einer Iteration der Double-Description-Methode n-mal so viele Ecken berechnet werden als
letztendlich fu¨r das Resultat nach der Iteration u¨brig bleiben. Beru¨cksichtigt man, dass fu¨r all
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diese jeweils n Quotiententests zum Auffinden adjazenter Ecken durchzufu¨hren sind, erkla¨rt
sich damit eben festgestellter Mehraufwand vom Faktor n2.
Am Beispiel der Oberfla¨chenverteilung la¨sst sich gut erka¨ren, warum die Idee des inkrementel-
len Verfahrens von großem Nachteil ist. Wie wir festgestellt haben, wird das wahre Verhalten
der erwarteten Eckenzahl von unten durch eine lineare Funktion wiedergegeben, welche fu¨r
steigendes m an Genauigkeit zunimmt. Daher gelten weiterhin alle folgenden Ausdru¨cke nur
na¨herungsweise.
In jeder Iterationsstufe, nehmen wir etwa die Stufe mit `+1 zu beru¨cksichtigenden Restriktio-
nen, steigt die erwartete Eckenzahl von ` ·Cn,−1 auf (`+1) ·Cn,−1. D.h. nach dieser Iteration
haben wir Cn,−1 Ecken mehr als vorher. Dies sollten wir etwas detaillierter betrachten. Denn
in Wahrheit sind unter den (`+ 1) · Cn,−1 jetzt verfu¨gbaren Ecken
(`+ 1) · Cn,−1 · n
`+ 1
= n · Cn,−1
komplett neue Ecken, d.h. bei diesen ist die neu hinzugekommene Restriktion aT`+1x ≤ 1 straff.
Da sich allerdings in der Stufe mit `+ 1 Restriktionen die Zahl der Ecken insgesamt nur um
Cn,−1 erho¨ht, mu¨ssen in dieser Iteration also auch (n−1) ·Cn,−1 Ecken gelo¨scht werden. Somit
erweist sich nun die Arbeit fu¨r diese (n− 1) ·Cn,−1 Ecken im Prinzip als nutzlos. Summieren
wir noch u¨ber m − n Stufen, so ergibt sich die Anzahl der letztlich umsonst berechneten
Ecken:
(m− n) · (n− 1) · Cn,−1
Wir berechnen nun den sogenannten
”
U¨berproduktionsquotienten“ fu¨r die Gleichverteilung




Zahl der neu produzierten Ecken“)
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Betrachten wir diesen Quotienten fu¨r allgemeine k-Verteilungen, so wird ersichtlich, warum
sich der Nachteil des inkrementellen Verfahrens bei Erho¨hung des Verteilungsparameter k
noch weiter versta¨rkt.
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n+ 1 + 2k
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Man beachte, dass durch eine Erho¨hung von k die Funktion κ(k) wa¨chst und daher auch
der Term in Klammern steigt. Gleichzeitig fa¨llt der Exponent, wa¨hrend der Klammerwert
zwischen null und eins liegt. Dies fu¨hrt insgesamt zu einer Erho¨hung des Klammerausdruckes
inklusive Exponent und somit zu einem Fallen des gesamten Nenners. Durch die Erho¨hung
von k also wird unser U¨berproduktionsquotient gro¨ßer. Dieser wird somit nur fu¨r k → −1
genau n sein und fu¨r steigendes k an Wert zunehmen.
Daher unterliegt bzgl. ihrer Komplexita¨t die Double-Description-Methode den sequentiellen
Verfahren im Average-Case-Vergleich bei Anwendung des Rotationssymmetriemodells. Lassen
wir jedoch entartete Probleme zu, so ko¨nnte sich eventuell ein Einsatz der Double-Description-
Methode wieder als vorteilhaft erweisen. Denn dann kommen vor allem sequentielle Verfahren
in die Gefahr eine U¨berzahl an nutzlosen Pivotschritten durchzufu¨hren, wenn an Ecken eine
Vielzahl von Basen zugrunde liegt.
Als Fazit dieses Abschnittes ko¨nnen wir also festhalten, dass der Gift-Wrapping-Algorithmus
und das Verfahren von Avis und Fukuda bezu¨glich unserer theoretischen Analyse der Ave-
rage-Case-Komplexita¨t als Sieger hervorgehen. Die Double-Description-Methode erweist sich
hier als das schwa¨chste Verfahren. Dies entspricht genau unserer subjektiven Einscha¨tzung
der Laufzeit aus Tabelle 6.1. Eine weitere Besta¨tigung dieser Feststellungen werden wir im
nachfolgenden Abschnitt erhalten, in dem bezu¨glich der Laufzeit noch empirische Analysen
durchgefu¨hrt werden.
6.3 Empirische Untersuchung der Laufzeiten
Ein empirischer Laufzeitvergleich der Algorithmen weist aufgrund implementierungstechni-
scher Probleme, wie z.B. die Wahl geeigneter Vergleichskonstanten, sowie der nicht mo¨glichen
Garantie, dass alle Algorithmen in gleichem Maße effizient programmiert wurden, nur be-
schra¨nkte Aussagekraft auf. Da uns dieser dennoch einen guten Eindruck u¨ber die Rechen-
geschwindigkeit bei Einsatz der betrachteten Algorithmen vermittelt, wollen wir nun hierzu
einige empirische Untersuchungen vornehmen.
Bemerkung 6.1. Um gewisse Effekte deutlicher sichtbar zu machen, wurde im Folgenden bei
Variation der Dimension etwas von unserer gewo¨hnlichen Parameterfestlegung abgewichen
und die Restriktionszahl auf m = 150 gesetzt. Zudem haben in den Graphiken dieses Ab-
schnittes die gewa¨hlten Farben fu¨r die empirischen Kurven keine Bedeutung in Bezug auf
die Verteilung, sondern dienen lediglich der Unterscheidung der einzelnen Algorithmen (sie-
he Legende in der jeweiligen Graphik). Die gewa¨hlte Verteilung ist der Bildunterschrift zu
entnehmen.
Bemerkung 6.2. Des Weiteren werde darauf hingewiesen, dass bei der Generierung der empi-
rischen Daten jeweils die Zielfunktion fu¨r das Verfahren von Avis und Fukuda sowie fu¨r den
Shelling-Algorithmus gema¨ß ihren Formulierungen (siehe Algorithmus 3.2 bzw. 4.12) in der
Initialisierungsphase bestimmt wurde.
169
Kapitel 6 Fazit und Ausblick
Nachfolgende Abbildung gibt fu¨r die Dimension n = 7 bei Gleichverteilung der Restriktions-































































































b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung 6.1: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-
parameter k → −1 und Dimension n = 7
Wenig verwunderlich ist die lange Laufzeit der Double-Description-Methode. Wie bereits in
Abschnitt 6.2 bemerkt wurde, werden hier etwa n-mal so viele Ecken berechnet als letztend-
lich im Resultat u¨brig bleiben. Auch wenn diese Aussage lediglich fu¨r den asymptotischen
Fall hergeleitet wurde, scheint auch moderat die Double-Description-Methode deutlich mehr
Laufzeit zu beanspruchen. Die drei sequentiellen Verfahren laufen hingegen wesentlich schnel-
ler. Hier zeigt sich der Shelling-Algorithmus als das langsamste Verfahren. Durch das sta¨ndige
Springen von i. bester zu (i+ 1). bester Ecke werden bei diesem deutlich mehr Pivotschritte
stattfinden als beim Verfahren von Avis und Fukuda oder beim Gift-Wrapping-Verfahren, so
dass deren Laufzeiten klar u¨berschritten werden.
Insgesamt stellen wir hier fest, dass ein zeitlicher Unterschied zwischen dem Gift-Wrapping-
Algorithmus und dem Verfahren von Avis und Fukuda in dem oben gewa¨hlten Parameterbe-
reich nur geringfu¨gig vorhanden ist. Zuna¨chst erweist sich bei einer kleinen Restriktionszahl
das Verfahren von Avis und Fukuda als schneller. Mit Erho¨hung von m holt jedoch der Gift-
Wrapping-Algorithmus auf und u¨bertrumpft jenen sogar. Um diese Beobachtung zu erkla¨ren,
betrachten wir die Zahl an Pivotschritten bei den sogenannten
”
Backtracking“-Aktionen, also
die Summe der Ru¨ckwa¨rtsschritte nach Landungen in Sackgassen. Wie in Abbildung 6.2 zu
erkennen ist, nimmt diese bei Erho¨hung von m im Verfahren von Avis und Fukuda etwas
sta¨rker zu als im Gift-Wrapping-Algorithmus. Letzterer nutzt na¨mlich jede Mo¨glichkeit fu¨r
einen Vorwa¨rtsschritt und vermeidet so gut wie mo¨glich das Backtracking. Dabei werden oft
ungesa¨ttigte Kanten abgearbeitet, die zu einem fru¨heren Zeitpunkt in unserer Liste aufge-
nommen wurden, ohne dass eine Ru¨ckwa¨rtswanderung no¨tig gewesen ist. Des Weiteren bricht
der Gift-Wrapping-Algorithmus bereits ab, wenn die Liste mit den ungesa¨ttigten Kanten leer
ist. Hier ist im Gegensatz zum Verfahren von Avis und Fukuda keine Ru¨ckwa¨rtswanderung
zur Wurzel notwendig, um die Terminierung des Verfahrens festzustellen. Jedoch treten bei
wenig u¨brig gebliebenen ungesa¨ttigten Kanten oft lange Pfade beim Backtracking auf, so dass
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der Unterschied in der Anzahl der Pivotschritte im Vergleich zum Verfahren von Avis und





























































b b Avis und Fukuda
Abbildung 6.2: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k → −1
und Dimension n = 7
Besonders zu Gute kommt dem Verfahren von Avis und Fukuda neben dem kaum vorhan-
denen Speicheraufwand das Vermeiden von Suchaktionen in Listen. Allerdings erweist sich
hier das Backtracking als weniger effizient. Durch die reverse Pivotu¨berpru¨fung werden viele
potentielle Vorwa¨rtsschritte verboten und die Zahl der Ru¨ckwa¨rtsschritte nimmt daher et-
was zu. Beru¨cksichtigt man etwa, dass dieses Verfahren zum Feststellen der Terminierung
nochmals Ru¨ckwa¨rtsschritte bis zur Wurzel erfordert, werden zwangsla¨ufig n Backtracking-
Aktionen bis zur Wurzel stattfinden. Dies gilt rekursiv, abgesehen von den Bla¨ttern, auch fu¨r
alle anderen Knoten des entstehenden Suchbaumes. Zu diesen wird je nach Zahl der Abstiegs-
richtungen bis zu (n − 1)-mal zuru¨ckgelaufen. Allerdings bleiben hier in der Regel die Pfade
bei der Ru¨ckwa¨rtswanderung relativ kurz, so dass sich dieser Nachteil in Grenzen ha¨lt. Des
Weiteren beachte man, dass zum Auffinden des Ru¨ckwa¨rtspfades im Verfahren von Avis und
Fukuda die Regel von Bland anzuwenden ist, was zusa¨tzlich zu einem Zeitverlust fu¨hrt. Zudem
sind hier auch Quotiententests erforderlich, die gerade bei einer großen Restriktionszahl stark
ins Gewicht fallen. Wa¨hrenddessen fa¨llt der Aufwand fu¨r das Ru¨ckwa¨rtsschreiten im Gift-
Wrapping-Algorithmus minimal aus, da hier der Pfad abgespeichert wird und bei effizienter
Programmierung ohne Suchaufwand ausgelesen werden kann. Insbesondere sind bei diesem
keine Quotiententests durchzufu¨hren und es bleibt lediglich der Aufwand fu¨r den Pivotschritt
zu beru¨cksichtigen. Da weiter die Tableaugro¨ße durch die Erho¨hung von m zunimmt, ko¨nnen
insgesamt wenige zusa¨tzliche Ru¨ckwa¨rtsschritte den oben sichtbaren Zeitgewinn des Gift-
Wrapping-Algorithmus bewirken.
Schwieriger einzustufen sind die Auswirkungen durch die A¨nderung der Polyederstruktur bei
Erho¨hung von m. Durch eine große Restriktionszahl na¨hert sich das Polyeder tendenziell der
Kugel an; man kann hier von
”
sta¨rkerer Feinmaschigkeit“ des Polyeders sprechen. Auch dies
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kann zur obigen Ablo¨sung des Algorithmus von Avis und Fukuda als schnellstes Verfahren
beitragen.
Betrachten wir fu¨r unsere alternative Parameterfestlegung entsprechende Graphiken, so besta¨-
tigen sich weitgehend obige Erkenntnisse. Stellvertretend werden im Folgenden die Abbildun-
gen fu¨r den Verteilungsparameter k = 1 gezeigt. Wie man hier sieht, ist der Gift-Wrapping-
Algorithmus bei sehr großem m (im Vergleich zur Dimension) bereits deutlich schneller als das
Verfahren von Avis und Fukuda. Dass Letzterer fu¨r eine kleine Restriktionszahl das schnellste








































































































































b b Avis und Fukuda
Abbildung 6.3: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-





















































































































































































b b Avis und Fukuda
Abbildung 6.4: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 1
und Dimension n = 5
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Betrachten wir die Variation der Dimension n, so erkennen wir, dass durch die Dimensionsstei-
gerung der Gift-Wrapping-Algorithmus deutlich langsamer wird als das Verfahren von Avis
und Fukuda. Durch den extremen Anstieg der Eckenzahl bei Erho¨hung der Dimension (vgl.
Abschnitt 1.8) wird hier die Liste fu¨r ungesa¨ttigte Kanten im Gift-Wrapping-Algorithmus
sehr lang und damit beanspruchen Suchaktionen in dieser viel Rechenzeit. Eine Einsparung
an Ru¨ckwa¨rtsschritten kann diesen Nachteil hier nicht mehr ausgleichen. Wir sehen, dass eine
hohe Restriktionszahl entscheidend ist, um den Gift-Wrapping-Algorithmus als
”
Sieger“ zu
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung 6.5: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-
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b b Avis und Fukuda
Abbildung 6.6: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k → −1
und Restriktionszahl m = 150
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Kapitel 6 Fazit und Ausblick
In Abbildung 6.6 wird die Zahl der Pivotschritte beim Backtracking fu¨r den Gift-Wrapping-
Algorithmus und fu¨r das Verfahren von Avis und Fukuda bei Variation der Dimension dar-
gestellt. Aufgrund der hohen Skalierung ist hier ein Unterschied zwischen den beiden Kurven
nicht mehr zu erkennen. Durch die in der Graphik verwendete Lupe mit Vergro¨ßerungsfaktor
zehn und gleichzeitiger Reduzierung der Liniendicke im vergro¨ßerten Bereich wird eine Unter-
scheidung der beiden Kurven mo¨glich. Auch wenn in absoluten Zahlen das Backtracking beim
Verfahren von Avis und Fukuda mehr Schritte erfordert als beim Gift-Wrapping-Algorithmus
und die Differenz sogar noch bei Erho¨hung von n etwas zunimmt, handelt es sich bezu¨glich
der Gesamtschrittzahl und bezu¨glich der Listengro¨ße um einen zu geringen Anteil als, dass
dadurch Effekte festzustellen sind.
Zu den Untersuchungen dieses Abschnittes wurden noch weitere Graphiken fu¨r andere Ver-
teilungsparameter erstellt, die keine neuen Erkenntnisse liefern. Diese finden sich im Anhang
ab Seite 213.
6.4 Ausblick
In dieser Arbeit wurden schon an einigen Stellen Mo¨glichkeiten fu¨r weitere Forschungs-
bescha¨ftigungen aufgezeigt. Betrachtet man unser Ergebnis zur erwarteten Gesamtkomple-
xita¨t beim Verfahren von Avis und Fukuda, so sto¨ßt man hier auf die Gro¨ße #V 1, welche die
Anzahl an Ecken mit genau einer Aufstiegsrichtung wiedergibt. Dies wirft unmittelbar die
naheliegende Frage auf, wie groß denn Ekm,n(#V












n−`) fu¨r alle ` ∈ {0, 1, . . . , n}.
Wie jedoch lauten die sonstigen Erwartungswerte oder in welchem Verha¨ltnis stehen diese
Gro¨ßen zueinander? Empirische Analysen hierzu haben wir bereits in Abschnitt 3.5 vorge-
nommen. A¨hnliches wurde auch in Abschnitt 3.6 untersucht, als wir uns mit der Problemstel-
lung bescha¨ftigten, mit welcher Wahrscheinlichkeit man auf eine Auf- bzw. Abstiegskante bei
vorgegebenem Winkel ϕ = (x∆, z) fu¨r eine Ecke x∆ und Zielfunktionsvektor z trifft.
Besonders erstrebenswert wa¨re es in dieser Arbeit gewesen, die erwartete Anzahl an Pivot-
schritten beim Crashing-Verfahren im Shelling-Algorithmus analytisch zu berechnen. Es ist
sehr naheliegend, dass asymptotisch dieser Wert gegen n laufen wird. Auch wenn grob klar
ist, wie diese Vermutung bewiesen werden kann, hakt es leider an einigen Stellen, bei denen
bislang nur Plausibilita¨tsu¨berlegungen weiterhelfen. Somit konnte hierzu noch kein sauberer
Beweis gefu¨hrt werden. Dieses Problem ist auf jeden Fall weiterhin von großem Interesse.
Auch die Average-Case-Analyse des Suchaufwands und der Listengro¨ße, auf die man im Shel-
ling-Algorithmus durchschnittlich trifft, stellt sich als sehr schwierig heraus. Empirische Er-
gebnisse finden sich hierzu in Abschnitt 4.7. Bei Letzterem hat man zu untersuchen, wie viele
Ecken bereits gesehen, aber noch nicht abgearbeitet wurden. Eng verwandt hiermit ist die
Fragestellung, wie viele Ecke es in einem bestimmten Zielfunktionswertebereich gibt.
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6.4 Ausblick
Zudem wa¨ren zur Redundanzwahrscheinlichkeit, mit der wir uns im vorherigen Kapitel be-
scha¨ftigt haben, weitere bzw. bessere Resultate wu¨nschenswert. Die berechnete Schranke fu¨r
die Verteilungsparameter k ∈ (−1, 0) ist zwar nicht trivial, aber sicherlich deutlich verbesser-
bar, wie unsere empirischen Ergebnisse nahelegen. Andere Schranken scheitern bislang aus
technischen Gru¨nden bzw. werden durch zu grobe Abscha¨tzungen trivial. Erst wenn hier-
zu konkrete Ergebnisse vorliegen, ko¨nnte man sich mit der Frage bescha¨ftigen, ob sich ein
vorheriges Aussortieren redundanter Punkte bzw. Restriktionen lohnt. Die Anwendung die-
ses Preprocessings mu¨sste dabei nicht auf die Double-Description-Methode allein beschra¨nkt
bleiben.
Wie man an diesen exemplarischen Fragestellungen sieht, gibt es also im Bereich der Konvexe-





Im ersten Teil des Anhangs sollen einige Formeln, Definitionen und Eigenschaften von Funk-
tionen aufgelistet werden, die sich fu¨r Forschungen auf dem Gebiet der hier vorliegenden
Arbeit als nu¨tzlich erweisen ko¨nnen.1
A.1 Die Gamma- und Betafunktion





definiert. Sie weist nachfolgende Eigenschaften auf:
• Γ(1) = 1
• Γ(x+ 1) = x · Γ(x)























• Γ(x) ist eine konvexe Funktion.
• ln Γ(x) ist auch eine konvexe Funktion.
• Fu¨r x ≥ 1 und 0 < α < 1 gilt:
(x+ α− 1)α ≤ Γ(x+ α)
Γ(x)
≤ xα (A.2)
1Der Großteil der in den Abschnitten A.1 und A.2 aufgefu¨hrten Formeln stammt aus dem Buch von Borgwardt
[Bor87, S. 245–255].
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Anhang A Nu¨tzliche Formeln




xk−1(1− x)`−1 dx = Γ(k) · Γ(`)
Γ(k + `)
(A.3)
Zur Gamma- und Betafunktion lassen sich noch nachfolgende Gleichungen auffu¨hren:


























(1− x)k−`x`−1−δ dx = Γ(k + 1) · Γ(`− δ)
Γ(k + 1− δ) · Γ(`+ 1) (A.5)
A.2 Das Lebesgue-Maß



















In diesem Zusammenhang sind folgende Beziehungen bekannt:




















rn−1 sinΨ2 · (sinΨ3)2 . . . (sinΨn−1)n−2 dΨn−1 . . . dΨ2dΨ1dr





















































































(n−2)λn−2(ωn−1)λn−2(ωn−1) fu¨r n ≥ 3







n−1λn−2(ωn−1) fu¨r n ≥ 3
λn−2(ωn−1) = 2 fu¨r n = 2
Des Weiteren kann sich nachfolgende Formel zum Lebesgue-Maß als nu¨tzlich erweisen:





 | |a1 . . . an
| |
∣∣∣∣∣∣ (siehe [Bok07, S. 10]) (A.8)















|detB| = λn−1(KH(b1, . . . , bn)) · (n− 1)! (A.9)
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Anhang A Nu¨tzliche Formeln
A.3 Weitere Formeln



















































































(siehe z.B. [BS93]) (A.13)
Weiter ko¨nnen sich die Jensensche Ungleichung und die Ungleichung von Bernoulli des O¨fteren
als nu¨tzlich erweisen. Die Erstere wird in nachfolgendem Satz formuliert:













λi = 1 und λi ≥ 0 ∀i = 1, . . . , n (A.14)
Die Jensensche Ungleichung kann auf Erwartungswerte angewendet werden. D.h. fu¨r eine
konvexe Funktion f und eine integrierbare Zufallsvariable X gilt:
f(E(X)) ≤ E(f(X)) (A.15)
Die Ungleichung von Bernoulli lautet wie folgt:
(1 + x)n ≥ 1 + nx fu¨r − 1 < x, n ∈ N (A.16)
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A.4 Zusatz zu Abschnitt 3.6
A.4 Zusatz zu Abschnitt 3.6
In Abschnitt 3.6 wurde die Aufstiegswahrscheinlichkeit an einer Ecke unter gewissen Voraus-
setzungen untersucht und zumindest asymptotisch ein Ergebnis gewonnen. Die Berechnung
der gesuchten Wahrscheinlichkeit im moderaten Fall erweist sich als deutlich schwieriger. Ei-
ne Hilfe hierzu liefert nachfolgendes Lemma, das in unserer speziellen Problemstellung aus
Abschnitt 3.6 allerdings nur fu¨r gerade Dimensionen verwendet werden kann.
Lemma A.2. Fu¨r n˜ ∈ N und eine Konstante a ∈ R gilt:∫
















Speziell fu¨r a = sin(ϕ) und n˜ := n−42 bei geradem n ≥ 6 folgt damit:∫



















(sin2(ϕ) − z2)n−42 −i−1
Beweis. Wir wenden mehrfach die Formel der partiellen Integration an:∫




f(z) = (a2 − z2)n˜−1 f ′(z) = −2(n˜− 1)z(a2 − z2)n˜−2

























Fu¨hren wir bezu¨glich des letzten Integrals nochmals eine partielle Integration aus, so ergibt
sich mit
















































Anhang A Nu¨tzliche Formeln
Wird wiederum die Formel der partiellen Integration auf das letzte Integral angewendet, so
erhalten wir mit



















































Fahren wir in dieser Weise fort, ergibt sich als Gesamtergebnis:∫















(a2 − z2)n˜−2 + 2(n˜− 2)·{
z5






(a2 − z2)n˜−3 + 2(n˜ − 3)·{
z7





























(a2 − z2)−1dz = − 1
2a
(ln(z + a)− ln(z − a)) und∫
(a2 − z2)0dz =
∫
1dz = z
sind, ergeben sich fu¨r unser Integral in den Spezialfa¨llen n = 2 und n = 4 folgende Ergebnisse:∫
(sin2(ϕ)− z2)n−42 dz n=2=
∫
(sin2(ϕ) − z2)−1dz = − 1
2 sin(ϕ)
(ln(z + sin(ϕ)) − ln(z − sin(ϕ)))∫





Fu¨r ungerade n kann man nun wieder mit partieller Integration arbeiten. Allerdings werden




In diesem Kapitel sind Graphiken aufgefu¨hrt, die der Vollsta¨ndigkeit halber generiert wurden,
jedoch kaum neue Erkenntnisse liefern. Um den Text nicht unno¨tig oft durch Graphiken dieser
Art zu unterbrechen, wurden die Abbildungen hier in den Anhang ausgelagert.
B.1 Erga¨nzungen zu Kapitel 1
Nachfolgende Abbildungen wurden erga¨nzend zu Abschnitt 1.8 u¨ber die empirische Analyse
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 20
Abbildung B.1: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k → −1 und
Restriktionszahl m = 500 unter Variation der Dimension n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 26
Abbildung B.2: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 0 und
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 32,5
Abbildung B.3: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 1 und
Restriktionszahl m = 500 unter Variation der Dimension n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 520
Abbildung B.4: Durchschnittliche Anzahl der Ecken bei Verteilungsparameter k = 10 und
Restriktionszahl m = 500 unter Variation der Dimension n
B.2 Erga¨nzungen zu Kapitel 2
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 1,95
Abbildung B.5: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k → −1 und n = 5 unter
Variation von m
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 3,25
Abbildung B.6: Mittelwert fu¨r
∑
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 5,9
Abbildung B.7: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 1 und n = 5 unter
Variation von m
186














0 500 1000 1500 2000





























































(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 131,6
Abbildung B.8: Mittelwert fu¨r
∑
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 3.690
Abbildung B.9: Mittelwert fu¨r
∑
e∈V s(he) unter Verteilungsparameter k = 0 und m = 50
unter Variation von n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 43.666.000
Abbildung B.10: Mittelwert fu¨r
∑
e∈V s(he) unter Verteilungsparameter k = 10 und m = 50
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 36,9
Abbildung B.11: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k → −1 und m = 500
unter Variation von n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 105
Abbildung B.12: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 0 und m = 500
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 1263
Abbildung B.13: Mittelwert fu¨r
∑
e∈V s(he) bei Verteilungsparameter k = 1 und m = 500
unter Variation von n
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(b) Vergro¨ßerung der Ordinatenwerte um
den Faktor 240.000
Abbildung B.14: Mittelwert fu¨r
∑
e∈V s(he) unter Verteilungsparameter k = 10 und m = 500
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(b) k = 0
Abbildung B.15: Durchschnittliche Anzahl einzusortierender Punkte fu¨r m = 500 unter Va-
riation des Parameters n
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(d) k = 10
Abbildung B.15 (Fortsetzung): Durchschnittliche Anzahl einzusortierender Punkte fu¨r
m = 500 unter Variation des Parameters n
B.3 Erga¨nzungen zu Kapitel 3
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(d) k = 10
Abbildung B.16: Mittelwert der Zahl an Auswertungen in einer Zielfunktionsspalte pro Ab-
stiegsrichtung bei Variation der Dimension n unter m = 500
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bb b ` = 3 und ` = 4
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung B.17: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Di-
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bb b ` = 3 und ` = 4
b b ` = 2 und ` = 5
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung B.18: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Di-
mension n = 7 und Verteilungsparameter k = 1 unter Variation der Restrik-
tionszahl m
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(b) Vergro¨ßerung um den Faktor 10
Abbildung B.19: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Di-
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b b ` = 2
b b ` = 1










(b) ` = 0, ` = 1 und ` = 2
Abbildung B.20: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Re-
striktionszahl m = 50 und Verteilungsparameter k = 0 unter Variation der
Dimension n
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(b) ` = 0, ` = 1 und ` = 2
Abbildung B.21: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Re-
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(b) ` = 0, ` = 1 und ` = 2
Abbildung B.22: Durchschnittliche Anzahl an Ecken mit ` aufsteigenden Richtungen bei Re-
striktionszahl m = 50 und Verteilungsparameter k = 10 unter Variation der
Dimension n
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 10
Abbildung B.23: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei n = 5 und
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(b) Vergro¨ßerung der Ordinatenwerte um den
Faktor 8,9
Abbildung B.24: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei n = 5 und
k = 10 unter Variation des Parameters m
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(b) ` = 0, ` = 1 und ` = 2
Abbildung B.25: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei m = 500
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(b) ` = 0, ` = 1 und ` = 2
Abbildung B.26: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei m = 500
und k = 1 unter Variation des Parameters n
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b b ` = 2
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(b) ` = 0, ` = 1 und ` = 2
Abbildung B.27: Durchschnittliche Anzahl an Ecken mit ` Aufstiegsrichtungen bei m = 500
und k = 10 unter Variation des Parameters n
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.28: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 15, n = 5 und k = 1
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.29: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 2000, n = 5 und k = 1
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.30: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 15, n = 5 und k = 10
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.31: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 2000, n = 5 und k = 10
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.32: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 30, n = 5 und k → −1
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.33: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 30, n = 5 und k = 0
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.34: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 30, n = 5 und k = 1
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(b) Relative Ha¨ufigkeit der Aufstiegsrichtungen an einer Ecke in
Abha¨ngigkeit vom Winkel ϕ
Abbildung B.35: Nach Winkelbereichen sortierte Verteilung der Ecken und der relativen
Ha¨ufigkeit von Aufstiegskanten pro Ecke fu¨r m = 30, n = 5 und k = 10
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Anhang B Erga¨nzende Graphiken
B.4 Erga¨nzungen zu Kapitel 4
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(d) k = 10
Abbildung B.36: Einfluss der Anzahl an Restriktionen auf die durchschnittliche Schrittzahl
pro Crashing-Vorgang unter der Dimension n = 7
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(d) k = 10
Abbildung B.37: Einfluss der Anzahl an Restriktionen auf die durchschnittliche Schrittzahl
pro Crashing-Vorgang unter der Dimension n = 5
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(d) k = 10
Abbildung B.38: Einfluss der Dimension auf die durchschnittliche Schrittzahl pro Crashing-
Vorgang bei m = 50
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(d) k = 10
Abbildung B.39: Einfluss der Dimension auf die durchschnittliche Schrittzahl pro Crashing-
Vorgang bei m = 500
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(d) k = 10
Abbildung B.40: Maximale und durchschnittliche Listengro¨ße bei m = 500
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B.5 Erga¨nzungen zu Kapitel 5
B.5 Erga¨nzungen zu Kapitel 5
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(d) k = 10
Abbildung B.41: Mittlere Anzahl redundanter Restriktionen bei n = 7 unter Variation von m
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(c) k = 10
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b b k → −1
b b k = 0
b b k = 1
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Abbildung B.44: Oberschranke fu¨r die An-
zahl redundanter Restrik-
tionen bei m = 500
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B.6 Erga¨nzungen zu Kapitel 6
B.6 Erga¨nzungen zu Kapitel 6
Im Folgenden erscheinen erga¨nzende Graphiken zur empirischen Untersuchung der Laufzeit






















































































b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.45: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-



























































b b Avis und Fukuda
Abbildung B.46: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 0
und Dimension n = 7
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.47: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-



























































b b Avis und Fukuda
Abbildung B.48: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 1
und Dimension n = 7
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.49: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-


























































b b Avis und Fukuda
Abbildung B.50: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algo-
rithmus und im Verfahren von Avis und Fukuda bei Verteilungsparameter
k = 10 und Dimension n = 7
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.51: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-
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b b Avis und Fukuda
Abbildung B.52: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 0
und Restriktionszahl m = 150
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.53: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-
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b b Avis und Fukuda
Abbildung B.54: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 1
und Restriktionszahl m = 150
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b b Avis und Fukuda
b b Shelling
b b Double-Description
Abbildung B.55: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-









0 1 2 3 4 5 6 7 8 9 10









































b b Avis und Fukuda
Abbildung B.56: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algo-
rithmus und im Verfahren von Avis und Fukuda bei Verteilungsparameter
k = 10 und Restriktionszahl m = 150
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b b Avis und Fukuda
Abbildung B.57: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-






































































































































































































































































b b Avis und Fukuda
Abbildung B.58: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algo-
rithmus und im Verfahren von Avis und Fukuda bei Verteilungsparameter
k → −1 und Dimension n = 5
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b b Avis und Fukuda
Abbildung B.59: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-


























































































































































































b b Avis und Fukuda
Abbildung B.60: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algorith-
mus und im Verfahren von Avis und Fukuda bei Verteilungsparameter k = 0
und Dimension n = 5
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b b Avis und Fukuda
Abbildung B.61: Laufzeiten der Konvexe-Hu¨lle-Algorithmen in Millisekunden bei Verteilungs-

























































































































































b b Avis und Fukuda
Abbildung B.62: Durchschnittliche Anzahl der Ru¨ckwa¨rtsschritte im Gift-Wrapping-Algo-
rithmus und im Verfahren von Avis und Fukuda bei Verteilungsparameter





In diesem Teil des Anhanges sollen die Vorgehensweisen der vier analysierten Konvexe-Hu¨lle-
Algorithmen bildlich veranschaulicht werden.1 Hierzu betrachten wir das nachfolgende Poly-


























Man beachte bei den folgenden Graphiken, dass zu Beginn eines jeden Algorithmus das Poly-
eder natu¨rlich noch vo¨llig unbekannt ist. Dennoch wird – abgesehen von der Veranschau-
lichung der Double-Description-Methode – fu¨r einen besseren U¨berblick das Polytop von
Vornherein komplett vorgezeichnet und lediglich bestimmte Charakteristika der Algorith-
men, wie z.B. das Durchlaufen einer Kante, farblich markiert. Hier erfolgt fu¨r jedes Verfahren
eine eigene Beschreibung. Lediglich bei der Double-Description-Methode wird die Visualisie-
rung des Verfahrens anderweitig durchgefu¨hrt. Hier werden wir iterativ weitere Restriktionen
beru¨cksichtigen und damit stets Teile des Polyeders abschneiden. Sowohl die durch den Schnitt
neu entstandene Facette als auch der unzula¨ssig werdende Teil des Polyeders wird hier jeweils
farblich hervorgehoben.
1Die nachfolgenden Graphiken entstanden in Zusammenarbeit mit Prof. Borgwardt anla¨sslich seines Beitrages
zur Vortragsreihe
”
Faszination Mathematik und Physik“ am 9. Dezember 2010 mit dem Titel
”
Wie muss




In den Graphiken zum Gift-Wrapping-Algorithmus kennzeichnen rote Pfeile ein Vorwa¨rts-
laufen auf der jeweiligen Kante in die durch die Pfeilspitze gekennzeichnete Richtung. Dun-
kelgru¨ne Pfeile verdeutlichen Kanten, die vom derzeitigen Standpunkt aus sichtbar sind und
nun untersucht werden mu¨ssen. Hellgru¨ne Pfeile geben die Elemente der Liste fu¨r ungesa¨ttigte
Kanten wieder. Diese werden dabei so gerichtet, dass von der stumpfen Seite des Pfeiles die
Kante entdeckt wurde. Blaue Pfeile visualisieren ein Ru¨ckwa¨rtsschreiten auf einer bereits
durchlaufenen Kante nach Landen in einer sogenannten Sackgasse. Diese ist daran erkenn-
bar, dass hier kein Vorwa¨rtsschritt zu einer noch nicht besuchten Ecke mo¨glich ist. Graue
Doppelpfeile verdeutlichen Kanten, die zwar nicht durchschritten wurden, deren beide Ecken
aber dennoch bereits abgearbeitet sind. Diese Kanten waren zwar Elemente der Liste fu¨r
ungesa¨ttigte Kanten, konnten allerdings, ohne dass auf diesen ein Vorwa¨rtsschritt notwendig



















































O.B.d.A. startet der Algorithmus an der am weitesten oben liegenden Ecke. Von dort sind drei
Laufrichtungen auffindbar (dunkelgru¨ne Pfeile). Eine davon wird im na¨chsten Schritt als Vor-
wa¨rtskante gewa¨hlt. Die anderen verbleiben in der Liste fu¨r ungesa¨ttigte Kanten und werden


































































































































































































































































Von der Ecke x1,7,10 gera¨t nun eine Kante ins Blickfeld, die sich bereits in der Liste fu¨r
ungesa¨ttigte Kanten befindet. Das bedeutet, dass anschließend beide Ecken dieser Kante ab-
gearbeitet sind und daher die Kante als gesa¨ttigt eingestuft werden kann. Deswegen fa¨rben wir
die Verbindung [x1,7,10, x1,3,10] im Folgenden grau. Sie wird im weiteren Verlauf des Verfahrens



































































































































































































































































Wir entdecken nun erneut eine Kante, die bereits in der Liste fu¨r ungesa¨ttigte Kanten ent-
halten ist. Die Entfernung dieser aus der Liste markieren wir wieder mit einem grauen Dop-
pelpfeil. Als Vorwa¨rtsschritt bleibt damit nur die Kante zur Ecke x3,6,10. Analoges wird sich











































































































An der Ecke x5,6,10 angekommen, stoßen wir auf zwei Kanten, die bereits als ungesa¨ttigt
eingestuft wurden. Wir lo¨schen daher beide aus unserer Liste und markieren diese in unserer
Graphik grau. Damit ergibt sich hier nun keine Mo¨glichkeit mehr fu¨r einen Vorwa¨rtsschritt.
Um aus dieser Sackgasse zu kommen, werden nun solange Ru¨ckwa¨rtsschritte (blaue Pfeile)
vorgenommen, bis wir auf eine Ecke stoßen mit einer ungesa¨ttigen Kante (hellgru¨n). Diese

































































































































































Erst nach vier Ru¨ckwa¨rtsschritten entdecken wir eine ungesa¨ttigte Kante und verwenden diese































































































































































Mit Erreichen der Ecke x7,8,9 sind wir bei der letzten abzuarbeitenden Ecke angekommen. Hier
sind auch die beiden u¨brig gebliebenen Kanten aus unserer Liste sichtbar. Diese erhalten damit
die Bezeichnung gesa¨ttigt und werden grau markiert. An der Tatsache, dass nun die Liste mit
den ungesa¨ttigten Kanten leer ist, erkennt der Gift-Wrapping-Algorithmus die vollsta¨ndige
Untersuchung des Polyeders und terminiert.
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Anhang C Beispiele
C.2 Das Verfahren von Avis und Fukuda
Nachfolgend wird visualisiert, wie der Algorithmus von Avis und Fukuda vorgeht, um sa¨mt-
liche Ecken des betrachteten Polyeders zu bestimmen. Dabei wird als Zielfunktion
max eT3 x
verwendet. Wird eine Kante mit einem gru¨nen Pfeil gekennzeichnet, so bedeutet das, dass
wir uns derzeit an der Ecke mit dem stumpfen Ende des Pfeiles befinden und bezu¨glich dieser
Kante die reverse Blandu¨berpru¨fung vornehmen. Der U¨bersichtlichkeit halber beschra¨nken
wir uns bei dieser Markierung auf Abstiegsrichtungen, d.h. es werden lediglich diejenigen
Kanten gru¨n hervorgehoben, bei denen der Test die U¨berpru¨fung der Bedingungen aus Schritt
1 a) iii) im Algoritmus 3.2 erfordert. Endet ein solcher mit einem positiven Ergebnis, so
wird der reverse Pivotschritt ausgefu¨hrt. Wie bereits beim Gift-Wrapping-Algorithmus wird
dieser Vorwa¨rtsschritt mit einem roten Pfeil gekennzeichnet. Andernfalls markieren wir die
Kante grau. Landen wir nach mehreren Vorwa¨rtsschritten in einer Sackgasse, d.h. hier ist kein




















































Zuna¨chst fu¨hren hier die reversen Pivotu¨berpru¨fungen an den Abstiegskanten stets zu positi-
ven Ergebnissen.
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Nun wird an einer Abstiegsrichtung eine reverse Pivotu¨berpru¨fung mit negativem Ergebnis
durchgefu¨hrt. Die Kante muss daher grau markiert werden. Allerdings ist es uns an dieser




























































































































































An der Ecke x2,5,6 werden bei der einzigen Abstiegskante die Bedingungen fu¨r einen reversen
Pivotschritt nicht erfu¨llt (
”
Index 8 > Index 2“). Daher erfolgen nun mit Hilfe der Auswahlregel



















































Erst wenn wir bis zur Startecke zuru¨ckgelaufen sind, finden wir eine neue Abstiegskante zum

































































































































































































































































Nun sind wir an der schlechtesten Ecke bezu¨glich unserer Zielfunktion max x3 angekommen.








































































































An der Ecke x1,7,10 ist wieder eine Abstiegsrichtung fu¨r die reverse Blandu¨berpru¨fung vor-































































































































































































































































Wir sind erneut in einer Sackgasse gelandet. Erst wenn wir bis zur Ecke x1,7,9 zuru¨ckgelaufen







































































































Bei der Ecke x1,7,9 erlaubt uns die reverse Pivotu¨berpru¨fung einen Vorwa¨rtsschritt zur Zielecke
x1,4,9.
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Die Bedingungen fu¨r einen reversen Pivotschritt zur Ecke x4,8,9 werden hier nicht erfu¨llt
(
”
Index 4 < Index 8“). Daher erfolgt erneut eine Ru¨ckwa¨rtswanderung, welche erst wieder







































































































An der Startecke verbleibt nur noch eine Abwa¨rtskante. Die Benutzung dieser ist der Beginn

















































































































































































































Wir sind erneut in einer Sackgasse gelandet. Nach einem Ru¨ckwa¨rtsschritt jedoch finden wir











































































































Nun erfolgt jeweils die reverse Blandu¨berpru¨fung zu den beiden noch u¨brig gebliebenen
Kanten. Da diese jeweils zu bereits besuchten Ecken fu¨hren, ist klar, dass hieraus keine






















































Auch wenn nun alle Kanten u¨berpru¨ft und schon la¨ngst sa¨mtliche Ecken besucht wurden, ist
dies dem Algorithmus noch nicht bekannt. Er wird nun mittels Ru¨ckwa¨rtsschritten versuchen,























































An der Startecke angekommen, findet der Algorithmus keine weiteren Abstiegsrichtungen und
erkennt daran, dass die Ecken des Polyeder bereits vollsta¨ndig aufgefunden wurden.
Das letzte Bild visualisiert in verschiedenen Farben die Pfade (aus Vorwa¨rtsschritten) im





























Nun folgt eine bildliche Veranschaulichung der Vorgehensweise des Shelling-Algorithmus. Wie
beim Verfahren von Avis und Fukuda wurde dazu als Zielfunktion
max eT3 x
gewa¨hlt. Hier werden die Ecken in der Reihenfolge ihrer Zielfunktionswerte – also sortiert
nach ihren x3-Werten – aufgesucht.
Bereits abgearbeitete Ecken werden jeweils mit einer Nummer versehen, die uns die Reihenfol-
ge wiedergibt. Die derzeitige Ecke, an der wir uns befinden, wird rot gefa¨rbt. Schon verlassene
Ecken werden blau markiert. In gru¨n werden diejenigen Ecken hervorgehoben, die zwar als
Nachbarn bereits abgearbeiteter Ecken entdeckt, allerdings aufgrund ihres Zielfunktionswer-
tes (x3-Wertes) noch nicht besucht wurden. Dabei bedeutet die dunkelgru¨ne Farbe, dass diese
Ecken gerade erst der Hilfsliste hinzugefu¨gt wurden. Hellgru¨ne Ecken sind schon la¨nger in der
Hilfsliste. Die Crashing-Schritte werden stets mit einem gestrichelten roten Pfeil gekennzei-
chet, welche die Ausgangs- und Zielecke direkt miteinander verbindet. Es werden also nicht




















































Wir beginnen bei der Ecke x1,3,10. Sie weist den ho¨chsten x
3-Wert auf und stellt somit unseren
























































Den ho¨chsten x3-Wert unter den gru¨n markierten Ecken weist x1,7,10 auf. Daher wird nun zu
dieser pivotisiert. Da es sich hier noch um einen direkten Nachbarn der Ausgangsecke handelt,
























































Nun sind zwei weitere (noch nicht gefundene) Nachbarecken zu sehen, die der Hilfsliste hin-
zugefu¨gt werden. Anschließend wird der Crashing-Algorithmus zum Erreichen der Ecke x1,2,3




















































































































































































An unserer fu¨nften Ecke x2,3,6 finden wir einen Nachbarn, der bereits in der Hilfsliste gespei-




























































































































An der achten Ecke x5,6,10 sind gar keine neuen Nachbarn auffindbar. Wir ko¨nnen also gleich









































































































































































































An der elften Ecke wird nun die letzte Ecke erkannt und zumindest in die Hilfsliste aufgenom-
men. Der Algorithmus kann dies hier allerdings noch nicht erkennen. Es werden daher nun





































































































































































































































Nun an der letzten Ecke angekommen ist die Hilfsliste leer und der Algorithmus terminiert.
C.4 Die Double-Description-Methode
Nachfolgend wird die Vorgehensweise der Double-Description-Methode dargestellt. Dabei deu-
ten Pfeile auf freie Richtungen hin. Rot markierte Facetten veranschaulichen den Schnitt
durch das Polyeder bei Hinzunahme einer weiteren Restriktion. Unzula¨ssig werdende Ecken
und Kantenteile werden wir grau fa¨rben. Fu¨r einen besseren Eindruck u¨ber die Entstehung des
Polyeders wird vorrangig die gleiche Skalierung verwendet wie bei den vorherigen Verfahren.
Da das Polyeder allerdings zu Beginn des Verfahrens noch eine weitaus gro¨ßere Punktmen-
ge umfasst, werden wir jedoch an einigen Stellen gezwungen sein, bei dieser Skalierung zu
lange Kanten abzuschneiden. In diesen Fa¨llen wird in einem zusa¨tzlichen Bild eine ho¨here
Skalierung gewa¨hlt, um auch das gesamte Polyeder zu zeigen.
Zuna¨chst beginnt der Algorithmus mit den ersten drei Restriktionen. Hier entsteht die Ecke











In obigem Bild ist zu sehen, dass durch die zusa¨tzliche Hyperebene eine der freien Richtungen
abgeschnitten wird. Der unzula¨ssig werdende Teil dieser Kante ist grau markiert. Die roten
Pfeile stellen die durch den Schnitt neu entstandenen freien Richtungen dar. Nachfolgende
Graphik zeigt nochmal das resultierende Polyeder allerdings ohne farbliche Markierung des




















Da hier ein Schnittpunkt sehr weit weg von den anderen Ecken entsteht, ist es mit der bisher
verwendeten Skalierung nicht mehr mo¨glich, das Gesamtpolyeder darzustellen. Daher betrach-










Die beiden nachfolgenden Graphiken zeigen das resultierende Polyeder in den verwendeten



















Die sechste Restriktion fu¨hrt leider noch nicht zur Beschra¨nktheit des Polyeders. Hier erfolgt




































































In der Ansicht des Gesamtpolyeders zeigt sich der Schnitt mit der siebten Restriktions-
hyperebene wie in erster Graphik der nachfolgenden Seite zu sehen ist. Das Resultat der
Beru¨cksichtigung dieser Restriktion und somit gleichzeitig der Ausgangspunkt fu¨r die na¨chste














































































































































































































Da dieser Schnitt auf der Ru¨ckseite des Polytops stattfindet, betrachten wir den Sachverhalt





























Letztendlich erhalten wir das Polyeder wie in den anderen Konvexe-Hu¨lle-Algorithmen. Dieses
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