Fast algorithm for discrete fractional Hadamard transform by Aleksandr Cariow & Dorota Majorkowska-Mech
Numer Algor (2015) 68:585–600
DOI 10.1007/s11075-014-9862-8
ORIGINAL PAPER
Fast algorithm for discrete fractional Hadamard
transform
Aleksandr Cariow · Dorota Majorkowska-Mech
Received: 18 July 2013 / Accepted: 15 April 2014 / Published online: 15 August 2014
© Springer Science+Business Media New York 2014
Abstract This paper proposes a fast algorithm for computing the discrete fractional
Hadamard transform for the input vector of length N , being a power of two. A direct
calculation of the discrete fractional Hadamard transform requires N2 real multi-
plications, while in our algorithm the number of real multiplications is reduced to
N log2N .
Keywords Discrete linear transforms · Discrete fractional Hadamard transform ·
Eigenvalue decomposition · Fast algorithms
1 Introduction
Discrete fractional Hadamard transform (DFRHT) is a generalization of the discrete
Hadamard transform (DHT) with one additional fractional parameter as a discrete
fractional Fourier transform is a generalization of the discrete Fourier transform.
Since the fractional Fourier transform has been widely applied in the compression
of signals [1], image encryption [2–4], digital watermarking [5] other fractional dis-
crete orthogonal transforms were developed, such as: discrete fractional cosine and
sine transforms [6] and the discrete fractional Hartley transform [7]. In [8] a dis-
crete fractional Hadamard transform for the vector of length N = 2n was defined,
but a fast algorithm for the realization of this transform has not been proposed. The
authors’ paper [9] describes a rationalized algorithm for DFRHT, which possesses a
reduced number of multiplications and additions. The analysis of the mentioned algo-
rithm shows that not all of the existing improvement possibilities have been found. In
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this paper, we propose another algorithm for the discrete fractional Hadamard trans-
form that requires fewer total real additions and multiplications, than our previously
published solution.
2 Mathematical background
Hadamard matrices are defined as N×N symmetric matrices whose entries are either
1 or −1 and whose distinct rows are mutually orthogonal [10]. The normalized forms




















for N = 4, 8, . . . , 2n. Matrices generated in this fashion (without normalization)
were first constructed by James Joseph Sylvester [10]. They are referred to as
Sylvester Hadamard matrices, but we will call them Hadamard matrices. These matri-
ces have many interesting properties [11, 12] and are widely used in communication
systems, data compression, error control coding, cryptography, linear filtering and
spectral analysis [13, 14].
Definition of the discrete fractional Hadamard transform is based on eigenvalue
decomposition of the DHT matrix. According to the Spectral Theorem, any real
symmetric matrix (including the Hadamard matrix) can be written as a product [15]



















ZN = [z0N | z1N | . . . | zN−1N ] - the matrix whose columns are normalized mutu-
ally orthogonal eigenvectors of the matrix HN . The eigenvector zkN corresponds to
the eigenvalue λk . A superscript T denotes the matrix transposition operation. The
set of eigenvalues λ0, λ1, . . . , λN−1 is called the spectrum of matrix HN . How-
ever, eigenvectors vkN , which are columns of the matrix ZN (after normalization), as
well as their associated eigenvalues λk , can be ordered in different ways. In many
cases, including the case of discrete fractional Hadamard transform, the so-called
sequency ordering of the eigenvectors is used. This means that the k-th eigenvector
has k sign-changes. We will first clarify what is meant by a sign-change in a vec-
tor. The vector vN = [v0, v1, . . . , vN−1]T has a sign-change at n if vnvn+1 < 0 for
n = 0, 1, . . . , N − 2 or if vn = 0 and vn−1vn+1 < 0 for n = 1, 2, . . . , N − 2.
Functions are the continuous counterparts of vectors. The sign-change of a vector
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corresponds to a “zero-crossing” of a function. The zero-crossing is a point where
the sign of a function changes (e.g. from positive to negative or vice versa), and
it is represented by a crossing of the horizontal axis (zero value) in the graph of
the function. The bases of trigonometric functions, Walsh functions and orthogonal
polynomials are indexed in such a way that the function possessing an index 0 has
no zero-crossing, the function with an index 1 has one zero-crossing and so on. It
can be said that k-th function has k zero-crossings. The numbers of zero-crossings
of the basis functions f0, f1, f2, . . . create a sequence 0, 1, 2,. . . It could be said
that the functions are sequency ordered. Also the Hermite-Gaussian functions, being
eigenfunctions of the Fourier transform, are sequency ordered. The discrete Hermite-
Gaussians, the eigenvectors of the discrete Fourier transform, are ordered in this way
as well [16]. The columns (rows) of the Hadamard matrix HN , defined by (1), are
not sequency ordered (for N ≥ 4), but the numbers of sign-changes appearing in
these columns (rows) create the set {0, 1, . . . , N − 1} in some order. This means
that the Hadamard matrix has a full column and row sign spectrum [12] and we can
interchange the columns (rows) of this matrix, so as they were sequency ordered.
The discrete fractional Hadamard transform matrix of order N = 2n with a real
parameter α was first defined in [8]. This matrix is simply a power of the DHT matrix,
where the exponent a=α/π









Obviously, for a = 0 the DFRHT matrix becomes the identity matrix, and for a=1
it is transformed into ordinary DHT matrix. Generally a DFRHT matrix is complex-
valued.
In order to obtain the discrete fractional Hadamard matrix defined by (4) it is nec-
essary to calculate the eigenvalues and eigenvectors of the matrix HN . A method for
finding the eigenvalues and eigenvectors of the Hadamard matrix has been presented
in [17]. In turn, in [8] a recursive method for the calculation of the eigenvectors of the
Hadamard matrix of order 2n+1 based on the eigenvectors of the Hadamard matrix
of order 2n has been proposed. In this article, this method will be stated briefly.
In [17] it was shown that if vkN (k = 0, 1, . . . , N − 1) is an eigenvector of the









will be an eigenvector of the matrix H2N associated with the eigenvalue λ.
In [8] it was shown that if vkN is an eigenvector of HN associated with an







will be an eigenvector of the matrix H2N associated with the eigenvalue −λ.
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These two results allow us to generate the eigenvectors of order 2n+1 from the












associated with the eigenvalues 1 and −1 respectively, the eigenvectors of the
Hadamard matrix of arbitrary order N =2n can be recursively computed.
The only eigenvalues of the unnormalized Hadamard matrix of order N = 2n are
known to be 2n/2 and −2n/2 [18], hence the normalized Hadamard matrix HN has
only the eigenvalues 1 and −1, each one has an eigenspace of dimension N/2. In [8]
it was shown that the recursively computed eigenvectors with the formulas (5)–(7)
are orthogonal and that the 2N eigenvectors of H2N can be ordered in such a way
that vk2N has k sign-changes. We illustrate the procedure with the example below.
Example 1 The number of sign-changes in eigenvectors v02 and v
1
2 of matrix H2,
determined by (7), is equal to 0 and 1 respectively. Using the expressions (5) and (6)


































where b = √2 − 1. We note that the numbers of sign-changes in the above vectors
are 0, 1, 3, 2 respectively (b > 0). Therefore, to obtain a sequency ordered set of
eigenvectors of matrix H4, they should be numbered in the following manner:
v04 = vˆ04 v14 = v˜04 v24 = v˜14 v34 = vˆ14.
The corresponding eigenvalues will be equal to:
λ0 = 1 λ1 = −1 λ2 = 1 λ3 = −1.
It is easy to check that for N =8 the sequency ordered eigenvectors of matrix H8 will
have the form:
v08 = vˆ08 v18 = v˜08 v28 = v˜18 v38 = vˆ18
v48 = vˆ28 v58 = v˜28 v68 = v˜38 v78 = vˆ38,
and the corresponding eigenvalues are equal to:
λ0 = λ2 = λ4 = λ6 = 1 λ1 = λ3 = λ5 = λ7 = −1.
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for l = 0, 1, . . . , N2 − 1 and
λk = (−1)k. (9)
for k = 0, 1, . . . , 2N − 1.
It must be noted that both the eigenvectors of the matrix H2 and eigenvectors
obtained for the Hadamard matrices of higher order are not normalized. In this article
it is assumed that the notation
∥∥vkN∥∥ means the Euclidean norm of vector vkN . In [9]
it was shown that for any N = 2n we have the relationship∥∥vkN∥∥2 = (1 + b2)n (10)
where k = 0, 1, . . . , N − 1 and b = √2 − 1. If we take the designation c=1 + b2,







Thus, using the normalized sequency ordered eigenvectors, the eigenvalue decompo-
sition (2) of the Hadamard matrix of order N =2n, can be written as follows:




where N is the diagonal matrix whose non-zero elements are
λk = (−1)k = e−jkπ (13)









λak = e−jkπa (15)
for k = 0, 1, . . . , N − 1. Based on the definition of the DFRHT matrix for N =2n it
is easy to verify that the matrix has the unitary property [8]:(
HaN
)−1 = H−aN = 1cn VN−aN VTN (16)
3 The algorithm
Suppose you want to calculate the discrete fractional Hadamard transform for signal
xN in which the number of samples is equal to N =2n. By yaN we denote the output
signal which is calculated using the formula
yaN = HaNxN (17)
In order to calculate the output signal it is necessary to perform N2 complex multipli-
cations and N(N − 1) complex additions, taking into account that the matrix HaN is
given. If the input signal is real, then the number of real multiplications will be equal
to 2N2, and the number of real additions will be equal to 2N(N − 1). However, if
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we use the decomposition (14), and exploit the factorization of matrices VN and VTN
into a product of sparse matrices containing a small number of non-zero elements,
the number of multiplications required to implement the DFRHT can be reduced.
Factorization of the matrix is usually possible when it has a suitable structure. Let us
consider the structure of matrices VN .









1 −b b2 −b
b −b2 −b 1
b 1 −b −b2






1 −b b2 −b b2 −b3 b2 −b
b −b2 b3 −b2 −b b2 −b 1
b −b2 −b 1 −b b2 b3 −b2
b2 −b3 −b2 b 1 −b −b2 b
b 1 −b −b2 b3 b2 −b −b2
b2 b −b2 −b3 −b2 −b 1 b
b2 b 1 b −b2 −b −b2 −b3




Example 2 demonstrates that the matrix V2 has a specific structure. As will be shown
later, this type of matrices may be advantageously factorized. Now we consider the
matrix V4. If the second and fourth columns of the matrix V4 are interchanged,
and, the third and fourth columns of the resulting matrix are also interchanged, the




1 −b −b b2
b 1 −b2 −b
b −b2 1 −b








The matrix V4 differs from the matrix V4 only in the order of the columns. Therefore,
the matrix V4 can be obtained by postmultiplying the matrix V4 by the permutation






1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0
⎤
⎥⎥⎦ .
Now we consider the matrix V8. Let us perform the following permutation of
columns of this matrix: (
1 2 3 4 5 6 7 8
1 8 4 5 2 7 3 6
)
.
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1 −b −b b2 −b b2 b2 −b3
b 1 −b2 −b −b2 −b b3 b2
b −b2 1 −b −b2 b3 −b b2
b2 b b 1 −b3 −b2 −b2 −b
b −b2 −b2 b3 1 −b −b b2
b2 b −b3 −b2 b 1 −b2 −b
b2 −b3 b −b2 b −b2 1 −b















1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0




Generalizing the above mentioned considerations to the case N = 2n, we can write:
VN = VNPN (18)
for N = 2, 4, . . . , 2n. For N = 2 we can also write
V2 = V2P2 = V2,
where P2 is the identity matrix of order two
P2 = I2.
The permutation matrix PN of order 2n can be obtained recursively from PN/2




















for N = 4, 8, . . . , 2n, where SN is a perfect shuffle permutation matrix of order 2n,
JN/2 is a counter-identity matrix of order N/2 and 0N/2 is zero matrix. The perfect
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shuffle permutation is the permutation that splits the set consisting of an even number
of elements into two piles and interleaves them. It can be written in a following
manner: (
1 2 3 4 . . . 2n







1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0






0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
⎤
⎥⎥⎦ .
If we write the matrix VN as a product VNPN , and the multiplication by a fac-
tor responsible for the normalization of eigenvectors is included in the matrix of
eigenvalues aN , then the expression (14) will take the form:


















for k = 2, 4, . . . , 2n−1. Such a construction of matrix VN enables a factorization,










where Ik is the identity matrix of order k.
It should be emphasized that the presence of permutation matrices PN and PTN in
expression (20) does not increase the number of arithmetic operations in the calcu-
lation of the DFRHT compared with the expression (14), since the multiplication by
these matrices leads only to the permutation of the columns in the original matrix.
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for 2 ≤ k ≤ n (25)
then the matrix W2n is factorized as follows:
W2n = R(n)2n R(n−1)2n . . . R(1)2n (26)










⎥⎥⎥⎦ = I2n−k ⊗ A2k (27)
where the symbol ⊗ denotes the Kronecker product and sub-matrices A2k , situated






= W2 ⊗ I2k−1 (28)










⎥⎥⎥⎦ = I2n−k ⊗ W2k (29)
Note that there are equalities:
Wˇ(k+1)2n = R(k+1)2n LW(k)2n (30)
and
Wˇ(n)2n = W2n (31)
They result from the definition of the matrix W2n and from special constructions of
matrices R(k)2n and Wˇ
(k)
2n . Also the following decomposition occurs:
Wˇ(k)2n = R(k)2n R(k−1)2n . . . R(1)2n for 1 ≤ k ≤ n (32)
that can be justified by an induction method.
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For k = 1 we get












= I2n−1 ⊗ W2.
Based on the induction hypothesis we have
Wˇ(k)2n = R(k)2n R(k−1)2n . . . R(1)2n .









= R(k+1)2n Wˇ(k)2n = Wˇ(k+1)2n .
Taking in (32) k=n we get Wˇ(n)2n = R(n)2n R(n−1)2n . . . R(1)2n and taking into account (31)
we obtain the result.
For the matrix V2n in (20), the conditions of Proposition 1 are satisfied when
p = s = 1, q = −b and r = b. In this case,






Hence, the matrix V2n can be factorized as follows:
V2n = R(n)2n R(n−1)2n . . . R(1)2n (33)
where
R(k)2n = I2n−k ⊗ V2 ⊗ I2k−1 (34)
for k = 0, 1, . . . , n.
For the matrix V
T
2n in (20), the conditions of Proposition 1 are satisfied when
p = s = 1, q = b and r = −b. In this case






Then, the matrix V
T
2n can be factorized as follows:
V
T
2n = R˜(n)2n R˜(n−1)2n . . . R˜(1)2n (35)
where
R˜(k)2n = I2n−k ⊗ VT2 ⊗ I2k−1 (36)
for k = 0, 1, . . . , n.
Taking into account the factorization of the matrices V2n and V
T
2n resulting from
Proposition 1, a computational procedure that describes a fast discrete fractional
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Hadamard transform algorithm for the vector xN of length N = 2n can be represented
as follows:
yaN = R(n)N R(n−1)N . . . R(1)N PN˜aNPTN R˜(n)N R˜(n−1)N . . . R˜(1)N xN (37)
The explicit form of the matrices occurring in the expression (37) and the flow dia-
gram for the DFRHT for N = 8 are presented in the Appendix. In the proposed
algorithm the matrix-vector products R˜(k)N x
k−1
N , where x
0
N is the input vector, are cal-
culated step by step. Actually the multiplications of the matrix V2 by the two-element
sub-vectors of the vector xk−1N are implemented. Each of this products requires 2
real multiplications and 2 real additions. Since the matrix V2 is not orthogonal
(V2VT2 = cI2), repeatedly applying this matrix can be a source of rounding errors.
To avoid this problem the matrix V2 can be replaced by the matrix 1√c V2, which
is orthogonal, hence numerically stable. In this case, the matrices R˜(k)N and R
(k)
N ,





R(k)N respectively, and the matrix ˜
a
N by the unitary matrix 
a
N . After such
replacement the unitary matrix HaN would be factorized as a product of unitary fac-
tors. However, such solution leads to a doubling of the number of multiplications in





V2, so we will try to estimate how big is the potential loss of accu-
racy in our algorithm. For N = 2n, the unitary alternative means dividing n times
by
√
c ≈ 1.0824 then the diagonal means multiplying with cn and then again n divi-
sions by
√
c. For example, if N = 250 ≈ 1015, we divide by cn/2 ≈ 52, multiply by
cn ≈ 2744 and divide again by cn/2 ≈ 52. Since this means a potential loss of only
2 to 3 decimal digits for such a large N that in practice, using our fast, non-unitary
version, does not seem to be a serious problem.
Since the DFRHT matrix satisfies property (16), the inverse discrete fractional
Hadamard transform (IDFRHT) can be calculated in the same manner as the DFRHT
transform, only the parameter a should be changed to −a. The general procedure for
calculating the IDFRHT transform for N = 2n will take the form
xN = R(n)N R(n−1)N . . . R(1)N PN˜−aN PTN R˜(n)N R˜(n−1)N . . . R˜(1)N yaN (38)
4 Computational complexity
Let us assess the computational complexity in terms of number multiplications and
additions required for the DFRHT calculation. Calculation of the discrete fractional
Hadamard transform for a real-valued vector xN of length N = 2n, assuming that
the matrix HaN defined by (4) is given, requires N
2 = 22n multiplications of a com-
plex number by a real number and N(N − 1) = 2n(2n − 1) complex additions.
Each multiplication of a complex number by a real number needs two real multi-
plications and each addition of two complex numbers requires two real additions.
Hence, the number of real multiplications and real additions required for computing
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the DFRHT using the direct method is equal to 22n+1 and 2n+1(2n −1), respectively,
thus computational complexity of the direct method is O(N2).
Proposition 2 The computational complexity of the DFRHT calculated according to
our fast algorithm is O(N log2N).
Proof A real-valued matrix-vector product R˜(k)N xN in formula (37) requires
2n real multiplications and 2n real additions, so calculation of the product
R˜(n)N R˜
(n−1)
N . . . R˜
(1)
N xN required n2
n real multiplications and n2n real additions. As a
result, we again obtain a real-valued vector. As it was already mentioned, the multi-
plication of the permutation matrix PTN by a vector does not require any arithmetic
operations. The product of the complex-valued diagonal matrix ˜aN (we assume that
for a predetermined parameter a, the diagonal elements of this matrix were calcu-
lated in advance) and real-valued vector (alredy calculated) requires 2n+1 − 1 real
multiplications (the first entry λ˜a0 is always real). The resulting product is complex-
valued. Applying the permutation PN does not require any arithmetical operations.
The resulting vector is then multiplied by the matrices R(1)N , R
(2)
N ,. . . , R
(n)
N . Each of
these multiplications requires 2n+1 real multiplications and 2n+1 real additions, so
all together they require n2n+1 real multiplications and n2n+1 real additions. The
total number of arithmetic operations to compute DFRHT of size 2n using our fast
algorithm is (3n + 2)2n − 1 real multiplications and 3n2n real additions, so the
computational complexity of this algorithm is O(N log2N).
Tables 1 and 2 display the number of multiplications and additions required for
the DFRHT transform implementation of the real-valued input signal of the length
N = 2n. These numbers were calculated for three methods of the transform imple-
mentation: the direct multiplication of the DFRHT matrix by a vector of the input
data, calculation according to authors’ algorithm described in the work [9], and
according to the algorithm (37) proposed in this article. It is easy to check that even
Table 1 Number of multiplications for mentioned algorithms
N = 2n Direct method Method [9] Proposed algorithm
2 8 6 9
4 32 18 31
8 128 54 87
16 512 162 223
32 2048 486 543
64 8192 1458 1279
128 32768 4374 2943
256 131072 13122 6655
512 524288 39366 14847
1024 2097152 118098 32767
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Table 2 Number of additions for mentioned algorithms
N = 2n Direct method Method [9] Proposed algorithm
2 4 5 6
4 24 25 24
8 112 95 72
16 480 325 192
32 1984 1055 480
64 8064 3325 1152
128 32512 10295 2688
256 130560 31525 6144
512 523264 95855 13824
1024 2095104 290125 30720
for not very large n the number of arithmetic operations, required for DFRHT trans-
form realization according to the proposed algorithm, is several times smaller than
the other two methods of DFRHT computing.
5 Conclusions
The article presents a fast algorithm for the DFRHT performing. The algorithm has
a much lower computational complexity than the direct way of the DFRHT imple-
mentation. Although the authors’ paper [9] describes a rationalized algorithm for the
DFRHT with a reduced number of multiplications and additions, the solution pre-
sented in that article does not exhaust all possibilities of rationalizing the process of
the DFRHT implementation. The algorithm presented in this article has a lower com-
putational complexity than the algorithm in paper [9], especially in the case of large
values of N .
In this article the computational procedure for DFRHT calculating is described
in matrix notation. The matrix notation is a very compact and simple mathematical
formalism suitable for parallel realization. This notation enables us to adequately
represent the space-time structures of an implemented computational process and
directly maps these structures into the hardware realization space. For simplicity, we
considered the synthesis of a fast algorithm for the DFRHT calculation for N = 23
(in Appendix). However, it is clear that the proposed procedure was developed for an
arbitrary case when the order of the matrix is a power of two.
Acknowledgments The authors would like to thank the anonymous reviewers for their great effort and
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Appendix
For N = 8 the fast algorithm (37) for computing the discrete fractional Hadamard
transform will be represented by the following vector-matrix procedure:
ya8 = R(3)8 R(2)8 R(1)8 P8˜a8PT8 R˜(3)8 R˜(2)8 R˜(1)8 x8,
where the matrix P8 was previously determined and the other matrices take the
following form:
R(3)8 = I1 ⊗ V2 ⊗ I4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 −b 0 0 0
0 1 0 0 0 −b 0 0
0 0 1 0 0 0 −b 0
0 0 0 1 0 0 0 −b
b 0 0 0 1 0 0 0
0 b 0 0 0 1 0 0
0 0 b 0 0 0 1 0




R(2)8 = I2 ⊗ V2 ⊗ I2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 −b 0 0 0 0 0
0 1 0 −b 0 0 0 0
b 0 1 0 0 0 0 0
0 b 0 1 0 0 0 0
0 0 0 0 1 0 −b 0
0 0 0 0 0 1 0 −b
0 0 0 0 b 0 1 0




R(1)8 = I4 ⊗ V2 ⊗ I1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −b 0 0 0 0 0 0
b 1 0 0 0 0 0 0
0 0 1 −b 0 0 0 0
0 0 b 1 0 0 0 0
0 0 0 0 1 −b 0 0
0 0 0 0 b 1 0 0
0 0 0 0 0 0 1 −b




R˜(3)8 = I1 ⊗ VT2 ⊗ I4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 b 0 0 0
0 1 0 0 0 b 0 0
0 0 1 0 0 0 b 0
0 0 0 1 0 0 0 b
−b 0 0 0 1 0 0 0
0 −b 0 0 0 1 0 0
0 0 −b 0 0 0 1 0
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R˜(2)8 = I2 ⊗ VT2 ⊗ I2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 b 0 0 0 0 0
0 1 0 b 0 0 0 0
−b 0 1 0 0 0 0 0
0 −b 0 1 0 0 0 0
0 0 0 0 1 0 b 0
0 0 0 0 0 1 0 b
0 0 0 0 −b 0 1 0




R˜(1)8 = I4 ⊗ VT2 ⊗ I1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 b 0 0 0 0 0 0
−b 1 0 0 0 0 0 0
0 0 1 b 0 0 0 0
0 a −b 1 0 0 0 0
0 0 0 0 1 b 0 0
0 0 0 0 −b 1 0 0
0 0 0 0 0 0 1 b









λa0 0 0 0 0 0 0 0
0 λa1 0 0 0 0 0 0
0 0 λa2 0 0 0 0 0
0 0 0 λa3 0 0 0 0
0 0 0 0 λa4 0 0 0
0 0 0 0 0 λa5 0 0
0 0 0 0 0 0 λa6 0




where c = 1 + (√2 − 1)2, λa0 = e−0jπa = 1, λa1 = e−1jπa, λa2 = e−2jπa, λa3 =
e−3jπa, λa4 = e−4jπa, λa5 = e−5jπa, λa6 = e−6jπa, λa7 = e−7jπa.
Figure 1 shows a data flow diagram of the fast algorithm for the 8-point DFRHT.
In this paper, the data flow diagram is oriented from left to right. Straight lines in the
Fig. 1 Data flow diagram of the fast DFRHT algorithm for N = 8
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figures denote the operation of data transfer. We use the usual lines without arrows
specifically not to clutter the picture. Note that the circles in this figure shows the
operations of multiplication by a complex number inscribed inside a circle. In turn,
the rectangles indicate the matrix-vector multiplications by matrices V2 and VT2 .
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