Unmanned aerial vehicles (UAVs)-assisted communications have been an essential complement of conventional wireless networks. In this paper, we consider a UAV-enabled multicasting system, where a UAV with a directional antenna of adjustable beamwidth is employed to disseminate a common file to a group of ground users. By minimizing the mission completion time, we investigate how beamwidth control would affect the UAV's three-dimensional (3D) location/trajectory. First, we consider the quasistationary UAV scenario, where the UAV is deployed at a static location. In this case, we jointly optimize the 3D UAV location and antenna beamwidth under the practical constraints on the UAV's altitude and beamwidth, while ensuring that all users are covered by the main lobe of the UAV antenna. Although this problem is nonconvex, its global optimality can be obtained by using a two-step algorithm, where semiclosed solutions of the 3D location and beamwidth are derived. Next, in the mobile UAV scenario, a joint 3D UAV trajectory and beamwidth design is proposed, additionally constrained by the horizontal and vertical speed. To tackle this nonconvex problem, we develop an iterative optimization algorithm based on successive convex approximation techniques, which updates the 3D trajectory and beamwidth simultaneously in each iteration. Numerical results demonstrate the effectiveness of the proposed design as compared to benchmark schemes.
I. INTRODUCTION
Wireless communications enabled by unmanned aerial vehicles (UAVs) have been envisioned as a promising technology in military, civilian and commercial applications [1] , [2] . Compared to traditional terrestrial communications, UAV systems provide several key advantages including the ability of on-demand deployment, line-of-sight (LoS) dominant UAV-ground channels, and additional degree-offreedom (DoF) in three-dimensional (3D) space.
Depending on the UAV's mobility, researches on UAV-assisted communication systems can be divided into two categories, i.e., the quasi-stationary and mobile UAV, each of which is of paramount importance as they correspond to different practical application requirements. In the first category, one main application is to deploy static UAVs as The associate editor coordinating the review of this manuscript and approving it for publication was Juan Liu . aerial base stations (BSs) to provide ubiquitous wireless coverage for ground users. Along this line, the UAV location in two-dimensional (2D) or 3D space is optimized for various objectives, including outage probability [3] , coverage area [4] , [5] , the number of served users [6] , [7] , and the number of required UAVs [8] , as well as communication throughput/power [7] , [9] . For instance, the work in [7] investigates the 3D UAV placement aiming to maximize sum rates and the number of served users by considering the limitation of wireless backhaul capacity. Based on a LoS map approach, Chen and Gesbert [9] optimize the UAV position to maximize the end-to-end throughput for a relay system.
On the other hand, in the second category with mobile UAVs, trajectory design or path planning has been widely investigated to unlock the full potential of UAV-ground communications, especially in applications such as mobile relays [10] , [11] , information dissemination/data collection [12] - [16] , flying computing cloudlets [17] , and secure VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ communications [18] , [19] . However, in most of the existing works on trajectory optimization (e.g. [10] - [19] ), the UAV is highly restricted over a plane with fixed altitude, which cannot fully exploit the UAV mobility. As such, there is an increasing concern about the 3D trajectory design in UAV-enabled systems. Reference [20] studies a 3D trajectory optimization problem for UAV-enabled wireless sensor networks (WSNs) in Rician fading channel. Sun et al. [21] investigate the joint design of the 3D trajectory and resource allocation for solar-powered UAV communication systems. Furthermore, both the quasi-stationary and mobile UAV scenarios are considered in [22] , where a UAV works as a cognitive transmitter by sharing the spectrum of BS. The rate of a secondary receiver is maximized by jointly optimizing the 3D UAV location/trajectory and transmit power. Most of the prior works assume that the UAV is equipped with an omnidirectional antenna, which provides equal radiation in 3D space. However, in practice, equal radiation can be readily realized only in 2D space [23] . In modern wireless communication systems, with the rapid development of beamwidth tuning technologies, directional antennas with adjustable beamwidth are more practical and have been extensively used in diversified scenarios. For a hybrid wireless network consisting of a directional antenna UAV BS and a terrestrial BS, ref. [24] jointly optimizes the UAV trajectory and the network resource allocation to maximize the minimum throughput of mobile terminals. Che et al. [25] investigate the optimal UAV beamwidth and UAV density of a cognitive UAV network. However, only a handle of works has addressed the interplay between antenna beamwidth and UAV's maneuverability, i.e., location/trajectory. In [26] , a directional antenna UAV communicates with users using non-orthogonal multiple access (NOMA) to maximize the minimum rate among users, where the UAV is deployed at a fixed horizontal location. Yang et al. [27] optimize the UAV's 3D location, beamwidth, and bandwidth allocation to minimize the sum uplink power. However, the trajectory design is not considered in these works. By partitioning the given area into several regular hexagonal cells and connecting the UAV location in each cell, the path planning is considered in [28] . Specifically, reference [28] proposes a fly-and-hovercommunication protocol that users are sequentially served by the UAV as it hovers above the center of each cell. In order to be energy efficient, Song et al. [29] further propose a fly-and-communication protocol where the UAV flies with a zigzag pattern to cover the given area. Completion time and energy consumption minimization problem is formulated by jointly optimizing the flying speed, altitude, and beamwidth. However, the proposed protocols in [28] and [29] are strictly sub-optimal since they do not make full use of the UAV mobility to enhance system performance. In [30] , for a UAV-enabled wireless power transfer (WPT) system, the minimum energy of two users is maximized over a limited charging period via the joint design of 3D trajectory and beamwidth. However, only two users are considered in [30] , which extremely simplifies the practical consideration. Up to now, the joint design of 3D location/trajectory and antenna beamwidth for a UAV-enabled multicasting system has not been well investigated in the existing literature.
In this paper, we study a UAV-enabled multicasting system where a UAV is employed to deliver a common file to a group of ground users, as shown in Fig. 1 . We consider that the UAV is equipped with a directional antenna of adjustable beamwidth. The joint UAV location/trajectory and beamwidth design is proposed for the quasi-stationary UAV scenario and mobile UAV scenario, respectively. In comparison with the prior studies on location/trajectory optimization relying on the simplified omnidirectional antenna model, our design brings about additional challenges. Firstly, the effective region dominated by the main lobe of the antenna is limited, which leads to extra consideration of the coverage requirement for a given geographic region. Secondly, different from the conventional 2D trajectory designs with a fixed altitude, the beamwidth-related UAV coverage area calls for the joint design of both the horizontal and vertical UAV trajectories, resulting in the 3D UAV trajectory optimization. Tackling the above key issues yields the main contributions of this paper as summarized follow:
• We first focus on the quasi-stationary UAV scenario, in which the UAV maintains static during the deployment period. We jointly optimize the UAV's 3D location and antenna beamwidth to minimize the mission completion time under the constraints on the UAV's altitude and beamwidth, while guaranteeing that all users lie within the area covered by the main lobe of the antenna. Although the formulation problem is nonconvex, we demonstrate that it can be solved in two steps. In the first step, the optimal horizontal location is derived as a semi-closed form solution. In the second step, by exploiting the structure of the optimal solution, the initial joint design reduces to a monotonic optimization problem with respect to altitude. Consequently, the optimal altitude and beamwidth are obtained in closed form.
• We then consider the general mobile UAV scenario where the UAV moves freely in 3D space. We minimize the mission completion time by jointly optimizing the UAV's 3D trajectory and beamwidth, subject to the maximum horizontal/vertical speed, altitude, and beamwidth constraints, as well as the coverage requirement. Since the formulated problem involves time-varying variables and the objective function lacks analysis expression, it is more challenging to solve this problem as compared to that in the quasi-stationary scenario. By applying successive convex approximation (SCA) techniques, we propose an efficient simultaneous optimization (SO) algorithm to update the 3D trajectory and beamwidth at the same time in each iteration, distinguishing itself from the alternating optimization (AO) based algorithm in [14] and [20] .
• Finally, we evaluate the performance of our proposed designs through extensive simulations. Numerical results demonstrate that the joint optimization of 3D location/trajectory and antenna beamwidth can achieve superior performance gain compared with benchmark schemes. Besides, it shows that such a consideration of antenna beamwidth has a significant impact on the 3D location/trajectory.
The rest of this paper is organized as follows. Section II introduces the system model and problem formulation for a UAV-enabled multicasting system. Section III studies the quasi-stationary UAV scenario and proposes a two-step algorithm. In Section IV, the mobile UAV scenario is considered where an SO-based algorithm is proposed. In Section V, numerical results are presented to validate the effectiveness of the proposed design. Finally, we conclude the paper in Section VI.
Notations: In this paper, scalars are denoted by italic letters, while vectors are denoted by boldface lower-case letters. R M ×1 denotes the space of M-dimensional real-valued vectors. For a scalar a, |a| represents its absolute value; for a vector b, ||b|| represents its Euclidean norm, and b T denotes its transpose. For a function f (x), f (x) denotes the first-order derivative with respect to x.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
As shown in Fig.1 , we consider a downlink multicasting system, where a UAV acts as a flying BS to disseminate a common file of total size D bits to a set of ground users. Without loss of generality, we adopt a 3D Cartesian coordinate system where each user is fixed at (w T k , 0) for k ∈ K {1, 2, · · · , K }, with w k ∈ R 2×1 denoting the horizontal coordinate. For ease of exposition, the discrete linear statespace approximation is applied to divide the flight time T into N equally-spaced time slots with step size δ t , i.e., T = N δ t . Note that δ t is selected to be small enough such that the 3D UAV location is nearly unchanged within each time slot. Accordingly, the 3D UAV trajectory can be approximately by the sequence {(q[n] T , h[n])} for n ∈ N {1, · · · , N }, where q[n] ∈ R 2×1 denotes the horizontal coordinate and h[n] is the corresponding altitude. In practice, the UAV trajectory is limited by the maximum horizontal flight speed V L and vertical flight speed V D in meter/second (m/s), i.e.,
Besides, the UAV is subject to the maximum/minimum altitude constraints in meter (m), i.e.,
Moreover, to serve ground users periodically, the UAV needs to return to its initial location when the mission is finished, i.e.,
We assume that the UAV is equipped with a directional antenna of tunable beamwidth, whose azimuth and elevation half-power beamwidths are assumed to be equal, denoted by 2 [n] in radians (rad) within time slot n, with [n] ∈ 0, π 2 . Moreover, the corresponding antenna gain in direction (θ [n], ψ[n]) can be approximately expressed as,
where G 0 2 [n] and g are the antenna gain of the main lobe and side lobe, respectively; G 0 = 30000 2 2 × π 180 2 ≈ 2.2846; θ [n] and ψ[n] denote the azimuth and elevation angles, respectively [28] , [30] , [31] . Note that g satisfies 0 < g G 0 2 [n] in practice, and we assume g = 0 for simplicity. By denoting the minimum and maximum beamwidth as 0 < min ≤ max ≤ π 2 , we have
We assume that each ground user is equipped with an omnidirectional antenna with unit gain. Thus, the ground area covered by the main lobe of the UAV antenna corresponds to a disk region of radius r c [n] = h[n] tan [n] with center on the UAV horizontal projection, as shown in Fig 1. To guarantee that all ground users are always in the coverage area of the UAV, we must have
As commonly adopted in prior work on UAV-assisted communications (e.g. [32] ), the air-to-ground communication channels are heavily dominated by the LoS links. We also assume that the Doppler effect owing to the UAV mobility can be perfectly compensated. Thus, the channel power gain from the UAV to user k within time slot n follows the freespace path loss model as
where β 0 denotes the channel power gain at the reference distance d 0 = 1 m. Based on (5)-(8), the achievable rate VOLUME 7, 2019 of user k within time slot n, denoted by R k [n] in bits/second (bits/s), can be expressed as
, (9) where B is the channel bandwidth in Hertz (HZ), α β 0 G 0 P σ 2 , P denotes the UAV transmission power in watt (W) and σ 2 is the power of the additive white Gaussian noise (AWGN) at the receiver.
B. PROBLEM FORMULATION
In the following, we consider two problem formulations in the quasi-stationary and mobile UAV scenarios, by optimizing the 3D location and 3D trajectory, respectively.
1) QUASI-STATIONARY UAV SCENARIO
First, we consider the scenario where the UAV is deployed quasi-stationary at a fixed location (to be optimized later). Our objective is to minimize the mission completion time N via jointly optimizing the 3D UAV location {(q T , h)} and antenna beamwidth subject to coverage requirement constraints. In the absence of time slot n, we ignore the time index for all notions. Hence, the problem can be formulated as follows,
where R k = Blog 2 1 + α 2 (h 2 +||q−w k || 2 ) . Note that constraint (10b) guarantees that the target file of size D bits can be completely delivered to all ground users. It can be observed that N is only affected by (10b), which can be rewritten as
Therefore, minimizing N is equivalent to maximizing the minimum R k , ∀k. Accordingly, by introducing a slack variable η, problem (P1) can be formulated as follows
≥η, ∀k,
Denote η * as the optimal value of problem (12), then the mission completion time is
Due to the monotonicity of log 2 (·), problem (12) is equivalent to min q,h,
Problem (14) is nonconvex due to the nonconvex objective and constraint (14b), which is difficult to solve optimally in general. To solve this problem, we will propose a two-step algorithm in Section III, which derives an insightful semiclosed form solution with global optimality.
2) MOBILE UAV SCENARIO
In the following, we consider a general scenario where the UAV moves freely in 3D space. For notational convenience,
, n ∈ N }. We aim to minimize the mission completion time N by jointly optimizing the 3D UAV trajectory {Q, H} and antenna beamwidth while taking into account the UAV's horizontal/vertical speed constraints, round-trip constraint, and coverage requirement. Therefore, the problem can be formulated as follows, (7) .
(15c)
The main challenge of problem (P2) is that the objective function N lacks analytical expression since it is involved by the left-hand-side (LHS) of (15b) as the upper bound of the sum. Inspired by [33] , we first introduce two more tractable problems in the following, and then we show that the optimal solution to (P2) can be obtained by solving these two new problems. The first introduced problem is to maximize the minimum ratio among users between the throughput and the target file data size for given N . The problem can be formulated as
(1) − (4), (6), (7) .
For any given N , denote η * (N ) as the optimal value of problem (16) . It is shown in [33] that for any given N , the mission is accomplished if and only if η * (N ) ≥ 1. Therefore, problem (P2) is equivalent to
It is evident from problem (16) that N only appears in the upper bound of the sum in the LHS of (16b), which is non-decreasing with respect to N . Hence, the optimal value η * (N ) is also non-decreasing over N . Therefore, problem (17) can be tackled by applying a bisection search over N until the equality in (17b) holds. Since bisection search is easy to be conducted, we only need to focus on solving problem (16) such that (P2) can be efficiently tackled. However, it is still challenging to solve the nonconvex problem (16) for the co-design of the UAV horizontal trajectory, altitude, and beamwidth. In fact, even by fixing one of the three variables, the problem is still non-convex over the other. Thus, problem (16) cannot be directly dealt with the standard convex optimization techniques. We will solve problem (P2) in Section IV.
Remark 1: Note that the prior works (e.g. [15] ) on the trajectory design of the UAV with an omnidirectional antenna can be regarded as a special case of [n] = π 2 for our design in problem (16) . Specifically, the constraint (7) is always satisfied due to its infinite right-hand-side (RHS), which thus can be negligible. The remaining difference between the two designs is that α in (15b) slightly changes due to G 0 2 [n] = 0.9259, which yet has little impact on trajectory optimization.
Remark 2: It is worth noting that the model can be used in other complex scenarios after corresponding modification. For instance, in a downlink communication scenario, it is necessary to optimize not only the above 3D UAV trajectory and beamwidth but also the UAV transmission power and bandwidth. As such, (P, B) in (9) becomes (p k [n], B k [n]), which is limited by practical communication resources. In another scenario where the UAV only needs to serve certain users at any time instant, we need to define a binary variable a k [n], which indicates that user k is covered by the UAV in time slot n if a k [n] = 1; otherwise, a k [n] = 0. In this scenario, the constraint (7) is rewritten as a k [n]||q[n] − w k || ≤ h[n] tan [n], ∀n, ∀k. Nevertheless, such extensions are highly non-trivial, and they will be left as future work.
III. JOINT 3D LOCATION AND ANTENNA BEAMWIDTH OPTIMIZATION FOR QUASI-STATIONARY UAV SCENARIO
In this section, we propose an efficient algorithm for solving problem (14) , in which the optimal solution can be obtained in two steps. Specifically, by showing that the optimal UAV horizontal location q does not depend on the altitude h and beamwidth , we decouple the design of q and (h, ) in the sequel. Then we derive the optimal solution of q in a semi-closed form. Consequently, the initial nonconvex problem (14) can be converted to an altitude optimization that is proved to be a monotonic problem, which greatly reduces the computation complexity. Finally, we obtain the optimal (h, ) in closed form.
A. OPTIMAL SOLUTION OF HORIZONTAL LOCATION
We first show that the optimal q to problem (14) does not rely on (h, ). Specifically, q can be optimized via solving the following problem,
To see this, suppose that at the optimum to problem (14), there exists a horizontal locationq such that h(q) > inf h(q), with h(q) max k ||q − w k || 2 . Then, we can always reduce h(q) without violating constraint (14b), meanwhile further minimize the objective value of problem (14) . Therefore, the optimal q in (14) is given by q * arg min q h(q).
Next, we focus on solving problem (18) . We start by introducing a slack variable τ which explores the hidden convexity of the min-max problem. Particularly, problem (18) can be rewritten as
Problem (19) is convex and it satisfies Slater's constraint qualification, which implies that strong duality holds between (19) and its Lagrange dual. Consequently, the optimum of problem (19) can be obtained by solving its dual problem. The Lagrange function of problem (19) can be derived as
where λ {λ k , ∀k} is the non-negative Lagrange multipliers for constraints (19b). Accordingly, the dual function is defined as
for which the following lemma holds. Lemma 1: To make f (λ) bounded from the above, i.e., f (λ) < +∞, it must hold that K k=1 λ k = 1. Proof 1: If K k=1 λ k > 1 or K k=1 λ k < 1, it follows that f (λ) → +∞ by setting τ → +∞ or τ → −∞. This contradicts that the dual function is bound from the above. Thus, the Lagrange multipliers must have K k=1 λ k = 1 and the lemma is proved. By applying the standard Lagrange method and the Karush-Kuhn-Tucker (KKT) conditions, the optimal solution to problem (21) can be obtained as
Therefore, by combining Lemma 1 and (22), the dual function is obtained, i.e., f (λ) = K k=1 λ k ||q * − w k || 2 . Then the dual problem of (19) is given by Problem (23) can be solved by using a subgradient-based method such as the ellipsoid method. Specifically, the subgradient of the objective function is denoted by s 0 = [ λ 1 , · · · , λ K ] T with λ k = −||q * − w k || 2 , ∀k. Furthermore, equality constraint (23b) is equivalent to two inequality constraints, i.e., K k=1 λ k ≥ 1 and K k=1 λ k ≤ 1, whose subgradients are denoted by s 1 = [ λ 1 , · · · , λ K ] T with λ k = −1, ∀k and s 2 = [ λ 1 , · · · , λ K ] T with λ k = 1, ∀k, respectively. The details of the procedures for solving problem (19) are summarized in Algorithm 1.
Remark 3: Problem (19) aims to find a circle with the smallest area to cover all ground users, whose radius is τ * max k ||q * − w k ||, i.e., the maximum horizontal distance between the UAV and ground users. It is evident that the optimal horizontal location of UAV is the weighted average of user locations, where the weights are the corresponding optimal dual variables. According to the complementary slackness condition, we have λ k (||q − w k || 2 − τ ) = 0. Then, if ||q − w k || 2 < τ , we have λ k = 0. This indicates that the optimal horizontal location of the UAV only depends on the location of marginal users, as shown in Fig. 2 . In other words, no matter how the location or number of inner users change, the UAV horizontal location remains unchanged.
B. OPTIMAL SOLUTION OF ALTITUDE AND BEAMWIDTH
Given q * and τ * , problem (14) is given by, min ,h
(10d), (10e).
Note that there always exists a pair of (h, ) that satisfies the inequality constraint (24b), since we have tan → +∞ when = max = π 2 . Therefore, problem (24) is always feasible. Since the objective function is increasing with respect to (h, ), our task is to find the minimum (h, ) that satisfies constraint (24b). Before proceeding, we first show that when h min tan min ≤ τ * , i.e., ∃(h, ) satisfies h tan ≥ τ * ≥ h min tan min , the constraint (24b) must be satisfied with strict equality at the optimum, i.e., h tan = τ * , since otherwise, we may reduce (h, ) to further decrease the objective value of problem (24) without violating (24b). Then, we have = arctan
with arctan τ * h ∈ [0, π 2 ]. As such, constraint (10d) can be transformed into
or equivalently,
By substituting (25) and (27) into problem (24), we can thus discuss it in three cases according to τ 1 and τ 2 , with τ 1 = h min tan min and τ 2 = h max tan min .
Obviously, the optimal solutions to (24) are h * = h min , and * = min .
2) CASE 2 WITH τ 1 < τ * ≤ τ 2
In this case, problem (24) can be rewritten as
whereh min max{h min , τ * tan max }. Define
with x > 0, arctan τ * x ∈ [0, π 2 ]. Then we have
Since arctan( τ * x ) < τ * x for x > 0, arctan τ * x ∈ [0, π 2 ], we have x arctan( τ * x ) − τ * < 0, i.e., g 2 (x) < 0. Therefore, we have g 1 (x) < 0, i.e., g 1 (x) is a decreasing function with respect to x, which indicates that the objective function in problem (28) is decreasing with respect to h. In other words, problem (28) is a monotonically decreasing problem with respect to h. As a result, the optimal altitude to problem (28) is h * = τ * tan min . Besides, the corresponding optimal beamwidth is * = min . Obtain q * by (22) . 4: Compute the subgradients of the objective function and the constraint functions in problem (23).
5:
Update λ by using the constrained ellipsoid method. 6: until λ converge within a prescribed accuracy. 7: Set λ * ← λ, and obtain the optimal solution to problem (19) as q * and τ * = max k ||q * − w k ||. 8: Obtain the optimal solution as (h * , * ) as in (34) and (35) .
Similar to case 2, we have h * = h max and * = arctan( τ * h max ). In summary, based on the analysis in the above three cases, the optimal solutions to problem (24) are
In other words,
Remark 4: It can be seen from (33) that h * and * increase linearly with the growth of τ * in case 2 and case 3, respectively, while h * maintains h max in case 3 and * remains min in case 2. Note that τ 1 < τ 2 . Thus, it can be concluded that as τ * increases, the UAV tends to preferentially raise h * till h max , after which it starts to increase * .
C. OVERALL ALGORITHM DESIGN
We propose a two-step algorithm to solve problem (14) based on the results in the above two subsections. The details of the procedures for solving problem (14) are summarized in Algorithm 1. Note that although the SO-based algorithm in Section IV also works for problem (12)/(14), it does not guarantee to converge to the global optimal solution as in algorithm 1.
IV. JOINT 3D TRAJECTORY AND ANTENNA BEAMWIDTH OPTIMIZATION FOR MOBILE UAV SCENARIO
In this section, we propose an SO-based algorithm for solving problem (16) , which update the 3D UAV trajectory and antenna beamwidth simultaneously in each iteration. Then, the completion time minimization problem (P2) is solved by using the bisection search over N while solving problem (16) in each inner iteration.
A. SCA-BASED OPTIMIZATION
We transform problem (16) .
Similarly, since tan y is convex for 0 ≤ y ≤ π 2 and (y + z) 2 is convex for all y ∈ R, z ∈ R, they have global linear bounds as tan y ≥ tan y 0 + y−y 0 cos 2 y 0 and (y + z) 2 ≥ −(y 0 + z 0 ) 2 + 2(y 0 + z 0 )(y + z) for any given point y 0 , z 0 . Therefore, with given local point {h r [n], r [n]}, we have the following concave lower bound, Update r = r + 1. 5: until The fractional increase of the objective value is below a threshold. 
(1) − (4), (6), (41).
It is worth noticing that the objective value of problem (42) gives a lower bound to that of problem (16) . Furthermore, since constraints (1), (41) and (42b) are convex and constraints (2)-(4) and (6) are linear, problem (42) is a convex problem that can be solved within a polynomial complexity by standard convex optimization solvers such as CVX [34] .
B. OVERALL ALGORITHM DESIGN
In this subsection, we propose an SO-based algorithm for solving problem (16) . Specifically, problem (16) can be solved by iteratively optimizing problem (42) with the local point {q r [n], h r [n], r [n]} updated in each iteration, which is summarized in Algorithm 2.
C. 3D UAV TRAJECTORY AND BEAMWIDTH INITIALIZATION
In this subsection, an effective 3D trajectory and beamwidth initialization scheme for Algorithm 2 is proposed for three steps. Firstly, we initialize the horizontal trajectory q 0 [n] of the UAV to a circular path centered on the user geometric center w c with a radius of r 0 = min S L N 2π , r min 2 , where r min is the minimum radius covering all users, denoted by r min = max k∈K w k − w c [35] . Secondly, the UAV's altitude h 0 [n] is initialized to some value between h min and h max . Finally, given {Q, H}, problem (16) . Note that problem (43) is always feasible since for any given (q T [n], h[n]), there always exists a [n] that satisfies constraint (43c) due to tan [n] → +∞ when
[n] = max = π 2 . Problem (43) is nonconvex owing to the nonconvex constraints (43b) and (43c), which is challenging to be tackled. However, since the objective value is decreasing with respect to [n], the main task of solving problem (43) is to find the minimum [n] to meet constraint (43c). Therefore, similar to Section III-B, problem (43) can be discussed in two cases.
In this case, the optimal solution is [n] = min .
2) CASE 2 WITH tan min < v [n] In this case, constraint (43c) must be satisfied with strict equality at the optimum, i.e., tan [n] = v[n], ∀n, since otherwise, we may reduce [n] to improve the objective value of problem (43). Then, we have * [n] = arctan(v[n]).
To sum, based on results in the above two cases, we have
where
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V. NUMERICAL RESULTS
In this section, numerical results are provided to validate the joint 3D location/trajectory and antenna beamwidth design and evaluate the performance of the proposed algorithm. Unless otherwise stated, there are K = 6 users randomly distributed in a horizontal circular region with a radius of 400 m centered at (0, 0, 0), marked by '×'s. Furthermore, the numerical setup of the following simulations is given in Table 1 . The performance of our proposed Algorithm 1 (denoted as ''Static'') and Algorithm 2 (denoted as ''SO'') is compared with two benchmark schemes as follows:
• OMA: Optimizing trajectory of the UAV equipped with an omnidirectional antenna with unit gain.
• FCT: Optimizing altitude and beamwidth with a fixed circular trajectory.
A. QUASI-STATIONARY UAV SCENARIO
We first consider the quasi-stationary UAV scenario. According to Section III-B, the optimal UAV altitude h * and antenna beamwidth * only depends on the maximum horizontal UAV-users distance τ * . As noted in Remark 1, τ * is uniquely determined by the system topology and is irrelevant to the number of users in the system. Therefore, in Fig. 3 , we illustrate h * and * versus τ * , corresponding to different topologies. It can be observed the existence of two thresholds, i.e., τ 1 = 40.41 m and τ 2 = 144.3 m. As shown in Fig. 3 , according to τ 1 and τ 2 , τ * can be divided into three intervals, which corresponds to case 1, case 2 and case 3 in Section III-B, respectively. It can be seen that when τ * < τ 1 m, i.e., case 1, the UAV can fly at h min with min . When τ 1 < τ * < τ 2 , i.e., case 2, * maintains min , and h * rises as τ * increases until h max at τ * = τ 2 m. When τ * > τ 2 m, i.e., case 3, the UAV flies at h max and * increases with the growth of τ * to meet coverage requirement. The above simulation results in three cases are consistent with our analysis and thus validate our theoretical analysis in Section III-B.
B. MOBILE UAV SCENARIO
Next, we consider the mobile UAV for minimizing mission completion time. In Fig. 4 , we compare the performance and convergence behavior of the proposed SO against AO [14] , [20] by tackling problem (16) , whose objective is to maximize the minimum ratio between the throughput and the target file data size D among all users for given time T . Specifically, in this figure, we plot the curve of the maxmin throughput versus iteration under T = 50 s. It can be seen that the convergence of the two algorithms is comparable, i.e., AO and SO converge after 10 and 9 iterations, respectively. Furthermore, SO shows significant gain in maxmin throughput than AO, which demonstrates the superiority of SO.
The effect of beamwidth on 3D UAV trajectory is shown in Fig. 5 , respectively. Specifically, we compare the optimized trajectories of the UAV that uses the directional and omnidirectional antenna model, i.e, SO and OMA, under different D. Several interesting observations are listed as follows. First, as shown in Fig. 5(a) , when D is small (e.g., D = 10 Mbits and D = 19 Mbits), the UAV in SO hovers at a fixed pointq with h max . This is because the signal-to-noise ratio (SNR) of SO, i.e.,
is large enough (γ SO = 0.14) to ensure that the UAV can accomplish the file transmission within the shortest time.
Besides, in this case, the UAV's hovering location is identical to each D, which validates the analysis in Remark 3. In contrast, the UAV in OMA moves closer to users with h min . The reason is that the SNR of OMA atq, i.e.,
is small (γ OMA = 0.06) and it limits the instantaneous achievable rate of each user. Hence, the UAV in OMA needs to fly closer to users to shorten the UAV-user link distance, so as to improve the maximum achievable SNR of each user. Second, as shown in Fig. 5(b as shown in Fig. 5(d) , when D is sufficiently large (e.g., D = 315 Mbits), the horizontal trajectories of SO and OMA tend to resemble each other, since the UAV needs to hover near the top of each user for the best communication quality. Furthermore, compared with OMA, SO full utilities the DoF in 3D space to dynamically adjust UAV altitude and balance horizontal trajectory and beamwidth. In summary, the results show that using UAV with a directional antenna has a great impact on the 3D trajectory as compared to that with an omnidirectional antenna, especially when D is small and moderate. In other words, assuming that UAV is equipped with an omnidirectional antenna may cause deviation in the actual performance. Fig. 6 plots the curves of the optimal UAV altitude h * (t), antenna beamwidth * (t), and the minimum UAV-user horizontal distance ρ * (t) = min k ||q * (t) − w k || versus time t under different D. Note that the smaller ρ * (t) is, the closer the UAV is to some users. We can observe that when ρ * (t) is small, i.e, the UAV moves closer to users, it flies at a relatively low altitude with large beamwidth to obtain better communication quality. For instance, as shown in Fig. 6(a) , when ρ * (t) ≤ 84 m during the period T = 0 s to T = 2 s, we have h * (t) ≤ 74 m while 1.38 ≤ * (t) ≤ 1.42 rad. Moreover, we can observe that when ρ * (t) is moderate, the UAV ascents to a higher altitude with a small beamwidth. This is because the channel power gain is limited due to the long UAV-user distance, and thus the antenna gain due to beamwidth dominates. Similar observations as Fig.6 (a) can be seen from Fig.6(b) and Fig.6(c) .
C. PERFORMANCE COMPARISON OF SCHEMES
Last, in order to depict the performance gain brought by the optimization of the different design variables, we compare the mission completion time and propulsion energy consumption of Static, SO, OMT, and FCT in Fig. 7 and Fig. 8 , respectively.
First, it can be seen the existence of threshold D 1 , below which SO and Static almost coincide with each other, and both are superior to other schemes. The reason is that when D < D 1 , SO boils down to Static, as shown in Fig. 5(a) . Besides, both SO and Static adopt a practical directional antenna model and optimized beamwidth, which brings about lager antenna gain and makes the two scheme performs better than OMA. On the other hand, FCT does not fully exploit the advantage of the joint design of beamwidth and trajectory. Second, it is observed that there exists a threshold D 2 . When D > D 2 , SO generates the best performance, moderately outperforming than OMA, both of which are followed by Static and FTC. This is expected because the UAV in both SO and OMA needs to exploit its mobility to get better communication channels to enhance the system performance. However, the UAV in Static maintains stationary while the UAV horizontal trajectory in FCT is pre-fixed, which limits their performance. Last but not least, as shown in Fig. 8 , the energy consumption [16] , [23] of Static is significantly lower than other schemes, which indicates that quasi-stationary UAV deployment is more energy efficient than employing mobile UAV. This is consistent with our intuition. The reason is that power consumption in hovering status is much less than that in dynamic flight. In summary, these results offer guidelines for maneuvering control of the UAV, depending on practical application requirements.
VI. CONCLUSION
This paper has studied the joint 3D location/trajectory and antenna beamwidth optimization problem for a UAV-enabled multicasting system. The mission completion time is minimized with the coverage requirement. For the quasistationary UAV scenario, we develop an efficient two-step algorithm to achieve global optimum and derive the semiclosed form solution of 3D location and beamwidth. For the mobile UAV case, we propose an SO-based algorithm by applying SCA techniques. Numerical results demonstrate the effectiveness of joint maneuver and beamwidth optimization. It is worth noting that with the corresponding slight modification of the system model, the proposed algorithm can be applied to the following scenarios: 1) ground users are located at different altitudes; 2) the UAV only needs to serve certain users at any time instant. In our future work, the problem can be extended to other scenarios such as downlink/uplink communications, multi-UAV collaboration, UAV multipleinput multiple-output (MIMO) communications, and secure communications.
