Kernel density estimator is a non-parametric way to estimate the density function f(x) of a random variable X given a set of data. This kernel density estimator is calculated by weighting the distances of all the sample data points, these weights are given by a kernel function. The estimated density is also affected by a parameter called the smoothing parameter or the bandwidth. This smoothing parameter affects how smooth the resulting density is. In this paper, the standard logistic distribution is suggested as a kernel function. The asymptotic bias, variance, mean squared error (MSE), and integrated mean squared error (IMSE) of this proposed logistic estimator are investigated. The optimal smoothing parameter of the suggested logistic estimator is estimated. A simulation study is introduced to compare the proposed estimator with other estimators. We also apply the proposed logistic kernel estimator to a real data set of stock market index for securities in Egypt which is EGX 30 index.
Introduction
The kernel density estimator method was introduced by Rosenblatt (1956 ). Rosenblatt's kernel density estimator of the unknown density f(x) is given by (Härdle et. al. 2004) :
where n is the sample size; K(•) and h are the kernel function and the bandwidth respectively, where the kernel function K(•) is assumed to be symmetric density function. The statistical properties of kernel density estimator in equation (1) and its optimal bandwidth are given by Parzen (1962) .
The rest of this paper is organized as follows: In Section 2 the proposed logistic kernel estimator and its statistical properties are introduced. In Section 3 the optimal smoothing parameter is obtained. Section 4 provides the results of a simulation study in which the behaviour of the standard logistic kernel estimator is compared with the other density estimators. Real data application is introduced in section 5. Finally, in section 6, a brief conclusion is provided.
The standard logistic Kernel
In this paper, we propose the use of standard logistic kernel for density estimation.
The standard logistic kernel function is defined as (Evans et. al. 2004 ):
Where
Then the standard logistic kernel density estimator is given by:
The expectation of the kernel density estimator is (Silverman 1986 ):
Using Taylor expansion for f(x − uh) yields that:
Substitute from equations (3) and (4) into equation (8) yields:
Also, it can be shown that the variance of the kernel density estimator is (Wand and Johnes 1995) :
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Again by Taylor expansion:
Using the standard logistic kernel function:
let z = 1 + e −u , then: (11), then the asymptotic variance of the logistic kernel density estimator is:
Combining (9) and (17), the mean squared errors for f̂(x) is (Simonoff 1996) : 
The optimal bandwidth
The optimal bandwidths which minimize the IMSE for f̂(x) is obtained as follows:
and hence: 
Simulation
In this section a simulation study designed to investigate the performance of the proposed logistic kernel estimators. Three estimators were compared in this simulation study: the Gaussian kernel estimator K(u) = The values of the above goodness of fit measures are given in the tables below: 176401 The above tables shows that the estimated densities get closer to the actual density as the sample size increases, and the suggested logistic kernel always outperforms the others kernels, while the Gaussian kernel is the worst one. Figures (1) , (2) and (3), present the actual density with the estimated densities using: the Gaussian kernel estimator; the Epanechnikov kernel; and the proposed logistic kernel estimator at the different values of parameters and different samples sizes. The above figures show that the three kernel functions gets closer to the original density function as the sample size increases. Also, among the three kernel functions, the suggested logistic kernel always outperforms the others for different values of n while the Gaussian kernel is the worst one.
Application
In this section, the density function of the monthly exchange rate of EGX 30 index is estimated using the proposed logistic kernel estimator. EGX 30 is a stock market index for securities in Egypt. It is includes the top 30 companies in terms of liquidity and activity. EGX 30 dataset is obtained from (https://www.investing. com/indices/egx30-historical-data). This data set contains information on monthly exchange rate of EGX 30 index from January 2010 to August 2018. Fig. (4) shows the estimated distribution of monthly exchange rate of EGX 30 index using both the parametric logistic distribution and the nonparametric logistic distribution using the optimal bandwith according to equation (34). 
Conclusion
In this paper, the nonparametric estimation of the density function with a support on (−∞, ∞) using the standard logistic kernel function is introduced. The theoretical asymptotic properties of the proposed density estimator are derived. A simulation study and real data application were introduced. From the simulation study, the Gaussian, Epanechnikov, and logistic kernels get closer to the original density function as the sample size increases, but the suggested logistic kernel always outperforms the others while the Gaussian kernel is the worst one. For further studies, the behaviour of the kernels can be studied in the case of multivariate densities. Also, the new kernel considered here can also be exploited in regression curve estimation or hazard rate estimation.
