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Abst rac t - -We describe two methods for use in cc~stndned optimi~tion l~eoblems. One method 
computes guaranteed bounds on both the Lsgrange multipliers and on the locaticm of the optimal 
points. The other method bounds the Lagrange multipliers only. Both methods provide hounds 
for perturbed problems. The methods can prove (in the presence of rotmdin~) the e=dstance or 
nonexistence of a solution in s given region. 
Consider the problem 
1. INTRODUCTION 
minimize f(x) (l.la) 
subject o p+(x) < 0 (i = I , . . . ,  m) (l.lb) 
qi(x) - 0 (i = I , . . . ,  r) ( l . l c )  
where x E Rn. 1 The functions f ,  Pi and qi may be nonlinear, but are assumed to be class C 2. 
The Fritz John optimality conditions include (1.1c) and the relation 
fn  r 
.0v / (x )  + . ,vp , (x)  + = 0, (1.2) 
i=1 i=1 
where ui _> 0 for i = 0, 1,.. . ,  m. They also include the complementary slackness conditions 
u/pi(x) = O(i = 1,... ,m) (1.3) 
and the condition that the Lagrange multipliers ui (i = 0, 1,... ,m) and v+ (i = 1,... ,r) not all 
be zero. In this paper, we give methods for bounding the Lagrange multipliers as well as optimal 
points satisfying (1.1). We also discuss ways in which the nonexistence of a solution in a given 
region can be proved. 
We use the Fritz John conditions rather than the Kuhn-Tucker conditions which would be 
easier for us. We prefer to avoid assuming the normals to the active constraints are linearly 
independent a a solution. 
Our procedures could be used by themselves to form a global optimization algorithm for the 
constrained case. However, our purpose in deriving the procedures i to incorporate them into 
IThroughout his paper, we employ the following notation: I. Lower and upper case letters denote sc2dars Lad 
intervals, respectively. 2. Bold type is used to denote vectors and matrices. 3. The superscript "I" is sometimes 
used to explicitly denote an interval vector or matrix. 
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the algorithm described in [1,2]. To help the reader obtain a better feeling for the virtues of the 
algorithms discussed below, we now briefly describe the overall global optimization algorithm. 
We define a boz to be a parallelopiped with sides parallel to the coordinate axes. An interval 
vector defines uch a box. The procedure in [1] is designed to find the global solution(s) in the 
inequality constrained case of (1.1) over a given box, X0. The procedure in [2] includes the 
equality constrained case. If necessary, X0 can be chosen quite large to improve the chance that 
it will contain the global solution of (1.1). If it does not (for example, if the solution point 
is unbounded), the algorithm produces the solution which is global over X0. The algorithm 
guarantees finding all global solutions, guarantees that each final solution is within a specified 
tolerance of being global, and produces guaranteed error bounds. In so doing, it takes rounding 
and approximation errors into account. Guaranteed bounds are produced on both the optimal 
value of the objective function and on the point(s) where the optimum occurs. The algorithm 
has successfully solved every constrained problem tested by the authors o far. 
If there is no solution because there is no feasible point in X0, the algorithm generally proves 
this to be the case. Such a result is guaranteed to be correct, since errors are treated fail-safely 
using interval arithmetic. 
The algorithm discards ub-boxes of X0 that it has proved do not contain the global solution. 
It proceeds until only a small box (or boxes) remains. The solution point(s) is thus bounded 
to within this small region. Interval evaluation of f over the remaining box(es) yields narrow 
bounds on the global solution, f*. 
When the solution is in the interior of the feasible region, the authors' experience shows that 
the global algorithm described in [1] has the same high efficiency as for the unconstrained case 
described in [3]. Numerical results for a set of unconstrained test problems are presented in [4]. 
When the solution occurs on the boundary of the feasible region, the algorithm in [1] is less 
efficient for the following reason. The algorithm will eventually search for the solution in a small 
box. If this box is not strictly feasible, then the solution need not be a stationary point of f .  
Thus, we cannot simply apply an interval Newton method to find a zero of the gradient of f .  The 
algorithms described below were derived for use in the larger program to provide high efficiency 
in this case. 
Numerical examples for the subroutines described below are given in Section 8. In our general 
algorithm, an output box is processed by other subroutines before being used again as input for 
the next iteration of the subroutines described herein. However, in our examples, we iterate the 
sub-algorithms to numerical convergence to illustrate the efficiency of the interval approach. 
As shown in [5], the algorithm in [1] solves either the perturbed or the unperturbed optimization 
problem without modifying the procedure. It is assumed that the data subject o perturbations 
are given in the form of intervals bounding the possible values. The algorithm produces bounds 
on the set of solutions to the set of problems defined by the bounds on the data. This fact can 
be used to provide a sensitivity analysis. Variations of the algorithm solve either the constrained 
or unconstrained case. 
The analysis herein also applies equally well to the perturbed or unperturbed case. For sim- 
plicity, we discuss the problem as if it were unperturbed. 
For other papers on the use of interval analysis in optimization, see [6-8]. 
2. NORMALIZATION OF THE LAGRANGE MULTIPLIERS 
Because the Fritz John conditions include the multiplier u0, we need an additional equation 
in the form of a normalization. The multipliers ui(i = 0, . . . ,  m) are nonnegative. If no equality 
constraints axe present, we can normalize using 
uo + ux + " "+ um = 1. (zx) 
Since u~ >_ 0 (i = 0, . . . ,  m), this is valid and yields the crude bounds 0 _< ui <_ 1 (i = 0, . . . ,  m). 
Crude bounds will be useful below. 
The multipliers v~ can be positive or negative. When they are present, a simple normalization 
would be 
2 1. uo +u l  + . . .+um +v~ +. . .+v , .  = 
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However, for reasons given in Section 4, we prefer a linear normalization. The normalization 
u0+ux +. . '+urn  + [v l l+ . - -+ lv r l  = 1 
is not suitable since this relation is not continuously differentiable. 
We now consider the possibility of using the normalization 
u0 + ux +. . .+  urn + vx +. . .+  vr - 1. (2.2) 
Suppose that for some arbitrary normalization, the solution values of the Lagrange multipliers 
are  uO, . . . o vO, . . . , v r .  , urn, 0 By multiplying (2.2) by a scale f~tor ,  a, we would then get a re- 
normalization with new values 
ui = au  ° ( i  = O . . . .  ,m) ,  
vi = av  ° (i = 1 , . . . ,  r). 
Denote 
o +vO+ o 8 0 = u °+u °+. . .+urn  . . .+v , ,  
S -" UO "['Ul "~-" ' '+Urn  q-~11 "l" " ' ' '~ '~)r .  
Then s = as  °. If s o ~k 0, we can choose a = I / s  ° and obtain the re-normalization s = 1. However, 
if s o = 0, we cannot get s = 1. Instead, we have s = 0. 
Use of intervals makes it possible to have a single linear normalization serve whether s o = 1 
or s o = 0. Define the intervals E i  = [1, 1 + e0](i = 1 , . . . ,  r), where c0 is the smallest positive 
number such that the sum 1 + c0 is represented as a number > 1 in the number 8ystem of the 
computer being used. We use the normalization 
uo +."+urn  + E ly1  +" '+Ervr  - 1. (2.3) 
Since 1 EE i ,  this contains the normalization s = 1. Given numbers e l , . . .  ,er, define 
S t "" U0 "l- U l  q" " "" q" Urn "1" e lY1  q- "" • "4- ervr .  
The Ri tz  John conditions pecify that  the set  uo , . . .  ,urn, v l ,  . . . .  ve of Lagrange multipliers are 
not all zero. Therefore, there exist numbers ei E E i ( i  = 1 , . . . ,  r)  such that s t 5k 0 even if s o = 0. 
Hence, re-normalization yields new values of the Lagrange multipliers uch that s ! = 1. That is, 
the interval equation (2.3) contains a non-interval equation of the form s' = 1. Thus, use of (2.3) 
treats both the case s o = 1 and s o = 0. 
Since c0 is small, the introduction of Ei (i = 1 , . . . ,  r) into (2.3) produces only small perturba- 
tions. Yet it allows us to treat the pathological case s ° = 0. 
Note that we can take advantage of the fact that the distributive law does not hold for interval 
arithmetic and write (2.3) as 
UO +' ' "  -I" urn -b EV l  +""  q- E r r  ---- 1, (2.4) 
where E = [I, I + c0]. However, we cannot factor (2.4) as 
uo +. . .  + urn + E ( v l  + . . . + v ,  ) = 1. 
This form would create a difficulty if s o = 0 results from 
uo +. . .+urn  = 0 and Vl + . . . + ve = O. 
Suppose at some stage we obtain interval bounds Us (i = 0 , . . . ,  m) and I~ (i = 0 , . . . ,  r) on the 
Lagrange multipliers. If 
O ~ Vo -~ . .  , -~ Urn -~ Vl  -~ . . .  ~- Vr , 
then s o ~ 0 and we can subsequently replace E by unity in (2.4). 
If we find that u0 is bounded away from zero, we can re-normalize by dividing each multiplier 
by u0 and obtain the Lagrange multipliers for the Kuhn-Tucker conditions. 
If it is known a pr /o r / that  he constraint gradients are linearly independent at the solution, 
we can use the Kuhn-Tucker conditions from the outset. In this case, we set u0 = 1 and remove 
u0 from (2.2) or (2.4). No normalization equation is needed. 
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3. THE NEED FOR BOUNDS ON MULT IPL IERS 
Let X denote a box (i.e., an interval vector) with interval components XI,...,Xn. For a 
vector x with real components zi, we say x E X if zi E X~ for all i - 1,..., n. We shall obtain 
bounds on the Lagrange multipliers for all solution points in a given box X. 
When X is a small box, a properly designed interval Newton method for simultaneously solving 
(I.I), (1.2), (1.3) and (2.4), in general will produce bounds on the Lagrange multipliers for all 
possible solutions in X. No initial bounds on the multipliers are required. We show this in 
Section 4. However, the standard version of the interval Newton method can fail, especially when 
X is large. Provided crude bounds on the variables are known, a special version circumvents such 
failure. See Section 4. 
4. BOUNDS FROM NEWTON'S  METHOD 
From the vectors x = (x l , . . . , zn ) r ,u  = (u0, . . . ,um) r and v = (v l , . . . , v r )  T, define the 
I:] [!] partitioned vectors  w = and  t = = . Denote  n t  = n + m + r + 1.  Consider an 
nt-vector f ( t )  of functions f i ( t ) ( i  = 1, . . . ,  nt) which are assumed to be nonlinear in x hut linear 
0/, 
in w. The essential feature is that ~- j  be independent of w for all i = 1, . . . ,  nt when j ~_ n. 
The vector f of interest in this paper is given below in equation (4,5). 
We shall show that given x E X, an interval Newton method can produce bounds on w (as 
well as improve the bounds X on x) for any solution t* -- [ x* ] W* o f  
f ( t )=0 (4.1) 
for which x* E X. Thus, we can obtain bounds on the Lagrange multipfiers for all possible 
solutions of (1.1c), (1.2), (1.3) and (2.4) (the Fritz John conditions) with x E X. 
Let T denote a box (interval vector) with components T~ (i - 1 , . . . ,  nt) and let t e be a vector of 
reals with t z E T. Let J I denote an inclusion monotonic interval extension (see [9] for definitions) 
of the Jacobian of f.2 Let the elements Jo of J I be 
o , to)  J~j = • • • ' ~ j+ l ' "  • " \ u~j / 
(4.2) 
for all i -- 1,. . .  ,nt; j - -  1, . . . ,n t .  Note that the first j arguments of Fi are intervals and the 
remaining arguments are real. 
Consider the expansion of f in the form 
f l  (t 0) + j I ( t  _ t 0) __  0, (4.3) 
where fz(t°) denotes the interval evaluation of f at the point t °. The f~iiowing theorem is proved 
in [10] and an extended version is given in [11]. 
THEOREM 4.1. Assume t o E T. Let T* denote the solution set of(4.3). If there exists -,solution 
t* o f f ( t )  = 0 in T, then t* 6 T*. 
If we compute a box T'  containing the solution set T*, then T' must contain any solution t* 
in T*. We use this fact to corroute the desired bounds on the Lagrange multipliers. 
2The notati~ jz is used here to disthug;ulsh between the interval and a rul JaLcobian, denoted J.
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Combining (1.1c), (1.2), (1.3) and (2.4), we write 
f ( t )  = 
m l" 
ui + ~']~ Ev~-  I 
m r 
uoVf(x) + u, vp,(x)  + v vq,(x) 






With the arguments of Jij as given in (4.2), we see that the components of u and v occur as 
reals in j l ,  not as intervals. Hence, no initial bounds for u or v are required. Despite this fact, 
the solution of (4.3) provides bounds on u and v as well as new bounds on x. For v to occur 
in j1 as real only, it must occur linearly in f. This explains why the normalization i (2.4) was 
cho6en.  
As shown in [12], to obtain better computational results from (4.1), it is desirable to first 
multiply (4.3) by an approximate inverse, say B, of some J E j I .  This yields 
M (t - t °) = b (4.5) 
where M I = B31 and b I = -B f t ( t ° ) .  
We can attempt to solve (4.5) using interval Gaussian elimination. This process can fail because 
of a division by an interval containing zero. If it succeeds, we obtain the desired bounds on the 
Lagrange multipliers and new bounds on any solution t° for which x* E X. Failure will occur, 
for example, if the current box contains more than one local solution. In such a case, we must 
wait for the main algorithm to either reduce or subdivide the box until the new current box can 
be successfully processed. 
Let T I denote the solution to (4.5) obtained by interval Gaussian elimination. A virtue of the 
method is that if T I C T, this fact constitutes proof that a solution of (4.4) exists in T ~. Also, if 
T ~ N T is empty, then there is no solution of (4.4) in T. 
If Gaussian elimination fails, it is still possible to solve (4.5) provided crude bounds on the 
Lagrange multipliers are known. This motivates the method described below in Section 5. 
Failure of Gaussian elimination occurs if, at some stage, all potential pivot elements are intervals 
containing zero. Suppose this occurs after all elements below the diagonal in the first kt columns 
have been zeroed. Suppose .intervals ~ bounding ti are known for i = kt + 1, . . . ,  nt. We can 
replace ti by T~ for these values of i in the kt modified equations already obtained in the partial 
elimination process. Backsolving these equations yields new bounds on t i , . . . ,  tk,. 
In our actual program, we also use a relaxation method to solve the linearized equations in the 
interval Newton method. To compute new bounds, the relaxation method always needs crude 
bounds on all (except one) of the variables. The method is described in [13]. Its use is not a 
central issue for analysis in this paper and we shall not discuss it further. The method to be 
discussed in Section 5 may provide the necessary bounds for the relaxation procedure. 
It may happen that a box T is not reduced in size by a step of the interval Newton method. 
When this occurs, it is necessary to subdivide T into (say) two halves and apply the methods 
to each half separately. Further subdivision may be necessary. The subdivision process (which 
is not discussed in this paper) will be done by the main program. For a discussion of the steps 
in a global optimization algorithm, see [1] or [2], for example. In the literature on interval 
Newton methods, no practical problem has been reported (to the authors' knowledge) in which 
so many subdivisions were needed that the computing effort prohibited numerical convergence in
a reasonable amount of time. 
C&q~ 2.q/10-11-f 
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5. ANOTHER BOUNDING METHOD 
We now consider how (1.2) and (2.4) can be used to obtain bounds on the Lagrange multipliers 
without resorting to (1.1) or the complementary slackness conditions given by (1.3). Thus, the 
problem is smaller. However, unlike the interval Newton method, the method to be discussed 
does not provide improvement of the bound X. 
In our algorithm based on [1] and [2], we seek any solution x* which might lie in a given 
box X. The box itself consists of bounds on x*. We can use it to produce bounds on the 
Lagrange multipliers before attempting to improve the bounds on any solution in X. 
We first evaluate/~(X) for i = 1, . . . .  m and Qi(X) for i = 1,. . .  ,r. That is, we evaluate the 
constraint functions over the box. Denote the resulting intervals by Ps(X) = [p~ (X),p~ (X)] 
and Qi (X) = [q~(X), q~ (X)]. From the rules of interval arithmetic, p~ (x) E Pi (X) and qs(x) E 
Qs(X) for all x E X. 
If 0 ~ Qs(X) for some i : 1 , . . . ,  r then q~(x) ~ 0 for any x E X, and there can be no solution 
to (1.1) in X. Hence, we assume 0 E Qi(X) for all i = 1 , . . . , r .  If p~ (X) > 0, then pi(x) > 0 
for all x E X and hence, no point in X is feasible. Hence, we assume p~ (X) _< 0. If p~ (X) < 0, 
then ps(x) ~ 0 for any x E X, and we set the corresponding Lagrange multiplier us to zero. That 
is, we disregard inequality constraints known to he inactive in X. We now assume that all such 
Lagrange multipliers known to be zero for the region X have been removed from the problem 
and that the corresponding inequalities do not occur in the problem now considered. This same 
simplification is done before the Gaussian elimination procedure of Section 4 is applied. 
Assume that (in the revised problem) m + r <_ n. Otherwise, the system of equations (1.2) 
and (2.2) that we must solve is under-determined and we must resort to a Newton method such 
as one of those discussed in Section 4. 
The complementary slackness conditions do not serve any purpose in determining the value of 
a nonzero Lagrange multiplier u~. Similarly, the equality constraints themselves are not of any 
help in determining the value of a multiplier. Hence, if we restrict our attention to solving for 
the multipliers (and not x*), it is reasonable to omit the slackness conditions and the equality 
constraints. This motivate the following analysis. 
Earlier, we defined the vector w = (u0, . . . .  urn, Vl , . . . ,  Dr) T. Define the (n + 1) × (m + r + 1) 
1 1 . . .  1 E - - .  E ] (5 .1 )  
Al(x)= Vf  Vp I  ""  Vp,  n Vq l  ""  Vqr  " 
Al(x)w = ex (5.2) 
matrix 
Then (1.2) and (2.2) can be written 
P 
where el is the vector (I, 0,..., 0) T of n + 1 components. 
Evaluate A i over the box X so that (5.2) becomes 
A (X)w = e l .  (5.3) 
This equation is now transformed into one of the form 
where R I is an upper triangular interval rn~trix of order m + r + 1. The zero block is of dimension 
(n - m - r) x (m + r + I). The interval vector in the right member has been partitioned into 
an (m + r + I) - vector b/l and an (n - m - r) - vector b~. The zero block and b~ are absent 
if m + r -- n. The transformation process can be done by simple interval Gsuasian elimination 
as described in [12]. If this fails because of division by an interval containing zero, we abort the 
process. In such a case, we rely upon either the success of the method in Section 4 or else we 
subdivide the box. Assume, however, that we have succeeded in transforming (5.3) into (5.4). 
Consider the case m + r < n. In general, we will have b~ ~ 0. If 0 ~ b~, then there is no 
solution to the Fritz John condition (1.2) for any x E X. This is because there is no R E I t  x and 
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no b E b I such that 
is satisfied. In this case, X cannot contain a minimum of f(x). 
If 0 e b2, there may be a solution of (1.2) for some x E X. If so, then b2 = 0 for this x. Hence, 
we set b / = 0 in (5.4) and solve 
RIw = bl/. (5.5) 
If m + r = n, we get (5.5) directly, instead of (5.4). Note that solving (5.5) is a simple back 
substitution process. 
It might appear that (5.5) is insoluble if for some diagonal element R~i of R ! we have 0 E Rii. 
However, this is not the case provided crude bounds on the multipliers are known. If 0 E Rii for 
some i - 1,... ,n, we discard the ith equation in (5.5), set wi equal to the corresponding crude 
bound in all remaining equations, and solve as before. This same kind of procedure can also be 
used in the interval Newton method. In fact, as pointed out earlier, this motiwtes the procedure 
described in this section. 
Bounds on the multipliers might be obtained using the elimination method of Section 4. As 
pointed out in Section 2, when there are no equality constraints, the normalization equation (2.1) 
gives the crude bounds 0 ~ ui _~ 1(i = 0 , . . . ,  m). 
6. EX ISTENCE OF A SOLUTION 
We have already seen that in the case rn + r > n, i f0  ~ b~ in (5.4), then no solution point 
exists in X. We can prove nonexistence of a solution point in other ways, as we shall show in 
this section. 
The solution set of equations (4.5) or (5.5) is a bounding set for the solution variables for any 
x E X. Our algorithms for solving these equations bound the corresponding solution sets and 
hence, bound the possible values of the solution variables for all x E X. 
Suppose that for one solution or the other, we obtain Ui <~ 0 for some i = 0 , . . . ,  m; that is, the 
right endpoint of Ui is negative. This says us < 0 for any solution point x E X. But the Fritz 
John conditions pecify ui _> 0 for all i - 0 , . . . ,  m. Therefore, there can be no solution to the 
optimization problem (1.1) for any x E X. Thus we delete X. 
When there are no equality constraints, the normalization condition (2.1) assures that ui _~ 1 
for all i - 1 , . . . ,  m. Hence, if Us > 1 for the computed bound, there is no solution point in X. 
Again we delete X. 
The existence or nonexistence of a solution to (4.2) can be proved using the interval Newton 
methods. For example, see [9]. 
It should be emphasized that in practice, interval computations are done using "outward round- 
ing" so that a computed interval always contains the interval which would have been computed 
using infinite precision. Thus, any conclusions as to existence or nonexistence of a solution is 
infallible. 
7. SUMMARY 
In the preceding algorithms, we sometimes need crude initial bounds and sometimes not. 
To dispel this and other sources of possible confusion for the reader, we now summarize the 
applicability of the various algorithms. In all cases, we assume that a box is given which bounds 
the points x of interest. 
The Newton method of Section 4 needs no bounds on the multipliers. It can fail due to 
division by an interval containing zero. If it succeeds, it produces bounds on the multipliers and 
(generally) improved bounds on x*. 
If Gaussian elimination in the Newton method fails, then to continue the solution process, we 
must have crude bounds on the Lagrange multipliers. 
The algorithm of Section 5 needs no initial bounds on the multipliers unless it fails because of 
division by an interval containing zero. It produces bounds on the multipliers, but not on x*. 
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We have emphasized the possibility of failure of the processes discussed. In practice, this is 
not a problem. Typically, failure occurs only early in the process when boxes are large. Later, 
when boxes are smaller because of splitting and reduction by other processes (not discussed 
here; see [1,2]), it is effective both in providing further reduction in boxes and in providing rapid 
convergence to sharp final bounds. 
8. NUMERICAL EXAMPLES 
When the procedures described in this paper are inserted in the algorithm described in [2], the 
procedures will be applied to smaller and smaller sub-boxes of X0, generated by the combined 
algorithm. In this section, we illustrate how the procedures behave when applied to certain hypo- 
thetical sub-boxes. The sub-boxes are chosen to exhibit the various behaviors of the procedures. 
The particular behaviors occurring in practice will be similar, but will depend upon the problem. 
Consider the problem 
minimize 
subject o 
,f(x) "- Z1 
p l (X) - -  Z 2"[-z 2 -  1 <0,  
p2(x)  = =1 - =2 < o. 
The solution is at 
z I = ~-0 .786  
= (51/  - 1) 
2 ~, 0.618 
and the Lagrange multiplier values are 
Uo = 2zT * ~ ~  0.611 
2z~ - 1 
1 
u; = (I - 2xD[I + 2(z~) 2] 
u~ = 1 -  u~-  u~0.215.  
~-, 0.174 
In this example, we use the normalization condition to explicitly elminate u0 by writing u0 = 
1 - Ul - u2. 
Suppose we begin with the box given by X1 = [-0.8, -0.7], X2 = [0.6, 0.7] which contains the 
solution. Assume we have no information about the Lagrange multipliers and arbitrarily choose 
the approximations ul = u2 = ½. We solve (4.6) using interval Ganssian elimination and obtain 
the bounds 
U 1 --[0.138, 0.201], U2 = [0.179, 0.240] 
on the Lagrange multipliers. We also obtain the improved bounds 
X~ = [-0.799, -0.753], X~ = [0.600, 0.659] 
on zl and z2, respectively. Note that we now have (guaranteed) bounds on the Lagrange mul- 
tipliers, whereas none were assumed known before this computational step. Here, and in the 
following, we record results to three digits. Higher accuracy was actually used. 
The fact that X~ C X1 and X~ C X2 is proof that a solution of the Fritz John conditions exists 
with z~ E X~ and z~ E X~. This follows from a well known property of most interval Newton 
methods. 
After three more iterations of the interval Newton method, the upper and lower bounds on 
z~ (i = 1,2) and on u~ (i = 0, 1,2) agree to ten digits past the decimal. 
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Convergence is faster if we begin with better approximations for the Lsgrange multipliers. 
Suppose we begin with the same initial bounds on zl and z2, but with the approximate Lagrange 
multipliers, ul - 0.174 and u2 -- 0.215, correct to three decimal places. Then after one step of 
the interval Newton method, we obtain 
Ut = [0.172, 0.175], U2 = [0.213, 0.216] 
and 
X I = [-0.791, -0.784], X~ = [0.613, 0.624]. 
Again, we have generated bounds on the Lagrange multipliers. After two more iterations, the 
upper and lower bounds on all the variables agree to approximately ten decimal places. In 
the previous example with less accurate approximations for the Lagrange multipliers, an extra 
iteration is required to get this accuracy. 
The method of Section 5 does not make use of approximations for u*. Using the same initial 
bounds X as above, solving (5.5) by Gaussian elimination yields 
U1 = [0.160, 0.190], [/2 = [0.209, 0.244]. 
Comparing these bounds with those from the Newton method, we see that they are better than 
the Newton result (for one iteration) when the approximations for the Lagrange multiplers axe 
poor; and they are worse than the Newton result when the approximations are good. Note that 
we have obtained bounds on the Lagrange multipliers without having even approximations for 
them initially. 
Now consider the box 
x l  = [-0.9, -0 .81 ,x2  = [0.5, 0.6] 
which does not contain a solution. Again use the good approximations ul = 0.174 and u2 = 0.215. 
The Newton method gives 
U1 = [0.170, 0.176], U2 = [0.212, 0.217] 
and 
X I = [-0.794, -0.785], X~ = [0.609, 0.633]. 
Since X and X ~ axe disjoint, we have proved that there is no solution in X. 
Using the same X, the method of Section 5 gives 
UI = [0.162, 0.193],U~ = [0.178, 0.210]. 
We have no indication whether a solution exists in X. However, if a solution exists (it doesn't), 
these intervals provide bounds on the Lagrange multipliers. 
Next, consider the box 
Xl = [-0.7, -0.6], X2 = [0.7, 0.8]. 
Evaluating P2 over this box, we obtain P2(X) = [-0.44, -0.21]. Since P2(X) < 0, the constraint 
p2 <_ 0 cannot be active in X and we drop it from consideration. 
Equation (5.3) becomes 
[1 , 1L1 [i] 1 [ -1 .4 , -1 .2]  uo = . 
0 [1.4, 1.61 J ut 
Interval Gaussian elimination produces: 
1 1 11 . 
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Since the third compommt in the right member does not contain zero, we ham proved that there 
is no solution; and X cannot contain the minimum. 
As a second example, consider the problem in which the inequality constraint p2(x) _~ 0 in the 
above example is replaced by equality. The problem becomes 
minimize /(X) = Zl 
subject o p(x) = z~ + z~ - 1 _< 0, 
q(x) = z~ - ~2 = 0. 
Equation (4.4) is now 
r uo + ul + Evl - 11 
j~0 + 2(-1 + ~1)Xl | 
f(t) = / 2ulz~ - -  V 1 / 
/ u l ( ,~+~- l )  / 
L Zl  2 - z2 J 
and we must solve f(t) = 0. When E is replaced by 1, the solution is 
X~ = (51/2 --  1) 
2 ~ 0.618, z~ = -(z~) 1/~ ~ -0.768, 
2z~ 
u~ = (1 -  2z~) ~ 0.611, 
1 
u~ = [(1 - 2x~)(1 + 2~)]  ~ 0.174, 
v~ = 2z~u~ ~ 0.215. 
From the last component of f(t) -- 0, z2 = z~ ~ 0. Hence, since Ul _~ 0, the third component 
of f(t)  = 0 yields Vl = 2ulz2 ~_ O. Hence, all the Lagrange multipliers are nonnegative. This 
implies s o ~ 0 and we could replace E by unity in f(t) = 0. However, we shall not do so. 
For this example, we shall not use the normalization equation to eliminate u0 as we did in the 
previous example. 
As in the previous example, suppose we are given the box 
Xl -" [-0.8, -0.7], X2 -" [0.6, 0.7], 
which contains the solution. Assuming no information about the Lagrange multipliers, choose 
u0 ---~ Ul --" ~1 --" ~. Applying an interval Ganssian elimination step, we obtain 
r [-0.789, -0.78311 
/ [0.611,0.622] /
T '= / [0.611,0.627] / .  
/ [0.142,0.200] /
L [0.148, 0.226] J 
Thus we obtain bounds on the Lagrange multipliers. The bounds X ~ are improvements. Since 
we now know vl > 0, we could replace E by 1 in subsequent iterations. 
Finally, we apply the method of Section 5 to this same example. Equation (5.3) becomes 
2X1 2X1 w -" 
2X2 -1  
Substituting X1 = [-0.8, -0.7] and X2 = [0.6, 0.7] and performing Gaussian elimination, we 
obtain 
Uo = [0.582, 0.618] 
U 1 = [0.159, 0.190] 
V1 = [0.208, 0.245]. 
Without having approximations for the Lagrange multipliers, we have produced bounds on them. 
The bounds are sharper than those obtained solving (4.4). 
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