











DEEP LEARNING METHOD FOR DOCUMENT CLASSIFICATION 
THROUGH IMAGE-BASED CHARACTER EMBEDDING 
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Languages such as Chinese and Japanese have a significantly large number of characters as compared to 
other languages, and each of their sentences consists of several concatenated words with wide varieties of 
inflected forms; thus appropriate word segmentation is quite difficult. In this study, we propose a new and 
efficient document classification technique for such languages. The proposed method is characterized into a 
new “image-based character embedding” method and character-level convolutional neural networks method 
with “wildcard training.” The first method encodes each character based on its visual structures and preserves 
them. Further, the second method treats some of the input characters as wildcards to prevent over-fitting of the 
classifier. We confirmed that our method showed superior performance to conventional ones for Japanese 
document classification tasks without data pre-processing. 





る自然言語処理 (natural language processing; NLP)は，web













(term frequency-inverse document frequency)[1] や ，
word2vec[2]ならびに GloVe (global vectors for word 
representation)[3]に代表される単語の分散表現，LSI (latent 







































































てその視覚的特徴を抽出する image-based character 
embedding (ICE) と，文字単位で言語的特徴を抽出しなが




















ている stacked convolutional autoencoder (CAE)[16]を ICE
の特徴抽出器として用いる． 
a）Stacked Convolutional Autoencoder (CAE)の構成 
Fig.2 に本研究で用いる CAE の構成を示す．CAE は，












プを𝑰𝑰1, 𝑰𝑰2, … , 𝑰𝑰𝑘𝑘 , … 𝑰𝑰𝐾𝐾  (𝑰𝑰𝑘𝑘 ∈ ℝ�𝑛𝑛𝑦𝑦×𝑛𝑛𝑥𝑥�)とし，現層の𝐿𝐿個の畳
み込みカーネルを𝒘𝒘1,𝒘𝒘2, … ,𝒘𝒘𝑙𝑙 , …𝒘𝒘𝐿𝐿 (𝒘𝒘𝑙𝑙 ∈ ℝ(𝑛𝑛𝑤𝑤×𝑛𝑛𝑤𝑤×𝐾𝐾))，
ならびに各畳み込みカーネルに対応するバイアス項を𝑏𝑏𝑙𝑙
と定義すれば， Eq.1 に示すような新しい特徴マップ
𝒉𝒉1,𝒉𝒉2, …𝒉𝒉𝑙𝑙 , …𝒉𝒉𝐿𝐿を得る処理である． 
 
ℎ𝑥𝑥,𝑦𝑦𝑙𝑙 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(� � 𝑤𝑤𝑖𝑖,𝑗𝑗,𝑘𝑘𝑙𝑙




デクス集合である．例えば， 𝑛𝑛𝑤𝑤 = 3としたとき，
ϕ = {(−1,−1), (0,−1), … , (1,1)}となる．活性化関数relu(∙)
は rectified linear unit (ReLU)を意味し，Eq.2に示す関数で
ある． 
 














c）Stacked Convolutional Autoencoder (CAE)の学習 














𝜃𝜃(𝑡𝑡) = 𝜃𝜃(𝑡𝑡−1) − 𝛼𝛼 𝑚𝑚� (𝑡𝑡)











convolutional neural networks (CLCNN)を用いる． 











は，𝐾𝐾個の入力特徴ベクトルを𝑰𝑰1, 𝑰𝑰2, … , 𝑰𝑰𝑘𝑘 , … 𝑰𝑰𝐾𝐾  (𝑰𝑰𝑘𝑘 ∈ ℝ𝑛𝑛𝑡𝑡)，
































































類するモデル(3-gram + tf-idf)，(C) 単語分割法によって分
割される単語から tf-idf値を計算しロジスティック回帰に
よって分類するモデル(word + tf-idf)，そして(D) トピック
モデルとロジスティック回帰を組み合わせたモデルを用
いた．提案手法の ICEに用いる CAE は，英数字，記号，
ひらがな，カタカナ，漢字（JIS第一水準，第二水準）を
含む計 6,631文字を学習させた．(B) 3-gram + tf-idfと(C) 
word + tf-idfについては，最も良く出現する上位 nトーク


















者推定性能の比較を Table1に示す．  
 
Table1 小説文・論説文の著者推定性能の比較 
methods accuracy [%] 
(proposed) CAE + CLCNN + WT 82.61 
(proposed) CAE + CLCNN 52.17 
(proposed) LUT + CLCNN + WT 78.26 
(A) LUT + CLCNN 65.22 
(B) 3-gram + tf-idf (n=50,000) 56.52 
(C) word + tf-idf (n=50,000) 47.83 
(D) LSI (# topics=60) 73.90 














新聞社推定性能の比較を Table2に示す．  
 
Table2 記事の新聞社推定性能の比較 
methods accuracy [%] 
(proposed) CAE + CLCNN + WT 87.81 
(proposed) CAE + CLCNN 80.95 
(proposed) LUT + CLCNN + WT 76.42 
(A) LUT + CLCNN 73.13 
(B) 3-gram + tf-idf (n=300,000) 84.27 
(C) word + tf-idf (n=49,684) 67.22 
(D) LSI (# topics=2,000) 84.00 
(D) LDA (# topics=70) 56.10 
 














推定性能の比較を Table3に示す．  
 
Table3 SNS投稿のトピック推定性能の比較 
methods accuracy [%] 
(proposed) CAE + CLCNN + WT 68.46 
(proposed) LUT + CLCNN + WT 59.14 
(B) 3-gram + tf-idf (n=50,000) 64.46 
(C) word + tf-idf (n=50,000) 49.28 
 







































































































































































  出現率 [%] 
  かな カナ 記号 
小説文・論説文 
の著者推定 
データセット 60.93 0.90 8.10 
畳み込みカーネル 2.99 1.89 1.63 
記事の 
新聞社推定 
データセット 34.05 7.01 13.94 
畳み込みカーネル 6.58 3.78 2.73 
短文 SNSの 
トピック推定 
データセット 37.07 12.74 12.21 
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