Introduction
In order to assess stationarity of a process, it is common to express it by means of a statistical model. Traditionally this has been done using a first-order autoregression model where the stationarity is assessed through tests of the linear restrictions on the autoregression parameter -see, for example, Fuller (1996) , Dickey and Fuller (1979) , Said and Dickey (1984) and Ng and Perron (1995) . These tests, however, are designed for univariate processes, and it is by no means obvious how to extend a univariate test to a multivariate setting of, say, N variables such as in a panel data context, though some tests of different origin have been considered in the literature. Breitung and Meyer (1994) suggested a panel data unit root test valid for a fixed number of observations T and N . Apart from the assumption of increasing N, their test, as well as the test proposed by Levin, Lin and Chu (2002) , assumes a common scalar parameter, which does not allow some marginal series to be unit roots and others not. Im, Pesaran and Shin (2003) relaxed the assumption of a common parameter and proposed a test based on averaging the test statistics from the N cross-section units. Another test which allows for heterogeneous parameters over the N units was introduced by Maddala (1977) , who used P is the p-value of any univariate test of the ith marginal process. This, as well as the other panel data tests above, does not allow for crosssectional correlations, which in turn appear to be present in most cases met in practice. In such cases, Maddala and Wu (1999) suggest using 'bootstrap' methods to obtain fair, critical values of Fisher's test. A somewhat different test was proposed by Moon and Perron (2004) , who assumed a factor structure of the cross-covariances and suggested pooling defactored variables to construct a unit root test. Other factor-based methods for cross-correlated data have been proposed by Phillips and Sul (2003) , Bai and Ng (2004) , Choi (2002) and Pesaran (2003) .
In this paper, we will take a different approach to panel data unit root testing, which simultaneously allows for heterogeneous unit roots -in the sense that some series may be stationary and others not -and cross-correlations of the residuals without assuming a factor structure. We specify the panel unit root problem in the form of a multidimensional restriction on a linear, but (possibly) non-stationary, vector process and four invariant statistics for testing the hypothesis. As each of the proposed statistics is invariant to linear transformations, the critical values may be simulated by computers with arbitrary precision, thereby avoiding the problem of deriving the complicated null distribution, so that completely feasible 4 procedures are available. The power properties of the four tests are investigated through Monte Carlo simulations, and, for the purpose of comparison, the frequently used test proposed by Im, Pesaran, Shin (2003) The paper is arranged as follows. In the next section we specify the model under investigation with the corresponding null and alternative hypotheses along with the proposed tests. The
Monte Carlo simulations are presented in Section 3. In Section 4 we present the results as regards the size and power of the tests and finally, a conclusive summary is presented in Section 5.
Panel unit root testing
In this section we present the model and outline of the hypothesis tests. In order to test this hypothesis it is convenient to take the first difference of the observable variable to get
On the difference form, the hypothesis may be expressed as T statistic was initially proposed by Lawley (1938) and Hotelling (1947) , and is also sometimes labeled as the 'Wald statistic'. For a one-dimensional variable this statistic is proportional to the standard Dickey-Fuller t statistic. The V statistic is known as the 'Pillai´s trace' (Pillai, 1955 (Pillai, , 1956 ) and has also been derived through a Lagrangean multiplier prespective (e.g. Judge et. al. 1985) . The  statistic is known as 'Wilks lambda', while the R statistic was introduced by Rao (1973) . Further references concerning their origin, inequality ordering and null-and alternative distributions may be found in Muirhead (2005) , Rao (1973 ), Judge et. al. (1985 , Anderson (2003) , Bewley (1986) , Fujikoshi (1970 Fujikoshi ( , 1988 , Kibria and Saleh (2005) and Lee (1971) . These four statistics were originally derived for the purpose of testing linear hypothesis in contexts of multivariate linear models such as MANOVA and other multivariate settings. But they have also proven to be useful for testing distributional assumptions in multivariate econometric models. For example, Edgerton and Shukur (1999) and Holgersson (2004) used them to assess autocorrelation in multivariate regression and seemingly unrestricted regression (SUR) models, while Holgersson and Shukur (2004) These authors also supplied monotonicity results for the power functions of such tests. In this paper, however, we will restrict ourselves to those of (2.4) to (2.7) due to their simple functional form. In order to obtain these statistics the restricted and unrestricted sum-ofsquare residual matrixes need to be estimated. The most efficient way to do this is through the SUR version of model (2.2). This is defined as follows:
or more compactly,
(2.9)
The tests are then conducted as follows. The and HE matrixes and the test statistics are then calculated as described above. In addition, note that this method readily extends to a model including which includes a constant term. When it comes to obtaining critical values at desired test level, these may be tabulated through simulations. However, that method is somewhat inconvenient, especially in a panel data context, since the tables would have to be constructed at two indexes (i.e. the number of cross sections and time observations respectively). An equivalent but more convenient method may be conducted through parametric bootstrap technique, described as follows. 
The null hypothesis of panel unit roots is rejected on the  level when the empirical p-value is less than  . Hence, once this fairly simple algorithm is defined in appropriate software, there is no need for tabulated critical values for each   , NT pairing.
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To sum up the discussion so far, any of these four statistics may be used to test the hypothesis of the panel data unit root of (2.8) in a sense way that simultaneously allows cross-equation Where there is cross-sectional dependency, an alternative to the IPS test is the CIPS test proposed by Pesaran (2007) . However, it should be noted that the CIPS test was proposed under the assumption that the cross-sectional dependency occurs due to a common factor affecting all of the variables in the panel, which may be a limitation of the test in cases where this assumption is not valid. But since these two tests are frequently used in applied analyses we will include them in the study.
The above tests, including the IPS/CIPS tests, could also be extended to allow for serially correlated errors, but here we will restrict ourselves to model (2.8) since there are already a substantial number of parameters in the model.
The Monte Carlo simulations 9
In this section we will present the data-generating process and outcomes of the experiments.
The data will be generated according to the following model. . In addition, in order to impose cross dependencies we will generate the error term through the relation a a a a a a a a a
In order to evaluate the size of the tests, the following confidence interval is calculated.
where M is the number of Monte Carlo replications (equal to 10, 000) and 0  is the nominal size which is equal to 0.05. The number of replicates used to determine the critical region (2.1) is set to 30,000.
Results
In our Monte Carlo study we calculate the estimated size by simply observing how many times the null is rejected in repeated samples under conditions where the null is true. By varying factors like those described in the previous section, we can obtain a succession of estimated sizes under different conditions. In general, the closer an estimated size is to the nominal size the better we consider a test to be. In this section the results from the Monte Carlo experiment are presented. The estimated sizes of the tests are presented in Table 1 . The confidence interval in equation (3.2) is doubled in magnitude in order to emphasize the pattern of well-performing tests more clearly. Therefore, if the actual size of a test exhibits a rejection frequency significantly below 0.06 it is considered as fair, which is marked out as shaded cells in the tables (here we do not consider low type-I error as a weakness of the test).
Analysis of the Estimated Size
The sizes of the different unit root tests are presented in ) are much more robust, and they are almost always unbiased. In particular, when looking at the size of the tests, the V test has shown to be very robust in all studied cases and hence should be the preferred option.
Analysis of the Estimated Power
The analysis of the power of the test is of central importance, since a test will be of little use if it does not have enough power to reject a false null hypothesis. Even if a correctly given size is a necessary prerequisite to ensure the good performance of a test, the tests should have enough power to reject a false null hypothesis. In our tables, however, we presented the power functions for all the tests though we put cross on the power results for the test with sever overrejection of the size. In this section we discuss the most interesting results of our Monte For the IPS and CIPS tests, introducing cross-sectional dependency also has an impact on the power properties of the tests. However, due to the fact that these tests are not robust in this situation and have improper sizes, the results of the power should not be considered any more 12 in the analysis. In situations where there is cross-sectional dependency, the LM test should be preferred since, in general, it has the highest power among the tests for unit roots.
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Summary and Conclusions
In this paper we propose four tests for unit roots from panel data perspectives. These tests are Carlo critical values so that there is no need to derive null distributions of the test statistics.
Arbitrary size precision is therefore available through computer simulations. In these ways, the proposed tests are universally valid and rely on a minimum of distributional assumptions.
However, before a new statistical method can be considered useful, its properties should be examined and contrasted to existing, previously proposed methods. In this perspective, we The conclusions of our paper are that in cases where the data-generating process is a priori known to follow a simple structure, such as a factor model or a diagonal covariance matrix, tests developed under such conditions will be the optimal choice. However, in more general contexts usage of these tests may be hazardous and should be abandoned in favor of multivariate tests. In particular, this paper shows that the Lawley-Hotelling trace test has the greatest size and power properties among other comparable tests and is hence the test to be recommended in real applications.
