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1．はじめに
1．1．背景
　コンピュータの性能が向上した近年では，細粒度な並行性を含むアプリケーション開発の需要が高ま
っている．そのようなアプリケL－一一Eションの分類としては，（1）GUIプログラミング，（2）マルチメディア
処理，（3）ハードウェアエミュレーションなどがある．（1）では，ウィンドウがそれぞれ独立にメッセー
ジ送受信することよって処理を行うため，その非同期性・並行性に合わせた形でプログラムは記述され
る．具体的には，特定のメッセージが到着するとその処理を行うためのルーチンを起動するイベントド
リブン型のプログラミングスタイルで記述される．（2）では，互いに独立な処理ブロックを直列に結合
した計算パイプラインにデータを流し込むビットストリーム型の処理が行われる．（3）ではビット演算
のための素子によって構成された回路と同等の機能を，機能ブロックごとにルーチンに対応させて記述
する．しかしながら，従来の直列的なモデルはこれらのプログラムの動作に適しているとは言えず，そ
れゆえ既存のプログラミング言語によるこれらのアプリケーション開発は，決して簡単ではない．特に，
整数や文字列などを基底データ型とした一般的な言語では，それより細かい粒度の計算を簡潔に記述す
ることは困難である、ハードウェア指向の言語の多くはビット処理のための命令を持っが，組み込みシ
ステムの制御などの一般的な逐次処理の付加機能としての利用に制限される．
　これらの問題は，並行ビットレベル計算によく最適化された計算モデル及びそれを基礎とした言語を
用いることで解決できると考えられる．具体的には，ビットレベル計算機能を持つ基底計算素子をボト
ムアップに部品化して構成することで，一般的な逐次処理に最適化された言語に比べてビットレベルの
並行計算をより簡潔にわかりやすく記述できると考えられる，しかしながら，現在このような計算モデ
ルやプログラミング言語に関する研究はほとんど行われていない．
　近年では，コンピュータシステムの性能向上のためにプロセッサの並列化が進められており，前述の
ようなタイプのアプリケ・一・一ションは増加の一途を辿っている．それに伴い，今後プログラミングにおけ
る並行計算の重要性はより高まっていくものと思われる．例えば，仮想化技術で用いられるコンピュー
タシステムのエミュレーションプログラムは，そのアーキテクチャの動作を再現するために細粒度な並
行処理が必要である．C言語などの直列的なプログラムの集合によってそのようなシステムを記述する
場合，プログラムの可読性やプラットフォームに依存した処理効率の向上のために，論理的に並行計算
が可能な部分の多くを直列的記述によって代用せざるを得ない．また，直列プログラムの集合（例えば
マルチスレッド）は処理単位間のデータの結合関係を読み取ることが困難であるため，それに関連した
バグを生み出しやすい．この問題は，図形を操作することでプログラムが作成できるビジュアルプログ
ラミング言語（VPL）によって解決できる．その並行処理との親和性の高さから，現在までに並行処理型
VPLが数多く研究・開発されている．
　ところで，コンピュータアーキテクチャの分野では，プロセソサの並列化の延長線上の技術として単
純な計算素子を動的再構成によって結合して計算を行う超並列計算に関する研究が盛んに行われてい
る．これらのアーキテクチャでは細粒度並列計算をハードウェア的に実現できるため，前述のようなア
プリケーションを効率的に実行できる．しかし現状では，計算モデル，プログラミング言語などそれら
のソフトウェア技術に関する研究はあまり進んではいない．ビソトレベル計算のための並行計算モデル
は，これらのアーキテクチャに対するソフトウェア的な側面も含んでいるため，将来うまく調和する可
能性があり，コンピュータシステムの観点からも重要な研究であると考えられる．
1．　2．目的
　ビットレベル並行計算のための計算モデル及びプログラミング言語の設計・開発を行うことを目的と
する．具体的には，まずビットストリームで結合された計算要素を結合してプログラムを記述するVPL
A－BITSの開発・評価を行う．次に，その問題点を解決するためにビットレベル並行計算モデルAPC（Ajiro
Program　Circuit）の提案及び，そのシミュレータであるAPCシミュレータの開発・評価を行う．さらに，
その概念を発展させたAPEC（Asynchronous　Program　Elements　Connection）モデルの提案及び，例題シス
テムの設計を行う．それから，APECモデルを基礎としたVPL　APECbitsの開発・評価を行う．
1
2．関連研究
2．1．並行計算モデル
2．1．1．並行計算モデルとは
　計算モデルとは，システムの振る舞いを形式的に定義するための枠組みである．計算モデルを用いて
システムを表現すると，システムの理解が容易になることや，現象を数学的に取り扱うことができるよ
うになるなどの利点があるため，多くの計算モデルが考案・研究されている．ここでは主に，コンピュ
ータの分野でよく用いられている計算モデルを中心に述べることにする．計算モデルとしては次のよう
なものが良く知られている．
1）チューリングマシン
2）　λ計算
3）論理型計算モデル
4）句構造文法
5）Actorモデル［2］［3］［4］
6）プロセス代数［5］（CCS，π計算［6］［7］，CSP［8］，Ambient　Calculus［9］など）
7）KPN（Kahn　Process　Network）［10］とその派生モデル［11］［12］
8）セルオートマトンモデル
9）データフローモデル［13］［14］［15］
10）ペトリネット［16］［17］
　1）はノイマン型コンピュータの計算モデルで，オートマトンとしての有限制御部とテープから構成さ
れる機械の動作を表現するものである．具体的な動作は，まずヘッドからテープを読み取る．そして，
その値に応じて内部状態を変え，テープを書き込んでヘッドを移動する．それからまた前述の動作を行
い，次の状態に移行できなくなるまで実行を続ける．現在のコンピュータにより近いモデルとして
RAM（Random　Access　Machine）があるが，本質的にはチューリングマシンと同じである．計算量や計算可
能性はこのモデルの上で議論が行われる．2）は関数を書き換えていく過程を表現するもので，Lisp言語
の計算モデルとしても有名である．λ抽象と関数適用という2つの操作を行い関数を書き換えていく動
作を基本としている．3）は論理式内の未知変数の値を決定していく過程を表現するもので，Prolog言語
の計算モデルとしても有名である．4）は文を書き換える過程を表現するモデルである．句構造文法とチ
ュー 潟塔Oマシンは形式言語理論において親和性が高く，その計算能力がしばしばクラスに分類して比
較される．例えば句構造文法のクラスの一つである文脈自由文法とチューリングマシンのクラスの一つ
である非決定性プッシュダウンオートマトンの計算能力は等しい．
　5）は複数の計算単位が互いにメッセージを交換しながら計算が行われる過程を表現する並行計算モ
デルである．計算単位は一般に中粒度で，メッセージを受信すると活性化してそのメッセージに対応す
る処理を行い，計算結果を送信する．オブジェクト指向の考え方の元になったともいわれている．6）は
複数のプロセスが互いに通信をするという振る舞いを代数的に記述することで，並行システムを表現す
るモデルの総称である．そのモデルの1つであるCSPはTransputer，及びOccam言語の計算モデルとし
ても有名である．7）は複数のプロセスが無限容量のFIFOチャネルを介して通信を行うことで計算が行
われる過程を表現する並行計算モデルである．受信がブロッキングであるため，動作は決定的である．
いくつかの派生モデルがあり，9）のデータフローモデルと類似性がある．8）は同一の遷移規則を持っ有
限オートマトンを一様に並べ，それに初期状態を設定して実行させることによって計算を行う並行計算
モデルである．それぞれの素子は自身の状態及び周囲の素子の状態を入力とし，それが遷移条件を満た
していた場合に次状態に遷移する．この遷移過程には1単位時間で全ての素子が一斉に遷移する同期型
と，それぞれが任意のタイミングで遷移する非同期型があるが，本質的な計算能力に違いはないため，
検証が容易な同期型で議論されることが多い．
　9）は図式表現可能な並行計算モデルで，プレースと呼ばれる場所にあるトークンの個数を制御するこ
とで非同期的な事象を表現するモデルである．主に非同期システムの解析に用いられている．これまで
に多くの研究が行われており，用途に応じて拡張された様々タイプのモデルが存在する．10）も図式表
現可能な並行計算モデルであり，データに依存して連鎖的に計算が行われる過程を表現するモデルであ
る．プログラム言語，データフロー計算機などの計算モデルとして広く用いられている．
　次に，本研究と特に深い関係がある9）および10）の計算モデルについて，例を挙げて説明する．
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2．1．2．データフローモデル
　データフU一モデルは，データの流れに依存して次々と並行に計算が行われることを特徴とする計算
モデルである．データはトークン，計算要素はノードと呼ばれ，データは処理を示すノードの端子に到
着する．ノードが計算に必要なデータが揃ったところで計算が行われ（発火），トークンが消費される．
計算の結果はトークンとして生成され，他のノードへ出力される．このような動作が連鎖的に起こるこ
とで計算が行われる．発火は他のノードには影響されないので，原理的には並列に起こることが可能で
ある．データフローモデルは，その計算が持つ細粒度な並行性を最大限に引き出すことができるため，
ノイマンコンピュータに代わるものとして，データフローコンピュータが研究されている．
　次に，データフローモデルの具体的な
動作を例により説明することにする．図
2．1は2次方程式の解の計算を行うデー
タフローの例である．丸印はノード，有
向エッジはトークンの流れる方向を示し
ている．三角印はノードの一種であるが，
データを複製する機能を持つ．エッジの
尾に付随する記号あるいは数値は，トー
クンとして外部から入力されるデータを
示している．〈〉で囲まれた文字はノード
IDである．
　まず〈i1＞および〈i3＞が発火す
る．2＊a＝2aが〈i2＞へ流れ，またbが複製
されて〈i5＞と〈i8＞へ到着する．そして，
〈i2＞で2aが複製されて＜i4＞＜i10＞〈i11＞
に到着する．〈i4＞では2a＊c＝2acとなり，
結果が〈i6＞に流れる．＜i5＞ではb＾2とな
り，結果が＜i7＞へ入る．〈i6＞では
2＊2ac＝4acとなり，結果が〈i7＞へと流れ
る．〈i7＞ではb＾2－4acとなり，結果が〈ig＞
へ流れる．〈ig＞では，」（b＾2－4ac）となっ
て〈ilo＞へ流れる．〈ilo＞では，」
（b＾2－4ac）／2aとなって〈i12＞へ流れる．
〈i12＞では，」（b＾2－4ac）／2aが複製され
て〈i14＞〈i15＞に到着する．
　一方，〈i8＞に入ったbは符号が反転さ
れて一bとなり，〈i11＞へ到着する．〈i11＞
では一b／2aとなり，〈i13＞に流れる．〈i13＞
では一b／2aが複製されて，〈i14＞〈i15＞に
到着する．〈i14＞では，（－b／2a）一ゾ
（b＾2－4ac）／2a＝（－b－∀「（b＾2－4ac））／2aと
なり，計算終了となる．また〈i15＞では
（－b／2a）＋　　V－　　　（b＾2－4ac）／2a＝（－b＋　　ンー
（b＾2－4ac））／2aとなり，計算終了となる．
　データフロー型VPLではこのような形
でプログラムが構成されるので，細粒度
名並行性を自然に表現できる．
図2．1
＜i4＞
　　　　　　一b・JFi：liEc　－b－b2－4・c
　　　　　　　　　2a　　　　　　　　　　2a
データフローモデルによる2次方程式の計算（文献［16］より）
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2．1．3．ペトリネット
　ペトリネットは，プレースと呼ばれる場所にあるトークンの個数に依存してシステムの状態が変化す
る計算モデルである．一般的には，データフローのように直接的に計算過程を表現するわけではなく，
システム全体の状態を表現するのに用いられる．
　ペトリネットは形式的にはPN＝（P，　T，　F，　W，　Mo）の5項組で定義されており，Pはプレースの有限集合，
Tはトランジションの有限集合，Fはアークの集合，　Wは重み付け関数，　M。は初期マーキングである．プ
レースはトークンを保持する場所で，その保持されている個数はMo：P→｛O，　1，2．．．｝のマーキングで表現
される．トランジションはプレースにあるトークンを監視し，ある条件を満たすとそれらのプレースか
らトークンを取り去って出力先のプレースにトークンを配置する（発火と呼ばれる）．アークはトランジ
ションの入力プレースと出力プレースを示し，（P×T）∪（T×P）の部分集合として表現される．重み付け
関数はトランジションが条件とする，あるいは出力するトークンの個数を示し，W：F→｛1，2，3＿｝で表
現される．形式的表現の詳細は文献［16］を参照してほしい．
　図2．2は通信プロトコルをペトリネットで表現した例である．丸印はプレースで，長方形がトランジ
ションを示している．矢印はアークで，プレース→トランジションは発火条件，トランジション→プレ
ースは出力プレースをそれぞれ示している．例えば，〈it1＞が発火可能になるためには，〈i1＞〈i8＞にト
ークンが存在しなければならない．発火可能な状態ではトランジションはどんなタイミングで発火して
も良い．アークは重み付け関数により条件となる，あるいは出力するトークンの個数が設定されている
が，アークに何も表記されていない場合は重み1であることを意味する．
　例のシステムではまず〈it6＞が発火するため，〈i7＞のトークンが取り去られて〈i1＞〈i6＞にトークンが
配置される．次に〈it1＞が発火して〈i1＞〈i8＞から除去され，〈i2＞に配置される．そして〈it3＞の発火によ
り，〈i2＞から除去されて〈i3＞〈i4＞に配置される．その後，〈it2＞の発火により〈i3＞から除去されて〈i8＞
に配置されることで，受信側は初期状態に戻る．一方送信側は，〈it6＞の発火後は〈i4＞のトークン待ち
となっている．〈i4＞にトークンが到着すると，〈it4＞の発火により〈i4＞〈i6＞から除去され，〈i5＞に配置
される．そして〈it5＞が発火により，〈i5＞から除去されて〈i7＞へ配置されることによって送信側も初期
状態に戻る．
ブロセス1
確認受信終了
プロセス2
図2．2ペトリネットによる通信プロトコルの簡易モデル（文献［16］より）
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2．2．ビジュアルプログラミング言語（VPL）
2．2．1．ビジュアルプログラミング（VP）とは
　vpとは，2次元またはそれ以上の視覚的表現によって表示されたプログラムをGUIで直感的に行うこ
とができるプログラミング・スタイルのことである．そのような環境を提供する言語処理系はしばしば
VPL（Visual　Progra㎜ing　Language），VPS（Visual　Progra㎜ing　System），　VPE（Visual　Progra㎜ing
Environment）などと呼ばれるが，　VPLという略称が多く用いられている．そのため本論文ではVPLと呼
ぶことにする．VPLは一般に，テキスト言語と比較して以下のような利点を持つ．
1）　多くの単語や構文を覚える必要が無く，短期間での習得が可能
2）一般に文字の羅列よりも読みやすいため，保守が容易である
3）GUI環境との高い整合性がある
4）並行性を表現しやすい
5）大規模なプログラムの開発に適している
　1）にっいては，多くのVPLでは主要概念は図形的に表示され，覚える必要がある命令は必要最小限に
なるように設計されているので，覚える命令量はテキスト言語と比較して圧倒的には少なくて済む．ま
た，それと関連して，個々の処理間の関係などは文字の代わりに図形的な相関として直感的に理解でき
る形になっているため，使いこなせるレベルに達するまでの敷居はテキスト言語に比べて低い．2）につ
いては1）に関連して，プログラムの構造なども視覚的に表現されることから，テキストのみによる記述
と比較して欠陥のある箇所を特定しやすい．また，図形要素の結合は文字の羅列に比べて視認性が高い
ため，修正の見落としを減らすことに貢献する．3）については，現在のソフトウェアの多くはGUIで操
作することを前提としているが，他のGUIべ一スソフトウェアと同様の操作でプログラムも作成できる
ことは作業効率の向上に貢献する．特に，ポインティングデバイスとキーボード操作を切り替える頻度
を軽減できることが大きな利点である．4）については，同時に実行できる部分を空間的に並べて配置で
きるなどレイアウトに自由度が高い上に，データの依存関係を図形的な接続関係として表現できるため
である．5）にっいては，一般に情報量の多いテキストは人間への負担を増加させるため，規模が大きく
なるほどVPLによる開発がテキスト言語による開発よりも作業効率が高くなる．
　これらの多くの利点からVPLに関する研究が盛んに行われ，これまで多くの処理系が開発されてきた．
しかしながら，実装面において既存のテキスト言語に比べてまだソフトウェア開発の実績が少なく，ま
た実行速度が遅いなどの理由から，開発現場ではほとんど利用されていないのが現状である．その代わ
りとしてこれまでのソフトウェア開発では，フu一チャートやPADに代表されるプログラムの図式表現
法が多く用いられてきた．一般に図式表現法はテキストプログラムを記述する前段階（設計時）に用いら
れるが，図式的に記述してからテキストで記述し直すのは2度手間である．さらに，プログラムに間違
いが見つかって修正した場合には，対応する図式記述にも修正を加えなければならないので開発者にと
って大きな負担となる．VPLは図式的に記述されたものを直接プログラムとして実行することが可能な
ので，図式表現法による開発よりも要する労力を大幅に減少させることができる．従って，VPLの実用
化はソフトウェア開発に要するコスト削減にも貢献する可能性が高く，プログラム開発・保守だけでな
くソフトウェアの設計という観点からも重要な研究であるといえる．
　テキスト言語は用途に応じていくつかのグループに分類されているが，VPLにもテキスト言語と基準
は異なるが多くの分類がある．テキスト言語では主に基礎となる計算モデルやプログラミング・パラダ
イムによって分類されるが，VPLはそれ以外にインタフェースや視覚化の方法など多くの要素が存在す
るため，それに伴う多くの分類基準が存在する．［18］では視覚情報の役割を基準にして言語を分類し
ているが，［19］では言語の機能・用途・パラダイムなど7種類の基準でのそれぞれの分類がある．例
えばパラダイムを分類基準とする場合は，制約型言語，データフロー型言語，並行言語などの分類が，
また特徴を分類基準とする場合には，制御フロー，抽象，データタイプなどの分類が存在する．VPLの
パラダイムの中では比較的多いデータフロー型VPLに関するサーベイ論文［20］もある．
　ここまで，VPLについての概念的な説明は行ってきたが，実際の処理系については触れていない．そ
こで，次の節からは既存の代表的なVPLをいくつか紹介することにする．
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2．2．2．Prograph（Marten）
　カナダのPictorius（現在はAndiscotia　Software）社が販売しているVPL［21］で，データフローとオ
ブジェクト指向を組み合わせた汎用言語である．Prographで作られたソフトウェア製品も存在しており，
実用的なVPLとして成功した数少ない言語の一つである．　Prographの後継言語として，現在はMarten
が販売されている．
　プログラミングの方法としてはデータフローの考え方が基本になっており，各種図形を配置してそれ
らを線で繋ぐという作業がメインとなる．具体的には，処理を表すアイコン（オペレーション）には入力
（ターミナル）と出力（ルート）があり，あるオペレーションのルートと別のオペレーションのターミナル
を線（データリンク）で繋いでいくという作業の繰り返しである．プログラムの処理単位には入力バーと
出力バーがあり，入力バーにはルート，出力バーにはターミナルが存在する．これはC言語で引数とし
て渡される値，戻り値で渡す値に相当するものである．
　図2．3はPrographのプログラムの一部で，プログラム表示部内の上と下にある長い棒状のアイコン
が入力バーと出力バーである．○から○を接続している線がデータリンクで，これで接続されているこ
とによってあるオペレーションのルートから出力されるデータを別のターミナルで受け取る．オペレー
ションはデータが集まった時点で処理を開始するので，実行1頂序とオペレーションの位置は無関係であ
る．ただし，オペレーションBをオペレーションAの後に必ず実行させたい場合には，シンクロリンク
と呼ばれる特別な方法も用意されている．例えば図に見られる太い有向線はシンクロリンクを示してお
り，この場合では必ずMessage　Loopよりも先にSetTimerが実行されることになる．
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図2．3Prographのプログラム
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2．2．3．LabVIEW
　LabVIEW［22］はNational　Instruments社が開発・販売する計測・制御用のVPLである．　Prograph同
様，処理の種類を示す図形にデータの流れを示す有向エッジを接続することでプログラムを作成するデ
ータフロー型言語である．汎用利用を目的とした言語ではないが，整数や文字列からC言語の配列や構
造体に相当するものまで用意されているため，汎用言語としても十分使用可能である．
　図2．4の左のウィンドウはLabVIEWのプログラムでブロックダイアグラムと呼ばれる．それから右の
ウィンドウはフロントパネルと呼ばれ，プログラムにデータを入力，または出力するための仮想的なイ
ンタフェースである．フロントパネルは，マウス操作でインタフェースを移動したり中の値を設定する
ことが可能である．図のプログラムはボックスに入力された文字列を解析して，その結果を他のボック
スに表示させるというものである．
　LabVIEWでは，データフローを示す有向エッジを接続（ワイヤと呼ばれる）する端子は，処理を示す
アイコンに接続する位置により決定される．言い換えると，端子の選択にも文字ではなく絵的表現を用
いるということである．この方法だと全体的に文字表示が少なく，すっきりとした表示になるが，接続
のレイアウトの自由度が小さくなるという欠点がある．図のダイアグラムの中央のアイコンには複数の
ワイヤが接続されているが，端子を示す絵の位置にそれぞれ接続されていることがわかる．
　図2．5は波形合成を行うプログラムの例で，右側のフロントパネルに入力波形（パネル左）とその合成
結果（パネル右）が表示されている．この実行結果は，プログラムの実行が押されて実行が開始されると
表示される．このように，RAD環境のようにインタフェースとプログラムを視覚的に作成することがで
きるため，特殊用途のための小規模なアプリケーションの作成や，プロトタイピングに適している．
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図2．4LabVIEWのプログラム（左）とフロントパネル（右）
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図2．5波形合成を行うプログラム（左）とその実行結果（右）
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2．2．4．Visulan
　Visulan［23］は，ビットマップの書き換えルールを作成することをプログラミングとするVPLである．
具体的には，データ部と呼ばれる処理対象のビットマップに，ルールとして作成したビットマップのパ
ターンをマッチングさせて，マッチしたパターンの書き換えを行うのである．書き換え規則としては，
書き換え前のビットマップパターンと対で定義してあるパターンに，マッチした部分を書き換えていく．
ルールはいくつでも定義することができるが，最も優先順位の高いルールからマッチングが行われる．
　より高度な機能として，複数のルールにマッチする場合のみパターンを書き換えるANDルール，違う
パターンをグループ化してそれらに同じ書き換え規則を適用する列挙パターン，システムからのイベン
トによって自動的に書き換えが起こる組み込みパターンというものもある．図2．6はシューティングゲ
ームのプログラム，そして図2．7はそのプログラムの状態遷移の様子を示している．図2．6右上の大
きな長方形がゲームの画面で，その周りを並べられている図形類はルールの定義である．ルールは書き
換え前（左）と書き換え後（右）のビットパターンで1組となる．1つのルールでも上下に連なってい
るのはANDルールである．これらルールのマッチングが繰り返し行われて，画面のパターンが次々に書
き換えられる過程が人間にはアニメーションのように見えることから，ゲームなどのようなグラフィッ
クを多用するプログラムを書くのに適しているといえる。
　Visulanを3次元に拡張した3D－Visulanと呼ばれる処理系には，モジュール機能が実装されているた
め大規模なプログラムの作成も可能である．
図2．6Visulanのプログラム（文献［23］より）
図2．7プログラムの状態遷移（文献［23］より）
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2．2．5．PP
　筑波大学のインタラクティブ研究室で研究されているVPLである［25］［26］［27］．並列論理型言語
GHCを視覚化したものであり，並列性が自然な形で表現できることが特徴となっている．なおPPはバー
ジョンの古い順から，PP（第1～3版），　newPP（仮名），　viewPP，　LivePPとそれぞれ・名前が付けられて
いる．1・Pに関連する論文は多数発表されており，実行の可視化やUndo機能など様々な視点から研究が
行われている．最も新しいLivePPでは，北海道大学で開発されたIntelligentPadと呼ばれるシステム
（画面上に存在するパッドと呼ばれる板状のオブジェクトがユーザ入力を受け取って，自身の状態を変
化させたりあるいはデータを伝播させたりする）が組み込まれて，インタプリタ型言語のようなプログ
ラミングが可能となっている．
　図2．8の左のウィンドウはPP（newPP）のメインウィンドウである．タイトルバーのすぐ下の面はテキ
スト部と呼ばれGHCのプログラムを入力することができる．その下部にあるのは視覚化部と呼ばれ，こ
こからマウス入力によるプログラミングが行える．GHCの構文はh：－G　Bという形式で，　hは原始論理式
で書き換えるゴールのテンプレートでname又はname（var1，var2，．．．）の形をしている．　G及びBはゴー
ルのマルチセットで，Gは書き換えのための条件，　Bは書き換え後のゴールのマルチセットである．実
行原理を簡潔に述べると，Gの全ての条件が満たされたときにBを実行するという計算の連鎖によって
プログラムが進行する．同時に実行できる構文があれば並列に実行・∫能なため，プログラムは暗黙的な
並行性（並列性）を自然に表現することができる．
　プログラムの表示を3次元に拡張した3D－PPと呼ばれる処理系［25］もあり，現在開発が進められて
いる．図右が3D－PPのプログラムの編集画面である．3次元化したことによる利点としては，一一度に表
示できる図形の数が通常のPPに比べて多いことである．これは，2次元空間よりも3次元空間の方が
可視範囲が広いためである．また，2次元の場合では要素が多くなると必ず起こる重なりや交差が，3
次元では大幅に減少するため見易さの点で優れているといえる．
　3D－PPが3次元になった以外にPPと異なる点としては，対象言語がGHCではなくそれを拡張したKL　1
になっていることと，編集と実行が同じウィンドウであることである．後者の点に関しては，3D－PPで
は編集した図形の実行状態がアニメーションで表示されるようになっている．
Text　VCVi
＆Ptde’Vinw
図2．8PP（右）と3D－PP（左）のプログラム（文献［25］［27］より）
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2．2．6．その他のVPL
　これまで挙げた言語は既に実用で用いられている，あるいは広く知られているものである．これ以外
にも研究・開発が行われている言語は多数存在する．そこで，本節ではそれらについて簡単に紹介する．
◆　　Cantata（VisiQuest）　　　　　　　　　　　　　　　　　　　　　　　　　　　　m　su鞠口ぬapuロ゜頃憎eyvi），　fitt’cts
　Khoral（現在はAccuSoft）社で開発・販売されているデ
v・一一^フロー型のVPLである［28］．アイコンはGlyphと呼
ばれ，それに有向エッジを接続することでプmグラムを
作成する，
　プログラムはモジュール化可能で，階層化ネットワー
ク構造をとることができる．また，コンパイラを持つた
め実行可能ファイルを作成することも可能である．プロ
グラミングスタイルとしては同じデータフロー型の
LabViewに近いといえる．条件分岐，ループなどの制御
構造が用意されているので制御フローに近いプログラミ
ングも行える．
脚
図2．9Cantataのプログラム（文献［28］より）
◆　CUBE
　Mark－Alexander　Najork氏が開発した，3次元表示の
データフロー型VPLである［29］〔30］．プログラムは，
キューブと呼ばれる箱型の物体を空間上に設置して，パ
イプと呼ばれる経路を接続することによって構成する．
パイプはどちらの方向へもデータを流すことができる
が，両方同時に流れることは無い．テキスト言語の変数
に相当するものに，holder　cube，演算子として
predicate　cube，データ型としてtype　cubeなどがある．
図2．10Cubeのプログラム（文献［30］より）
◆　CODE
　Peter　Newton氏が開発した粗粒度並列
VPL［31］で，汎用直列処理言語（C，　FORTRANな
ど）で作られたプログラムの処理単位を並列に
動作させることができる．プログラムは，直列
処理言語で作られたノードと，それらを接続す
る有向グラフであるアークとの接続によって構
成される．アークは概念上は無制限容量のFIFO
バッファで，ノードから他のノードヘデータへ
渡すための経路となることから，パラダイムと
してはデータフロー型に分類される．
図2．11CODEのプログラム（文献［31］より）
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◆　　Forms／3
　Margaret　Burnett氏が開発した，フォー
ム上に配置されたセルと呼ばれるものに動
作を記述するスプレッドシートパラダイム
のVPLである［32］．プログラミングの手順
としてはまず，フォームを作成してその上に
セルを配置，それからセルに動作を記述して
いく．記述して決定すると即座に画面に反映
される．アニメーションのように時間ごとに
変化する事象を表現する機能も存在する．プ
ログラミングスタイルとしては，
Visua1Basicなどの貼D環境でのGUIデザイ
ンと表計算ソフトを組み合わせたようなも
一??? ＾一一@　一　　トr　い，@　　　　　　　　　　　fセ戸t L！1・’・‘・＄　　寸o，1しト’w†、’ 4　’ ㍉ ? 、…??〉」??????ー ，　　◆8〔“パ　　Lr炉bt
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ピ　P　t　t1
2嘉…1、㌶特徴をうまく生かした言言吾国
図2．12　Forms／3のプログラム（文献［32］より）
◆　Fabrik
　Ingallisらが開発した，ユーザイン
タフェース開発のためのVPLである
［33］．アイコンをデータの流れを示す
線で接続するデータフロー型の言語で
あるが，他のそれと異なる最大の特徴は
双方向のデータフローを持っことであ
る．図2．13はFabrikのプログラム例
であるが，アイコンと線を接続する端子
の形がデータの方向を示している．ひし
形の端子が双方向のデータフローであ
る．
　匝］「厄「、
アmln　　　　ymaヌ
［
図2．13Fabrikのプログラム（文献［33］より）
◆　KLIEG
　豊田らが開発している汎用データフロー型VPLである［34］［35］．作成したプログラムはKL1のソー
スコードに変換して実行されること，完全に定義されていないプログラム部品（パターンと呼ばれる）
が作成できることが特徴となっている．パターンは他のプロセスをホールと呼ばれるノード内の窪みに，
ドラッグ＆ドロップで代入することによって利用可能となる．
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図2．14KLIEGのプログラム（文献［34］より）
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3．VPL　A－BITS
3．1．ビットレベル計算と並行プログラミング
　ビットレベル計算はデジタル情報処理の最も基本となる計算であり，コンピュータそれ自体もビット
レベルの演算素子である論理回路によって構成されている．デジタル回路はプール代数によって記述さ
れた代数式にそのまま対応する組み合わせ回路及び計算結果を保存する記憶回路を組み合わせたもの
である．一般には，同期のためのクロック信号を入力してそのタイミングで回路の全体状態を変化させ，
並列に計算を行う同期式回路として構成されるが，このような回路をプログラムのように作成可能であ
れば，それは逐次的なプログラムよりも並行性が自然に表現された本質的に高速なプログラムとなる．
しかしながら，デジタル回路をプログラムのように直接的に人間が作成することは困難であるため，一
般にはハードウェアとして構成された機能をソフトウェアで表現すると，潜在的な並行性のほとんどは
失われてしまう．また，このようなプログラムはビットレベルの並行計算を多用するため，整数や文字
列のレベルに扱うことを指向した既存の言語のほとんどはその記述に適していない．組み込み用にビッ
ト演算機能を追加した言語も多数存在するが，動作原理は逐次的であるため並行性を自然に表現するこ
とはできない．
　デジタル回路とソフトウェアの中間的な存在として再構成可能回路があるが，これはあらかじめ組み
込まれた論理素子群の配線結合を外部から変更可能なデバイスである．これを用いることで細粒度な並
列計算が実現可能ではあるが，単に柔軟性の高いデジタル回路というだけであるため，直感的なプログ
ラミングには向いていない．最近では，この概念を発展させた動的再構成アーキテクチャと呼ばれる超
並列コンピュータ・アーキテクチャの一方式があるが，現状ではC言語に類似の逐次型言語から自動的
に並列性を抽出し，並列構造に展開するものが主流である．この方式は慣れ親しまれた言語によって実
際にハードウェアが行う並列処理を意識することなく開発できるという利点があるが，一方自動並列化
によって最適な並列構造を抽出することは容易ではない．また実行するプログラムの並列構造が，記述
されたプログラムからは見えないため，並列処理特有のバグを生み出しやすくなる問題もある．開発時
に並列構造の把握という観点からは，逐次を並列に変換するアプローチよりもむしろ，直接的にプログ
ラミング可能な演算素子を定義し，それらをつなぎ合わせてプログラム開発する並列を基本としたアプ
ローチのほうがより自然である．この方式の利点は，逐次計算は並列計算の特別な場合という位置づけ
になるため，並列性は素子レベルで暗黙的に表現できることである．また，演算素子の結合は回路図の
ように図式的に表示可能なので，並列構造の可視化が容易である．しかしながら，この方式を実現する
ために必要十分な演算素子が未だ考案されていないのが大きな問題点である．
　一方，並行性が自然に表現できるプログラミング言語のパラダイムの一つとして，データフロー型言
語がある．前述の関連研究の中には，VPにデータフローパラダイムを取り入れたVPLがいくつかあるが，
これらはデータの依存関係によってプログラムの実行順序が決まるという性質によって，並行性を自然
に表現することに成功している．逐次処理の枠組みを拡張して並行性を表現する言語も数多くあるが，
それらはデータの依存関係を把握することが難しく，また並行処理単位間の同期を取ることがデータフ
ローパラダイムに比べて難しい．実際C言語でマルチスレッドを利用する場合でも，変数の書き換えタ
イミングが適切になるように調整することは容易ではない．マルチスレッドと類似の方法で同期を取る
ものとしては，ゲーム機のハードウェア上でのプログラミングやコンピュータの周辺機器と通信がある．
コンピュータに接続された専用チップはレジスタを用いたデータの受け渡しによって通信を行うが，概
念的にはマルチスレッドはレジスタがメモリに置き換わっただけである．それゆえ，マルチスレッドプ
ログラミングと同様の問題がある．データフロー型言語ならば，このような通信もオブジェクト間のデ
ータの流れとして自然に表現できる．
　しかしながらデータフロー型VPLでは，主に命令レベル（整数演算のレベル）の並行性に焦点が当てら
れており，それより細かい粒度の処理を指向する試みはほとんどなされていない．データフローの概念
とビットレベル演算素子の概念を組み合わせれば，直接的にビットレベル計算のための並行プログラム
を作成できるVPLが開発可能であると考えられる．さらにその考えを発展させて，データフローをスト
リーム化してビットシリアル計算を行う演算素子を基本とすれば，複数ビットの計算を単一のデータフ
ローで扱うことができる．これにより，従来の命令レベル並行性とビットレベル演算を統一的に表現で
きると考えられる．その研究成果として，後述するVPL　A－BITSを開発し，ビットレベル計算が直感的
に記述可能であるとともに，汎用の整数計算ができることも示すことができた．本章では，このVPL
A－BITSの概念，言語仕様，実装システム，そして例題プログラムについての説明を行う．
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3．2．概要
3．2．1．基本概念
　まず，ビットレベル並行プログラミングに関する研究の初期段階としてVPL　A－BITS［36］［37］を開発
した．A－BITSはプログラムの最小単位をビット処理のための機能部品として，プログラムを並行ビット
計算のみで表現することが大きな特徴である．それゆえ部品化によってプログラムを構築する，ボトム
ァッププログラミング・スタイルによる開発を前提としている．また，データ構造，変数，制御構造，
演算子などの一般的なプログラミング言語に存在する概念を排除し，コンパクトな言語仕様と並行ビッ
ト処理を基礎とする単純なモデルにより，習得の容易なVPLとして設計されている．図3．1にA－BITS
プUグラムの構造イメージを示す．
図3．1A－BITSプログラムの構造イメージ
　黄色の長方形は機能部品（Node）を表し，矢印はビット列の通路（Edge）を表す．　Nodeは有限個の入力端
子と出力端子を持ち，Edgeが接続できる．　EdgeはNodeの入力端子と出力端子を1対1で接続するが，
端子は必ず1本のEdgeとしか結合できない．　Nodeは他のA－BITSプログラムから構成されている場合も
あるが，図ではNode　Cがそうである．　A－BITSプログラムから構成されていないAとBはプラットフォ
ームに依存した形（例えば機械語や処理系内部データ）として存在している．
　Edgeを通って端子からNode内に入るビットは，　Nodeが内部プログラムを持つ場合には，内部プログ
ラムの外枠にある出力端子から出てくる．ビットデータは最終的に内部プログラムをもたないNode（実
体Nodeという）内で，定義された何らかの処理を行う．図はA－BITSプログラムの動作イメージを分か
りやすく表現したものである．
［一一一
入力端子
????
　　　　　一　　　　　EdgeiL．．．＿＿＿」竺　　　　　　　＿＿」
　　　　　　　　　図3．2　プログラムの動作イメージ
出力端子
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プログラムはNodeの端子をデータ通路であるEdgeで繋いだものであり，　Edge内は2値情報（図では黒
丸と白丸）が通過する．2値情報は必ずNodeの出力端子から入力端子に向かって流れる．プログラムの
外枠は，機能のブロック化のために外部のプログラムから見たインタフェースであるため，データは素
通りするだけである．
　プログラムの機能部品として配置するNodeは，プログラム中に同じものをいくつでも配置できる．
プログラムは他のプログラムのNodeになれることは既に説明したが，プログラムそのものはUnitと呼
ばれる．図3．3では，Unitをある形の物体を作るための型，　Nodeは作られた物体として表現している．
っまりNodeとはUnitの実体であるといえる．ちょうど，オブジェクト指向言語におけるクラスとイン
スタンスの関係と同じである．
Unit Node
図3．3UnitとNodeの関係イメージ
　ところで，Nodeの端子には必ずしもEdgeを接続しなけ
ればならないわけではなく，また出力端子に接続された
Edgeが同じNodeの入力端子に接続されるフィードバック
接続も可能とする．図3．4では，Out1からInlにフィード
バック接続しており，またIn2とOut2は未接続端子（Hole
な端子と呼ぶ）である．Holeな入力端子はデータを受け取
ることなく，またHoleな出力端子から送出されるデータは
全て破棄される．
図3．4　未接続端子
3．2．2．関連研究との相違点
　A－BITSはビットデータの入出力に依存して処理が行われるため，データフロー型VPLと類似性がある
といえる．本論文で挙げたデータフロー型のVPLとしては［21］［22］［28］［29］［31］［33］［34］があ
るが，これらどの言語もビットレベル演算を基礎としていない．例えば，他のVPLでは演算の最小構成
要素は数値や文字といった一般的な言語プリミティブである．計測制御用の言語である［22］には豊富
な論理演算部品を持つが，単に機能部品の一部として提供されているだけである．これらに対して
A－BITSは，数値や文字でさえもビットデータを出力するための部品により実現し，全てのデータをスト
リーム上を流れるビット列として表現する．またデータの経路が有限長FIFOバッファであるという点
も異なる．これらの点から，A－BITSは一般的なデータフローVPLのサブセットではなく，純粋にビット
レベル演算を指向した，設計思想の点から異なる言語であるといえる．
　また，本VPLで導入されているストリームの概念は，［38］［39］の言語でも用いられているが，これ
らの言語はテキストプログラムによって構成された粗粒度の処理部品に，整数や文字列などの粗粒度の
データ通信させることを指向した言語である．従って，従来の逐次型言語の枠組みにストリームと部品
化を拡張したテキスト言語とその図式化機構であるといえる．［39］の図式化支援環境は特に，一般の
テキスト言語とフローチャートやPADなどの図式表現法との関係と同じであるといえる．それに対して
A－BITSは，ビットレベル演算素子を接続してストリーム計算を行うことを前提としている点，プログラ
ムそのものが視覚的表現を前提としたデータフォーマットになっている点において異なる．
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3．3．言語仕様
3．3．1．動作モデル
◆　基本動作
　A－BITSでは，仮想的な現象をプログラムの動作のモデルとしており，これを理解することによってプ
nグラムの動作状態をイメージとして捉えることができるようになる．このモデルを本論文ではイメー
ジモデルと呼ぶことにする．図3．5に，動作のイメージを視覚的に示す．黄色い四角形は白か黒の球を
入口から取り込み，出口から球を放出する機械である．機械は有限個の入り口と出口を持ち，機械間に
は出口と入り口が繋がった道（図の灰色部分）が存在する．道の出口と入口は，別の機械でも同じ機械
でもどちらでも良い．道にある球は出口の方向から入り口の方向へ自動的に移動する．図では機械N1
から出力された球がN2の入口へ向かって移動し，またN3から出力された球がN1の入口へ向かって
移動している．
N1Out
In
一→O　o ●●◇
o●
In
　　σv‘’，iiiiC
N2
Out
N3
図3．5プログラムの動作イメージ
　機械の動作は球の取り込みが発生した時点で稼動を開始するわけではなく，機械が生成された時点で
既に開始している．一方データフロー型モデルでは，球が全ての入口に入って来た時に機械の稼動を開
始する．これは，入力が無いことを検出して次の内部状態に移行するような機械を定義できることを意
味する．また，本イメージモデルでは球は機械によって能動的に取り込まれるまで道の上に滞在する．
　ある機械の動作は他の機械とは完全に独立であり，機械間は道によってのみ結合している．図
3．6（左）では高速な機械から低速な機械へ球を放出している様子である．低速な機械が1サイクルの処
理を行う間に高速な機械は数サイクル処理する．その結果，球は低速な機械の入口の前に累積すること
になる．
　道に球が累積し続けると最終的には道が球を格納できる限界量に達し，その道に出口を接続している
機械は球を放出できなくなる．ここではそのような状態を渋滞と呼ぶことにする．渋滞になるとまず影
響を受けるのが出口をその道に接続している機械（Aとする）であるが，それは前述の通りである．Aは
球を放出できないので，次の球を取り込んで処理を始めることができず，結果Aの入口に接続されてい
る道でも累積が始まる．このようにして直列に接続されている機械は連鎖的に影響を受けることになる．
図3．6（右）では渋滞が連鎖的に起ころうとしている状態を示している．
　　　高速　　　　　　低速　1
　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　1
　　　　　　　　　図3．6　処理速度の違いによる渋滞（左）と渋滞の連鎖（右）
● O● OO ○●●○●
　機械は，一旦取り込んだ球は元の道に戻すことができず，また一旦放出した球を道から回収すること
もできない．また，機械は球を取り込まずに色を知ることはできない．機械が球を取り込むと取り込ま
れた球は消滅し，道の空き容量が1増える．全ての球を取り込んでしまい道が空になった場合にさらに
取り込みを行おうとした場合，機械は取り込みに失敗する（ノンブロッキングリード）．機械は取り込み
に失敗したことを知ることができるので，それによって別の処理を行うことができる．図3．7でN3は，
N1から球を取り込んだ後にN2から球を取り込むという動作をするものとしている．　N3がN1からの道
に球が無いことを検出すると，N2からの取り込みに移行する．
15
づ＝◇・
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／でラ●。
H2
図3．7N1からの取り込み失敗後のN2からの取り込み
◆　機械の階層的構成
　ある機械の動作が機械群によって階層的に定義されている場合は，内部を展開しても同じ動作で図
3．8は機械Nの展開を示している．図左は全体の構成，図中央は機械Nの内部で動作を定義する機械群，
それから図右は機械Nを展開したものを示している．外枠は入口と出口を提供して，内部構造を隠蔽す
る単なるインタフェースである．外枠を外側から見た場合と内側から見た場合では入口と出口が逆とな
り，例えば機械Nでは外側からはInが入口でOutが出口だが，内側からはInが出口でOutが入口にな
っている．
N
→レ
内部参照
↓
展開
図3．8　階層化された機械の内部構造
◆　分岐機械と経路結合機械
　出口や入口は唯一つの道としか接続できないため，分岐道や交差点を作れない．このことから，同じ
色の球を複数の機械に送りたい場合にはどうするか，あるいは2つの機械が同じ別の機械の入口に球を
送りたい場合はどうすればよいのかという問題が浮上する．そのような場合の実現方法としては，図
3．9に示すように球の複製や経路の結合機能を提供する機械を配置することで解決できる．
経路結合器
図3．9　複製器と経路結合器
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◆　分岐機械と経路結合機械
　道に接続されていない出入口は存在できるが，機械は出入口に道
が接続されているかどうかを知ることはできない．道に接続されて
いない入口は常に球の取り込みに失敗し，道に接続されていない出
口は常に放出に成功する．また，未接続の出口から放出された球は
即座に破棄される．これは機械から見れば無限の容量を持っ道に接
続されているのと同じである．図3．10はそのことを図式的に示し
たものである．
　　　　　　　　　　　　　　　　　　　　　　　図3．10
igTil　ilfiM（’
未接続な出口からの出力による球の破棄
3．3．2．言語構成要素
　イメージモデルの機械全体に相当するものはプログラムと呼ばれる．プログラムはNodeとEdgeによ
って構成され，Nodeは機械，　Edgeは道に相当する．　Edgeには球に相当する2値情報が一方向に流れて
いく．現在のバージョンでは，Edgeの容量は0より大きい有限長として処理系により自動的に設定され
る．ある機能を提供する完成したプログラム，またはプログラムとしては存在しないが何らかの方法で
定義された機能をUnitと呼ぶ．　Unitの動作定義に従って実体化され，実際にプログラム中で機能を提
供する機械がNodeである．
　機械の出入口に相当するものは端子と呼ばれる．2値情報を受け取るのは入力端子，処理の結果を出
力するのは出力端子である．あるNodeの入力端子と出力端子は1対1で接続することができるが，無
接続でも良い．未接続な端子を持つNodeの挙動はイメージモデルに従うが，そのような端子の状態は
Holeと呼ばれる．
　プログラム内には，外界とのインタフェースとなるただ1つのNode（自己参照Node）が存在する．
それはイメージモデルでは外枠として表現されており，入ってくる（または出ていく）2値情報に対し
ては何の加工も行わない門のようなものである．自己参照Nodeの特徴としては，外界から見た入力端
子・出力端子とプログラム内から見たそれは役割が逆になっていることである．例えば，外部からのデ
ータを取り込むInという端子はプログラム内部では出力端子として見える．図3．11にプログラム構成
要素の視覚表現を示す．榿色の斜体文字が構成要素に対する説明である．
　　　　　　　　　　三三欝藤＆、職　　　　　　　　　　　　　くぶ　・くごノ哨≡J
　　　　　　　Inl Inl　　　　h2
，〆〆
Out　1　　　0ut2
1bit：ThruANDNot
ゾ緯三1
Sample
図3．11構成要素の視覚的表現
　Unitは「Unit識別子」，　Nodeの入力端子は「入力端子識別子」，　Nodeの出力端子は「出力端子識別子」
を持つ．これら識別子は，現バージョンでは7ビット表現のASCII文字列のみをサポートする．識別子
の名前付けを規則化することによって実現可能なため，Unitの名前空間は定義されていない．図3．11
ではUnit識別子の命名規則として「：」による区切りを導入し，機能の分類を表現している．
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3．3．3．プログラムデータフォーマット
　ここではプログラムデータフォーマットについて詳細に説明する．プログラムデータとは，プログラ
ムの構成情報をファイルなどの記憶媒体に書き出す際のデータの並べ方を定義したものである．これは
テキスト形式のプログラミング言語のソースコードに相当するものであり，言語の核となる部分である．
◆　BNF＋＋
仕様を読みやすくするために，本論文ではBNFにいくらかの拡張を施した記法（BNF＋＋と呼ぶことにする）
を用いることにする．BNFでは〈文字列〉：：＝「右辺」，の書式でメタ変数の中身を定義する．「右辺」の部
分にはメタ変数，演算子，終端記号の列を記述する．メタ変数が「右辺」に出てくると，定義した列に
置換される．BNF＋＋で定義した演算子は全て左側と結合する．連接は最も結合が強いので演算をまとめ
て適用する場合は括弧を使う．
　・O内の要素は1つの要素とみなされる
　・＊は0回以上の出現を表す
　・＋は1回以上の出現を表す
　・一は1回以下の出現を表す
　・1は「または」の意味で，左右の要素のどちらかが選ばれる．＊＋一よりも結合が弱い
◆　A－CHUNKフォーマット
　データを塊として管理するためのもので，A－BITSで使用するデータは全てA－CHUM（フォーマットによ
ってファイル内にパックされる．本論文ではこれ以降，A－CHUNKフォーマットを「チャンク」と呼ぶこ
とにする．次にチャンクの仕様をBNF＋＋で示す．
Σ＝｛0，1｝
〈チャンク〉：：＝〈チャンクヘッダ〉〈Byte＞＊
〈チャンクヘッダ〉：：＝〈チャンク識別子〉〈チャンクサイズ〉
〈チャンク識別子〉：：＝〈PBS＞
〈チャンクサイズ〉：：＝〈PBS＞
〈Byte＞：：＝〈7bit＞〈bit＞
〈PBS＞：：＝（〈7bit＞0）＊〈7bit＞1
〈7bit＞：：＝〈bit＞〈bit＞〈bit＞〈bit＞〈bit＞〈bit＞〈bit＞
〈bit＞：：＝011
　PBSとは，　Packed　BitStringの略で，8ビットの中の最上位1ビットをデータ列の終了位置判定用と
して用いて，内部にビットをパックしたものである．最上位ビットが1であるバイトで終了する．図
3．12はPBSによるASCII文字ABCのパック例である（本論文では，　ASCII文字と書く場合は制御文字は
含まない）．ASCII文字はもともと7ビットしか使用しないため，取り出すときは最上位ビットを0にす
るだけで良いので簡単である．しかし，7bit長でない固定長データに関しては復元方法が複雑になると
いう欠点がある．
　チャンクサイズは，PBSの最初のビットを最下位ビットとする符号無し可変長の整数で，　BYTEの個数
を示している．数値の最下位ビットから順に，BYTE内に7bit単位でパックされているので，データの
並びはコンピュータのバイトオーダーの影響を受けない．PBSでパックしているので理論上はサイズに
制限はないが，実際にはプラットフォーム固有（FATなど）の制限を受けることになる．ファイルに記録
するときには，最初に全体のチャンクサイズを計算することは難しいので一時的にビット幅の広い大き
な数値を入れておき，全て記録し終わったあとでファイルポインタをチャンクサイズの場所へ移動して
PBS幅を変えずに数値を書き込むと簡単である．
　チャンク識別子は，現在のバージョンでは7bit長のASCIIコードのみとする．8bit長のASCIIコー
ド（バイト幅に調整されたもの）は最上位ビットをPBSのフラグで上書きすることになる．
　　　　　　　　　　　t　　’－　tJ　rr　　t　　　t　　　　－t’’　　　．．’t－　　　　　　　r　　　　　　　　　　　　JtL　　　　　u　　　’　　　　　　　　　　　　　1。　A　，B　16　C　l
　　　　　　　　　　　｝一一一一・・－1・・一引
　　　　　　　　　　　L三：：＝＝＝≧＿＿．＿＿＿＿　一＿一一一一．＿一一一一＿」
　　　　　　　　　　　　　　図3．12　PBSによるASCII文字のパック
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◆　A－BITSプログラムデータフォーマット
　図3．13に示すように，プログラムデータはA－BITS　l
チャンク内のプログラムチャンク内に存在する．　　ファイル
A－BITSチャンクはチャンク識別子00hである．ここで
hは16進表記を表している．A－BITSチャンク内には複1
数のチャンクが格納されるが，これらにはA－BITS仕様’
で必須としているプログラムチャンクや，必須ではな
潔二z㌶讐慧嶽蓼霧㌶撫ζ墓1
義したチャンクを含めることができる．図のレイアウ
トチャンクも必須ではないため，独自のチャンクとみ1
なせる．
　プログラムチャンクの識別子は00hである．プログ
ラムチャンク内には，1つのUnitに対応するプログラ
ムデータが格納されている．1つのプログラムチャンク
内にはプログラムデータを複数格納してはいけない．
複数のプログラムを格納する場合はプログラムチャン、
クを複数作成してA－BITSチャンク内に並べて格納しな1
ければならない．　　　　　　　　　　　　　　　　1
づロヴラムチャンク
フログラムチータ
ブログラムチャンク
フログラムチータ
レイアウトチャンク
レイアウトデータ
図3．13　ファイル内のデータ構造
次にプログラムデータフォーマットをBNF＋＋で示す．
〈プログラムデータ〉：：＝〈Unit識別子〉〈Unit入力端子情報〉〈Unit出力端子情報〉
　　　　　　　　　　〈プログラム情報〉
〈Unit識別子〉：：＝〈PBS＞
〈Unit入力端子情報〉：：＝〈端子個数〉〈端子識別子〉＊
〈Unit出力端子情報〉：：＝〈端子個数〉〈端子識別子〉＊
〈プログラム情報〉：：＝〈Node情報個数〉〈Node情報〉＊〈Edge情報個数〉〈Edge情報〉＊
〈端子個数〉：：＝〈PBS＞
〈端子識別子〉：：＝＜PBS＞
〈Node情報個数〉：：＝〈PBS＞
〈Node情報〉：：＝〈参照Unit識別子〉
〈Edge情報個数〉：：＝〈PBS＞
〈Edge情報〉：：＝〈出力端子提供Node情報〉〈入力端子提供Node情報〉
〈Nodeインデクス〉：：＝〈PBS＞
〈参照Unit識別子〉：：ニ〈PBS＞
〈出力端子提供Node情報〉：：＝〈Nodeインデクス〉〈端子識別子〉
〈入力端子提供Node情報〉：：ニ〈Nodeインデクス〉〈端子識別子〉
・〈Node情報個数〉が0のときは黒箱Unitである．プログラムである場合は必ず1つだ
け，自己参照Node（〈Unit参照識別子〉＝〈Unit識別子〉であるNode）が存在しなければ
ならない．
・個数をPBSで表現する場合は最下位ビットから順に格納していく．
・＜PBS＞はA－CHUNKの定義で使用したものと同じであるため省略した．
　「個数」という文字を含むメタ変数から生成されるビット列とNodeインデクスは，全てPBS符号な
し整数である．「識別子」という文字を含むメタ変数は全てPBSでパックした7bitASCII文字列である．
「＊」の適用される要素は，その要素のすぐ前の「個数」という文字を含むメタ変数によって生成数が
決まる．
　Nodeが持つ情報は，どのUnitからの実体であるかを示すUnit参照識別子のみである．　Nodeはデー
タ内で定義された順番に0，1，2，3，4，5…　　という具合にインデクスが付けられる．プログラム内
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には必ず1つだけ，自己参照Nodeが含まれる（データリストの先頭に配置するのが望ましい）．自己参
照Nodeは，　Unitの定義に対して入力端子と出力端子の識別子リストが逆になるのでEdgeから参照する
ときは注意が必要である．
　Edgeが持つ情報は，出力端子を提供するNodeのインデクスと出力端子識別子，そして入力端子を提
供するNodeのインデクスと入力端子識別子である．ここで注目する点として，端子はUnitの端子識別
子の定義順序から参照しているわけではなく，識別子そのもので参照しているということである．この
ことは，例えばあるUnit（Aとする）をプログラムで使用していて，途中からAに機能を追加したいと
思ったときに端子数を増やして仕様変更が可能であることを意味する．
　既に説明が書いてあるが，Unitがプログラムである場合には必ず自己参照Nodeを定義しなければな
らない．それが存在しないものは黒箱Unitと呼び，動作の定義はプラットフォーム固有の実体が提供
することになる．それは，インタプリタの場合には処理系内に内蔵された動作定義であり，コンパイラ
の場合には実体が格納されたチャンクから読み込んだCPU固有命令や中間コードである．黒箱Unitは，
端子識別子の情報を提供するインタフェースとしての役割を果たす．
3．3．4．A－BITSの層状モデル
　A－BITSでは，プログラムの働きを層状に分類するという考え方を導入している．多くのプログラミン
グ言語ではハードウェアの細かい動作を意識せずにプログラミングが行えるように設計されているが，
最終的には処理系によってハードウェアに依存した命令データに変換されて実行される．A－BITSでもそ
れは同じであり，これはプログラムとは独立で管理される．またA－BITSでは，プログラムは専用のエ
ディタを通して視覚化されて人間の目に入るが，それはプログラムの動作とは無関係な位置や形状のデ
ータを使って行われることになるためプログラムデータとは独立に管理している．図3．14にA－BITS層
状モデルを示す．
エディタ
処理系
　人闇
ｪ↓ A－B【TS その他￥PL テ十スト言語
レイアウト層 レイアウトデータ 　制御文字
黶@　　一　　　一　　一　　一　　　一
ｴ始づログラムゴログラム層
一　　　●
鼈
づロヴラムデータ
レイアウト惜
?ｬ在プロづ宴?fータ
実捧眉 実体データ 目的づロヴラムﾀ体データ 目的ゴロヴラム
づラットフォーム
図3．14A－BITSの層状モデル
　図では，A－BITS以外の処理系も当てはめてあるが，これは対応関係をわかりやすくするためである．
テキスト言語ではプログラムのレイアウトという概念は無く，エディタに表示されるときに制御文字
（改行コード，空白，タブなど）によって整形される．実体データとはここでは，VPL独自の形式で管
理された目的プログラムを指す．この層化によりA－BITSでは，実行する際にはレイアウトデータを読
み込まないでおくことが可能である．プログラムチャンク読み込みの過程でレイアウトチャンクを見つ
けても，チャンクサイズを参照しファイルポインタを移動して読み飛ばすことができる．また，プログ
ラムデータフォーマットを変更せずにレイアウトデータフォーマットの変更が可能となっている．
A－BITSの実体データは黒箱Unitの機能定義として提供されるか，もしくはプログラムを内部に持つ
Unitをコンパイルした後に作成される．本研究では，インタプリタのみを作成したことから不必要であ
ったため，その仕様を規定していない．
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3．3．5．標準レイアウト仕様
◆　レイアウトについて
　レイァゥトはA－BITSにおいては，人間が理解しやすいようにプログラムを視覚的に表現したときの
状態である．具体的にはエディタによってプログラムが表示されたときの見栄えである．A－BITSではレ
イアウト仕様を言語仕様に含んでいないが，最低限標準的なものがないと互換性の点で不都合が起こる
可能性があり，また本研究でエディタを開発する際に必要であったため「言語仕様には含まないが標準
的なレイアウト」標準レイアウト仕様を作成した。
　標準レイアウト仕様は視覚的表現について記述する「レイアウト視覚部仕様」と，レイアウトデータ
フォーマットの2部構成となっている．
◆　レイアウト視覚部仕様
　ここではレイアウトの視覚的な部分の表現方法について説明す
る．まず，図3．15にNodeの表現の例を示す．　Nodeは，位置情報
として始点（X1，Y1）と終点（X2，Y2）を持つため，長方形による表示が
望ましい．長方形の左上が始点で右下が終点でなければならない．
またNodeのそばには参照Unit識別子を表示しなければならない．
?
、・
堰@Z’i“．
図3．15Nodeの表現
　次に，図3．16にEdgeの表現の例を示す．　Edgeは太さ1ピ
クセルの曲線で，また曲線は2個以上の位置情報で構成しなけ
ればならない．始点位置をA上とし，終点位置をB上とするこ
とによりNode間の接続を表現できる．例えば，　n個の位置情
報で曲線を構成する場合は（X1，Y1），（X2，　Y2）．．．（Xn，　Yn）となる．
またEdgeには2値情報の流れる方向を矢印で表示しなければ
ならない．また，接続しているNodeの出力端子と入力端子を
図に示すような形で矢印のそばに表示する必要がある．エディ
タは矢印をクリックすることでEdgeの編集（接続変更，削除）
ができることを推奨する．
Out1→In1
　　ノ～s，　　’1ち
、rぎ授ξ穗wジア・・’ノ・
　，マ　・
??
．??????????
図3．16Edgeの表現
　次に，Textにっいて説明する．　Textはテキスト言語でいうコメントに相当するもので，プログラム
データには存在しない，レイアウト仕様独自の構成要素である、図3．17にTextの例を示す．　Textは
Node同様長方形の領域と情報を持っ．長方形は外枠を示す破線を持ち，内部は文字以外は透明にする．
　外枠は表示しなくても良い．Nodeと同様
始点は左上，終点は右下でなければならな　　　　　　　　　　　　，．ご三㌍こぶ欄は三ひ
い．内部の文字サイズ列は長方形の高さに　　，t．fL’f・　　　　　　㌔一’『一一一．一
蕊樵轟霊響㌣霊鞠［三三1工三三二ぼ．
TeXtは，　NOdeやEdgeに付く文字とは別の　　　　．　．＿＿．一．＿一，一＿－　　　　M．・∵1
色で表示する方が良い・ @　　’巨三…≡≡ヨ∴デ．．ぽ＿夢．
　　　　　　　　　　　　　　　　　　　　一＿一＿　一一一一く二蕊主8ご揮璽際尊
図3．17Textの表現
　最後に自己参照Nodeについて説明する．自己参照Nodeは通常のNodeとは違い，内部が空洞の長方
形で表現される．通常のNodeが内側に閉じているのに対して，自己参照Nodeは外側に閉じている．そ
れは図3．18を参照するとよくわかるが，最も外枠はプログラムマップの端であり，マップサイズとい
う情報によって決定している．
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　自己参照Nodeの領域は内側の長方形か
ら外側に向かって存在する．当然，自己参
照Node長方形はマップサイズよりも小さ
くなければならず，また通常のNodeと同
様始点が左上で終点が右下とする．また，
場所はどこでも良いが自己参照Nodeの
Unit識別子を表示する必要があり，これ
は現在編集しているUnit内部のプログラ
ムと同名である．現在編集中のUnit内部
のプログラムに属する構成要素（Textを
除く）は全て自己参照Nodeより内側の空
間に配置する．Textに関しては自己参照
Nodeと重なっていても良い．
1蒜1
㌣
図3．18　自己参照Node
◆　レイアウトデータフォーマット
　レイアウトデータフォーマットは，レイアウトデータを
格納するための仕様である．レイアウトデータは図3．19
に示すように，A－BITSチャンク内にあるレイアウトチャン
ク内に存在する．ここでレイアウトチャンクとしているも
のは，厳密には標準レイアウトチャンクである．言語仕様
ではA－BITSチャンクには独自のチャンクを含めることが
できると述べたが，標準レイアウトチャンクは言語仕様に
必須でないので独自に定義したチャンクの一種であるとみ
なせる．
ファイル
白一BITSチャンク
フロヴラムチャンタ
フロダラムデータ
レイアウトチャンタ
レイアウトチータ
レイアウトチ宇ンタ
レイアウト7一タ
図3．19　レイアウトチャンク
　次に標準レイアウトデータフォーマットをBNF＋＋で示す．なお，標準レイアウトチャンクの識別子は
Layout（7bitASCII）である．
〈レイアウトデータ〉：：＝〈Unit識別子〉〈マップサイズ〉
　　　　　　　　　　　　　　　　　〈Node長方形〉＊〈Edge曲線情報〉＊
　　　　　　　　　　　　　　　　　〈Text情報個数〉〈Text情報〉＊
〈Unit識別子〉：：＝〈PBS＞
〈マップサイズ〉：：＝〈サイズ〉
〈Node長方形〉：：＝〈長方形〉
〈Edge曲線情報〉：：＝〈位置個数〉〈位置〉＊
〈Text情報個数〉：：＝＜PBS＞
〈Text情報〉：：＝〈テキスト〉〈長方形〉
〈サイズ〉：：＝〈幅〉〈高さ〉
〈長方形〉：：＝〈位置〉〈位置〉
〈位置個数〉：：〈PBS＞
〈位置〉：：＝〈X＞〈Y＞
〈テキスト〉：：＝〈PBS＞
〈幅〉：：＝〈PBS＞
〈高さ〉：：＝〈PBS＞
〈X＞：：＝〈PBS＞
〈Y＞：：＝〈PBS＞
※〈Node長方形〉と〈Edge曲線情報〉の個数や順序はそれぞれ，プログラムデータ中
　でのNodeとEdgeの出現順に一致しなければならない
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　ここで，〈PBS＞はA－CHUNKフォv－一一マットのときに出てきた定義と同じものを使用するので省略する．〈
サイズ〉，〈長方形〉，〈Text情報個数〉，〈位置個数〉が展開するPBSは全て符号なし整数をパックする．
長方形によって展開される2つの位置は最初が長方形の左上座標，次が右下座標である．〈テキスト〉が
展開するPBSがパックするテキストのフォーマットは特に規定しない．
　〈Node長方形〉を展開したときに出てくる〈長方形〉はNode長方形のことである．また，〈Edge＞曲線情
報〉の〈位置〉＊は，一番最初が出力端子提供Node上の位置で，最後が入力端子提供Node上の位置になる．
〈Text情報〉が展開する〈長方形〉もNodeの場合と同じく，Textの外枠長方形のことである．
　ところで，レイアウトデータは単独では何の意味も持たない．これはプログラムデータの情報をもと
にして読み込みを行うためである．このことは，レイアウトデータを読み込む前にプログラムデータを
あらかじめ読み込んでおかなければならないことを意味する．例えばNodeの個数やEdgeの個数はレイ
アウトデータに一切含まれておらず，格納されている順番はプログラムデータ内のNodeやEdgeの格納
順と同じである．ただしプログラムデータに存在しないTextについては，個数情報を持っている．
3．3．6．基本部品とその仕様
　基本部品とは，プログラムに展開できないUnit（黒箱Unit）でありかつ，処理系が提供してくれる
Unitのことである．　A－BITS言語仕様には基本部品という言葉自体存在しないが，本研究では例題プロ
グラムを作成して実際に動かす必要性から基本部品を作成した．ここでは，基本部品についての仕様を
規定することにする．
　Unitの動作の仕様を知ることができれば，その実体であるNodeの，プログラム中での働きを理解す
ることができる．逆に動作を理解していない部品の含まれたプログラムは読むことができないというこ
とになる．従って，部品の仕様はプログラマが容易に理解できるように記述されていなければならない．
本論文では，文章と状態遷移図形式を混在させた形で仕様記述を行う．その理由として，状態遷移図形
式の表現方法は入力に対するイベントが視覚的で分かりやすいため，また状態数が少ないものに対して
は文章のみで記述するよりも有効な表現方法だからである．図3．20に基本部品仕様の例をコメント付
きで示す．
　　　　　　　　　　　　〆隅刀菩・＝ぜ夢　　　　　　　　　　　パ．ノ遠　　戸㌫
　　　　　　　　　　，一　　　　　　　　　　　　　　　　　　一　　　　・　　　二．㌘難一・　嗜　筏
　　　　　　　　　　　ε　　　　　　　　　　　　　　　　　　　　　　　　Thru：X［1］
　　　　　　　　　　　　　　　　　　　　　　　Sぐ［1］
　　　　　　　　　　○
?????
?、
蒙? lbit：O（Z・O，N・iハsL，ぼ烹・に要蜘・い
　図3．20　基本部品仕様の例
　初期状態は，プログラム実行開始時の状態である．他の状態へ向かう矢印は入力端子からデータを取
り込んで出力端子に出力し，次の状態へ遷移しようとしている状態を示している．入力端子の部分がε
の場合は入力無しで遷移する（ε遷移と呼ぶ）ことを表し，出力端子の部分にεがある場合は出力を伴
わないことを表す．また，値の右にある［幅］は一度に取り込むビット幅，または一度に出力するビット
幅を表す．もしEdge内に要求する量のデータが存在していない場合はそれを満たすまで遷移しない．
ε遷移はε一NFAのそれとは意味が異なり，入力以外のイベントによって必ず遷移することを示してい
る（例えばコンソールからの入力完了後に遷移）．
　この仕様表現では，できるだけ仕様書の量が少なくてすむように置換変数というものを導入している．
置換変数とは，定義された式や値を仕様中に展開するちょうどC言語のマクロと変数をあわせたような
ものである．置換変数の初期値は通常Unit識別子の右隣に，（置換変数1＝代入値，置換変数2＝代入
値…　）の形式で記述する．例えば図では1bit：0（Z＝0，N＝1）となっているが，このZ＝0，N＝1が置換変
数でニで左辺が置換される変数，右辺が置換すべき値（文章や演算子で表現しても良い）となっている．
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置換変数は，動的に中身を書き換えることもでき，例えばThru：X［1］では，置換変数を受け取った値で
置き換えることを示している．従ってその直下のOut：X［1］は受け取った値を1ビット幅でそのまま出力
することを示している．注意すべき点としては，置換変数内の値のビット幅と置換されるべき場所のビ
ット幅が異なっていてはいけない．
　図には表示されていないが，入出力端子の表示のそばに※をはじめに付けて文章を書くことで，動作
に対する補足的な説明とすることができる．ところで，この仕様表現は（ステートマシンのように）数
学的に厳密に形式化されたものではないが，基本部品の動作を理解する上では問題ないと思われるので
以後この方法で部品の仕様を表現する．
◆　汎用処理部品
　汎用処理部品は，データの複製と経路の結合を行う2つの部品
がある．これらはデータの中身そのものではなく，流れを制御す
る役割を果たす．
　図3．　21（上）は，1つの経路からデータを取得して2つの経路に
データを転送する複製器である．どちらかの出力経路が渋滞であ
る場合は完了するまで遷移しない．
　図3．21（下）は，2つの経路のどちらかからデータを取得して1
つの経路に転送する経路結合器である．2つの端子から同時にデ
ータを取得することはないため，データそのものは消失しない．
ただし，まとまったデータ（例えば8bit）を同時に送った場合は
ヱ6ビット長の混合データになってしまうので，注意が必要である．
○ In：X［1］Out　1：X［1］
Out2：X［1］
General：Duplicate
○
Inl：x［1］
Out：x［1］
In2：X［1］
Out：x［1］
General：Join
図3．21　汎用処理部品
◆　ビット反転部品
　入力端子から取り込んだビットをただ単に反転するだけの部
品である．図3．22はlbit：Notの仕様であるが，入力Opから1
ビット読み込んでその反転をResultから出力する．一度に複数
のビットを取り込んで反転してしまっても問題ないため，実装時
には（仕様に満たしながら）できるだけ多くのビットを一度に取
り込んで出力するとスループソトが向上する．
Op：X［1］
ResuIt：rX［1］
1bit：Not
図3．22　ビット反転部品
◆　基本演算系部品
　基本演算系部品とは，2項の算術演算・論理演算・比較演算を提供する部品類である．一般的なプロ
グラミング言語の演算子に相当するもので，データを加工したり，処理の流れを値によって変えたりす
る場合に用いる．
　図3．23（左）は6種類の部品の仕様を置換変数を用いてまとめて表現している．これは，それぞれ入
力ビット数と出力幅は違うものの遷移パターンと端子識別子が同じだからである．図に示されているよ
うに，Op　1とOp　1のどちらからもデータを取り込み，最終ビットをどちらが先に取り込んだかで1に遷
移するか2に遷移するかが決まる．結局どちら側に遷移しても同じ結果を出力する．どの部品も符号無
し整数を想定しているが，2の補数表現でも正しい結果を得ることができる．32bit：Equa1と
32bit：Compareは比較演算子に相当するもので1ビットで真理値を出力する．
　図3．23（右）は，32ビット幅符号無し整数の除算部品であり商と剰余を出力する．他の演算部品と異
なる図を使用する理由としては，出力端子が2本あるからである．1や2の状態では，両方の結果が送
出できるまで遷移しない．
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○
Op1：X［N］
Op1：X［32］
○
Op1：X［32］
Op2：Y［32］
Resu　l　t：z［N］
1bit：And　　　　　（Z＝X∧Y，Nニ1）
1bit：Or　　　　　　（Z＝X∨Y，N＝1）
32bit：Add　　　　　（Z＝X＋Y，N＝32）
32bit：Subtract（Z・X－Y，N・32）
32bit：Multiply　（Z＝X×Y，N＝32）
32bit：Equeし1
32bit：Compa「e
　Result：X÷Y［32］l　Mod：X÷Yの剰余［32］
（奪織請ま…16）1
（警綴蕊…16）1
　　　　図3．23　基本演算系部品
Result：X÷Y［32］
Mod：×÷Yの剰余［32］
32bit：Divide
◆　コンソール入力部品
　コンソール入力部品は，コンソール画面を作成してキーボ
ード入力を受け取り，プログラム中にデータを流す働きをす
るものである．
　図3．24にコンソール入力部品の仕様を示す．まずTrIn
から1ビットの値1を取り込むとコンソールからの入力待
ちになる．もしTrlnから1ビットの値0を取り込んだ場合
は何も起こらない．入力待ちの状態でキーボードから文字を
入力してEnterキーを押すと，それを解釈してOutには解釈
後のデータを送出し，TrOutには1ビットの値1を送出する．
もし8bit：InputASCIIならば入力した文字列の先頭文字を
データとして送出し，32bit：lnputlntegerならば符号付整
数値に変換して送出する．
Trln：1［1］
○
※コンソールから
　の入力待ち
　　　　　　　　Out：X困］
　　　　　　　　　TrOut：1田
　　　　※Xはコンソールから
　　　　　の入力値
8bit：lnputASCII　　　（N＝8）
32bit：lnputlnteger（N：32）
図3．24　コンソール入力部品
◆　コンソール出力部品
　コンソール出力部品は，コンソールを開いて入力端子から
受け取ったデータを画面上に出力するものである．
　図3．25にコンソール出力部品の仕様を示す．InからN
ビットの入力を受け取るとすぐに，コンソールへ出力する．
1bitPrintBitならば0か1を，8bit：PrintASCIIならばASCII
文字を，32bit：Printlntegerならば符号付32ビット整数を
出力する．またコンソールへ出力すると同時にTrOutから1
ビットの値1を出力する．この出力を用いると，コンソール
入力と連携させることが可能である．
In：X圃
○
Treut：1［1］
※Xをコンソーノレ
　へ出力
1bit：PrintBit　　　　（N＝1）
8bit：PrintASCII　　　（N＝8）
32bit：PrintInteger（N＝32）
図3．25　コンソール出力部品
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◆　ゲート部品
　ゲート系部品とは，データを一旦保管しておいてフラグによって捨
てるか通過させるかを判断する関所のようなものである．これを比較
演算子と連携させることによって手続き型言語のif文のような処理
をさせることができるため，A－BITSプログラミングでは頻繁に用い
ることになる重要な部品である．
　図3．26にゲート部品の仕様を示す．まずNビットのデータが取り
込まれて，TrInからのデータ待ちとなる．もしTrlnから1ビットの
値1を取り込むと，Inから取り込んだデータNビットをそのままOut
に出力する．もし，Trlnから1ビットの値0を取り込むと，　Inから
のデータを破棄して初期状態に戻る．従って，Trlnに比較演算子の
結果を入力すれば真のときだけデータを通過させることができる（間
にNotを挟んで論理を逆転すれば，逆の条件で通過する）．
In：x［N］
　s
Trln：0田　Trln：1［1］
　e　　　　Out：X［N］
1bit：Gate　（Nニ1）
32bit：Gate　（Nニ32）
図3．26　ゲート部品
◆　定数出力部品
　定数出力部品は，プログラムの実行が開始されるとすぐ
に値を出力し，その後はただ単にデータを通過させるとい
う動作を行うものである．これは一般的なプログラミング
言語の定数に相当する．
　図3．27に定数出力部品の仕様を示す．初期状態からす
ぐに，ε遷移をしてNビットの値Zを出力する．その後は
状態1でThruから取り込んだデータをOutにそのまま出
力するという動作を永久に続ける．Thruが存在する理由
としては，定数出力部品を直列につなぐことによって長い
ビット列を作れるようにするためである．Genera1：Join
でデータを連結しようとしてもデータの順序を保つこと
ができないが，Thruに流せばデータの順序を保ちながら
長いデータを作ることができる．ただ，この部品が使用さ
れる場合は一般的に大量に配置することになるので，実装
方法によっては処理速度低下の最大要因になる（例えば，
単純な巡回実行では部品の数だけ取り込みチェックを行
うのでそのようなことが起こる）．4ビソトの定数部品は
最下位ビットから順に出力されるので，例えば4bit：Cで
は0011の順にビットが流れる．
?
○
1bit：0　（Z＝O，Nニ1）
1bit：1　（Z＝1，N＝1）
4bit：0　（Zニ0，N＝4）
4bit：1　（Z＝1．N＝4）
4bit：2　（Z＝2，N＝4）
4bit：3　（Z＝3，N＝4）
4bit：4　（Zニ4，N＝4）
4bit：5　（Zニ5，N＝4）
4bit：6　（Z＝6，N＝4）
4bit：7　（Z：7，N＝4）
4bit：8　（Zニ8，Nニ4）
4bit：9　（Z＝9．N＝4）
4bit：A　（Zニ10，N＝4）
4bit：B　（2＝11，N＝4）
4bit：C　（Zニ12，Nニ4）
4bit：D　（Z＝13，N＝4）
4bit：E　（Z＝14，N＝4）
4bit：F　（Z＝15，N＝4）
Thru：X［1］
図3．27　定数出力部品
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3．3．7．基本部品の端子一覧
　　これまでにそれぞれの基本部品の仕様について説明してきたが，端子識別子を一覧で記述していたわ
けではないので，もしその部品にいくつの端子があるかを知りたい場合には不便である．そこで，全て
の基本部品のUnit識別子と端子識別子を表形式にまとめた．なお，この表の部品の順番はアプリケー
ション内部で定義されている順とした．
Unit識別子 入力端子識別子リスト 出力端子識別子リスト
Genera1：DuplicateIn Out1，0ut2
Genera1：JoinIn1，　In2 Out
lbit：And Op　1，0p2 Result
1bit：Or Op　1，0p2 Result
1bit：Not OP Result
1bit：0 Thru Out
1bit：1 Thru Out
1bit：PrintBitIn TrOut
1bit：Gate In，　Trln Out
4bit：0 Thru Out
4bit：1 Thru Out
4bit：2 Thru Out
4bit：3 Thru Out
4bit：4 Thru Out
4bit：5 Thru Out
4bit：6 Thru Out
4bit：7 Thru Out
4bit：8 Thru Out
4bit：9 Thru Out
4bit：A Thru Out
4bit：B Thru Out
4bit：C Thru Out
4bit：D Thru Out
4bit：E Thru Out
4bit：F Thru Out
8bit：InputASCIITrln TrOut，　Out
8bit：PrintASCIIIn TrOut
32bit：Add Op　1，0p2 Resu！t
32bit：SubtractOp　1，0p2 Result
32bit：MultiplyOp　1，0p2 Result
32bit：DivideOp　1，0p2 Result，　Mod
32bit：Equa1 Op　1，0p2 Boolean
32bit：CompareMin，　Max Boolean
32bit：InputlntegerTrln TrOut，　Out
32bit：Printlntege「In TrOut
32bit：Gate In，　Trln Out
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3．4．実装
3．4．1．実装について
　本研究ではA－BITSを仕様に従って実装し，エディタと処理系を作成した．それらを今後システムと
呼ぶことにする．これまではA－BITSの仕様部分について説明したが，本節では実際のシステムについ
ての詳細な説明を行うことにする．
　まず，実装で使用した開発環境については，WindowsXP上でMicrosoft　Visual　C＋＋6．0の統合開発環
境を使用した．従って，システムはC＋＋言語で記述されており，Win32APIを呼び出すことによってウィ
ンドウやメニューの作成，画面描画，低レベルファイル入出力を行っている．実際にはメインプログラ
ム中ではAPIを直接呼び出さず，　API呼び出しを独自にクラス化したNCLでメソッド経由で呼び出して
いる．NCLはライブラリ形式にしたりせずソースコードのまま使用している．これは実行ファイル作成
時にNCLをコンパイルする時間がかかるという欠点があるが，　NCL自身の仕様変更やバグ修正が簡単に
行えるのでこの方法で行った．
　システムは，ユーザから入力を受け付ける部分（エディタ部）と解釈実行部から構成されているが，開
発時間の都合上2っの部分は同一プロセス内で動くように実装した．そうした理由としては，エディタ
部で管理されている内部データをそのまま使用してA－BITSプログラムを構成できるため，解釈実行部
のプログラムデータ読み込みルーチンを作らなくて良いからである．図3．28に，システムの構成図を
示す．人間はエディタ部の提供するGUIによって2次元平面上にレイアウトされたプログラムをマウス
入力で編集することができる．人間がプログラムの編集を終えると，エディタ部は内部データを更新す
る．現在作成中のプログラムを実行する場合はメニューから実行コマンドを選べば，解釈実行部が内部
デー一・・タから即座にプログラムを構成して実行を開始する．本システムはインタプリタ方式なので実行フ
ァイルは書き出さず，またエディタのメニュ・・一一一からプログラム停止を選べば即座に停止して編集に戻る
ことができるようになっている．
畑
↑↓ GUIによる編集
エディタ部
解釈実行部
一r■■■■」ゴ・グラム㈱実行
プラットフォーム
図3．28　アプリケーションの構成
3．4．2．エディタ部の実装
　エディタ部はシステムの中でも人間に最も近い部分である．テキスト言語がテキストエディタで編集
されるように，VPLは専用のビジュアルエディタで編集する．　A－BITS用エディタもビジュアルエディタ
の一種であり，マウス入力によるA－BITSプログラムの編集を行うためのものである．ここでは，エデ
ィタ部のインタフェースに関する詳細説明を行う．
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◆　システム起動
　まずシステムを起動すると，図3・29の画面になる・左端の大きいウィンドウはメインウィンドウで，
ここにプログラムが表示される．右上の小さいウィンドウは縮小マップウィンドウで，プログラムの縮
小図が表示される・右下の縦長のウィンドウはUnit管理ウィンドウで，ここに現在ロードされている
Unitのリストが表示される．またこのウィンドウはUnitを新規作成するときにも使用する．
　メニニ・一の「ファイル」→「標準Unitロード」を選択すると，図3．30の画面になる．タブは現在編
集中のプログラムのUnit識別子を示す・Unit管理ウィンドウは標準ロードされているUnitを表示する・
タブの下の表示領域は編集中のプログラムである．縮小マップはそれを縮小表示する．
方イル　L：＝－1　’：　：　ヘルフ
E誕；、 　　　　《
E］≡…≡
‘・・’ハθo
`・BIT
日CPtmulz　1－rlr’nv　fi
kてのthitの一覧
」」」」」巡」鰍騰
　唱l　　　l
図3．29A－BITS起動後の画面
ファイル　顕モード　掬ラ　～bフ
x
画輌騒・．望マー
全ての揃の一覧
　ral：　　　　1icate
（｝etbe　ra　1　：　“o‘n
Ibit：妬d
室bit：Or
》btヒ；眈》t
｝bit：e
tb　lt：t
lbit：Print8it
’bi駕t偽‘●
4bit；0
4bit：1
4blt：2
4bit：⑨
4bit：4
4bit；5
4bit：6
4b｜t；7
4bit：8
4bit：S
▲
」???
噺－山
桓｝一一一
　：：：6
｛l　　　l
図3．30　プログラム編集画面
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◆　メニユー
　A－BITSシステムでは，ほとんどの操作をメニュー項目によって行う．ここではメニューについて詳細
に説明する．
　図3．31は「ファイル」内のメニューである．「読込」
はファイルからUnitをロードする．「保存」は現在ロ
ードされている全てのUnitをファイルに書き出す．
「クリア」は，現在m・一一ドされているUnitを全て破棄
して起動後の状態に移行する．「終了」は，アプリケー
ションを即座に終了する．
’ファイル　編集モード　実行　ヘルプ
　標準Unitロード
　読込
　保存
　クリア
　終了
図3、　31　「ファイル」内の項目
図3．32は「編集モード」内のメニューである．チェ
ックは現在そのモードであることを示している．項目
の他の場所を選択すると，チェックの位置が変わって
モードが変更される．「・・設置」と付くモードは要素
を設置するモードで，既存の要素の位置移動などの編
集が可能である．「・・削除」と付くモードでは要素を
クリックするだけで削除できるようになっている．
ファイル［編酉語下『『；Efti　　ヘルフ
　　　　Edgぼ設置
　　　　丁己xt設置
　　　　Node肖閲除
　　　　Edge馴除
　　　　Tex哨1』除
図3．32　「編集モード」内の項目
　図3．33は「実行」内のメニューである．「プログラム実行」を選択すると，現在編集状態のプログラ
ム（ここではTest）が実行を開始することになる．図では「プログラム停止」が使用不能だが，これはプ
ログラム実行時にのみ使用可能になる．実行時に「プ
ログラム停止」を選択した場合は即座にプログラムの
実行が中断される、現在のバージョンではプログラム
は自動的に終了しないので，プログラムを実行し終わ
ったら必ずこれを選択して停止させなければならない．
ファイル　　編叢集モード「葵fi　ヘルフ
T・⑤t1　　カグ弘琴行
　　　　　　　　　　l　L」陪∵上
　「≡t
図3．33　「実行」内の項目
　図3．34は「ヘルプ」内の項目である．「バv・一一一ジョ
ン情報」を選択すると，A－BITSシステムの現在のシ
ステムのバージョンを表示する，図3．35のウィンド
ウが開かれる．
ファイル　編集モー一ド　実行「砺一
Test　1　　　　　バージヨMe報
図3．34　「ヘルプ」内の項目
　A－BπS（Ajセo　B　inb　ry】hfermet　ion　Treat　ing　System）V色rs㎞〔田5
図3．35バージョン情報ウィンドウ
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◆　サブウィンドウ
　サブウィンドウは，メインウィンドウ以外のウィンドウである．ここで
は，それらのウィンドウの機能についてより詳しく説明する．
　図3．36は縮小マップウインドウである．これは，現バージョンでは画
面のプログラムを単に縮小表示するだけのものである．縮小マップは広い
マップを瞬時に移動する目的で作成したが，現バージョンではその機能は
実装されていない．
図3．36縮小マップウィンドウ
　図3．37はUnit管理ウィンドウである．図では，現在読み込ま
れている全てのUnitの一覧がリストボックスに表示されている．
「↑」「↓」のボタンは本来リストボックス上でのUnitの並びを変
更するためのものだが現段階では未実装である．「Unit作成」ボタ
ンは押すと詳細表示画面に切り替わってUnit作成モードになる．
rUnit削除」ボタンは，現在リストボックスで選択されているUnit
（図では32bit：Add）を削除する．ただし，現在m・一一一ド中のプログ
ラム内で参照されているUnitはボタンを押しても削除できない．
一番下の「詳細表示」ボタンは，画面を詳細表示モードに切り替え
る．詳細表示モードではUnitの端子情報を見ることができる．
　図3．38は，「詳細表示」ボタンを押して詳細表示状態に切り替
えた状態である．ウィドウが広がり右側に詳細表示が出現するが，
ここに現在選択されているUnitの詳細情報が表示される．
4bit：4
4bit：5
4bit：6
4bit：7
4bit：8
4bit：9
4bit：A
4bit：B
4bit：C
4bit：D
4bit：E
4bit：F
8bit：lnputASCII
32bit：Multiply
32bii：Divide
i群iごし　　　　　」
」」山u・it作成㎞i硝噸
図3．37Unit管理ウィンドウ（簡易表示）
全てのUnitの一覧
4bit：4
4bit：5
4bit：6
4bit：7
4bit：S
4bit：9
4bit：A
4bit：B
4bit：C
4bit：D
4bit：E
4bit：F
Sbit：InputASCII
8bit：PrintASCII
▲
Uni倒鶴1｝子
32bit：Subt　ract
32bit：Multiply
32bit：Divide
32bit：Equal
費？h；十・nnmng　rp 」
⊥j」⊥竺竺」出哺1撫
　　　　簡易表示に切替
『ヲ鳳箱
　　　［
e勘端子翻そ］
‖‖??‖?‖?? ー
図3．38　Unit管理ウィンドウ（詳細表示）
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右上のチェックボックスは，黒箱Unit（内部にA－BITSプログラムを持たないUnit）の場合にはチェッ
クが付くが，変更は不可能である．端子識別子のグループ内のラジオボタンはUnit作成モードでその
どちらを編集するかを選択するためのものである．リストボックスの下にある編集ボックスは，端子識
別子を入力するためのものである．「簡易表示に切替」のボタンを押すと，図3．37の状態に戻すことが
できる．
　図3．39は，「Unit作成」ボタンを押してUnitの新規作成モードになった状態である．このモードで
はUnit識別子を表示する編集ボソクスが書き込み可能になる．右側の黒箱チェックボックスも変更可
能になるが，現バージョンでは無意味である．端子識別子リストボックスの内容を編集するには，編集
したい端子のラジオボタンにチェックを入れて，下の編集ボックスに識別子を入力する．そして，作成
したい位置にある端子を選択して「追加」ボタン，あるいは「挿入」ボタンを押す（空の場合は追加の
み可）．識別子が重複する場合は，登録に失敗する．削除する場合は，削除したい端子のラジオボタン
をチェソクし，削除したい位置を選択した後に「削除」ボタンを押す．尚，現バージョンでは登録済み
の端子の位置を変更する「↑」「↓」ボタンは機能しない．
　全ての編集を終えてUnitを登録したい場合には，まず左にある全てのUnit・一覧のリストボックス内
で登録したい位置にあるUnitを選択する．そして，「これを追加」ボタンあるいは「これを挿入」ボタ
ンを押すことで登録完了する．ただし，Unit識別子が重複していた場合には登録に失敗する．もし，　Unit
の新規作成をキャンセルして前のウィンドウ状態に戻りたい場合は，「この編集をキャンセル」ボタン
を押せば良い．
全てのUnitの一覧
4bit：6
4bit：7
4bit：8
4bit：9
4bit：A
4bit：B
4bit：C
4bit：D
4bit：E
4bit：F
Sbit：lnputASCII
32bit：Multiply
32bit：Divide
32bit：Equal
32bit：Compare
32bit：lnput　lnteger
2？hl4・Prin4Tn4pypr」」⊥L澗磁
i一端子醐1仔
恒入力端子麟仔
??????
r出力端子翻ll子
Out　1
簡見義三…に切替 これを追加　これを挿入　この編集をキャンセル
図3．39Unitの新規作成モード
◆　メインウィンドウとプログラムの編集
　ここでは，エディタ部の最も重要な部分であるメインウィンドウと，プログラムの編集にっいて説明
する．メインウィンドウ内にはタブ，プログラム表示画面，ステータスバーがある．タブにはいくっか
ラベルがあるが，それらは現在ロードされていてかつプログラムを内部に持っUnit識別子である．ア
クティブなタブは現在編集中のUnit（アクティブUnit）を示している．図3．40に示されているメインウ
インドウでは，アクティブUnitはTestである．ステータスバーは，ウィンドウの一番下にある
「1bit：PrintBit」と表示されている部分である．ステータスバーは，編集中に構成要素の上にマウス
が載ったときにその要素の属性情報（例えばNodeの参照するUnitの識別子やEdgeの接続端子情報）
が表示される．
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X
ファイル　編集モード　実行　ヘルブ
s・8tl』1・1
τピ三t
@　　　　　　蝋、　6進数rG」
@　　　　　　　Il@　　ピット嚇り道←ln
@　　　　　　　～比1｜f：F’川ntE川t 面にビット表示
6進数rC」をビット表示するプログラ
1bit：PrlntBit 一
図3．　40　メインウィンドウとプログラム
　プログラム編集画面は，メインウィンドウの大部分を占める凹んだ領域である．ここではTestのプ
ログラムを表示している．黄色い長方形はNodeで，その内部に参照Unitの識別子が表示される．4bit：C
から1bit：PrintBitを接続している紫色の曲線はEdgeで，その曲線の中間点にある青丸内の矢印は接
続方向を示している．またそのそばに表示されている文字列はEdgeが接続している端子を示しており，
書式は「出力端子→入力端子」である．それから，緑色の文字はTextで，それぞれ文字のサイズが違
うのはTextの外枠長方形（不可視）の高さが異なっているからである．なお，　Textの幅に関しては入力
時に文字列が全て表示できるように自動的に調整される．
　図3．41はNodeを設置しようとしている状態である．　Nodeを設置するときはまず，「編集」→「Node
設置」を選択して項目にチェックを入れる．「編集」項目のチェックは排他的で，ある場所にチェック
すれば他の場所のチェックは消えて1つだけチェックが付く．そして編集画面の白い部分でマウスの左
ボタンを押しながら移動させると，初めに押した点を中心として長方形の形状が変化する．目的の形状
になったらマウスの左ボタンを離すとrUnitリスト」ウィンドウが出てくるので，配置したいUnitを
選択して「OK」ボタンを押す．もしここで，　Nodeの設置をやめる場合は「Cance1」ボタンを押す．
　Nodeを削除する場合は，「編集」→「Node削除」を選択してチェックを入れた後，マウスポインタを
削除したいNodeの上に持っていく．そこでクリックすればNodeは削除される．しかし，削除したいNode
にEdgeが接続されている場合には失敗する．
　Node設置可能状態のときに，既に設置されているNodeにマウスポインタを合わせて左ボタンを押し，
そのままポインタを移動させてからボタンを離すとNodeを移動することができる．ただし，　Edgeが接
続されたNodeや移動先が不正な位置の場合は移動に失敗する．
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図3．41Nodeの設置
　図3．42は，Edgeを設置している状態である．　Edgeを設置するときはまず，「編集」→「Edge設置」
を選択して項目にチェックを入れる．そして出力端子提供Nodeの上にマウスポインタを持っていき，
そこで左ボタンを押しながら入力端子提供Nodeの上までマウスを移動させる．すると図に表示されて
いる「Unit間接続設定」ウィンドウが開く．このウィンドウは，左側のリストボックスで出力端子，右
側で入力端子に関する設定を行う．端子を設定するには両方のリストボックス内の端子を選択するが，
既に使用されている端子を設定しようとしたり，端子を選択しなかったりした場合は「OK」ボタンを押
しても何も起こらない．もし，Edgeの設置をやめる場合は「Cance1」ボタンを押す．
　Edgeを削除する場合には，「編集」→「Edge削除」を選択してチェックを入れてから，削除したいEdge
の矢印を囲んでいる青丸をクリックする．曲線の部分をクリックしても何も起こらない．
　図3．43は，Text設置している場面である．　Textを設置するときはまず，「編集」→「Text設置」を
選択して項目にチェックを入れる．そこから先はNodeと同じ手順で長方形の位置と形状を決定する．
すると，図に表示されている「プログラムコメント編集」ウィンドウが表示されるので，ウィンドウ中
の編集ボックスにTextに設定したい文字列を書き込む．何も入力せずに「OK」を押しても何も起こら
ない．もし，Textの設定をやめる場合は「Cance1」ボタンを押す．
　Textを削除する場合は「編集」→「Text削除」を選択して項目にチェックを入れた後でText（Text
の外枠長方形が見えないので，表示されている文字列の付近）をクリックする．
　Text設置可能状態のときにマウスポインタをTextに合わせて左ボタンを押し，そのまま離さずに移
動した後ボタンを離すと，Textを移動させることができる．
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図3．43Textの設置
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3．4．3．解釈実行部の実装
　解釈実行部は，プログラムデータから実体プログラムを構成して実行する部分である．システムでは，
エディタ部と同一プuセス内で動くサブルーチンとして実装している．これは，エディタ部が作成した
内部リストを，解釈実行部が実体プログラム構成のために直接利用できるようにするためである．この
方式には，A－BITSが持つレイアウトデータ分離の利点を生かすことができないという欠点があるが，解
釈実行部側のロードルーチンを作成するための労力を削減できる．ここでは，解釈実行部がどのように
プログラムを構成していくかが概念的に理解できるように説明をする．
◆　エディタ部のデータ構造
　まず，本研究で開発したA－BITSシステムの解釈実行部がどのような形のデータを扱うかを知らなけ
ればならない．それはエディタ内に内部データとして存在する構成要素である．図3．44にそのデータ
構造を示す．
　丸型の図形はポインタ変数で，長方形はデータそのものを示している．初めにUが付くのがUnitの
データで，内部には入力端子識別子と出力端子識別子，黒箱でないUnit（黄色い長方形）はさらにプロ
グラムデータとしてNodeリストとEdgeリストを持つ．　NodeはUnitを参照し，　EdgeはNodeとそれに
対応する端子を参照する．Edgeを示す長方形の内部のポインタの左側が出力端子提供Nodeに関するも
ので，右側が入力端子提供Nodeに関するものとなっている．また，　Nodeリストの先頭は自己参照Node
になっている．実際にはレイアウトデータやUnit識別子データもデータ構造内に含まれるが，それら
はプログラムデータ構成時には使用されないのでここでは省いた．
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　　　図3．　44エディタ部のデータ構造
◆　プログラムの構成方法
　ここでは，プログラムを構成する方法の全般的な説
明と，実際に使用した方法について説明する．A－BITS
プログラムは階層型のネットワーク構造をしているた
め，Nodeの端子をどのような手順でEdgeと結合する
かが重要になる．実際にはアプリケーションはNode
を関数へのポインタと端子ポインタのリストを持っク
ラス（ExNode），Edgeをキュー（ExEdge）として実装して
おり，結合とはExNodeがExEdgeのポインタを端子ポ
インタリストに取り込んで参照できる状態をいう．結
合が完了したExNodeは，端子ポインタのリストオフセ
ットで参照してキューに書き込み，またはキューから
の取り込みを行う．図3．45はその様子を示している．
図3．・45ExNode（左）とExEdge（右）
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　ExNodeとExEdgeはエディタの内部データを参照しながら作成する．この参照方法はいくつか考えら
れ，具体的には，
1）縦型検索でたどりながら作成
2）横型検索でたどりながら作成
3）最下層から部品ごとに結合
がある．1）は，アクティブUnitを根としてプログラムを縦型に展開（最下層に到達するまで下に向か
って検索を続ける）する方法である．2）はアクティブUnitを根としてプログラムを横型に展開する（そ
の層を全て検索しおわったら，下の層へ降りてまたその層を全て検索していく）方法である．3）は1）
の一種であり，1）の過程で最下層まで展開して既に結合を終えた部分を部品とし，次にそのUnitが出
てきたときは部品としてそれのコピーを作って結合してしまう方法である．動的に探索しなければなら
ない葉の数が減少するので最も効率が良いが，コンパイラ方式でしか利用できない．アプリケーション
では，2）の方法で結合を行っている．その理由としては，上位の層のExEdgeへのポインタを下層に伝
播させていくだけで良いので簡単だからである．
　図3．46，図3．47，図3．48は簡単なプログラム例で，端子の一覧は下の表に示されている．これを
実行するとコンソールが開いて「01」と表示される．この結果が出る過程として，まず「Test」内にあ
る「2bit」の内部から1と0という値がこの順序で送出される．それがrNotPB」に入ると内部でビッ
ト反転してから1ビット値を表示するからである．「2bit」のプログラムは図3．47で，「1bit：0」が
「1bit：1」の「Thru」端子に接続され，「1bit：1」の「Out」端子が自己参照Nodeの「Out」端子に接続
されている．自己参照Nodeの「Thru」端子から「1bit：0」の「Thru」端子へも接続があるが，プログ
ラム中ではここにはデータが流れない．
Unit識別子 入力端子識別子リスト 出力端子識別子リスト
Test
Qbit
motPB
Input
shru
hn
Output
nut
? ?
Teit
NotPE
図3．46Unit　Test
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島
rNotPB」のプログラムは図3．48で，「1bit：Not」のrIn」端子に自己参照Nodeの「OP」端子が接続さ
れている．それから「1bit：Not」の「Result」端子が「1bit：PrintBit」のrIn」端子に接続されてい
る．次に，このプログラムを使用して2）のプログラム構成アルゴリズムを説明することにする．
　プログラムを実行しようとするとまず，根としてExNodeを1っ作成
する．図3．49はExNodeの内部構造であるが，それは内部に入力端子
ポインタリスト（左）と出力端子ポインタリスト（右），関数へのポイ
ンタ変数（func），そしてExNodeのポインタを格納できるリスト（破
線）を持つ．最終的にプログラムが構成された状態では木構造を形成
することになる．関数へのポインタ変数は，黒箱Unitを参照している
Nodeだった場合に機能を表現する関数へのポインタを代入して，実行
時にこれを呼び出すために必要である．
ExNode
目自
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図3．49ExNodeの内部構造
　プログラムの構成は，エディタ部の情報をExNodeの構造体に書き写すようにして行われる．これは，
最終的にExNodeの木構造がエディタの部のアクティブUnitからそのまま展開した形と同じになるから
である．プログラムの構成アルゴリズムは次の通りである．
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10）
11）
12）
Unitの一時リストulistにアクティブUnitへのポインタを登録し，　ExNodeを新規作成して
ExNodeの一時リストnlistに登録する．
もし，ulistが空なら終了．そうでなければulistの先頭からUnitへのポインタを取り出して
一時変数tunitへ代入し，　nlistの先頭からExNodeへのポインタを取り出して一時変数tnode
に代入する．Nodeインデクス指定変数i←0とする．
tunit内部のNodeの個数≠iならば，　ExNodeを新規作成してtnode内のExNodeリストのi番
目に登録する．そうでなければ7に行く．
もしt皿it内のi番目のNodeが自己参照Nodeならばi←i＋1として6に行く．
もしtunit内のi番目のNodeが黒箱Unitを参照していたら，その識別子を調べてExNodeに適
切な関数ポインタを設定し，ExNodeをタスクリストに登録する．
i←i＋1として2に戻る．
j←0とする．
もしj＝（tunit内のEdgeの個数）ならば2にもどる．
もしtunit内のj番目のEdgeが，出力端子（位置PO）と入力端子（位置PI）の両方とも通常Node
の端子ならば，新規にExEdge（E）を作成して出力側ExNodeの入力端子ポインタリストの位置PO
と入力側ExNodeの出力端子ポインタリストの位置PIにEのポインタを代入する．　EをExEdge
リストに登録する．
もし，tunit内のj番目のEdgeが，出力端子か入力端子のどちらか一方が自己参照Nodeの端
子ならば，自己参照Node側のExNodeの端子のポインタリストの指定位置のポインタを，もう
一方のExNodeのポインタリストの指定位置に代入する．
もし，tunit内のj番目のEdge（E）が，両方とも自己参照Nodeの端子ならば，ただデータを通
過させるだけのExNode（N）を作成して，　Nをtnode内のリストとタスクリストに登録する．　N
には両方のExNodeの指定した位置のポインタをそのまま繋ぐ．
j←j＋1として8に戻る．
　11）でデータ通過のみのExNodeを作成しているのは，上位からEdgeを伝播させたときに両方とも自
己参照NodeのEdgeの場合は，2つのExEdgeポインタを受け取るためにそのままでは接続できないから
である．上記のアルゴリズムによって構成されたプログラム例の内部状態は図3．50に示してある．
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図3．50構成されたプログラム例の内部状態
◆　プログラムの実行方法
　本研究では，実行すべきExNodeにスレッドを1つずつ割り当てて擬似的に並列実行する方法と，
ExNode内の関数ポインタを順番に呼び出して巡回実行する方法でプログラム実行部分の実装を行った．
前者の方法は，スレッド内の処理として連続的にExNodeの関数ポインタを呼び出して処理を行ってい
る．後者の方法では，呼び出された関数がわずかなステップだけ実行してから復帰するという動作を，
順番に全てのExNodeを対象に行っている．
　図3．51には，両方の実行方法のイメージが示してある．マルチスレッド実行は図左で，概念上は並
列に動作する実行単位であるが実際にはタイムスライスによって実現されている．そのため，CPUにタ
イムスライシングの機能がない場合は実装不可能な方法である．一方単純巡回実行は図右で，タスクリ
ストの先頭のExNodeから順番に関数ポインタを呼び出す．関数ポインタ内部では少ないステップ数だ
け処理を実行してから（関数内のreturnに到達して）復帰する．一般的なCPUであれば実装可能な方
法でありかつ，アルゴリズムが単純であるため実装しやすい方法である．また，入力待ちのExNodeに
対してマルチスレッド実行よりはCPU時間を消費させないので，それに比べて高速に実行できると考え
られる．
TaskL　is｛L TaskList
図3．51マルチスレッド実行（左）と単純巡回実行（右）
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3．5．例題プログラムと実験
3．5．1．例題プログラム
　ここでは，作成したA－BITSプログラムを2つ用意する．1つ目は，値を2つ入力して大きいほうの
値を表示するプログラムである．それから2つ目は，2つの値の最大公約数をユークリッドの互除法で
計算して結果を表示するプログラムである．次に，それら例題プログラムについての説明を行う．
◆　最大値を表示
　まず1つ目のA－BITSプログラムとして，2つの値を入力して大きいほうの値を表示するプログラムに
っいて説明する．これは図3．52に示してあるが，図3．52の方はTestという識別子の部品で，図3．53
の方は”MaxMin”という部品である．
　”Test”ではまず，”1bit：1”がトリガを発生させてそれを”32bit：Inputlnteger”の”TrIn”端子に送って
入力待ち状態にする．それからユーザが整数を入力してEnterキーを押すと，入力された32ビット値
が”MaxMin”の”Op1”端子に入る．それと同時に”32bit：lnputlnteger”の”TrOut端子”からトリガが出ても
う1っの”32bit：lnputlnteger”に入り，再び入力待ちとなる．そこで，ユーザが同じように値を入力し
てEnterキーを押すと”MaxMin”の”OP2”端子に入る．”32bit：Printlnteger”では，”MaxMin”の”Max”端子
からの32ビット値（2つの値の大きいほう）を受け取って画面に表示する．
　”Test”から”MaxMin”に値が入ることは前述したが，そのときは”Op1”と”Op2”から32ビット値が出て
くるので，両方の値をまず複製してその1組は”32bit：Compare”の入力として使用する．”32bit：Compare
は”，もし”Op　1”の値〉”Op2”の値ならビット値1を出力し，そうでなければビット値0を出力する．複
製されたもう一方の値の組はもう一度複製されて2組の経路の両方に存在している”32bit：Gate”に入
る．”32bit：Gate”の一方の組は”32bit：Compare”の実行結果でビット1が出力されたときに開き，もう
一方の組は”32bit：Compare”の実行結果でビット値0が出力されたときに開くようになっている．双方
の経路は”32bit：Gate”の先で結合される．ただし，双方の経路は値の接続が逆になるように接続されて
いる．開かれない方の”32bit：Gate”は値を破棄するので，結果的にどちらかの値の組のみが”MaxMin”の
”Max”端子と”Min”端子に出力されることになる．
Tei・t
2つの値を入力する
　　1ヒ）lt　1
トリガ送出　C：E．，t→τ「in
Xノ．f直、＿販・」、f直
大きい値を表示　酬p輪1°†蜘
図3．52最大値を表示（メインUnit）
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図3．53　最大値と最小値（MaxMin　Unit）
◆　ユークリッドの互除法
　ユークリッドの互除法とは，
である．
2つの値の最大公約数を求めるための方法で，次のようなアルゴリズム
2つの値をaとbとしたとき，もしa＞bならばX←aでY←b，そう
でなければX←bでY←aとする．
T←（a÷bの余り）とする．
もしT≠0ならばX←YでY←Tとして1に戻り，そうでなければa
とbの最大公約数をYとして終了する．
これをA－BITSプログラムとして作成したものが図3．54と図3．55である．前者は”Test”という識別子
の部品で，後者は”gcm32”という部品である．
　”Test”での動作は”MaxMin”のときとほぼ同じであるが，”MaxMin”であった部分が”gcm32”に置き換わ
っている．”32bit：Inputlnteger”の2つの出力値は”gcm32”の”Op1”端子と”Op2”端子に入り，”gcm32”の
”Result”端子からは2つの値の最大公約数が出力される．その32ビット値は，”32bit：Printlnteger”
の”ln”端子に送られて表示される．
　”gcm32”の内部は”MaxMin”とは異なり，データのフィードバックループが存在する．そのため，ルー
プ中に新たなビット列が入ってこないように”32bit：Gate”を設置して32ビット値を1つ通したら閉じ
るようになっている．※”32bit：Gate”を通過したデータの「割る数」にあたる方は2回複製されて2つ
の32bit：Gate（A，　Bとする）で一旦保留される．それから「割られる数」と「割る数」に当たる2つ
1組の数値は”32bit：Divide”で計算が行われてその結果の剰余が”Mod”から送出され，それが複製され
て1つは”32bit：Gate”（Cとする）に入る．もう1つは”32bit：Equal”に入って32ビット値0と比較が
行われ，等しければビット1を，そうでなければビット0が結果として送出される．その値はAに，そ
れを反転した値がBとCに入る．Aが開くとそれは”gcm32”の”Result”端子に送られて外部に送出され
て計算結果となる．B，　Cが開くと，　Bの値は「割られる数」，　Cの数は「割る数」になって※の経路
を通ってまた計算が行われる．ところで，”32bit：Equa1”の結果はA，　B，　C以外にも最初に値の出入
りを制御する部分の”32bit：Gate”にも値を反転せずに送られることが図を参照するとわかる．これは，
計算終了になったときに次の計算対象の値を※の経路に入れるためである．
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図3．55ユークリッドの互除法（gcm32　Unit）
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3．5．2．実験
◆　最大値を表示
　2つの値を人力してその最大値を表示するA－BITSプログラムの2回の実行結果を，図3．　56に示す．
左図は1回目で，右図が2回目である．1回目の入力値は「66565」と「545648648」で，結果として大
きい方の数が表示されているので正しい．また，21・旧の入力値も「35876521」と「86」で，結果とし
て大きいほうの数が表示されているため正しい．それから，それぞれ計算に要した時間をドの表に示す．
参考として，C＋＋言語で同じ働きをするプログラムを記述して実行した結果の計算時間も下の表の右端
に示してある．なお実行環境のCPUはPentium3450MHz，　OSはWindows　XPである．
対象 単純巡回実行方式 マルチスレッド方式 C＋＋言語で記述（参考）
1回目
Q回目
6．2×10㌧5［s］
U．2×10＾－5［s］
5．7×10＾－1［sコ
T．7×10＾－1［s］
1．7×丑0＾－7［s］
P．7×10＾－7［s］
図3．56　最大値と最小値の実行結果
◆　ユークリッドの互除法
　ユークリッドの互除法で最大公約数を計算するA－BITSプログラムの2回の実行結果を，図3．　57に示
す．左図が1回目で右図が2回目である．1回目では入力値が「45151356」と「354」で，計算結果とし
て「6」が表示されている．この2つの値の最大公約数は6であるため計算結果は正しい．また2回目
の人力値は「874」と「234885536」で，計算結果としては「2」が表示されている．この2つの値の最
大公約数は2であるため計算結果は正しい．それから，それぞれの計算時間を下の表に示す．最大値の
表示のプログラムの場合と同様に，参考としてC斗＋言語で同じ働きをするプログラムを記述して実行し
た結果の計算時間も下の表の右端に示してある．実行環境も同じく，CPUはPentium3450MHz，　OSは
Windows　XPである。
対象 単純巡回実行方式 マルチスレッド方式 C＋＋言語で記述（参考）
1回目
Q回目
1．9×10㌧3［s］
R．8×10＾－3［s］
5．8×10P＾［s］
T．3×10P＾［s］
5．9×10＾－7［s］
P．1×10＾－6［s］
図3．57　ユークリッドの互除法の実行結果
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3．6．評価
3．6．1．インタフェースの評価
　ここでは，プログラムの視覚的な側面を中心に評価を行う．まず，図3．52と図3．・53図はどちらも
Node数とEdge数のそれぞれが10個未満の配置数であるということもあり，コメントとしてTextを入
れる余裕もあるほどすっきりとしている．実際両プログラムは，”MaxMin”と”gcm32”の部品を差し換え
てコメントを変更した以外には違いがないため，見た目はほぼ同じである．Edgeに付属する選択円（矢
印が描かれている青丸図形）が示すビットの流れる方向を見るだけでほぼプログラムの流れを把握でき
るので，テキストプログラムと比べると視覚的にメリットがあるといえる．ただ，Nodeから出る端子を
読み取るために矢印に付属する”Out→ln”のような形式のテキストを見る必要があるが，位置的に離れ
た場所に目を移動するため，接続関係を把握し辛い点が問題である．
　ここで，実際のテキストプログラムによる記述と比較することにする．図3．53とほぼ同じ機能を持
っプログラムをC＋＋言語で記述すると，次のようになる．
long　maxmin（long　a，　long　b）｛
　return　（a＞b　？　a　：　b）；｝
この記述の意味は，「2つの符号付き整数を変数aとbで受け取り，もしa＞bならば戻り値としてaを返
し，そうでなければbを返す関数」である．また，図3．55のプログラムと等価な機能をC＋＋言語で記
述すると，次のようになる．
10ng　euclid（long　x，　long　y）｛
　for（10ng　t；　；　x；y，　y＝t）｛
　　t＝X％y；
　　if（　t＝＝0　）
　　return　y；
　｝｝
この記述の意味は，「2つの符号付き整数を変数xとyで受け取り，ユークリッドの互除法のアルゴリズ
ムで算出した最大公約数yを返す関数」である．このように，A－BITSで記述した2つの例題のどちらも，
わずか数行のプログラムで表現できることがわかる．しかしながら，このような短いプログラムを記述
するためには言語固有の構文や演算子などの多くの記述規則を覚えなければならないため，記述量のみ
でどちらが簡単かを判断することはできない．特に一般的な言語ではあらかじめプリミティブデータ型
と演算が定義されているため，この例題のようなプログラムはテキスト言語のほうが記述し易いのは当
然であるといえる．ただ，A－BITSによる記述は並行性とビットレベル操作が表現できるため，例えば整
数ビットデータの一部だけ取り出すなどの操作に対しては本システムに優位性があるといえる．
　図3．53と図3．55では，NodeやEdgeに付属するテキストと狭いプログラムマップがプログラムを読
みにくくしている．付属テキストは，Nodeの種類やEdgeの接続端子を表示するための重要なものであ
るが，他のテキストと重ならないようにしなければならないため，狭いマップ上での接続線の配置は困
難である．また，図式に表現されていても必然的に図中に表示される文字の量が多くなってしまうため，
VPLのメリットを十分に生かすことができない点も問題である．これらの点はスクロール可能なプログ
ラムマップ，及び付属テキストの移動機能を追加することによって容易に解決できると考えられる．
　図3．55では，Node数とEdge数が多く接続関係も複雑でEdgeの交差も多いため，そのプログラムが
何をしているのかを一目で把握することが難しい．それに伴い，プログラムマップのスペースもほとん
どなくコメントとしてTextも配置できないほど込み入ったものとなってしまっている点は大きな問題
である。これは，A－BITSプログラムの規模が大きくなると現れる言語仕様の問題である．従って前述の
機能追加では解決できず，言語仕様の変更が必要であると考えられる．
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3．6．2．実行速度についての評価
　実行については，それぞれの例題プログラムの実行時間表を参照しながら評価を行う．まず，C＋＋言
語での直接記述とA－BITSの単純巡回実行方式だが，　C＋＋言語での直接記述の方が1000倍以上高速であ
る．結局のところどちらもC＋＋言語で記述されているため，本質的に遠回りな実行方法である後者の方
が遅いのは当然であるが，それでも1000倍以上の差があるのは次のようなことが原因である．
1）　多くの関数呼び出しによるオーバーヘッド
2）　バッファ書き込み時のキューとしての処理
3）　単純巡回実行での基本部品Nodeの空処理
これらが意味することは，単純巡回実行方式には本質的な処理以外のオーバーヘッドが大きいというこ
とである．特に原因3）は深刻で，頻繁に使用する複製器や結合器などを増やしてしまうだけでパフォー
マンスの低下につながってしまう．たとえば，最大値表示プログラムと，ユークリッドの互除法で最大
公約数を求めるプログラムとではC＋＋言語で記述したものは3倍程度しか違わないが，単純巡回実行方
式では全体基本部品Node数が7個違うというだけで，100倍近い実行時間差がある．
　マルチスレッド方式と単純巡回実行方式にっいては1万倍ほどの実行時間差があり，表を見る限り前
者の方式は現実的な実行方法でないといえる．これは，基本部品Nodeの1つ1つにスレッドを割り当
てて，より並列処理に近い形で動作させているからである．当然実行環境ではCPUは1つしかないので，
1つのCPUのパワーを基本部品Node分だけ分配させてしまうことになり，単純巡回実行よりもさらに空
処理が多くなることになる．
3．6．3．全体的な評価
　A－BITSアプリケーションの全体的な評価として，部品化を基礎としたプログラム，及びビットレベル
並行言語への試みは成功したといえる．例題プログラムにおいて，核となる処理（最大値を選ぶ，ユー
クリッドの互除法で最大公約数を求める）が部品化されて他の部品内に配置され，実際に実行できたこ
とがそれを示している．それから，A－BITSの仕様部分についてもほぼ成功している．これは，プログラ
ムのイメージモデルを基にしてNodeやEdgeなどのごく少数の構成要素で実際にプログラムを組むこと
ができたからである．「ほぼ成功」の意味は，プログラムデータフォーマットにはまだわずかに問題点
があり，完全ではないからである．
　それに対して，問題点が多く各種改良の必要がある部分としてはインタフェース部と実行部である．
特にインタフェース部分はVPLにとって最も重要な部分であるため，レイアウト仕様の多くの部分の見
直しが必要となっている．実行部に関しても多くの問題を残しており，特に設置Node数によってパフ
ォーマンスが低下しないような実行方式にしなければ大規模なプログラムが開発できないため，見直し
が必要となっている．
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3．7．考察
3．7．1．インタフェースに関して
　現在のA－BITSの問題としてNodeの機能を一目で把握できないというのが
ある．これは，Nodeの形がどれも同じであることが原因である．もしNode
を図形的な記号で置き換えることができれば，例えばANDのNodeはANDマ
ークでそのまま表せるようにできれば，この問題は解決すると考えられる．
図3．58はNodeの図記号による表示例で，　NodeをAND記号で表示している．
もしこのような機構を導入するとすれば，その情報はレイアウト系のチャン
ク内に画像データとして保管するのが適当であると考えられる．
? 〈｝?
　メ［→
図3．58　Nodeの図記号表示
　Edgeの交差問題を回避する方法としては，　Edgeを文
字記号などで置き換えて（ワイヤレスに）表示する方法
が考えられる．図3．59はEdgeを文字記号で置き換え
たイメージを示したものである．右端の領域にはそれ
ぞれの文字記号に対応するEdgeの接続情報が表示され
る．しかし，これを多用すると右端に多くの領域が必
要になってしまうという欠点もある．それでも，例え
ばトリガのように一度にたくさんのNodeへ出力を行う
Edgeには最適な方法であると考えられる．
〔ゴ
X：In→in
Y：Out
　→InllZ・R・9・lt
　→In
図3．59　無線エッジ
3．7．2．実行に関して
　Nodeの処理の過程はほとんどの場合，あるEdgeから入力を受け取って処理を行い，それをあるEdge
に出力することである．従って，Edge上にビットデータが存在しない間にNodeはEdgeを監視し続ける
空回り状態に陥ることになる．そこで，あるNodeがあるEdgeに出力を行ったときにEdgeの入力端子
側のNodeの処理を開始させるようにして，空回り監視による実行時間の消費を少なくするという方法
を考えた．具体的に説明すると，あるNodeがEdgeに出力したときに，　Edgeに関連付けられている入力
端子側のNodeをタスクリストに登録してから実行する．実行を終えたらタスクリストからタスクを破
棄して次のタスクを実行する，というものである．図3．60はそのイメージである．この方法であれば，
たとえNode数が増えたとしても本当に処理しているNodeのみしか実行時間を消費しないので，プログ
ラムが大きくなっても大幅なパフォーマンスの低下を防ぐことができると考えられる．
　この方法を素直に実行すると，実行開始時にビットを放出するε遷移を持つNodeの実行ができない
という問題が起こるが，実行開始時に全てのNodeのタスクを登録しておくことで解決できる．
　　　　　　　　　　　　　処理を終えたタスク　　　　　1　　　は礁される
　　　　　：
　　　　　↓
検出
A
⊂⊃ B
検出
図3．60イベント検出による実行
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4．APCモデルとAPCシミュレータ
4．1．A－BITSの問題点と計算モデル
　前章では，A－BITS言語の設計・システム，そして評価にっいて述べた．評価としては実行速度及びイ
ンタフェースに関する問題点が挙げられたが，理論的側面については触れていない．ここではA－BITS
の理論的な問題点について考察を進めることにする．
　A－BITSはデータフローに類似の概念的なモデルを基礎としていることは前章で述べたが，これには次
のような問題点がある．
1）　動作の解析が不可能である
2）　基本部品の定義が処理系依存で，基底が存在しない
3）図と文章で表現するため，厳密さに欠ける
1）の点は，動作の過程を記述する手段を持たないためである．2）の点は，基本動作を行うプリミティブ
が定義されていないためである．A－BITSは基本部品として，システム内で定義された部品が提供されて
いたが，それで十分なのかは不明である．基底のプリミティブを定義して，それを組み合わせることで
副作用を持たない全ての部品が構成できることが理想である．そして3）の点は，形式的な定義を持つモ
デルではないためである．この点は1）と深い関係があり，A－BITSの基礎となるモデルに数学的定義を
持つ計算モデルの必要性をあらわにしている．そこで，A－BITSの基礎となる計算モデルを構築すること
を試みた．
　新たにモデルを構築する前に，既存のモデルでA－BITSをモデル化できないかに関して考察を進めた．
その際に注目した点が「視覚的な記述を基礎とすること」である．これはA－BITSがVPLであるため，
計算モデルも視覚的な方が親和性が良いと考えたからである．視覚的な計算モデルに関しては本論文で
も既に紹介済みのデータフローとペトリネットが代表的である．しかしデータフローに関しては，
A－BITSの基礎モデル同様形式的記述を持たない．一方ペトリネットに関しては形式的な定義が存在する
ため，記述も可能である．しかし，トークン数の制御を基礎としているため，A－BITSにそのまま採用す
ることはできない．ペトリネットは一般的に用途に合わせて様々な拡張，制限が施されて用いられるた
め，これをビット値が処理できる枠組みに拡張することも候補として挙げられる．しかし，既存のモデ
ルに大きな変更を加えて新たなモデルとするのであれば，新たに専用のモデルを構築する方が良いと考
えられる．その理由としては，定義と記述に関する自由度が高いためより目的に特化したモデルに仕上
げることができるからである．
　このようなことからまず，A－BITSの最大の特徴であるビット演算が非同期的に並列に行われる過程を
モデル化することに焦点を当てた．そして次に，2）の問題点を解決することに焦点を当てた．その成果
として，APC（Ajiro　Program　Circuit）モデルを構築した［37］．このモデルの最大の特徴は，経路を行
き来するキャリアの動きが計算の過程の中心となることである．従来のモデルではデータフローとスト
リームの考え方を基礎としていたため，ビットデータは計算素子から発生するトークンの動きが中心と
なっていた．しかしAPCモデルでは，データは計算素子間を行き来するキャリアに乗って流れ，受信側
でその値が参照される．ここでキャリアは受信側で消費されずに値が書き換えられて反対方向に流れる．
言い換えると，計算要素間でキャリアを媒体とした半二重通信を行うということである．そのため経路
はもはやストリームではなく，単一キャリアが存在するのみとなっている．キャリアが双方向に行き来
するということはつまり，計算要素の端子は入力と出力の区別がないことを意味する．この性質により，
最大3端子の基底計算要素のみで任意の機能の部品が構築可能になった．
　本章では，A－BITSの新たな基礎モデルとして，またビット並行計算の枠組みとして構築した計算モテ
ルのAPCモデルの詳細について述べる．
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4．2．APCモデル
4．2．1．概要
　APCは双方向に移動するキャリアを媒介して情報処理を行う計算モデルである．そのイメージを図
4．1に示す．図左は初期状態，図右は動作停止後の状態である．内部に文字の書かれた長方形をプリミ
ティブ（primitive），端子間を移動する円をキャリア（carrier）と呼ぶ．キャリアには値が設定されてお
り，プリミティブによって値及びその動作状態が変更される．具体的には，それぞれのプリミティブが
持つ変換ルールをプリミティブの端子に到着しているキャリアに適用することで行われる．
　図ではそれぞれのプリミティブが持つルールを表形式で表現している．表の左端のセルは端子名，そ
の下のセル内は適用条件である．上にある条件ほど優先度が高い．例えばP1のルール表の最も優先度
が高い条件は「00＊」である．これは「端子xが0でかつ，端子yが0である」という意味である．＊
が記入されている端子は無視される．条件セルの隣のセルは，ルールを適用したときに行う操作（適用
操作）である．例えばP1の前述の条件に対応する適用操作は「’01＊」で，「端子xのキャリアを1に
して送信，端子yのキャリアを1でそのまま」という意味である．値の前の’は適用操作でのみ指定可
能で，値変更後送信することを意味する．
y
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?
X
P1，P2
x　y　z
oo＊P　0　＊
’0　1　＊’1　1　＊
x　　　　　　y
1　y
1畿
　ノ
????
P3
x　y　z000O10P00P1　0
????????????????????
X
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X
P4
x　y　2
0＊＊
P　＊　＊
‘0　＊　＊’0　＊　＊
図4．1APCモデルの動作イメージ
　ここで図の回路の動作の過程を追ってみることにする．追跡の前に，各プリミティブの動作の意味に
ついて述べておく．p1及びp2は共通のルールを持ち，「端子xを他のプリミティブの入力値として，現
在の値をそのまま送信する．同時に端子yのキャリアを送信完了フラグとして値を1に変更する．なお，
端子yのキャリアの初期値は0を前提とする．」という意味である．ルールから分かるように，一度フ
ラグを1に変更したらその他の動作は起こらない．P3はrAND計算を行う．なお，計算前の出力用端子
zのキャリアの値は0が前提である．入力端子x及びyのキャリアは，0を設定して返却する．」という
意味である．P4はrxからキャリアが来たら0に変更して送信する．」という意味である．
　まず，図右の状態で適用可能なものはP1のみである．　P2の端子x（今後P2．　xの形で表す）からのキ
ャリアはP3．yへ向かっている．　plで適用が起こると，　P1．xのキャリアはP3．　xに向かい，同時にP1．y
のキャリア値は1となる。P3の全ての端子にキャリアが到着すると，　P3．　x及びP3．　yのキャリア値は1
に変更されて逆方向に向かう．P3．　zのキャリアはP4．　xに向かう（0と1のANDなので結果は0）．そして
P4．xにキャリアが到着すると，値が0に変更後逆方向に送信され，やがてP3．zに到着する．　PLx及び
P2．xにもそれぞれキャリアが到着して，最終的に図右の状態で停止することがわかる．
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4．2．2．基本概念と表記法
　APCモデルの端子状態には図4．2の（a）～（d）がある．（a）は2端子間が接続されて，キャリアがその
間を移動中の状態（出発状態）である．（b）は2端子間接続がある端子にキャリアが滞在している状態（滞
在状態）である．（c）は接続のない端子上にキャリアが滞在している状態で，状態変数として使う場合に
よく使われる形である．（d）は「孤立キャリア」と呼ばれ，非接続端子上のキャリアを送信したときに
起こる状態である．この状態のキャリアはどの端子に到達することもない．移動中のキャリアが送信先
端子に到着することを「キャリア適用」と呼ぶ．キャリア適用が起こる条件は，キャリア接続された端
子間で出発状態のときのみである．
　プリミティブは明色（ここでは緑）の長方形，端子はその長方形に隣接する円として表記する．端子状
態はキャリアが存在する状態は暗色（ここでは暗灰色），移動中の状態は×印の白丸，キャリア無しは白
丸とする．端子名とキャリア値は「端子名：値」の形式が標準だが，キャリア無しの場合は「端子名」
のみの表記になる．端子間の接続は，該当する端子記号間を黒線で接続する．プリミティブの固有名は
プリミティブ長方形の脇に記述する．
　　　　　　　X　　　　X　　　　　　　　　　x　　　　　y　　　　　　　　　　　　×　　　　　　　　　　　y
　　　　■輌■■陣＝1■　　　　　　　　　　　　　　　　　　　　　　　　　　　■画　■コ①→
■牛b■■牛。■■P：°
pl　　　　　　　　P2　　　　pl
（a）移動中 （b）滞在中
P2 司 ??????
己
（
図4．2接続と状態の表記法
■ド：1
pl
（d）孤立キャリア
のセルが端子名，その下のセルが条件，右下のセルが操作で
ある．操作は，値変更は単に「値」，送信する場合は「’値」，
その端子を条件として無視する場合は「＊」で表記する．無
視される端子の操作部は「＊」でなければならない．表の上
の文字列はルール名で，同じ機能を持つプリミティブをグル
ープ化するためのものである．
　プリミティブは内部状態を持たないが，持つ端子上のキャリアの状態を認識してそれらの状態を変更
する機能を持つ．その機能を最大4つのルールによって表現する．プリミティブによってルールに従っ
て滞在キャリアの状態が変更されることを，「プリミティブ適用」と呼ぶ．プリミティブ適用が起こる
条件は，ルールの1つが端子の全ての状態に一致することである．なお端子上に出発状態のキャリアが
ある場合は条件を満たさない．また，複数のルールが適用可能な場合は，上位のルールが適用される．
　ルールは図4．3のような形の表によって記述する．左上
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　AND　　　　　　　　　　JOIN
x　yz000O1　0P00
P　1　0
?????????????????
x　y　z
0串0P　＊0
魔O0磨@1　0
’0　＊　’0
氏@＊　’1
磨e0’0
末no’1
図4．3ルールの記述例
4．2．3．形式的定義
　APCモデルの回路Mは，以下に示す6項組で定義される．
M＝（P，　T，　V，　R，　C，　S1）
P：プリミティブの有限集合，
T＝｛x，y，　z｝，　Tは端子の有限集合，
V＝｛0，1｝，Vはキャリアの取る値の有限集合，
R∈R。11，Rは各プリミティブが持つルール，
　R。11＝｛X⊆pT×N×VXVA：∀α（∈pT×N））［1（｛α｝×V×VA）∩Xl≦1］｝，
　PT＝P×T，　VA＝｛τrm，　τlv｝，　N＝｛0，　1，　2，　3｝，
C∈C。11，Cは端子間の接続の集合，
　C。ll＝｛X⊆｛Y⊆PT：IYI＝2｝：∀α（∈X）∀β（∈X）［（α≠β）⇒（α∩β＝φ）］｝，
SI∈S。ll，　SIは回路の初期状態，
　S。1）＝｛X⊆pT×VA：∀α（∈pT）［1（｛α｝×VA）∩Xl≦1］，∀β（∈C）［1（β×VA）∩Xl≦1］｝
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APCモデルは2種類の「適用」と呼ばれる操作によって状態S∈S。llを変更することでその動作を表
現する．次に適用の詳細について説明する．
◆　プリミティブ適用
　プリミティブp∈Pが状態S∈Sallで順位n∈Nのプリミティブ適用可能であるとは，任意の
（p，t，　n，　v，　v。，　a）∈Rに対して（p，　t，　v，τrm）∈Sが存在し，かっn未満の値のプリミティブ適用が可能で
ないことである．このとき「pは状態Sにおいてルールnのプリミティブ適用可能である」または単に
rpはnのプリミティブ適用可能である」という．プリミティブ適用を実行したあとの次状態S’は，　S
－｛（p，t，　v，τ．。）：（p，　t，　n，　v，　v。，　a）∈R｝＋｛（p，　t，　v。，　a）：（p，　t，　n，　v，　v。，　a）∈R｝である．この操作を，　fp：S×
P×N→Sの写像形式で表現すると，S’＝f，（S，　P，　n）と記述することができる．
◆　端子適用
　端子（P，t）∈pTが状態S∈S。11で端子適用可能であるとは，（P，　t，α）∈C〈（P，　t，　v，τ1．）∈S〈
（｛α｝×V×VA）∩S＝φを満たすようなSが存在することである．このことを「p．　tは状態Sにおいてキャ
リア適用可能である」または単にrP．　tはキャリア適用可能である」という．キャリア適用を実行した
あとの次状態S’は，S－｛（p，　t，　v，τ1．）｝＋｛（α，v，τ．。）｝となる．この操作を，　fc：S×P×T→Sの写像形
式で表現すると，S’＝f。（S，　p，　t）と記述することができる．
　（p，t）∈PT，　S∈S。11における状態Sに対してプリミティブ適用を行い，その後キャリア適用を行って次
状態S’を得るという動作は，S’＝f。（f，（S，p，n），p，　t）と書くことができる．このような，ある状態を
起源として連続して起こる適用を記述したものを「適用系列」と呼ぶ．適用系列が長くなる場合には，
関数形式の記述は不便であるため，ここで簡易形式を導入することにし，それは次の通りである．
〈適用系列式〉：：＝＜＜初期状態＞＞：〈適用系列〉
〈適用系列〉：：＝〈適用子〉＋〈適用子＞1〈適用子〉
〈適用子〉：：＝〈プリミティブ適用＞1〈キャリア適用〉
〈プリミティブ適用〉：：＝＜＜プリミティブ名＞＞（＜＜ルール順位＞＞）
〈キャリア適用〉：：＝＜＜プリミティブ名＞＞．＜＜端子名＞＞
※＜＜文字＞＞は終端記号，適用系列式は全適用終了後の状態を意味する
前述の関数形式を簡易形式で表現すると，S’＝S：p（n）＋p．　tとなる．適用式全体の意味が全適用後の
状態を意味することから，このように記述できることがわかる．
4．2．4．例題回路の記述例
◆　図式表現
　図4．4は，半加算器の回路例である．図右はルール
表で，共通のルールを持っプリミティブはラベル付け
し，プリミティブ記号内にそのラベルを記述している．
　この回路はまず，DMYプリミティブd1とd2から2
つの1ビット値を出力し，DUPプリミティブu1とu2
でそれぞれ値を複製する．そして，それをANDプリミ
ティブa1とEXORプリミティブe1の計算結果がそれぞ
れd3，　d4のx端子に到着する．　DMYプリミティブのy
端子の値は状態値で，yが0のときxとzにキャリアが
滞在中の場合，両キャリアの値を交換してxのキャリ
アを送信する．d3，　d4はxに到着した結果キャリアの
値をzに保存して，それぞれa1とe1に返却する役割
がある．つまり，最終的にd3とd4のzに半加算器の
実行結果が保存されるということである．
　この回路の実行結果は，in1入力は1でin2入力は1
なので，d3のzが桁上げとして1，　d4のzが和として
0になる．
u2
z：0
000’0　　’0
‘0　’0　’0
’O°1
????（（? ?
???????（ ???????
図4．4　図表現と半加算器の回路例
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◆形式的記述
　ここでは上図の半加算器をM｝IAAとして形式化する．その定義は以下の通りである．
Ml｛AA＝（P，　T，　V，　R，　C，　Sl）
P＝｛dl，　d2，　d3，　d4，　u1，　u2，　aL，　el｝，
T＝｛x，　y，　z｝，
V＝＝｛0，　1｝，
R＝（｛di，　d2，　d3，　d4｝×GDMY）∪（｛u”u2｝×GDup）∪（｛at｝×GAI　・D）∪（｛el｝×GExoR），
C＝｛
　｛（d1，　x），　（ut，x）｝，　｛（d2，　x），　（u2，　x）｝，　｛（ul，　y），　（al，x）｝，　｛（ul，　z），　（el，x）｝，
　｛（u2，　y），　（al，　y）｝，　｛（u2，　z），　（et，y）｝，　｛（ai，　z），　（d3，　x）｝，　｛（el，　z），　（d4，　x）｝，｝，
Si＝｛
　（d，，x，　O，　τrrn），　（d，，　y，0，　τrm），　（dl，z，1，　τrm），　（d2，　x，1，　τlv），　（d2，　y，1，　τrm），　（d2，　z，0，　τrm），
　（ul，　y，0，τrm），　（ul，　z，0，τrm），　（u2，　y，0，τrm），　（u2，　z，0，τrm），　（a1，　z，0，　τrm），　（e1，　z，0，τrm），
　（d3，　y，0，　τrm），　（d3，　z，0，　τrm），　（d4，　y，0，　τrm），　（d4，　z，0，　τrm）｝
ここで，GDMY，　GDUp，　GANt），　GEx。Rはプリミティブのルール部をまとめた集合であり，それは以下のように定
義される．
GDMY＝｛
　（x，0，0，0，　τ1v），　（y，　O，0，1，　τrm），　（z，0，0，0，　τrm），　（x，1，1，0，　τ1v），　（y，1，0，1，　τrm），　（z，1，0，1，　τrm），
　（x，2，0，1，　τlv），　（y，2，0，1，　τrm），　（z，2，1，0，　τrm），　（x，3，1，1，　τlv），　（y，3，0，1，　τrm），　（z，3，1，1，　τrrn）｝，
GDup＝｛（x，　O，0，0，　τlv），　（y，0，0，0，τlv），　（z，0，0，0，τ1v），　（x，1，0，0，τ1v），　（y，1，0，1，τlv），　（z，1，0，1，τ
1．）｝，
GAND＝｛
　（x，0，0，0，τ1．），（y，0，0，0，τ1．），（z，0，0，・O，τ1．），（x，1，0，0，τ1，），（y，　1，1，0，τ1，），（z，1，0，0，τ1。），
　（x，2，1，0，　τ1v），　（y，2，0，0，　τlv），　（z，2，0，0，τ1v），　（x，3，1，0，　τ］v），　（y，3，1，0，　τlv），　（z，3，0，1，　τlv）｝，
GExoR＝｛
　（x，O，0，0，　τlv），　（y，0，0，0，　τIv），　（z，0，0，0，　τ】v），　（x，1，0，0，τlv），　（y，1，1，0，　τlv），　（z，1，0，1，　τ1v），
　（x，2，1，0，　τlv），　（y，2，0，0，τlv），　（z，2，0，1，τlv），　（x，3，1，0，τlv），　（y，3，1，0，τ］v），　（z，3，0，0，τ1v）｝
　S，S’∈SallとしてMHMの適用系列の1つを簡易形式で記述すると次のようになる．
　ノS　　＝S：d1　＋　d1．x　＋u1　＋　d2．　x　＋u2　＋ul．　y＋　u1．z　＋ul．x　＋u2．　y　＋a1　＋u2．　z　＋
　e1　＋　e1．x　＋　u2．x　＋　a1．z　＋　d3　＋　el．z　＋　d4　＋　a1．y　＋a　1．x　＋　e1．y　＋　d3．x　＋　d4．x
　また，上述の適用系列の適用後の状態S’は次のような集合として表現される．
S’＝｛
　（d，，x，0，　τrm），　（di，y，1，　τrm），　（di，　z，0，　τrm），　（d2，　x，0，τrm），　（d2，　y，1，　τrm），　（d2，　z，0，τrm），
　（ub　y，0，・．。），（ul，・z，0，τ．m），（u、，　y，　O，τ．m），（u、，　z，0，・．m），（a。　z，0，τ　，m），（el，z，0，τ．m），
　（d3，　y，1，　τrm），　（d3，　z，1，　τrm），　（d4，　y，1，　τrm），　（d4，　z，0，τrm）｝
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4．3．APCシミュレータ
4．3．1．概要
APCシミュレータは，　APCモデルの動作を確認するために開発したシステムである．　APCモデルは前章
で既に説明済みのため，ここでは詳細に言及しない．図4．5は本システムの外観で，1ビットのAND演
算を行う回路とその適用系列が表示されている．
APCの形式的定義では，個々のプリミティブがそれぞれ独立に端子及びルールの定義を持っていたが，
本システムでは実用性のために同じルールを持っプリミティブを1っのグループ（クラス）として扱う．
言い換えると，前節の回路の例のように共通のルールを持っプリミティブにラベル付けをするというこ
とである．その他の相違点としては，端子名を自由にっけられる点である．APCの定義では端子名はx，　y，　z
固定となっていたが，本システムではクラスに関連付けて，最大3端子まで任意の名前で端子を定義で
きる．プリミティブのルールは定義どおりの順位付き4ルールである．入力は書式に従って編集ボック
スに入力する形である．プリミティブのクラス名は大小4文字まで入力できるが，一般的には大文字の
みを使う．
file　edit叩ヒ1〔・rl　Slml」leヒ1・⊃n　Wlnd・〕L・、I　h芭IP
?｝??
講
AND
じ～］d1．x
［3］d2．x
fO］al　．x
［6］al．y
P］al　．z
Si㎜latbn←
　「SingbA叩
rnax　l而一冨
£二’亙…3
⊥L」A1
口
工丁一｝一一一一一一一：ヨ（72、0）
図4．5APCシミュレータの外観
4．3．2．システムの機能
APCシミュレータは，以下のようなAPC回路の編集及びシミュレーションの機能を持つ．
）））））））））?????回路の編集
プリミティブの登録・編集
プリミティブのファイルへの書き出し・読み込み
回路のファイルへの書き出し・読み込み
エッジの曲点及び，コメントフレームの表示設定
回路のマップサイズの変更
ステップシミュレーション
自動ステップシミュレーション
適用系列の自動生成
10）適用対象の強調表示
　1）はプリミティブや端子の配置・削除を行うための機能で，シミュレーションするための回路を作成
するために必須である．2）は定義したプリミティブをリストに登録・編集する機能である・3）はプリミ
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ティブのリストの内容を拡張子ptlの形で保存する機能である．4）は作成した回路を拡張子cirの形で
保存する機能である．回路にはプリミティブが含まれているため，プリミティブリストのデータも内部
に含まれている．5）は編集機能の1つであるが，エッジの曲点とコメントフレームを表示するかどうか
を設定する項目である．optionメニューのチェックによって設定するが，右クリックでも変更できる．
エッジの曲点とは，曲線の形を決めるための点である．コメントフレームはコメント領域の境界を見え
るようにするために表示する灰色の長方形枠である．6）は回路を作成するための領域の広さを変更する
機能である．7）はシミュレーションに必須で，適用系列をボタンを押しながら手動で辿っていく機能で
ある．8）は7）の拡張で，更新間隔を設定することで自動的に適用系列を辿ってくれる機能である．9）
は7）8）に関連する機能で，乱数の種から適用系列をランダムに生成してくれるというシミュレーション
には必須の機能である．10）は現在適用が行われたプリミティブまたは端子を色を変えて表示する機能
である．
4．3．3．メニュー
◆　フアイル
　システム全体の操作に関わる項目を提供する．「new」
項目は登録されているプリミティブの無い編集モードに
移行する．その下の項目は，ANDやORなどの頻繁に使わ
れるプリミティブが登録された状態の編集モードに移行
する．「load」項目は，ファイルから回路データをロード
して編集モードに移行する．「save」項目は，回路をファ
イルに書き出す．編集モードの時にのみ使用できる．
「close」項目は現在の編集を閉じる．「quit」項目はシ
ステムを終了する．
n皇w晒碇hclefeult　Pr㎞忙iveTypes
load
∴，．。
1二㌧5㌧
αu忙
脚
図4．6ファイルメニュL－・一一・
◆　編集
　回路の編集操作に関わる項目を提供する．「put
Primitive」項目はプリミティブ配置モードに移行する．
「put　Terminal」項目は端子配置モードに移行する．「put
Comment」項目はコメントテキスト配置モードに移行する．
「remove」項目はノードのみを除去するモードに移行する．
「make　Edge」項目はノード間にエッジを接続するモード
に移行する．「delete　Edge」項目は，エッジ及びその曲点
を除去するモードに移行する．なお，現在のモードにはチ
ェックマークが入る．
「
1印。「諏’S2pti。n　sim。｛。ti。n
図4．7編集メニュー
◆　オプション
　回路表示に関する設定の項目を提供する．現バージョ　f
ンでは「show　NoE」のみである．この項目は，　NoE（Node
of　Edge）と呼ばれるエッジの曲点及びコメントのフレー
ムを表示するかどうかを示す．チェックが入っている場
合は表示する．
lEil。　edr「蚕三卿。ti。。　Wi。dew　b。lp
「PtNM！Bl4NP
　　　　図4．8　オプションメニュー
◆　シミュレーション
　シミュレーションに関する項目を提供する．
「analyze」項目は，適用系列を解析するためのウィ
ンドウを開く．「simulate　the　circuit」項目は適用
系列を生成してシミュレーションを行うためのウィ
ンドウを開く．
ΩPヒ㎞　　i鋼ulation　　幽ndow　　help
　　　　＄mulaヒeヒhe　circuiヒby　random　appl忙aヒbn5
図4．9　シミュレーションメニュー
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◆　ヘルプ
Version　1．0
一一図4．10ヘルプメニューとバージョン情報
4．3．4．メインウインドウ
◆　メインウィンドウ
　メインウィンドウは回路を編集するための画面を持つ，システムの主要な部分である．図4．11はメ
ィンウィンドウの外観である．図上はエッジ及びコメントフレームが表示されている状態，図下は表示
されていない状態を示している．この状態の切り替えはoptionメニューから行うが，編集画面上で右
クリックを押すことでも可能となっている．
　編集画面は論理画面サイズで指定した大きさを持っており，ウィンドウ端にあるスクロールバーで移
動できる．回路の編集はeditメニューで行いたい操作にチェックを入れて画面をクリックすることで
行う．例えばプリミティブの配置ならばput　Node（Primitive）にチェックを入れて画面の白い部分をク
リソクすると，設定のためのウィンドウが現れる．項目を入力して「OK」ボタンを押せばプリミティブ
が配置される．
　既存のプリミティブをマウスの左ボタンでドラッグ＆ドロップするとプリミティブを移動できる．プ
リミティブに限らず，put　Nodeモードにチェックが入っていればどのNodeも同じ手順で移動できる．
なお，コメントNodeに限っては，端をつまむことで外枠長方形のサイズを変更することもできる．なお，
コメントの外枠サイズが表示されているコメントテキストの幅よりも小さい場合には，自動的に改行さ
れる．エッジ曲点以外のNodeでは，　Node上でマウスを動かさずにクリックすると編集ウィンドウが現
れて設定の変更が行える．
図4．11　メインウィンドウと編集補助表示
　図4．12は図4．11の回路のdm1の端子doutから出
るエッジに変更を加えた状態である．図中左はremove
Nodeモードでエッジに変更を加えた状態で，　Edgeは接
続されたまま曲点のみが削除される．一方図中右は，
delete　Edge　and　NoEモードで変更した状態で，曲点と
エッジの両方とも削除される．
・．　　　　　　　　　．　　8　　　　　　　　　　　　　　　　．　…
蹟e皇貞t　gpt㎞ 顔6藍d靴　皇pt㎞
　　　flag【o］
р高戟@DMY
@　　　　　dout固
　　　flag【◎］
q1¥＿］
図4．12　エッジの変更
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◆　プリミティブ配置
　プリミティブの配置位置を決定したときに現れる．name
as　IDの編集ボックスにはそのプリミティブ固有の名前を
つける．PrimitiveTypeのコンボボックスは登録されている
プリミティブの中から種類を選択する．右側の表示ボック
ス群はコンボボックスで選択したプリミティブの端子名や
ルールが表示される．
rna　rne　as　ID－　　　　　　　1－
「一一一一一　一
?????????????????? ???????
置配ブ?テ、?
?
ブ314図
◆　端子配置
　端子の配置位置を決定したときに現れる．PrimitiveTypeは配置する端子
が属するプリミティブの固有名を表示する．name内のコンボボックスで端
子を設定する．State内のコンボボックスで端子の状態を設定する．
　端子の状態は5種類で，「CR＿0」「CR」」「CR」、0」「CR＿A1」「CR＿NONE」であ
る．CR＿0およびCR＿1はキャリアがその端子に停止している状態（rm状態）
である．CR＿AOおよびCR＿A　1はキャリアが送信可能状態（aw状態）である．
CR＿NONEはキャリアが端子に存在しない状態である．
図4．14　端子配置
◆　コメント配置
　コメントの配置位置とサイズを決定したときに現
れる．中央の編集ボックスでコメント枠内に表示する
文字列を設定する．Sizeのラベルがある編集ボック
スはフォントのサイズを設定する．フォントは可変幅
のみで，太字などの特殊スタイルは設定できない．な
お，編集ボックス内で入力した改行はコメントにも反
映される．
s己匝一＿＿L」＿」≧塑L」
図4．15　コメント配置
4．3．5．サブウィンドウ
◆　論理画面サイズ変更
饗曇1露1㌶1爆禦欝篇巽㌶監L鰐L
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　一一
図4．16　論理画面サイズ変更
◆　プリミティブ編集
　プリミティブを編集・登録する．attributesのグループにはリストボックスで選択されたプリミティ
ブの詳細が表示される．「↑」「↓」ボタンで，登録されているプリミティブの順序を変更できる．rRemove」
は，選択されているプリミティブの削除する．「Save」「Load」はプリミティブのリストをファイルにセ
ーブ・ロードする．
56
　ウインドウ下の無名グループは編集ボッ
クス群で，ここでプリミティブの各種属性を
設定する・「Remove」で削除されたプリミテ　NOT
イブの属性はここに書き出される．「Add」ボ　EXOR
タンを押すとリストの最後に登録される．鑑
rClear」ボタンを押すと編集ボックス群の　DMY
内容が消去される．
　プリミティブ名は最大4文字，端子名は最
大8文字まで入力できる・ルールフオーマツ　⊥1」」
トはa：b：c－＞x：y：z改行，ここでa，b，cは
・111・，　・，・y・・は・11B・1’11・である・4つの｛
ルールを入力するが，最後のルールの後には
改行を入れてはいけない．
?????? ?
???????????
岸　
「一一一rules
図4．17　プリミティブ編集
◆　シミュレーションウィンドウ
　現在編集中の回路にルールを適用して動作をシミュレー
トする．回路にループが含まれている場合はエラーメッセー
ジが出て開けない．リストボックスは適用系列のリストを表
示し，選択項目は現在適用が完了した部分を示す．
RandomSeedグループは適用系列生成のための乱数の種を設
定する．「Generate」ボタンを押すと種を自動生成できる．
Simulationグループは自動適用のステップタイムを設定す
る．「Run」を押すと現在の位置から自動的に適用が進む．
　SingleAppにチェックを入れると，1ステップで1つだけ
適用される．maxの編集ボックスは生成される適用ステップ
の最大数である．「Make」ボタンを押すと，種から適用系列
を生成する．「Clear」ボタンは現在の適用系列を削除する．
「↑」「↓」ボタンは，適用系列を1ステップ移動する．「△」
ボタンは，適用系列の先頭に移動する．
［3］dm1．dout
［5］dl　．outl
［6］nl　d1．out2
r7］n1．out
［8］nl，in
［10］d元2dout
［12］d2．　in
［13　2．outl
［15　2．inl
［16］a2．in2
［17］a20ut
［18］d2．out2
職2in
「Sir｝9　le　APP
肥・『而「一
二」⊥L±」A」
図4．18シミュレーション
◆　適用解析
　回路の初期状態から起こりうる全ての
適用系列の木（解析木）を生成する．
MaxDepthは解析木の最大の深さ，
MaxWidthは最大の幅をそれぞれ設定す
る．「Analyze」ボタンを押すと解析木の
生成を開始する．rClear」ボタンを押す
とは解析木が消去される．なお，この機
能は解析木が大きいと停止しない可能性
があるため注意が必要である．
　　　匡｝　［2：1］dm1．dout
　　Fヨ　［1：2］dm2
　　　日　i2：1］dm2．dout
　　　　困［3：1］d2
　　　　田　［3：2⊃dml
　　　　田　［3：3］d2　dml
　　pm　『1：31dml　dm2
Me・D・pth一b撤端吋而一一L些些竺」」セ」
　　　　　　図4．19適用解析ウィンドウ
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4．4．APCモデルのシミュレーション例
　例題として2つの回路の簡単なシミュレーションを行った．まず1つ目は前章の例題と同じ半加算器
である．それから2つ目の例題は共有資源へのアクセスである．
4．4．1．半加算器
　1ビットの加算を行う回路で，図4．20及び図4．21に示してある．DMYプリミティブは入出力のダミ
ーで，dmi　1とdmi2は入力，　dmo　1とdmo2は出力として機能する．より詳しく説明すると，　DMYはst端
子のキャリア値が0のときにdtにキャリアが来ると，va1とdtのキャリアの値を交換してdtのキャリ
アを出力する．従って，va1のキャリアに入力値を入れてstの状態を0にし，　dt端子にキャリアを置
いて接続すれば入力として機能することになる．あるいは，va1のキャリアに返却値を入れてstの状態
を0にし，dt端子を空にして接続すれば出力として機能することになる．他のプリミティブの機能に関
しては比較的分かりやすく，DUPは単純に値を複製するだけである．　ANDは論理積演算，　EXORは排他的
論理和演算を行う．
　図4．20は半加算器の初期状態，およびプリミティブルール表である．dmi2．　dtのキャリアが既に送
信状態なのは，前章の例題を忠実に表現するためである．これは前章で，単に送信状態の記号を表示す
るために設定したもので，得られる結果になんら影響を与えない．前章と端子の表記が異なっており，
「端子名［値］」となっているが，単に強調するためである．この加算器が計算する式は1＋1である．
　図4．21は適用系列を終えて停止状態になった状態の回路及び，その適用系列である．dmoSは一般桁，
dmoCは桁上げの結果をva1にそれぞれ保持している．その結果桁上げが1，一般桁が0となっているこ
とから正しいことがわかる．補足説明だが，本システムでは適用系列リストから選択されている適用の
対象箇所を強調表示する．例えば図では，最終適用の箇所（lmoS．　dtが選択されているので，該当する端
子が強調表示になっているのがわかる．
半加算器
　　DUP　dul
o1［0］　　　［O］
コ：］th”一一一
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図4．20　半加算器の初期状態とプリミティブのルール
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半加算器
　　　　　［1］dmil　　　日　　 　［2］dmil．dt
　　　　　［4］dmi2．dt
　　　　　［6］du1．01
　　　　　［71dul　．02
　　　　　［8］dul．in
　　　　　［9］du2．01
　　　　　［10］and
　　　　　［11］du2．02
・・2　闘瓢1
02［0］　　　　　　　［14］du2．　in
　　　　　［1　5］and．out
　　　　　［16］dmoC
　　　　　［17］exor．out
　　　　　［1副dmoS
　　　　　［19］and．　i2
　　　　　C～0］and．　i1
　　　　　［21　］exor．　i2
　　　　　　　　　　　　鱒
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1（145、1）
　　　　　　　図4．21　半加算器回路の最終状態と適用系列
」」2」三ヨ
4．4．2．共有資源へのアクセス
　端末が1ビットの共有資源にアクセスして値を取得する回路例で，図4．22及び図4．23に示してあ
る．DMYプリミティブは半加算器の例と同じ機能である．　RETは値の入出力を単一経路から分離経路へ，
またはその逆を行う．JOINは2つの経路からの値を1つの経路に統合する．　JpRBはJOINの変形で，来
た経路に依存してビットの値を矯正し，1つの経路に統合する．具体的には，prにキャリアが来たら0
を出力し，scに来たら1を出力する．　RDUPは半加算器にも出てきたDUPの変形で，複製出力先からの
キャリアの返却があるまで，入力キャリアを返却しない．SELは入力キャリアの値に依存して出力する
端子が決まる．具体的には，0ならばifO，1ならばif1に0を出力する．　CSTはst端子にあるキャリ
アの値をそのまま返すだけである．この例では共有資源として機能している．GATEはTrに0が入って
きたときだけ入力値を送信する．CGATはGATEの変形で，　Trに0以外の値が入った場合は入力値を消去
する．RNOTは基本的にNOT演算であるが，　RDUP同様出力端子のキャリアが返却されるまで，入力端子
のキャリアを返却しない．
　この回路の動作の大部分を占めているのは，アクセスの順位付けである．端末1及び端末2はいつで
も共有資源にアクセスできる状態である．ここで（im1に注目すると，dm1の値はret1，　rdlを通ってjprb
のpr端子に到着する．そしてjprbのout端子から0が出力されて，やがてcg1，gt1，cg2，　gt2のトリガ
端子に入る．cg2とgt2では途中rnで反転されるため，無効なトリガ（1）となる．　gt1はトリガによっ
てjnに端末1からの値0を出力し，　ret3を通ってcstに入力される．　cstはそのキャリアを1に書き
換えてret3に返却する．そしてdtから値1が出力されてrd6を通過し，　cg1，　cg2に辿り着く．　cg2で
は無効トリガが待機しているので値は消去される．一方cg1では有効トリガ（0）が待機しているためout
から値を出力してret1を通過し，端末1のdt端子に値1が辿り着く．同様にして端末2も共有資源ア
クセスして値を取得するので，最終状態ではdm　1．　dt及びdm2．　dtのキャリア値が1になることがわかる．
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図4．22
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図4．23共有資源アクセスの停止状態とその適用系列
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4．5．評価
4．5．1．モデルの評価
　半加算器の例では比較的すっきりとしており，また適用系列もそれほど多くはなっていない．論理回
路に近い形の計算は3端子でも問題なく表現できる．その根拠としては，少なくとも2入力1出力の論
理素子は1プリミティブで表現できるからである．さらに，値の分岐はDUPを組み合わせることで可能
であるため，この仮定は正しいといえる．また，順序回路のような記憶を含む回路は停止キャリアを記
憶として使うプリミティブを定義することで簡単に表現できる．
　一方共有資源アクセスの例では，アクセスの順序付けを処理する部分で多くのプリミティブを消費し
ている．この処理は4端子素子であれば5プリミティブ程度で表現できるが，例では16プリミティブ
消費している．経路の開閉を制御するゲート系プリミティブの使用が目立ち，また一般的ではないプリ
ミティブを多数定義している．これは2方向どちらから値が先に来たのかを示す通知信号をゲートにト
リガーとして受信させるためである．1つの処理が終わるまで次の通知信号が入ってこないように，一
般的ではないRDUPを利用している．これらのことから，共有資源アクセスなど経路制御を伴う処理は3
端子では複雑になるのは必須である．
　一方で，両方の例題に共通した問題点として，データの複製を行うDUPやRDUPが回路中で多数使用
されることである．このことが回路の部品点数を増加させ，見た目を複雑なものにしている原因の1っ
となっている．部品点数を削減することは基本的に困難であるが，見た目の複雑さはインタフェー一一一一ス面
で改善できる可能性がある．
4．5．2．システムの評価
　APCシミュレータの実装は，少ない領域により複雑な回路が実現できるように，ノードのサイズを小
さく設定した．しかしそのことが，実際の編集ではマウスでノードを選択するのが困難であるという問
題を引き起こした．それに加えて，プリミティブや端子名のテキストも小さすぎて読みづらいという問
題も発生した．このことから，ノードのサイズを小さくすることは操作性を悪くするという結論を得た．
　エッジの編集に関しては，比較的スムーズに行うことができたので，成功したといえる．A－BITSのエ
ッジ作成は，一度接続したら削除するしか方法がないばかりか，接続されたノードの移動も不可能であ
ったため，大きな進展といえる．
　本システムでは，画面をクリックすることで編集ウィンドウが表示されたが，これはクリックの回数
が多くなるという問題点がある．実装の観点からはこの方式のほうが構造が単純になるが，利用者側に
とってはよりクリック回数が少ない方式が入力がスムーズになると思われる．
　部品が多数配置されたときの見た目の複雑さに関しては，前述のノードサイズを大きく設定すること
である程度回避できると考えられる．それ以外には付随するテキストの表示形式をシンプルにすること
などである程度解決できると思われる．
　ノードの編集に関してはA－BITSと同じくメニューから選択する方式を採用したが，マウスの移動距
離及びクリック回数が多くなるため使いにくいという結果になった．ペイントソフトのようにアイコン
から選択するほうが作業効率がよいと考えられる．さらに効率的な方法としては，ドラッグにより別の
ウィンドウからアイコンを持ってくるようにして配置することが考えられる．
4．5．3．全体的な評価
　APCモデルに関しては，3端子4ルs－・一一・ルのプログラム要素を組み合わせた回路が意味のある計算を行
うのに十分な機能を持つため，モデルとしての有用性を示すことができた．しかしながら，今回あまり
注視することがなかった形式的な定義に関しては，より洗練する必要があると考えられる．特に，n項
組の形式で定義しているため完全に集合演算によって計算を表現できることから，適用過程も集合的に
に簡潔に定義する必要がある．
　APCシミュレータに関しては，シミュレータとしての必須機能である適用系列の実行に関する点では
特に問題点はなかったので，システムとしては成功したといえる．しかしながら，適用解析に関しては
現バージョンでは問題が多く実用にはならないため，今後より効率的な解析方式の提案し開発すること
が必要であると考えられる．
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4．6．考察
　本章では，前章のA－BITSの設計・開発を基礎として，ビットレベル並行計算の理論的な枠組みであ
るAPCモデルを構築した．さらにその動作確認のために，　APCシミュレータを開発し，定義に従って計
算が正しく行われることを示した．しかしこれはあくまでシミュレートした適用系列に対して正しいこ
とを示しただけである．ある回路が完全に正しいことを証明するために回路の適用解析が必要であるが，
既存の機能は回路の持つ非同期性から状態数が組み合わせ爆発を起こすので，数プリミティブ程度でも
解析不能になる．これは単純に適用系列を網羅しているだけであるため，そのような結果となる．APC
モデルはビットレベル並行プログラミング言語の基礎モデルすることが目的なのでそのような解析機
能は必須ではないが，例えばデバッグやテストに有効であると考えられるので，今後の課題の一つであ
る．
　今後必要なことは，まずAPCモデルをビットレベル並行プログラミング言語の基礎モデルとして十分
な能力を持つことが示せるレベルまで研究を掘り下げることである．具体的には，調停機構や選択回路
といったデータの流れを制御するためのいくつかの基本的な複合回路を考案する．これにより，データ
フロー型プログラムと同等の計算を表現できるため，それらの部品を組み合わせて実用的なプログラム
を作成することが容易になると考えられる．
　次に，APCモデルを基礎としたA－BITSの次版の設計・開発を行うことである．その際，　A－BITS初版
での問題を回避するため，ラベルによるエッジの無線化機構を導入する．APCモデルを基礎とすること
でビットシリアルの問題は解決するが，通知エッジとデータエソジの分離問題は解決しない．この点に
関しては，複数の経路を合成して1つの経路として表現する機構を導入することで解決を試みる予定で
ある．その他の機能として，部品の初期値を設定するパラメータ機構を導入する．現在の部品化機構で
は，例えば定数生成部品の場合は4ビットの組合せをシリアルに接続して8ビットの値を作り出してい
る．この方式では定数部品の種類も多くなり，ある目的の定数を得るために専用の定数部品を作らなけ
ればならないなどの問題がある．これを変数を用いて概念的に定義することは好ましくない．パラメー
タ機構は，部品に付随するパラメータにテキストで値を設定し，実行開始時に設定値をキャリアに割り
当てて1つの種類の部品で一般的な定数（ビット幅固定）器として使えるようになるというものである．
この機構の導入により，定数の容易な生成に加えてプログラムもより読みやすくなると考えられる．
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5．APECモデル
　APECモデルは，　APCモデルを洗練したビットレベル型並行計算モデルである．そのため，大部分はAPC
モデルの定義と同じであるが，本モデルの方がより厳密に定義されている．特に形式的定義においては，
動作の集合操作も数学的に定義している．APECモデルとの最も本質的な相違点は，端子間接続の形であ
る．APCモデルでは形式定義において集合Cによって接続を指定したが，　APECモデルではその情報をキ
ャリアに持たせている．表面上はループ端子（同じ端子への接続）が可能になった代わりに非接続端子の
概念が無くなっただけであるが，形式的定義においては集合Cが不要なことから，この改良はより定義
を簡潔することに貢献している．
　本章ではまず，APECモデルの基本概念を説明する．次にその概念に対応する形式的定義，それから
APECの定義に基づいていくつかの有用な基本プリミティブを定義する．さらに，それらを組み合わせて
主要な機能を持つ部品を構成する．そして最終的には，APECモデルの応用としてビットレベル並行計算
を多用する2つの例題ネットワークを作成する．
5．1．基本概念
　APECモデルのプリミティブな演算要素は「プリミティブ（primitive）」と呼ばれ，それらは互いに独
立に非同期的に振舞う．それぞれのプリミティブは3つのポートを持ち，それらはデータを送受信する
ための「端子（termina1）」と呼ばれる．データは「キャリア（carrier）」と呼ばれる媒体によって送受
信が行われ，キャリアは2つの端子間を移動するか，またはプリミティブによって操作されるために端
子上に滞在する．1つの端子は1つのキャリアによってのみ他の端子と接続することができ，複数のキ
ャリアが1つの端子を共有することはできない．
　それぞれのプリミティブは高々4つのルールを持ち，それらは端子上の滞在キャリアを操作するため
に使われる．それぞれのキャリアは「滞在状態（remining　state）」か「出発状態（leaving　state）」で
なければならない．前者はキャリアが端子上で滞在している状態で，後者はキャリアが送信元の端子を
離れている状態である．他の言葉で表現すると，出発状態とは2端子間をキャリアが移動中の状態であ
ることを意味する．プリミティブ及びその接続の定義は「ネットワーク（network）」と呼ばれ，ネット
ワークの状態は全てのキャリアの状態によって決定される．他の言葉で表現すると，プリミティブは状
態を持たないということである．
　端子の最大数は3個，ルールの最大数は4個に制限されているが，これらの制限は実際の実装で固定
サイズ持ち，かつ最小の機能を提供する演算素子として定義するために必要である．当然何の制限も
持たないプリミティブを考えることもできるが，そのような演算素子は非固定サイズで複雑さが一様で
はない．尤も，この制限はビットレベル計算のためのモデルとして必要な能力を減少させない．後の節
では，その制限されたプリミティブ群を使った複合ネットワークが，ほとんどの一般的な計算を表現す
る能力を持つということを1つの応用によって示している．
　概念の詳細は次の節で個別に説明される．
5．1．1．キャリアの状態
　一般的に，APECネットワークは図式的表現によって議論される．図式的表現ではネットワークの構造，
キャリアの状態，及びプリミティブの動作を表現するために1つの図式といくつかのルール表を用いる．
キャリアの状態とそれに対応する図式的表記は図5．1に示してある．長方形はプリミティブ，長方形間
のパイプは端子間接続パイプ内の円はキャリア，それからプリミティブに付随する文字はそれぞれの
プリミティブを特定する識別子である．
　プリミティブA”の端子”x”は”A．x”として記述される．また，破線長方形の中の表示はその上の絵が
示す状態を図式的表記で表したものである．図中の（a）は，キャリアが”A．x”上で滞在状態であることを
示している．図中（b）は，キャリアが”A．x”を離れて”B．　x”に向かっている送信状態であることを示して
いる．図中（e）は，キャリアが存在しない状態を示しており，キャリアの持たない端子は図式表記では
表示される必要はない．図中（f）は，自身への接続（ループ接続）を持つ端子”A．x”上に1つのキャリアが
滞在中であること示している．
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（a）Remaining　on　A．x
　　　　　囚z
A口δ。・A口
（e）No　carrier
（b）Leaving　A．x（c）Remaining　on　B．y
z　　［N」（3D
A口60
（d）Leaving　B．y
A口ぽ
　　（f）Remaining　on　A．z　　（9）Leaving　A．z　on　loop
図5．1APECの概念と対応する記法
5．1．2．プリミティブの動作
　それぞれのプリミティブの振る舞いはルール表によって定義される．1つのルール表は，プリミティ
ブが持つ端子を操作するためのいくつかのルール（最大4ルール）を含む．ルールは特定の形式で記述す
るが，その形式は図5．2に示してある．図中（a）には，”JOIN”の機能のルール表が描かれている．表の
左側の値は「条件値（condition－value）」と呼ばれ，表右側に表示されているアクションを実行するた
めの条件である．それらのアクションのための値は「行動値（action－value）」と呼ばれる．
　端子のそれぞれの行動値は，端子のそれぞれの条件値が，対応する滞在状態のキャリアの値と等しい
ときにそれぞれのキャリアに適用される．行動値「X」は滞在キャリアの値が「X」に変更されることを
意味する，行動値「’X」は滞在キャリアの値が「X」に変更されて送信されることを意味する．ここでX
は，0か1の値である．また，条件値「＊」は端子が無視されることを意味するので，対応する行動値も
「＊」でなければならない．条件値は滞在状態のキャリアのみと比較されるので，送信中のキャリアの
値は条件を満たさない．ルール表中のより高い位置にあるルールほど優先度が高いため，適用されるル
ールは1つだけが決定される．例えば”JOIN”の表の一番目のルールは，”x”と”z”上に値を”0”を持った
キャリアが到着したときに，それらが送信されることを意味する．3番目のルールは”y”端子と”z”端子
のみを使う．しかしながら，全ての端子において到着キャリアが滞在状態で値”0”を持っときは，優先
度のために一番目のルールが適用される．
　”JOIN”を持つプリミティブの状態は，図中（b）に表示されている．（b）の左の表示は”JOIN”の2番目の
ルールが適用された後の状態である．図のように，”x”上の値は”z”上のキャリアにコピーされリセット
され（”0”になり），2っのキャリアは送信状態に移行する．
（a） 　　　　　　　　　　一．－　Namne　of　Rule　Table　｛（b）
　　ζJOlN、㌻…　二　，Terminal　Names　　　　i
◆
x：0 y：1
z：1
The　second　rule　is　applied
▼
Pr　ior　ity　of　Rules　（UpPer　position　is　higher）　i
　　　　　　　　　　図5．2　プリミティブの動作を定義するルール表
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5．1．3．遷移
　ネットワーク状態の変更は「遷移（transition）」と呼ばれる．遷移には2種類あり「プリミティブ遷
移（primitive－transition）」と「キャリア遷移（carrier－transition）」がある．前者はプリミティブが
ルールに従って滞在状態のキャリアを操作する動作で，後者はキャリアが送信先への到着の結果として
滞在状態へ移行する動作である．1つの遷移だけが同時に起こりうるが，その概念は現実の時間とは無
関係である．どのような遷移も起こることができないようなネットワークの状態は，「完了状態
（finished　state）」と呼ばれる．並行計算モデルの中には，この状態にモデルのレベルで意味づけをし
ているものもあるが，APECモデルは原子的なビットレベル計算の概念についてのみに関心を向けている
ため，完了状態の意味は定義していない．意味のあるネットワークにおいては一般的に，計算終了の検
出として定義される．
　プリミティブ遷移は，プリミティブの端子の状態がルール表のルールの少なくとも1つを満たす場合
に起こり，それは適用されるルールに従ってその端子上のキャリア群を操作する．キャリア遷移は，1
つのキャリアが出発状態のときに起こり，それはキャリアを滞在状態にする．
ここで，S→Plはプリミティブ遷移”p1”が起こった後のネットワーク状態を示すものとする．　Sはネット
ワークの以前の状態である．同様に，S→p1．　xはキャリア遷移”p1．x”が起こった後のネットワーク状態
を示すものとする．ここで，S→p→p．　xは（S→p）→p．　xと解釈されるので，キャリア遷移p．　xは
状態（S→p）を変更するという意味になる．このような連続的記述は「遷移系列（transition－sequence）」
と呼ばれる．
　単純なAPECネットワークとその遷移過程は，図5．3に示されている．ルール表の名前はプリミティ
ブとしての長方形の中に表示され，プリミティブはそのルール表名のルールを持つ．例えば，プリミテ
ィブ”cl”の長方形の中に”CST”（ConSTant　generator）が表示されているので，”c1”はルール”CST”を持つ．
このネットワークは定数”1”が送信されて，プリミティプc1”は”c1．　z”上のキャリアを使って値”1”を
”dl”に送信することを示している．”d1”の振る舞いは”DMY”（DuMmY）ルール表によって定義されているが，
”d1”はこのネットワーク上では何もしない．最初の状態は初期状態で，2番目の状態はプリミティブ遷
移”c1”の後の状態，3番目の状態はキャリア遷移”c1．z”の後の状態である．このネットワークの遷移系
列は，S→Cl→Cl．　zである．
　本モデルでは，同時に起こる遷移という概念は存在しない．しかしながら，1つの遷移は同じ種類の
遷移の継続に影響を与えないので，同時に起こる遷移は同じ種類の遷移の連続によって表現することが
可能である．プリミティブは接触する（滞在状態の）キャリアのみを操作し，移動中（出発状態）のキャリ
アは他のキャリアに何の影響も与えないからである．　本モデルはキャリアによってのみ接続された単
純な演算素子の固定ネットワークを表現するために設計されているため，この性質はプリミティブの振
る舞いの独立性を表現するために必要である．現実の世界においては同じ種類の遷移の系列は，同時に
生起するか，あるいは独立に時間的に直列に生起することを意味している．また異なる種類の遷移の系
列は，独立に生起（プリミティブかキャリアが互いに関連を持たない場合のみ），あるいは真に直列に生
起することを意味する．例えば，系列S→pl→p2→p2．　x→pl．　yの結果の状態は，　S→p2→pl→
p1．　y→p2．　xの結果の状態と等しい．　plとp2，またはp2．　xとpt．　yの遷移順序の変更は，同じ結果を生
成するが，p2とp2．　xの変更は同じ結果を得られない可能性がある（または，そのように変更された遷移
は存在しないかもしれない）．一般には，ルールの優先度のためにプリミティブのルールが適用される
順序を変更する可能性がある．
　y：1
CST　cl
⇒
y：1　　　　y：1
　cl　CST　cl
⇒ x：1
DMY　d　l　　DMY　d　l　　DMY　d　1
CST
xyz
＊OO
魔P0
＊　0　0
磨@1　’1
DMY
xyz
00＊
P0＊
0　1　＊’1　1　＊
図5．3最も単純なAPECネットワークの例
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5．2．形式的定義
　APECのモデルの形式的定義は，プログラム（計算）の意味を説明することを想定して定義されているわ
けではない．形式的定義はそのまま図式的表現に対応しているが，定義の数学的表現は複雑であるため，
記述から動作を読み取ることは困難である．しかしながら，形式的定義はAPECモデルにおけるビット
レベル計算の動作を厳密に表現するために必要である．例えば，ネットワークの振る舞いはしばしば遷
移系列の記述によって表現され，それは前の節では直感的に説明され理解することが容易であったが，
その意味の曖昧さを排除するためには遷移に関する形式的定義を導入することが望ましい．従って，こ
の節ではAPECモデルの形式的定義を導入し，その説明を行うことにする．
　APECモデルの前にまず，キャリアによる通信と順位付きルールを持っプリミティブによる非同期並行
計算を基礎とした一般的な計算モデルとしてgAPEC（general　APEC）モデルを導入し，定義する．これは，
キャリアによる通信の概念自体は他の応用（例えば多値論理による計算など）が考えられるためである．
従ってAPECモデルは，　gAPECを制限したモデルとして定義される．
5．2．1．gAPECの定義
　この定義では，集合演算の×記号は2つの組あるいは要素を結合し，また入れ子になった組は暗黙的
に結合することを前提とする．例えば，集合｛（p，t）｝×｛n｝の要素は（（p，　t），n）で（p，　t，　n）となり，2つの
入れ子組（（p，t），（q，r））は（p，　t，　q，　r）となる．
　gAPECモデルのネットワークMは，以下に示す5項組で定義される．
M＝（P，　T，　V，　R，　Si）
P：プリミティブの有限集合，
T：端子の有限集合，
V：キャリアが取る値の有限集合，
R∈R。ll，　Rは各プリミティブが持つルールの集合，
　R。11＝｛X⊆PT×N×V×VA　l∀α（∈PT×N））［1（｛α｝×V×VA）∩Xl≦1］｝
Rの要素は1つのプリミティブルールの一部で，その要素の意味は次の通りである．PTはP×Tの意味で，
プリミティブと端子の組の集合である．Nは｛0，1，2，．．．｝として定義されるルールの順位のための自
然数で，小さな数ほど優先順位が高い．Vは「条件値（condition－value）」と呼ばれる値の集合で，ルー
ルの条件の値を意味する．VAは，条件値が一致したときにキャリアの状態を変更する値と行動状態によ
って構成される組の集合で，この要素としての組は「行動値（action－value）」と呼ばれる．ここでV＾＝V
×A，A＝｛τrm，τ1．｝で，τ．mは滞在中（remining），τ1，は移動中（1eaving）を意味する行動状態である．
SI∈S。ll，　SIはネットワークMの初期状態，
　S。ll＝｛X⊆PT2×VA：∀α（∈PT）∀β（∈PT）［
　　1（｛（α，β），（β，α）｝×VA）∩Xl≦1〈　1（｛α｝×pT×VA）∩Xl≦1〈　1（pT×｛α｝×VA）∩Xl≦1］｝，
集合S∈S。11はネットワークの「状態（state）」と呼ばれ，その集合の要素は「キャリア（carrier）」と呼
ばれる．その要素の意味は次の通りである．PTの最初の組は送信先，　PTの2番目の組は送信元（現在の
端子），VAの組は値と現在のキャリアの状態を意味する，集合S。llの条件は，2つの端子が高々1つのキ
ャリアによって接続が構成され，かつ1つの端子は高々1つの接続しか持たないことを意味する．
5．2．2．gAPECの遷移
　M＝（P，T，　V，　R，　C，　SI）を仮定して状態S∈S。1］を操作するとき，状態S’∈S。11を生成することは「遷
移（transition）」と呼ばれる．遷移には2種類あり，それは「プリミティブ遷移（primitive－transition）」
と「キャリア遷移（carrier－transition）」である．前者はfc：S。ll×pT→S。11によって表現される．　S
∈S。ll，　p∈P，　t∈T，とするときf。（S，p，t）の結果は次のように定義される．
f。（S，P，　t）ニ｛x：（q，　u，　P，　t，　v，τ1．）∈S，　x∈（（S－｛（q，　u，　P，　t，　v，τ1．）｝∪｛（P，　t，　q，　u，　v，τrm）｝）｝
同様に，後者はfp：S。11×P→S。1］によって表現される・S∈S。j1・P∈Pとするときf，（S，　P）の結果は次の
ように定義される．
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fp（S，　P）＝｛x：（P，　t，　n，　v。，　v。，　a）∈R，（q，　u，　P，　t，　v。，τ．m）∈S，
　α＝｛y：∀（P’，t’，n，　vc’，v。’，a’）（∈R）［y∈（（pT×｛（P，　t’，v．’，τ．m）｝）∩S）］｝，α≠φ，
　一ヨn’（∈N）［∀（P，t’，n’，v、’，va’，a’）（∈R）［（（pT×｛（P，　t’，v。’，τ．m）｝）∩S）≠φ］〈n’＜n］，
　x∈（（S一α）∪｛（q，u，　P，　t，　Va，　a）｝）｝
ここで，プライム記号”’”を伴う変数は束縛変数である．例えば，∀（P，t’，n，v。’，v．’，a’）の中で∀
によって束縛されている変数はt’∈T，v。’，v、’∈V，それからa’∈Aである．もしf。かfpによって
写像される状態集合がφでなければ，そのような前状態は「遷移可能（transitable）」と呼ばれる．一
方，φに写像するような遷移は「無効遷移（invalid－transition）」と呼ばれる．
ここで，上述の写像形式による遷移を簡潔に表示するために，等価な他の表記法を導入する．それは，
f。（S，p，t）≡S→p．t，及びf，（S，p）≡S→pとして定義され，ここでS∈S。11，　p∈P，　t∈Tである．
その表示法はそれらの写像形式によって写像された「状態」を意味し，従ってS→p→p．tは
（S→p）→p．tと解釈されて，その遷移後の状態はf．（f，（S，　p），p，　t）によって写像された状態と等しい．
そのような遷移の系列は「遷移系列（transition－sequence）」と呼ばれる．もし遷移系列内に1つでも
無効遷移が含まれていれば，その系列の遷移後の結果状態はφになる．もし遷移系列の遷移後の結果が
φでなく，かつその系列の結果状態が遷移可能でない場合は，その状態は「完了状態（finished　state）」
と呼ばれる．
5．2．3．APECモデル
　APECは形式的には，キャリアによって通信する単純なプリミティブプロセスを使ったビットレベル並
行計算のためにgAPECを制限した計算モデルである．　gAPECに対するその制限は，
lTI＝3，　IVI＝2，∀（p’，　t’，n’，　v。’，v。’，a’）（∈R）［n’〈4］である．従ってある1つのAPECネ
ットワークは，ある1つのgAPECネットワークであるともいえる．一般には，ある1つのAPECネット
ワークの端子と状態値はそれぞれT＝｛x，y，　z｝，　V＝｛0，1｝の要素名よって定義される．
　ここで簡単な例題として，図5．3に示されている簡単なネットワークを形式的定義で記述する．APEC
モデルのネットワークMは，以下に示す5項組で定義される．
M＝（P，　T，　V，　R，　SI）
P＝｛Cl，　di｝，　T＝｛x，　y，　z｝，　V＝｛0，　1｝，
Gcst＝｛（y，　O，0，0，τrm），　（z，0，0，0，τlv），　（y，1，1，1，τrm），　（z，1，0，1，　τ1v）｝，
Gdmy＝｛（x，0，0，0，　τIv），　（y，0，0，1，τrm），　（x，1，1，1，τlv），　（y，1，0，1，　τrm）｝，
R＝｛（｛c1｝×Gcst）U（｛d，｝×Gdmy）｝，
Sl＝｛（cl，y，cl，y，1，　τrm），　（d，，x，c1，z，0，τrm）｝
ここでGcs、とGd。，はルv－一一・ル表に対応するルールの集合で，プリミティブ集合の要素と結合させてRの要
素を作成するために使う．SI∈Sa！lにこのネットワークの完了状態S’∈S。llは下記の通りである．
S’＝｛（（cl，　y，　cl，　y，1，τrm），　（c1，z，　d1，x，1，τrm）｝
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5．3．基本的なプリミティブと部品
この節では，いくつかの基本的なプリミティブと重要な複合的ネットワークを提示する．これらのプ
リミティブとネットワークは，後の節で例題システムの設計の提示で使われるときに参照される．
5．3．1．基本的なプリミティブ
APECモデルでは，ルールの組み合わせによって非常に多くのプリミティブを定義できるが，実用的に
価値があるプリミティブの定義はそれほど多くない．ここで紹介する基本的なプリミティブは，演算，
データの流れの制御，そして同期のための機能を提供する．APECモデルでは，これらの機能をルールの
組み合わせによって統一的に表現できることが大きな特徴の一つとなっている．
　キャリアの送信と返却は，本モデルにおいてはプリミティブの1計算ステップとなっている．計算の
過程で使用されないキャリアの値はデフォルト値にセットされる．一般には，”1”は送信のためのキャ
リアのデフォルト値としてセットされ，”0”は返却のためのキャリアのデフォルト値としてセットされ
る．このプロトコルは，返却キャリアにデフォルト値をセットすることで，データーフローに類似する
計算モデルの単方向通信をエミュレートすることができる．後に説明する単方向プリミティブは，実際
そのように設計されている．
◆　論理積演算（AND）プリミティブと複製（DUP）プリミティブ
　図5．4では，（a1）は”AND”プリミティブを含むネットワーク，（a2）はその遷移結果，（a3）は完了状態
を示している．暗い灰色の長方形は前状態スナップショットから遷移を生成したプリミティブである．
状態スナップショット群の左側の図形は矢印によってデータの流れが示される直感的表記である．その
表記中の太い長方形は，そのネットワークによって提供される機能を示す破線長方形に対応している．
”DMY”プリミティブは端子”x”上のキャリアを送信するが，そのとき端子”y”のキャリアを状態変数とし
て使用する．d3は遷移を起こさず，そのプリミティブは遷移alによる計算の結果を持つキャリアのため
の場所としてのみ使用される．論理演算は入力を出力に関連付ける真理値表によって定義可能であるの
で，そのように振舞うような他のプリミティブを作るために”AND”ルール表を修正することができる．
例えば，”OR”，”NOT”，”XOR”などである．ここで，このネットワークの完了状態までの遷移系列は，　S（。1）
→d，→d2→d，．　x→d2．　x＝S（。2），　S（。2）→al→al．　x→a1．　y→al．　z＝S（。3）である．
　”DUP”（Duplicator）プリミティブを含むネットワークは（b1）に示されている．”DUP”プリミティブは端
子”x”上のキャリアの値を端子”y”と”z”上のキャリアに複製する．ここで，完了状態までの遷移系列は
S（bD→d，→di．x＝S（b2），　S（b2）→ul→ul．　Y→ul．　z→S（b3）である．
（A）
l　y：0
1
：dl
l　x：1　　　　　x：0
：　　x：　　y：
i　。1AND
l　　　　　z：0?
l　　　　　　X：，
｜（a1）d3　DMY
?
y：1
D損Yd2dl
　　　x：1⇒・1
（a2）d3
　y：1
　x：d2
y：°’ﾋ元
（a3）
y：1
??、??、??、??、?、??、??、 ?、??? ?
（B）
、?…?
e
l（b1）
l　　dl?
?
l　　　x：
l　　ul
：　　y：O
i．、
y：0 （b2）
⇒。，
z：O　　　　y：O
　X：
x：
（b3）
吟。r
z：O　　　　　y：
　x：　　x：1
id2　　　　d3　d2　WY　DIVIY　d3　d2　eW　D田Y
　　　図5．4ANDプリミティブ（上）と複製プリミティブ（下）
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◆　経路結合（JOIN）プリミティブと門（GT）プリミティブ
　図5．5は”JOIN”（JOINt）プリミティブ及び”GT”（GaTe）プリミティブを使ったネットワークの状態のス
ナップショットである．”JOIN”プリミティブは，”x”端子あるいは”y”端子から”z”端子へ1つのデータ
が送信されることを意味する．もしデータが両方の端子にある場合は，”x”端子のデータの送信が優先
される．適合するプリミティブのルールは，キャリア遷移d，．xあるいはd2．xに依存する．該当するス
ナップショットの遷移系列は，S（。h）→d，→d2→d2．x＝S（。1），　S（。D→ji→d1・x→j’・y→jl．z
＝S（。2），及びS（。b）→d，→d2→d，．x→d2．　x＝S（bD，　S（bl）→ji→j1．x→ji．　z→＝S（b2）である．
　”GT”プリミティブは，端子”y”上の到着キャリアの値が”1”であるときにのみ1つのデータを通過させ
ることを意味する．この機能はデータフローに類似のモデルではT－Gateとして知られており，それは
データを通過させるかどうかを選択するために使われる．データフローに類似のモデルのトークンの消
費の操作は，端子”x”上の値を端子”z”にコピーせずにクリアして返却することによってエミュレートさ
れる．ここで，該当するスナップショットの遷移系列は，S（。D→dl→d2→dl．x→d2．　x＝S（。2），
S（。2）→gl→gl．x→gl．y→gl．　z＝S（。3），及びS（dl）→d，→d2→d1．　x→d2．　x＝S（d2），　S（d2）一→
91→91．x→91．y→S（d3）である．
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図5．5経路結合プリミティブ（上）と門プリミティブ（下）
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◆　双方向通信（RET）プリミティブ
　図5．6は”RET”（RETurner）プリミティブを使ったネットワークの状態のスナップショットである．破
線矢印は値”0”（デフォルト値として）を持っキャリアが返ることを示している．”RET”プリミティブは経
路から値を入力して，そしてその経路へ値を出力するために使われる．従ってそれは，双方向通信イン
タフェースを構成するために必要とされる．プリミティブの端子”x”は値を受信してそれから送信する
ために使われ，端子”y”は端子”X”から受信した値を送信するために使われ，端子”Z”は送信された値を
受信するために使われる．端子”y”上のキャリアは送信用として使われるだけでなく，”RET”プリミティ
ブのフェーズを制御するための状態変数としても使われる．具体的には，端子”y”上の値が”1”のときは
プリミティブの状態は1番目のフェーズ（端子”x”上のキャリアから受信を待っ）で，端子”y”の状態が”0”
のときはプリミティブの状態は2番目のフェーズ（端子”x”上のキャリアへの送信を待つ）である．
”TRSH”（TRaSHer）プリミティブは，端子”x”のキャリアから受信して”0”にリセットされたキャリアを返
却する．ここで完了状態までの遷移系列は，S（。r）→d，→d1．　x→d2＝S（。2），　S（。2）→d2．　x→rl→
rl．　y＝S（。3），　S（。3）→tl→tl．x＝S（。4），　S（a4）→rl→rl．　z→rl．x＝S（。5）である．
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図5．6　送受信プリミティブ
y：1
5．3．2．単方向通信のための基本的な部品
部品的ネットワークは，ネットワークの中で部品として使われる．単方向通信のためのネットワーク
は，データフロー類似モデルのおけるデータの流れを制御するための計算に対応している．
◆　選択型経路結合器
　選択型経路結合器（Selector）として動作するネットワークの遷移スナップショットは，図5．7に示さ
れている．図中の（A）は，データの流れを表示する．太い長方形内のテキストは後に参照するために使
われる部品名を示している．また，”［］”で囲まれたテキストは後に参照するために使われるインタフ
ェース名を示している．
　”Selector”部品は2っの経路のどちらかからデータを取得して，1つの経路に送信する機能を持っ部
品である．”WAIT”プリミティブは，端子”x”から送信後にそのキャリアの返却を待つ．端子”y”上のキャ
リアは，端子”z”から送信されたキャリアが返却されたときに返却される．”RSEL”（Route　SELector）プ
リミティブは，端子”X”上のキャリアの値に依存して端子”y”か”Z”のどちらかのキャリアを送信し，そ
のキャリアの返却を待つ．ここで，このネットワークの完了状態までの遷移系列は，S（。1）→dl→d2→
d3　→　d，．　x　→　d2．　x　→　d3．　x　－→　rl→　rいy　－→　wl→　wl・z　→　jl→　ji・z　→　j1・x　－→　wl→　wl・y　－→
Wl．　x→rl→rl．　x＝S（。2）である．
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◆　経路選択器
　経路選択器（Switch）として動作するネットワークの遷移スナップショットは図5．8に示されている．
”Switch”部品は1つの経路からデータを取得して2つの経路のうちのどちらかに送信する機能を持つ部
品である．”NT”（Negative　gaTe）または”GT”プリミティブはデータを通過させる，または消去する門と
して働く．”NT”プリミティブは端子”y”上の値が”0”のときに通過させるという点のみにおいて異なる．
”RDUP”（Responsible　DUPIicator）は”DUP”プリミティブの特殊なバージョンで，”DUP”の機能に加えて端
子”y”と”z”のキャリアの返却を待つという機能を持つ．この機能は，2つの経路のデータの送信の完了
の同期を取るのに役立つ．このネットワークの完了状態までの遷移系列は，S（。D→d，→d2→dl．x→
d2．　x　→　r1　→　r2　－→　rl．　y　－→　r1．　z　→　r2．　y　→　r2．　z　－→　nl　－→　91　－→　nl．x　→　n1．　y　→　91・x　－→　91・y　→
91．z→rl→r2→rl．x→r2．　x→＝S（。2）である．
◆　キャリア検出器
　キャリア検出器（Detector）として働くネットワークの遷移のスナップショットは，図5．9に示されて
いる．”Detector”部品は，2つのうちのどちらかの経路からのキャリアの到着を検出する機能を持つ部
品である．”p1．y”からのキャリアが端子”a1．x”に到着して”a1”が生起したときは，”d3．　x”上の値は”0”
である．そうでない場合は，”d3．　x”上の値は”1”である．この機能は，後に述べる”Arbiter”部品の一部
として使われる．”ABT”（ArBiTer）プリミティブは，端子”x”か”y”からキャリアを検出し，検出された経
路を示す信号を送信する．検出された経路のキャリアは端子”z”から送信された後にロックされる．
”PRB”（PRoBe）プリミティブは端子”x”上のキャリアをロックし，端子”y”から信号と”z”上のキャリアか
ら端子”x”の値を送信する．このネットワークの完了状態までの遷移系列は，S（。1）→di→d2→d，．x
→d2．　x→Pl→P2→P2．　y→P2．　z→al→P1．　y→Pl．　z→al．　z＝S（。2）である．
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5．3．3．単方向通信のための基本的な部品
　双方向通信はいくつかの種類の演算を簡単で簡潔に表現することができる．少なくとも単方向モデル
では，特に通知とデータ転送のための接続が必要とされる．従って，そのインタフェースの数はAPEC
モデルの双方向ネットワークの2倍の数になる．
　双方向部品は，前述の単方向部品を組み合わせることによって設計することができる．
◆　双方向選択型経路結合器と双方向選択器
　双方向選択型経路結合器または双方向選択器として働く部品のネットワークの設計は，図5．10に示
されている．境界長方形に接触している線は外部接続へのインタフェースを示しており，その線の近く
にあるテキストはインタフェース名を示している．
　”BiSe1”（Bidirectional　Selector）部品は”Selector”部品と異なる点は，意味のある値を持つ返却キ
ャリアの受信を待つことである．言い換えると，値の送信後はその経路から値を受信するまで待つとい
うことである．これは，送信と返却の動作が通信経路のレベルで透過的であることを意味している．同
様に，”BiSw”（Bidirectional　Switch）部品も返却値の受信を待つため，”Switch”部品との相違点は同じ
である．これらのネットワークは，”Selector”あるいは”Switch”部品と”RET”プリミティブを用いて単
純に設計されている．”RET”プリミティブは双方向通信のインタフェースだけでなく，データの送受信
の際の同期点としても働く．
（A）BiSel（Bidirectional　Selector）
rl　RET
y：1
y：1f
Sel
r2　RET
y：1
??
　　　（B）BiSw（Bidirectional　Switch）
　　　　　　　　　　　　dt
　　　　　　　　　　　　　　　X：
　　　　　　　　　　rl　RET
z：　　　　　　　　　y：1　　　　z：
uly：1
Z：　　　　　　　Z：
r2　RET　r3
　　　　x：0
Sel
y：0
x：0
図5．10　双方向選択型経路結合器（左）と双方向選択器（右）
◆　通信調停器
通信調停器として働くネットワークの設計は，図5．11に示されている．”Arbiter”（1－bit　Arbiter）部
品はまず最初に，2つの経路のうちの1つ（経路”f”または”t”）を占有して，”dt”経路に値を送信する．
それから”dt”経路からの返却キャリアの値を，占有された経路に返却する．言い換えると，この部品は
キャリアの到着順序を選択信号として使用した双方向通信器である．実際，この部品の設計では図に示
されているように，1つの”Detector”と1つの”BiSe1”を使用している．さらに，この通信調停器の2ビ
ット以上への拡張は図中（B）に示されているように，1つの”Detector”とビット数分の”BiSe1”部品を使
うことで実現可能である．
74
Arbiter
y：1 y：1
（A）1－bit　Arbiter　　　（B）Ext●nsion　to　multiple－bit
　　　　図5．11　1bitの通信調停器（左）と通信調停器の複数ビット幅への拡張（右）
5．3．4．APECシミュレータ
　APECシミュレータは，前章のAPCシミュレータをAPECモデルの定義に合うように修正したシステム
である．従って，実装されている機能はAPCシミュレータと同じであるため，ここではシステムについ
ての詳説は行わない．
　本システムを使うことによって，本節で紹介した基本プリミティブ及び基本部品の動作を確認するこ
とができる．図5．12のウィンドウ内のネットワークは”Detector”部品であり，それをシミュレーショ
ンしている様子である．遷移系列のウィンドウで選択されている”［12］”は，ネットワークの最後のキャ
リア遷移”a1．　z”であり，実際に遷移が行われた場所がハイライトされている．従って，このウィンドウ
に現在表示されているネットワークの状態は完了状態である．”d3．　x”上のキャリアの値が”0”になって
いるので，”a1．x”に到着しtc”p1．y”上の値が検出された結果であることがわかる．”p2．　y”上の値も送信
されているが，”a1”プリミティブがロックされた後なので，”al．y”上でキャリアは値”1”の滞在してい
る．もし”d3．　x”の値が返却されたとしたら，”a1”のロックが解除されて”al．　x”上のキャリアも返却され，
次に”a1．y”の経路がロックされでp2．　x”の経路が検出されることになる．
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図5．12APECシミュレータ
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5．4．議論
5．4．1．APECモデルの特徴と優位性
　この節では，APECモデルの特徴をまとめて，それらの特徴が持つ利点について述べる．また，　APEC
モデルが類似の概念を持っ他のモデルと比較して優位性がある点についても述べる．APECモデルの主要
な特徴は次の通りである．
1）ビットレベル並行計算は図式的で自然に表現される
2）同期と演算はキャリアの概念によって簡潔に統一的に表現される
3）双方向通信を単純に表現できる
4）3端子と高々4ルールを持っ単一形式の演算素子の結合によって，一般的に良く使われる意味のあ
　る演算（データ処理）を表現できる
APECモデルの優位性はこれらの特徴に強く関連している．本モデルの記述能力と表示はデータフロー型
モデルと類似性があるので，これらのデ・一一一一タフロー一モデルと比較した優位性について議論を行う．
　1）の特徴はデータフロー型モデルと共通であり，どちらのモデルも図式的に表現できる．しかしなが
らAPECモデルは，キャリアの位置とビット値をネットワーク状態としてより厳密に表示できる点にお
いて他のモデルよりも優位性がある．
　2）と3）においては，本モデルは十分な優位性を持つ．データフロー型モデルの演算要素は単方向ポー
トを持ち，演算プロセスはデータの生成と消費によって進行する．従って，通知信号はそれ専用のトー
クンと経路によって表現されることになる．しかし本モデルでは，そのような通知信号はデータ送信後
の返却キャリアによって簡潔に表現できる．さらに，双方向通信はその同期機構の特別な使用方法であ
るため，同様に簡潔に表現可能である．ここで重要な点としては，同期と双方向通信を用いる場合は，
APECによる設計はデータフローモデルによるシステム設計と比較して複雑さを軽減できるということ
である．さらにビットレベルプログラムは，本モデルの使用によってより直感的に容易に作成可能にな
ることがいえる．
　ここで，例を使用して比較することにする．APECのプリミティブに対応する単方向素子による接続の
直感的なイメージは，図5．13の上側に示されている．3つの端子を使用する”WAIT”プリミティブは全
ての端子を入出力のために使用するので，その機能に対応する単方向接続型部品は，入力と出力合わせ
て合計6個のインタフェースが必要となる．”RSEL”プリミティブに対応する単方向接続も同様である．
一般に，キャリアの概念はデL－・・一タ転送と通知信号の両方に使われるので，同期に使用するプリミティブ
対応する単方向接続は，より複雑さとインタフェース数を増大させてしまう．言語仕様で提供される接
続線の結束機能を用いれば，見かけ上のインタフェース数を減少させることはできるが，基本部品は振
る舞いを実装するために，結束されていないインタフェースを扱わなければならないので，システム全
体としての複雑さが減少するわけではない．
　4）の特徴は，主にモデルの実装に関連したものである．各演算素子の振る舞いは定義されたルールの
みに依存するので，一様な形式の演算素子は非一様な形式の演算素子と比較して単純で容易に実装可能
である．例えば，他のモデルでは個別に定義される複製と経路結合の演算素子でさえも，この一様形式
の枠組みで定義できる．さらに，一様形式の演算素子で構成されたネットワークは，細粒度の均一な並
行性を持つ．そのため，そのようなネットワークは，データフローモデル上で構成されたネットワーク
と比べて，実際のシステム上での並行性を引き出すことが容易であるといえる．
Untdirectional日ements
or
APEC　primitives
（a）WArr　primitive
　　　X：
　WAIT
y：　　z：1
or←
（b）RSEL　primitive　y：1
図5．13　単方向計算素子とAPECのプリミティブの複雑さの比較
→
X：
RSEL
z：1
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5．4．2．他の並行計算モデルとの関連
　APECモデルは，ビットレベル計算を指向し，それに最適化された図式的で並列な計算モデルである．
他の図式的並行計算モデルとしては2章で言及されているように，ペトリネット［16］［17］，及びデー
タフロー類似モデル［10］［11］［12］［13］［14］［15］がある．ペトリネソトは，固定のプレースからい
くつかのトークンを取り去って別のプレースに追加することによって並列システムを表現するために
使われる．このモデルは並行に動作するプロセス間の同期を表現するのに適しているが，データ値によ
る計算を表現するためには，いくつかの拡張を必要とする．従って，並行計算のためにペトリネットを
基礎とした派生モデル（色つきペトリネットなど）が提案されている．しかしながら，互いに独立に動作
するビットレベル演算素子を表現するためには，多くの拡張と制限が必要である．
　データフロー類似モデルは，命令レベルの並行計算を自然に表現できることが特徴である．そのため，
それらのモデルを基礎とした多くのVPL［18］［19］［21］［22］［28］［29］が研究・開発されている．3
章でも述べたように，APECモデル以前の研究成果であるVPL　A－BITS［36］［37］もデータフロー類似モ
デルを基礎とするVPLの一つである．同様に類似のモデルを基礎とした言語として［38］［39］があるが，
この言語は汎用言語にストリーム計算と部品化の概念を追加したものである．他のデータフロー類似
VPLと比較するとよりストリーム計算を指向した言語であり，またVPLというよりはむしろテキスト言
語に図式表現を導入したシステムである、データフロー類似モデルは通信路がストリームではないデー
タフロー型モデルと，通信路がストリームであるプロセスネットワーク型のモデルの両方を含むが，こ
れまでに開発されたVPLはデータフロー型を基礎とするシステムが多い．
　これらのデ・一一一一タフロー類似モデルは，データの流れと暗黙的な並列性を表現するのに適しており，デ
ータストリーム使って機能レベルの部品群を結合することによって作られるプログラムに，しばしば利
用される．しかしながら，同期のための個別の単方向接続はプログラムの設計をより複雑にしてしまう
ため，ストリーム指向のプログラムには必要とされない並行プロセスの頻繁な同期は，これらのモデル
を基礎としたシステムで行うことは困難である．それゆえこれらのモデルを採用するVPLの中には，同
期を取るための特殊な方法を提供しているものもある．例えば，Prograph［21］では制御フロー型プロ
グラムでの直列実行をエミュレートする「シンクロリンク（synchro－1ink）」と呼ばれる機構を提供して
いる．データフロー型言語の特徴の一つであるデータ到着依存型の実行では問題がある場合に，強制的
に順序を指定して実行するという使い方を前提としている．一般にこのような特殊機構は，ビットレベ
ル計算で頻繁に用いられる多数の部分での同期は想定されておらず，またその振る舞いはモデルのレベ
ルでは実現できないので，結局のところ言語仕様に強く依存することになる．言い換えると，モデルの
枠組みを超えた例外的な動作機構であるためモデルベースのVPLの仕様としては好ましくない．
　APECモデルは「解釈されないデータフローグラフ」［15］と最も類似性があり，このモデルは単方向
計算のためのプロセスを結合した静的（固定的）なネットワークを表現する．しかしながら，APECモデル
は，キャリアの概念と一様な演算素子を用いた双方向通信を行うという点において明確に異なっている．
プリミティブと呼ばれるルールベースの演算素子とキャリアによる計算は，同期と通信を統一的に表現
できる．キャリアの送信と受信の過程を通してハードウェアシステムで頻繁に用いられる「クロック信
号」の概念をエミュレートできるので，この特徴はビットレベルプログラムの開発により適している．
実際に，後の例題で説明する「簡単な4ビットコンピュータ」の”Controller”部品は，この送受信の過
程をクロック概念の代用として使う設計を行った．さらにキャリアを用いた単一経路での双方向通信は，
単方向通信路2本を用いるよりも端子の個数を減らすことができるので，多くの種類のビットレベルプ
ログラムを単純で簡潔に表現可能である．
Actorモデルと呼ばれる並行計算モデル［2］［3］［4］は，メッセージを使って機能部品レベルのプロ
セスによる計算を行う非図式的なモデルである．このモデルはオブジェクト指向プログラミング及び大
規模な分散システムの設計への応用に適している．しかし，キャリアの概念は消失することなく永続的
に存在しプリミティブの状態変数にもなりうる点においてメッセージの概念とは異なる．また，プロセ
ス代数と呼ばれる非図式的並行計算モデル［5］［7］［8］［9］もあり，形式的仕様記述及び並行プロセス
の分析に適している．これらのモデルがAPECモデルと異なる点は，代数的演算を使った機能レベルの
プロセスの操作による明示的な並行性を表現することである．デジタル回路エミュレータなどのような
多くのビットレベルプログラムは，論理素子群によって表現される暗黙的並行性を持つので，　この特
徴はビットレベル計算には適していない．
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5．4．3．コンピュータ・アーキテクチャーとの関連
　ビットレベル計算モデルの研究とは直接関係ないが，最近では動的再構成可能な細粒度並列コンピュ
ータアーキテクチャに関する研究［43］［44］［45］［46］が盛んに進められている．データフローモデル
はPlastic　Cell　Architecture（PCA）［47］上に実装した例も存在し，またデータフローモデルのための
専用の再構成可能アーキテクチャー［48］も設計されている．これらと同様に，一様な形式の演算素子
と固定サイズはデータフロー類似モデルよりも大規模な細粒度並行性の最適化に適しているので，これ
らデータフローモデル同様これらの分野の研究に結びっく可能性がある．これは，プリミティブのルー
ルの1つは12ビットのデータとしてコード化できるため，プリミティブが持つ1つのルール表は48ビ
ットデータに符号化できるからである．さらにキャリアによる接続は，PCAで採用されているようなパ
ケット転送網として実装してエミュレートすることが可能である．
　細粒度なアーキテクチャと本モデルが結びっくことによって，例えばプロセッサのアーキテクチャを
プログラムとして扱うこと（アーキテクチャ・プログラミング）が可能になる．これによって，DSPなど
の特定用途に最適化された専用プロセッサ，ストリーム処理に最適化されたプロセッサ，コアを複数並
べたマルチコアプロセッサなどをプログラムとして読込・開放することが可能になり，コンピュータの
構造に柔軟性を持たせることができる．APECモデルは論理素子に比べて直感的に扱うことが容易である
ため，直接アーキテクチャをプログラミングするのに適している．これは従来の論理回路による再構成
よりも，開発期間及びコストを削減できると考えられる．また，配線遅延などの物理的な概念と切り離
すことができるので，構成情報を完全にソフトウェア的に扱うことが可能になる．
5．4．4．計算能力について
　静的データフローモデル［12］［14］では，非一様形式の固定機能部品によって構成された固定的なネ
ットワークが構成できるが，それらのモデルで使われる単方向演算素子に対応する部品は，APECモデル
上でプリミティブまたは部品として個別に定義できる．従って，APECモデルの計算能力と記述能力はそ
れら静的データフローモデルのそれに最も近いといえる．他の側面からは，1つのAPECネットワークの
全体状態は有限数しかないため，その計算能力自体は有限状態機械のそれと同じであるといえる．言い
換えると，キャリアの個数の増減はなく，さらにキャリアが持つ値も2値であるため，キャリアが持つ
値の組み合わせと，キャリア状態の組み合わせの積が全体状態数となる．しかしこれは一般に，組み合
わせ爆発によって膨大な数になるため，有限数であるから解析が容易であるというわけではない．ただ
し，データフロー型モデルの中でもタグ付トークン型や再帰関数と同等の機能を提供する動的な要素を
持つ計算モデル［14コは状態数が無限に増大するので，それらと比較すると解析は容易であるといえる．
特に，ごく小さい規模のネットワークにおいては，総当りのアルゴリズムでも動作の安全性への検証が
できる．
　一般に多くの計算モデルでは，チューリングマシンと同等の計算能力を持たせるために，概念的に動
的な要素を含んでいる．チ＝・・’一リングマシン自体は，メモリ容量に制限がないことを前提としてメモリ
領域を操作する動作を有限状態機械として定義することで，「有限の定義で無限の計算を行う」ことを
実現している．それは論理型モデルやλ計算などの直列モデルに加えて，並列モデルでもπ計算や否定
条件を持っペトリネットなどはそのクラスの能力を持つ．2次元のセルオートマトンモデルでは，ライ
フゲームのルールを持っ制限のないセル空間上でチューリングマシンを構成することによって，能力の
等価性が証明されている．関連研究で述べたVisulanシステムも同様に，チューリングマシンのシミュ
レーションによって暗黙的に等価性を証明している．能力等価性の証明にはお互いにエミュレート可能
（双模倣）でなければならないが，これらのシステムのプログラムはコンピュータ上で実行されているの
で，それは暗黙的に行われていることになる、
　APECモデルはこれらのモデルとは異なり有限状態の計算しか定義できないが，現実世界で実現可能な
並列システムを構成するための枠組みとしては十分な能力を持つといえる．例えば，チューリングマシ
ン（あるいはRAM）を基礎とする逐次型コンピュータ，及びそれに接続されるメモリは全て有限の論理素
子によって構成されているため，本モデルで記述可能である．また，前節で述べた再構成可能システム
のコンフィギュレーションは外部からの命令で行われるが，APECネットワークも同様の機構によって構
成することが可能である．もし素子が動的に増加する概念，あるいはキャリアが増加する概念を持つ場
合は領域確保という本質的なオーバーヘッドを伴うため細粒度並行性による高速計算で得られる恩恵
は静的なモデルに比べて相対的に小さくなる．これらのことから，静的モデルは計算能力の点からは不
利であるが，検証可能性や実装面での高速性という点においては有利であるといえる．
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5．5．例題APECネットワーク
この節では，APECモデルの例題アプリケーションとして，2つのネットワークを紹介する．これらの
例題は，複雑なシステムをAPECモデルを用いてシンプルに設計することができることを示している．
また，これら例題ネットワークの設計を通して，本モデルの優位性について述べる．
5．5．1．2状態4近傍セルオートマトン
　ここで紹介する例題ネットワークは，2状態4近傍セルオートマトン（CA）をシミュレートするもので
ある．セルオートマトンは，状態を操作するための共通のルールセットを持っ「セル」と呼ばれる格子
状に整列されたオートマトンを用いて並行計算を行うモデルである．セルは近傍セルの状態と自身の現
状態によって，自身の状態を変更する．ルールセットはこのセル近傍の状態と自身の状態を引数として，
自身の次状態を写像する関数として表現される．図5．15は「fredkinルール」を持つ2状態4近傍セ
ルオートマトンの状態遷移を示している．このfredkinルールでは，次状態のセルはノイマン近傍の状
態（縦横上下）と自身の状態のEXOR演算によって決定される．何回かの遷移の結果として，格子領域上
のパターンが4方向に複製された形で現れる．図中の格子には，”A”の文字が4ステップ後に4方向に
複製されているのがわかる．
　図5．16には，このルールを持つCAのセル（a）とそのセルを用いた4×4セルのAPECネットワーク（b）
が示されている．（a）は外部インタフェースとして”Tr”（Trigger），”W”（West），”N”（North），”E”（East），
”S”（South）があり，その接続は破線で表示されている．”Tr”はトリガー信号の入力用であり，これはマ
スターセル（最初にクロックとしてのトリガーキャリアが入力されるセル）の”STR”プリミティブで構成
された直列カウンタ型トリガー信号発生器に接続される．残り4つのインタフェースは，ノイマン近傍
として隣接するセルへ接続される．図中（a）の”＄VAL”は，その部分に図中（b）の破線部で定義された値が
設定されることを意味する．例えば，中央に”1”が表示されているセルの”＄VAL”，つまり”e4．　y”上のキ
ャリアの値は”1”となる．
◆　特殊プリミティブの動作
　このネットワークで使用されている特殊プリミティブとして，”TRC”（TRigger　Controller）プリミテ
ィブ，”ATRC”（Asy㎜etrical　TRigger　Controller）プリミティブ，”STR”（Sequential　TRigger）プリミテ
ィブがある．これらのプリミティブは他のセルとの同期を取るために使用され，その動作は図5．14に
示されている、”TRC”プリミティブの動作（図中（a））はまず，”x”と”y”のどちらかの端子からキャリアが
受信されると，その端子をロックして”z”からキャリアを出力する．そして，”z”上にキャリアが返却さ
れたときにロックされていない端子にキャリアが到着していれば，”x”と”y”の両方のキャリアを返却し
て初期状態に戻る．キャリアが到着していなければ，到着するまで待ち続ける．このプリミティブの機
能を簡潔に述べると，トリガー信号を出力すること，及び2つのキャリアを待ち合わせることである．
　”ATRC”プリミティブの動作（図中（b））は，”TRC”プリミティブを少し修正したものである．具体的には，
端子”x”上からキャリアが先に入力された場合は，返却フェーズで2つのキャリアを待ち合わせない点
において”TRC”プリミティブと異なる．従って，このプリミティブは2つのモードを持ち，”y”上からキ
ャリアが先に入力された場合は”TRC”プリミティブと同じ動作になり，”x”端子から先に入力された場合
は，単に”x”端子に接続された経路をロックするだけである．
　”STR”プリミティブ（図中（c））は，直列カウンタ型トリガー信号発生器の構成するために必要な部品で
ある．具体的には，直列カウンタの1ビット分を構成する．”y”端子上の滞在キャリアが直列カウンタ
のビット値として働く．”x”端子は入力端子で，下位ビットの”STR”プリミティブが繰り下げを要求する
ときに上位ビットのこの端子に”z”端子から値”0”を出力する．従って，下位ビットプリミティブは”x”
端子を上位ビットプリミティブの”z”端子に接続することになる．最上位ビット用プリミティブの”z”端
子には滞在キャリア”0”を設定し，最下位ビット用プリミティブの”x”端子には，トリガー出力先の端子
を接続する．最下位ビットの”x”端子にキャリアがある場合に，”y”端子の値を”1”から”0”に設定するこ
とで値が1減算されるが，既に”0”である場合は上位ビットの減算を行うために”z”端子からキャリアを
出力する．上位ビットがキャリアの減算が行うと”z”上のキャリアを返却し，下位ビットはその返却を
トリガーとして”y”端子の値を”0”から”1”に設定して”x”端子からトリガー信号を出力する．もし最上位
ビットが”0”でかつ”z”端子上に”1”のキャリアがある場合は，適合するルールが存在しないので，動作
が停止してトリガーが出力されなくなる．
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図5．14特殊プリミティブの動作
◆　ネットワークの動作
　図5．16中のネットワーク（a）は，（b）のセルの1つの内部構造であるが，その基本動作は自身の状態
を近傍のキャリアに送信すること，及び近傍に接続されたインタフェースからキャリアを受け取り，
EXOR演算を行うことの2つである．マスターセルは”Tr”が4ビットの直列カウンタ型トリガー発生器に
接続されており，ここからトリガーを受けとって”E”と”S”からキャリアを送信する．この動作は，トリ
ガーキャリアが”a1．y”に到着し，”al”の遷移によって出力されたキャリアが”n3．　y”に到着，そして”n3”
の遷移の結果として”n3．　x”で待機していたデータが複製器群に出力され，”E”と”S”からキャリアが送信
されるという経過となる．このとき，”W”と”N”の経路は”RET”プリミティブが受信フェーズであるため，
複製器群からの送信キャリアは待機する．このキャリアが送信されるタイミングは，”W”と”S”からキャ
リアが到着したときである．”W”と”N”からキャリアが到着し，”E”と”S”からキャリアが返却されると，
EXOR演算子群への入力が全て揃うので，それらと自身の現状態である”e4．　y”上のキャリアの全てのEXOR
演算結果が次状態となる．次状態値は”d4”によって”e4．　y”上のキャリアと”d4．　z”上のキャリアに複製さ
れて，1ステップの動作が完了する．
　通常セルがマスターセルと異なる点は，”Tr”からのトリガーではなく，”W”あるいは”N”の信号が”t1”
プリミティブへの到着によって送信されるトリガーで動作が開始することである．これは図中（b）を見
るとわかるように，通常セルの”Tr”端子は使用されていないためである．セルの4方向のインタフェー
スは通常隣のセルに接続（”W”から”E”，”N”から”S”）されているが，端のセルはそれぞれ反対側の端のセ
ルに接続されており，トーラス構造となっている．この構造は，ト・一一・ラス平面を表現することに加えて
全てのセルにトリガーを伝播させる役割を果たしている．全てのセルは必ず近傍セルの前状態を更新す
るので，時間的には非同期的な動作であるが全体の動作は同期的である．
　4っの”STR”プリミティブは，直列カウンタ型トリガー信号発生器であるが，”s4”を最上位ビットとし
て”1000”っまり8が設定されている．従って，この発生器は”1000”が”0000”になるまで合計8回トリガ
ーを送信する．図中（b）のネットワークが実行を開始すると，まず”s1”が遷移して”z”上のキャリアが
”s2．　x”に向けて送信される．次の”s2”がこれを受け取ると同様に遷移し”s3”へ送信，そして”s3”から
”s4”へ送信し，”s4．　y”が”0”になって”s3”に返却される．下位ビットのキャリアはそれぞれ”y”を”1”に
して返却し，最終的には”s1．x”からキャリアを出力して1トリガーの出力が完了する．
? ? ? ?
図5．15Fredkinルールを持つセルの状態遷移
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図5．16　Fredkinルールを持つセルのAPECネットワークによる実装
5．5．2．簡単な4ビットコンピューター
　例題ネットワークとして「簡単な4ビットコンピュータ」を設計した．その設計図は図5．18，図5．19
及び図5．20に示されており，システムの仕様は次の通りである．
1）レジスタとしてアキュムレータ（ACC），フラグレジスタ（FR），インストラクションポインタ（IP）
2）16語×4ビットメモリ搭載
3）アドレスポート，データポー・一一Lトともに4bit幅
4）演算命令として加算（ADD），減算（SUB），比較（CMP）
5）条件分岐命令として正数分岐（JpL），負数分岐（JMI），零分岐（JZE），無条件分岐（JMP）
6）メモリ操作命令としてメモリ読込（LD），メモリ書込（ST）
7）その他の命令としてプログラム停止（HALT）
81
◆　部品化のための表記法
　複合的ネットワークとそれらの接続を表示するために，ここでいくつかの表記法を導入することにす
る．まず，矢印は結束された接続を意味し，矢印の方向は意味のあるデL－・一・タの流れ（デフォルト値の流
れ以外）を示している．端子またはインタフェースに接続される線は，単一接続を表示している．矢印
または線に接触する太線は接続を結束し，またそれは接続配列を表示する．それから，その太線の近く
にあるブラケット”［］”によって囲まれている数字は，接続の個数と接続配列の先頭を示している．接
続配列内の位置は，線が接続された太字の位置の並びに依存する．
　図5．18及び図5．19は，4ビットコンピュータのシステムとそれに使用されている部品を示している．
”Mem”及び”Mem4”部品で使われている”Mem〈＄0＞”のような記述は「パラメータ書式」と呼ばれ，配置時に
個別に値を設定できることを意味する．配置時の”Mem〈0011＞”のように個別に値を設定した記述は「パ
ラメータ指定」と呼ばれる．書式内の”＄”で始まる文字列は「変数」と呼ばれ，配置時に設定された値
に置き換わるものである．”Mem＜＄3＞”のようにパラメータ指定に上位部品の変数を指定することもでき
る．その場合は伝播して確定した変数の値が指定値となる．例えば”＄3”が”0”ならば”Mem〈0＞”である．
　図5．20は4ビットコンピュ・一一’‘タで使用されている”Controller”部品のネットワークと，それがデコ
ードできる命令コードを示している，図中下の命令コード表にはニーモニック，対応する命令コード，
それからその命令のデコードによって出力される制御信号が表示されている．表中の制御信号部の”〈〉”
で囲まれた表記は，1回のフェーズで出力される信号のインタフェースを示している．インタフェース
名に””がついている場合は”0”が，そうでない場合は”1”が出力されることを意味している．また，
”〈a＞〈b＞”のように連続した括弧の場合は，2回のフェーズで命令の実行が完了することを意味している．
◆　特殊プリミティブの動作
　このネットワークでは特殊なプリミティブがいくつか使われているが，その多くは同期制御の機能を
兼ね備えている．”RD”プリミティブと”WR”プリミティブは，メモリ部品”Mem”へのアクセスを目的とし
て設計されたものである．前者はデータ取得用のキャリアを送信してメモリから1ビット値を読み込み，
後者は1ビットデータを載せたキャリアを送信してメモリに書き込む．どちらのプリミティブも，メモ
リへのコマンド（読み込みは”0”，書き込みは”1”）の発行と同時に出力することを前提としている．どち
らのプリミティブも，キャリアを送信後は”y”の経路がロックされるので「メモリからデータを取得す
るまで次の処理を待つ」というような動作が容易に実現できる．
　”FILT”プリミティブは，”x”端子からのキャリアの到着をトリガーとして，”y”端子上の滞在キャリア
で指定された値を出力する．言い換えると，”x”端子から来るデータを強制的に”y”端子で指定された値
にして出力する機能を持つ．このキャリアは”x”端子の経路をロックしないので，”Controller”部品中
の経路ロックの解除のためにも使用している．
　”SEQ”プリミティブは，連続する処理を行わせるためのトリガー送信器として使用される．その動作
はまず，”x”端子に到着したキャリアをトリガーとして経路をロックしてその値を”z”から出力する．そ
して，”z”にキャリアが返却されたら”y”から値”1”を持つキャリアを出力する．”y”にキャリアが返却さ
れると，”x”端子上のキャリアを返却してロックを解除する．この動作は”Controller”部品上で連続す
る制御信号を送信するのに使用されている．
　”RC　1”プリミティブは，値”1”を出力をして経路をロックする機能を提供する．”z”端子にキャリアが
返却されるとロックは解除される．”FILT”プリミティブと異なり”1”しか出力できないのは，ルール数
の制約のためである．
　　　　　　　　　　　　　　　　　　　　　　　　　■
　　　（a）RD　p・im比ive　　　　　！　（b）WR　p・imitive
●一●●●⇔●一●●●一一■一●■■一一一■●－ 秩|一一●一一一一■一一一●」●一一●一⇔一一■一一一一丁●一工一●一●●●●●●一●●一一一
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図5．17特殊プリミティブの動作
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◆　各部品の動作
　本例題ネットワークで使用されている部品のほとんどは，前節で紹介した機能部品またはその拡張と
なっている．例えば”BiSw2”は”BiSw”を2ビット経路に拡張したものである．”BiSw2－4”は”BiSw2”を4
経路に拡張したもので，選択信号も2ビットに拡張されている．このネットワークでは記憶部品として
”Mem4”部品を主に使用するため，そのアクセサとして”Rd4”及び”Wr4”部品が定義されている．これらは
”RD”と”WR”を4個並列にまとめた構成で，さらにコマンド出力も備えている．そのため，コマンド用イ
ンタフェー・一・・ス”req”は5ビット幅となっている．”dt”はデータ用のインタフェースであり，”Rd4”では読
み込んだデータを送信するため，”Wr4”では書き込みためのデータを受信するために使用される．
　”Add4”部品はオーバーフローを出力しない4ビットの加算器で，全加算器である”FAdd”3つと半加算
器である”HAdd”1つによって構成されている．”lnc4”部品は値を1だけ加算するためのもので，インス
トラクションポインタのインクリメントに使用される．内部構造は単に”Add4”の片方の入力に4ビット
値を設定しているだけである．”Cp　14”部品は4ビットの値の2の補数を取る機能を持ち，減算を行うSUB
命令に使用される．内部的には”NOT”プリミティブでビット値を反転させてから”Inc4”で1を加えた値
を出力する．
　”Mem”部品は1ビットの値を記憶するためのもので，その初期値はパラメ…一一一タ指定によって設定され
る．”Mem4”はこの部品を4個使用した4ビットメモリである．”Mem”部品のデータの読み書きは，”cmd”
とデータ用の無名インタフェースにキャリアを送信することによって行う．4ビットメモリへのアクセ
スは”Rd4”及び”Wr4”部品から行うことを前提としている．
　”FlagCmp”及U’”FlagGen”部品は4ビットフラグ値の演算のための部品で，演算命令及び分岐命令で使
用される．”FlagCmp”部品は分岐命令の条件部とフラグ値を比較して分岐が可能ならば”jmpt”から”1，
”jmpf”から”0”を出力し，分岐が不可能の場合はそれぞれ逆の値を出力する．”FragGen”部品は4ビット
値からフラグ値を生成する．フラグ値の下位1ビット目は零フラグで，2ビット目は負数フラグ，その
他のビットは常に0である．
◆　システムの動作
　図5．18のシステム設計図の左側の16語のメモリ配列は，このシステムのメインメモリである．実行
する命令コードはパラメータ指定で設定されており，メモリの左側に表示されているニーモニックが命
令コードに対応している．このネットワークの実行が開始されるとまず，”Controller”部品内の”CST”
プリミティブが遷移して，データ取得キャリアとipとnojmpの制御信号が出力される．　ip信号は，　IP
からデータを取得する”Rd4”部品に入力され，取得された値は複製されて，一方はアドレス選択信号と
してアドレスポートに送られる．選択されたアドレスからデータが取得されると，デー一・・タ取得用のキャ
リアが”Controller”部品に戻り，命令のデコードが開始される．命令のデコード結果に依存して，次の
制御信号と次のアドレス信号が出力される．一方，複製されたアドレス信号の残りは”Inc4”部品によっ
て1加算後にIPに書き込まれる．
　ADD，　SUB，　CMP命令は”Add4”部品を使うという意味で共通の命令であるが，　SUB及びCMPでは”Cp14”
部品によってオペランドが負数に変換される．そのため，”BiSw4”部品の選択信号として使用されるcpl
信号は”1”である．CMP命令は実際には減算を行うがACCへの書き込みは行わないので，”Gt4”部品にres
信号が出力され，書き込み用の計算結果が破棄される．インデックス指定の場合は，ref信号でデータ
ポートから読み出した値をそのままアドレスポートに流して，データポートにキャリアを送ることによ
って参照アドレスの値を取得する．
　メインメモリに登録されたプログラムは5から1までの値を計算する．15番地の値がカウンタとして
使われ，初期値は6に設定されている．計算結果は14番地に格納される．プログラムの流れを詳細に
説明をすると，まずLD命令で15番地の値をACCに読み込む．次に，　SUB命令でACCから1減算し，計
算結果が0であればJZE命令で13番地にジャンプするが，5なので次のST命令でこの値（ACCの値）を
15番地に格納する．次に”ADD［e］”命令で14番地の中の値を読みこんでそれをACCに加算する．このと
き，ADDのオペランドは参照指定なので，14ではなく14番地の中の値という意味になる．そして，次
のST命令でその値（ACCの値）を14番地に書き込む．次のJMPは無条件ジャンプなので，0番地にジャ
ンプする．そして再び同じ動作を開始し，JZE命令でジャンプするまで繰り返されることになる．　JZE
でジャンプする13番地は本来は”JMP　O”のオペランドであるが，メモリ領域の不足からHALT命令とし
ても使用している．HALT命令がデコードされると”Controller”部品の動作が停止するので，結果として
このネットワークの動作は停止する．このプログラムの実行結果，つまり14番地の値は5＋4＋3＋2＋1な
ので15になり，カウンタとして使用された15番地の値は0になる・
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◆　”Controller”部品の動作
　”Controller”部品は，命令をデコードして制御信号を生成する制御装置としての役割を果たす．命令
コードのデコードは，双方向経路選択器である”BiSw”によって行われるが，この部品の双方向機能は経
路のロックのために使用される．論理回路によるコンピュータの設計では，クロックに同期して出力さ
れる制御信号が変化するが，APECモデルによる設計ではクロックを使用しないため，クロックに代わる
同期機構が必要である．経路ロックによって，送信した制御信号キャリアが全て返却されるまで”Rd4”
部品にキャリアを返却しないため，”CST”プリミティブにも返却されず，結果として次の命令の読み出
しは行われない．全てのキャリアが返却されたとき，”CST”プリミティブは次のキャリアを出力するた
め，この動作はクロック毎に制御信号を出力するグローバルクロックによる動作をエミュレートしてい
るといえる．同期式論理回路のようにクロックキャリアを用いた設計も可能であるが，タイミング制御
のための門プリミティブが多数必要となることや，クロック毎に全ての部品が演算を行うことなど，無
駄な処理が多くなるという問題がある．
　図5．21は，ADD命令（コードは1010）がデコードされた時の”Controller”部品内の状態を示している．
灰色で表示されている部分は使用されていないことを意味する．ADD命令はコードの最初が”1”なので，
最初の”BiSw”の選択信号は”1”となり，残り3ビットが制御信号を出力する部品へとデータが送られる．
制御信号インタフェースまでの全ての部品はロック機能を持っので，経路はロックされている．
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図5．21”1010”の命令のデコードでロックされた経路と部品群
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5．6．評価と考察
5．6．1．評価
　モデルの評価として，ここでは例題ネットワーク（簡単な4ビットコンピュータ）の設計結果を5．4．1
で挙げた特徴に対応させ，本モデルの優位性を述べることにする．また，ビットレベル並行計算のため
の既存モデルはほとんどないため，類似性のある一般モデルも比較対象に含めて評価を行うことにする、
　まず，1）の特徴に関しては，例題を見るとわかるようにAPECモデルにおけるビットレベル演算は図
式的に自然に表現されてことがわかる．プリミティブの接続は暗黙的な並行性を表現するので例題コン
ピュータシステムの設計は，論理回路による設計と類似性がある．このことは，本モデルがハードウェ
アエミュレーションを含むビットレベル並行計算に適していることを暗示している．一般にビットレベ
ルプログラムの振る舞いはC言語やHDLなどのテキスト言語によって記述されるため，その動作の理解
や開発は簡単ではない．ハードウェア設計のためのCADシステムはデジタル回路を図式的に表示できる
が，論理回路モデルは直感的に設計することが困難なため，それらのシステムがビットレベルプログラ
ムに適用されることはほとんどない．デ・一・一一・タフロー型モデルによってデジタルシステムの記述を目的と
するVPLもあるが，　APECモデルはビットレベル表示に最適化されているので，それらの言語のモデルよ
りも厳密なビットレベルスナップショットを自然に表示できる．
　2）の特徴に関しては，例題のコンピュータシステム内の”Controller”部品は，多くの部分でデータ転
送機能を含んだ同期機構を使用している．これはキャリアの概念がデータ転送と同期の両方を統合して
いるからであり，このような設計は他のモデルでは容易ではない．このような複雑な振舞いを持つ部品
は，他のモデルのプログラミングスタイルでは直接的に設計することが困難である．一般に，そのよう
な部分は状態遷移機械のような良く知られたモデルで設計された後に変換される．しかしながらAPEC
モデルでは，キャリアの移動をイメージすることによってそのような部分の直接的な設計と開発を容易
にすることができる．
　3）の特徴に関しては2）に関連しており，キャリアの概念は単方向通信の2つのストリームを統合して
いる．この機構はメモリ部品のインタフェースと経路調停のために使われており，メモリに対する読み
書きは，送信と受信のためのポートの共有によって簡潔な表示が可能である．この機構はさらに，キャ
リアの到着が部品内の演算開始のトリガーになるので，クロックサイクル機構の代用として使うことも
可能である．一般的なデータフロー型VPLでのこの機構の設計は，2倍量の単方向経路を持つプロセス（入
出力のための）が必要であるため，APECモデルを使用した場合よりも複雑になる．
4）の特徴に関しては，例題システムは一様形式の演算素子とその接続のみによって完全に表現されてい
る．この特徴は，決まった形のルール表によってシステムの厳密な振る舞いを表現を可能にしている．
さらに，ネットワークの大規模な細粒度並行性は，一様形式のプリミティブ群の独立な動作によって暗
黙的に表現されている．プリミティブとキャリアの振る舞いを実装するだけでだけでよいため，本モデ
ルを使用した実際のシステムの実装は類似モデルを使用した場合と比較してより単純にすることがで
きる．例えば，データフロー型モデルの個々の基底演算素子は，個々のプログラム（あるいは回路）によ
って実装される必要がある．
5．6．2．考察
　APECモデルが，ビットレベル計算，特に論理回路によって設計されたシステムの記述に適合している
ことは十分に示されたといえる．しかし本モデルはビットレベル「並行プログラミング」のためのモデ
ルであるため，これだけでは不十分である．汎用逐次型言語では共有プログラムとして「サブルーチン」
が頻繁に利用されるが，ビットレベル並行計算においてこれが利用できれば，計算資源の大きな節約に
貢献すると考えられる．特に，一度しか使用されない大規模な部品が多数配置される場合は，それを1
つの共有する部品として配置することが望ましい．本モデルではこれを”Arbiter”部品によって実現し
ている部分があるが，この部品自体が多くの資源を必要とするので理想的ではない．従って，このよう
な機構を導入した改良モデルの考案は，今後の課題の一つである．
　本論文では，一様形式プリミティブの組み合わせによって，全ての非一様形式の双方向通信部品が構
成できることを厳密に証明していないが，例題システムの設計によって，導入されたプリミティブ及び
複合ネットワークは実用的な機能を表現する能力を持つことが示されている．特に例題システムの設計
は，APECモデルが少なくとも解釈されない（静的な）デV－一一Eタフロー計算を記述するのに十分な能力を持つ
ことを示している．しかしながら，理論的に厳密な証明を与えることは，本モデルがどのようなビット
レベルシステムの記述にも適合することを完全に示すために必要であり，今後の課題である．
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6．VPL　APECb　i　t　s
6．1．概要
　vPL　APEcbitsはAPEcモデルを基礎としたビットレベル並行プログラミング言語（vPL）である．　vPL
A－BITSと比較してビットレベルでのより厳密な表示を可能としており，よりビットレベル計算に最適化
されたプログラミング言語となっている．ビットストリームによる計算から，キャリアによる計算への
変更は，プログラムの並列化及び同期機構の簡潔な記述を容易した．また，APECシミュレータで導入し
したエッジ接続機構を取り入れることで，接続線の修正が容易になるなど，インタフェース面において
も多く点で改善されている．
6．1．1．VPL　A－BITSからの改善点
VPL　A－BITSと比較して，　VPL　APECbitsで改善されている主な点は以下の通りである．
1）APECモデルに基づくことにより，ビットレベル計算の基底計算が厳密に定義された
2）構造化端子と結束器の導入によって，ビット並列演算を簡潔に表現できるようになった
3）パラメータ書式の導入により，定数出力部品などの同型で初期値のみが違う部品を同一の定義で扱
　えるようになった
4）無線エッジ機構の導入により，VPL　A－BITSやデータフm・一一一型言語の問題点の一つであった線の交差
　による複雑さの問題が解決された
5）デバッグ機能の提供により，実行状態の表示とブレークポイントによる停止が行えるようになった
　1）の点についてはまず，A－BITSの状態遷移型基底部品よりも原始的な演算素子を定義できるようにな
った．このことはA－BITSよりも設計の柔軟性がより高くなったことを意味している．またAPECモデル
の特徴であるビットレベル状態の詳細表示が行えるようになり，プログラムの視認性が向上した．それ
から，厳密な計算モデルの採用がプログラム動作の実装依存性を完全に排除した．2）の点については，
A－BITSでは多ビット演算はビット直列で表現されていたが，データの一部を取り出すことやビット幅変
換が難しいという欠点があった．この改善によって，ビット並列演算で表現することでこれらの欠点が
解消された．
　3）の点については，例えば定数部品はビット幅毎に1つだけ作成すれば済むため，部品種の増加を抑
えることができる．これは部品化を基本としたプログラム開発の煩雑さを軽減することにつながる．さ
らに，整数形式のエンコ・一・一・ド指定が可能になったので整数定数の作成が容易になった．4）の点について
は，例えばコンピュータの制御部をプログラムする場合は，制御線が多数必要になり表示が煩雑になる
が，無線エッジを使用することで表示される線の本数を削減することができる．
　そして5）の点については，A－BITSではデバッグ機能を持たなかったのでコンソール出力により実行
結果を確かめる必要があった．この改善によって，デバッグのためのコンソール出力のための処理が不
要になるだけでなく，1）と関連して処理の過程をキャリアの位置によって詳細に表示できるため，デバ
ッグ効率の向上が期待できる．さらに，ブレークポイントによる停止機能は，特定の部分の動作を監視
できるため，システム全体のデバッグに高い効果を発揮する．
6．1．2．機能
APECbitsシステムで提供される主な機能は，以下の通りである．これらの機能に関する説明は，今後
の節で詳細に行う．
1）プログラム編集・保存
2）プログラムの複数選択・切り取り・貼り付け
3）プリミティブタイプ，部品タイプ編集・保存（タイプエディタ）
4）ノードID表示
5）転写エラーの詳細表示
6）実行状態表示（デバッグ機能）
7）ブレークポイントによる一時停止（デバッグ機能）
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6．2．言語仕様
6．2．1．構成要素とその役割
　ここでは，APECbitsの構成要素に関する説明を行う．　APECbitsではまず，　APECモデルの概念・表記
法としてプリミティブ，プリミティブ端子がある．それに加えて，前章の例題ネットワークの設計時に
導入した部品化表記法の多くが取り入れられている．構成要素の種類はノードとエッジに分類されるが，
ノードは多数あるがエッジは2種類しかない．プログラム作成は基本的にノードにエッジを接続するこ
とによって行われることになるが，エッジの片方は必ず接続端点としてのノードであるNoE（Node　of
Edge）に接続される．これにより，エッジの削除操作をノードの削除操作と同様に行うことができる．
　構成要素同士の接続は，エッジによる接続と接触による接続がある．エッジによる接続は文字通りエ
ッジをつなぐことによって接続が完成する．これに対して接触による接続はノードの配置時に親ノード
と共に配置されるかあるいは，配置位置に特別な指定をすることで行われる．次に，APECbitsの言語要
素とその説明を以下に示す．
◆　プリミティブ（Prim）
　APECモデルのプリミティブに対応するノードである．属性としてプリミティブ定義への参照を持っ．
プリミティブ定義はプリミティブ名と動作を定義するもので，プリミティブ定義ウィンドウによって編
集できる．Termの状態設定はPrimの配置時にプリミティブ配置ウィンドウで行われる．　Termとは接触
接続されるが，Prim配置時に同時にTermも配置される．
◆　プリミティブ端子（Term）
　APECモデルのプリミティブ端子に対応するノードである．属性としてキャリアの配置状態を持つ．キ
ャリア状態は行動状態（τ　rm，τ1．）と，キャリアが持つ値（0か1）によって決まる．　Primとは接触接続さ
れ，NoEへの接続は単エッジにより行われる．
◆　部品（Comp）
　部品化されたプログラムを別のプログラム内に配置するためのノードである．属性として部品定義へ
の参照と，パラメータ指定値を持つ．部品定義は，部品名とそのインタフェースを定義する．CTermと
接触接続される．パラメータ指定値はビットパターンに分解され，部品定義のパラメータ書式で指定さ
れたパラメータ変数群に配置される．パラメータ変数は内部のプログラムに初期値を伝播させるために
使用される．
◆　部品端子（CTerm）
　部品内への入出力を行うためのインタフェースである．属性として部品への参照と，部品端子名を持
つ．外部端子として配置された場合は，部品への参照は持たない．部品端子名は，選択ではなくテキス
トによって指定されるので，解析段階まで解決は行われない．Compとは接触接続され，　NoEへの接続は
エッジにより行われる．部品端子名指定が複合端子の場合は複エッジで接続しなければならない．
◆　結束器（Bundle）
　複合端子からの接続を単一の接続に分解するための役割を持つ．APECモデルの例題ネットワークでも
使用された横棒型のノードで，通常はノー一・・ドの左側にその接続配列の大きさが表示される．属性として
接続配列と基準位置指定（左か右）を持つ．接続配列の大きさは，対象となる接続群と完全に一致してい
なければならない．ノードの上部を北（North），下部を南（South）と呼び，双方から接続されるエッジを
ノードの左側（または右側）を基準とした位置関係によって接続の順序が決定される．その順序に従って
上部の接続と下部の接続が結合される．複エッジが存在する場合は推論によって最終的にサイズが確定
する．推論でも確定しない場合は転写時にエラーになる．エッジによりNoEと接続される．
◆　無線エッジ（WEdge）
　転写時に2つのエッジを1つのエッジに結合させるノードである．プログラムが線の交差で見づらく
なる場合での使用が想定されている．このノードが持つ属性はラベルのみである．同じラベルを持つ無
線エッジは2つ配置されていなければならない．このノードはエッジによりNoEと接続されるが，2つ
の同ラベルを持つ無線エッジに接続されるエッジのタイプは同一でなければならない．
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◆　コメントテキスト（Co㎜）
　テキストプログラムのコメント同じく，プログラムに注釈をつけるためのノードである．属性として
表示文字列とフォントサイズを持つ．表示文字列には改行や空白を含めることができ，複数行にわたる
コメントも表示できる．ノードの長方形領域内に文字列が表示されるが，横に表示される文字数は領域
内に収まるように自動的に改行される．フォントサイズはピクセル単位である．このノードにはエッジ
を接続できない．
◆　サブテキスト（SubText）
　TermとCTermに付随する端子名表示用のノードで，プログラム中では青い文字で表示される．　Term
に付随するSubTextは”x：0”のように「端子名：キャリア状態」の形式で表示される．　CTermに付随する
SubTextは，属性として指定された端子名を表示する．このノードにはエッジを接続できない．
◆　エッジ接続子（NoE）
　ノードとエッジを接続するために使われる特殊なノードである．エッジ接続モードで接続線を引くと
自動的に配置される．エッジの削除はNoEを削除することによって行われるが，　NoEのみを削除してエ
ッジを繋ぎかえる直線作成モードも提供されている．
◆　単エッジ，複エッジ（Edge）
NoEとノードを接続するための要素で，概念的にはキャリアの送受信経路を意味するものである．単
エッジは細い線で表示され，複エッジは太い線で表示される．複エッジはCTerm指定する端子のサイズ
が2以上の場合の接続に使用される．
図6．1はこれらの構成要素を視覚的に説明したものである．
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図6．1構成要素の視覚的な説明
6．2．2．プリミティブタイプ
　プリミティブタイプは，APECモデルのルール表に対応するものである．　Primはプリミティブタイプ
への参照を属性として持ち，転写時には参照するタイプ定義に従って実行実体にルール表が割り付けら
れる．プリミティブタイプの定義はテキスト形式で記述され，プリミティブタイプエディタで編集がで
きる．タイプリストを単独でファイルに書き出すこともでき，拡張子「・pt1」のファイルとして保存さ
れる．ファイル形式は文字コード”00”で終わるC言語のchar型の形式のリストである・タイプの定義
には説明文も付属させることができ，タイプエディタで定義と同様に編集できる・この節では・プリミ
ティブタイプ定義の文法について詳しく説明する・
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◆　BNF＃
　仕様を読みやすくするために，ここではBNFにいくらかの拡張を施した記法BNF＃を用いる．　BNF＃は，
A－BITSの仕様記述で用いたBNF＋＋を修正して個数制御を簡潔に記述できるようにしたものである．　BNF
では，〈文字列〉：：＝「右辺」の書式でメタ変数（〈文字列〉の部分）の中身が定義される．「右辺」の部分に
はメタ変数，演算子，終端記号の列（連接）を記述する．メタ変数が「右辺」に出てくると，定義した列
に置換される．BNF＃で定義した演算子は全て左側の1要素と結合する．演算をまとめて適用する場合は
括弧を使う．さらにBNF＃ではく文字列＞1〈文字列〉：：＝〈右辺〉の式が許され，それぞれのメタ変数は同じも
のに展開されることを意味する．
・O内の要素は1つの要素とみなされ，通常演算子の結合の制御に用いる．
・X［n］はn回の出現を表す．nに＊を指定すると0回以上，＋を指定すると1回以上，一を指定すると1
　回以下の出現を意味する．
・X［nt，n2，．．．ni］はn1回，　n2回，．．．n，回の出現を表す．
・X［n。1n－nma．］はn。in回からnma、回までの出現を表す．　nml，かn。。、に＊を指定すると下端または上端の制限
　は無いという意味になる．
・xlYは「または」の意味で，XかYのどちらかが選ばれる．［］よりも結合が弱い．
・｛文字列｝は文字列が指定する意味の文字集合を意味する．
・￥に続く文字（1，￥，（，），〈，〉，｛，｝，［，］，：）はその文字のエスケープを表す．
・￥rはCR，￥nはLF，￥sは空白を意味する．￥xxは文字の16進コードを表す．
◆　プリミティブタイプ定義の書式
　プリミティブタイプの定義は以下の通りである．プリミティブ名は最大4文字で，A～Zと0～9が使
える．ルールは”0：0：0→’1：1：1”のような形式で，「x端子：y端子：z端子」の順である．条件値が”＊”
の指定で無視される場合は，その端子の行動値も”＊”が指定されなければならない．改行コードCRLFは
エディタのテキストボックス内でエンターを押すと自動的に入力される．
〈ルール表〉：：＝〈プリミティブ名〉￥r￥n
　　　　　　〈ノレーノレ〉［1－4］
〈プリミティブ名〉：：；｛英大文字及び数字4文字までの文字列｝
〈ルール〉：：＝（〈条件値〉：）［2］〈条件値〉一￥〉（〈行動値〉：）［2］〈行動値〉￥r￥n
〈条件値〉：：＝Olll＊
〈行動値〉：：＝s［一］（o　l1）　1＊
※n回目に生成される〈条件値〉はn回目に生成される〈行動値〉に対応しており，
　n回目の〈条件値〉が”＊”ならば対応する行動値も”＊”でなければならない．
6．2．3．部品タイプ
　部品タイプは，1つのAPECネットワークを部品として定義するためのインタフェース定義である．Comp
は部品タイプへの参照を属性として持ち，転写時にはこの定義を用いて外部インタフェースが構成され
る．各部品タイプ定義は厳密にはプログラムを内部に持つが，タイプエディタで編集できるのはその外
枠としてのインタフェース定義のみである．部品タイプ定義リストはタイプエディタ上で，「．ctl」形
式のファイルとして書き出すことができるが，内部プログラムは書き出されない．これはプリミティブ
タイプリストが，全ての部品で共有されるためである．ここでは，部品タイプにっいて詳しく説明する．
◆　部品タイプ定義の書式
　部品タイプの定義は次の通りである．〈パラメータ書式〉と〈部品端子定義〉は，後に説明する定義を使
用するため，ここでは定義されない．〈ブラックボックス指定〉には”WH”か”BK”を指定されるが，前者は
ホワイトボックスタイプ（WHタイプ），後者はブラックボックスタイプ（BKタイプ）と呼ばれる．　WHタイ
プは内部プログラムが作成可能な通常の部品で，BKタイプはシステムに組み込みの部品を意味する．従
って通常，BKタイプ指定は使用されない．〈ブラックボックス指定〉の後は改行され，パラメータ書式の
指定部になるが，ここで”＊”を指定するとパラメータ書式を持たない部品となる．
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〈部品定義〉：：＝〈部品名〉￥：〈ブラックボックス指定〉￥r￥n
　　　　　　〈パラメータ書式＞1＊￥r￥n
　　　　　　〈部品端子リスト〉
〈部品名〉：：＝｛英小文字及び数字（1文字目以外）による文字列｝
〈ブラックボックス指定〉：：＝WHlBK
〈部品端子リスト〉：：＝〈部品端子定義〉（，〈部品端子リスト〉）［一］
※〈パラメータ書式〉及びく部品端子定義〉は後の定義を参照のこと．
◆　パラメータ書式の定義
　パラメータ書式の文法は以下の通りである．パラメータ書式は，”＄変数名［サイズ］”形式の「パラメ
ータ変数」の連続的な記述によって定義される．パラメv・一一‘タ変数とは，部品の内部プログラムに初期値
を伝播させるためのビットパターンである．パラメータ変数が生成するパターンサイズは全ての変数の
サイズの合計になる．パラメータ書式は，転写時にパラメータ指定によって直列なビットパターンとし
て展開され，内部プログラムのCompやPrimによって初期状態設定のために参照される．パターンの左
を先頭として配列の添え字の小さい順から割り付けられるが，変数名の前に”～”をつけると，その変数
は大きい順から割り当てられる．例えば＄V［3］なら0，1，2の順になるが，＄～V［3］なら2，1，0の順となる．
〈パラメータ書式〉＝〈パラメータ変数〉［＋］
〈パラメータ変数〉＝ボ［一］｛英大文字または数字（1文字目以外）の文字列｝
◆　部品端子の定義
　部品端子定義のための文法は以下の通りである．部品端子はC言語の構造体のようにテキスト記述に
より構造的に定義されるが，解析後は直列的な端子配列の形に展開される．部品端子のそれぞれの要素
は個数”［］”を指定するが，省略された場合は［1］と同じ意味になる．また1つの端子として扱う端子の
サイズは最上位の端子名1つの端子サイズとなる．例えば”out［3］”とした場合はサイズ1の3つの同名
端子となる．一方，”out［3］｛dt，　cmd｝”とした場合はサイズ2の3つの同名端子となる．端子名の前に”～”
をつけると入力端子，そうでなければ出力端子を意味する．”～in｛x，　y｝”の全ての端子は入力属性だが，
”～奄氏o～x，　y｝”は”in．　y”の部分は出力になる．つまり，”～”は端子属性のNOT演算を意味している．
〈部品端子定義〉：：＝～［一］〈部品端子名〉（￥［〈端子個数〉￥］）日（￥｛〈部品端子定義リスト〉￥｝）［一］
〈部品端子名〉：：＝｛英小文字及び数字（1文字目以外）の文字列｝
〈端子個数〉：：＝｛0以上の整数｝
〈部品端子定義リスト〉：：＝〈部品端子定義〉（，〈部品端子定義リスト〉）［一］
6．2．4．パラメータ指定
　パラメータ指定の文法は以下の通りである．パラメータ指定は，Compが持つ属性で，パラメータ変数
に割り当てるビットパターンを指定する．最初は2進モードだが”＋”で4進，”＊”で8進，”＃”で16進モ
ードに変更でき，”一”を指定すると元の2進モードに戻る．〈値〉で指定できる値はモードに依存する．〈
整数指定〉は「’＋12：8’」のような形式（例は符号付き8ビット整数の12）で整数ビット列を生成する．符
号を省略すると符号無し型整数とみなされる．〈文字列指定〉は「”ABC”」のような形式でASCIIコード
ビット列を生成する．通常はビット列は下位ビットから順に配置されるが”～”でモード反転して逆配置
モードになる．パラメータ指定がパラメータ書式のサイズより小さい場合は0で埋められるが，”！”を
指定するとモード反転して”1”で埋められるモードになる．
〈パラメータ指定〉：：＝（～1，1－1＋1＊1＃1！1
　　〈値＞1〈パラメータ変数参照＞1〈整数指定＞1〈文宇列指定〉）［＊］
〈値〉：：＝｛0～9，及びa～fまでの値｝
〈パラメータ変数参照〉：：＝＄〈変数名〉（￥［〈参照位置リスト〉￥］）曰
〈整数指定〉：：＝＝’（＋1－）［一］｛0以上の自然数｝：｛正数｝’
〈文字列指定〉：：＝”（｛ASCII文宇｝1￥￥｛00～ff｝i￥￥￥￥ll￥￥”）”
〈変数名〉：：＝｛英大文字及び数字（1文字目以外）の文字列｝
〈参照位置リスト〉：：＝〈参照位置〉（，〈参照位置リスト〉）［一］
〈参照位置〉：：ニ｛正数｝一｛正数｝1｛正数｝
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6．3．システム詳細
6．3．1．メインウィンドウとメニュー
　図6、2はAPECbitsのメインウィンドウの外観で，”Mem”部品が表示されている様子を示している．メ
インウィンドウには，左側にプログラム選択リストボックス，右上にエントリポイントとしてのプログ
ラムを指定するテキストボックス，中央にプログラム表示領域，そして下にポインタ位置を表示するス
テータスバーがある．プログラム編集のためのコマンドは，rEdit」メニューに含まれており，またプ
ログラムのスクロールは編集画面端のスクロールバーから行う．
　プログラム選択リストボックスは，部品タイプエディタで登録・編集できる部品定義リストと連動し
ている．新しいプログラムの追加は，部品タイプエディタで新しい部品タイプを登録によって行うこと
ができる．部品タイプには，中のプログラムが編集可能なWHタイプと，組み込み機能のため編集でき
ないBKタイプがあるが，　BKタイプを選択した場合は編集画面が灰色になって編集不能となる．
　プログラム編集領域内にはリストボックスで選択されたプログラムが表示され，「アクティブプログ
ラム」と呼ばれる．「Edit」メニューにある選択操作は，アクティブプログラムを対象として行われる
る．アクティブプログラムを含む読み込まれている全てのプログラムを保存するには，「File」→「Save」
を選択する．読み込まれている全てのプリミティブ定義，及び部品タイプ定義（プログラム含む）がファ
イルに書き出される．このほかにタイプエディタ上にも，プリミティブタイプ，部品タイプ（プログラ
ムは含まない）をファイルに書き出す機能が提供されている．
　エントリポイント指定テキストボックスは，プログラムを転写して実行実体を作成するときのルート
プログラム（最上位になるプログラムの実体）と，そのパラメータ指定を記述する．これは「エントリポ
イント記述」と呼ばれ，その書式は「部品タイプ名：パラメータ指定」である．
　・　・　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　汝・一　　　　　　　　＝．1gi凶?
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図6．2APECbitsの外観（メインウィンドウ）
　メインウィンドウにはいくつかのメニュー一一・があり，本システムの利用可能な全ての機能はメニューに
よって提供されている．そこで，次にそれらメニュー項目について詳細な説明を行う．
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◆　Fileメこニュー
　Fileメニューには，ファイルに関する操作のための項目がある．「New」を選択
すると，プロジェクトの新規作成の編集状態になる．デフォルトのプリミティブ
と部品，それからデフォルトのエントリポイントであるrMain」部品が登録され
ている．「Load」は以前保存したプロジェクト（ファイルのデフォルト拡張子
は．prg）をロードする．　m・一ドするとプリミティブタイプのリスト，部品タイプの
リスト，それからエントリポイント指定文字列が復元される．rSave」はプロジェ
クトをファイルに保存する．「Close」はプロジェクトを閉じ，　rQuit」でシステム
を終了する．
lF‖e　　Edit　　Preject　　W
図6．3　rFile」メニユー
◆　Editメこニュー
　Editメニューは，プログラムの編集のために必要な項目がある．「Selecting　Operation」内には，オ
ブジェクトを複製するための項目がある．「Cut」は選択オブジェクト群の切り取り，また「Copy」は選
択オブジェクト群のコピーを行いそれをクリップボードにコピーする．「Paste」はコピーしたオブジェ
クトの貼り付けを行う．「Delete」は選択したオブジェクトを削除する．「Clear　Clipboard」はクリッ
プボードを空にする．
　「Put　Node」内の項目は各種ノードを配置するためのコマンドであり，選択するとその項目がチェッ
クされ，その項目の名称のノード配置モードになる．また「Connect　Edge」内の項目を選択すると，そ
の項目の名称のエッジ接続モードになる．例えば「Primitive」項目を選択すると，プリミティブ配置
モードになり，編集ウィンドウ上でダブルクリックすることにより配置できる．「Single」は細い線で
表される非結束経路で，「Bundled」は太い線で表される結束経路である．接続モードでは，接続元ノー
ドから接続先ノードを絵を描くように左ボタン押しながらドラッグすることにより，NoEが自動的に配
置されエッジが作成される．
　「Delete　Node」を選択するとノード削除モードになる．編集画面上を左クリックでドラッグするこ
とにより，ポインタに接触するノードを削除することができる、両端の接続がNoEであるようなNoEを
削除すると，その両端のNoE同士の接続につなぎかえられる．一方，「Delete　Edge」を選択した場合は，
ノードと同時に接続されているエッジも削除される．
　「Show　NodeFrame」項目はノード枠長方形とNoEを表示するかどうか，「Show　NodelD」項目はノード
IDを表示するかどうかのチェック項目である．ノードIDは全てのノードには表示されず，デバッグに
必要なPrim，　Comp，　CTermの左上にのみ表示される．「Set　MapSize」を選択すると，編集画面（アクテ
ィブプログラム）の領域のサイズ（ピクセル単位）を変更するためのウィンドウが開かれる．
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図6．4　Editメニューとそのサブメニュー
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◆　Projectメニユー
　Projectメニューには，編集中のプログラムを実行するた
めの項目がある．編集中のプログラムを実行するには「Run」
か「Analyze」を選択する．「Run」の場合は単にプログラムが
実行されるだけだが，「Analize」を選択した場合は分析ウィ
ンドウが開いてデバッグモードになる．デバッグモードには，
ステップ実行やブレークポイントなどの機能が提供されるた
め，コンソールウィンドウの開かないプログラムのテストに
役立っ．「Stop」は「Run」で実行したときに利用可能で，プ
ログラムを停止して編集モードに戻るために使用する．
「Compile」はスタンドアロンプログラムファイルを出力する
機能であるが，現バージョンでは未実装である．「Execution
Mode」は実行方法を選択するための項目である．
i口國■■■■■■■
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図6．5Projectメニュー
◆　Windowメニユー一・－
　Windowメニューには，各種サブウィンドウを表示する
ための項目がある．「Primitive　Type　Editor」あるいは
「Component　Type　Editor」を選択すると，タイプエディ
タが開かれる．タイプエディタはモードレスなので，開
いた後でもメインウィンドウにアクセスできる．
「CTerminal　Type　Editor」は現バージョンでは実装され
ていない．「Message」項目を選択すると，メッセージボ
ックスが開かれる．
郎＿ReqEx　i　t
HAdd
FAdd
Add4
RDup2
⊂ompα献丁γpe　Editor
（Termbal　Type　Editor
図6．6Windowメニュー
◆　Helpメニニュー
　Helpメニューの項目の機能は，バ
ージョン情報を表示するウィンドウ
を開くだけである．現バージョンは
1．0となっている．
一1撫9悟 ▲ll■國ユ APECb　i　t　sVersi㎝　1．0
図6．7Helpメニュー
6．3．2．タイプエデイタ
　タイプエディタにはプリミティブタイプエディタと，部品タイプエディタがあるが，どちらも共通の
ウィンドウを使用している．図6．8はプリミティブタイプエディタの外観である．左側のリストボック
スには登録されているタイプが表示されている．中央上側の2つのテキスト表示ボックスには，現在リ
ストボックスで選択されているタイプの定義（左）とその説明（右）が表示される．図中のウィンドウには，
”AND”プリミティブの定義と説明が表示されている．
　中央下部の2つのテキストボックスは，タイプの定義（左）と説明（右）を作成するために使用される．
テキストボソクスに入力された定義と説明は，「Add」または「lnsert」ボタンでリストに登録する．前
者の場合は現在選択されているタイプの後に追加され，後者の場合は前に挿入される．何も選択せずに
「Add」ボタンを押すと，リストの最後に追加される．登録されているタイプの順序を変更する場合は，
「↑」「↓」で選択されているタイプを上下移動させることで行う．不要なタイプを削除する場合は
「Remove」ボタンで削除できるが，プログラム中で使用されているタイプは削除できない．削除された
タイプは，その定義と説明がテキストボックスに書き出される．削除せずに定義を書き出したい場合は，
書き出したいタイプを選択してからrTake」ボタンを押す．また，「Overwrite」は削除せずに定義を変
更するためのボタンである．rClear」は2つのテキストボックスをクリアする．ファイルに対してリス
トを読み書きする場合は「Save」rLoad」ボタンを押すと，ファイル名指定ダイアログが開かれる．な
お，rLoad」で読み込むときに重複するタイプが発見された場合は，そのタイプは読み込まれない．
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図6．8　プリミティブタイプエディタの外観
6．3．3．プログラムの作成と編集
◆　ノードの配置と修正
　ノードの配置はまず，「Edit」→「Put　Node」→「ノードの種類」を選択して，ノード配置モードに
する．その後画面上で，左ボタンをダブルクリックすることで原点が決まる．左ボタンを離さずに右ボ
タンを押す度に角度が（0→90→180→270）と変更される．サイズ変更ができるノードの場合は，原点確
定後に左ボタンを離さずに移動すると表示されている長方形サイズが変更される．左ボタンを離すと各
ノード編集のためのダイアログが表示されるので，各種属性値を設定して「OK」を押すとノードが配置
される．既に配置されているノードを修正する場合は，配置モードのままノード上でダブルクリックす
ると各ノードダイアログが開く．ノードを削除する場合は，「Delete　Node」か「Delete　Edge」を選ん
でドラッグすれば，ポインタに接触したノードが削除される．
◆　エッジの接続と修正
　エッジの接続はまず，「Edit」→「Connect　Edge」→「エッジの種類」を選択してエッジ接続モード
にする．そして画面上で，ペイントソフトで線を描くように左ボタンを押しながらドラッグすると，NoE
が配置されながらエッジの接続が生成される．図6．9は接続を生成された状態，及び曲線を修正して直
線にするまでの過程を示している．本システムでは，APECシミュレータと同様に適当に描いた接続から
NoEを抜き取って，線の形を整える機構を採用している．具体的には「Edit」→「Delete　Node」でモー
ド変更後に左ボタンドラッグで行える．「Delete　Edge」モードの場合は，ノードに接続されるエッジは
全て削除されるため，NoEを削除すると関連する接続も削除される．
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1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－一　　　　　　　　　一一一　　　　　一　　　一一一　　一l
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　　　　　　　　　　　　　　　　　図6．9接続の形の整形
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◆　プリミティブ配置
　プリミティブのサイズは変更できないため，位置と角度を設定して位置決定が完了する．配置決定後
は図6．10のようなダイアログが開かれる．右上のテキスト表示部には，左のリストボックスで選択さ
れたプリミティブの定義が表示される．プリミティブ端子の初期状態は「Terminal　States」の下のテ
キストボックスで設定する．矢印右側にはウィンドウで選択した”RET”プリミティブが配置された状態
が示されている．端子状態の書式はrX端子の状態：y端子の状態：Z端子の状態」となるが，パラメータ
指定も可能である．状態値として取ることが可能な値は”0”，”1”，”’O”，”Y，または”＄V［0］”のよう
な親部品のパラメータ変数を使った指定である．状態値として””（空白）または””（無し）にした場合は
キャリア無し端子，”＊”にした場合は端子無しを意味する．下の例では，x端子が””になっているので，
x端子にはキャリアが無い状態で配置されている．
????????????????????柏? ?
???? ??? ?
el［＝藍：コ　　darM・eI」
??嬬?
図6．10プリミティブ配置ウィンドウ
◆　部品配置
　部品設定ダイアログでは，左側のリストボックスで部品名を選択する．右上のテキスト表示部には，
リストで選択された部品の定義が表示される．図では”Mem4”部品の定義が表示されている．「Paramater」
のテキストボックスでは，パラメータ指定によって部品のパラメータ変数に値を設定できる、矢印の左
側のノード表示では，パラメータ指定値が”Mem4”のテキストの下に表示されているのがわかる．
Main
BK　Conso　l　e
BK　＿．ReqE×it
HAdd
FAdd
配d4RDup2
RDup4
Wr4
Rd4
Sw
Detector
Arbiter
Arbiterl－4
Arbiterl－6Arbiter4
Arbiters
Arbiter5－4
Arbiter5－8BiSel
BiSe12 一一11［EILJ
?
Merfi4
0111
図6．11部品配置ウィンドウ
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◆　部品端子配置
　部品端子の配置は，外部端子
の場合と通常の部品端子の場合
とでは操作が異なる．前者はノ
ードの無い領域上で配置位置を
確定するが，後者は作成した部
品端子に配置長方形を重ねるよ
うにして位置を確定する．
　右図は通常の部品端子の配置
として位置を確定後のウィンド
ゥである．上部のテキスト表示
部には，端子を配置する部品の
定義が表示されている．
「CTerminal　Name」のテキスト
ボックスで端子名を指定する．
?f
｝占em4
川11
図6．12　部品端子配置ウィンドウ
◆　結束器配置
　結束器は属性として「配列サイズ」及び「整列方
向」を持つが，前者を「Bundle　Size」のテキストボ
ックスにより指定する．後者は，「Alignment」の選
択ボックスでL（左先頭）かR（右先頭）を指定する．L
を選んだ場合は，結束器ノードの左側に配列サイズ
の数字が現れ，Rを選んだ場合は右に現れる．なお，
ノードを回転配置した場合の数字の位置は，0度から
の回転後の位置に表示される．
匝国置面■■■■一“
B・nl1・Si2e一
一［コ〔］Cance　1」
図6．13　結束器配置ウィンドウ
◆　無線エッジ配置
テキストボックスには無線エッジのラベルを指
定する．無線エッジのサイズは，テキストのサ
イズに依存して決定する．1つのプログラム上に，
同じ名前のラベルを2つ配置する必要がある．
そうでない場合は転写エラーとなる．
国冨認躍■■■■■隆．
Labe　l
［：豆：コ　earK）el」
・φ一
図6．14　無線エッジ配置ウィンドウ
◆　コメント配置
　中央の編集ボックスに文
字を入力し，「Font　Size」
の部分でコメントのフォン
トサイズをピクセル単位で
設定できる．図の矢印の左
側はその表示例（枠表示有）
で，文字列は長方形領域の
サイズに合わせて自動的に
改行される．枠の左端か下
端をドラッグすることで長
方形サイズを変更できる．
F。・t　Si2e陣「一
?
　　　コメント
　　です。
図6．15コメント配置ウィンドウ
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6．4．転写（Transcribe）
　作成されたAPECbitsプログラムを，実行実体に変換することを転写と呼ぶ．転写とコンパイルの違
いは，コンパイルはプログラムを解釈して機械語コードに変換するのに対し，転写はプログラムの構造
をほぼそのまま反映させて，実行実体である基底演算素子群のネットワークに変換する点である．従っ
て，転写後のプログラムは基本的にプラットフォームに依存しない．この点においてインタプリタ型実
行（あるいは仮想マシン）と類似性があるが，転写された実行実体は演算素子群の独立な振る舞いを時分
割でシミュレーションするという点において異なる．
　プログラムの転写過程は，下記に示すアルゴリズムに従って実行される．”［］1”のような右下の数字
は入れ子のレベルを示している．「Project」メニューの「Analize」または「Run」を選択すると転写ス
レッドが実行を開始して，各種解析が行われる．途中で条件に満たないような接続や記述を検出すると，
エラーメッセージを表示して実行が停止する．解析の順序を簡潔に述べると「タイプ解析（端子構造→
パラメータ書式→内部接続関係）→ルート部品の外枠作成→ルート部品の内部構造作成（パラメータ指
定→プリミティブ端子状態→子部品の内部構造作成（再帰））→終了」である．つまり，実行実体の作成
は再帰的な木構造の構築によって行われる．
［転写開始（転写スレッド実行）］1
　［タイプ解析］2
　　［端子解析，パラメータ書式解析］3
　　　・端子構造木生成（TmTreeオブジェクト）
　　　・パラメータ書式リストの生成（PmE　l　emオブジェクト）
　　［接続テンプレート（編集プログラム）の解析］3
　　　［接続情報解析］4
　　　　［結束器接続先情報の作成］5
　　　　　・接続先を取得して一時リストに登録
　　　　　・一時リストの中身を位置順に並び替える（北側（昇順）→南側（昇順）の並びにする）
　　　　　・一時リストの中身を接続リストに入れる
　　　　［プリミティブ端子の接続先情報を作成］5
　　　　　・接続先情報を取得して接続リストに登録
　　　　［部品端子の接続先情報を作成］5
　　　　　・接続先情報を取得して接続リストに登録
　　　［各部品のオリジナル実体（Tp1オブジェクト）を作成］4
　　　　・プリミティブ実体の作成
　　　　・部品実体（外枠）の作成
　　　　・結束器実体の作成
　　　［接続リストの情報を元に実体間接続を作成］4
　　　　・結束器接続情報を接続元ノードごとにまとめて，一時リストに入れる
　　　　・接続リストの情報を使って端子（Term，　CTerm）間接続を作成する
　　　　［結束器接続を解決する］5
　　　　　・推論により結束器の北側と南側の接続関係を確定させる
　　　　　・接続関係を元にして端子（Term，　CTerm）間接続を作成する
　　　　　・結束器を削除する
　　　　［接続方向のチェック］5
　　　　　・プリミティブ端子のチェック（未接続端子はループにする）
　　　　　・部品端子のチェック（外部端子～内部端子間は同方向，それ以外は異方向）
　・最上位実体（ルート部品）の初期化（外枠作成のみ）
　［内部構造作成］2
　　・無限展開チェック（先祖に同名のタイプを持つ実体があるか調べ，あれば失敗）
　　・パラメータ指定木（実体木とは独立に構成されるが，構造は実体木と同じ）の要素作成
　　・内部構造作成（参照する部品タイプのTp　1オブジェクトの構造を複製する）
　　・プリミティブ端子の初期値を設定（パラメータ指定木の要素も使用）
　　・子実体（子部品）の内部構造を作成する（子実体の［内部構造作成］を再帰実行）
　　・パラメータ指定きの要素の多重逆参照を削除（複数の子から参照された値の伝播禁止）
・転写過程の正常終了
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6．5．プログラム実行機構
　APECbitsプログラムの実行実体は，各演算素子を時分割で実行することによって実行が進行すること
を前提としている・この点についてはA－BITSプログラムの実行実体と同じであるが，　APECbitsでは基
本的にプリミティブの動作を処理するだけであるため，実行機構を実装するプログラムの規模はA－BITS
のそれよりも小さくて済む．A－BITSでは，マルチスレッドによるスレッド単位の並行実行と単純巡回実
行が実装されたが，APECbitsでは単純巡回実行とイベント検出型実行が実装されている．
　図6．16は対象となる実行実体の木構造と，2つのプログラムの実行方式を示したものである．図右
が実行木構造で，”c”のプリフィクスを持つ要素は部品で，”p”のプリフィクスを持つ要素はプリミティ
ブを示している．プリミティブ長方形に描かれている”x”，”y”，”z”は端子を示しており，灰色に塗ら
れた端子は滞在状態のキャリアがあることを意味している．また，端子間を接続する灰色の線はキャリ
ァにより接続されていることを示している．次に，2つの実行方式にっいての説明を行う．
◆　単純巡回実行
　APECbitsの単純巡回実行方式は基本的にA－BITSのそれと同じで，リストに登録された実行実体を順
番に実行して，リストの最後まで終えると再び先頭から処理を行う．リストには実体木を辿って発見し
たプリミティブ（またはBKタイプの部品）が登録され，図中（A）にはその様子が図示されている．実行が
開始されるとまず，”p1”がプリミティブ遷移可能かどうかを調べて可能ならば遷移を行う．次に”p1．x”
がキャリア遷移可能かどうかを調べて可能ならば遷移を行い，それから同様に”p1．y”，”p1．　z”の順に調
べて遷移を行う．”p1”の遷移処理が終了すると，次の要素である”p2”のプリミティブ遷移を行う．この
ように，プリミティブ遷移，キャリア遷移群，次のプリミティブ遷移…　　という固定的な順序で処理
が行われる．この方式の最大の欠点は，リストのサイズが大きくなればなるほど無駄な処理の占める割
合が多くなることである、そのため，大規模なプログラムの実行には向かない方式だが，一方実装が簡
単なので試験的な実行機構としては最適である．
◆　イベント検出型実行
　この実行方式は，イベントキューに登録された遷移候補を読み取って遷移チェックし，遷移可能なら
ば遷移を行うというものである．遷移後は，その影響を受けて次に起こる可能性がある遷移を遷移候補
としてキューに登録する．図中（B）はイベントキューに登録された初期遷移候補を示している．初期遷
移候補としては全てのプリミティブ遷移候補，及び出発状態のキャリア遷移候補が登録されるが，（B）
では全てのプリミティブ遷移候補が登録されているのがわかる．イベントキューのサイズは固定で，そ
のサイズは「全てのプリミティブの数＋全てのキャリアの数」となる．このサイズの理由は，全てのプ
リミティブ遷移及びキャリア遷移が同時に起こる状態が遷移候補の最大数となるからである．
　初期候補の登録が終わり実行が開始されると，まず候補”p1”を取り出してプリミティブ遷移可能かチ
ェックする．もし可能ならば遷移を行い，”p1”の影響を受けて発生する可能性のある遷移の候補（キャ
リア遷移）をキューの最後尾（”p5”の後）に追加する．そして次に”p2”の実行を行い…　　というように
キューへ登録順に処理が行われる．この方式では，以前の影響が及ぶ部分のみ実行が行われるので，無
駄な処理がほとんど発生しない．そのため，大規模なプログラムに適した実行方式であるが，実装は比
較的複雑である．
図6．16
　　　　l　　　　l　　　除去
i↓閨?????
　　　　lω遁回実行　　　《B）
APECbitsプログラムの実行方式
P1
P2
P3
P4
P5
挿入
イペント検出実行
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6．6．デバッグ機能
6．6．1．システム詳細
　デバッグ機能は，プログラムの実行時にその実行状態を表示・制御するための機能である．図6．17
はデバッグ機能の起動時の外観を示している．合計5つのウィンドウが開いているが，右下は転写エラ
ーを表示するメッセー一・一ジボックスであり，デバッグ機能の一部ではない．左上はプログラムの実行ステ
ップの制御と実体木を表示する「分析ダイアログ」，中央は選択された実体のプログラムを表示する「分
析ウィンドウ」，左下は一回の更新で実行された遷移系列を表示する「遷移リストダイアログ」，その右
はブレークポイントが編集できる「ブレークポイントダイアログ」である．
　図の分析ウィンドウではノードIDが表示されているが，この表示は右クリックでON／OFFできる．一
回の更新の間に実行されたノードは反転表示され，図ではプリミティプp2”が反転表示されているのが
わかる．プログラム表示内の部品をダブルクリックすると，その部品の内部プログラムに表示が切り替
わる．また，ある部品の子孫の中に1つでも発生した遷移があると，その全ての先祖は反転表示される．
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図6．17デバッグ機能の外観
◆　分析ダイアログと実行の制御
　分析ダイアログ上部の「Run」ボタンを押すと再び右のテキストボックスに指定された間隔（ms）で連
続更新が行われる．また，一回の更新で発生する遷移数は中央のテキストボックスに指定された数
（step）である．図では100ms毎に100遷移発生させるという設定となっている．　rRun」ボタンは実行時
には凹み，もう一度押すと実行が停止されてもとの形に戻る．rStep」ボタンは一回押すと設定された
間隔と遷移数で一回だけ更新を行う．遷移リストに表示された遷移の項目をダブルクリックすると，そ
の遷移が発生したノードを持っプログラムを表示させることができる．一回の更新の際に遷移が設定さ
れた遷移数に満たない（完了状態に到達する）場合は，全ての可能な遷移が発生して実行が停止する．
　分析ダイアログ下部のツリーコントロールには部品の実体木が表示されており，部品内部を展開する
には”＋”と”一”をクリックすることで行う．実体木の要素は部品タイプ名とノードIDを組み合わせた文
字列で表示され，例えば”Mem〈c10＞”はタイプ名”Mem”の”c10”というIDを持つ部品である．
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◆　ブレークポイント機能
　ブレークポイントダイアログの「Add」ボタンを押してからプログラム内のノードをクリックすると，
そのノードを登録することができる．登録されたノードがプリミティブ・部品なら遷移の発生によって
停止し，プリミティブ端子ならキャリアの到着によって停止する．登録されたブレークポイントのノー
ド枠は線の点滅，また選択された項目のノード枠は二重線の点滅で表示される．rDelete」ボタンで選
択された項目を削除，「↑」「↓」で項目の移動ができる．図6．18はブレークポイントダイアログ内で
選択されているノードの枠が二重線で表示されている状態を示している．右に表示されている”c43”，
”p2”，”c47”はダイアログに登録されているため，赤い枠で表示されており，さらに”c43”は選択されて
いるので二重線の枠になっているのがわかる．プログラムの実行が開始されると選択は解除され，登録
したノード群の停止条件を満たしたすまで実行は継続する．停止条件を満たしたノードがあると，その
ノードが選択されて実行が停止する．
・u岬
。封23
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図6．18　ブレークポイントダイアログ（左）と選択されたノード（右）
6．6．2．パラメータ指定値の表示
　パラメータ指定値は転写時に解釈されて割り当てられるが，親部品のパラメータ変数値をルート部品
から順に確定することによって行われる．図6．19は，パラメータ指定値が下位の部品に伝播して割り
当てられた状態を示している．図中右は編集時のパラメータ指定，図中左は値が割り当てられた実行時
の状態を示している．”Mem4”は”＄V［4］”の書式から4ビットのパラメータ指定値のビットパターン”1100”
を”＄V［3］”～”＄V［0］”の順で割り当てる．4つの”Mem”はそれぞれ親部品のパラメータ値を参照して＄Vに
割り当て，そして”NT”プリミティブは”＄V”を参照して割り当てる．パラメータ変数の参照によって割り
当てられた値は”［］”に囲まれて表示される．実行時に割り当てられたキャリア値が変更されると，そ
れに伴って上位部品の対応するパラメータ値表示も逆伝播によって変更される．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Mem4　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’12・4
　　　　　　　図6．19　パラメータ指定値の表示
　複数の部品から参照されるパラメータ値の逆参照は複数
存在するため，実行時には”？”となる．図6．20は”Test”部
品の多重逆参照されているパラメータ変数”＄VAL”の表示が
”？”になっている様子である．図中左では，2つの”Mem”は
”＄VAL［0］”を参照しているため，それぞれの”V［0］”には”1”
が割り当てられる．図中右の”Mem”の表示は”［1］”であるが，
これは下位のキャリア値の反映である．キャリアが存在し
てもτ1．状態の場合は逆参照値は”？”の表示になる．
Test
b
Mem
吹f・，ノAL
閉em
吹e～‘AL
・：＄vｩ×：＄v書
T色s　棚
＄vat　［1】? ???）
hlemc Me∬1m1］
・：［i］?E：［1帯
図6．20　多重逆参照
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6．7．例題プログラム
　ここでは，APECbitsシステムで作成したプログラムの動作を示すために，2つの例題プログラムを紹
介する．なお，プログラム自体は枚数が多いため，本論文の最後の付録に掲載してある．
6．7．1．2状態4近傍セルオートマトン
　前章のAPECモデルによる設計と多くの部分で同じであるが，セル数の増加に伴ったいくつかの変更
点がある．”CA10”部品は”CA”部品を横に10個接続したもので，”CA20”部品は”CA10”部品を横に2っ繋
げたものである．また，この”CA20”部品はデバッグ時にセル空間の状態を表示するためにも使用される．
”Main”部品はメインプログラムで，8ビットのカウンタ型トリガー”CTrigger8”に”CA20”部品を縦に20
個繋いでセル空間を構成している．”CTrigger8”には初期値として”～255：8”のパラメータ指定を与えて
いるが，これは「符号無し8ビット値255を上位ビットから順に配置する」という意味である．図6．21
はプログラムの実行によるセル空間の変化の経過を示したものである．APECモデルの設計で示したよう
に，クロックが進むごとに”A”の文字が複製・拡散していくのがわかる．
CA20　u｛〕firi〔inljlju〔lnHUIIgonり1」9
CA2⑪　　〔｜Uur｜［r［lUU｛」1）｛二｜UUlIUfl〔tしllj〔｜
CA20　1jllOしllltjllnn｜iljヒ〕U⑪〔llll〕U〔lfi
CA20〔1刷刷〔川｛脚〔肌IUUr卯10
　CA2い〕1〕口〔胸UりrluOl〕i］1：1〔IOOI川v
　じA20　〔tollVU〔illll｜lll〔10⑪リu〔1〔Illuu
　［IA20⑪前ul川ωOl瑚oロ的U前
lc・・　20・o〔・剛卿o・・〕し剛⑪・迦・
CA20加1岨回」川001」りUO〔醐U
CA20　00　1：ll〕｜」Ou111〔1〔1⑪u⑪u〔1〔iUt〕
CA2い1脚」りoon⑪1uし1◎rl　U前r舶
［：A2⑪o〔ln口しluUlll川別川Ol抑lrl
CA20的⑪rl〔luO川」〔lu餉〕口⑪⑪りUU
CA20⑪L）OOill〔刷1」1」［1［1［iOI〕u〔i［IOu
Ck20　u蝋1し川〕Utlrl川」1］u［iUIIIOe［1
CA2〔｜　｜〕onnU｜〕1〕Vl目lnOUUUOOi〕ljO
cA2　1〕　　　　1」　u　l　l　〔｝　〔l　I　l　u　Ll　Ll　u　
????? ?????
ri　t」　
????
CA2B⑪“［ICI［tOO川M）［H」ll瓢剛
　　　　　　　　　　　　◆
CA21〕　0〔il〕111⑪111｛ll｜1｝〕or1〔1〔lu
CA2⑪Ou〔川〕川0川o甑川」〔1〔1
CA2⑪　1〕Drl⑪⑪oolrl1⑪1〕1〕1〕［lo［llllJ”
CA2⑪　fll〕ul｜〔1〔lul］れ11finllllu〔lfilll］り
〔：凸20　0〔1⑪uu⑪o｜nll〕1〕u〔｜0001〕u〔｝
CA20　　〔1「1｜〕Uuし｜〔tuI〕1＿目lnuOl〕1｜n∬fllj
CA20　uuO｜1⑪oo⑪n〔1〔luリ｝｜ll利Uリrlu
CIAt2〔〕　011111Ul目UU1しlllrl｛lUlU1［1　1
CA2〔1　〔1〔iuUl」nfiOl］llしIli「ll〕uofi〔HIU
図6．21左から開始状態，4クロック後，8クロック後
6．7．2．簡単な4ビットコンピュータ
　前章のAPECモデルによる設計とほぼ同じである．”Arbiter”などの部品の選択入力は，前章の設計で
は無名端子であったが，本プログラムでは”sel”端子となっている．また，”Controller”部品から出る
制御信号の接続は全て無線エッジが用いられており，設計同様に交差の少ないすっきりした表示を実現
している．メモリ配列としての”Mem4”部品には初期値として，右側のコメントのニーモニックに対応す
る命令コードが設定されている．メモリ内のプログラムは5～1までの値を順に加算して，14番地に実
行結果を格納されるというものである．15番地は初期値として6が設定されており，ループためのカウ
ンタ変数として使われている．図6．22は実行の経過に伴う14番地と15番地のメモリ内容の変化を示
したものである．15番地の値は最初0だが，実行が進むにつれて，5→9→12→14→15と変化していき，
それに伴い14番地の値も1ずつ減少して最終的には1になる様子がわかる．その1を読み込んでSUB
で減算した後，JZEで13番地にジャンプし，そしてHALTを実行するとプログラムは停止する．
r　　　　r　　　t－　N　　　　　t．fi　　　　rf’　　　　　　　　　　　t　7t－　　　　　　　tL　　tt　　　　．．　　　　　L　　　　　　　t　　　”JL－　Lrnr　　－L　t－　　　　　　　　　t－　　　’　L　．．－　　　－－　－－　　－t－　　　’
i…竃ll薩i　ll帷lii＋li　ll＋lilll＋lilll
　　　　　　　　　　　　　　　　図6．22　メモリ内容の変化
104
6．8．評価と考察
6．8．1．評価
　VPL　APECbitsでは，　APECモデルを基礎とすることで一様形式の基底演算素子のみを用いてビットレ
ベル並行計算を表現することが可能となったが，例題1の「2状態4近傍セルオートマトン」のプログ
ラムでは実際にその特徴が十分に生かされている．具体的には，1つのセルの更新計算はAPECプリミテ
ィブの接続によって直接的に表現されており，各セルに加えてセル内のプリミティブ群も互いに独立に
動作するため，大規模で細粒度な並行性を一般的な言語システムよりも自然に表現できることを示した
一例である．また，全て基底演算の組み合わせで表現されている点は，A－BITSやデータフロー型VPLの
プログラムよりも粒度の均一な並行性，演算の原子性，及び動作の厳密性が高いことを示している．特
に，APECbitsで導入された結束型接続によって整数や文字コードなどの抽象概念を複数ビットで表現す
ることで，データフロー型VPLが持つ一般演算をビット演算の組み合わせによって表現できる点は，任
意の粒度の演算を統一的に表現できること＝高い柔軟性を有することを意味している．
　また例題1のプログラムでは，APECモデルの特徴の一っであるキャリアによる同期機構を各セルの更
新タイミングの制御に利用しているが，これは4つの外部端子はタイミング通知とデータの送信を担う
ため，単方向モデルによる記述に比べて必要な接続経路が半分で済むという利点がある．結束機能を持
っ単方向モデル型VPLでは，入出力の結束により接続数を減少させることができるものの，必要な本数
が減るわけではないため本質的な複雑さの減少には貢献しない．特に，”RET”プリミティブによる同期
操作を単方向演算のみで表現することは難しい．さらに，内部セルの演算過程においても同期が前提と
なっている部分が多数存在するため，単方向演算のみで構成すると複雑になることが予想される．
　例題2の「簡単な4ビットコンピュータ」のプログラムでは，キャリアによる同期機構はプログラム
全体の設計の単純化，及び処理効率の向上に貢献している．単方向モデルや論理回路型モデル上での設
計ではクロック信号によって全体のタイミングを取ることが一般的であるが，この方式ではクロック信
号（トリガー）を各部品に供給するための経路が多数必要になる．また，動作をしない演算素子にもクロ
ック信号が出力されるため，無駄な処理が多くなるという問題もある．本例題ではキャリアによる同期
がクロック信号の代わりとして働くので，クロック信号のための経路は存在せず，さらに処理に無関係
な演算素子は動作しないため他のモデル上での設計に対して優位性があるといえる．
　APECbitsで導入されたパラメータ指定とデバッグ機能によって，値の変化を視覚的に表示する機能は
2つの例題プログラムの簡潔な記述に大きく貢献している．A－BITSにはデバッグ機能がなかったので，
例題1のように各セルの状態を表示するためには，全てのセルのスナップショットをコンソール出力部
品によって出力しなければならなかった．本システムでは値をリアルタイムの表示，内部部品の状態の
表示，及び実行の中断と進行速度の制御などがデバッグ機能で提供されているため，そのようなデバッ
グ用の記述を行うことなく実行確認ができることは大きなメリットである．また例題2のようにメモリ
部品の初期値設定のためには，A－BITSでは初期値ごとに個別の部品を設計する必要があったが，本シス
テムではビット値，ASCII文字，整数値によるビット値設定が可能となっているため値の設定・変更が
容易である点は大きなメリットである．
　無線エッジを用いた有線経路の削減は，2つの例題の簡潔なプログラム表示に大きく貢献している．
例題1では，セル空間の西端と東端を結ぶ部分で無線エッジが使用されているが，もし有線接続にした
場合は接続線のためのスペースを別に設けなければならない．また，例題2では”Controller”部品から
出る制御信号を全て有線で接続した場合，大量の交差が発生することになる．この無線エッジ概念は，
既存のデータフロー類似VPLにはみられないもので，これまでデータフロー表示の問題点であった配線
の複雑化という問題点を解決した．
6．8．2．考察
　APECbitsでは，　A－BITSで問題となっていた点や接続線の複雑化などの基本的な問題は全て解決され
ている．しかしながら，ビットレベルプログラムではしばしば同機能で異なるビット幅，または同機能
で異なる入出力数の部品が必要となる場合が多々ある．例題2では異型同機能の複数の部品を新たに定
義しているが，これをテンプレートのような機構によって単一部品の設計によって定義できる機能があ
れば，プログラムをより簡潔に記述できると考えられる．また，1つのメモリの値を参照するために調
停器による接続が頻繁に用いられるが，この調停器を構成するためには多数のプリミティブが必要とな
る．この調停機構をプリミティブを用いずに実現できれば，より少ない部品数で複雑なプログラムが表
現できると考えられる．さらに，その概念を発展させて言語機能と組み合わせることで，サブルーチン
のような共有型の部品（仮想部品）が実現できると考えられる．
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7．APECモデルの拡張
7．1．概要
　前章で説明したVPL　APECbitsは，　APECモデルを基礎とすることでビットレベル並行計算の厳密な動
作表現を可能とした点など，APECモデルが理論的側面に行った貢献は大きい．しかしながら，同時に
APECモデルに依存した2つの問題点を抱えることになった．特にそれは，例題プログラムの作成によっ
て明らかになった実用的側面におけるものである．まず1つは前章の考察で述べたように，調停器
”Arbter”部品とその派生部品を用いてメモリ部品にアクセスされる点である．調停器系の部品は多くの
プリミティブを必要とするため，例えば多くの部分からアクセスされる共有データへの接続の設計する
際には演算資源の消費量が大きな問題となる．従って，理想的にはプリミティブを消費することなく調
停を行えることが望ましい．しかしながら，その拡張によってモデル自体の複雑さがどの程度増加する
かを考慮する必要がある．もしその拡張のために複雑さが著しく増大するならば，総合的な複雑さはプ
リミティブによる調停機構に対する優位性が見出せないからである．
　もう一つの問題点は，1つのプリミティブが持っ演算能力に言及するものである．具体的には，既存
の系では”AND”や”OR”プリミティブなどの論理演算素子単体では”RDUP”のような返却待ち動作を表現で
きない点である．これはルール数が4に制限されていること，及び1つのルールの条件に特定値（0か
1）しか指定できないことが原因である．論理演算系プリミティブは，演算の表現のために全てのルール
を消費してしまうため，返却待ち動作を記述できない．返却待ち動作は演算の同期に必要な機能であり，
出来るだけ少ないコストで表現できることが望ましい．しかしながら，返却待ち論理演算を表現するに
は各端子に同期プリミティブを配置する必要があるため，高コストである．これを解決するためには，
使用できるルール数を増やす，ルール部を拡張する，などによってプリミティブ自体の能力を高める方
法が考えられるが，これらの拡張で演算素子が過度に複雑になってしまうのでは意味がない．プリミテ
ィブの複雑さの増大を最小限に抑えつつ，拡張する必要がある．
7．2．ルール部の拡張
　ルール部の拡張方法は前述の通りであるが，ここではルール部を拡張によって論理演算の返却待ち動
作問題を解決する．具体的には，ルールの条件値指定部に，特定値（”0”と”1”）の他に「任意値」を指定
できるようにする．任意値は条件値指定の中で”c”として記述され，その意味は「対応する端子にキャ
リアが到着している場合は合致」である．言い換えると，条件としてキャリア値は考慮されないという
ことである．この拡張の大きな利点は，ルール設定に必要な情報量を増加させることがない点である．
具体的には，プリミティブの条件値は00＝”0”，01＝”1”，10＝”＊”として2ビットで符号化できるが，残りの
符号11に”c”を割り当てることができる．
　図7．1は，任意値指定を用いた2っのプリミティブとそれらの遷移スナップショットを示している．
図中（A）と（a1）～（a5）にはEXOR演算と返却待ちを行う”RXOR”プリミティブの動作とその遷移過程が示さ
れている．”RXOR”プリミティブでは上から3番目に”c　c　1”の任意値指定が使われており，”O　EXOR　O”
または”1EXOR　1”の演算結果を出力する．このネットワークの1つの遷移系列はS（at）→d，→d2→d，．　x→
d2・x＝S（。2），　S（。2）→rl→rl・　z＝S（。3），　S（。3）→d3→d3・x＝S（。4），　S（。4）→rl→rl．　x→rL．y＝S（。5）である．また，図
中（B）と（b1）～（b3）には”Mem”部品と同じ動作をする”MEM”プリミティブの動作が示されており，端子”x”
がデータ用，端子”y”がコマンド用，端子”z”が記憶用となっている．このネットワークの1つの遷移系
列はS（bl）→di→d2→d，．　x→d2．　x＝S（b2），　S（b2）→ml→ml．x→ml．y＝S（b3）である．
7．3．端子間接続の拡張
　端子間接続の多重化によって，調停器を用いずにキャリアの調停を行うことができる．具体的には，
多重化接続を可能とし，さらに端子にはただ1つのτ．、状態のキャリアしか存在できないという制限（暗
黙的調停（implicit－arbitration））を導入することによって実現する．この拡張の利点は，形式的定義
にわずかな変更を加えるだけで実現可能な点である．図7．2は多重接続が可能になったモデルの表記法
（左）とそれを用いたメモリアクセスネットワーク（右）を示している．単一接続の場合は（A1）のように変
わらないが，多重接続がある場合は（A2）のようになる．τ1．状態は”×”ではなく，黒塗りの有向三角形
で表示される点が大きく異なる．接続関係を明示するために，τ．．m状態では塗らずに表示される．
　図中（B）のメモリアクセスネットワークでは，調停に使われるプリミティブは”P1”と”r3”だけである．
メモリへのデータ経路は多重接続されており，暗黙的調停によって”r3．　z”に到着するキャリアに従って
どちらかがアクセス権を得る．このアクセスが完了すると，もう一方がアクセスを開始する．
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7．4．gAPECの拡張モデルgAPEX
7．4．1．gAPECからgAPEXへの拡張
　APECモデルの定義は，プリミティブとキャリアによる並行計算の一般的枠組みであるgAPECの制限と
して定義されている．ここでは前節で導入したAPECの拡張モデルを，　APEC同様一般的なモデルを制限
する方法で定義することにする．これにより，多重接続とOR条件を持つプリミティブとキャリアの概
念による並行計算モデルの一般的な枠組みが定義され，さらに拡張モデルは単にその制限として簡潔に
表現することが可能になる．ここで，APECの拡張モデルをAPEX（Asynchronous　Program　Elements
connection　with　eXtension），そしてその一般モデルをgAPEX（general　APEX）と呼ぶことにする．　gAPEX
の定義はgAPECのそれと多くの部分で共通であるが，拡張によって変更された部分が点在しているため，
次の節で新たにgAPEXの形式的定義を導入することにする．
7．4．2．gAPEXの形式的定義
　この定義では，集合演算の×記号は2つの組あるいは要素を結合し，また入れ子になった組は暗黙的
に結合することを前提とする．例えば，集合｛（p，t）｝×｛n｝の要素は（（p，　t），n）で（p，　t，　n）となり，2つの
入れ子組（（p，t），（q，　r））は（p，　t，　q，　r）となる．
　gAPECモデルのネットワークMは，以下に示す5項組で定義される．
M＝（P，　T，　V，　R，　SI）
P：プリミティブの有限集合，
T：端子の有限集合，
V：キャリアが取る値の有限集合，
R∈R。　／l，Rは各プリミティブが持つルールの集合，
　R。11　＝｛X⊆PT×N×2v×VA：∀α（∈PT×N））［1（｛α｝×2v×VA）∩Xl≦1］｝
Rの要素は1つのプリミティブルールの一部で，その要素の意味は次の通りである．PTはP×Tの意味で，
プリミティブと端子の組の集合である．Nは｛0，1，2，．．．｝として定義されるルールの順位のための自
然数で，小さな数ほど優先順位が高い．2vは「条件値集合（condition－valueset）」と呼ばれる値集合の
べき集合で，ルールの条件値の集合を意味する．条件値集合は通常は1つの値を持ち，その値がルール
の条件値となる．複数の値を持っ場合はいずれかの値に合致する条件を意味し，「OR条件
（or－condition）」と呼ばれる．例えばOR条件｛0，1｝ならば，条件が0と1のいずれかに合致する場合に
満たされる．前節で説明したルール表で指定される任意値”c”は，例えばV＝｛0，1｝ならば条件値にVを指
定することで容易に表現可能である．
　VAは条件値が合致したときにキャリアの状態を変更する値と行動状態によって構成される組の集合で，
この要素としての組は「行動値（action－value）」と呼ばれる．ここでVA＝V×A，　A＝｛τ．m，τ1．｝で，τ．、
は滞在中（remining），τ1，は移動中（leaving）を意味する行動状態である．例えば｛（p，　x，　O，｛0｝，1，τ
．。），（p，y，0，｛0，1｝，0，τ1．）｝⊆Rは，「p．xが0でp．yが0または1のとき，　p．xの値を1にしてp．yの値
を0にしてかつ送信する，pの0番目のルール」という意味である．　V＝｛0，1｝ならば2番目の要素を
（p，y，0，V，0，τ　lv）のように記述してもよい．
ST∈S。11，　SIはネットワークMの初期状態，
　S。ll＝｛X⊆PT2×V＾：∀α（∈PT）∀β（∈PT）［
　　1（｛（α，β），（β，α）｝×V＾）∩Xl≦1〈　1（pT×｛α｝×V×｛τrm｝）∩Xl≦1］｝，
集合S∈S。1｜はネットワークの「状態（state）」と呼ばれ，その集合の要素は「キャリア（carrier）」と呼
ばれる．その要素の意味は次の通りである．PTの最初の組は送信先，　PTの2番目の組は送信元（現在の
端子），V＾の組は値と現在のキャリアの状態を意味する．集合S。11の条件は，2っの端子間接続は1つの
キャリアによって構成され，かつ各端子にはτ．。状態のキャリアが高々1つしか存在しないことである．
これは，同じ2つの端子間の多重接続は許されないが，1つの端子が複数の端子に接続されるような多
重接続が許されることを意味する．これに関連して，（p，t，q，U，V。，τi．）と（p’，t’，q，U，V。，τ。m）のよう
な送信元に複数のキャリアが共存するような状態が認められる．ただし，τ．．状態のキャリアは送信元
にただ一っしか存在できず，従って（p，t，　q，　U，　va，τ．。）と（p’，t’，q，　U，　V。，τ．m）は共存できない．
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7．4．3．gAPEXの遷移
　M＝（P・T・V・R・C・SI）を仮定して状態S∈S。1］を操作するとき，状態S’∈S。11を生成することは「遷
移（transition）」と呼ばれる・遷移には2種類あり，それは「プリミティブ遷移（primitive－transition）」
と「キャリア遷移（carrier－transition）」である．前者はf，：S。｜1×P↑→S。i1によって表現される．　S
∈S。ll，　p∈P，　t∈T，とするときf。（S，p，t）の結果は次のように定義される．
f。（S，P，　t）＝｛x：（q，　u，　P，　t，　v，τ∂∈S，∀（P’，t’）（∈pT）［（P’，t’，q，　u，τ．m）∩S≠φ］，
　x∈（（S－｛（q，　u，P，　t，　v，τlv）｝∪｛（P，　t，　q，　u，　v，τrm）｝）｝
同様に，後者はf，：S。11×P→S。llによって表現される．　S∈S。ll，　p∈Pとするときf，（S，p）の結果は次の
ように定義される．
fp（S，　P）＝｛x：（P，　t，　n，　V。，　va，　a）∈R，（q，　u，　P，　t，　v。，τ．m）∈S，　v。∈V。，
　α＝｛y：∀（P，t’，n，V。’，v。’，a’）（∈R）［y∈（（P↑×｛（P，t’）｝×V。’×｛τ．m｝）∩S）］｝，α≠φ，
　一ヨn’（∈N）［∀（P，t’，n’，V。’，v、’，a’）（∈R）［
　　（（PT×｛（P，　t’）｝×Vc’　×｛τrm｝）∩S）≠φ］　〈　n’　〈n］，
　x∈（（S一α）∪｛（q，u，P，t，v。，a）｝）｝
ここで，プライム記号”’”を伴う変数は束縛変数である．例えば，∀（p，t’，n，V。’，v、’，a’）の中で∀
によって束縛されている変数はt’∈T，V．’∈2v，　v、’∈V，それからa’∈Aである．もしf。かf，によ
って写像される状態集合がφでなければ，そのような前状態は「遷移可能（transitable）」と呼ばれる．
一方，φに写像するような遷移は「無効遷移（invalid－transition）」と呼ばれる．
ここで，上述の写像形式による遷移を簡潔に表示するために，等価な他の表記法を導入する．それは，
f。（S，p，　t）≡S→p．　t，及びfp（S，　p）≡S→pとして定義され，ここでS∈S。］］，　p∈P，　t∈Tである．
その表示法はそれらの写像形式によって写像された「状態」を意味し，従ってS→p→p．tは
（S→p）→p．tと解釈されて，その遷移後の状態はf．（f，（S，　p），p，　t）によって写像された状態と等しい。
そのような遷移の系列は「遷移系列（transition－sequence）」と呼ばれる．もし遷移系列内に1つでも
無効遷移が含まれていれば，その系列の遷移後の結果状態はφになる．もし遷移系列の遷移後の結果が
φでなく，かつその系列の結果状態が遷移可能でない場合は，その状態は「完了状態（finished　state）」
と呼ばれる．
7．4．4．gAPEXのサブモデル
　gAPEXはgAPEC同様にキャリアとプリミティブによる並行計算の一般化を目的としたモデルであるた
め，いくつかの制限を加えたモデルの使用が想定されている．ここでは，3つの実用的なサブモデルを
定義することにする．
◆　APEX
　gAPEXをビットレベル並行計算のために制限したモデルで，概念的にはAPECにOR条件と多重接続を
導入したものとなっている．gAPEXに次のような制限を付加することによって定義される．
lTl＝3，　IVI＝2，∀（p’，t’，n’，V。’，v。’，a’）（∈R）［n’〈4］
◆　APEXα
APEXを多重接続ができないように制限したモデルで，　APEXに次のような制限を付加することによっ
て定義される．
∀（S∈S。］1）∀（α∈pT）［1（｛α｝×pT×VA）∩Si≦1〈（PT×｛α｝×VA）∩sl≦1］
◆　APEXβ
　APECモデルをAPEXのサブモデルとして再定義したもので，概念的にはAPEXαをOR条件が使えない
ように制限したものである．APEXαに次のような制限を付加することによって定義される．
∀（P’，t’，n’，V。’，va’，a’）（∈R）［IV。1＝1］
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8．まとめ
　本論文ではまず，2章で本研究に関係の深い分野である並行計算モデル，およびVPLに関するサーベ
イを行った．そして次の3章では，ビットレベル並行計算のためのプログラミング言語であるVPL　A－BITS
についての説明，及び例題プログラムを作成して評価を行った．具体的には，言語仕様ではA－BITSの
概念及び構成要素にっいての説明を行った．システム詳細では，A－BITSで使われるメニュー，ウィンド
ウと，そして基本的な操作方法に関する説明を行った．それから例題プログラムとして「最大値と最小
値」，及び「ユークリッドの互除法」を作成して，インタフェースと実行速度についての評価を行った．
インタフェースについては，線の交差による複雑さの問題が浮上した．また実行速度については，スレ
ッド実行では実用的な速度は出なかったものの，巡回実行ではある程度改善されたパフォーマンスが得
られた．全体的には，A－BITS上でビットレベル並行プログラムを作成し，実際に動作したことについて
大きな成果であったといえる．プログラムの厳密な動作の定義には，基底計算モデルが必要であるため，
その考案が今後の課題となった．
　4章では，課題となっていた基底計算モデルついての研究成果として，APCモデルの考案とそのシミ
ュレータであるAPCシミュレータについての説明を行った．また，そのモデルがビットレベル並行計算
を厳密に定義できること，及びそれが理論通りに動作することをAPCシミュレータ上での例題回路の実
行によって確認し評価を行った．例題回路は「半加算器」，及び「共有資源の取得」というごく簡単な
ものであったが，ビットレベル並行計算の厳密な動作を定義することに成功したといえる．
　5章では，APCモデルを修正し，より厳密で形式的に定義したAPECモデルにっいての説明を行った．
APECモデルは孤立キャリアの概念を排除し，また接続集合Cを削除して接続状態キャリアに持たせるこ
とにより，APCに比べてより簡潔な定義となった．有用なプリミティブ及びそれらを組み合わせた部品
を設計し，データフロー型計算（単方向計算）の演算素子を統一的に表現できること，及び同期・双方向
計算を簡潔に表現できることを示した．さらに例題プログラムとして，セルオートマトン及び簡単なコ
ンピュータをAPECモデルで構成して評価を行った．前者は，各セルのそれぞれがトリガーの到着によ
って自立的に更新をする動作を表現した．これにより，APECモデルがビットレベル並行計算の記述に適
していることを示すことができた．また，後者の例題ではコンピュータに必要な全ての素子を部品的に
構成することで，比較的大規模な実用的な処理も設計できる能力があることを示した．さらに，制御部
の設計にキャリアによる同期機構を利用することで，データフm・一類似モデルでは困難であった同期処
理を簡潔に記述することを示すことができた．
　6章では，APECモデルを基にしたプログラミング言語であるVPL　APECbitsの説明を行った．　VPL
APECbitsにはVPL　A－BITSから改善された点が多くあるが，その中でも厳密なビットレベル並行計算モ
デルを基礎とした点が最も大きい．ビットレベル計算の詳細表示，基底演算素子による動作の厳密な表
現，キャリア概念による同期機構の簡潔な設計などのAPECモデルが持つ特徴を全て備えている．さら
に，実行ステップの制御，リアルタイムで値の表示，ブレークポイントによる実行の停止などのデバッ
グ機能が実装したことによって，効率的なデバッグが行える環境を実現した．また，APECモデルで設計
した例題ネットワークを実際にプログラムとして設計し，多数の同期を伴うビットレベル並行計算が簡
潔に記述できること，及び無線エッジを用いて交差の少ない明快な表現が可能であることなど多くの優
位性を示すことができた．
　それから7章では，VPL　APECbitsでの例題プログラム開発によって明らかになった実用的側面におけ
るAPECモデルの問題点の解決法として，　APECモデルの拡張について述べた．具体的には，プリミティ
ブのルール部に任意定数条件値の導入，及び端子間接続の多重化という2つの拡張を行った．そして，
この拡張を取り入れた新たな形式的モデルAPEXを考案し，　APECの問題点を解決した．
　本論文で述べたこれらの研究成果によって，ビットレベル並行プログラミングのための基礎理論及び
プログラミング言語が完成し，また小規模ではあるが実用的なプログラムとしてコンピュータシステム
の開発例を示すことができた．しかしながら，これらの成果はビットレベル並行プログラミング研究の
第一歩であり，より大規模で実用的なプログラム開発に耐えうるものとするためには，今後さらなる研
究及び言語システムの改善が必要である．主な具体例としては，7章で紹介したAPECモデルの拡張版
（APEX）を基礎とした仮想部品機構，テンプレート機i構による異型同機能部品の自動生成機能の導入，
APEC（APEX）ネットワークのブートストラップに関する研究などが挙げられる．
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◆　「簡単な4ビットコンピュータ」のプログラム
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各5品のインタフェース定義《1）
HAdd：WH?
－in［2〕，
c，?
Half　Adder］
半加箪器です。
??鐵
Detector：轡H
設圏：
?
《dd：曽H?
一’ 奄氏m3］，
s，
［Fu　l　I　轟dder］
全加算器です。
in：入力
：凝リ｝
”in【2］，
Add4：鼎?
認1捌4］｝・
【4－bit　Adder
繍±批まi誤齪す・オーバー7°－ee“肋
［Detector］
耀
ln：入力
雛紹働助
【1－bit　Arbiter］
in：入力
　：出力
［2－bit　RDUP
ピットのRDupです。
in：入力
out：出力
4ピット0）RDUPですo
”｝n［4］，
rbiter1－S：悟H
”in　［6】，
蝋
Arbi｛Ler4：轡H
Vr4：WH
；篇毘盟t4】｝．
”tr
［4－bit　data　writer　to節酬賄4】
タ、，、認湧鶴窃叛語鋼1に書込むデー’一
嚥1辮入力
「np望椅｝4】｝・
藁辮≧竃ii蟹
in：入力
t：出力
［1－bit　and　4－　route　Arbiter］
4経路を持つArbiterです。
in：入力
out：出力
【1－bit　and　6－rout8　Arbiter】
経路を持つArb　iterです。
in：入力
t：出力
［4－bit　Arbiter】
一bit幅のArbiterです。
in：入力
　：出力
rb　lterb：曽H
Rd4：鼎
　｛dtL【4］｝，
req｛c館d，dt［4】｝，
”tr
；享捲｛【、］，鋤
’in［2］，
［4－bit　data　r臼der　fr㎝㎞4］
タ、聴トリ溺窪瀦語亮蹴溺L
劫鰍??????
【1－b随　目e■ory］
??↓?? ????????嶽
dt：データ入出力
㎝d：＝1マンド
智：メモリの初期値
［4－bit　hemory
ピットのメモリで、㎞を4ピットに拡張したも
です。
：データと＝1マンド
［4］：メモリの初期値
1－bit　Selector］
つの経路力、ら来る1ピットのデータを、sel信号
選択して出力します。
i議湘
【1－bit　SvitCh】
蕊農確冥遁在顕噺うちのどち
?????
「nW鵠｝1］｝・
rbiter5－4：轡H
嘉漉謝5］L
5－bit　Arbiter］
一bit幅のArbiterです。
in：入力
out：出力
［5－bit　and　4－ro‖」te　Arbiter］
一bit幅4経路のArbiterです。
ln：入力
t：出力
5－bit　er図』　8－route　轟rb｜ter
5－bit暢8経路のArbiterです。
島i鵠力
［1－・bit　8idirectiortal　Setec｛」o「］
辮離蹴識????、????????°m
盾浮
e
－bit　Bidirectional　Selector
ット幅のBiSe1です。
n：入力
鶴鰍
－blt　Bidirectional　Selector
ピット幅のBiSelです。
???????
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各5品のインタフェース定義《2）
［1－bit　Bldlrecti熊l　S冑ItCh］
??艀鰍翻搬鑑?、?? ?㌶
　　Q
??????
2－b｛tBiSv］
麹し留酬イッチで・B’s”E2ピット1こ
　　?…
??
2－bit　arx」4－rou竜e　Bis冒］
iSw2を4経路に搦長したものです。
羅猷
4－bi4L　BISw］
繍し穎襯イッ熱Bl砲ピ州こ
in：入力
誌顯鰍
Fl鵠Gen：讐H
認鵠｛」．。，，ガ｝
8is哺：曹H
認踏摺｛旬｝，
”sel
Bis曽5－4：贋｛?
；蔓｝撒…
　14：翻?
設機田｝・
［5－bit　BiSw1
蹴し留顯蔑イッチで・Bis嚇ピット1こ
in：入力
瓢i潔瀞
Fl“C簡P：籾?
今in｛zero［2］，簡f，2f｝，
押賄f，
”zf，
」簡pf，
j■pt
CcntroIler：鼎
一blt　ar冥」4－route　BlS曹］
i舗を4経路に拡張したものです。
in：入力
当i絃撒
［5－bit　劇nd　I8－rouえe　BiSv］
B｛Sthを16経路にi眩張したものです。
in：入力
慧澱選択
req｛cnd，dセ　［4］｝，
adcla，adcin，
　r，svacc，
r啓，cpl．
rf　r，zf，館f，
ld．st．ref，
」■ぜ⊃，　ip，noj■P
? er：鼎
4－bit　Gete］
製堤蹴鍵穫娚掲麓弩Rと・
ます。
　　
???
［4－bit　In◎re輪ent6r］
4　ット幅の増分器です。inからの入力個こ1を
　します。
in：入力
t：出力
Fta客〔’ienerator］
僕装留三纒三職i編㌶震ぽ
in：入力
　：出力
［4－b｜t　cO随p　l　ementer
携沽殼麟頗註マイナスaSE”St
in：入力
　：出力
［Flag　Co倒parator］
??諜繍????1ぼ考裟…羅タ入力
j刷of，j刷pt：劣漕験ゴ言号
［Cont　ro　t　ler
4繊粛侮繊留繋躁藩託謬靭
req：命令語入力
［Co即uter】
4ピットコンピュー一タです。
◆　プリミティブ定義一覧
?????…?
??
??（? 、???????????? 、???? ．????? ???㏄?
????? ?
????、??、? ? ????????????ー?? ?〉〉?????????? ?
??????????????????ー? ?????? ?? ? ???? ??? ．．m? ???
【Migser〔’mnt　rotler ??????
罫脇一勘
??、??、??、??、＝ ?????? …、??、? 、 ?、〉 〉?????????? ? ??．??． ．
???、??、??、??、?、??、??、 ?、?? …、??、??、? 〉????????? ? ．?＝ … ．?
???、??、? ? ????????????????????????????
????、??、??、??、? ? ． ? ?? ???、??、??、??、? ?? ??、??、??、?? ??? ? ? ．? （?㎜?
???． ．．?
鮒Doperator］
；m算を実行します。
x．y：入力
：出力
［OR　operator
演算を実行します。
，y：入力
：出力
領πeperetor］
丁濱算を爽行します。
x：入力
2：出力
期Roperator］
潰算を翼行します。
x，y：入力
z：出力
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［Rouie　SELector］
??????????、撒、?」???? ????
??
???
??????????〉?、?????????? ．????? ?．?????????????? ??
ArBiTer ?
≧
???????????????????????????〉㌧???? ??? ???? ??? ????????? ?
［deLta　PRoBe】
蹴???
???
、??璽??脚．｣??????????
????、??、??????、?、?ー???????????????????????????????????ー??????ー ?
：編勘
z：出力
???甥題
??????????
鵠杢鵠鵠鋤撫靴剛でV。
x：入力
z：出力
t田槍賄ory　ReaDer］
?、＝、???? ???????????????? ???????????????ー????．．?．．
㌶纏
??
???
??????＝?、 ??????????????????? ?〜 〉?????????????????RD
??????
ア醐鑑????????
??
???
［svasuary　WR　i　ter］
???
????????
㌶????、?㌧?????? ?????㌔? ?????????〉㌧?〉???????????? ?????????ー
ii灘静
∨alue　FILTer
摺躍潔鵠と5鍵菰巌梁入加れると・
x：トリrf　・一入力
y：フイノレタ　re
z：出力
??????、???、???、???、??? ?? ?? ????????????????????????」????? ???? ??
を出力する濱箪です情剛
y：入力
出力
鏡製します
??
這皐欝鞠湊丁た鯨
力キャリアが返却されます
劫z：出力
⌒莞蹴ら来るデy：入力
勘
の定在キャ端ぱ鰺す
値
?』
??
????購㌶記㌶
耀
が1の時に、データを
胸のとき1よデータli??
??????????、???????????????????????? ???? 〉??? ???? ??? ，??．．㌔．．?
［Negated験Te］
糟腿禦．罐蝶ることを除いて・
；i晶言号
z：出力
????????????? ?????↑??????????????????????????．? …?
???? ??? 、? ??㌶????
?
i逼藩ii躁力
［data　TReLSH
x端子から入力されたデータを捨てます。
x：入力
‘VAITer
?????????、＝、?? ??????????????????
????
??? ー?????????????? ?．．
???
涜馴
??
???、????
???
???鍵
??????????、??、????????????? ?? ??????．??? ???????? …? ?
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