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Abstract

Humans are endowed with the ability to grasp the overall meaning or the gist of a
complex visual scene at a glance. We need only a fraction of a second to decide if
a scene is indoors, outdoors, on a busy street, or on a clear beach. In recent years,
computational gist recognition or scene categorization has been actively pursued,
given its numerous applications in image and video search, surveillance, and assistive navigation. Many visual descriptors have been developed to address the
challenges in scene categorization, including the large number of semantic categories and the tremendous variations caused by imaging conditions. However,
the existing methods for scene categorization still have diﬃculties to recognize
images undergone geometric deformations, such as translation, scaling, shearing,
rotation, and projection.
A major goal of a visual system (natural or machine) is to recognize objects or
scenes, regardless of their location or pose relative to the viewer. Furthermore,
the geometric invariances are required not only for scene categorization, but
also for many other computer vision applications, including handwritten digit
recognition, texture recognition, face matching, and face recognition. Therefore,
extracting geometric invariance is a key for eﬃcient image recognition.
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Abstract
This thesis investigates a geometric-invariant visual system to determine the
categories of images. The proposed visual system achieves the geometric invariance through image normalization and feature extraction. A novel image approach to normalize aﬃne deformations is presented in this thesis. The proposed
approach produces normalized images by solving a constrained optimization
problem based on image moments. An image normalization approach for projective deformations is also proposed. The image normalization methods allow
geometric-invariant features to be extracted, thereby reducing the complexity of
scene classifiers and the cost of classifier training. Visual descriptors used for
scene categorization are reviewed in this thesis, from both methodological and
experimental perspectives. Diﬀerent visual descriptors are also combined to improve the scene categorization performance under geometric deformations.
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1.1 Research objectives
Humans can grasp rapidly the overall meaning of a complex visual scene. With a
single glance, they can determine whether they are looking at a room, a beach, or
a forest [1]. Viewers need only a fraction of a second to associate a picture with an
abstract concept such as girl clapping or busy street [2]. Furthermore, humans can
recognize objects from diﬀerent viewpoints and in diﬀerent arrangements. This
ability to understand the conceptual meaning of a scene at a glance, regardless of
its visual complexity and without attention to details, is known as gist recognition.
In computer vision, gist recognition is also known as scene categorization, which
aims to classify a scene into semantic categories [3, 4, 5, 6, 7]. The scene could
be a static image or dynamic video, and the semantic categories could be indoor
1
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versus outdoor, gas station versus restaurant, or slow traﬃc versus flowing traﬃc.
Scene categorization can be used to provide cues about objects and actions, detect
abnormal events in public places, sense dangerous situations, and search for images and video; therefore, it is highly useful for applications in surveillance [8, 9],
navigation [10, 11, 12, 13], and multimedia [14, 15, 16, 17, 18].
A good computational scene categorization system must possess discriminative power to characterize diﬀerent semantic categories, while remaining stable
in the presence of inter- and intra-class variations caused by photometric and
geometric image distortions. The overall goal of this project is to develop a vision
system to automatically recognize images that have undergone geometric distortions. Our approach allows geometric-invariant features to be extracted after
image normalization, thereby reducing the complexity of scene classifiers and the
cost of classifier training. The novelty of this project is the use of image normalization to achieve geometric invariants. Two image normalization approaches
based on new moment constraints are proposed. The project is a step towards
developing a view-invariant scene categorization system.
This thesis addresses two topics: scene categorization and image normalization. Chapter 2 and 3 provide theoretical and experimental evaluations of scene
categorizations. Chapters 4 and 5 addresses image normalization algorithms for
geometric distortions. Chapter 6 applies image normalization algorithm for scene
categorization. Chapter 7 is the conclusion.
The specific aims of the project are to:
• Evaluate and investigate approaches to extract visual features for scene
categorization.
2

1.2. Thesis organization
• Investigate algorithms that normalize images under aﬃne-deformations.
• Develop algorithms that normalize images under projective-deformations.
• Analyze geometric normalization eﬀects on image class separability.
• Analyze geometric normalization eﬀects on scene categorization.

1.2 Thesis organization
This thesis consists of seven chapters:
• Chapter 1 outlines the project background and objectives. It highlights the
research contributions and publications.
• Chapter 2 gives a literature review on the human visual system and computational feature extraction for scene categorization. The computational descriptors for scene categorization are grouped into three categories: biologicallyinspired features, local features, and global feature formation.
• Chapter 3 presents the experimental results of visual descriptors for scene
categorization. The existing bench mark data sets and performance measures for scene categorization are also discussed.
• Chapter 4 presents the proposed image normalization method for aﬃne
deformations based on new moment constraints. The proposed method
computes the normalization matrix T by solving an optimization problem
in one step.
• Chapter 5 describes the proposed image normalization method for projective deformations. The proposed algorithm allows an image with arbitrary
3
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projective distortions to be recognized eﬃciently. A two-stage approach is
present to calculate the 8 parameters of the required projective transformation matrix using image moments.
• Chapter 6 presents the scene categorization method under geometric deformations. We investigate the eﬀects of the proposed image normalization
methods on several state-of-the-art visual descriptors for scene categorization. We also combine diﬀerent visual descriptors to improve the scene
categorization performance.
• Chapter 7 summaries the research activities and provides the concluding
remarks.

1.3

Contributions

The principal contributions of this thesis are listed as follows.
• A literature review on visual descriptors for scene categorization is provided
from both methodological and experimental perspectives. The human visual system is also studied to inspire the computational vision models. The
existing computational approaches for visual feature extraction in scene categorization can be divided into three broad categories: biologically-inspired
methods, local features, and global features.
• A novel moment-based image normalization method is proposed to achieve
fully aﬃne invariants. The proposed approach produces normalized images
by solving an optimization problem based on image moments. The moment
propositions used in our normalization method are presented and proved.
4
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• A novel moment-based image normalization method is proposed to achieve
projective invariants. We present a two-stage approach to calculate the projective transformation matrix. The proposed normalization method produces the same set of normalized images for projective distorted images.
• A scene categorization method that is invariant to geometric distortions is
proposed. It contains three steps: image normalization, feature extraction,
and classification. We combine diﬀerent visual descriptors and investigate
their scene categorization performance under geometric deformations.

1.4 Publications
The publications arising from this project (March 2012 - March 2016) are listed as
follows.
• X. Wei, S. L. Phung, A. Bouzerdoum, A. Bermak, ”Invariant Image Recognition under Projective Deformations: An Image Normalization Approach”,
IEEE International Conference on Visual Communications and Image Processing,
pp. 1-4, 2015, Singapore.
• X. Wei, S. Phung, and A. Bouzerdoum, ”Visual descriptors for scene categorization: experimental evaluation,” Artificial Intelligence Review, vol. 45, pp.
333-368, 2015.
• X. Wei, S. Phung, and A. Bouzerdoum, ”Aﬃne-invariant scene categorization,” IEEE International Conference on Image Processing, pp. 1031-1035, 2014,
Paris.
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• X. Wei, S. L. Phung, and A. Bouzerdoum, ”Object segmentation and classification using 3-D range camera,” Journal of Visual Communication and Image
Representation, vol. 25, pp. 74-85, 2014.
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2.1 Introduction
This chapter

∗

reviews the descriptors used for scene categorization. Humans

possess a remarkable ability of grasping rapidly the overall meaning or the gist
∗ Chapter 2 and 3 have been published in our paper ”Visual descriptors for scene categorization:

experimental evaluation,” Artificial Intelligence Review, vol. 45, no.3, pp. 333-368, 2016.
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of a complex visual scene. This perception occurs even before time is suﬃcient
for recognizing individual objects in the scene. Viewers need only about 32ms
to judge if a scene is indoor or outdoor [1], or 250ms to associate a picture with
an abstract concept such as a clapping girl, a busy street, or a clear beach [2].
Gist recognition is defined as the ability to understand the conceptual meaning
of a scene at a glance, regardless of its visual complexity and without attention to
details. The gist of a scene plays many roles in visual perception. It guides the
viewer’s attention, aids object recognition, and aﬀects the viewer’s recollection of
the scene [19].
Behavioral experiments confirm that the accuracy of gist recognition increases
with exposure time. For example, in Potter’s experiment on human subjects, the
recognition accuracy was about 79% after 125 ms exposure, and it increased to 90%
after 333 ms exposure [20]. Renninger and Malik conducted an experiment that
involved 48 subjects, 2500 images and 10 semantic categories: beach, mountain,
forest, city, farm, street, bathroom, bedroom kitchen, and living-room. After
one fixation of about 70ms, the subjects could identify the scene categories with
an accuracy of over 90%. When exposure duration was 35ms, the recognition
accuracy reduced to about 76% [21].
Not all visual cues are employed at the same time in gist recognition. Pavlopoulou
and Yu [1] showed that at short exposure times, edge cues are predominantly
used, but at a longer exposure time (more than 32 ms), texture and shade play a
more significant role. Castelhano and Henderson found that color information
is involved in gist recognition only after 80 ms of viewing [22]. Castelhano and
Heaven investigated the top-down influence, e.g. specific target search, on scene
8
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categorization [23]. By monitoring the eye movements, they found that scene
context and target features improve early attentional guidance and the speed of
target recognition.
Understanding gist recognition in humans and replicating this ability in computers have been ongoing research goals [24, 25, 26, 27, 28, 29, 30]. In the early
psychovisual studies, gist recognition is shown to happen in the first 30 to 300ms
of viewing a scene [2]. This perception occurs much earlier than the time required
for recognizing individual objects in the scene. Consequently, gist recognition
is considered to rely significantly more on holistic and low-level properties than
on the detection of individual objects [25]. These low-level properties include
edges [1], color [22, 31], and texture [21]. It was even found that object shape and
identity are not necessary for the rapid perception of scenes [32].
In computational scene categorization, visual descriptors play a central role
in recognition performance. A good visual descriptor is invariant in the presence
of inter- and intra-class variations caused by photometric and geometric image
distortions. Note that previously Douze et al. [33] compared diﬀerent visual
descriptors for image search, but the compared descriptors were restricted to
only GIST descriptor [32] and its variants. Mikolajczyk and Schmid evaluated
the local descriptors, such as SIFT-based features, steerable filters, complex filters,
and moment invariants [34]. Van de Sande et al. analyzed mainly SIFT-based
color descriptors on the PASCAL VOC Challenge 2007 [35]. Xiao et al. compared
fourteen descriptors on the SUN397 data set [4]. Their comparison also focused
on the local features, such as scale-invariant feature transform (SIFT) [36], histogram
of oriented gradients (HOG) [37], and local binary pattern (LBP) [38]. This chapter
9
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aims to assess the state-of-the-art visual descriptors for scene categorization of
static images, from both methodological perspective. The compared descriptors
range from biologically-inspired features, local features to global features.
The chapter is structured as follows. Section 2.2 discusses gist recognition in
humans. Section 2.3 reviews visual descriptors used for scene categorization.

2.2

Gist recognition in humans

Gist recognition takes places in the early stage of human visual system (HVS). It relies on features such as line orientations, edges, colors, depths, and movements [19].
The transduction of light signals into information that is understood by humans
is a complex task of the brain, which is far beyond the capabilities of current
computers. In visual perception, light signals are captured by the eyes, focused
onto the retina, and processed by two types of photo-receptors, rods (sensitive
in low illumination) and cones (sensitive to color in bright illumination). The
pre-processed information reaching the retinal layer is encoded by the retinal
ganglion cells into features such as edges, colors, and changes in contrast. After
retinal processing, the features are transmitted by lateral geniculate nucleus (LGN)
to the visual cortex in the brain, where complex tasks, such as motion detection,
object search, and face analysis, are performed.
Neuroscientists have investigated the areas of the human brain that might
be involved in visual perception [39]. They have shown that primary visual
cortex area V1, inferior temporal (IT) cortex, prefrontal cortex (PFC), and lateral
intraparietal (LIP) area are all important in encoding visual features and classifying
scenes [2]. Snowden et al. showed that V1 and V2 are involved in basic visual
10
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features, V3 forms perception, V3/VP is for shape perception, V4 is for color
perception, and V5/MT is used for motion detection, spatial localization, hand
and eye movements [19]. Epstein et al. suggested that parahippocampal place area
(PPA) within the medial temporal lobes is involved in place recognition, route
planning, and perceptual encoding [40].
Psychophysical demonstrations, such as tile after eﬀect and the simultaneous
size illusion [19, 41], show the images that enter our eyes are filtered by the visual
system into discrete channels of features, such as orientations, colors, and motions
at each point on the scene [19]. In the following subsections, three key aspects of
the human visual system for gist recognition are reviewed: perception of space,
perception of color/luminosity, and perception of motion.

2.2.1 Perception of space
The human visual system analyzes the orientation, size, and depth of our environment, and forms the perception of space in the brain. The tilt after eﬀect reported
in [41] provided strong evidence that humans have the orientation-selective neurons that give vigorous responses to line stimuli at diﬀerent orientations. The
oriented neurons are considered as a series of band-pass filters [19]. The tilt after
eﬀect shows that after the neuron for a particular orientation is excited, it will
adapt to this orientation. When a new stimulus appears near the neuron, its
response will be lowered, and the response distribution will shift to the opposite
direction of the neuron.
Oriented neurons are tuned with the receptive fields of diﬀerent sizes, when
the bars with diﬀerent sizes are used as stimuli. The large receptive fields are
11
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activated for large bars [19]. In fact, the large thick bars have low spatial frequency,
whereas the thin bars have high spatial frequency. For gist recognition, the
detailed information, e.g. the texture of the leaves and the number plate of a car
at a far distance, contains high spatial frequency, and is not essential. However,
detecting pedestrians that are crossing the road, and analyzing the stream of
people in the train station are important for surveillance, and these visual tasks
involve lower spatial frequencies. In addition, the real size of object is diﬀerent
with its size at the retina. Even the real size of an object remains the same, its
size at the retina will change according to the distance between the object and our
eyes. However, the size constancy of HVS allows us to perceive accurately the
real size of objects, regardless of their distance from the eyes.
Humans have several ways to infer the depth information, from the flat images
at the two retinas. First, the depth is formed from the disparity between the left
and right retinal images; this is known as stereopsis. Second, the motion parallax
gives us a powerful depth cue. Objects that are close to us move faster, while the
objects that are far away move slowly. Third, humans can still perceive depth from
a flat image, even without stereopsis and motion information. This is achieved
by using pictorial cues: the size of nearby objects is larger, objects block other
objects behind them, and objects with shadows lead to diﬀerent interpretations of
depth. The pictorial cues are learned from the order of the nature. For example,
the human brain assumes that light comes from above, and decodes shading and
shadows to infer depth relationships [19]. When humans are not in the normal
condition, e.g. astronauts on the international space station, their visions can be
altered temporarily by the weightlessness and lighting conditions [42, 43].
12
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2.2.2 Perception of color/luminosity
Color perception in humans is developed for tasks that are vital for our survival,
such as avoiding dangers and finding food. We use color to follow traﬃc signals
or select our favorite fruits. HVS is a trichromatic system that is sensitive to the
wavelengths of visible light, ranging from 350 to 770nm. The trichromatic system
provides humans three main signals from blue, green, and red cones. These visual
signals from retina and LGN are then conveyed to area V1, V4, and V8 in the visual
cortex [19]. Area V1 changes as the wavelength of the illumination changes, area
V4 exhibits color constancy, and area V8 is activated more by colored patterns
than by luminance patterns.

2.2.3 Perception of motion
Motion perception is important to humans, especially for daily tasks like driving
cars or filling a glass with water. There are two ways to perceive movements. One
is by detecting movements across the retina (retinal movement system); these
movements are caused by the objects moving in the world. The other is by
detecting movements of the eyes (eye and head movement system). Humans
can see motions, tell what is moving, and calculate the direction and speed of
an object, based on the complex movement patterns that mix retina motions and
eye-head motions. The area involved in motion perception of human brain is
V5/MT. This area receives signals from LGN and extracts directions and speed
of moving objects [19]. A basic model of the motion sensor in humans is the
delay-and-compare detector. It samples two diﬀerent points in space with a time
delay and compares the receptive fields corresponding the two points. If an object
13
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moves from point A to point B, it will excite the receptor with a receptive field at
A before the one with a receptive field at B.
Studies of the human visual system have shown that there are so many different cells and layers in our brain, and it is hard to find a universal model that
captures the complexity of the visual cortex. However, Mountcastle proposed
that the neocortex is uniform in appearance and structure [44]. He believed that
the cortex uses similar computational functions to accomplish all tasks, such as
sight, hearing, touch, smell, and taste. This discovery inspired Hawkins and
Blakeslee to build the fundamental theory of neocortex and create brain-inspired
data processing tool called Grok [45, 46].
Findings from these biological studies have inspired several computational
vision models. In the next section, we will review existing computational approaches for gist recognition and scene categorization.

2.3

Visual descriptors

Many descriptors have been developed for scene categorization from static images. For convenience, the list of the most widely used acronyms in this section is
given in Table 2.1. In scene categorization, visual features are first extracted from
the input image, and then classified into semantic categories using a trained classifier, e.g., support vector machines. Hence, feature extraction plays a vital role in
scene categorization. The existing approaches for visual feature extraction in scene
categorization can be divided into three broad categories: biologically-inspired
methods, local features, and global features. Table 2.2 summarizes the three categories and gives the representative visual descriptors of each category.
14
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Table 2.1: List of acronyms used in this section.
Acronym
BIF
BOP
BoW
CENTRIST
CNN
DeCAF
GIST
HIK
HMAX
HOG
HOG-SPM
HSOG
LBP
LBP-HF
LCS
OB
PLBP
RBF
SEV
SIFT
SIFT-FV
SIFT-LLC
SIFT-ScSPM
SIFT-SPM
SURF
SVM

Definition
Biologically-inspired features [47]
Bag-of-parts [48]
Bag-of-words [49]
Census transform histogram [50]
Convolutional neural network [51, 52]
Deep convolutional activation feature [53]
An abstract representation of the scene [32]
Histogram intersection kernel [54]
Hierarchical model and X [55]
Histogram of oriented gradients [37]
HOG with spatial pyramid matching [3]
Histogram of the Second-Order Gradients [56]
Local binary pattern [38]
LBP with Fourier histogram [57]
Local color statistic [58]
Object bank [59]
LBP with pyramid representation [60]
Radial basis function kernel [61]
Sequential edge vectors [62]
Scale-invariant feature transform [36]
SIFT with Fisher Vector [63]
SIFT with locality-constrained linear coding [64]
SIFT with sparse coding based spatial pyramid matching [65]
SIFT with spatial pyramid matching [3]
Speeded up robust features [66]
Support vector machine [67]

2.3.1 Biologically-inspired feature extraction models
To mimic the gist recognition capability of the human vision, researchers have
developed a variety of computational algorithms for scene categorization from
static images. For example, Lee and Mumford developed a hierarchical Bayesian
inference for scene reconstruction based on the early visual neurons [76]. Song and
Tao suggested a gist recognition model, where intensity, color, and C1 visual
features are extracted [47]. Grossberg and Huang proposed the ARTSCENE
system based on gist and texture features for natural scene classification [77].
In the following subsections, we discuss three major biologically-inspired feature
extraction approaches: the HMAX model, the GIST model, and the deep learning
model.
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Table 2.2: Classification of scene categorization descriptors
Approaches
Biologically-inspired feature extraction
- Visual cell model
- Layout properties
- Deep learning features

Local feature extraction
- Patch-based features

- Object-based model
- Region-based model
- Keypoint-based features

Global feature formation
- Principal component analysis
- Histogram
- Feature encoding

2.3.1.1

Representative works
HMAX [68]
GIST [32]
Convolutional Neural Networks [69],
OverFeat [70],
DeCAF [53]
SIFT [36],
HOG [37],
LBP [38],
CENTRIST [50]
HSOG [56]
Object bank [59]
Edge vectors [62]
Bag of parts [48]
SURF [66],
FREAK [71],
BRISK [72]
SIFT features with PCA [73]
Multi-resolution histogram [74]
SPM [3],
ScSPM [65],
LLC [64]
FV [63, 75]

HMAX model

Riesenhuber and Poggio proposed a feed-forward architecture, called HMAX,
which is inspired by the hierarchical nature of the primate visual cortex [55]. The
HMAX model has four layers: two simple layers (S1 and S2) and two complex
layers (C1 and C2). In layer S1, the input image is densely filtered with Gaussian
filters at several orientations and scales. The feature maps generated from layer
S1 are then arranged into filter bands that contain neighboring scale maps with
diﬀerent orientations. After layer S1, the spatial maximum values in each filter
band are computed at the same orientation to form layer C1. Let Pi , i = 1, . . . , K, be
a dictionary that is learned from samples of layer C1. Pi is used as a prototype to
represent intermediate-level feature S2. The maximum values of S2 are computed
over all positions and scales, and are used as the output features C2, which are
16

2.3. Visual descriptors
shift- and scale-invariant.
The HMAX architecture has the advantages of both template-based features
[78] and histogram-based features [36, 37]. The HMAX features preserve object
geometry similarly to template-based features, and they are robust to small distortions in objects, like histogram-based features. Serre et al. later used the HMAX
features for object recognition and scene understanding [79]. In object recognition
tasks, the HMAX model outperforms HOG [37], the part-based model [80], and
the local patch correlation [81]. However, HMAX has a longer processing time
than other algorithms, such as HOG and SIFT.
Several extensions to HMAX have been proposed. Serre and Riesenhuber
introduced a new HMAX that uses Gabor filters to model simple cell receptive field
instead of Gaussian filters [82]. Mutch and Lowe extended HMAX by introducing
lateral inhibition and feature localization [83]. The extended HMAX achieved an
improvement of 14% in the classification rate compared to the original HMAX,
in object categorization on the Caltech-101 data set. Brumby et al. developed a
large-scale functional model based on HMAX and applied it to detect vehicles in
remote-sensing images [84]. Inspired by HMAX, to describe the scene, Jiang et
al. [85] proposed a new approach that combines features from simple cells and
complex cells with sparse coding based spatial pyramid matching (ScSPM) [65].

2.3.1.2 GIST model

Oliva and Torralba proposed a computational model, known as GIST, for scene
categorization [32]. They suggested that images in a scene category possess a
similar spatial structure that can be extracted without segmenting the image. The
17
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GIST features are the statistical summary of the scene spatial layout. That is,
they capture the dominant perceptual properties, such as naturalness, openness,
roughness, expansion, and ruggedness, of a scene.
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Figure 2.1: Visual illustration of GIST feature extraction.
The GIST model can be described as follows. An input image I is first padded,
whitened, and normalized to reduce the blocking artifact. Next, the image is
processed with a set of multi-scale oriented Gabor filters. The impulse response
of a Gabor filter is a Gaussian modulated by a harmonic function:
1(x, y) = cos(2π

x′2 + γ2 y′2
x′
+ Φ) exp(−
),
λ
2σ2

(2.1)

where x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ, θ is the rotation angle, Φ is
the phase oﬀset, λ is the wavelength of the harmonic function, σ is the standard
deviation of the Gaussian function, and γ is the spatial aspect ratio. In the original
GIST model, 32 filters at four scales and eight orientations are used. Each output
filtered image is partitioned into 16 blocks, and the average value of each block
is used as a feature. Overall, a GIST feature vector has 512 elements. Figure 2.1
(b) shows the GIST features extracted from an input image shown in Fig. 2.1
(a). Here, the input image is divided into 4 × 4 regions. From each region 32
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gist features (4 scales and 8 orientations) are extracted and visualized in polar
coordinates.
The GIST features were found to be more eﬀective for recognizing outdoor
scenes than the indoor scenes [50]. They have been combined with other features
for scene categorization. Torralba et al. proposed a new GIST model that combines
the local features, global features, bottom-up saliency, and top-down mechanisms
to predict which image regions are likely to be fixated by human observers [86].
Han and Liu [87] developed a hierarchical GIST model for scene classification
with two layers: i) a perceptual layer based on the GIST model proposed in [32];
and ii) a conceptual layer based on the kernel PCA [88].

2.3.1.3 Deep learning

In recent years, deep learning architectures have gained fervent research interest
for image recognition. One of the major deep learning architectures is convolutional
neural networks (CNN) developed by LeCun et al. [51]. CNNs are inspired by the
discoveries of Hubel and Wiesel [89] about the receptive fields in mammal visual
cortex. CNNs are based on three key architectural ideas: i) local receptive fields for
extracting local features; i) weight sharing for reducing network complexity; iii)
sub-sampling for handling local distortions and reducing feature dimensionality.
An advantage of CNNs is that they can be trained to map raw pixels to image
categories, thereby alleviating the need for hand-designed features.
CNN is a feed-forward architecture with three main types of layers: (i) 2-D
convolution layers; (ii) 2-D sub-sampling layers; and (iii) 1-D output layers (see
Fig. 2.2 for an example). A convolution layer consists of several adjustable 2-D
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Figure 2.2: An example of layers in a convolutional neural network.

filters. The output of each filter is called a feature map, because it indicates
the presence of a feature at a given pixel location. A sub-sampling layer follows
each convolution layer, and reduces the size of each input feature map, via mean
pooling or max pooling. The 1-D layers map the extracted 2-D features to the
final network output.
Designing and training a CNN or deep learning architecture is a computationintensive task that requires significant engineering eﬀorts. Hinton et al. proposed
a new approach for training deep networks [90]. Their main idea is to pre-train
each layer of the network using an unsupervised learning algorithm, e.g. restricted
Boltzmann machine, denoising auto-encoder, and kernel principal component analysis.
Once the pre-training is completed, a supervised learning algorithm, e.g. error
backpropagation, is employed to adjust the connection weights of the hidden
layers and the output layer [91].
Krizhevsky et al. developed a CNN for image classification, which has 5 con20
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volution layers, 650000 neurons and 60 million parameters, and produces 4096
features [52]. On the ImageNet benchmark, which comprises 1.2 million images
with 1000 object categories, CNN achieved a top-1 classification rate of 62.5%,
which was higher than the previous results obtained by other methods. Sermanet
et al. later developed a CNN-based integrated framework, called OverFeat [70], to
perform both localization and detection tasks; their system achieved very competitive results (1st in localization and 4th in classification) on the ImageNet benchmark. CNNs have also been applied for scene categorization by Zhou et al. [69]
and Donahue et al. [53]. CNNs have been shown to be less eﬀective for moderatesize data sets [92], however, they perform well when trained on large-scale data
sets [52, 53].

2.3.2 Local feature extraction
Local descriptors capture low-level properties of the scene, whereas global descriptors represent the overall spatial information. Vogel et al. studied the use
of local features and global features in the categorization of natural scenes [93].
Their results suggested that humans rely as much on local region information as
on global configural information. Existing algorithms for local descriptors can be
divided into three main categories: patch-based, object-based, and region-based.
2.3.2.1 Patch-based local features
Patch-based algorithms extract features from small patches of input images. For
SIFT [36] and speeded up robust features (SURF) [66], patches are generated from
local windows around interest points. For LBP [38], patches are formed from
rectangular regions of each pixels. For HOG [37], patches are non-overlapping
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blocks where orientation voting and normalization are applied. For SIFT-ScSPM
[65], patches are overlapping blocks formed from a regular grid at the same scale.
For SIFT-LCS-FV [63], patches are overlapping blocks formed from a regular grid
at five scales.
A) Scale-invariant feature transform
Lowe developed SIFT algorithm to extract image features that are invariant to
image scale, rotation, and changing illumination [36]. Extracting SIFT local features involves four main steps. First, the diﬀerence-of-Gaussian filters are applied
to identify the location and scale of interest points. Second, the interest points
with high stability are selected as the key points. Third, dominant orientation
is assigned to each key point based on local image gradient. Fourth, the SIFT
features that are partially invariant to aﬃne distortions and illumination changes
are extracted from key-point regions. The SIFT features are computed from image gradient magnitude and orientation in a region centered at key point. An
example of SIFT key points is shown in Fig. 2.3 (a). The centers of circles are the
key points, the radiuses of circles are the average scales of the key points, and the
arrows inside the circles are the average orientations of the key points.
To apply SIFT for scene categorization, Fei-Fei and Perona proposed to extract
local features from dense patches [94]. A dictionary is formed from random local
patches using k-means algorithm. Then, for each input image, a feature vector is
generated using the trained dictionary. An example of a SIFT feature map that is
extracted from dense patches is shown in Fig. 2.3 (b). In this figure, SIFT features
are averaged at each pixel location and shown.
The original SIFT algorithm has been extended by several researchers. Brown
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Figure 2.3: Visual illustration of SIFT, SURF, and HOG feature extraction of the
input image in Fig. 2.1(a).

and Susstrunk proposed multi-spectral SIFT (MSIFT) on color and near-infrared
images for scene categorization [95]. They showed that compared with SIFT,
HMAX, and GIST on the 8-outdoor-scene data set [32], MSIFT reduced feature
dimensionality and improved recognition accuracy. Liu et al. proposed SIFT flow
to align images across scenes, and applied it for image alignment, video retrieval,
face recognition, and motion prediction [96]. Bo et al. improved the low-level SIFT
features using a kernel approach [97]. The kernel descriptors provide a principled
tool to convert pixel attributes to patch-level features.
B) Speeded-up robust features Bay et al. proposed scale- and rotation-invariant visual
descriptor, called SURF [66]. SURF detects interest points using determinant of
Hessian matrix. The computation time of interest point detection is reduced by
using integral images [98]. The key points are then selected from interest points
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using non-maximum suppression in multi-scale space. The orientation of key
point is assigned using sliding orientation windows on Haar wavelet response
maps. The longest vector over all windows defines the orientation of the key
point. The Haar wavelet response in the horizontal direction (dx ) and the vertical
direction (d y ) are computed from a 4 × 4 sub-region over the key point. The feature
∑ ∑ ∑
∑
vector for each sub-region is v = ( dx , d y , |dx |, |d y |). SURF key points of an
example image is shown in Fig. 2.3(c). The centers of circles are the key points,
the radiuses of circles are the average scales of the key points, and the arrows
inside the circles are the average orientations of the key points.
C) Histogram of oriented gradients Dalal and Triggs originally developed the HOG
descriptor for pedestrian detection in gray-scale images [37]. The HOG features
have since been applied for recognition of other image categories, such as cars [99],
bicycles [100], and facial expressions [101]. The HOG feature extraction involves
four main steps. First, an input image is normalized by the power-law, and the
image gradients are computed along the horizontal and vertical directions. Next,
the image is divided into cells; a cell can be a rectangular or circular region. In the
third step, the histograms for multiple orientations are computed for each cell,
where each pixel in the cell contributes a weighted score to a histogram. Finally,
the cell histograms are normalized and grouped in blocks to form the HOG
features. An example of HOG features is shown in Fig. 2.3(d), which illustrates
the strength of averaged HOG features at each pixel location.
For scene categorization, the HOG features are useful for capturing the distribution of image gradients and edge directions in a regular grid. Xiao et al.
compared HOG with other descriptors, such as GIST and SIFT, on the SUN397
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data set [4]. HOG achieved a higher classification rate (CR) compared with other
hand-designed descriptors.
D) Local binary pattern
Ojala et al. first developed the LBP algorithm for texture classification [38].
Since then, LBP has been applied to many computer vision tasks, including face
recognition [102], pedestrian detection [103], and scene categorization [4]. The
LBP algorithm analyzes the textures of a local patch by comparing each center
pixel with the neighboring pixels.

Figure 2.4: Illustration of the basic LBP algorithm.
The basic LBP operates on 3-by-3 blocks. Each pixel in the block is compared
to the center pixel, and a binary value of 1 or 0 is returned (see Fig. 2.4). A pattern
B is formed by concatenating the binary values from the neighboring pixels. The
decimal LBP code is obtained by summing the thresholded diﬀerences weighted
by powers of two. Furthermore, a contrast measure C is obtained by subtracting
the average of pixel values smaller than the center pixel value p from the average
of pixel values larger than or equal to p. An example of LBP code map is shown
in Fig. 2.6. In the example, the pattern B is 11001101; the LBP code is 179; the
contrast C is 7.4. The histogram of local contrast (LBP/C) is used as a feature
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vector. The computational simplicity of the LBP algorithm makes it suitable for
real-time image analysis.
Several variants of LBP have been developed. Ojala et al. proposed a generic
form of LBP that supports arbitrary neighborhood sizes [104]. By contrast to the
basic LBP that uses 8 neighboring pixels in a 3-by-3 block, the generic operator
LBPP,R is circularly symmetric, see Fig. 2.5.

Figure 2.5: The circular regions in a generic form of LBP. Here, P is the number
of neighboring pixels, and R is the circle radius. When P = 8 and R = 1, the basic
LBP operator is obtained.

Ojala et al. also developed the uniform patterns, denoted as LBPuP,R [104]. Here,
u is the number of transitions (0 to 1, or 1 to 0) in an LBP pattern. A local binary
pattern is called uniform if u ≤ 2. Diﬀerent output labels are assigned to uniform
LBP codes, and a single label is assigned to non-uniform patterns. Experiments in
[104] indicated that uniform patterns can be considered as fundamental textures
because they represent the vast majority of local texture patterns.
Ahonen et al. proposed an algorithm, called LBP-HF, that combines uniform
LBP and Fourier coeﬃcients [57]. They showed that LBP-HF has better rotation
invariance than uniform LBP. In the LBP-HF algorithm, uniform pattern LBPuP,R at
pixel location(x, y) is replaced by LBPuP,(R+θ) mod P , where θ is a rotation angle: θ =
2×2π
0, 2π
P , P ,...,

(P−1)×2π
.
P

Then, the histograms hθ of LBPuP,(R+θ) mod P are computed.
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Finally, Discrete Fourier Transform is applied on hθ to form LBP-HF features.
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Figure 2.6: Visual illustration of LBP-based feature extraction of the input image
in Fig. 2.1(a).

Guo et al. proposed a completed local binary pattern (CLBP) to extract image features for texture classification [105]. The original LBP only encodes the signs of
diﬀerences between center pixel and its neighbors (see Fig. 2.4). CLBP encodes
both the signs (CLBP-S) and magnitudes (CLBP-M) of the diﬀerences. Furthermore, the intensity of center pixel (CLBP-C) is encoded as the third part of CLBP.
Guo et al. showed that the texture classification accuracy of CLBP was better
than the original LBP algorithm. Li et al. proposed a scale- and rotation-invariant
LBP descriptor [106]. The scale-invariance of this method is achieved by searching for the maximum response over scale spaces. The rotation invariance is
achieved by locating the dominant orientations of the uniform-LBP patterns. The
scale- and rotation-invariant LBP outperforms the classical uniform LBP in texture classification. In another approach, Qian et al. proposed an LBP descriptor
with pyramid representation (PLBP) [60]. By cascading the LBP features obtained
from hierarchical spatial pyramids, the PLBP descriptor extracts texture resolution information. The pyramid representation for LBP is more eﬃcient than the
multi-resolution representation for LBP proposed by [107].
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E) Census transform histogram Wu and Rehg proposed a visual descriptor called
CENTRIST, which is a holistic representation of structural and geometrical properties of images [50].

In CENTRIST, feature maps are calculated by census

transform (CT), which is equivalent to the local binary pattern LBP8,1 . Wu and
Regh presented an experiment showing that CT values encode shape information.
The authors identified 6 CT values with highest counts (31, 248 240, 232, 15, and
23) in the 15-scene data set [3, 94]. The 6 CT values correspond to local 3-by-3
neighborhoods that have horizontal or close-to-diagonal edge structures. To encode the global structure of an image, the CT values are processed by the spatial
pyramid algorithm, described in [3]. The features extracted from the pyramid
feature maps are then reduced using the spatial PCA or BoW methods.

Wu and Rehg showed experimentally that CENTRIST with the spatial PCA
outperforms the state-of-the-art algorithms, such as SIFT and GIST, on several
scene categorization data sets. However, CENTRIST has a number of limitations.
First, CENTRIST is not invariant to rotations. Second, it is not designed for
extracting color information. Third, CENTRIST still has diﬃculty in learning
semantic concepts from images with varied viewing angles and scales. Based
on CENTRIST, a multi-channel feature generation mechanism was proposed in
[108]. The CENTRIST features with multi-channel information (RGB channels
and infrared channel) improves grayscale CENTRIST’s performance on scene
categorization.
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2.3.2.2 Object-based local features
Object-based algorithms rely on landmark objects to classify scenes. They have
been applied for scene perception in robotic navigation systems [109, 110, 111].
Bao et al. proposed a scene layout reconstruction algorithm by determining the
3-D locations and the support planes of objects [112]. In these methods, the scene
is classified based on landmark objects and their configuration. A challenge of
object-based methods is to detect small objects, especially in outdoor conditions.
Another challenge is to select a small set of landmark objects to represent a scene
[113].
An example of object-based algorithms for visual categorization is object bank
proposed by Li et al. [59]. The OB algorithm was designed to decrease the gap
between low-level visual features of objects and high-level semantic information
of the scene.

(a) ’tree’

(b) ’sky’

(c) ’beach’

(d) ’coast’

Figure 2.7: Object bank feature maps of input image in Fig. 2.1(a).

In the OB approach, an image is represented by scale-invariant response maps
produced by pre-trained object detectors. Objects are classified by two types of
detectors: i) the SVM detector, proposed by Felzenszwalb et al. [100], for objects
such as humans, cars, and tables; ii) the texture detector, proposed by Hoiem et
al. [114], for objects such as sky, road, and sea. Li et al. analyzed common object
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types in four data sets ESP [115], LabelMe [116], ImageNet [117], and Flickr [118],
and selected 200 object detectors that were trained with 12 detection scales and 3
spatial pyramid levels [119]. The example feature maps produced by four object
detectors are shown in Fig. 2.7 (a) to (d). Li et al. compared the OB algorithm
with SIFT, GIST, and spatial pyramid matching (SPM) [3] on several scene data
sets. The results showed that OB outperforms the other algorithms on the UIUC
data set [120], the 67-indoor-scene data set [121], and the 15-scene data set [3].
2.3.2.3

Region-based local features

Region-based algorithms segment images and extract features from diﬀerent regions. Boutell et al. proposed an algorithm to classify scenes using the identities
of regions and the spatial relations between regions [122]. Gokalp and Aksoy proposed a bag-of-regions algorithm for scene classification [123]. In their algorithm,
an image is partitioned into regions, and the structure of the image is represented
by a bag of individual regions and a bag of region pairs. Juneja et al. used distinctive parts for scene categorization [48]. First, the distinctive parts in each category
are detected and learned based on HOG features. Then, the features of parts are
extracted and encoded using bag of words or Fisher Vector.

(a)

(b)

(c)

(d)

Figure 2.8: Illustration of SEV regions of input image in Fig. 2.1(a) and the
computed edge maps along the (a) horizontal direction, (b) vertical direction, (c)
+45 degree direction, and (d) −45 degree direction.
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An example of region-based algorithms is sequential edge vectors (SEV) proposed by Morikawa and Shibata [62]. SEV reduces the ambiguity of features
caused by the inter-class variations among scene categories. Unlike other regionbased algorithms that segment the entire image, SEV segments only local regions.
SEV method considers an image as a document consisting of sentences, in which
the separated regions play the role of words, and oriented edges play the role of
letters. SEV identifies each word from the letters, forms the document vector from
words, and finally determines the topic vector.

The main steps of the SEV method can be described as follows. First, oriented
edges of input image are detected by horizontal, vertical, and diagonal edge
filters. Second, the horizontal or vertical edge map is used to generate fixed
sentences (also called local threads). All local threads are scanned from one end
to the other, producing edge distribution vectors in four directions. Next, the sum
of absolute diﬀerences (SAD) between neighboring local windows is calculated.
The boundaries of meaningful sequences are determined by locating peaks in
the SAD histograms. Figure 2.8 shows the boundaries in four edge maps. Then,
the meaningful sequences form words that describe images. Finally, probabilistic
latent semantic analysis (PLSA) [124] is applied on meaningful sequences (words)
to generate topic vectors.

Using the 8-outdoor-scene data set, Morikawa and Shibata evaluated the SEV
algorithm on seven scene categories: coast, open country, forest, highway, mountain, street, and tall building. SEV method with a 16-by-16 scan window achieved
a higher F-measure (65%) than a model that uses SIFT and PLSA (55%).
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2.3.3

Global feature formation

For scene categorization, global features are often extracted without image segmentation or object detection to summarize the statistics of the image. For example, Renninger and Malik computed histograms of features generated by a bank of
Gaussian derivative filters to represent scenes [21]. Serrano et al. used quantized
color histograms and wavelet texture as global features for scene categorization
[125]. Furthermore, Mikolajczyk and Schmid showed that the performance of
visual descriptors depends not only on local regions but also global information
[34]. Therefore, several scene categorization algorithms focus on first extracting
suitable local features and then forming global features from regular grids. In the
following subsections, four representative algorithms for global feature formation
in scene categorization are described: PCA, histograms, BoW, and Fisher Vector.

2.3.3.1

Principal component analysis

Principal component analysis (PCA) represents data by a small number of principal
components. It has been used for dimensionality reduction in a wide range of computer vision tasks, such as image categorization [126], face recognition [127, 128],
and feature selection [129, 130, 131].
Ke and Sukthankar proposed a visual descriptor, known as PCA-SIFT, that
combines SIFT and PCA [73]. In their approach, a projection matrix P is calculated from a large number of image patches. For each training image patch, a
feature vector is generated from the horizontal and vertical gradient maps. The
covariance matrix C of all feature vectors is calculated. Eigen-analysis is applied
to C, and the n most-significant eigenvectors of C are selected to form the projec32
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tion matrix P. In Ke and Sukthankar’s experiments, n was selected to be 20, which
is significantly smaller than the number of features (128) in the standard SIFT algorithm. Compared to SIFT features, PCA-SIFT features lead to an improvement
in image matching, when evaluated on the INRIA database [132].

2.3.3.2 Histogram

Histogram is a method to represent the statistical distribution of data. It is eﬃcient
and robust to noise compared to other feature formation methods [74]. Therefore,
it has been used in many image processing tasks, including image and video
retrieval [133, 134, 135, 136], image structure analysis [137], image filtering [138,
139], and color indexing [140, 141, 142, 143]. In several scene categorization
algorithms, such as LBP and its variants, global features are formed by calculating
the histogram of local features [38, 50, 144].
A weakness of the histogram approach is that it does not capture the spatial information. To encode spatial information, Hadjidemetriou et al. proposed
multi-resolution histograms that extract shape and texture features at several resolution levels [74]. Given an image I(x, y) with n gray-levels, the spatial resolution
of the image is decreased by convolving it with a Gaussian kernel G(x, y; σ). The
multi-resolution histograms are calculated as h[I ∗ G(σ)]. Then, the cumulative
histograms corresponding to each image resolution is computed. Next, the differences between the cumulative histograms of consecutive levels are calculated.
The diﬀerence histograms are sub-sampled and normalized to make them independent of the sub-sampling factor. Finally, the normalized diﬀerence histograms
are concatenated to form a feature vector.
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2.3.3.3

Bag-of-words

The bag-of-word (BoW) algorithms were first used in document classification to
simplify the representation of natural language. Recently, BoW has been used to
classify images based on the appearance of image patches. In the BoW algorithms,
features are extracted from regular grids (feature extraction) and quantized into
discrete visual words (encoding). The coding strategy aims to generate similar
codes for similar features. A compact representation of visual words is built for
each image based on a trained dictionary (codebook).
Qin and Yung proposed an algorithm based on contextual visual words [145].
To train the visual words, SIFT features are calculated from both region of interest (ROI) and the regions surrounding ROI. Fei-Fei and Perona [94] proposed a
BoW algorithm based on latent Dirichlet allocation [146]. They compared diﬀerent
local patch detectors, such as regular grids, random sampling, saliency detector
[147], and diﬀerence-of-Gaussian detector [36]. Their experiment results showed
that regular grids perform better than random sampling, saliency detector, and
diﬀerence-of-Gaussian detector for scene categorization.
Next, we describe three representative BoW algorithms for training visual
words on regular grids: SPM [3], ScSPM [65], and LLC [64].
Spatial pyramid matching (SPM) for recognizing natural scenes was proposed
by Lazebnik et al. [3]. Unlike the traditional BoW algorithms that extract orderless features, the SPM algorithm retains the global geometric correspondence
of images. It divides the input image into regular grids and computes local
features, such as SIFT and HOG in each grid. The visual vocabulary is formed
by k-means clustering, and then all features are formed using vector quantization
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(VQ). Based on the trained dictionary, local features are represented. Finally,
the spatial histograms (average pooling) of coded features are used as feature
vectors. To recognize multiple scene categories, a support vector machine with
the one-versus-all strategy is used.
Sparse coding based spatial pyramid matching (ScSPM) was suggested by Yang
et al. [65] to improve the eﬃciency of SPM. The original SPM uses k-means
vector quantization, whereas ScSPM uses sparse coding to quantize the local
features. Furthermore, for spatial pooling, the original SPM uses histograms,
whereas ScSPM applies the max operator, which is more robust to local spatial translations. For ScSPM, the linear-SVM classifier is used to reduce the
computation cost. The experiments by Yang et al. show that the sparse coding
of SIFT descriptors with the linear-SVM outperforms several methods, including kernel codebooks [148], SVM-K-Nearest-Neighbor [149], and naive Bayes
nearest-neighbor (NBNN) [150].
Locality-constrained linear coding (LLC) was proposed by Wang et al. [64] to
reduce the computational cost of SPM. Because of the importance of locality,
as demonstrated by Yu et al. [151], LLC replaces the sparsity constraint used in
ScSPM with the locality constraint to select similar bases for local features from the
trained visual words. In Wang et al.’s approach, a linear weighted combination
of these bases is learned to represent local features. Their experiments on the
Catech-101 data set [49] show that LLC achieved higher classification rates than
ScSPM, NBNN, and kernel codebooks [148]. Recently, Goh et al. improved ScSPM
and LLC by using a deep architecture [92]. The deep architecture merges the
strengths of BoW framework and the deep learning method to encode the SIFT
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features.
2.3.3.4

Fisher Vector

Fisher Vector (FV) is a feature encoding algorithm proposed by Sanchez et al. [63].
The local features extracted from dense multi-scale grids are represented by their
deviation from a Gaussian mixture model (GMM). The local features are mapped to
a higher-dimensional space which is more amenable to linear classification.
In the FV algorithm, a GMM is first computed from a training set of local features using the Expectation-Maximization algorithm. The parameters of a GMM
are denoted by λ = {(wk , µk , σk ), k = 1, ..., K}, where wk is the mixture weight, µk is
the mean vector, and σk is the covariance matrix of the k-th Gaussian component.
Let X = {xt , t = 1, ..., T} be the set of local descriptors extracted from an input
image. For local descriptor xt , let pλ (xt ) be the probability density function of
local descriptor, as computed by GMM model. Let Lλ be the square-root of the
inverse of the Fisher information matrix. The normalized gradient statistics are
computed as
φ(xt ) = Lλ ∇λ log pλ (xt ).

(2.2)

A Fisher Vector is the sum of normalized gradient statistics:
GX
λ

=

T
∑

φ(xt )

(2.3)

t=1
X
X
The final Fisher Vector is the concatenation of the gradients GX
wk , Gµk , and Gσk .

To improve the classification accuracy, two normalization steps, l2 -normalization
and power normalization [152], can be applied on Fisher Vector.
Compared with other bag-of-words algorithms, Fisher Vector has many advantages. First, it provides a generalized method to define a kernel from a generative
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process of the data. Second, Fisher Vector can be computed from small vocabularies with a lower computational cost. However, Fisher Vector is dense, which
leads to storage issues for large-scale applications.
2.3.3.5 Composite global features
Global features are also formed by combining diﬀerent global features. For example, CENTRIST features are generated by combining histograms and PCA [50].
The HOG-SPM and SIFT-SPM features are first extracted by BoW algorithms, and
then accumulated by spatial histograms [3]. SIFT-ScSPM [65] and SIFT-LLC [64]
represent local features by the BoW algorithm and the max pooling. The image
categorization method proposed by Krapac et al. [5] combines SPM and the Fisher
kernel to encode spatial layout of images.

2.4 Chapter summary
This chapter presented a survey of recent work on visual gist recognition and scene
categorization, from theoretical perspective. After describing gist recognition in
humans, we reviewed the computational approaches for scene categorization in
three categories: biologically-inspired features, local features, and global feature
formation.
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of feature vectors. For scene categorization, five measures are used to evaluate
the classification accuracy, namely classification rate (CR), precision (P), recall (R),
F-measure (F), and area under ROC curve (AUC). By using the same classification
protocol described in [52], we are able to compare descriptors on the SUN397
data set with several recent methods: ImageNet-CNN [52], BOP-FV [48], discriminative patches [153], OverFeat [70], Places-CNN [69], and DeCAF [53]. For
class separability, the visual descriptors are compared using Fisher discriminant
analysis.
The rest of the chapter is structured as follows. Section 3.1 and 3.2 describe the
image data sets and performance measures used for scene categorization. Section
3.3 describes the implementation of the descriptors and classifiers. Section 3.4
presents results of a comparative study using diﬀerent classifiers with four data
sets. Finally, Section 3.5 evaluates the class separability and stability of feature
vectors.

3.1 Data sets for scene categorization
Progress in image recognition is due in part to the existence of comprehensive data
sets on which new or existing algorithms can be rigorously evaluated [154, 155].
In this section, we review the publicly available data sets for scene categorization
algorithms, and discuss their characteristics.
Because of the diﬃculty of finding one representative data set, it is not suﬃcient
to evaluate a scene categorization algorithm on only one data set. For example, on
the Caltech-101 data set, the LLC algorithm is found to have a higher classification
rate than the ScSPM algorithm [64]. However, on the 15-scene data set, the ScSPM
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algorithm has a higher classification rate than the LLC algorithm (see Section 3.4).
One possible reason is that built-in biases are present when collecting image data
for a recognition task, e.g. the viewing angle, the type of background scene, and
the composition of objects. These intrinsic biases cause every data set to represent
the physical world diﬀerently. Therefore, scene categorization algorithms should
be evaluated on multiple large-scale data sets that exhibit more diversity and less
bias.
Table 3.1 summarizes the major data sets used for scene categorization. For
each data set, the source, the number of images, and the number of image categories are given. In the following, we describe the major data sets. Three benchmark data sets, 8-outdoor-scene [32], 13-natural-scene [94], and 15-scene [3], have
been used by many researchers [62, 77, 85, 92, 145, 156, 157, 158, 159]. The
8-outdoor-scene data set has eight categories of only-outdoor scenes (coast, forest, highway, inside city, mountain, open country, street, and tall buildings),
whereas the 13-natural-scene data set contains the same eight categories of outdoor scenes and five additional categories of indoor scenes (bedroom, kitchen,
living-room, oﬃce, and store). The 15-scene data set includes all images from
the 13-natural-scene, and two additional outdoor scenes of man-made structures
(suburb and industry). The images in each category are from diﬀerent sources,
such as COREL data set, Google image search, and personal photographs.
Large data sets have been developed to increase the number of semantic categories and the diversity of images. The 67-indoor-scene data set [121] divides
five indoor scenes (working places, home, leisure, store, and public spaces) into
67 sub-categories. Common objects appear in multiple categories; therefore, it
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Table 3.1: Data sets for scene categorization.
Data set
Data set size (images)
Image categories
8-outdoor-scene [32]
2, 600
8 outdoor scenes
13-natural-scene [94]
3, 759
13 natural scenes
15-scene [3]
4, 485 15 indoor/outdoor scenes
67-indoor-scene [121]
15, 620
67 indoor scenes
SUN397 [4]
108, 754
397 general scenes
Places205 [69]
2, 448, 873
205 general scenes

is harder to distinguish between the image categories. The SUN397 data set [4]
has 397 scene categories, from abbey, bedroom, and castle to highway, theater,
and yard. There are at least 100 images in each category. The Places205 data set
[69] has 205 scene categories; each category has at least 5000 images. Among the
benchmark data sets listed in Table 3.1, SUN397 has the most number of categories
and Places205 has the most number of images.

The experiments in this chapter were conducted on four data sets: the 8-outdoor-scene
data set, the 15-scene data set, the 67-indoor-scene data set, and the SUN397 data
set. The 8-outdoor-scene data set and the 15-scene data set have been used as
benchmark for scene categorization by many researchers [50, 59, 65, 85, 94, 121,
156, 160]. The 67-indoor-scene data set contains 67 indoor scene categories. There
are at least 100 images per category and all images have a size of at least 200 × 200
pixels. The 67-indoor-scene data set has been used to evaluate scene categorization in [48, 50, 64, 75, 121, 153, 161, 162]. The SUN397 data set contains 397
scene categories and 108, 754 images. It has been used as a benchmark for scene
categorization by [163], [63], [164], [161], [69], [53], and [75].
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Performance measures

To evaluate a scene categorization system, a data set is typically partitioned into
three separate subsets: training, validation, and test. The training subset is used to
determine the system’s adjustable parameters, the validation set is used to prevent
over-training, and the test set is used to estimate the system’s generalization
capability. The generalization capability of a system is commonly measured
using classification rate (CR), which is the percentage of test images that are
correctly classified. For example, CR has been used for scene categorization in
[50, 156, 158, 165].
To prevent bias in partitioning the data set and to estimate more reliably the
generalization capability, an alternative technique known as n-fold cross-validation
is usually adopted. The image data set is divided into n subsets of equal size.
For each validation fold, one subset is used for testing, and the remaining (n − 1)
subsets are used for training and validation. This is repeated n times, each time
a diﬀerent subset fold is used for testing. Finally, the n classification rates are
averaged to give the overall CR.
Scene categorization is a multi-class recognition problem. Many scene categorization algorithms are also evaluated using the confusion matrix [50, 62, 145, 157,
158, 166]. For a problem involving K categories, the confusion matrix has K rows
and K columns. Each row represents an actual category, and each column represents a predicted category. The entry at row r, column c is the number of category
r samples that are classified as category c. Clearly, the correct classification for
individual categories are the diagonal entries, whereas the miss-classification are
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the non-diagonal entries.
Evaluation measures for two-class problems are also applied for scene categorization. Consider a scene category r. The positive class consists of all samples
belonging to category r, whereas the negative class consists of all samples belonging to the remaining categories. Four measures can be computed:
• True positives (tp) is the number of test samples in the positive class that are
correctly classified.
• False positives ( f p) is the number of test samples in the negative class that are
incorrectly classified.
• False negatives ( f n) is the number of test samples in the positive class that
are incorrectly classified.
• True negatives (tn) is the number of test samples in the negative class that are
correctly classified.
The precision rate P and the recall rate R are then defined as
P=

tp
tp
, and R =
.
tp + f p
tp + f n

(3.1)

A good scene categorization system should have a high precision rate and a high
recall rate. These two requirements can be reflected in a single measure called the
F-measure, which is the harmonic mean of the precision rate and recall rate:
F=

2PR
.
P+R

(3.2)

The plot of the true positive rate versus the false positive rate is called receiver
operating characteristic (ROC) curve [167]. It is a useful tool for visualizing the
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scene categorization performance, when a system parameter is varied. Another
performance measure is area-under-the-ROC-curve or AUC. ROC and AUC have
been used for scene categorization in [117] and [4].
The measures described above are suitable for evaluating the performance of
a complete scene categorization system that includes both a feature extractor and
a classifier. To evaluate the performance of the feature extraction independently
of the classifier, we can use the class separability of the extracted features. Fisher’s
discriminant analysis (FDA) is a tool for analyzing the separability of features. For
example, Tao et al. [168] and Chin et al. [169] used FDA to analyze multi-class
image classification. Consider a scene categorization problem that involves K
classes. The within-class covariance matrix Cw is calculated as

Cw =

K ∑
∑

(x − x̄k )(x − x̄k )T ,

(3.3)

k=1 x∈ωk

where x̄k is the mean vector of class ωk . The between-class covariance matrix Cb
is given by
Cb =

K
∑

Nk (x̄k − x̄)(x̄k − x̄)T ,

(3.4)

k=1

where x̄ is the mean vector of all classes and Nk is the number of samples in class
ωk . The S score of the feature vector is given by

S=

|trace(Cb )|
.
|trace(Cw )|

(3.5)

A high S score means there is a high separability between the K classes using the
given feature vector.
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3.3 Implementation of visual descriptors and classifiers
This section describes the implementation of the visual descriptors compared
in our experiments. There are two biologically-inspired descriptors (GIST and
HMAX), four SIFT-based descriptors (SIFT-SPM, SIFT-ScSPM, SIFT-LLC, and
SIFT-FV), two other BOW-based descriptors (HOG-SPM and SURF-ScSPM), five
LBP-based descriptors (LBP, Uniform LBP, LBP-HF, PLBP, CENTRIST), and one
object-based descriptor (OB). Most of the 14 descriptors combine local and global
features.
The biologically-inspired descriptors implemented in this chapter are GIST
and HMAX. The GIST descriptor is a low dimensional representation of an image.
In our experiment, the normalized input image was convolved with Gabor filters
at 4 scales and 8 orientations. Each filtered output was down-sampled to a 4 by
4 patch and reshaped to a 16 element vector. The GIST descriptor assembled all
outputs from the 32 filters to form a feature vector with 512 elements. The HMAX
descriptor contains two simple layer S1 and S2, and two complex layer C1 and C2.
In our experiment, the S1 layer was formed from the outputs of Gaussian filters
with 4 orientations and 12 scales. In layer C1, the S1 feature maps were grouped
into 4 filter bands of a certain scale range. The max pooling operation was applied
to each filter bank. Only S1 units with the same preferred orientation fed into
a given C1 unit. The S2 features were formed from C1 features with 256 visual
words (learned from C1). The C2 features were generated from S2 features using
max pooling. The final HMAX descriptor had 4069 features.
The SIFT-based descriptors were compared to evaluate the encoding capabil45
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ity of SPM, ScSPM, LLC, and FV. For the four SIFT-based descriptors (SIFT-SPM,
SIFT-ScSPM, SIFT-LLC, and SIFT-FV), their local features were calculated from
overlapping patches (16 × 16) on a dense grid every 8 pixels. The local patch was
first filtered with Gaussian filters to generate 8 orientation maps. The histograms
were then generated from the orientation maps and further weighted by a Gaussian function. The SIFT features were formed by concatenating the orientation
histograms. The SIFT-SPM descriptor extracted global features from dense SIFT
features by the SPM algorithm. In the experiments, k-means clustering and PCA
were used to train and extract 200 visual words from random samples of local
features. The local features were quantized by the trained visual words. Finally,
histograms of quantized features were formed with 1000 bins. The SIFT-ScSPM
descriptor formed global features from dense-SIFT features using the ScSPM algorithm. A feature dictionary including 1024 visual words was obtained by applying
k-means clustering to the local features. Finally, the ScSPM algorithm was employed to convert the local SIFT features to global features. The SIFT-LLC descriptor
formed global features from dense-SIFT features using the LLC algorithm. The
SIFT-LLC descriptor converted the local feature maps to global features based on
the n nearest neighbors of the feature dictionary. In the experiment, the number
of neighbors was set to 5. The SIFT-FV descriptor extracted global features from
dense-SIFT features using the Fisher Vector encoding. The dictionary was trained
using a Gaussian mixture model with 256 Gaussians.
Other BOW-based descriptors that are similar to the SIFT-based descriptors
include HOG-SMP and SURF-ScSPM. In our experiment, the HOG-SPM descriptor
extracted local features from overlapping patches (16 × 16) on a dense grid every
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8 pixels. The input image was first normalized globally by the power-law. Then,
image gradients were computed along the horizontal and vertical directions. For
each patch, histograms for multiple orientations were computed to form HOG
features. The global features were then generated by spatial pyramid matching
(SPM). The SURF-ScSPM descriptor used SURF for local feature extraction. The
ScSPM algorithm was applied for global feature formation. Diﬀerent from the
SIFT-based descriptors and HOG-SMP that extracted local features from dense
patches, the SURF-ScSPM descriptor extracted local features from interest-points
(sparse patches). In our experiment, at least 100 interest points were found in
each image.
The LBP-based descriptors compared in the experiment include LBP, uniform
LBP, LBP-HF, PLBP, and CENTRIST. The LBP descriptor is a histogram of the LBP
feature map. In our experiment, the feature map was generated from 3-by-3 blocks
of the entire image. The number of histogram bins was selected as 256. When the
number of histogram bins was reduced, our preliminary experiments indicated
that the classification rate dropped by about 10%. The uniform LBP descriptor is
similar to the LBP descriptor, but it only encodes uniform patterns of LBP. For
uniform LBP, we represented each input image with 59 uniform patterns. The
histograms of uniform LBP were calculated with 59 bins. The LBP-HF descriptor is
an extension of uniform LBP. In our experiment, the histograms of uniform LBP
were first calculated on the input image and its 90-degree rotated version. Then,
Fourier transform was applied on the histograms. The magnitudes of Fourier
coeﬃcients were calculated as the LBP-HF features. The final LBP-HF vector had
76 elements: half of the elements were generated from the original image, and the
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other half from the rotated image. The PLBP descriptor is an LBP descriptor with
spatial pyramid representation. To calculate PLBP features, each input image was
decomposed into 5 Gaussian pyramid images with dyadic scales. The histograms
of LBP in each pyramid image were combined to form the PLBP features. The
CENTRIST descriptor first converted input image into the CENTRIST feature map
(similar to LBP feature map). Then, spatial histogram with 3 spatial levels and
PCA with 40 eigenvectors were employed to form the CENTRIST feature map.
The dimension of CENTRIST was 1240.
The object-based descriptor OB extracts features from a large number of pretrained object detectors. It has the longest feature-extraction stage among the
compared descriptors. In our experiment, 176 object detectors with 12 detection
scales and 3 spatial pyramid levels were used. An OB descriptor with 44604
features was formed by max pooling.
Support Vector Machines (SVM) with linear, RBF and HIK kernels were used to
classify the diﬀerent descriptors. The linear kernel is given by
K(fi , f j ) = fi · f j ,

(3.6)

where fi and f j are two feature vectors. The RBF kernel is given by
K(fi , f j ) = exp{−γ||fi − f j ||2 },

(3.7)

where γ is a positive scalar. The HIK kernel is computed as
K(fi , f j ) =

N
∑

min [hi (n), h j (n)],

(3.8)

n=0

where hi (n) and h j (n) are, respectively, the N-bin histograms of fi and f j .
Five-fold cross validation was used to evaluate the performance of the SVM
classifiers with diﬀerent visual descriptors. In each fold, four subsets were used
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Table 3.2: Scene categorization performance on the 15-scene data set using linearSVM.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Algorithms
SIFT-ScSPM
SIFT-LLC
SIFT-FV
HOG-SPM
OB
SIFT-SPM
SURF-ScSPM
GIST
CENTRIST
LBP
Uniform LBP
LBP-HF
PLBP
HMAX

CR (%) Precision (%)
84.5 ± 1.5
84.8 ± 1.7
83.0 ± 1.3
83.0 ± 1.5
80.2 ± 1.8
79.6 ± 1.9
70.6 ± 2.7
71.7 ± 2.7
79.9 ± 1.6
80.0 ± 1.6
60.9 ± 4.0
62.3 ± 5.6
73.3 ± 2.1
72.9 ± 2.1
71.5 ± 1.2
71.1 ± 1.4
72.7 ± 1.4
72.8 ± 1.1
71.1 ± 2.9
69.8 ± 4.0
56.2 ± 3.0
55.6 ± 5.8
64.9 ± 3.4
63.8 ± 4.6
53.8 ± 3.6
52.7 ± 4.7
61.1 ± 4.1
60.8 ± 4.0

Recall (%) F-measure (%) AUC (%)
84.0 ± 1.4
84.1 ± 1.4
98.9 ± 0.1
82.2 ± 1.5
82.3 ± 1.4
98.8 ± 0.2
79.2 ± 1.9
79.0 ± 2.0
98.4 ± 0.1
68.7 ± 2.6
70.0 ± 2.4
96.3 ± 0.3
79.1 ± 2.0
79.0 ± 1.9
97.7 ± 0.3
57.8 ± 4.3
57.0 ± 4.7
94.4 ± 0.5
72.3 ± 2.3
72.3 ± 2.4
97.3 ± 0.4
70.6 ± 1.5
71.2 ± 1.0
95.7 ± 0.4
72.2 ± 1.9
71.9 ± 1.7
95.9 ± 0.3
70.3 ± 3.4
69.3 ± 3.9
94.9 ± 1.2
54.7 ± 3.2
52.6 ± 3.6
92.8 ± 1.0
63.9 ± 3.8
62.5 ± 4.3
92.8 ± 1.0
52.4 ± 3.6
51.5 ± 4.1
92.1 ± 1.5
59.8 ± 4.5
59.9 ± 4.3
79.7 ± 6.9

for training and validation, and the remaining subset was used for testing. The
parameters of the SVM classifiers were determined using a validation set in each
fold. The average values of CR, P, R, F, and AUC were calculated over the five
folds. The standard deviations of CR, P, R, F, and AUC over the five folds are used
as a measure of variation in the classification performance.

3.4 Classification results
The following four subsections present and discuss the results of image classification on the 15-scene, 8-scene, 67-indoor-scene, and SUN397 data sets.

3.4.1 Classification results on the 15-scene data set
In the first experiment, the 14 selected descriptors were evaluated on the 15-scene
data set. Tables 3.2 to 3.4 present the classification performance measures of the
diﬀerent visual descriptors using linear-SVM, RBF-SVM, and HIK-SVM. In these
tables (and also Tables 3.5, 3.6, and 3.7), the best performance measure is indicated
in bold font. The results in these tables show that each descriptor achieves its best
classification rate using a diﬀerent SVM classifier. For example, SIFT-ScSPM,
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Table 3.3: Scene categorization performance on the 15-scene data set using RBFSVM.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Algorithms
SIFT-ScSPM
SIFT-LLC
SIFT-FV
HOG-SPM
OB
SIFT-SPM
SURF-ScSPM
GIST
CENTRIST
LBP
Uniform LBP
LBP-HF
PLBP
HMAX

CR (%) Precision (%) Recall (%)
83.8 ± 1.7
84.2 ± 1.6
83.2 ± 1.6
82.2 ± 1.1
82.5 ± 1.2
81.5 ± 1.1
79.4 ± 1.7
78.9 ± 2.1
78.1 ± 2.1
78.9 ± 1.2
76.8 ± 3.2
76.3 ± 2.9
73.2 ± 2.0
73.5 ± 1.9
72.0 ± 2.4
72.9 ± 1.3
72.0 ± 1.6
71.6 ± 1.4
72.4 ± 1.6
71.6 ± 1.8
71.1 ± 1.7
72.8 ± 1.2
72.2 ± 1.0
71.8 ± 1.4
72.6 ± 1.8
72.7 ± 1.1
72.0 ± 2.1
70.9 ± 4.2
69.6 ± 5.2
70.1 ± 4.8
67.8 ± 3.9
66.8 ± 5.0
66.8 ± 4.4
67.3 ± 4.4
66.0 ± 5.4
66.5 ± 4.9
69.4 ± 3.5
69.2 ± 4.9
68.2 ± 4.1
62.4 ± 3.7
61.6 ± 3.4
61.0 ± 4.0

F-measure (%) AUC (%)
83.5 ± 1.3
98.3 ± 0.0
81.5 ± 1.2
98.2 ± 0.1
77.6 ± 2.3
97.5 ± 0.2
76.1 ± 3.1
96.5 ± 0.5
72.1 ± 2.3
95.5 ± 0.4
71.3 ± 1.4
95.2 ± 0.4
70.6 ± 1.8
95.8 ± 0.4
71.5 ± 1.2
95.2 ± 0.2
71.8 ± 1.8
91.2 ± 1.0
69.2 ± 5.3
96.2 ± 0.7
65.6 ± 4.9
94.0 ± 0.8
66.3 ± 4.4
94.0 ± 0.8
68.1 ± 4.4
95.4 ± 1.0
60.8 ± 3.7
79.5 ± 6.0

Table 3.4: Scene categorization performance on the 15-scene data set using HIKSVM.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Algorithms
SIFT-ScSPM
SIFT-LLC
SIFT-FV
HOG-SPM
OB
SIFT-SPM
SURF-ScSPM
GIST
CENTRIST
LBP
Uniform LBP
LBP-HF
PLBP
HMAX

CR (%) Precision (%) Recall (%)
83.6 ± 1.6
84.2 ± 1.7
83.2 ± 1.4
82.6 ± 1.5
82.8 ± 1.4
82.1 ± 1.3
80.0 ± 1.7
80.1 ± 2.0
79.7 ± 1.4
80.0 ± 2.6
79.5 ± 2.5
79.7 ± 2.5
76.9 ± 2.0
76.9 ± 1.8
76.0 ± 2.3
77.9 ± 1.2
77.5 ± 1.3
76.8 ± 1.0
72.3 ± 2.4
71.4 ± 2.5
71.2 ± 2.5
72.1 ± 0.7
71.8 ± 0.7
71.4 ± 0.9
70.9 ± 2.4
71.3 ± 1.8
70.1 ± 2.6
71.9 ± 2.5
71.0 ± 3.2
71.1 ± 3.2
70.6 ± 3.5
70.4 ± 4.4
69.8 ± 4.0
66.4 ± 3.3
65.6 ± 4.4
65.5 ± 3.7
73.0 ± 3.4
72.3 ± 5.1
72.9 ± 4.2
63.9 ± 3.4
63.5 ± 3.6
62.5 ± 3.7

F-measure (%) AUC (%)
83.2 ± 1.4
98.2 ± 0.1
82.1 ± 1.3
98.2 ± 0.0
79.3 ± 1.7
97.7 ± 0.2
79.6 ± 2.4
97.8 ± 0.2
76.0 ± 2.2
97.4 ± 0.2
76.8 ± 1.0
97.0 ± 0.3
70.6 ± 2.6
95.6 ± 0.4
72.1 ± 0.9
95.2 ± 0.2
70.0 ± 2.3
95.9 ± 0.4
70.5 ± 3.4
95.7 ± 0.8
69.3 ± 4.5
95.7 ± 1.0
64.8 ± 4.2
95.7 ± 1.0
72.6 ± 4.7
96.6 ± 1.0
62.6 ± 3.6
82.9 ± 8.3

SIFT-LLC, SIFT-FV, SURF-ScSPM, CENTRIST, and OB achieve higher classification rates with linear-SVM than with RBF- or HIK-SVM. LBP-HF and GIST have
their highest classification rates when using RBF-SVM. HOG-SPM, SIFT-SPM,
LBP, uniform LBP, PLBP, and HMAX achieve their highest classification rates with
HIK-SVM. The highest classification rates on the 15-scene data set for individual
descriptors are (in a descending order) SIFT-ScSPM (84.5%), SIFT-LLC (83.0%),
SIFT-FV (80.2%), HOG-SPM (80.0%), OB (79.9%), SIFT-SPM (77.9%), SURF-ScSPM
(73.3%), PLBP (73.0%), GIST (72.8%), CENTRIST (72.7%), LBP (71.9%), uniform
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LBP (70.6%), LBP-HF (67.3%), and HMAX (63.9%).
The biologically-inspired HMAX algorithm has the lowest CRs among the
compared algorithms. As shown in Tables 3.2 to 3.4, the CRs of HMAX using
linear-SVM, RBF-SVM, and HIK-SVM are 61.1%, 62.4%, and 63.9%, respectively.
The other biologically-inspired descriptor, namely GIST, has CRs of 71.5%, 72.8%,
and 72.1%, respectively. Furthermore, the GIST algorithm performed better than
the LBP-based and HMAX algorithms with all three SVM kernels.
The SIFT-ScSPM outperforms all other 13 descriptors on the 15-scene data set;
its CRs is 84.5% for the linear-SVM, 83.8% for RBF-SVM, and 83.6% for HIK-SVM.
SIFT-ScSPM algorithm also has higher values of precision, recall, F-measure, and
AUC than other algorithms.
SIFT-LLC and SIFT-FV perform better than HOG-SPM and SIFT-SPM. SIFT-LLC
uses the locality-constrained linear coding and SIFT-FV uses Fisher kernel coding, whereas HOG-SPM and SIFT-SPM uses vector quantization for global feature formation. The result indicates that a better encoding algorithm like ScSPM
and Fisher Vector improves the classification performance. Note that among the
top-seven algorithms, SIFT-ScSPM, SIFT-LLC, SIFT-FV, HOG-SPM, SIFT-SPM,
and SURF-ScSPM all encode local features using BoW.
It is interesting to note that the classification rates of HOG-SPM and SIFT-SPM
improve by 8.3% and 12.0%, respectively, when using RBF-SVM compared to
using linear-SVM. In addition, using HIK-SVM increases the classification rates
of HOG-SPM and SIFT-SPM by 9.4% and 17.0%, respectively. However, for
SIFT-LLC, SIFT-ScSPM, and SIFT-FV, the classification performance is not improved by using RBF-SVM and HIK-SVM. Note that previous tests [64, 65] on
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several benchmark data sets also indicate that the choice of the SVM kernel does
not aﬀect the performance of LLC and ScSPM significantly.
SURF-ScSPM is also a BOW-based descriptor. However, it extracts local features from the interest point patches. CRs of SURF-ScSPM is lower than CRs
of SIFT-ScSPM, SIFT-LLC, and HOG-SPM, which extract local features from the
dense patches. The result indicates that sparse local features can not carry enough
information for scene categorization compared to dense local features.
LBP, uniform LBP, LBP-HF, PLBP, and CENTRIST have higher classification
rates than HMAX on the 15-scene data set. PLBP has the highest classification
rate (73.0%) among the LBP-based descriptors. For the original LBP, uniform LBP,
and PLBP, scene categorization performance is better using HIK-SVM than linearSVM and RBF-SVM. The highest classification rates of LBP, uniform LBP, PLBP
are 71.9%, 70.6%, and 73.0%, respectively. For the LBP-HF algorithm, a higher
classification rate (67.3%) is achieved using RBF-SVM, compared to linear-SVM
(64.9%) and HIK-SVM (66.4%). The highest CR of CENTRIST is 72.7%, achieved
with linear-SVM. In fact, CENTRIST is also a LBP-based algorithm because it
extracts local features using the LBP feature map. The diﬀerence is that CENTRIST
forms the global feature vector using the spatial PCA, whereas LBP, uniform LBP,
and LBP-HF form the global feature vector using histograms. PCA with 3 spatial
levels accounts for the higher performance of CENTRIST over the original LBP
algorithm.
OB has a higher classification rate (79.9%) than SIFT-SPM, LBP-based algorithms, and the biologically-inspired algorithms on the 15-scene data set. The OB
algorithm achieves its highest classification rate of 79.9% when using linear-SVM.
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A similar observation was reported in [59]; OB performs better than SIFT-SPM
on the UIUC-sport-event data set, the 15-scene data set, and the 67-indoor scene
data set. However, in our experiment, OB has a lower CR than SIFT-ScSPM and
SIFT-LLC on the 15-scene data set. This result indicates that the global feature
formation used in the OB is not as good as in SIFT-ScSPM and SIFT-LLC.
Based on this experiment, we determined a suitable SVM kernel for each
of the descriptors. The selected SVM classifiers were used in the subsequent
experiments, where we evaluated the visual descriptors on three other data sets:
the 8-outdoor-scene, the 67-indoor-scene, and the SUN397 data sets. The aim
of the subsequent experiments is to identify the algorithms that have consistent
performance on multiple data sets.

3.4.2 Classification results on the 8-outdoor-scene data set

Table 3.5 shows scene categorization results of the 14 selected descriptors on the
8-outdoor-scene data set. Among the 14 descriptors, SIFT-ScSPM has the highest
CR (89.8%). SIFT-ScSPM, SIFT-LLC, SIFT-FV, HOG-SPM, OB, SIFT-SPM, and
SURF-ScSPM are the top-7 algorithms, listed in a descending order of CR. For the
last 7 descriptors, the classification rates of GIST, CENTRIST and PLBP are higher
than 80.0%. Note that HMAX achieves a higher CR (79.8%) on the outdoor scene
categorization than three LBP-based algorithms (76.6% for LBP, 75.2% for uniform
LBP, and 71.9% for LBP-HF). This result indicates that the biologically-inspired
features are useful for outdoor scene categorization.
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Table 3.5: Scene categorization performance on the 8-nature-outdoor-scene data
set.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

3.4.3

Algorithms
CR (%) Precision (%) Recall (%) F-measure (%) AUC (%)
SIFT-ScSPM (linear)
89.8 ± 1.8
90.4 ± 1.8
90.0 ± 2.2
90.0 ± 2.1
98.4 ± 0.4
SIFT-LLC (linear)
88.1 ± 2.1
88.6 ± 2.0
88.3 ± 2.6
88.3 ± 2.4
98.2 ± 0.6
SIFT-FV (linear)
88.1 ± 3.3
88.2 ± 3.4
88.0 ± 3.9
87.9 ± 3.8
98.7 ± 0.4
HOG-SPM(HIK)
88.1 ± 2.5
89.0 ± 2.1
88.2 ± 3.2
88.3 ± 2.9
98.3 ± 0.6
OB (linear)
87.5 ± 2.5
88.0 ± 2.3
87.6 ± 3.1
87.5 ± 2.8
98.4 ± 0.5
SIFT-SPM(HIK)
87.4 ± 2.3
87.9 ± 2.2
87.8 ± 2.5
87.6 ± 2.4
98.1 ± 0.4
SURF-ScSPM (linear) 85.9 ± 2.6
85.4 ± 2.8
85.0 ± 3.4
85.9 ± 3.2
98.0 ± 0.5
GIST (RBF)
85.3 ± 2.5
85.9 ± 2.4
85.4 ± 3.1
85.4 ± 2.9
98.0 ± 0.8
CENTRIST (linear)
83.5 ± 4.9
84.3 ± 4.8
83.6 ± 5.8
83.5 ± 5.5
97.2 ± 1.1
LBP (HIK)
76.6 ± 4.3
77.0 ± 4.6
76.8 ± 5.1
76.5 ± 4.9
95.8 ± 1.2
Uniform LBP (HIK)
75.2 ± 4.6
76.0 ± 4.6
75.2 ± 5.8
74.9 ± 5.5
95.0 ± 1.6
LBP-HF (RBF)
71.9 ± 3.7
72.1 ± 4.5
71.9 ± 4.7
71.4 ± 4.6
92.5 ± 2.6
PLBP (HIK)
81.4 ± 2.9
81.6 ± 3.6
81.3 ± 3.7
81.2 ± 3.8
96.7 ± 1.1
HMAX (HIK)
79.8 ± 0.8
80.1 ± 0.7
80.2 ± 0.7
80.0 ± 0.7
96.5 ± 0.3

Classification results on the 67-indoor-scene data set

Table 3.6 shows scene categorization results of the 14 selected descriptors on
the 67-indoor-scene data set. The SIFT-ScSPM still has the highest CR (45.6%)
compared with the other 13 descriptors. The top-7 descriptors are SIFT-ScSPM,
OB, SIFT-LLC, SIFT-FV, SURF-ScSPM, HOG-SPM, and SIFT-SPM, listed in a
descending order of CR. These seven algorithms (except for OB) use BoW methods
for global feature formation. These results indicate that using BoW methods is
more robust than using histograms, PCA and down-sampling, especially when
the complexity of images is increased. Note that the OB descriptor outperformed
most of the BoW methods on the 67-indoor-scene data set. This result indicates
that the object information is useful for indoor scene categorization.
From Tables 3.2 to 3.6, we can see that the ranking based on diﬀerent measures
were consistent for the top-seven algorithms. A higher CR was also accompanied
by a higher precision, recall, F-measure, and AUC values.
54

3.4. Classification results

Table 3.6: Scene categorization performance on the 67-indoor data set.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Algorithms
SIFT-ScSPM (linear)
SIFT-LLC (linear)
SIFT-FV (linear)
HOG-SPM (HIK)
OB (linear)
SIFT-SPM (HIK)
SURF-ScSPM (linear)
GIST (RBF)
CENTRIST (linear)
LBP (HIK)
Uniform LBP (HIK)
LBP-HF (RBF)
PLBP (HIK)
HMAX (HIK)

CR (%)
Precision (%) Recall (%)
45.6 ± 1.0
45.4 ± 2.5
35.8 ± 1.5
43.9 ± 0.4
44.7 ± 1.2
35.2 ± 0.8
41.5 ± 1.2
46.0 ± 1.3
31.4 ± 1.0
31.0 ± 0.5
27.5 ± 0.8
25.5 ± 0.6
45.3 ± 0.5
43.7 ± 1.0
39.4 ± 0.7
31.4 ± 0.8
28.4 ± 1.1
25.9 ± 0.7
34.5 ± 0.7
35.5 ± 0.9
25.4 ± 0.4
30.9 ± 0.9
28.0 ± 0.1
25.2 ± 0.3
12.2 ± 11.0
15.4 ± 8.5
10.8 ± 9.6
22.9 ± 0.6
21.0 ± 1.0
17.7 ± 0.9
22.0 ± 1.1
18.5 ± 0.4
16.2 ± 1.0
15.4 ± 1.2
12.7 ± 0.8
11.9 ± 0.7
27.2 ± 1.0
24.1 ± 1.3
21.6 ± 1.0
11.6 ± 2.3
10.5 ± 2.7
9.4 ± 1.9

F-measure (%) AUC (%)
36.9 ± 1.7
91.7 ± 0.4
36.3 ± 0.9
91.3 ± 0.5
32.5 ± 1.0
90.4 ± 0.6
25.8 ± 0.6
85.1 ± 0.6
39.2 ± 0.7
91.7 ± 0.4
26.4 ± 0.8
85.3 ± 0.5
26.2 ± 0.2
87.6 ± 0.3
25.7 ± 0.4
84.4 ± 0.4
10.1 ± 9.6
78.4 ± 3.8
18.4 ± 0.9
81.7 ± 0.5
16.6 ± 0.9
80.0 ± 0.6
11.8 ± 0.7
76.3 ± 1.0
22.2 ± 1.0
84.5 ± 0.3
9.5 ± 2.1
72.9 ± 3.0

3.4.4 Classification results on the SUN397 data set
Using the SUN397 data set, we compared the 14 visual descriptors and 4 recent
methods based on deep learning: OverFeat [70], DeCAF [53], ImageNet-CNN
[52], and Places-CNN [69]. Note that training a CNN for scene categorization
on a large data set requires significant engineering eﬀorts for parameter tuning.
To achieve a fair comparison, we evaluated the 14 visual descriptors using the
same evaluation protocol described in [4] for the SUN397 data set. This data set
is divided into fixed partitions. In each partition, 50 training images and 50 test
images per class are used for evaluation. The classification rate, averaged over
the fixed partitions, is used for comparison. The four deep learning methods had
been evaluated using the same protocol, and their results have been reported in
[4, 53, 69].
Figure 3.1 presents CRs and their standard deviation of the 14 visual descriptors
and the four deep-learning methods (OverFeat, DeCAF, ImageNet-CNN, and
Places-CNN) on the SUN397 data sets. All the four deep features outperform the
other visual descriptors. However, even the best algorithm (Places-CNN) had a
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Figure 3.1: Comparison of scene categorization methods on the SUN397 data set.
For each method, the top number in black is the classification rate, and the bottom
number in white is the standard deviation.

CR of only 54.3%, which is still significantly lower than human performance of
68.0% [4].

To rank the data sets in terms of their degree of diﬃculty, we compared the
average classification rates of the top 7 descriptors on each of the four data set.
The highest average CR of 87.8% is obtained with the 8-outdoor-scene data set,
compared to 79.8% for the 15-scene data set, 39.0% for the 67-indoor-scene data
set, and 25.4% for the SUN397 data set. These results indicate that among the
four data sets, the 8-outdoor-scene data set is the easiest and the SUN397 data
set is the hardest to classify. Similar ranking is obtained if we use the median
CR on each data set. Apart from the diﬀerence in the number of images and
scene categories, the 8-outdoor-scene data set consists of only outdoor images,
whereas the SUN397 data set contains not only outdoor scenes but also indoor
and man-made scenes.
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3.5 Class separability and stability of feature vectors
We evaluated the class separability of the feature vectors using the Fisher score S
(see Section 3.2). Note that this evaluation is independent of the classifier used.
Table 3.7 presents the class separability scores (S) for the compared features on
the four data sets. Among the biologically-inspired features, HMAX has a low S
score on the four data sets. The HMAX features are formed by using max pooling
in layer C1, BoW in layer S2, and max pooling in layer C2. The GIST has a higher
S score than the HMAX, CENTRIST, OB, and the LBP-based features. As shown
in Tables 3.2 to 3.6, the GIST algorithm also has higher classification rates than
OB, HMAX, LBP, uniform LBP, and LBP-HF. However, the GIST algorithm has a
lower class separability score than BoW algorithms (SIFT-ScSPM, SURF-ScSPM,
SIFT-LLC, SIFT-SPM, and HOG-SPM). Note that GIST forms global features
using only down-sampling and averaging. This result indicates that biologicallyinspired features can benefit from better schemes for forming global features.
Among the 14 descriptors, SIFT-FV (which calculates SIFT features on densegrids, and forms global features using the Fisher kernel coding) has the highest
S score on the 8-outdoor-scene data set (2.5470), the 15-outdoor-scene data set
(2.3111), the 67-indoor-scene data set (1.1484), and the SUN397 data set (1.0132).
The result indicates the Fisher Vector extracts discriminative global features. Note
that in our experiment, SIFT-FV has lower CRs than SIFT-ScSPM on the four data
sets. However, in the paper of [63], CR of SIFT-FV on the SUN397 data set is 43.3%,
which is higher than other hand-designed features compared in our experiments.
The reason is SIFT-FV in [63] extracts local SIFT features from overlapping patches
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Table 3.7: The S score for class separability of feature vectors. A high value of S
means the extracted scene categories are highly separable using the given feature
vector.
ID
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Algorithms
8-outdoor-scene
SIFT-ScSPM
1.8827
SIFT-LLC
2.4339
SIFT-FV
2.5470
HOG-SPM
1.6340
OB
1.0003
SIFT-SPM
1.4521
SURF-ScSPM
1.8323
CENTRIST
1.0045
GIST
1.0604
LBP
1.0434
Uniform LBP
1.0187
LBP-HF
1.0146
PLBP
1.0630
HMAX
1.0006

15-scene
1.3005
1.5626
2.3111
1.6010
1.0001
1.3573
1.7330
1.0039
1.0283
1.0136
1.0070
1.0091
1.0255
1.0003

67-indoor-scene SUN397
1.0364
1.0064
1.1441
1.0061
1.1484
1.0132
1.0959
1.0042
1.0001
1.0000
1.0516
1.0052
1.0525
1.0060
1.0000
1.0000
1.0047
1.0008
1.0021
1.0004
1.0015
1.0003
1.0012
1.0002
1.0034
1.0002
1.0004
1.0001

(24 × 24) on a regular grid every 4 pixels at 5 scales. SIFT-FV in our experiment
extracts SIFT features from overlapping patches (16 × 16) on a regular grid every
8 pixels at one scale. The diﬀerence between CRs of SIFT-FV in [63] and in this
chapter indicates that informative local features and discriminative global feature
formation methods can improve the classification performance.
The other BoW algorithms (SIFT-LLC, SIFT-ScSPM, SIFT-SPM, HOG-SPM,
and SURF-ScSPM) also has higher S scores than the LBP-based algorithms (LBP,
uniform LBP, LBP-HF, PLBP, and CENTRIST) on the four data sets. Note that
to form global features, SIFT-ScSPM and SIFT-LLC combine the BoW algorithms
with spatial histograms and max pooling, whereas the LBP-based methods only
use histograms.
SURF-ScSPM has lower S score than most of the BOW-based descriptors,
such as SIFT-ScSPM, SIFT-LLC, and SIFT-FV, but it has higher S score than OB,
SIFT-SPM, LBP-based, and biologically-inspired descriptors. This shows that
compared to SIFT-ScSPM, the discriminative power of SURF-ScSPM is reduced
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Figure 3.2: Stability of features under the presence of Gaussian noise of varying
standard deviation, on the four data sets.

by extracting the SURF features from key points. The S score of SURF-ScSPM is
1.8323 on the 8-outdoor-scene data set, 1.7330 on the 15-outdoor-scene data set,
1.0525 on the 67-indoor-scene data set, and 1.0060 on the SUN397 data set.
The LBP-based features (LBP, uniform LBP, PLBP, LBP-HF, and CENTRIST)
have lower S scores than the BoW features. However, the LBP-based features
achieve higher S scores than OB and HMAX. Note that the LBP-based features
are more eﬃcient to compute than the BoW features. Among the LBP-based
algorithms, PLBP achieved the highest class separability score. This is also reflected in the higher CR of PLBP, compared to LBP, uniform LPB, LBP-HF, and
CENTRIST (see Section 3.4). Uniform LBP and LBP-HF reduce the dimension
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and also the class separability of features. This result indicates that the class separability and classification accuracy of the LBP-based algorithms can be improved
by using a better global feature formation, instead of the histograms.
OB has the lowest S score among the compared features. Its S score is 1.0003
on the 8-outdoor-scene data set, 1.0001 on the 15-outdoor-scene data set, 1.0001
on the 67-indoor-scene data set, and 1.0000 on the SUN397 data set. The reason
may be that many similar objects appear in diﬀerent scene categories. Note that
OB uses only max pooling to form global features, and it extracts a large number
of features (44604 per image).
Next, we evaluated the stability of the scene categorization algorithms in
the presence of noise. In this experiment, Gaussian noise with varied standard
deviation was added to the original images. Then, the class separability scores
were computed for the noisy images. Figure 3.2 shows the results for the top7 algorithms: SIFT-ScSPM, SIFT-LLC, SIFT-FV, HOG-SPM, OB, SIFT-SPM, and
SURF-ScSPM. These algorithms (based on the bag-of-words) are identified as
having high classification accuracy in Section 3.4. When noise is added, the class
separability (S score) of all features reduces. At all noise levels, the SIFT-FV
descriptors has a higher S score than all other descriptors.
The results presented in this section indicate that the method for forming global
features aﬀects the class separability significantly. Using BoW algorithms before
applying histograms, PCA or max pooling (as in SIFT-FV, SIFT-ScSPM, and HOGSPM) produces feature vectors with more discriminative power. Using histograms
as the first step of the global feature formation (as in CENTRIST) decreases the
class separability of features. Using only one method for global feature formation
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(as in the LBP-based algorithms) does not yield high separability scores and nor
high classification rates.

3.6 Chapter summary
This chapter presented an experimental evaluation of existing visual descriptors
for scene categorization. The existing benchmark data sets and performance
measures for scene categorization were also discussed.
The experimental results indicate that SIFT-ScSPM outperforms all other tested
descriptors on the 15-scene data set. SIFT-ScSPM uses SIFT as its local descriptor
and ScSPM as its global feature formation. Local descriptors, SIFT, HOG, and
SURF achieve higher classification rates than LBP, CENTRIST, and HMAX. The
global feature formation methods aﬀect the class separability of feature vectors
significantly. Using ScSPM, LLC, and FV for global feature formation leads to
higher class separability than using histograms and PCA. Using BoW before
histograms, PCA, and max pooling makes feature vectors more distinguishable.
The results on 67-indoor-scene data set show that the mid-level features like
objects, bag-of-parts, and the eﬃcient patch encoding algorithm like Fisher Vector
improve the classification rates for indoor scenes. The results on the SUN397 data
set indicate that SIFT-ScSPM outperforms all other hand-designed descriptors.
The learned features produced by deep learning establish the new state-of-the art
performance in scene categorization. However, there is still a large performance
gap between the best computational algorithm and humans.
Based on this survey and evaluation, several promising research directions
can be highlighted. First, local feature descriptors can be built that combine
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the properties of SIFT, HOG, SURF, GIST, or the early stages of deep learning
architecture. A good local descriptor leads to a high classification rate. Second,
global feature formation algorithms can be developed based on ScSPM and FV.
Third, most existing studies on gist recognition have been concerned with static
scenes, which is the focus of this study. In recent years, gist recognition of dynamic
scenes has attracted the attention of researchers [170, 171, 172, 173], and therefore,
the extension of this study to dynamic scenes would be invaluable.

62

Chapter

4

Image normalization for
aﬃne deformations
Chapter contents
4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2

Image normalization for aﬃne distortions . . . . . . . . . . . . . 66

4.3

4.4

4.2.1

Image moments and moment propositions . . . . . . . . . 67

4.2.2

Formulation of the proposed moment constraints . . . . . 70

4.2.3

Solutions of the moment constraints . . . . . . . . . . . . . 72

4.2.4

Aﬃne-normalization algorithm . . . . . . . . . . . . . . . . 74

4.2.5

Relationship between moment η′2,2 and principal axis . . . 79

4.2.6

Sorting the normalized images . . . . . . . . . . . . . . . . 81

4.2.7

Relationship between moment-based normalization algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Experimental evaluation and results . . . . . . . . . . . . . . . . 89
4.3.1

Image data sets . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.3.2

Performance measures for image normalization . . . . . . 91

4.3.3

Analysis of aﬃne normalization performance . . . . . . . 92

4.3.4

Analysis of normalization eﬀects on class separability . . . 96

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

63

4.1. Introduction

4.1

Introduction

This chapter ∗ describes a new image normalization algorithm for aﬃne deformations. A major goal of a visual system (natural or machine) is to recognize objects
that are visible in the scene, regardless of their location or pose relative to the
viewer. Humans can recognize objects from diﬀerent viewpoints and in diﬀerent
arrangements. However, machines have diﬃculties to recognize objects undergone aﬃne deformations, such as translation, scaling, shearing, and rotation.
The aﬃne invariants are required for many computer vision applications, including handwritten digit recognition [174, 175], texture recognition [176, 177, 178],
face matching [179], and face recognition [180, 181]. Therefore, extracting aﬃne
invariance is a key for eﬃcient image recognition.
The existing approaches to achieve aﬃne invariants include training classifiers
using samples with aﬃne deformations [182, 183, 184], extracting aﬃne-invariant
features [36, 185, 186, 187, 188], and normalizing aﬃne distorted images [189, 190,
191, 192, 193]. The invariance by brute-force training techniques can easily be
applied to image recognition. However, it is time consuming. If the training set
is not carefully designed, the classifier may not learn the desired invariance.
The invariance by feature techniques, like SIFT [36], SURF [66], and BRISK [72]
has been broadly used to extract some forms of aﬃne invariance. In these descriptors, scale-invariance is achieved by scale-space keypoint detection, whereas
rotation-invariance is achieved by orientation assignment. However, the extrac∗ Parts

of Chapter 4 have been published in our paper ”Aﬃne-invariant scene categorization,” IEEE International Conference on Image Processing, pp. 1031-1035, 2014. Chapter 4 has been
submitted to IEEE Transactions on Pattern Analysis and Machine Intelligence, 2016.
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tion of fully aﬃne-invariant features is still a challenge.
The invariance by image normalization techniques normalize input images
geometrically before image features are extracted and classified. The image normalization is a pre-processing strategy that transforms original and distorted images into their normalized form. At the same time, the normalized images retain
all the relevant information of the original images. Aﬃne normalization methods
have been used for image watermarking [194], pattern matching [195, 196], and
handwritten character recognition [174, 175, 197].
Aﬃne-invariant image normalization has been attempted by diﬀerent approaches. Yasein and Agathoklis developed an aﬃne normalization method
using feature points [198]. The normalization matrix is estimated from three
points that have the highest responses during a feature-detection stage. A disadvantage of the point-based method is that point matching is needed between
original images and distorted images. Recently, Zhang et al. recovered the aﬃne
and projective deformations by minimizing low-rank matrix of images [192]. This
method works well for regular and near-regular patterns or objects (e.g. building
facades, printed text, and human faces). However, for most non-regular patterns,
the normalization performance still needs to be improved.
Several existing aﬃne normalization methods are proposed based on image
moments. For example, Pei and Lin used the covariance matrix of moments to
normalize images [199]. Rothe et al. used moment constraints to normalize images
via a sequence of transformations [190]. Sheng and Ip developed a momentbased normalization method to handle shaped planar images [200]. Suk and
Flusser decomposed aﬃne distortions and formed normalized images by low65
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order moments [191]. Zhang et al. studied the ambiguities of the moment-based
normalization methods, and introduced a strategy to choose a consistent result
[201]. This method produces a consistent output for the same pattern under
artificial aﬃne distortions.
In this chapter, we propose a novel moment-based image normalization method
to achieve fully aﬃne invariants. We present experimental results to compare the
image normalization accuracies and to study how the image normalization aﬀects
class separability on several benchmark data sets. We also analyze the eﬀects of
image noise and image cropping on the image normalization. The rest of the
chapter is structured as follows. Section 4.2 describes the proposed image normalization approach to achieve aﬃne invariance. Section 4.3 analyzes the results
of image normalization on several benchmark data sets, and Section 4.4 gives the
concluding remarks.

4.2

Image normalization for aﬃne distortions

In this section, we present a new image normalization approach based on new
moment constraints. Let I denote the set of all images generated by arbitrary
Table 4.1: Major types of aﬃne transformations.
Type

Transformation matrix
Comment


1 0 tx 


tx and t y are the shift parameters along the x and y axes.
Translation Ttr = 0 1 t y 


0 0 1


sx 0 0

sx and s y are the scaling factors in the x and y directions, respectively.
Scale
Tsc =  0 s y 0


0 0 1


cos θ − sin θ 0


Rotation
Tro =  sin θ cos θ 0 θ is the rotation angle in the clockwise direction about the origin (0, 0).


0
0
1


1
h
0
x




Shear
Tsh = h y 1 0
hx and h y are the shear parameters in the x and y directions, respectively.


0 0 1


t1 t2 t3 
t t t 

t1 to t6 are the six parameters for a general aﬃne transformation.
Aﬃne
T =  4 5 6 


0 0 1
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aﬃne transformations of an image I. The proposed method aims to map the set
I to a small and finite set Î using moment-based image normalization. This
section is organized as follows. Subsection 4.2.1 gives a brief introduction to
image moments and describes the key proposition, which establishes a relationship between the moments of a source image and an aﬃne-transformed image.
Subsection 4.2.2 shows the proposed image normalization approach as an optimization problem involving low-order image moments, whereas Subsection 4.2.3
describes analytical solutions of the moment equations. Subsection 4.2.4 describes
the aﬃne-normalization algorithm and illustrates its eﬀects on several image data
sets. Subsection 4.2.5 compares rotation invariants calculated by the proposed
method and the principal axes method. Subsection 4.2.6 describes a method to
produce a consistent order of normalized images. Subsection 4.2.7 discusses the
relation between the proposed normalization algorithm and the existing momentbased normalization algorithms.

4.2.1 Image moments and moment propositions
An aﬃne transformation is characterized by a transformation matrix T with 6 real
parameters:



t1 t2 t3 


T = t4 t5 t6  .


0 0 1

(4.1)

A pixel coordinate (x, y) in the input image I is mapped to a pixel coordinate (x′ , y′ )
in the output image I′ as

 
 ′
x
x 
 
 y′ 
  = T  y .
 
 
1
1

(4.2)

The common aﬃne transformations are listed in Table 4.1. Note that applying an
aﬃne transformation T1 followed by an aﬃne transformation T2 is equivalent to
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applying an aﬃne transformation T = T1 T2 . Furthermore, an aﬃne transformation
can be decomposed into a sequence of translation, scaling, shearing, and rotation.
From a given input image I(x, y), the moment-based normalization method
calculates the required transformation matrices T by setting low-order moments
to constants. The geometric moment mp,q of order (p, q) for image I(x, y) is defined
as

"
xp yq I(x, y)dxdy,

mp,q =

(4.3)

Γ

where Γ denotes the support of the image. The normalized geometric moment of
order (p, q) is given as
νp,q =

mp,q
m0,0

.

(4.4)

Other types of image moments are also formulated to improve invariance to
translation. The central moment µp,q of image I(x, y) is
"
(x − x)p (y − y)q I(x, y)dxdy,

µp,q =

(4.5)

Γ

where x = ν1,0 and y = ν0,1 . Similarly to (4.4), the normalized central moment is
defined as
ηp,q =

µp,q
µ0,0

.

(4.6)

Under an aﬃne transformation, the transformed moments of the output image
are related to the moments of the input image according to Proposition 1.
Remark: A proof of Proposition 1 is provided in Appendix 8.1. Equation (4.9) with
four parameters t1 , t2 , t4 , and t5 has been reported in [202]. In this section, we
present and prove more generalized equations involving six aﬃne transformation
parameters.
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Proposition 1. Under the aﬃne transformation represented by matrix T with six
free parameters (t1 , t2 , t3 , t4 , t5 , and t6 ), the moments m′p,q , ν′p,q , µ′p,q , and η′p,q of the
output image I′ (x′ , y′ ) are related to the moments of the input image I(x, y) as
m′p,q

∑ (

∑

= det(J)

(i, j)∈Sp (k,l)∈Sq

×

ν′p,q

∑

=

∑ (

(i, j)∈Sp (k,l)∈Sq

j
p−i− j q−k−l
ti1 t2 tk4 tl5 t3
t6

(4.8)

νi+k, j+l ,

p ∑
q ( )( )
∑
p q i p−i j q−j
t t t4 t5 µi+ j,p+q−i− j ,
i j 1 2

(4.9)

q ( )( )
p ∑
∑
p q i p−i j q−j
t t t4 t5 ηi+j,p+q−i−j ,
i j 1 2

(4.10)

µ′p,q = det(J)

(

(4.7)

j
p−i− j q−k−l
ti1 t2 tk4 tl5 t3
t6
mi+k, j+l ,

)(
)
q
p
i, j, p − i − j k, l, q − k − l

×

η′p,q =

)
)(
q
p
i, j, p − i − j k, l, q − k − l

i=0 j=0

i=0 j=0

)
t1 t2
where J =
, and Sr = {(u, v) ∈ N2 | u + v ≤ r}.
t4 t5

Applying Proposition 1, several examples of the transformed moments are
obtained from the input moments as follows:
 ′

ν = t3 + t1 ν1,0 + t2 ν0,1 ,


 1,0




 ν′ = t + t ν + t ν ,


6
5 0,1
4 1,0

0,1







 η′2,0 = t22 η0,2 + 2t1 t2 η1,1 + t2 η2,0 ,

1









η′0,2 = t25 η0,2 + 2t4 t5 η1,1 + t24 η2,0 ,







 ′
η1,1 = t2 t5 η0,2 + (t2 t4 + t1 t5 )η1,1 + t1 t4 η2,0 ,










η′1,2 = t2 t25 η0,3 + (t1 t25 + 2t2 t4 t5 )η1,2 + t1 t24 η3,0 + (t2 t24 + 2t1 t4 t5 )η2,1 ,










η′2,1 = t22 t5 η0,3 + (t22 t4 + 2t1 t2 t5 )η1,2 + t21 t4 η3,0 + (t21 t5 + 2t1 t2 t4 )η2,1 ,









η′2,2 = t21 t24 η4,0 + (2t1 t2 t25 + 2t22 t4 t5 )η1,3 + t22 t25 η0,4 + (2t1 t2 t24 + 2t21 t4 t5 )η3,1 +









(t2 t2 + 4t t t t + t2 t2 )η .
1 5

1 2 4 5

2 4

(4.11)

2,2
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4.2.2

Formulation of the proposed moment constraints

In the proposed aﬃne-normalization approach, transformation matrices T are
found by solving the following constrained optimization problem:


ν′1,0 = c1 ,






ν′0,1 = c2 ,



 ′
η2,0 = c3 ,
maximize {η′2,2 } subject to 


T



η′0,2 = c4 ,




η′
= c5 ,
1,1

(4.12)

where c1 , c2 , c3 , c4 , and c5 are five fixed parameters.
We explain the inspirations for the constraints in (4.12) by analyzing special
cases of aﬃne transformations (see Table 4.1). First, consider the case where there
is only translation along the x and y direction. The transformation parameters
are t1 = t5 = 1, t2 = t4 = 0, t3 = tx , and t6 = t y . From (4.11), we obtain ν′1,0 = t3 + ν1,0 ,
and ν′0,1 = t6 + ν0,1 . Therefore, setting ν′1,0 and ν′0,1 to a fixed value will determine
t3 and t6 for the inverse translation, and thereby normalizing the image against
translation.
Next, consider the case where there is only scaling along the x and y direction. The transformation parameters are t1 = sx , t5 = s y , and t2 = t3 = t4 = t6 = 0.
From (4.11), we obtain η′2,0 = t21 η2,0 and η′0,2 = t25 η0,2 . Therefore, setting η′2,0 and
η′0,2 to a fixed value will normalize the image against scaling. Note that four pairs
(t1 , t5 ) of alternating signs will be produced.
Then, consider the case where there is only shearing along the x direction. The
transformation parameters are t2 = hx , t1 = t5 = 1, and t3 = t4 = t6 = 0. From (4.11),
we obtain η′1,1 = t2 η0,2 + η1,1 . Consider the case where there is only shearing
along the y direction. The transformation parameters are t4 = h y , t1 = t5 = 1, and
t2 = t3 = t6 = 0. From (4.11), we obtain η′1,1 = t4 η2,0 + η1,1 . Therefore, setting η′1,1 to
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a fixed value will normalize the image against shearing.
Furthermore, because η′1,1 = t2 t5 η0,2 + (t2 t4 + t1 t5 )η1,1 + t1 t4 η2,0 , combining the
constraint η′1,1 = c5 and the other two constraints (η′2,0 = c3 and η′0,2 = c4 ) will
produce the required parameters t1 , t2 , t4 , and t5 . Subsequently, parameters t3
and t6 can be determined using the constraints ν′1,0 = c1 and ν′0,1 = c2 .
Next, consider the case where there is only rotation by an angle θ in the counterclockwise direction. The transformation parameters are t1 = cos θ, t2 = − sin θ,
t4 = sin θ, t5 = cos θ, and t3 = t6 = 0. From (4.11), we can show that
1
1
1
η′2,2 = (6η2,2 − η0,4 − η4,0 ) cos 4θ + (η3,1 − η1,3 ) sin 4θ + (2η2,2 + η4,0 + η0,4 ).
8
2
8
(4.13)
Therefore, maximizing η′2,2 will produce invariant angle and normalize the image
against rotation. In Section 4.2.5, the relation between moment η′2,2 and principal
axes are discussed.
Several factors are considered in formulating the equations in (4.12). First,
it should involve image moment of low-order to reduce the computation cost.
Second, the fixed values c1 , c2 , c3 , c4 , and c5 should be selected so that a real
solution of (4.12) can be computed eﬃciently. In this method, we use the values:
c1 = 0, c2 = 0, c3 = c2 , c4 = c2 , and c5 = 0. The required transformation matrix for
aﬃne normalization is found as follows:



ν′1,0





′


ν0,1

 ′
η2,0
T̂ = arg max {η′2,2 } subject to 



T


η′0,2




η′
1,1

= 0,
= 0,
= c2 ,

(4.14)

= c2 ,
= 0,

where c is fixed positive parameter to control the size of the normalized image.
The next subsection will describe how the optimization problem in (4.14) is solved.
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4.2.3

Solutions of the moment constraints

First of all, using the Cauchy-Schwarz inequality, we can show that η2,0 η0,2 − η21,1 ≥
0. Therefore, for simplicity we can denote η2,0 η0,2 − η21,1 = D2 , where D ≥ 0.

Definition 1. An image I is called moment-normalizable if it satisfies the following
two conditions:
A , 0 and B , 0,
(4.15)
where

A = 16η2,0 η3,1 η31,1 + 8η0,2 η2,0 η4,0 η21,1 + 6η0,2 η2,2 η32,0
+ 4η1,1 η1,3 η32,0 − 12η2,2 η21,1 η22,0 − 12η0,2 η1,1 η3,1 η22,0

(4.16)

− 8η4,0 η41,1 − η0,4 η42,0 − η4,0 η20,2 η22,0
B = 4D [3η2,0 η3,1 η21,1 + η1,1 η4,0 D2 + η1,3 η32,0
− 3η1,1 η2,2 η22,0 − η2,0 η3,1 D2 − η4,0 η31,1 ].

(4.17)

We can now present and prove Proposition 2 about the solutions of the equations in (4.14).

Proposition 2. If an image I is moment-normalizable, the optimization problem stated
in (4.14) has exactly 8 distinct solutions.

Proof. From the formulas of η′2,0 , η′0,2 , and η′1,1 in (4.11), and using the three
constraints η′2,0 = c2 , η′0,2 = c2 , and η′1,1 = 0, we obtain:


t22 η0,2 + 2t1 t2 η1,1 + t21 η2,0 = c2 ,



2
t η + 2t4 t5 η1,1 + t24 η2,0 = c2 ,


 5 0,2

t2 t5 η0,2 + (t2 t4 + t1 t5 ) η1,1 + t1 t4 η2,0 = 0.

(4.18)

With D > 0 (note that D is always non-negative), the constraints in (4.18) lead
to two parameterized solutions:


t = √c (−η1,1 sin θ + D cos θ),


 1 D√ η2,0


c η2,0


t2 = D sin θ,



t4 = D √cη (−η1,1 cos θ − D sin θ),



√ 2,0


t5 = c η2,0 cos θ,
D

(4.19)
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or



t =


1




t2 =



t4 =





t5 =

√c
D√ η2,0 (−η1,1 sin θ − D cos θ),
c η2,0
D sin θ,
√c
D√ η2,0 (−η1,1 cos θ + D sin θ),
c η2,0
D cos θ,

(4.20)

where θ is an arbitrary angle in [0, 2π).
For parameterized solution 1 in (4.19), the term η′2,2 in (4.14) can be expressed
as
η′2,2 = f1 (θ) =

c4
(A cos 4θ + B sin 4θ + C),
8D4 η22,0

(4.21)

where A is given in (4.16), B is given in (4.17), and
C = 4η2,2 η22,0 η21,1 + 2η0,2 η2,2 η32,0 + η0,4 η42,0
(4.22)
+ η4,0 η20,2 η22,0 − 4η1,1 η1,3 η32,0 − 4η0,2 η1,1 η3,1 η22,0 .
Let Φ be an angle in [0, 2π) so that cos Φ =

√ A
A2 +B2

and sin Φ =

√ B
.
A2 +B2

The con-

straint η′2,2 becomes
η′2,2 = f1 (θ) =

√
c4
(
A2 + B2 cos(4θ − Φ) + C).
8D4 η22,0

(4.23)

Clearly, in interval [0, 2π), function f1 (θ) has four maximum points at
θ̂ =

Φ kπ
+ , where k = 0, 1, 2, 3.
4
2

(4.24)

For parameterized solution 2 in (4.20), the term η′2,2 in (4.14) can be expressed
as

c4
(A cos 4θ − B sin 4θ + C),
8D4 η22,0
√
c4
=
(
A2 + B2 cos(4θ + Φ) + C),
8D4 η22,0

η′2,2 = f2 (θ) =

(4.25)

where A, B, and C are the same as in (4.16), (4.17), and (4.22). Then, the function
f2 (θ) has four maximum points at
θ̂ = −

Φ kπ
+ , where k = 1, 2, 3, 4.
4
2

(4.26)
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Figure 4.1 illustrates the functions f1 (θ) and f2 (θ) for an example input image for
θ in the range from 0 to 2π.
8

x 10
1.9

f1(θ)

1.8

f2(θ)

1.7

η2,2’

1.6
1.5
1.4
1.3
1.2
1.1
1

2

3

4

5

6

θ

Figure 4.1: The functions f1 (θ) and f2 (θ) for an example input image for θ in the
range from 0 to 2π. The locations of the 8 maximum points are also shown.
Once parameters t1 , t2 , t4 , and t5 are found, parameters t3 and t6 can be
determined as




t3


t6

= −t1 ν1,0 − t2 ν0,1 ,
= −t4 ν1,0 − t5 ν0,1 .

(4.27)

Because A , 0 and B , 0, the 8 angles θ̂ computed in (4.24) and (4.26) are
distinct. Hence, the constrained optimization problem in (4.14) has exactly 8
distinct solutions.

4.2.4

Aﬃne-normalization algorithm

Based on the derivations in Subsection 4.2.3, we can now describe the steps of
the proposed aﬃne-normalization (see Table 4.2). The uniqueness of the set of
normalized images is stated in Proposition 3. The proof of this proposition is
given in Appendix 8.2.
Next, we explore the eﬀects of the proposed algorithm on sample images.
Figure 4.2 shows four examples. In each example, the input image is shown on
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Table 4.2: Proposed aﬃne-normalization algorithm.
Input: Image I(x, y)
Output: A set I of 8 normalized images Î(x, y)
Steps:
1. Compute image moments: ν1,0 , ν0,1 , η1,1 , η2,0 , η0,2 , η2,2 , η3,1 , η1,3 , η4,0 , and
η0,4 .
2. Compute parameters A using (4.16), and B using (4.17).
3. Compute an angle Φ in [0, 2π) so that cos Φ =

√ A
A2 +B2

and sin Φ =

√ B
.
A2 +B2

4. Construct 4 matrices T̂ with t1 , t2 , t4 , and t5 given in (4.19), where θ̂ =
kπ
Φ
4 + 2 and k = 0, 1, 2, 3. Parameters t3 and t6 are computed as in (4.27).
5. Construct 4 other matrices T̂ with t1 , t2 , t4 , and t5 given in (4.20), where
θ̂ = − Φ4 + kπ
2 and k = 1, 2, 3, 4. Parameters t3 and t6 are computed as (4.27).
6. Generate a set I of 8 normalized images Î by applying the aﬃne transformation matrices T̂ on input image I(x, y).

Proposition 3. Let I(x, y) be a moment-normalizable image, and Id (x, y) be a distorted
image that is obtained by applying an arbitrary aﬃne transformation matrix Td on
I. The aﬃne-normalization algorithm shown in Table 4.2 will produce the same set of
normalized output images for image I and distorted image Id .

the left, whereas the 8 normalized output images are shown on the right.
In the first example (Fig. 4.2(a)), the input image is an original (non-distorted)
image. The first 4 normalized images are generated from solution 1 in (4.19).
These images are equivalent via a rotation of k × 90o , where k = 0, 1, 2, 3. The other
4 normalized images are generated from solution 2 in (4.20). These images are
equivalent to the first 4 normalized images from solution 1 via horizontal flipping
(this is because f1 (θ) = f2 (−θ)).
In the second example (Fig. 4.2(b)), the input image is an aﬃne-distorted
image of the original image in Fig. 4.2(a). As can be seen, the proposed algorithm
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(a)

(b)

(c)

(d)

Figure 4.2: Examples of the proposed aﬃne normalization. Column 1 is an
input image, whereas Columns 2 to 9 are the 8 normalized images. The input
image is: (a) an original non-distorted image, (b) an aﬃne-distorted image, (c) an
aﬃne-distorted image with image cropping (40% of the image is removed), (d) an
aﬃne-distorted image with image cropping and noise (noise density = 0.1).
produces the same set of normalized output images for the inputs in Fig. 4.2(a)
or 4.2(b). This result is consistent with Proposition 3.
In the third example (Fig. 4.2(c)), the input image is distorted by both aﬃne
transformation and image cropping. The proposed algorithm produces a set of
normalized images that are similar to the normalized images in Fig. 4.2(a) and
4.2(b).
In the fourth example (Fig. 4.2(d)), the input image contains aﬃne distortions,
image cropping, and random noise. The proposed algorithm again produces a
set of normalized images that are similar to those for the original image in Fig.
4.2(a). The results in Fig. 4.2 indicate that the proposed aﬃne normalization
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algorithm can handle aﬃne distortion, image cropping, and image noise. Note
that the complexity of the proposed aﬃne normalization algorithm is O(N) where
N is the number of image pixels.
Figure 4.3 also illustrates some examples of the normalized images generated
by the proposed method. In each row, the first input image is the original image.
Then, the input image is distorted by scaling, shearing, rotation, and combined
aﬃne transformations, separately. Their normalized outputs are shown next to
each input image. From the first row to the second row of Fig. 4.3, the original
objects are two handwritten digits (3 and 5) in the MNIST data set [51]. The
normalized images for the same digit are similar. From the third row to the fourth
row of Fig. 4.3, the original objects are two types of cars in the COIL-100 data set
[203]. Under diﬀerent aﬃne distortions (scaling, shearing, rotation, and aﬃne),
the normalized outputs are similar for diﬀerent types of cars. From the fifth row
to the sixth row of Fig. 4.3, the original objects are faces of two subjects from the
ORL data set [204]. The normalized outputs of distorted faces are normalized to
the similar form. From the seventh row to the eighth row of Fig. 4.3, the two
scene images (house) in the SUN397 data set [4] are normalized under several
aﬃne distortions. The outputs also have similar forms for diﬀerent images.
Another experiment is performed to further illustrate the eﬀects of the proposed algorithm on aﬃne-distorted images. We construct a scatter plot, where
the x-axis is normalized central moment ηp,q , and the y-axis is normalized central
moment ηq,p . The plot based on an example original image is shown in Fig. 4.4 for
p = 3 and q = 2. The moments of 50 aﬃne-distorted images (square markers) are
scattered on the moment plane. The moments of 8 normalized images (triangle
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(a)

(b)

(c)

(d)

(e)

Figure 4.3: Examples of the proposed normalization on diﬀerent aﬃne distortions. All input images are highlighted by the red border. The input image in (b)
is distorted by scaling parameters sx = 3 and s y = 1.5; The input in (c) is distorted
by shearing parameters hx = −0.5 and h y = 1.5; The input in (d) is distorted by the
rotation parameter θ = 120◦ ; The input in (e) is distorted by the combining parameters from (b) to (d). The normalized images that have the highest correlation
score with the original image in (a) are shown next to each input image.

markers) are clustered near the moments of the original image (circle marker).
This experiment shows that the proposed normalization reduces the variations
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caused by aﬃne distortions.
10
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10
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Figure 4.4: The scatter plot of normalized central moments for an original image
(red circle .), aﬃne-distorted images (black square . ), and normalized images
(blue triangle . ).

4.2.5 Relationship between moment η′2,2 and principal axis
This section discusses the relationship between moment η′2,2 and principal axis.
According to (4.13) in the proposed method, the invariant angle for the first
normalized image is
θ=

1
B
arctan .
4
A

(4.28)

According to [205], for a 2-D image, the angle between the principal axis and
the x-axis is
α=

2µ1,1
1
arctan
.
2
µ0,2 − µ2,0

(4.29)

The diﬀerence between angle θ and α is a fixed value depending on the moments
of input image.
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(a)

(b)

(c)

(d)

Figure 4.5: Examples of the normalized images using the moment η′2,2 and the
principal axis: (a) original image, (b) input image with rotation, (c) normalized
image for (b) using the moment η′2,2 , and (d) normalized image for (b) using the
principal axis. Only the first normalized image is shown for each example. The
orientation of the first normalized image depends on the orientation of the input
image.
To compare the angle α with the proposed invariant angle, the angles θ̂ in
(4.24) and (4.26) are replaced by the angle α as follows. For the first parameterized
solution in (4.24),
θ̂ = α +

kπ
, where k = 0, 1, 2, 3.
2

(4.30)

For the second parameterized solution in (4.26),
θ̂ = −α −

kπ
, where k = 0, 1, 2, 3.
2

(4.31)

Figure 4.5 shows some examples of image normalization using the moment
η′2,2 and the principal axis, respectively. The input images are only distorted by
rotations. The normalized images using angles calculated by the moment η′2,2
have slightly diﬀerence with the normalized images using angles calculated by
the principal axis. In the proposed method, the moment η′2,2 is used to determine
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the invariant angle for rotation normalization. In the principal axis method, the
angle between principal axis of the image and x-axis is invariant to rotation.

4.2.6 Sorting the normalized images

In the proposed normalization method, 8 output images form a set of normalized images. As shown in Fig. 4.5, the orientation of the first normalized image
depends on the orientation of the input image. Once the first normalized image
is determined, the other 7 normalized images are also calculated. The first 4
normalized images are equivalent via a rotation of 90o . The other 4 normalized
images are equivalent to the first 4 normalized images via horizontal flipping
(see Fig. 4.2). For an input image with diﬀerent rotations, the order of the 8
normalized images is diﬀerent. In this section, we provide a scheme to eliminate
the ambiguity of orientation and sort the 8 normalized images.
As show in (4.11), the value of moment η′1,2 and η′2,1 depends on the values
of t1 , t2 , t4 , t5 , and the moments of input image. The moment η′1,2 for the first
solution in (4.19) is

U=
4D3

c3
√

η32,0

(E sin θ̂ + F cos θ̂ + G sin 3θ̂ + H cos 3θ̂).

(4.32)

The moment η′2,1 for the first solution in (4.19) is

V=

c3
(E cos θ̂ − F sin θ̂ − G cos 3θ̂ + H sin 3θ̂),
√
4D3 η32,0

(4.33)
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Table 4.3: Moment η′1,2 and η′2,1 for the 8 normalized images without sorting.

θ̂

Φ
4

Φ
4

+ π2

Φ
4

+π

Φ
4

+ 3π
2

Matrix T
Moment η′1,2


t̂1 t̂2 t̂3 


T̂ = t̂4 t̂5 t̂6 
U


0 0 1


t̂5
t̂6 
 t̂4


T̂ = −t̂1 −t̂2 −t̂3 
V


0
0
1


−t̂1 −t̂2 −t̂3 


T̂ = −t̂4 −t̂5 −t̂6 
−U


0
0
1


−t̂4 −t̂5 −t̂6 



t̂2
t̂3 
T̂ =  t̂1
−V


0
0
1

Moment η′2,1

θ̂

V

− Φ4 + 2π

−U

− Φ4 + 3π
2

−V

− Φ4 + π

U

− Φ4 + π2

Matrix T


−t̂1 −t̂2 −t̂3 



t̂5
t̂6 
T̂ =  t̂4


0
0
1


−t̂4 −t̂5 −t̂6 


T̂ = −t̂1 −t̂2 −t̂3 


0
0
1


t̂2
t̂3 
 t̂1


T̂ = −t̂4 −t̂5 −t̂6 


0
0
1


t̂4 t̂5 t̂6 


T̂ = t̂1 t̂2 t̂3 


0 0 1

Moment η′1,2

Moment η′2,1

−U

V

−V

−U

U

−V

V

U

where
E =η0,3 η32,0 + η0,2 η22,0 η2,1 − η1,1 η1,2 η22,0 + 2η21,1 η2,0 η2,1 − η0,2 η1,1 η2,0 η3,0 ,
F =D(η1,2 η22,0 + η0,2 η2,0 η3,0 − 2η1,1 η2,0 η2,1 ),
G =η0,3 η32,0 − 4η31,1 η3,0 − 3η0,2 η22,0 η2,1 − 3η1,1 η1,2 η22,0 + 6η21,1 η2,0 η2,1 + 3η0,2 η1,1 η2,0 η3,0 ,
and
H =D(3η1,2 η22,0 + 4η21,1 η3,0 − η0,2 η2,0 η3,0 − 6η1,1 η2,0 η2,1 ).

(4.34)

Among all 8 output images, we first select images that have the maximum
η′2,1 . Next, among the two short-listed images, we select the image that has the
maximum η′1,2 to be the first normalized image in the sorted outputs. Then, the
second to the fourth images are equivalent to the first image via a rotation of 90o .
The other 4 normalized images are equivalent to the first 4 normalized images via
horizontal flipping.
Table 4.3 shows the patterns of η′1,2 and η′2,1 for 8 output images. Based on this
table, we can show that there is a unique image selected according to the above
scheme, provided that U , V , 0.
Figure 4.6 shows two examples of the sorted images using moments η′2,1 and
η′1,2 . The first normalized image has the highest values of η′2,1 and η′1,2 . Under
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(a)

(b)

Figure 4.6: Examples of normalized images sorted by image moments η′2,1 and
η′1,2
diﬀerent aﬃne distortions, the output images are not only the same set of images,
but also in the same order.

4.2.7 Relationship between moment-based normalization algorithms
In order to compare the proposed normalization method with existing methods,
the representative normalization algorithms using image moments are described
in this section.
Existing image normalization methods transform the original image and its
distorted versions into a canonical form so that the image moments of the canon83
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ical form are independent of aﬃne deformations. The moment constraints play a
key role in the existing methods. They aﬀect the uniqueness of the normalization
matrix and the simplicity of computation.
To avoid solving complex systems of non-linear equations, existing algorithms
decomposed the normalization matrix T into several simplified transformation
matrices. However, the proposed method computes the normalization matrix T
by solving an optimization problem in one step. Table 4.4 compares five momentbased normalization methods with the proposed normalization method.
In the existing algorithms, the centroid of input image has been translated to
the origin of the coordinate system. Therefore, t3 and t6 for translation are not
considered in the five existing methods. Reiss decomposed the aﬃne matrix T
into an x-shearing matrix, a scaling matrix, and a rotation matrix (XSR) [202]:
(

) (
)(
)(
)
t1 t2
1 hx sx 0 cos θ − sin θ
=
.
t4 t5
0 1 0 s y sin θ cos θ

(4.35)

A condition that t1 t5 − t2 t4 , 0 is required to ensure the uniqueness of this decomposition. Based on the XSR decomposition, moment constraints
′′
′′′
′′′
µ′1,1 = 0, µ′′
2,0 = 1, µ0,2 = 1, µ3,0 + µ1,2 = 0,

(4.36)

are applied sequentially on an input image as an x-shearing normalization (µ′1,1 =
0), a scaling normalization (µ′′
= 1 and µ′′
= 1), and a rotation normalization
2,0
0,2
(µ′′′
+µ′′′
= 0). The output images are invariant to aﬃne distortions after the three
3,0
1,2
Table 4.4: Comparison between moment-based aﬃne normalization methods.
Algorithm

Moment constraints

XSR-Reiss [202]
XYS-Rothe [190]
XYS-Zhang [206]
XYS-Dong [194]
RSR-Pei [199]
Proposed method

µ′1,1
µ′3,0
µ′3,0
µ′3,0

= 0, µ′′
= 1, µ′′
= 1, µ′′′
+ µ′′′
= 0.
2,0
0,2
3,0
1,2
′′′ = 1, µ′′′ = 1.
= 0, µ′′
=
0,
µ
2,0
0,2
1,1
= 0, µ′′
= 0, µ′′′
= 1, µ′′′
= 1.
0,3
2,1
1,2
′′′ > 0, µ′′′ > 0.
= 0, µ′′
=
0,
µ
5,0
0,5
1,1
µ2,0 , µ1,1 , µ0,2 , µ1,2 , µ3,0 , µ0,3 , µ2,1
max{η′2,2 } s.t. ν′1,0 = 0, ν′0,1 = 0, η′2,0 = c2 , η′0,2

Number of
decomposed transformations
3
3
3
3
3
= c2 , η′1,1 = 0.
0

Sum of
moment orders
12
9
12
15
18
12
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sequential transformations. In the experimental section, this method is named
as XSR-Reiss normalization. Figure 4.7 shows example results of XSR-Reiss. The
output images are consistent for the same input image under diﬀerent aﬃnedistortions. However, the normalized images have angle diﬀerences with the
original non-distorted image. The black border generated by the normalization
will increase the diﬃculty to classify images.

(a)

(b)

(c)

Figure 4.7: Examples of normalized images for XSR-Reiss normalization. Input
images are highlighted by the red border: (a) aﬃne-distorted image, (b) aﬃne
distorted and cropped image, and (c) aﬃne distorted and noisy image.
Note that moment µ′p,q is calculated from the output image of the first transformation; moment µ′′
p,q is calculated from the output image of the second transformation, and moment µ′′′
p,q is calculated from the output image of the third
transformation.
Rothe et al. decomposed the aﬃne matrix T into an x-shearing matrix, a
y-shearing matrix, and a scaling matrix (XYS) [190]:
(
) (
)(
)(
)
t1 t2
1 hx 1 0 sx 0
=
.
0 1 hy 1 0 sy
t4 t5

(4.37)

Based on the XYS decomposition, diﬀerent constraints were used to normalize
input images.
Rothe et al. used the moment constraints as follows [190]:
′′′
′′′
µ′3,0 = 0, µ′′
1,1 = 0, µ2,0 = 1, µ0,2 = 1.

(4.38)
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(a)

(b)

(c)

Figure 4.8: Examples of normalized images for XYS-Rothe normalization. Input
images are highlighted by the red border: (a) aﬃne-distorted image, (b) aﬃne
distorted and cropped image, and (c) aﬃne distorted and noisy image.
These constraints are applied sequentially as an x-shearing normalization (µ′3,0 =
0), a y-shearing normalization (µ′′
= 0), and a scaling normalization (µ′′′
= 1 and
2,0
1,1
µ′′′
= 1). In the experimental section, this method is named as XYS-Rothe normal0,2
ization. Figure 4.8 shows example results of XYS-Rothe. Same as XSR-Reiss, the
normalized images have angle diﬀerences with the original non-distorted image.
Zhang et al. also decomposed the aﬃne matrix T into an x-shearing matrix, a
y-shearing matrix, and a scaling matrix (XYS). They proposed an aﬃne normalization method using the following moment constraints [206]:
′′′
′′′
µ′3,0 = 0, µ′′
0,3 = 0, µ2,1 = 1, µ1,2 = 1.

(4.39)

The four constraints were applied sequentially as an x-shearing normalization
(µ′3,0 = 0), a y-shearing normalization (µ′′
= 0), and a scale normalization (µ′′′
=1
0,3
2,1
and µ′′′
= 1). In the experimental section, this method is named as XYS-Zhang
1,2
normalization. Figure 4.9 shows example results of XYS-Zhang. The output
image under aﬃne-distortion (Fig. 4.9(a)) is diﬀerent with the output image
under aﬃne-distortion and cropping (Fig. 4.9(b)). The XYS-Zhang normalization
is not stable for image cropping.
Dong et al. decomposed the aﬃne matrix T into an x-shearing matrix, a
y-shearing matrix, and a scaling matrix (XYS). They proposed an aﬃne normal86
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(a)

(b)

(c)

Figure 4.9: Examples of normalized images for XYS-Zhang normalization. Input
images are highlighted by the red border: (a) aﬃne-distorted image, (b) aﬃne
distorted and cropped image, and (c) aﬃne distorted and noisy image.
ization method using the following moment constraints [194]:
′′′
′′′
µ′3,0 = 0, µ′′
1,1 = 0, µ5,0 > 0, µ0,5 > 0.

(4.40)

First, the moment µ′3,0 is set to 0 for an x-shearing normalization. Next, the µ′′
1,1
is set to 0 for a y-shearing normalization. At last, the image is transformed to a
standard size for a scaling normalization. The signs of parameters for scaling are
determined so that the µ′′′
and µ′′′
are positive. In the experimental section, this
5,0
0,5
method is named as XYS-Dong normalization. Figure 4.10 shows example results
of XYS-Dong. The output image under aﬃne-distortion (Fig. 4.10(a)) is diﬀerent
with the output image under aﬃne-distortion and cropping (Fig. 4.10(b)). The
orientation of the normalized image is uncertain for the XYS-Dong normalization,
especially when images are cropped.

(a)

(b)

(c)

Figure 4.10: Examples of normalized images for XYS-Dong normalization. Input
images are highlighted by the red border: (a) aﬃne-distorted image, (b) aﬃne
distorted and cropped image, and (c) aﬃne distorted and noisy image.
Pei and Lin decomposed the aﬃne matrix T into a rotation matrix (R1 ), a
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scaling matrix (S), and another rotation matrix (R2 ) [199]:
(

)
t1 t2
= R1 S R 2
t4 t5

(4.41)

The first rotation matrix R1 and the scaling matrix S are computed based on the
covariance-matrix M:

(

)
µ2,0 µ1,1
M=
.
µ1,1 µ0,2

(4.42)

The scaling matrix S is computed from the eigenvalues of M:
 c
 √
S =  λ1
0


0 
 ,
√c 

(4.43)

λ2

where (λ1 , λ2 ) are eigenvalues of M and c2 =

√

√
λ1 λ2 . The rotation matrix R1 is

computed from the eigenvectors of M:
(

)
e1,1 e1,2
R1 =
,
e2,1 e2,2

(4.44)

where (e1,1 , e1,2 ) is the eigenvector corresponding to λ1 and (e2,1 , e2,2 ) is the eigenvector corresponding to λ2 .
Since the matrix M is real and symmetric, both eigenvectors are orthonormal
to each other. Hence e1,1 = e2,2 and e1,2 = −e2,1 . With the matrix R1 , the image
becomes uncorrelated to the transformed coordinate system. With the matrix S,
the image is rescaled according to the eigenvalues of M.

(

)
cos β sin β
To make output image invariant to rotation, an angle β of matrix R2 =
− sin β cos β

is determined from
tan β = −

µ′′
+ µ′′
3,0
1,2
µ′′
+ µ′′
0,3
2,1

.

(4.45)

If −(µ′′
+ µ′′
) sin β + (µ′′
+ µ′′
) cos β < 0, then β = β + π. In the experimental
3,0
0,3
1,2
2,1
section, this method is named as RSR-Pei normalization. Figure 4.11 shows
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(a)

(b)

(c)

Figure 4.11: Examples of normalized images for RSR-Pei normalization. Input
images are highlighted by the red border: (a) aﬃne-distorted image, (b) aﬃne
distorted and cropped image, and (c) aﬃne distorted and noisy image.
example results of RSR-Pei. The normalized images have angle diﬀerences with
the original non-distorted image.
We highlight two improvements of the proposed image normalization algorithm compared to the existing methods. First, the proposed algorithm estimates
the aﬃne transformation parameters directly from the moments of the input image, without decomposing the transformation matrix into a series of simplified
matrices (see Table 4.4). This strategy improves the eﬃciency of the normalization
and avoids re-sampling errors. Second, a complete set of 8 normalized images
are generated, which avoids the image-reflection ambiguity and orientation uncertainty in the existing methods.

4.3 Experimental evaluation and results
In this section, the proposed image normalization method is compared with five
existing moment-based normalization methods. The eﬀects of image normalization on class separability were also evaluated. Section 4.3.1 describes the data sets
used in the experiments and Section 4.3.2 defines the performance measures for
image normalization. Section 4.3.3 compares the proposed image normalization
with five existing aﬃne normalization algorithms. Section 4.3.4 analyzes eﬀects
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of the proposed normalization on class-separability.

4.3.1

Image data sets

Evaluation was conducted using four public data sets: the SUN397 data set of
scenes [4], the MNIST data set of handwritten digits [51], the COIL-100 data set
of objects [203], and the ORL data set of faces [204].
The SUN397 data set has 397 scene categories, from abbey, bedroom, and
castle to highway, theater, and yard. There are 108, 754 images in total and at least
100 images in each category. Images in the SUN397 data set have various object
arrangement and complex background. The MNIST data set contains 10 types of
digits (0, 1, ..., 9) written by 500 diﬀerent writers. There are 70, 000 digits in total
and at least 6, 000 digits per class. The COIL-100 data set contains 7, 200 images
of 100 objects. There are 72 images per object captured from diﬀerent viewing
angles. The ORL data set consists of 400 face images in total. There are 10 images
per subject captured from diﬀerent viewing angles. All patterns in the ORL and
COIL-100 data sets have arbitrary shape and diverse intensity.
The aﬃne-distorted images for the four data sets were formed by applying
random aﬃne transformations on the original images. The translation parameters
tx and t y were between −100 to 100. The scaling parameters sx and s y were non-zero
values between −2 to 2. The shearing parameters hx and h y were between −4 to 4.
The rotation parameter θ was between 0 to 2π. The distorted images contained
at least 30% non-zero pixels of the original images. The image normalization
was then applied on these original and distorted images to obtain the normalized
images.
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4.3.2 Performance measures for image normalization
The normalization accuracy was measured using the peak signal-to-noise ratio
(PSNR). PSNR between the normalized image Î of the original image I and the
normalized image Îd of the distorted image Id is computed as
PSNR = 10 × lo110 (

2552
).
MSE

(4.46)

The mean square error (MSE) is defined as
1 ∑∑
MSE =
[Î(i, j) − Îd (i, j)]2 ,
MN
M

N

(4.47)

i=1 j=1

where the size of the normalized images Î and Îd is M × N. A larger PSNR value
implies a more precise normalization.
For each input image, the proposed normalization algorithm produces 8 outputs, which are equivalent via k × 90◦ rotation or horizontal flipping. Among the
8 images, the one having the highest correlation score with the original image I is
used to compute the PSNR value. The analysis of normalization accuracy using
PSNR will be described in Subsection 4.3.3.
The eﬀects of image normalization on class separability were evaluated using
the correlation coeﬃcients within the same class (ρw ) and correlation coeﬃcients
between diﬀerent classes (ρb ). The similarity between two images I1 and I2 was
calculated by the correlation coeﬃcients:
ρ(I1 , I2 ) =

cov(I1 , I2 )
.
σ(I1 )σ(I2 )

(4.48)

Here, cov() is the covariance function and σ() is the standard deviation function.
For multi-class data sets, the class separability was measured by the intra-clas
correlation coeﬃcients (ρw ) and the inter-class correlation coeﬃcients (ρb ). The
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intra-class similarity for the image Ii in class n is calculated as
ρw (Ii ) = max ρ(Ii , I j ),

(4.49)

where I j ∈ class n, and i , j.
The inter-class similarity for image Ii in class n is calculated as
ρb (Ii ) = max ρ(Ii , I j ),

(4.50)

where I j ∈ class m, and m , n.
To measure the eﬀects of the normalization algorithm on class-separability,
the probability density function (PDF) and the cumulative distribution function
(CDF) of ρw and ρb were computed for original images, aﬃne-distorted images,
and aﬃne-normalized images. The receiver operating characteristic (ROC) curve
computed from CDF was also used to compare the class separability. The detection
rate of the image normalization is defined as (1 − Fw ), where the Fw is the CDF of
ρw . The false-alarm rate of the image normalization is defined as (1 − Fb ), where
the Fb is the CDF of ρb . A larger AUC value implies a better class separability.
The analysis of class separability using PDF, CDF, ROC, and AUC will be shown
in Subsection 4.3.4.

4.3.3

Analysis of aﬃne normalization performance

In this section, the proposed image normalization is compared on the SUN397,
MNIST, COIL-100, and ORL data sets with five existing normalization algorithms:
XSR-Reiss normalization [202], XYS-Rothe normalization [190], XYS-Zhang [206],
XYS-Dong normalization [194], and RSR-Pei normalization [199].
First, the six normalization algorithms are compared on aﬃne-distorted and
cropped images. The cropping rates vary from 0.0 to 0.9. A cropping rate of 0.0
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Figure 4.12: Image normalization performance on the SUN397 data set with image
cropping or noise.
means the image is only distorted by the aﬃne transformations. A cropping rate
of 0.4 means 40% of the image is removed.
Figure 4.12(a) shows the PSNR of the six normalization algorithms on the
distorted SUN397 data set with diﬀerent cropping rates. The PSNR values are
always higher when cropping rate is zero (no cropping) than when cropping rate
is non-zero (with cropping). The PSNR values also decrease when the cropping
rate increases. For example, for the proposed normalization, the PSNR value is
25.5 dB when the cropping rate is 0.0, and 13.7 dB when the cropping rate is 0.3.
Among the six normalization algorithms, the proposed algorithm has the highest
PSNR value at all cropping rates.
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Figure 4.12(b) shows the average processing time of the six normalization algorithms on the distorted SUN397 data set with diﬀerent cropping rates. The
processing-time for the proposed normalization algorithm is less than 0.01s for
all cropping rates. The processing-time for the five existing normalization algorithms are higher than 0.01s for all cropping rates. With the increasing of the
cropping rates, the processing-time is reduced for all algorithms. Furthermore,
the processing-time variations for the proposed algorithm is much lower than the
five existing algorithms. This means the proposed normalization is more stable
for diﬀerent aﬃne distortions and image size.
Next, we evaluate the six normalization algorithms on aﬃne-distorted images
with random speckle noise. The noise density changes from 0.0 to 0.9. A noise
density of 0.0 means no noise is added to the aﬃne-distorted images.
Figure 4.12(c) shows the PSNR of the six normalization algorithms on the
distorted SUN397 data set with diﬀerent noise density. When the noise density
increases from 0.0 to 0.9, the PSNR of the proposed normalization reduces from
25.5 dB to 12.0 dB. The average PSNR for the proposed algorithm is 14.2 dB. In
comparison, the average PSNR values of the five existing normalization algorithms are 10.9 dB for the XSR-Reiss normalization, 11.1 dB for the XYS-Zhang
normalization, 11.5 dB for the XYS-Rother normalization, 12.5 dB for the XYSDong normalization, and 11.7 dB for the RSR-Pei normalization. At all noise
density, the proposed algorithm has higher PSNR values compared to the five
existing algorithms.
Figure 4.12(d) shows the processing time of the six normalization algorithms
on the distorted SUN397 data set with diﬀerent noise density. At all noise density,
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Table 4.5: Image normalization performance on the SUN397 data set with aﬃne
distortions.
Data set
XSR-Reiss
XYS-Rother
XYS-Zhang
XYS-Dong
RSR-Pei
Proposed method

PSNR(dB) Processing time(s)
12.8
0.0928
13.2
0.1265
14.1
0.1556
17.2
0.1751
14.7
0.2706
25.5
0.0049

Table 4.6: Image normalization performance on the MNIST data set with aﬃne
distortions.
Data set
XSR-Reiss
XYS-Rother
XYS-Zhang
XYS-Dong
RSR-Pei
Proposed method

PSNR(dB) Processing time(s)
8.3
0.0233
6.6
0.0178
8.2
0.0326
8.9
0.0329
8.3
0.0233
15.0
0.0004

the proposed normalization has a shorter processing time than the existing normalization algorithms. The processing-time variations are small for the proposed
normalization and are large for the existing normalization algorithms, especially
when the noise density increases.
Table 4.5 to 4.8 show the PSNR rates and processing time for the compared
normalization algorithms on the SUN397, MNIST, COIL-100, and ORL data sets
when the cropping rate and noise density are zero. The proposed normalization
method has the highest PSNR rate and lowest processing time on the four data
sets. All image normalization algorithms have better PSNR values on the COIL100 data set. The reason is that images in the COIL-100 data set contain artificial
objects that have regular shapes. All algorithms have lower PSNR values on the
MNIST data set. The hand written digits in the original MNIST data set contain
geometric distortions. It is diﬃcult to normalize general geometric distortions
using algorithms for aﬃne-distortions.
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Table 4.7: Image normalization performance on the COIL-100 data set with aﬃne
distortions.
Data set
PSNR(dB)
XSR-Reiss
18.9
XYS-Rother
12.5
XYS-Zhang
20.2
XYS-Dong
26.0
RSR-Pei
21.9
Proposed method
35.3

Processing time(s)
0.0604
0.0267
0.0536
0.0448
0.1443
0.0053

Table 4.8: Image normalization performance on the ORL data set with aﬃne
distortions.
Data set
PSNR(dB)
XSR-Reiss
19.4
XYS-Rother
12.2
XYS-Zhang
21.7
XYS-Dong
22.3
RSR-Pei
23.2
Proposed method
29.4

4.3.4

Processing time(s)
0.0390
0.0566
0.0628
0.0390
0.1168
0.0062

Analysis of normalization eﬀects on class separability

In this section, the class separability of the four data sets (SUN397 of scene, MNIST
of digits, COIL-100 of objects, and ORL of faces) was analyzed by the correlation
coeﬃcients ρw and ρb .
First, the intra-class similarity (ρw ) and the inter-class similarity (ρb ) were
computed on the original images of the four data sets. Then, the PDF and CDF
of ρw and ρb on the original images were calculated. Similarly, the PDF and CDF
of ρw and ρb on the aﬃne-distorted images and on the aﬃne-normalized images
were also computed.
Figure 4.13 shows the PDF and CDF of the intra-class similarity (ρw ) and the
inter-class similarity (ρb ) of the COIL-100 data set. In the original data set, there
are less aﬃne variations within the same class. The average value of intra-class
similarity ρw is higher than the average value of inter-class similarity ρb . In the
distorted data set, all images have aﬃne distortions. The mean value of ρw and ρb
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Figure 4.13: The PDF and CDF of the correlation coeﬃcients for the COIL-100
data set of objects.

Table 4.9: Class separability as measured by AUC for original images, distorted
images, and normalized images.
Data set
Original data Distorted data Normalized data
SUN397
0.2004
0.0619
0.5582
MNIST
0.9209
0.7201
0.9324
COIL-100
0.9125
0.2094
0.9941
ORL
0.9304
0.2634
0.9925

are both reduced. In the normalized data set, the proposed image normalization
method increases the intra-class similarity ρw and reduce the inter-class similarity
ρb . Figure 4.14 shows the ROC curves of the COIL-100 data set. The AUC value of
normalized data is higher than the AUC value of the original data, and the AUC
value of the original data is higher than the AUC value of distorted data. That
indicates the image normalization increases the class separability on the COIL-100
data set.
Table 4.9 shows the area under ROC curves (AUC) of original data, distorted
data, and normalized data for the four data sets. The AUC values for the normalized data on the four data sets are always higher than the AUC values for the
distorted data and the original data.
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Figure 4.14: The ROC of the correlation coeﬃcients for the COIL-100 data set of
objects.

4.4

Conclusion

In this chapter, a new image approach to normalize aﬃne distortions is presented.
The proposed approach produces normalized images by solving an optimization
problem based on image moments. The moment propositions used in our normalization method are presented and proved. In our experiments, the proposed
method is compared with five existing normalization methods in terms of PSNR
and processing time. The results show that the proposed image normalization
is more robust to aﬃne distortions, image cropping, and image noise. The class
separability of images is also increased by applying the proposed normalization
method.
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input image

8 normalized output images

(a)

input image

8 normalized output images

(b)

input image

8 normalized output images

(c)

input image

8 normalized output images

(d)

Figure 4.15: Examples of the proposed aﬃne normalization. Column 1 is an input
image, whereas Columns 2 to 9 are the 8 normalized images. The input image
is: (a) an original non-distorted image, (b) an aﬃne-distorted image, (c) an aﬃnedistorted image with image cropping, (d) an aﬃne-distorted image with image
cropping and noise (noise density = 0.1).
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Introduction

Robustness in image recognition refers to the ability to perceive an image pattern
regardless of factors including camera views and locations. This chapter ∗ presents
a new algorithm that allows an image with arbitrary projective distortions to be
∗ Parts

of Chapter 5 have been published in our paper ”Invariant image recognition under
projective deformations: an image normalization approach”, IEEE International Conference on
Visual Communications and Image Processing, 2015.
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recognized eﬃciently. For an input image, the proposed algorithm generates a
set of output images that are independent of the projective deformations, such as
rotation, scaling, shearing, translation, and perspective projection. By producing
projective-invariant images, our approach allows a system designed on a small
set of normalized images to generalize well to an infinite number of projective
deformations. In addition, it also reduces significantly the complexity and the cost
of classifier training in image recognition tasks. We present a two-stage approach
to calculate the 8 parameters of the required projective transformation matrix
using image moments. The proposed algorithm is evaluated on two benchmark
data sets.
The rest of the chapter is structured as follows. Section 5.2 describes existing
methods for removing projective deformations. Section 5.3 presents the proposed
image normalization approach to achieve projective invariance. Section 5.4 analyzes the results of image normalization on benchmark data sets.

5.2 Existing image normalization for projective deformations
Projective deformation is a more general type of geometric deformation. A number of approaches have been proposed to address projective deformations. In
[198] and [207], the feature points of images were used to estimate normalization
parameters and recover projective deformations. The normalization accuracy of
these methods depends on the stability of feature-point detection.
Weiss proposed the diﬀerential invariants for the recognition of planar curves
under projective deformations [208]. Given a curve and its first four derivatives
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with respect to transformation parameter t, one can always find a canonical form
that is independent of the original form. The canonical form is invariant to
projective deformations. However, the diﬀerential invariants have problems in
estimating high-order derivatives.
Suk and Flusser used image moments to normalize a shape with projective
deformations [209]. They have proven that projective moment invariants have
a form of infinite series containing moments with positive and negative indices.
An advantage of image moments is that the integral quantities are less sensitive
to noise. However, the moments used in this method have to be calculated from
the whole object. This method is sensitive to partial occlusion. Note that image
moments have been used for aﬃne deformations in [190, 194, 210].
Zhang et al. proposed a rank minimization method to correct projective distortions on image texture, such as building facades, printed texts, and human
faces [192]. They aim to extract invariant structures in 2-D images by undoing the
domain transformations (aﬃne or projective). In their method, the 2-D image contains regular patterns, whose appearance can be modelled as a low-rank matrix.
By utilizing advanced convex optimization tools from matrix rank minimization,
a low-rank texture is recovered from the associated deformations.
Given a deformed and corrupted image I = (I0 + E) ◦ τ−1 that contains a lowrank matrix I0 and some error matrix E, the TILT algorithm recovers the low-rank
matrix and finds the domain transformation τ, where ◦ is the image transformation
operator. This formulation leads to the following optimization problem:

min rank(I0 ) + λ||E||0

I0 ,E,τ

s.t.

I ◦ τ = I0 + E,

(5.1)
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where ||E||0 is the number of non-zero entries in E.
However, the optimization problem in (5.1) is diﬃcult to optimize. Under
fairly broad conditions and by linearizing the constraint, (5.1) can be replaced by
min ||I0 ||∗ + λ||E||1

I0 ,E,τ

s.t.

I ◦ τ + ∇I∆τ = I0 + E,

(5.2)

where the nuclear norm (||I0 ||∗ ) of a matrix is the sum of all its singular values
and the l1 -norm of a matrix (||E||1 ) is the sum of the absolute values of its entries.
In [192], the optimization problem (5.2) is solved by the Augmented Lagrange
Multiplier (ALM) method.

5.3 Image normalization for projective deformations
The aim of projective image normalization is to produce the same set of output
images for any input image, which has been derived from an original undistorted
image via an arbitrary projective transformation. A projective transformation is
characterized by a transformation matrix T with 8 real parameters:


t1 t2 t3 


T = t4 t5 t6  .


t7 t8 1

(5.3)

A pixel coordinate (x, y) in the input image I is mapped to a pixel coordinate (x∗ , y∗ )
in the output image I∗ as

or

 
 ∗
x
sx 
sy∗  = T  y .
 
 
1
s

∗


x


 y∗

=
=

t1 x+t2 y+t3
t7 x+t8 y+1
t4 x+t5 y+t6
t7 x+t8 y+1

(5.4)

.

(5.5)

First, we observe that a projective transformation can be decomposed into an
aﬃne transformation followed by a simplified projective transformation:
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simplified projective

aﬃne

I(x, y) −−−−→ I′ (x′ , y′ ) −−−−−−−−−−−−−−−→ I∗ (x∗ , y∗ ),
where




 x′


 y′

(5.6)

= t1 x + t2 y + t3 ,
= t4 x + t5 y + t6 .

(5.7)

x′
αx′ +βy′ +γ
y′
αx′ +βy′ +γ

(5.8)

and



x∗


 y∗

=
=

,
.

The parameters α, β, and γ in (5.8) are:

t t −t t

α = t51 t75 −t42 t84 ,




t t −t t
β = t11 t85 −t22 t74 ,




 γ = 1 − t3 (t5 t7 −t4 t8 ) − t6 (t1 t8 −t2 t7 ) .
t1 t5 −t2 t4
t1 t5 −t2 t4

(5.9)

The aﬃne transformation in (5.7) is represented by transformation matrix Ta , and
the simplified projective transformation in (5.8) is represented by transformation
matrix Tp :





 1 0 0 
t1 t2 t3 




Ta = t4 t5 t6  and Tp =  0 1 0  .




α β γ
0 0 1

(5.10)

With this observation, we propose a method to find projective transformation,
described by matrix T, to normalize an input image I. The proposed method has
two stages. In the first stage, aﬃne-transformation parameters t1 to t6 of matrix Ta
are determined to map input image I(x, y) to an aﬃne-normalized image I′ (x′ , y′ ).
In the second stage, projective-transformation parameters t7 and t8 of matrix Tp
are determined to generate the projective-normalized image I∗ (x∗ , y∗ ). Note that
once t7 and t8 are determined, the α, β, and γ are also calculated correspondingly.
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5.3.1 Stage 1: Finding aﬃne-transformation parameters t1 to t6
Transformation matrix Ta is found by solving the following constrained optimization problem:



ν′1,0






ν′0,1



 ′
Ta = maximize {η′2,2 } subject to 
η2,0




η′0,2




η′
1,1

=0
=0
= c2 ,

(5.11)

= c2
=0

where c is a positive parameter to control the size of the output image. A larger
value of c will produce a larger normalized image. Figure 5.1 shows example
results of aﬃne normalization (Stage 1). The input image in Stage 2 is the output
image of Stage 1.
100

50

200

100

400

150

600

400

800

500

200

200
100
200
(a) original image

300

200 400 600
(b) affine distorted image

-100

-100

-50

-50

0

0

50

50

100

100
-100
0
100
(d) output image of (a)

300

200
400
(c) projective distorted image
-100

0

100
-100
0
100
(e) output image of (b)

-100
0
100
(f) output image of (c)

Figure 5.1: Examples of input images and their aﬃne-normalized output images
(Stage 1). The image in (a) is from the SUN397 data set.

5.3.2 Stage 2: Finding projective-transformation parameters t7
and t8
Consider the Cartesian coordinates shown in Fig. 5.2. Image rotations on the
x-y plane are equivalent to image rotations around the z-axis in the 3-D space.
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z
c

P(a, b, c)

b
y
a

x

Figure 5.2: An example point in the 3-D Cartesian space.
Rotation counter-clockwise around the z-axis by an angle θ is represented as


cos θ − sin θ 0


(5.12)
[x′ , y′ , z′ ] = [x, y, z]  sin θ cos θ 0 .


0
0
1
Similarly, rotation counter-clockwise around the y-axis by an angle θ is represented as



 cos θ 0 sin θ 

1
0  .
[x′ , y′ , z′ ] = [x, y, z]  0


− sin θ 0 cos θ

(5.13)

Rotation counter-clockwise around the x-axis by an angle θ is represented as


0
0 
1


(5.14)
[x′ , y′ , z′ ] = [x, y, z] 0 cos θ − sin θ .


0 sin θ cos θ
By analyzing the relationship between parameter t7 , t8 and the outputs of projective transformations, we find that the projective transformations for diﬀerent
values of parameter t7 correspond to the image rotations around the y-axis in the
3-D space. The projective transformations for diﬀerent values of parameter t8
correspond to the image rotations around the x-axis in the 3-D space.
For parameter t7 , we project image rotations in the 3-D space to the x-y plane.
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Figure 5.3: Image transformations with diﬀerent values of t7 on the x-y plane.
They correspond to the image rotations around the y-axis in the 3-D space.

The projective transformations with diﬀerent values of t7 are shown in Fig. 5.3.
After the aﬃne-normalization step in Stage 1, the image is translated to the centroid (ν1,0 , ν0,1 ). Then, with diﬀerent values of t7 , the image is rotated around the
line x = 0. In Fig. 5.3(a), the image is not normalized and the long side of the
image is on the left of the rotation axis. In Fig. 5.3(b), the image is normalized. In
Fig. 5.3(c), the image is not normalized and the long side of the image is on the
right of the rotation axis. Therefore, we can find the value of t7 at which the long
side of the image switches from left to right.
For parameter t8 , we project the rotations in the 3-D space to the x-y plane.
The projective transformations with diﬀerent values of t8 are shown in Fig. 5.4.
After the aﬃne-normalization in Stage 1, the image is translated to the centroid
(ν1,0 , ν0,1 ). Then, with diﬀerent values of t8 , the image is rotated around the line
y = 0. In Fig. 5.4(a), the image is not normalized and the long side of the image is
on the top of the rotation axis. In Fig. 5.4(b), the image normalized. In Fig. 5.4(c),
the image is not normalized and the long side of the image is on the bottom of the
rotation axis. Therefore, we can find the value of t8 at which the long side of the
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Figure 5.4: Image transformations with diﬀerent values of t8 on the x-y plane.
They correspond to the image rotations around the x-axis in the 3-D space.
image switches from top to bottom.
From (4.3), we know that the geometric moment on the x-y plane is
"
xp yq I(x, y) dx dy,

mp,q =

(5.15)

Γ

where Γ denotes the support of the image.
The moments m0,1 and m1,0 calculated in Stage 2 are used to detect when the
long side of the image switches its location. For example, the pixel with the
minimum y value is located on the left border in Fig. 5.3(a), while the pixel with
the minimum y value is located on the right border in Fig. 5.3(c). We can find the
value of t7 at which the distribution of minimum y value switches its location (see
Fig. 5.3(b)). Similarly, the pixel with the minimum x value is located on the top
border in Fig. 5.4(a), while the pixel with the minimum x value is located on the
bottom border in Fig. 5.4(c). We can find the value of t8 at which the distribution
of minimum x switches its location (see Fig. 5.4(b)).
Parameters t7 and t8 are determined based on m0,1 and m1,0 :
∂n m0,1
t7 = arg max {
},
∂tn7
t7

(5.16)

∂n m1,0
}.
∂tn8

(5.17)

t8 = arg max {
t8
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Figure 5.5: Finding t7 of the projective transformation matrix T. Left: the 4th
derivative of m0,1 . Right: the normalized image using computed values of t1 to t7 .
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Figure 5.6: Finding t8 of the projective transformation matrix T. Left: the 4th
derivative of m1,0 . Right: the normalized image using computed values of t1 to t8 .

We first fix t8 = 0, and use (5.16) to find t7 . Figure 5.5 shows an example of
estimating t7 for the input image in Fig. 5.1(c).

Once t7 is found, we use (5.17) to estimate t8 . Figure 5.6 shows an example of
estimating t8 for the input image in Fig. 5.1(c). The normalization accuracy can
be improved by increasing the numbers of iterations in Stage 2.
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Figure 5.7: An example input image and its 8 projective-normalized images for
the SUN397 data set.

Figure 5.8: An example input image and its 8 projective-normalized images for
the SUN397 data set.

Figure 5.9: An example input image and its 8 projective-normalized images for
digit 3 in the MNIST data set.

Figure 5.10: An example input image and its 8 projective-normalized images for
digit 5 in the MNIST data set.
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Figure 5.11: An example input image and its 8 projective-normalized images for
a symmetric pattern.

Finally, the output image I∗ is rotated by 90◦ , 180◦ , 270◦ , 90◦ and flipped
vertically to generate 8 normalized images. The orientation of the first normalized
image I∗ depends on the orientation of the input image. Examples of input
projective-distorted images and their 8 output normalized images are shown in
Fig. 5.7 to 5.11.

5.4 Experimental evaluation and results
In this section, the proposed image normalization method is compared with
three existing image normalization methods. Section 5.4.1 describes the data
sets used in the experiments and defines the performance measures for image
normalization. Section 5.4.2 presents the results of projective normalization.

5.4.1 Experimental methods
We evaluated the performance of the proposed normalization algorithm on two
data sets: the MNIST handwritten digit data set [51] and the SUN397 data set
[211]. The MNIST data set contains 70, 000 handwritten digits from 500 diﬀerent
writers. The SUN397 data set has 397 scene categories and at least 100 images at
various scales in each category.
For these two data sets, the distorted images were generated by applying
random projective transformations on the original images. The size of distorted
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images for the MNIST data set are between 5 × 5 and 100 × 100 pixels. The size
of distorted images for the SUN397 data sets are between 50 × 50 and 2000 × 2000
pixels. After applying the proposed normalization algorithm on the original
or distorted images, we obtained the normalized images. The normalization
parameter c in Eq. (5.11) is set to 8 for the MNIST data set, and 80 for the SUN397
data sets.
Similarly to [198], we measured the accuracy of image normalization using
the diﬀerence-image. Let I∗ be the normalized image of original image I, and Id∗
be the normalized image of distorted image Id . The diﬀerence-image is defined
as I∗ − Id∗ . The normalization score (Ns ) is calculated as
Ns = (1 −

||I∗ − Id∗ ||1
||I||1

) × 100%,

(5.18)

where || · ||1 denotes the ℓ1 -norm. A larger Ns value implies a more precise normalization. Among the 8 normalized images, only the image with the highest
correlation score with the original image I is used to compute the normalization
score in (5.18).
We compared the proposed normalization method with two aﬃne-normalization
methods based on image moments [190, 194], and a projective-normalization
method based on rank minimization [192]. The two aﬃne-normalization methods
decompose an aﬃne transformation into a series of simplified transformations,
like scaling, shearing, and rotation. The constraints used in [190] is µ′3,0 = 0, µ′1,1 =
′ = 0, µ′ > 0,
0, µ′2,0 = 1, and µ′0,2 = 1. The constraints used in [194] is µ′3,0 = 0, µ1,1
5,0

and µ′0,5 > 0. The rank minimization method corrects projective deformations for
regular and near-regular patterns or objects (e.g. building facades, printed text,
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and human faces). In this method, input image is considered as a matrix, and a
geometric transformation is determined to minimize the rank of the output image.

5.4.2 Experimental results
First, we analyzed the number of iterations for Stage 2 to achieve good normalization results. As shown in Fig. 5.12, with the increasing of iterations, the average
normalization scores on sample images are increased from around 64% (aﬃne
normalization without projective normalization) to around 80% (the third iteration). In the rest of our experiments, the Stage 2 are repeated 3 times to get the
normalized images.
Table 5.1: Comparison of image normalization algorithms on MNIST.
Method
Processing time (s)
Ns (%)
Proposed projective normalization
0.47 ± 0.10
75.6 ± 8.9
0.81 ± 0.85
51.9 ± 20.0
Rank minimization [192]
Aﬃne normalization-Rothe [190]
0.02 ± 0.01
60.5 ± 27.6
Aﬃne normalization-Dong [194]
0.02 ± 0.01
50.6 ± 22.4

Table 5.2: Comparison of image normalization algorithm on SUN397.
Method
Processing time (s)
Ns (%)
Proposed projective normalization
1.16 ± 0.25
82.4 ± 10.0
Rank minimization [192]
1.73 ± 1.21
53.6 ± 25.2
Aﬃne normalization-Rothe [190]
0.03 ± 0.01
63.2 ± 17.3
Aﬃne normalization-Dong [194]
0.04 ± 0.01
70.0 ± 13.6

Then, we analyzed the speed and accuracy of normalization on the MNIST
and SUN397 data sets. Table 5.1 and 5.2 present the processing time and normalization accuracy for the MNIST and SUN397 data sets, respectively. These
tables show that the proposed normalization algorithm is faster than the rank
minimization algorithm. Moreover, the processing-time variation for the rank
minimization algorithm is about 7 times higher than the proposed algorithm. The
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normalization scores Ns of the proposed method (75.6% and 82.4%) are higher
than that of the rank minimization method (51.9% and 53.6%), aﬃne normalization method proposed by Rothe et al. [190] (60.5% and 63.2%), and aﬃne
normalization method proposed by Dong et al. [194] (50.6% and 70.0%). These
results indicate the proposed normalization is more eﬃcient and accurate than
the existing normalization methods, when tested on a wide range of images and
projective deformations.
We also tested the four compared normalization methods on projective-distorted
images, projective-distorted and cropped images, and projective-distorted and
noisy images. Figure 5.13 to 5.16 show examples of the normalization results. As
shown in Fig. 5.13, the proposed method corrects projective distortions consistently well on diﬀerent images. As shown in Fig. 5.14, the rank minimization
method can reduce geometric distortions. However, the projective distortion still
exists in the output images. As shown in Fig. 5.15 and 5.16, the algorithms used
for aﬃne-distorted images do not work for projective-distorted images.

(a)

(b)

(c)

Figure 5.13: Examples of normalized images for the proposed method. Only the
first normalized image is shown in this example. Input images are highlighted
by the red border: (a) projective-distorted image, (b) projective distorted and
cropped image, and (c) projective distorted and noisy image.
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(a)

(b)

(c)

Figure 5.14: Examples of normalized images for rank minimization method. Input
images are highlighted by the red border: (a) projective-distorted image, (b)
projective distorted and cropped image, and (c) projective distorted and noisy
image.

(a)

(b)

(c)

Figure 5.15: Examples of normalized images for XYS-Rothe normalization. Input
images are highlighted by the red border: (a) projective-distorted image, (b)
projective distorted and cropped image, and (c) projective distorted and noisy
image.

(a)

(b)

(c)

Figure 5.16: Examples of normalized images for XYS-Dong normalization. Input
images are highlighted by the red border: (a) projective-distorted image, (b)
projective distorted and cropped image, and (c) projective distorted and noisy
image.

5.5 Chapter summary
In this chapter, a two-stage normalization method for projective deformations
is presented. In the first stage, aﬃne-transformation parameters t1 to t6 are
115

5.5. Chapter summary
determined. In the second stage, projective-transformation parameters t7 and
t8 are determined. The proposed normalization method produces the same set of
normalized images for projective distorted images. Our experiments show that
the proposed method is more accurate than the existing normalization methods.
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Figure 5.12: The normalization scores with diﬀerent number of iterations for Stage
2 on the SUN397 data set.
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This chapter

∗

presents a scene categorization approach that is invariant to

geometric distortions. We apply the image normalization algorithms proposed
in Chapter 4 and Chapter 5 to generate an image, which is independent of the
position, scale, shear, rotation, and projection of the input image. The proposed
∗ Parts

of Chapter 6 have been published in our papers ”Aﬃne-invariant scene categorization,” IEEE International Conference on Image Processing, pp. 1031-1035, 2014 and ”Invariant image
recognition under projective deformations: an image normalization approach”, IEEE International
Conference on Visual Communications and Image Processing, 2015.
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approach produces normalized images before visual descriptors are extracted
for scene categorization. We investigate the eﬀects of the two proposed image
normalization methods on several state-of-the-art visual descriptors for scene categorization. We also combine diﬀerent visual descriptors to improve the scene
categorization performance. The experimental results on several benchmark data
sets show that the proposed image normalization methods are robust to aﬃne
distortion, image cropping, and image noise. Furthermore, the proposed normalization method improves significantly scene categorization of geometric-distorted
images. Under aﬃne distortions, the Places-CNN features combined with GIST
features achieve the best classification performance on several benchmark data
sets. Under projective distortions, the Places-CNN features achieve better classification performance on the 15-scene data set.

6.1 Introduction
Recognition of objects that are deformed geometrically has been a goal of recent
research. The existing approaches for aﬃne invariance can be classified into
three categories: invariance by training, invariance by feature extraction, and
invariance by image normalization.
In invariance by training, images used for training contain not only the original images but also their rotated, scaled, and deformed versions.

Decoste

and Scholkopf trained invariant support vector machines for handwritten digit
recognition by augmenting training samples with diﬀerent scales, rotations, and
line thicknesses [182]. Tivive and Bouzerdoum developed a rotation-invariant
face versus non-face classifier by training a convolutional neural network on a
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large number of rotated face patterns [183]. Pereira et al. proposed a multi-pose
face detection approach by training a classification tree using rotated face images
[184]. These invariance-by-training techniques can easily be applied to scene categorization. However, brute-force training is time consuming, and if the training
set is not carefully designed, the classifier may not learn the desired invariance.
In invariance by feature extraction, objects are described by features that are
insensitive to a particular deformation. Significant work has been reported on
aﬃne-invariant feature extraction. Hu used moment invariants to develop visual
features that are independent of position, size, and orientation of the object [185].
Flusser presented a general scheme for deriving aﬃne-invariant features based
on image moments [186]; these features were later adopted for handwritten digit
recognition in [212]. Recently, researchers have proposed scale-invariant and
rotation-invariant descriptors, such as SIFT [36], SURF [66], and BRISK [72]. In
these descriptors, scale-invariance is achieved by scale-space keypoint detection,
whereas rotation-invariance is achieved by orientation assignment. Morel and Yu
proposed an aﬃne invariant extension of SIFT for image matching [213]. Their
algorithm achieves aﬃne invariance by rotating and tilting input images to a finite number of deformed images. The deformed images are then compared by
the original SIFT algorithm. Bruna and Mallat proposed a translation-invariant
descriptor: scattering transform [214]. The scattering transform has been used for
texture recognition in [188]. Besides local visual descriptors, global feature formation methods, such as histograms [37] and down-sampling [32] also reduce the
sensitivity of features to geometric transformations. Oliva and Torralba built the
GIST descriptor by averaging features in sub-regions [32]. Ojala et al. proposed
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the rotation-invariant LBP algorithm using histograms and Fourier coeﬃcients
[104]. Recently, global formation methods have been improved via feature coding with sparse modelling [65] and low-rank property [215].
In invariance by image normalization, an input image is normalized before it is
classified. Existing aﬃne normalization methods have been used for applications
such as image watermarking [194], handwritten character recognition [174, 197],
and face recognition [216]. Several aﬃne normalization methods were implemented on image moments. For example, Rothe et al. proposed a moment-based
normalization method that decomposes the unknown aﬃne transformation into
skew, non-uniform scaling, and rotation [190]. Zhang et al. studied the ambiguities of the moment-based aﬃne normalization, and proposed a method to choose a
consistent normalized image [201]. Suk and Flusser decomposed the aﬃne transformations and formed normalized images by means of low-order moments [191].
Diﬀerent from the moment-based methods, Pei and Lin proposed an image normalization method based on the covariance matrix and tensor theory [199]. Yasein
and Agathoklis developed an aﬃne normalization method using image feature
points [198]. The normalization parameters are estimated from the three key
points that have the highest responses during the feature-detection stage.
In this chapter, we extract diﬀerent visual features after applying the proposed
image normalization methods on input images, to produce geometric-invariant
scene categorization. Our approach is inspired by psychovisual evidences that humans have orientation preference when recognizing visual patterns [89, 217]. For
example, people recognize an upright-frontal face easily, but if the face is inverted
or rotated, recognition speed and accuracy reduce significantly [218, 219]. Our
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approach allows aﬃne-invariant features to be extracted after image normalization, thereby reducing the complexity of scene classifiers and the cost of classifier
training. Furthermore, because deformations caused by camera viewpoints can
be locally approximated by aﬃne transformations [177, 213], this method is a
step towards developing a view-invariant scene categorization system. In scene
categorization, once the input image is normalized against geometric transformations, any features can be extracted and used for classification. In this chapter,
we apply the proposed normalization methods to several state-of-the-art visual
descriptors, and investigate how it aﬀects the scene categorization performance
of the descriptors.
The rest of the chapter is structured as follows. Section 6.2 describes the
features used for scene categorization. Section 6.3 analyzes the results of image
normalization and scene categorization on several benchmark data sets under
geometric distortions.

6.2

Feature extraction and combination for scene categorization

In most scene categorization methods, visual features are first extracted from
images and then classified into semantic categories.

Hence, the feature ex-

traction plays a central role in scene categorization. Low-level visual features,
such as color, shape, and textures have been successfully utilized to classify
indoor or outdoor scenes [220, 221, 222]. However, they are sensitive to geometric distortions and illumination changes. Therefore, local descriptors, such
as LBP [104] and HOG [37], which are robust to lighting, scaling, or orientation
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changes, are applied to scene categorization.
One of the most popular local descriptors used in scene categorization is the
SIFT proposed by Lowe [36]. The original SIFT features achieve scale-invariance
by detecting local extrema in the scale space. For scene categorization, the dense
SIFT features are extracted from overlapped patches of the input image [3, 65, 215,
223, 224].
The local descriptors ignore spatial information and produce a large number
of features. Therefore, the global feature formation methods, such as spatial histograms [50, 144, 225], principal component analysis [73], and bag-of-words [3, 65],
are proposed to summarize the spatial information of an image and reduce
the dimension of features. The spatial pyramid matching (SPM) proposed by
Lazebnik et al. is a global feature formation method, which encodes the dense
SIFT features using vector quantization and spatial histograms [3]. This method
combines the local features (SIFT) and global features (SPM) to classify images.
The sparse-coding spatial pyramid matching (ScSPM) also forms global features
from local features [65]. It uses sparse coding to quantize the local features. For
spatial pooling, the original SPM uses histograms, whereas the ScSPM uses the
max operator, which is more robust to local translations.
Inspired by the human visual system, researchers also developed computational vision models for scene categorization. Oliva and Torralba proposed the
GIST descriptor, which is the statistical summary of the spatial layout of the scene
[226]. Serre et al. introduced a scene categorization method that is inspired by
the organization of human visual cortex [79]. The features used in their method
are invariant to position and scale. Inspired by the discoveries of Hubel and
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Wiesel [89] about the receptive fields in mammal visual cortex, LeCun et al. [51]
developed the convolutional neural networks (CNN). In recent years, deep learning
architectures have gained fervent research interest for image recognition.
The existing visual features and models are mostly proposed to classify images
captured from limited views. In practical applications, the scene could be imaged
from arbitrary views, causing image variations that must be addressed by the
scene categorization system. We have already evaluated the existing descriptors
for scene categorization without aﬃne deformations in Chapter 3. In the next
section, we will evaluate the existing visual descriptors (SIFT-ScSPM, SIFT-SPM,
GIST, LBP, and Places-CNN) with aﬃne deformations.
We also combine diﬀerent visual descriptors and investigate their scene categorization performance under aﬃne deformations. The moment-ScSPM descriptor
combines aﬃne-invariant features (image moments [186]) with a global feature
formation method (ScSPM [65]). The scattering-ScSPM descriptor combines the
translation-invariant descriptor (scattering transform [188]) with the ScSPM. We
also combines the deep learning features (Places-CNN [52]) with hand-designed
features (GIST [226]) for scene categorization. In the next section, we will compare the three combined descriptors with the existing visual descriptors for scene
categorization.

6.3

Experimental evaluation and results

In this section, the proposed image normalization and scene categorization algorithms are evaluated on the 8-outdoor scene, 15-scene, 67-indoor-scene, and
SUN397 data sets. Section 6.3.1 presents the implementation of the visual de124
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scriptors and the classifier. Section 6.3.2 and 6.3.3 evaluate diﬀerent descriptors
with or without the image normalization under aﬃne distortions. Section 6.3.4
evaluate diﬀerent descriptors with or without the image normalization under
projective distortions.

6.3.1 Feature extraction and classification
This section presents the implementation of the descriptors and the classifier
compared in this chapter.
• The Places-CNN features are generated from a convolutional neural network
that is trained on 205 scene categories of Places database with 2.5 million
images [52]. The CNN has 5 convolution layers, 650000 neurons, and 60
million parameters. The dimension of the Places-CNN deep features is
4096.
• The SIFT-ScSPM descriptor calculates local features using the dense-SIFT
algorithm and forms global features using the ScSPM algorithm [65]. In the
experiment, the patch size to extract SIFT features was 16 × 16 pixels. The
input patch was first filtered with Gaussian filters to generate 8 orientation
maps. The histograms were then generated from the orientation maps and
further weighted by a Gaussian function. The SIFT descriptor was formed
from all entries of these histograms. After extracting the local features, we
built a feature dictionary based on k-means clustering. The sparse-coding
spatial pyramid matching (ScSPM) was then applied to convert the local
SIFT features to global features.
• The SIFT-SPM descriptor calculates local features using SIFT [36]. The global
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features are then generated by the spatial pyramid matching (SPM) [3]. In
the experiments, the SIFT features were calculated from overlapped patches
(16 × 16) on a dense grid. Then, the k-means clustering and PCA were used
to train and extract 200 visual words. The SIFT features were quantized by
the trained visual words. Finally, the histograms of quantized features were
computed with 1000 bins.

• The GIST descriptor is the statistical summary of the spatial layout of the
scene [226]. To extract GIST features, the image was first padded, whitened,
and normalized to reduce the blocking artifact. Next, a set of multi-scale
oriented Gabor filters was generated from one mother wavelet, through
dilation and rotation. The input image was convolved with Gabor filters
at 4 scales and 8 orientations. Each filtered output was down-sampled
to a 4-by-4 matrix, and reshaped to a vector with 16 elements. The GIST
descriptor was obtained by combining all outputs from the 32 filters and
forming a feature vector with 512 elements.

• The LBP descriptor extracts histogram features from the LBP map [104]. In
the experiment, the image was first divided into cells. Each pixel in the cell
was compared with its 8 neighboring pixels to form an 8-bit LBP pattern. If
the center pixel value was greater than the neighbor pixel, the corresponding
LBP bit was set to 1. Otherwise, the LBP bit was set to 0. The LBP features
were formed from the histogram of the LBP patterns. The LBP map was
generated from image cells of size 3-by-3 pixels. The number of histogram
bins of the LBP was 256.
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• The moment-ScSPM descriptor adopts the same framework of SIFT-ScSPM.
The only diﬀerence is the local features are extracted by the moment invariants [186]. In the experiment, the local moment invariants were calculated
from overlapped image patches (16 × 16). Each patch formed 17 moment
invariants. The global features were calculated by the ScSPM algorithm.
• The scattering-ScSPM calculates local features from overlapped patches on
a dense grid. The local feaures are extracted by scattering transform [188].
In the experiments, the size of the overlapped patch was 16 × 16 pixels.
The distance between adjacent patch centers was 8 pixels. The dictionary
training and global feature formation of the scattering-ScSPM were the same
as the SIFT-ScSPM and moment-ScSPM descriptor.
• The Places-CNN-GIST concatenates 4096 Places-CNN features and 512 GIST
features. Places-CNN learns the high-level features and GIST features are
the statistical summary of the spatial layout of the scene.
Many tools can be used to classify the extracted features. This visual system
uses support vector machine (SVM) as the main classification tool for its excellent
generalization ability. In an SVM, the decision boundary is obtained from the
training data by finding a separating hyperplane that maximizes the margins
between the two classes. For complex problems involving nonlinear decision
boundaries, the SVM projects the data onto a high-dimensional space using kernel
methods.
In the experiment, the one-versus-all SVM with the linear, RBF, or HIK kernel
was applied to classify the extracted feature vectors. With image normalization,
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each test image generates 8 normalized images. The first 4 normalized images of
candidate 1 are equivalent to the 4 normalized images of candidate 2 via horizontal flipping. Hence, the classification result for an input image was determined
from the average classification score of the 4 normalized images from candidate 1.

Figure 6.1: Image normalization for aﬃne-distortions. Distorted images are
mapped to a small set of normalized images using transformation matrices T.

6.3.2

Analysis of scene categorization on the 15-scene database
under aﬃne deformations

In this section, we evaluate how the image normalization method for aﬃne distortions aﬀects the performance of the state-of-the-art descriptors. Figure 6.1 shows
how the aﬃne normalization is performed on the aﬃne-distorted images. The
descriptors evaluated in our experiments are: Places-CNN [52], SIFT-ScSPM [65],
SIFT-SPM [3], GIST [226], LBP [38], moment-ScSPM [186], scattering-ScSPM [188],
Table 6.1: Scene categorization performance on the 15-scene database using SVM.
Algorithms
CR (%) Precision (%) Recall (%) F-measure (%) AUC (%)
Places-CNN (linear)
91.8 ± 1.2
92.0 ± 1.2
91.8 ± 1.3
91.8 ± 1.3
99.5 ± 0.0
SIFT-ScSPM (linear)
84.5 ± 1.5
84.8 ± 1.7
84.0 ± 1.4
84.1 ± 1.4
98.9 ± 0.1
SIFT-SPM (HIK)
77.9 ± 1.2
77.5 ± 1.3
76.8 ± 1.0
76.8 ± 1.0
97.0 ± 0.3
GIST (RBF)
72.8 ± 1.2
72.2 ± 1.0
71.8 ± 1.4
71.5 ± 1.2
95.2 ± 0.2
LBP (HIK)
71.9 ± 2.5
71.0 ± 3.2
71.1 ± 3.2
70.5 ± 3.4
95.7 ± 0.8
Moment-ScSPM (linear)
61.6 ± 2.4
60.4 ± 2.3
60.2 ± 2.7
59.4 ± 2.4
93.0 ± 0.6
Scattering-ScSPM (linear) 84.8 ± 2.3
84.8 ± 3.0
84.6 ± 2.7
84.5 ± 3.0
99.3 ± 0.3
Places-CNN-GIST (linear) 92.4 ± 0.9
92.5 ± 1.1
92.2 ± 1.2
92.2 ± 1.1
99.5 0.0±
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and Places-CNN-GIST. Among these 8 descriptors, moment-ScSPM, scatteringScSPM, Places-CNN-GIST are analyzed for the first time for scene categorization.
The evaluation measures are the classification rate (CR), precision (P), recall (R),
F-measure (F), and area-under-the-ROC (AUC).
Table 6.1 shows the scene categorization performance of the compared descriptors on the original 15-scene database. The Places-CNN-GIST achieves the
highest CR (92.4%) among all the compared descriptors. Combining the highlevel features (Places-CNN) and the statistical summary of the scene (GIST) has
better classification performance than other compared descriptors. Combining
with the same global formation algorithm (ScSPM), the scattering features have
a better classification performance (84.8%) than the SIFT features, which have
been widely used for scene categorization. Furthermore, the descriptors that use
ScSPM algorithm to form global features have higher CRs than the descriptors
that use other global formation algorithms. For example, the CR of SIFT-ScSPM
(84.2%) is higher than the CR of SIFT-SPM (77.9%).
Next, we evaluate the scene categorization algorithms on the aﬃne-distorted
15-scene database. The results are shown in Table 6.2, and several observations
can be made. First, without image normalization (Table 6.2, Column 2), the CRs
of the 8 descriptors are much lower than the CRs on the non-distorted images
(Table 6.1). This means aﬃne distortions have severe eﬀects on the existing scene
categorization algorithms.
Second, on the distorted database, image normalization leads to higher CRs
than without image normalization; this applies to all descriptors. For example, the
GIST method has a CR of 47.8% without image normalization, and a CR of 70.5%
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Table 6.2: Classification rates of scene categorization algorithms on distorted
images of the 15-scene database.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
48.9 ± 2.0
55.4 ± 1.8
39.7 ± 1.2
47.8 ± 2.0
18.1 ± 9.8
30.0 ± 2.2
55.9 ± 3.2
49.0 ± 2.2

With proposed
normalization (%)
85.6 ± 1.1
75.9 ± 1.3
70.1 ± 4.0
70.5 ± 1.7
62.7 ± 1.0
70.2 ± 1.4
80.2 ± 1.8
86.5 ± 1.1

with image normalization. The SIFT-ScSPM algorithm has a CR of 55.4% without
image normalization, and a CR of 75.9% with image normalization. The momentScSPM algorithm has a CR of 30.0% without image normalization, and a CR of
70.2% with image normalization. It is worth noting that combining the momentScSPM algorithm and the proposed image normalization leads to a higher CR
on the distorted database (70.2%) than on the original database (61.6%). The
scattering-ScSPM algorithm achieves the higher CR (80.2%) on the normalized
images than SIFT-ScSPM (75.9%). The Places-CNN-GIST algorithm achieves the
highest CR (86.5%) on the normalized images among the compared descriptors.
Table 6.3:
Classification rates of scene categorization algorithms on distorted+cropped images of the 15-scene database. The image cropping rate is
0.2.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
56.2 ± 2.4
51.1 ± 3.2
51.1 ± 3.2
34.1 ± 2.5
18.2 ± 8.0
41.4 ± 0.9
51.6 ± 0.9
57.5 ± 2.2

With proposed
normalization (%)
84.8 ± 1.1
72.3 ± 2.1
61.3 ± 3.5
62.2 ± 3.0
48.2 ± 5.0
68.6 ± 2.1
74.0 ± 0.9
84.9 ± 1.7

Next, we evaluate the feature extractors on the distorted and cropped images.
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The classification rates for this experiment are presented in Table 6.3. Without
using the proposed normalization, the CRs of distorted and cropped images (Table
6.3, Column 2) are significantly lower than the CRs on the original images (Table
6.1). After applying the proposed normalization, the CRs on the distorted and
cropped images (Table 6.3, Column 3) are increased for all features compared to
the CRs without normalization (Table 6.3, Column 2). The Places-CNN-GIST has
the highest classification rate (84.9%) among all descriptors on the aﬃne-distorted
and cropped images. This result means the Places-CNN-GIST is more robust to
image cropping.
Table 6.4: Classification rates of scene categorization algorithms on distorted+noise images of the 15-scene database. The image noise density is 0.1.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
40.4 ± 2.5
38.1 ± 1.4
38.1 ± 2.0
26.6 ± 2.0
14.2 ± 6.1
33.3 ± 1.6
32.1 ± 2.0
39.7 ± 1.9

With proposed
normalization (%)
71.4 ± 1.9
63.1 ± 2.7
64.2 ± 2.4
55.4 ± 4.2
35.9 ± 10.9
61.4 ± 2.2
55.5 ± 1.9
71.6 ± 1.9

Lastly, we evaluate the feature extractors on the distorted and noisy images. In
this experiment, Gaussian noise with varied standard deviation was added to the
aﬃne distorted images. The classification rates for this experiment are presented
in Table 6.4. Without using the proposed normalization, the CRs for distorted and
noisy images (Table 6.4, Column 2) are lower than the CRs for original images (Table 6.1). For the distorted and noisy images, the CRs obtained with the proposed
normalization (Table 6.4, Column 3) are higher than the CRs obtained without
image normalization (Table 6.4, Column 2). Furthermore, the Places-CNN-GIST
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Table 6.5: Classification rates of scene categorization algorithms on distorted
images of the 8-scene database.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
60.1 ± 1.8
71.6 ± 3.6
51.6 ± 2.1
62.4 ± 3.7
22.4 ± 8.3
43.0 ± 3.3
72.8 ± 3.2
61.4 ± 3.7

With proposed
normalization (%)
91.2 ± 1.3
86.1 ± 3.0
85.1 ± 2.9
82.7 ± 3.3
76.7 ± 4.0
84.2 ± 1.6
88.1 ± 2.5
91.6 ± 1.1

Table 6.6: Classification rates of scene categorization algorithms on distorted
images of the 67-indoor-scene database.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
20.2 ± 0.9
12.2 ± 0.5
6.5 ± 0.6
8.2 ± 0.4
5.9 ± 1.0
7.6 ± 0.5
14.8 ± 0.7
20.5 ± 0.9

With proposed
normalization (%)
57.7 ± 2.7
33.9 ± 2.1
21.9 ± 1.8
23.9 ± 2.8
13.9 ± 2.6
18.5 ± 1.0
37.3 ± 2.8
57.7 ± 2.9

Table 6.7: Classification rates of scene categorization algorithms on distorted
images of the SUN397 database.
Feature
descriptor
Places-CNN
SIFT-ScSPM
SIFT-SPM
GIST
LBP
Moment-ScSPM
Scattering-ScSPM
Places-CNN-GIST

Without image
normalization (%)
11.0 ± 0.2
3.1 ± 0.7
1.2 ± 0.2
1.1 ± 0.2
1.3 ± 0.3
1.4 ± 0.2
3.3 ± 0.6
11.2 ± 0.2

With proposed
normalization (%)
39.0 ± 0.4
6.0 ± 0.4
2.0 ± 0.4
2.7 ± 0.3
1.7 ± 0.3
2.4 ± 0.3
13.8 ± 0.7
39.9 ± 0.4

has the highest classification rate (71.6%) among the ten descriptors, which means
the Places-CNN-GIST is more robust to image noise.
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6.3.3 Analysis of scene categorization on multiple data sets under
aﬃne deformations
We also analyze the scene categorization on three other data sets: the 8-scene data
set [227] and the 67-indoor-scene data set [121], and the SUN397 data set [211].
Table 6.5 to 6.7 present the CRs on the aﬃne-distorted images of the three data
sets.
On the aﬃne-distorted 8-scene data set and without image normalization,
the mean CR, averaged over all image features, is 55.7%. With the proposed
normalization, the mean CR increases to 85.7%. For the Places-CNN-GIST feature,
the CR reaches 91.6%.
On the aﬃne-distorted 67-indoor-scene data set, the proposed image normalization algorithm improves the average CRs of the 8 descriptors from 12.0%
to 33.1%. The Places-CNN achieves the highest classification rate among the 8
descriptors. Combining GIST features with Places-CNN does not improve the
classification performance for indoor images.
On the aﬃne-distorted SUN397 data set, the proposed image normalization
algorithm improves the average CRs of the 8 descriptors from 4.2% to 13.4%. The
Places-CNN-GIST still achieves the highest classification rate (39.9%) among the
ten descriptors. Combining GIST features with Places-CNN improves the classification performance for the SUN397 data set. The CRs of the Scattering-ScSPM
descriptor is also much higher than the CRs of other hand-designed features. The
experimental results on the 8-scene data set, the 67-indoor-scene data set, and the
SUN397 data set are consistent with results on the 15-scene data set, presented in
Section 6.3.2.
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Figure 6.2: Image normalization for projective-distortions. Distorted images are
mapped to a small set of normalized images using transformation matrices T.

6.3.4

Analysis of scene categorization under projective distortions

We also evaluated the eﬀects of the image normalization for projective distortions
on an image classification task. Figure 6.2 shows how the projective normalization is performed on the projective-distorted images. In this experiment, we
evaluated four feature vectors: GIST [32], SIFT-ScSPM [65], Places-CNN [52], and
Place-CNN-GIST on the 15-scene, 67-indoor-scene, and SUN397 data sets. The
one-versus-all SVM with the RBF kernel was applied to classify the extracted feature vectors. For normalized images obtained from the original data sets, the
classification rates were determined from the first normalized image that has the
same orientation with the original image. For normalized images obtained from
the projective-distorted data sets, the classification rates were determined from
the average classification score of the 8 normalized images.
On the original 15-scene data set, results in Table 6.8 indicate that the proposed
normalization improves the classification rate (CR) of the GIST descriptor. The
GIST feature is robust to the re-sampling artifact and image blurring produced
by image transformation. The CR of SIFT-ScSPM, Places-CNN, and Places-CNN134
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GIST with image normalization is slightly lower than the results without image
normalization on the original images. That means SIFT-ScSPM, Places-CNN, and
Places-CNN-GIST are sensitive to the re-sampling artifact and image blurring

Table 6.8: Scene categorization results on the 15-scene data set under projective
distortions.
Feature
Images
Without image
With proposed
descriptor
normalization (%) normalization (%)
GIST
original images
74.8 ± 1.8
75.4 ± 1.2
SIFT-ScSPM
original images
83.8 ± 1.4
82.3 ± 0.5
Places-CNN
original images
91.8 ± 1.2
90.8 ± 0.9
Places-CNN-GIST original images
92.4 ± 0.9
91.9 ± 1.0
GIST
distorted images
47.8 ± 2.0
70.5 ± 1.7
SIFT-ScSPM
distorted images
55.4 ± 1.8
75.9 ± 1.3
Places-CNN
distorted images
48.8 ± 2.1
82.4 ± 0.8
Places-CNN-GIST distorted images
49.0 ± 2.0
83.0 ± 1.1
Table 6.9: Scene categorization results on the 67-indoor-scene data set under
projective distortions.
Feature
Images
Without image
With proposed
descriptor
normalization (%) normalization (%)
GIST
original images
30.9 ± 0.9
25.5 ± 1.7
SIFT-ScSPM
original images
45.6 ± 1.0
35.2 ± 1.0
Places-CNN
original images
68.2 ± 0.4
68.3 ± 1.8
Places-CNN-GIST original images
70.2 ± 1.0
68.6 ± 1.6
GIST
distorted images
6.1 ± 0.3
15.4 ± 1.2
SIFT-ScSPM
distorted images
7.8 ± 0.6
17.0 ± 1.1
Places-CNN
distorted images
25.4 ± 1.7
43.2 ± 2.3
Places-CNN-GIST distorted images
25.5 ± 1.9
42.9 ± 1.9
Table 6.10: Scene categorization results on the SUN397 data set under projective
distortions.
Feature
Images
Without image
With proposed
descriptor
normalization (%) normalization (%)
GIST
original images
15.2 ± 0.2
14.7 ± 0.2
SIFT-ScSPM
original images
29.1 ± 0.4
20.6 ± 0.2
Places-CNN
original images
54.3 ± 0.1
54.7 ± 0.2
Places-CNN-GIST original images
56.2 ± 0.2
55.0 ± 0.2
GIST
distorted images
0.9 ± 0.0
5.4 ± 0.4
SIFT-ScSPM
distorted images
1.5 ± 0.1
3.3 ± 0.1
Places-CNN
distorted images
10.7 ± 0.1
31.4 ± 0.4
Places-CNN-GIST distorted images
10.7 ± 0.1
31.3 ± 0.5
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produced by image transformation.
On the projective-distorted 15-scene data set, the results shown in the last two
rows of Table 6.8 indicate that for all descriptors (GIST, SIFT-ScSPM, Places-CNN,
and Places-CNN-GIST), image normalization leads to higher classification rates
than without image normalization.
On the original 67-indoor-scene data set, results in Table 6.9 indicate that the
proposed normalization improves the classification rate (CR) of the Places-CNN
descriptor. The Places-CNN feature is robust to the indoor-scene images. The CR
of GIST, SIFT-ScSPM, and Places-CNN-GIST with image normalization is slightly
lower than the results without image normalization on the original images. That
means SIFT-ScSPM, Places-CNN, and Places-CNN-GIST are not robust to extract
indoor features. For indoor images, the details of objects carry more information
for scene categorization.
On the projective-distorted 67-indoor-scene data set, the proposed image normalization algorithm improves the average CRs of the 4 descriptors from 16.2%
to 29.6%. The Places-CNN achieves the highest classification rate among the 4
descriptors. Combining GIST features with Places-CNN does not improve the
classification performance for indoor images.
On the original SUN397 data set, results in Table 6.10 indicate that the proposed normalization also improves the classification rate (CR) of the Places-CNN
descriptor. The GIST feature is robust to large-scale image categories. The CR
of GIST, SIFT-ScSPM, and Places-CNN-GIST with image normalization is slightly
lower than the results without image normalization on the original images.
On the projective-distorted SUN397 data set, the proposed image normaliza136
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tion algorithm improves the average CRs of the 4 descriptors from 6.0% to 17.9%.
The Places-CNN descriptor achieves the highest classification rate (31.4%) among
the 4 descriptors with image normalization. The classification rate of Places-CNNGIST is 31.4%. Combining GIST features with Places-CNN does not improve the
classification performance for the projective-distorted SUN397 data set.

6.4 Chapter summary
In this chapter, a new approach for scene categorization that is invariant to geometric transformations is presented. In our experiments, the eﬀects of the proposed
image normalization on the visual descriptors are analyzed using several public
data sets. The experimental results indicate that even state-of-the-art descriptors
suﬀer from image distortions caused by aﬃne transformations, image cropping,
and noise. The proposed image normalization methods increases the scene categorization accuracy of existing descriptors significantly. Among the 8 evaluated
methods, the combination of the proposed image normalization and the PlacesCNN-GIST descriptor achieves the highest scene categorization accuracy under
aﬃne distortions. The combination of the proposed image normalization and
the Places-CNN descriptor achieves better scene categorization accuracy under
projective distortions.
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Scene categorization can be used to provide cues about objects and actions,
detect abnormal events in public places, sense dangerous situations, and search
for images and video; therefore, it is highly useful for applications in surveillance,
navigation, and multimedia. The existing scene categorization methods are not
fully-invariant to viewing angles. In this thesis, we propose image normalization
methods for aﬃne and projective deformations. Our approach allows geometricinvariant features to be extracted after image normalization, thereby reducing
the complexity of scene classifiers and the cost of classifier training. It is a step
towards developing a view-invariant scene categorization system.
This chapter is organized as follows: Section 7.1 summarizes the research
contributions of the thesis; Section 7.2 outlines the future work and research
directions; Section 7.3 draws conclusion for the thesis.
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7.1 Research summary
The research activities have been documented in several chapters of the thesis.
They are summarized as follows.

• We provided the literature review of human visual system and computational visual descriptors for scene categorization from both methodological
and experimental perspectives. The state-of-the-art visual descriptors for
scene categorization were analyzed. We also studied existing methods to
achieve geometric-invariant features. We reviewed and compared the existing image normalization methods for both aﬃne and projective deformations.

• We proposed an image normalization method for aﬃne deformations. The
normalization matrices T are found by solving a constrained optimization
problem involving low-order image moments. We presented experimental
results to compare the image normalization accuracies and to study the
separability on several benchmark data sets. We also analyzed the eﬀects of
image noise and image cropping on the image normalization.

• We proposed an image normalization method for projective deformations.
The proposed normalization method produces the same set of normalized
images for projective distorted images. Our experiments showed that the
proposed method is more accurate than the existing normalization methods.
When projective deformations are present in the input image, our method
allows invariant visual features to be extracted for image recognition.
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7.2. Future work
• We developed a scene categorization system under geometric deformations.
We extracted diﬀerent visual features after applying the proposed image normalization methods on input images, to produce geometric-invariant scene
categorization. This system includes three stages: image normalization,
feature extraction, and classification. Among the evaluated methods, the
combination of the proposed image normalization and the PlaceCNN+GIST
descriptor achieves the highest scene categorization accuracy under aﬃne
deformations.

7.2

Future work

Possible research directions can be summarized as follows:
• Develop dynamic scene categorization system. Most existing studies on gist
recognition have been concerned with static scenes, which is the focus of
this thesis. In recent years, gist recognition of dynamic scenes has attracted
the attention of researchers, and therefore, the extension of this thesis to
dynamic scenes would be invaluable.
• Develop view-invariant descriptors based on the proposed image normalization algorithm. The proposed normalization for aﬃne deformations
achieves fully-aﬃne invariants. The moment propositions used in our normalization method are proved. It is worth to develop a view-invariant
descriptor based on the moment constraints proposed in this thesis.
• Improve the image normalization method for projective deformations. The
proposed method for projective deformations is based on the experimen140
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tal observation. Mathematical analysis of this algorithm warrants further
investigation.
• Apply the proposed image normalization methods on other image classification tasks, such as face recognition, handwritten digit recognition, and
texture recognition.

7.3 Conclusion
This thesis has presented a scene categorization system that is invariant to geometric deformations. The geometric-invariant scene categorization system consists
with three main parts: image normalization, invariant feature extraction, and
classification. The proposed image normalization method for aﬃne deformations
is compared with five existing normalization methods. The results show that the
proposed image normalization is more robust to aﬃne distortions, image cropping, and image noise. The class separability of images on several benchmark data
sets is also increased by applying the proposed normalization method. The proposed image normalization method for projective deformations is also compared
with two aﬃne-normalization methods based on image moments and a projectivenormalization method based on image rank minimization. The results indicate
the proposed normalization is more eﬃcient and accurate than the existing normalization methods for projective deformations. The state-of-the-art descriptors
for scene categorization are reviewed and evaluated in this thesis. We also extract diﬀerent visual features after applying the proposed image normalization
method on input images, to produce geometric-invariant scene categorization.
The combination of the proposed image normalization and the PlaceCNN+GIST
141
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descriptor achieves the highest scene categorization accuracy under aﬃne deformations. Furthermore, extracting PlaceCNN features after applying the proposed
image normalization also achieves the highest scene categorization accuracy under projective deformations.
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Appendix
8.1 Proof of Proposition 1
Under the aﬃne transformation T, the output image I′ (x′ , y′ ) and the input image
I(x, y) are related as follows:


x′



 ′
y


′ ′ ′

I (x , y )

= xt1 + yt2 + t3 ,
= xt4 + yt5 + t6 ,
= I(x, y).

(8.1)

First, we will prove Eq. (4.7). The geometric moment m′p,q of the output image is

m′p,q

"
=

(x′ )p (y′ )q I′ (x′ , y′ ) d(x′ ) d(y′ )

′

Γ
"

(8.2)
p

=

q

(xt1 + yt2 + t3 ) (xt4 + yt5 + t6 ) × I(x, y) det(J) dx dy.
Γ

Here, J is the Jacobian matrix that is defined as
 ∂(x′ )

∂x′
J =  ∂(x
)
∂y



(
∂(y′ )

 = t1
∂x′ 
∂(y ) 

t4
∂y

)
t2
.
t5

(8.3)
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8.1. Proof of Proposition 1
Hence, det(J) = t1 t5 − t2 t4 . The output geometric moment can then be expressed
as

m′p,q

"
(xt1 + yt2 + t3 )p (xt4 + yt5 + t6 )q I(x, y) dx dy

= det(J)

Γ

 

)
)
"  ∑ (
  ∑ (

q
p

i i j j p−i−j 
k k l l q−k−l 
 × 
 × I(x, y) dx dy

= det(J)
x
t
y
t
t
x
t
y
t
t
 

5 6
4

i, j, p − i − j 1 2 3
 

k, l, q − k − l
(i, j)∈Sp
(k,l)∈Sq
Γ
(
)(
)
" ∑ ∑
q
p
j
p−i−j q−k−l
× ti1 t2 tk4 tl5 t3
t6
× xi+k y j+l I(x, y) dx dy
= det(J)
i, j, p − i − j k, l, q − k − l
Γ (i, j)∈Sp (k,l)∈Sq
)(
)
"
∑ ∑ (
q
p
i j k l p−i− j q−k−l
× t1 t2 t4 t5 t3
t6
×
xi+k y j+l I(x, y) dx dy
= det(J)
i, j, p − i − j k, l, q − k − l
(i, j)∈Sp (k,l)∈Sq
Γ
)(
)
∑ ∑ (
q
p
j
p−i−
j
q−k−l
= det(J)
× ti1 t2 tk4 tl5 t3
t6
× mi+k, j+l .
i, j, p − i − j k, l, q − k − l
(i, j)∈Sp (k,l)∈Sq

(8.4)
Next, we will prove Eq. (4.8). Because m′0,0 = det(J)m0,0 , the formula for the
normalized geometric moment is obtained as

ν′p,q

=
=

m′p,q
m′0,0
∑

∑ (

(i, j)∈Sp (k,l)∈Sq

)(
)
(8.5)
q
p
j
p−i− j q−k−l
× ti1 t2 tk4 tl5 t3
t6
× νi+k, j+l
i, j, p − i − j k, l, q − k − l

Now, we will prove Eq. (4.9). First, it can be shown that under the aﬃne transformation, the centroids (x′ , y′ ) of the output image are related to the centroids
(x, y) of the input image as

x′ = xt1 + yt2 + t3 ,
y′ = xt4 + yt5 + t6 .
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8.2. Proof of proposition 3
Then, the central moment can be derived as
µ′p,q =

"

(x′ − x′ )p (y′ − y′ )q I′ (x′ , y′ ) d(x′ ) d(y′ )

′

Γ
"

=
Γ
"

=

[
[

] [
]
(xt1 + yt2 + t3 ) − (xt1 + yt2 + t3 ) p × (xt4 + yt5 + t6 ) − (xt4 + yt5 + t6 ) q × I(x, y) det(J) dx dy
(x − x)t1 + (y − y)t2

]p [

]
(x − x)t4 + (y − y)t5 q × I(x, y) det(J) dx dy

Γ


  q ( )
" ∑
p ( )

 ∑ q
p

p−i 
j
q−j

i
i
p−i
j
q−
j


= det(J)
(x − x) t1 (y − y) t2  × 
(x − x) t4 (y − y) t5  × I(x, y) dx dy



i
j
= det(J)

i=0
Γ
p
q
∑∑(
i=0 j=0

= det(J)

j=0

)( )
"
p q i j p−i q−j
(x − x)i+j (y − y)p+q−i− j I(x, y) dx dy
t1 t4 t2 t5 ×
i j

p ∑
q ( )( )
∑
p q
i=0 j=0

(8.6)

i

j

Γ

p−i j q−j
t4 t5

ti1 t2

µi+j,p+q−i−j

Finally, we will prove Eq. (4.10). Because µ′0,0 = det(J)µ0,0 , the normalized
central moment is obtained as
µ′p,q
′
ηp,q = ′
µ0,0
=

µ′p,q

det(J)µ0,0
p ∑
q ( )( )
∑
p q i p−i j q−j
=
t t t t ηi+j,p+q−i−j .
i j 1 2 4 5

(8.7)

i=0 j=0

Proposition 1 is now proved.

8.2 Proof of proposition 3
Consider an input image I and a distorted image Id , which is obtained by applying
an arbitrary aﬃne transformation, represented by matrix Td , on image I:
Td

I −−→ Id .

(8.8)

For image I, the proposed aﬃne-normalization algorithm (Table 4.2) generates
a set of 8 transformation matrices T̂ = {T̂1 , T̂2 , ..., T̂8 }. Applying these transformation matrices on image I will produce a set of 8 normalized images Î = {Î1 , Î2 , ..., Î8 }:
T̂i

I −→ Îi , where i = 1, 2, ..., 8.

(8.9)
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8.2. Proof of proposition 3
For image Id , the proposed aﬃne-normalization algorithm (Table 4.2) produces
a set of 8 transformation matrices Tˆ ∗ = {T̂1∗ , T̂2∗ , ..., T̂8∗ }. Applying these transformation matrices on image Id will give a set of 8 normalized images Î∗ = {Î1∗ , Î2∗ , ..., Î8∗ }:
T̂i∗

Id −→ Îi∗ , where i = 1, 2, ..., 8.

(8.10)

Combining (8.8) and (8.10), we obtain:
T̂i∗

Td

I −−→ Id −→ Îi∗ ,

(8.11)

or
Td T̂i∗

I −−−→ Îi∗ .

(8.12)

Equation (8.12) means that if transformation matrix T̂i∗ normalizes image Id ,
then transformation matrix Td T̂i∗ normalizes image I, and vice versa.
According to Proposition 2, for moment-normalizable image I, there are exactly
8 transformation matrices that normalize I. Therefore, the two following sets of
transformation matrices must be identical:



T̂


Td T ∗

= {T̂1 , T̂2 , ..., T̂8 },
= {Td T̂1∗ , Td T̂2∗ , ..., Td T̂8∗ }.

(8.13)

In other words, the set of normalized images for input image I and the set of
normalized images for input image Id are identical: Î ≡ Î∗ . Proposition 3 is now
proved.
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