We propose a sequential quadratic programming (SQP) method for the optimal control of large-scale dynamical systems. The method uses modi ed multiple shooting to discretize the dynamical constraints. When these systems have relatively few parameters, the computational complexity of the modi ed method is much less than that of standard multiple shooting. Moreover, the proposed method is demonstrably more robust than single shooting. In the context of the SQP method, the use of modi ed multiple shooting involves a transformation of the constraint Jacobian. The a ected rows are those associated with the continuity constraints and any path constraints applied within the shooting intervals. Path constraints enforced at the shooting points (and other constraints involving only discretized states) are not transformed. The transformation is cast almost entirely at the user level and requires minimal changes to the optimization software. We show that the modi ed quadratic subproblem yields a descent direction for the`1 penalty function. Numerical experiments verify the e ciency of the modi ed method.
1. Introduction. We consider the ordinary di erential equation (ODE) system y 0 = F(t; y; p; u(t)); y(t 0 ) = y 0 ; where the control parameters p and the vector-valued control function u(t) must be determined such that the objective function Z tmax t0 (t; y(t); p; u(t)) dt is minimized and some additional inequality constraints G(t; y(t); p; u(t)) 0 are satis ed. The optimal control function u (t) is assumed to be continuous. In many applications the ODE system is large-scale. Thus, the dimension n y of y is large. Often, for example, the ODE system arises from the spatial discretization of a time-dependent partial di erential equation (PDE) system. In many such problems, the dimensions of the control parameters and of the representation of the control function u(t) are much smaller. To represent u(t) in a low-dimensional vector space, we use piecewise polynomials on t 0 ; t max ], their coe cients being determined by the optimization. For ease of presentation we can therefore assume that the vector p contains both the parameters and these coe cients (we let n p denote the combined number of these values) and discard the control function u(t) in the remainder of the paper. Hence we consider y 0 = F(t; y; p); y(t 0 ) = y 0 ;
(1a) Z tmax t0 (t; y(t); p) dt is minimized, (1b) g(t; y(t); p) 0:
There are a number of well-known methods for direct discretization of this optimal control problem (1) . The single shooting method solves the ODEs (1a) over the interval t 0 ; t max ], with the set of controls generated at each iteration by the optimization algorithm. However, it is well-known that single shooting can su er from a lack of stability and robustness 1]. Moreover, for this method it is more di cult to maintain additional constraints and to ensure that the iterates are physical or computable. The nite-di erence method or collocation method discretizes the ODEs over the interval t 0 ; t max ] with the ODE solutions at each discrete time and the set of controls generated at each iteration by the optimization algorithm. Although this method is more robust and stable than the single shooting method, it requires the solution of an optimization problem which for a large-scale ODE system is enormous, and it does not allow for the use of adaptive ODE or (in the case that the ODE system is the result of semidiscretization of PDEs) PDE software. We thus consider the multiple-shooting method for the discretization of (1) . In this method, the time interval t 0 ; t max ] is divided into subintervals t i ; t i+1 ] (i = 0; : : :; N?1), and the di erential equations (1a) are solved over each subinterval, where additional intermediate variables y i are introduced. On each subinterval we denote the solution at time t of (1a) with initial value y i at t i by y(t; t i ; y i ; p). Continuity between subintervals is achieved via the continuity constraints C i+1 1 (y i ; y i+1 ; p) := y i+1 ? y(t i+1 ; t i ; y i ; p) = 0:
The additional constraints (1c) are required to be satis ed at the boundaries of the shooting intervals C i 3 (y i ; p) := g(t i ; y i ; p) 0; C N 3 (y N ; p) := g(t N ; y N ; p) 0; and also at a nite number of intermediate times t ik within each subinterval t i ; t i+1 ] C ik 2 (y i ; p) := g(t ik ; y(t ik ; t i ; y i ; p); p) 0:
Following common practice, we write which satis es 0 (t) = (t; y(t); p), (t 0 ) = 0. This introduces another equation and variable into the di erential system (1a). The discretized optimal control problem becomes minimize y1;:::;yN;p (t max ) (2) subject to the constraints C i+1 1 (y i ; y i+1 ; p) = 0;
(3a) C ik 2 (y i ; p) 0;
(3b) C i 3 (y i ; p) 0 and C N 3 (y N ; p) 0:
This problem can be solved by an optimization code. We use the solver SNOPT 5], which incorporates a sequential quadratic programming (SQP) method. The SQP methods require a gradient and Jacobian matrix that are the derivatives of the objective function and constraints with respect to the optimization variables. We compute these derivatives via di erential-algebraic equation (DAE) sensitivity software DASPKSO 9] . Our basic algorithm and software for the optimal control of dynamical systems are described in detail in 10]. This basic multiple-shooting type of strategy can work very well for small-tomoderate size ODE systems, and has an additional advantage that it is inherently parallel. However, for large-scale ODE systems there is a problem because the computational complexity grows rapidly with the dimension of the ODE system. The di culty lies in the computation of the derivatives of the continuity constraints with respect to the variables y i . The work to compute the derivative matrix @y(t)=@y i is of order O(n 2 y ), and for the problems under consideration n y can be very large (for example, for an ODE system obtained from the semi-discretization of a PDE system, n y is the product of the number of PDEs and the number of spatial grid points). In contrast, the computational work for the single shooting method is of order O(n y n p ) although the method is not as stable, robust or parallelizable.
The basic idea for reducing the computational complexity of the multiple shooting method for this type of problem is to make use of the structure of the continuity constraints to reduce the number of sensitivity solutions which are needed to compute the derivatives. To do this, we recast the continuity constraints in a form where only the matrix-vector products (@y(t)=@y i )w j are needed, rather than the entire matrix @y(t)=@y i . The matrix-vector products are directional derivatives; each can be computed via a single sensitivity analysis. The number of vectors w j such that the directional sensitivities are needed is small, of order O(n p ). Thus the complexity of the modi ed multiple shooting computation is reduced to O(n y n p ), roughly the same as that of single shooting. Unfortunately, the reduction in computational complexity comes at a price: the stability of the modi ed multiple shooting algorithm su ers from the same limitations as single shooting. However, for many dissipative PDE systems this is not an issue, and the modi ed method is more robust for nonlinear problems.
There are other considerations in addition to complexity. There may be many inequality constraints in this type of optimal control problem. Any scheme for reducing the complexity of the derivative calculations for the continuity constraints should not cause additional complexity in forming or computing the derivatives of the inequality constraints. Whatever changes are made to the optimization problem or the optimization method must result in an algorithm where the merit function is decreasing. Finally, an optimization code such as SNOPT is highly complex. There is a strong motivation to be able to adapt such an optimization code to our optimal control algorithm with a minimum of changes to the optimizer. Our aim is not only to reduce the di culties associated with writing and maintaining separate optimization software for the dynamical systems problems, but also to make it easier to adapt new optimization software and algorithms for these problems.
Although a number of papers have discussed algorithms related to the one proposed here, to our knowledge, none has all of the desirable properties mentioned above. The stabilized march method 1] for 2-point boundary value problems is closely related. The stabilized march method makes use of the structure of the continuity constraints by solving them for the internal variables (at the multiple shooting points) in terms of the unknown boundary conditions. This can be done e ciently through the use of directional derivatives. Schl oder 13] generalizes this method to multipoint boundary value problems from optimal control and parameter estimation. However, the method is not easily extended to general inequality constraints, mainly because it is a problem to write these inequality constraints in terms of the parameters in the optimization. Biegler et al. 2] present a reduced SQP method used with collocation, which reduces the size of the optimization problem by solving the constraints from the discretized ODE for the discretized state variables in terms of the optimization parameters. Schultz 14] introduces partially reduced SQP methods used with collocation and multiple shooting to overcome this limitation with respect to the inequality constraints. In the partially reduced SQP methods, the inequality constraints are reduced on the kernel of the continuity constraints. The method appears to require substantial modi cation to existing optimization solvers. Steinbach et al. 15 ] make use of the partially reduced SQP methods for mathematical optimization in robotics; the inequality constraints are treated via slack variables.
The remainder of the paper is organized as follows. In x2 we present an SQP formulation of the discretized optimal control problem (2){(3). This leads to a discussion in x3 of the SQP Jacobian and our proposed modi cation of its structure. In x4, we discuss the resulting modi ed QP subproblem as well our choice of merit function for use with the altered QP. In x5 we conclude with numerical results that demonstrate the e ectiveness of the proposed method.
Optimization
Problem for Dynamical Systems. The optimization problem (2){(3) for dynamical systems can be rewritten in a more compact form. The variable N y is used to denote the number of discretized states (N y = (N +1)(n y +1)).
We let x = (y; p) T denote the optimization vector in terms of the N y discretized states and the parameters (including discretized controls). We let c 1 (x) 2 IR Ny denote the vector of continuity constraints, i.e., c 1 (x) = ( C 1 1 (y 0 ; y 1 ; p); C 2 1 (y 1 ; y 2 ; p); : : : ; C N 1 (y N?1 ; y N ; p) ) T (here and throughout the paper we use the simpler notation (a; b) T to denote the column vector (a T b T ) T ). The vectors of inequality constraints c 2 and c 3 are de ned in a similar manner in terms of their capitalized counterparts (c 3 can include any constraints that involve only discretized states). The objective function (t max ) is denoted simply by f(x). The problem now takes the form minimize x f(x); c 1 (x) = 0; c 2 (x) 0; c 3 (x) 0:
We use an SQP method to solve this optimization problem. In SQP, a sequence of iterates (x k ; k ) is generated converging to a point (x ; ) satisfying the rst-order (5c)
The gradient rf(x) is a unit vector in our formulation because the objective function is the value of a state at t max (see (2) and the preceding discussion). The matrices J i (x), i = 1, 2, 3, each form a block of the Jacobian matrix J(x) de 3. Structure and Modi cation of the Linearized Constraints. Since the complexity problem for the basic multiple shooting method results mainly from computation of the derivative matrix J 1 of the continuity constraints, we rst examine the structure of this matrix.
Linearizing the continuity constraints C i+1 1 (y i + y i ; y i+1 + y i+1 ; p + p) = 0 at (y 0 ; y 1 ; : : :y N ; p) (with y 0 = 0) and neglecting higher order terms, we obtain y i+1 ? @y(t i+1 ) @p p ? @y(t i+1 ) @y i y i + C i+1 1 (y i ; y i+1 ; p) = 0; where to simplify the notation y(t i+1 ) stands for y(t i+1 ; t i ; y i ; p). In matrix notation ? @y(tN) @p 1 C C C C C C A (we have temporarily dropped explicit reference to x k ). The sensitivity matrices @y(t)=@y i are very costly to compute since the dimension of y is large. The jth column of this matrix is given by the solutions on the interval t i ; t i+1 ] of the equations s 0 ij = @F @y (t; y; p)s ij ; s ij (t i ) = e j ; (8) where e j is the jth column of the identity. As an aside, we note that these equations can be evaluating using automatic di erentiation tools (see 3]), and solved via ODE or DAE sensitivity analysis software (see 9]). They can also be evaluated using nite di erences
where ij is a small scalar. In the numerical example that we will consider, the matrix @F(t; y; p)=@y is sparse and the products (@F (t; y; p)=@y)s ij can be computed directly.
In any case, each sensitivity matrix requires n y \sensitivities", which implies that J 1y takes (N ? 1)n y sensitivities. Each column of @y(t)=@p is de ned similarly to the sensitivity (8) (see Maly and Petzold 9] ) and takes approximately the same amount of work. It follows that J 1 requires approximately N(n y + n p ) sensitivities. The matrix J ?1 1y can be used to transform equation (7) so that the number of sensitivities is reduced. Multiplying equation (7) 
which involves the \modi ed" Jacobian ( I J ?1 1y J 1p ). The important feature of this matrix is that the sensitivities associated with the identity block are available free of charge. The second block is the solution of the matrix system J 1y X = J 1p . A short inductive argument proves that the computation of X requires n p (2N ? 1) sensitivities. To make this argument, we partition X vertically into N blocks each denoted by X i . Clearly, X 1 = ?@y(t 1 )=@p, which requires n p sensitivities. Assume now that X i has been computed. We nd that X i+1 = @y(t i+1 ) @y i X i ? @y(t i+1 ) @p ; which requires for 1 i N ? 1 a total of 2n p (N ? 1) sensitivities (noting that the matrix-matrix product @y(ti+1) @yi X i can be computed directly via n p sensitivities). Adding n p to this gives the desired result, which completes the argument. The modi ed system (9) also requires N ? 1 sensitivities for J ?1 1y c 1 . Hence, the total number needed is approximately N(2n p + 1), which can be substantially less than N(n y + n p ) when n p n y . (We should note that the actual numbers of sensitivities for both systems (7) and (9) is less than we have written here because the controls have been included in p.)
Next we examine the structure of the path constraints C ik 2 (1 k K i ) because these too can lead to a large number of sensitivity calculations. Linearizing these constraints leads to a matrix system ( J 2y J 2p ) y p ! + c 2 0; @p + @g(ti1) @p @g(ti2) @y(ti2) @y(ti2) @p + @g(ti2) @p . . . @g(tiK i ) @y(tiK i ) @y(tiK i ) @p + @g(tiK i ) @p 1 C C C C C C C A ; and require at most n y and n p sensitivities respectively (a whole sensitivity is associated with integration across the entire interval t i ; t i+1 ]). It follows that J 2 requires about N(n y + n p ) sensitivities, the same number needed for J 1 .
The structure of J 2 can also be modi ed so that the number of sensitivities is reduced. However, we cannot use the same technique we used to modify J 1 . Instead, we solve the continuity equations (7) for y and substitute the result into the path constraint system (10) . This gives the matrix system 
Since J ?1 1y J 1p and J ?1 1y c 1 are already computed, this system requires approximately N(2n p + 1) sensitivities (the same number as the modi ed continuity constraint system). Hence, we again obtain a savings when n p n y .
Two comments are in order before we conclude this section. First, the substitution of y in terms of p in the path constraint equations (10) does not eliminate y as an optimization variable, since it still appears in the modi ed continuity constraints. Second, the linearized constraints c 3 (x k ) + J 3 (x k )(x ? x k ) 0; (13) involving only discretized states, are left unmodi ed since J 3 involves no sensitivities. 4 . Modi ed QP subproblem. In x4.1 we will reformulate the QP subproblem in terms of the modi ed constraints (9) and (12) . This leads to a complication in the line search, which we discuss in x4. 
The next lemma shows that transformation by M does not fundamentally alter the solution of a given subproblem. 
where y k = b y k ?y k and r(y) is a positive function such that r(y) ! 0 only if y ! y . If the line search is to be successful, y k must be a direction of decrease for M(y), i.e., there must exist a (0 < 1) such that the su cient decrease criterion (18) is satis ed for all 2 (0; ).
In the method of SNOPT, y k consists of the QP variables ( (19) where is a nonnegative scalar penalty parameter. In this case, is chosen at the start of the line search to ensure that ( x k ; k ; s k ) is a direction of decrease for M. (For more information see, e.g., Schittkowski 12] , and Gill, Murray, Saunders and Wright 8] .) The augmented Lagrangian is continuously di erentiable, which allows to be found using safeguarded polynomial interpolation. These methods use M to de ne a smooth function that has a minimizer satisfying (18). Safeguarded quadratic or cubic interpolation may then be used to generate a sequence (starting with = 1) that converges to this minimizer. The minimizing sequence is terminated at the rst value that satis es the su cient decrease criterion (18). This procedure is very e cient, with only one or two function evaluations being required to improve the merit function, even when far from the solution. However, the multiplier vector is not computed when solving the modi ed QP, and it follows that the augmented Lagrangian merit function (19) cannot be used in this situation. As an alternative, we use a merit function based on the \exact" or function is given by
where is a nonnegative penalty parameter. (For simplicity, our notation for M suppresses the dependence on .) The main property of the`1 penalty function is that there exists a nonnegative such that, for all > , a solution of the original problem (4) is also a local minimizer of M(x).
The function M(x) is not di erentiable and therefore cannot be minimized efciently using smooth polynomial interpolation. We use the popular alternative of a backtracking line search (see, e.g., Gill (18) ). A standard result states that an interval of acceptable step lengths exists provided kb k 1 , where b are the QP multipliers of (6) (see, e.g., Powell 11] ). It remains to show that an appropriate bound on can be calculated from quantities de ned by the modi ed QP subproblem. At each iteration, a penalty parameter k is used to estimate the quantity that ensures that x a local minimizer of M. The value of k is determined by retaining a \current" value, which is increased if necessary to satisfy the lower bound of Theorem 4.2. For example, at iteration k, the penalty parameter k can be de ned by k = maxfb k ; 2 k?1 g, where 0 = 0 and b k is de ned by Theorem 4.2.
Numerical Results. This section presents numerical solutions to an optimal
control test problem using the proposed algorithm. The results are compared with those obtained using the standard single shooting and multiple shooting technique on the Cray C90 super-computer.
Optimal Control Problem Formulation. Consider the following op-
timal control problem of following a speci ed temperature trajectory over a given two-dimensional domain.
A rectangular domain in space is heated by controlling the temperature on its boundaries. It is desired that the transient temperature in a speci ed interior subdomain follow a prescribed temperature-time trajectory as closely as possible. The domain is given by = f(x; y) j 0 x x max ; 0 y y max g; and the control boundaries are given by @ 1 = f(x; y) j y = 0g; and @ 2 = f(x; y) j x = 0g:
The temperature distribution in , as a function of time, is controlled by the heat sources across the boundaries, represented by control functions u 1 (x; t) on @ 1 , and u 2 (y; t) on @ 2 . The other two boundaries (x = x max and y = y max ) are assumed to be insulated, so that no energy ows into or out of along the normals to these boundaries. The objective is to control the temperature in the sub-domain c = f(x; y) j x c x x max ; y c y y max g so as to follow a speci ed trajectory (t), t 2 0; t max ].
We measure the di erence between T(x; y; t) and (t) on c by the function The initial conditions for states and controls are T(0) = 0, u(0) = 0.
The optimizers were started with initial guess for states and controls as constant over the entire time interval, equal to their values at t = 0. The feasibility and optimality tolerance for convergence were taken as 10 ?3 and 10 ?4 respectively. Performance results for the three methods on the test problem are given in Table 5 .2. This test problem has the property that the size of the optimization problem can be increased by simply using a ner spatial grid. This readily permits the dependence of solution time on problem size to be observed. Figure 5 .2 shows optimal solutions computed using single shooting for increasing mesh size. The other methods yielded virtually indistinguishable results for this problem.
Problem Size
Major Table 1 Number of iterations and CPU time (in seconds), with np = 60, for single shooting (SS), multiple shooting (MS), and modi ed multiple shooting (MMS) In general, the single shooting technique requires more iterations as compared to the other techniques. During the process of obtaining optimal trajectories, we con rmed the lack of robustness of single shooting with respect to the initial guess and bounds on optimizing variables. For instance, the method failed to converge unless the control was constrained to be non-negative.
For multiple shooting, the total time interval was divided into 10 equal shooting intervals. The computation times were signi cant and increased rapidly as the mesh became ner. The multiple shooting technique provided optimal trajectories for a varying degree of nonlinearity in the dynamical system as compared to single shooting.
The modi ed multiple shooting has two important advantages over the other two techniques. (1) It is more robust than single shooting with respect to initial guess, and (2) the increase in computation time for ner mesh size (n p n y ) is less than that in the case of multiple shooting. 
