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A Maximal Local Maximum-Sum Segment Data Structure
Yoshifumi SAKAI†a),Member
SUMMARY A linear-time constructible data structure for a real number
sequence supporting O(1)-time queries of the maximal local maximum-
sum segment of any contiguous subsequence containing any specific posi-
tion is proposed, where a local maximum-sum segment is a segment whose
maximum-sum segment is itself.
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1. Introduction
Given a sequence A of real numbers, a maximum-sum seg-
ment (an MSS) of A is a minimal contiguous subsequence
of A that maximizes the sum of the elements in it. The prob-
lem of finding an MSS arises in analyzing sequential data, if
each element has some score and a minimal highest-scoring
segment of the data can be thought of as providing certain
information. For example, when we want to find a highly
conserved region among some homologous biological se-
quences, we can search for a minimal region of contiguous
columns in an alignment of the sequences having maximum
score, which is exactly an MSS of the sequence consisting
of the scores of columns in the alignment.
AnMSS of A can be found in linear time using the well-
known recurrence relation [2]. Hence, if we want to find an
MSS of some contiguous subsequence of A, we can obtain
such an MSS in time linear in the length of the subsequence
using the same recurrence relation. In contrast, Chen and
Chao [3] proposed a data structure for A that is constructible
in time linear in the length of A and supports O(1)-time
queries of an MSS of any contiguous subsequence of A.
Due to minimality, any MSS has no MSSs other than
itself. This property is crucial to applications in which we
want to extract from sequential data not a complex of two or
more independent informative regions, each separated by a
compensating “cool-down” region, but a single informative
region with no such separators. Some of the applications
may require a single informative region containing a spe-
cific position given arbitrarily. Note that, however, finding
the minimal contiguous subsequence that contains the spe-
cific position and maximizes the sum of the elements is
unsatisfactory, because the subsequence found may consist
of two or more positive-sum segments each separated by a
negative-sum “cool-down” segment. To accommodate such
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situations, the present article introduces an alternative seg-
ment that contains the specific position and has the self-MSS
property mentioned above. This alternative is defined so as
to be the MSS containing the position, if any.
Let a local maximum-sum segment (an LMSS) of A
be a contiguous subsequence of A that has no MSSs other
than itself, in the sense that any LMSS of A is an MSS of
some contiguous subsequence of A. We say that an LMSS
is maximal, if the LMSS is not a subsequence of any other
LMSS. Hence, any MSS is a maximal LMSS having maxi-
mum sum of elements. The alternative we introduce is the
maximal LMSS that contains the specific position, which
exists uniquely. For example, if
A = 〈−6, 4, 7,−8, 5,−4, 3, | −2, 4,−6,−4, 8,−2, 5,−4, 2〉
and the vertical bar indicates the specific position, then the
contiguous subsequence indicated by the lower underline
is the one containing the specific position and maximizing
the sum of elements. However, this subsequence is not an
LMSSbecause it hasmore than onemaximal LMSSs, includ-
ing three non-empty ones indicated by the upper underlines.
The maximal LMSS of A containing the specific position is
〈5,−4, 3,−2, 4〉 indicated by the center upper underline.
The present article proposes a data structure for A that
is constructible in time linear in the length of A and shows
how to use the proposed data structure to answer each query
of the maximal LMSS of any contiguous subsequence of A
containing any specific position in O(1) time.
2. Preliminaries
Let A = 〈A[1], A[2], . . . , A[n]〉 be a sequence of n real num-
bers. We use A(i, j] to denote the contiguous subsequence
〈A[i+1], A[i+2], . . . , A[ j]〉 of A. Note that A(i, j] has j−i+1
distinct empty subsequences A(k, k] with i ≤ k ≤ j. We
call A(i, j] a prefix (resp. suffix) of A, if i = 0 (resp. j = n).
We say that A(i, j] contains A(g, h], if i ≤ g and h ≤ j. Let
the sum of A(i, j] be the sum of all elements in A(i, j].
For any contiguous subsequence A′ of A, a maximum-
sum segment (an MSS) of A′ is a minimal contiguous sub-
sequence of A′ that maximizes its sum. A local MSS (an
LMSS) is a contiguous subsequence of A that is the only
MSS of itself. A maximal LMSS of A′ is an LMSS that is
contained by A′ and is not contained by any LMSS contained
by A′ other than itself. For any index k with i ≤ k ≤ j such
that A′ = A(i, j], the maximal LMSS of A′ with respect to
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k is the maximal LMSS A(g, h] of A′ such that g ≤ k ≤ h,
which may be the empty A(k, k] but anyway exists uniquely,
as shown later in Lemma 2.
For any real number array R = (R[0], R[1], . . . , R[n])
of length n + 1, we utilize straightforward variants of the
range minimum query (RMQ) data structure developed by
Bender and Farach-Colton [1]: the RMinQ (resp. RMaxQ)
data structure, denoted Rˇ (resp. Rˆ), for R. This data struc-
ture is constructible in O(n) time and supports O(1)-time
queries of the greatest arg mini≤h≤ j R[h] (resp. the least
arg maxi≤h≤ j R[h]), denoted Rˇi.. j (resp. Rˆi.. j), for any index
pair (i, j) with 0 ≤ i ≤ j ≤ n.
3. Data Structure
This section shows that the following O(n)-time con-
structible data structure, denoted D, supports O(1)-time
queries of the maximal LMSS of any subsequence A(i, j]
of A with respect to any index k with i ≤ k ≤ j.
Definition 1: Let P (resp. Q) be the array of indices P[h]
(resp. Q[h]) with 0 ≤ h ≤ n such that A(P[h], h] (resp.
A(h,Q[h]]) is the maximal LMSS of A(0, h] (resp, A(h, n])
with respect to h (see Fig. 1). Let D = (P, Pˇ,Q, Qˆ).
The index array P inD is essentially the same as one of
the components of the data structure of Chen and Chao [3]
supporting queries of anMSSof any contiguous subsequence
of A and their technique allows us to construct P and Q in
O(n) time. Thus, D is constructible in O(n) time.
In order to show how to use D to find the maximal
LMSS of A(i, j] with respect to k in O(1) time, we need the
following three lemmas. The first lemma reveals a very fun-
damental property of an LMSS. The second lemma claims
that any distinct maximal LMSSs are disjoint. The third
lemma reduces our problem to a special one.
Lemma 1: For any contiguous subsequence A′ of A, A′ is
an LMSS if and only if the sum of any non-empty prefix or
suffix of A′ is positive.
Proof. If the sum of some non-empty prefix (resp. suffix)
of A′ is non-positive, then the sum of the remaining suffix
(resp. prefix) of A′ is greater than or equal to the sum of A′,
implying that A′ is not an LMSS. Conversely, if the sum of
any non-empty prefix or suffix of A′ is positive, then the sum
of any contiguous subsequence of A′′ other than A′ itself is
less than the sum of A′, implying that A′ is an LMSS. 
Lemma 2: For any contiguous subsequence A′ of A, any
pair of distinct maximal LMSSs A(e, f ] and A(g, h] of A′
Fig. 1 Arrays P and Q for the concrete example of A in Sect. 1, where
A(i, j] consists of all A[h]s at position between the ith and jth columns.
with e ≤ h satisfies that f < g.
Proof. Assume for contradiction that g ≤ f . Any non-
empty prefix (resp. suffix) of A(e, h] is a non-empty prefix
(resp. suffix) of A(e, f ] (resp. A(g, h]) or a concatenation of
a non-empty prefix (resp. suffix) of A(e, f ] followed by a
non-empty prefix (resp. suffix) of A(g, h]. Therefore, from
Lemma 1, A(e, h] is an LMSS, which contradicts that A(e, f ]
and A(g, h] are distinct maximal LMSSs of A′. 
Lemma 3: The maximal LMSS of A(q, p] with respect to
k is the maximal LMSS of A(i, j] with respect to k, where
p = Pˇk.. j and q = Qˆi..k .
Proof. Let A(g, h] be the maximal LMSS of A(i, j] with
respect to k. It suffices to show that A(q, p] contains A(g, h].
In order to show that h ≤ p, assume for contradiction that
p < h. From this assumption, P[p] < P[h] due to p = Pˇk.. j .
Hence, from Lemma 2, some maximal LMSS A(e, f ] of
A(0, h] with f < P[h] contains A(P[p], p]. This is because
A(P[p], p] is an LMSS and A(P[h], h] is a maximal LMSS
of A(0, h]. The same property of A(P[h], h] as above also
guarantees that any suffix A(g′, h] of A(0, h] with g′ < P[h]
is not an LMSS. However, this contradicts that A(g, h] is an
LMSS with g ≤ k because k < P[h] due to k ≤ Pˇk.. j = p ≤
f . By a symmetric argument, q ≤ g also holds. 
Based on the above lemmas, we can use D as follows.
Theorem 1: If D is available, then, for any contiguous
subsequence A(i, j] of A and any index k with i ≤ k ≤ j, the
maximal LMSS of A(i, j]with respect to k can be obtained in
O(1) time as A(P[p], p], if q ≤ P[p], A(q,Q[q]], if Q[q] ≤
p, or otherwise A(q, p], where p = Pˇk.. j and q = Qˆi..k .
Proof. Suppose that q ≤ P[p]. Then, A(P[p], p] is a
maximal LMSS of A(q, p]. Since P[p] ≤ k ≤ p due to
p = Pˇk.. j , it follows from Lemma 2 that A(P[p], p] is the
maximal LMSS of A(q, p] with respect to k. Thus, from
Lemma 3, A(P[p], p] is the maximal LMSS of A(i, j] with
respect to k. The theorem for the case of Q[q] ≤ p can
be proven in a symmetric manner. Consider the remaining
case, in which P[p] < q and p < Q[q]. From Lemma 3, it
suffices to show that A(q, p] is an LMSS. Since A(q,Q[q]]
is an LMSS, it follows from Lemma 1 that the sum of any
non-empty prefix of A(q,Q[q]] is positive. This implies that
the sum of any non-empty prefix of A(q, p] is also positive.
By an analogous argument, the sum of any non-empty suffix
of A(q, p] is also positive. Thus, from Lemma 1, A(q, p] is
an LMSS. 
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