Abstract. We investigate the acoustic selective focusing properties of time reversal in a two-dimensional acoustic waveguide. A far-field model of the problem is proposed in the time-harmonic case. In order to tackle the question of selective focusing, we derive an asymptotic model for small scatterers. We show that in the framework of this limit problem, approximate eigenvectors of the time reversal operator can be obtained when the number of propagating modes of the waveguide is large enough. This result provides in particular a mathematical justification of the selective focusing properties observed experimentally. Some numerical experiments of selective focusing are presented.
Introduction
Since the first time reversal mirrors (TRM) were conceived about fifteen years ago by the team of Mathias Fink (LOA Laboratory, France), acoustic time reversal has known a significant growth of interest. One of the main reasons of this success lies in the very wide range of applications of TRM (medical imaging, non destructive testing, underwater communication...). The physical principle underlying the phenomenon of time reversal is to use the reversibility of the wave equation in a non dissipative unknown medium to back-propagate signals towards the sources that emitted them. Today, the physical literature (cf. [11] for a detailed list of references) on this topic is quite rich. Most of the mathematical papers dealing with time reversal deal with the case of random propagation media (cf. [6] for more details). Among the very few mathematical papers dealing with time reversal in deterministic media, let us mention [5] , [7] and more especially [13] and [15] for the case of time-harmonic waves considered in the present paper.
In reference [13] , the first mathematical analysis of the so-called D.O.R.T. method (Decomposition of the Time Reversal Operator in french, see [12] ) has been proposed. This experimental method is used to achieve selective focusing on scattering obstacles using TRM. In the case of time-harmonic waves, the way such mirrors work can be described as follows: the TRM first emits an acoustic wave in a homogeneous and non dissipative medium containing some unknown obstacles, and then measures the diffracted field. The measured field is then conjugated (reversing time amounts to a conjugation when the time dependence is of the form e −iωt ) and re-emitted. The time reversal operator T is the operator obtained by iterating this procedure twice. The experimental results obtained in [12] show that for small scatterers, the number of nonzero (or significant) eigenvalues of T is exactly the number of obstacles contained in the propagation medium. Furthermore, the corresponding eigenvectors generate incident waves that focus selectively on the scatterers, provided these scatterers are distant enough from each other. A rigorous mathematical justification of this phenomenon has been given in [13] when the propagation medium is the free space R 3 . The present work is devoted to the analysis of the case where the propagation medium is a two-dimensional waveguide Ω ∞ = R × (0, d). In our model, the TRM is supposed to emit a superposition of propagating modes of the waveguide, and measures the propagating part of the field diffracted by the scatterers. Our main result is that selective focusing holds true for small scatterers, provided the number N of propagating modes of the waveguide is large enough. In other words, and according to relation (2.2) below, the case investigated in this paper is the one corresponding to ε << λ << d, where ε denotes the typical size of the scatterers and λ = 2π/k denotes the wavelength.
The paper is organized as follows. We start in Section 2 with the description of the mathematical model used throughout the paper for the emission and reception steps of the time reversal process. In particular, we define precisely the type of incident waves used, namely superpositions of guided modes of the waveguide. This naturally leads us to the definition of the scattering matrix S of the problem and the time reversal matrix T. Section 3 is devoted to the analysis of some useful mathematical properties of these two matrices. We show in particular that the time reversal operator is selfadjoint. The selective focusing properties of the D.O.R.T. method are established in Section 4, which constitutes the core of this paper. More precisely, we first study in subsection 4.1 the asymptotic behavior of the matrices S and T for small scatterers.
The proof of this asymptotic behavior, which is of independent interest, is given in the Appendix. Subsection 4.2 is devoted to the proof of a technical result concerning the asymptotics of a sum of exponentials. This result is used in subsection 4.3 to perform the spectral analysis of the limit model obtained in subsection 4.1 when the number N of propagating modes of the waveguide is large enough. Under this assumption, we derive approximate eigenvectors of T and we prove that the incident field corresponding to each approximate eigenvector selectively focuses on each scatterer. Finally, some numerical experiments of selective focusing are presented in Section 5.
The mathematical model
We consider a two-dimensional acoustic waveguide Ω ∞ = R × (0, d) characterized by a wavenumber k > 0. The modes of the waveguide are defined as solutions of the Helmholtz equation (∆ + k 2 )U = 0 in Ω ∞ with homogeneous Dirichlet boundary condition. More precisely, let us introduce the eigenfunctions of the operator
The eigenfunction φ m is associated with the eigenvalue (mπ/d) 2 , and the family (φ m ) m∈N * constitutes an orthonormal basis of
is denoted by (·, ·) throughout the paper. We assume throughout the paper that k is not a cutoff frequency, i.e. kd/π / ∈ N * . The modes are then defined as follows.
Definition 2.1. With the above notation, let N be the integer defined by
Define the constants of propagation
3)
The modes of the waveguide
According to (2.3), the modes Φ ± m can be decomposed into • a finite family (Φ ± m ) 1≤m≤N of propagating modes (or guided modes) propagating towards the directions x 1 → ±∞, which corresponds to the case where β m ∈ R.
• a countable family (Φ ± m ) m>N of evanescent modes as x 1 → ±∞ which corresponds to the case where β m ∈ iR.
We are now in position to describe the mathematical model used for the emission and the reception steps of the time reversal procedure. The time reversal mirror is located on the boundary Γ A = {x 1 = 0, 0 < x 2 < d} (see Figure 1) . We assume that the waveguide Ω ∞ contains some scatterers located in the cell ( , L) × (0, d), where 0 < < L. Let O be the open set occupied by the scatterers and Γ be its boundary. Denote by Ω = Ω ∞ \ O the exterior of the scatterers, Γ B = {x 1 = L, 0 < x 2 < d} and
Throughout the paper, we assume that the time reversal mirror is located far enough from the scatterers (i.e. that is large enough). Under this assumption, a realistic model for the time reversal mirror is based on the emission and the reception of the propagating modes of the waveguide. More precisely, we assume that during the emission step the mirror generates an incident wave u I which is a superposition of guided modes of the waveguide propagating towards the scatterers:
The vector X I = (a
where
is the vector describing the "contribution" of each guided mode to the incident field. We define the emission operator as the operator K E :
, where u I is given by (2.5). The diffracted field u D is the outgoing solution of the following boundary value problem set in Ω:
Here, the outgoing behavior of the diffracted field is imposed by assuming that there exists complex coefficients (a
In other words, an outgoing wave denotes a wave that can be decomposed as |x 1 | → +∞ into a superposition of guided or evanescent modes. A rigorous justification of this definition can be obtained by proving a limiting absorption result, which is beyond the scope of the present paper.
We assume that the scattering problem (2.6) admits a unique solution.
Remark 2.2. It is well known that the above problem is of Fredholm type. The uniqueness of its solution, and thus its existence, is also known to hold except for an at most countable family of singular values of the wavenumber k. In the case of a single convex scatterer, it can be proved that the set of these singular frequencies is empty (see for instance [17] where the case of a three dimensional waveguide is considered). Nevertheless, some configurations of non uniqueness (trapped modes) have been exhibited in the literature (cf. [10] ), in particular in the case of Neumann boundary conditions and symmetric scatterers (of arbitrary shape) about the centerline of the waveguide.
We define the diffraction operator
, where u D is the unique solution of (2.6). Let us introduce the decomposition of the trace u
where a
We assume that the mirror measures the coefficients of the modal decomposition of the trace u D |Γ A corresponding to the guided modes, i.e. the coefficients a
We define the scattering operator S ∈ L C N , C N as the linear operator associating to X I = (a
The time reversal experiment corresponds to two cycles, each cycle involving an emission step, a reception step and conjugation step (since time reversal amounts to a phase conjugation in the time-harmonic case). The time reversal operator T ∈ L C N , C N is thus defined as follows:
If S = (S mn ) 1≤m,n≤N and T = (T mn ) 1≤m,n≤N denote respectively the matrices representing the linear operators S and T in the canonical basis (e m ) 1≤m≤N of C N , then we have
Remark 2.3. Let u D n be the diffracted field corresponding to the incident wave
Then, the elements S mn of the column n of S are exactly the N first coefficients of the modal decomposition of the trace u
Properties of the scattering and time reversal matrices
We start this section by recalling some classical results on the Green's function of the Helmholtz operator in the two-dimensional waveguide Ω ∞ = R × (0, d). For more details, we refer to [8] .
Then, G admits the modal decomposition
where the functions φ m and the coefficients β m are respectively defined by (2.1) and (2.3). Remark 3.2. Note that G can be decomposed into a propagating part and an evanescent one :
We also recall the following classical integral representation formula: given a bounded domain U contained in Ω ∞ and u satisfying
then, if ν denotes the unit outgoing normal to Ω ∞ \ U, we have
Using these preliminary results, we can prove the next Proposition which provides an integral representation of the coefficients of the scattering matrix S. Proposition 3.3. The coefficients (S mn ) 1≤m,n≤N of the scattering matrix S are given by the formula
where u
n is the total field corresponding to the incident wave u
and where
Proof. Fix some integer n in {1, · · · , N } and some point x ∈ Ω ∞ \ O. Since ∆u
On the other hand, by applying the integral representation (3.2) to the diffracted field u D n corresponding to u I n , we obtain that for all x ∈ Ω ∞ \ O, there holds
By adding the last two relations and using the boundary condition u
Since the coefficients S mn , for 1 ≤ m ≤ N , are nothing but the coefficients of the modal decomposition of the trace u
3), relation (3.6) shows that they can be derived from the corresponding coeffcients (G m (y)) 1≤m≤N of G(·, y) and relation (3.3) is thus proved. The expression (3.5) of the coefficents (G m (y)) 1≤m≤N follows then from (3.1).
In the following Lemma, we prove a symmetry property for the scattering matrix.
Lemma 3.4. Assume that C
N is endowed with the inner product
where the positive constants β m , for 1 ≤ m ≤ N , are defined by (2.3). Then, the scattering matrix S satisfies
Proof. Let us start by introducing some additional notation. Set
be the corresponding diffracted field. The associated total fields are then defined by
We also introduce the corresponding measurements X D , Y D ∈ C N defined by:
Since u T = v T = 0 on the boundary Γ of the scatterers, we obviously have:
Inserting (3.9) into the above equation and setting
α, β ∈ {I, D}, we obtain that
Since u I and v I satisfy the Helmholtz equation inside the scatterers, we have
Let us show that
We apply Green's formula to u D and v D , which satisfy the Helmholtz equation in the domain U = {x ∈ Ω; 0 < x 1 < L} with boundary
where we have set
If we introduce the modal decompositions of the traces u
, then one can easily check, since
Therefore, we have
In a similar way, if v 
Let us consider first the term 
Similar computations show that the term corresponding to Γ B is
Relations (3.17), (3.18) and (3.19) imply that
By symmetry, we have
By adding relations (3.11), (3.12), (3.20) and (3.21), relation (3.10) yields
Since X D = SX and Y D = SY, the above relation shows that X, S Y β = SX, Y β for all X, Y ∈ C N and the proof is thus complete.
Let ( e m ) 1≤m≤N be the following orthonormal basis of C N for the scalar product ·, · β defined by (3.7): Consequently , if T denotes the matrix representing T in the orthonormal basis ( e m ) 1≤m≤N , then we have
Proof. By applying relation (3.8) with X = e m and Y = e n , we obtain that
Since S mn = β m /β n S mn , the above relation implies (3.23).
Proposition 3.5 shows that T is hermitian and positive. In particular, the eigenvalues of T are thus real and nonnegative.
Selective focusing
This Section is devoted to the asymptotic analysis of the eigenelements of T as the size of the scatterers tends to 0. These asymptotic results provide the key ingredient for studying the selective focusing properties of the D.O.R.T. method. From now on, we assume that the scatterers contained in the waveguide constitute a family {O 
We denote by Γ ε p (respectively Γ p ) the boundary of O ε p (respectively O p ), and we set
. In Subsection 4.1, we first obtain the asymptotics of the scattering matrix S ε and thus of the time reversal T ε as the size of the scatterers ε → 0. Next, we prove in Subsection 4.2 a technical result (Proposition 4.3) that is used in Subsection 4.3 to obtain an approximation of the eigenvalues and eigenvectors of the limit time reversal matrix as the number N of guided modes of the waveguide tends to +∞.
Asymptotic analysis
The behavior of the scattering matrix S ε for small scatterers is provided by the following result. 
1)
where each matrix
is defined by
where the vectors
Proof. According to Proposition 3.3, the coeffcient S ε mn of S ε reads for all 1 ≤ m, n ≤ N :
Since the integral involving the incident field in the above expression is of order ε, the change of variable y = εξ + s p shows that
where we have set ϕ
The next step consists in obtaining the asymptotic of ϕ ε,n p . This is achieved in Proposition 6.1 proved in the Appendix. According to this result, we have
where D p is a neighborhood of Γ p and Θ p denotes the static potential associated to the obstacle p, i.e.
Using the asymptotic expansion (4.3) in (4.2) yields
where the coefficient S ε mn of the limit scattering matrix S 0 is given by
|∇Θ p | 2 denotes the capacity of the scatterer p.
Thanks to the definition (2.9) of the time reversal matrix, the above result implies immediately the following one. 
in which
where the star denotes the conjugate transpose.
A preliminary result
This Subsection is devoted to the proof of a technical result constituting one of the main ingredients used in Subsection 4.3 to establish the selective focusing properties of the D.O.R.T method. We first introduce some additional notation. Let (τ N ) N ∈N * be a sequence of real numbers such that there exists 0 < δ * < 1 satisfying
Note that condition (4.5) implies in particular that τ N / ∈ N * and that
Finally, set
and define for all (
The next Proposition provides the behavior of ρ N as N → ∞. ii) As N → +∞, the estimate
holds uniformly for X 2 ∈ [−π, π] satisfying
iii) As N → +∞, the following estimate
holds uniformly for X = (X 1 , X 2 ) ∈ I × [−π, π] satisfying
Since lim
and since N = τ N , the sum ρ N (0, 0) admits a limit α > 0. In order to prove assertions ii) and iii), we first rearrange the terms of the sum ρ N (X 1 , X 2 ) by setting n = N − m. We obtain that
ii) We have
If we set, for X 2 = 0, 15) and F 0 = 0, then (4.14) implies that |ρ N (0,
, and thus
where we have set (4.15) shows that for all X 2 satisfying (4.10), we have
Consequently, since N = τ N , we have
On the other hand
.
Using the fact that x → g N (x) is nondecreasing for x ∈ (0, N ), the above relation yields
, we obtain by using assumption (4.5) that for all n = 1, · · · , N − 1:
This last inequality and (4.19) yield then
Now, (4.17) and (4.20) show that
Finally, the above inequality, (4.16) and (4.18) imply the desired relation (4.9).
iii) For all N ∈ N * and all integer n satisfying 1 ≤ n ≤ N , let us set
and F (0, N ) = 0. Then, equation (4.13) also reads
or equivalently,
According to Lemma 4.4 proved below, we have for all 1 ≤ n ≤ N :
The above inequality and (4.20) show that
On the other hand, once again by using Lemma 4.4, we have that
and thus
Relation (4.11) follows then from (4.21), (4.23) and the above relation.
Lemma 4.4. With the notation introduced at the beginning of this subsection, set for all n ∈ {1, . . . , N }
Then, given θ ∈ (0, 1], η > 0 and a bounded interval I of R, there exists C > 0 such that for all X 1 ∈ I satisfying
and write F (n, N ) as
where we have set But a straightforward computation shows that
In the rest of the proof, C denotes a positive constant independent of N . Since N = τ N and g N (k) = τ
Inserting the above estimate into inequality (4.28), we obtain thanks to (4.24) that
Summing the above inequalities for 0 ≤ r ≤ R n yields
The claimed estimate (4.25) follows immediately from the above inequality if we notice that from the definition (4.26) of R n , we have 2 Rn ≤ n.
Spectral analysis of the limit model for large values of N
Let us start by recalling that according to Corollary 4.2, the time reversal matrix T ε admits the asymptotics
Clearly, the range of T 0 satisfies Ran(T 0 ) ⊂< U 1 , . . . , U M > and thus, the number of non zero eigenvalues of T 0 is at most equal to the number of scatterers M . In this Subsection, our aim is twofold : first, to determine an approximation of the eigenvectors of T 0 as the number of propagating modes N = kd/π tends to +∞ (note that this situation corresponds to the case where the wavelength λ is small compared to the height of the waveguide : λ << d). Secondly, to verify that these (approximate) eigenvectors generate incident waves that focus selectively on each scatterer. These two results are respectively provided by Proposition 4.5 and Proposition 4.7.
A technical assumption needed to establish these results is to suppose that the frequencies k considered in our asymptotic analysis as N → +∞ (or equivalently kd → +∞) remain away from the cutoff frequencies of the waveguide. More precisely, we assume that the following condition is satisfied:
In order to determine approximate eigenvectors of T 0 , let us note that the scalar products V * q U p are given by the formulas
Then, the following result holds true. Moreover, for all q ∈ {1, . . . , M }, with q = p, the following estimate holds as N → +∞:
Proof. Let q ∈ {1, . . . , M }. Formula (4.31) shows that
Setting in the above expression
Therefore, using the notation introduced in Subsection 4.2 and setting τ N = kd/π, we have
In the particular case where q = p, the above relation reads
Therefore, by applying assertion i) in Proposition 4.3, we obtain relation (4.32). In the case q = p, we have 0 < X + 2 < 2π and −π < X − 2 < π. The claimed estimate (4.33) follows then from assertion iii) of Proposition 4.3 (once again for the particular case θ = 1) by using the fact that X 2 → ρ N (X 1 , X 2 ) is 2π-periodic. 
prop (x, y) behaves like G(x, y) as the number of propagating modes N tends to +∞, and since G(x, y) is singular for x = y, it follows that G prop (x, y) is small compared to G prop (x, x) for N large enough, or equivalently, that V * q U p is small compared to V * p U p for q = p. Now, let us note that according to (4.29), we have for all p ∈ {1, . . . , M }:
But Proposition 4.5 implies that lim
(where the norms are taken in C N ). Therefore, relation (4.34) shows that U p constitutes an approximate eigenvector of the time reversal matrix associated with the approximate eigenvalue λ p = ακ p 2π 2 . We are now in position to tackle the second goal of this subsection, namely the selective focusing properties of these approximate eigenvectors. If we note that the components of the eigenvector U p are
we see that according to formula (2.5), the incident field generated by each approximate eigenvector is
The next Proposition provides a justification of the selective focusing properties of the D.O.R.T. method for large values of N (the subscript p refering to the scatterer under consideration has been dropped in this Proposition for the sake of clarity). ii) As N → +∞, the estimate
holds uniformly for x 2 ∈ (0, d) satisfying
iii) As N → +∞, the estimate
Proof. Let us set as in the proof of Proposition 4.5:
Therefore, with the notation of Subsection 4.2 and setting τ N = kd/π, we have 
and the result follows from assertions i) and ii) of Proposition 4.3. In the case of assertion ii), we have X 1 = 0,and X ± 2 = π(x 2 ± s 2 )/d and thus, assertion ii) of Proposition 4.3 implies that
The above relations, together with (4.42), yield (4.38). Finally, (4.40) follows directly from the corresponding assertion iii) of Proposition 4.3.
Let us make a few comments concerning the consequences of Proposition 4.7 with regards to the selective focusing properties of the D.O.R.T. method. Assertions i) and ii) in Proposition 4.7 show that the expected focusing properties hold for large values of N on the vertical line containing the source. Assertion iii) deals with the case in which x 1 − s 1 = 0. It shows that the acoustic field generated by the approximate eigenvector U p at a point x converges to 0 as N → +∞ if the horizontal distance between x and the scatterer p is (at least) of order d/N 1−θ .
Numerical results
In this Section, we present some numerical experiments to illustrate the selective focusing properties investigated in Section 4. Our computations are realized using a finite element PDE Toolbox developed for SCILAB (see [16] ). In order to compute the scattering matrix S, we have to solve N diffraction problems of the type (2.6), each one of them corresponding to the incident field Φ + n (x) = exp (iβ n x 1 ) φ n (x 2 ), 1 ≤ n ≤ N . Since problem (2.6) is set in the unbounded domain Ω = Ω ∞ \ O, we use for its numerical resolution an alternative -and equivalent-formulation of (2.6) set in the bounded domain
∈ O}. To achieve this, we use on the vertical boundaries Γ B and Γ C (cf. Figure 1 ) transparent boundary conditions based on the Dirichlet-to-Neumann operators. A P 1 -piecewise finite element approximation of the problem satisfied by the total field leads then to solve the linear system
where K h and M h denote respectively the stiffness and the mass matrices and where L h approximates the Dirichlet-to-Neumann transparent boundary conditions:
where w I denotes the hat function associated with the node M I and (
Remark 5.1. Note that in formula (5.2), the infinite sum appearing in the continuous problem has been cut off to take into account only the propagating modes.
To compute the N × N scattering matrix S h , we note that its column n (n = 1, . . . , N ) can be obtained by solving the linear system (5.1) for the particular right hand side B 
The approximate discrete time reversal matrix T h is then deduced from S h by computing
The case of one scatterer and three scatterers are successively considered. In the first situation, we mainly focus on the influence of the size of the scatterer on the eigenvalues of the scattering matrix. In the case of three scatterers, we investigate the focusing properties of the incident fields corresponding to the eigenvectors associated with the four largest eigenvalues. In particular, the effect of the number N of propagating modes of the waveguide is studied. The waveguide considered for our numerical experiments is of height d = 10.2. The vertical boundaries Γ B and Γ C on which the transparent conditions are written are located respectively at x 1 = L = 13 and x 1 = = 9 (recall that the mirror is located at x 1 = 0; cf. Figure 1) .
In the first experiment, we consider a spherical scatterer of radius r centered at the point s = ( + 1.03(L − )/3; 0.99d/5). We assume that the wavelength is λ = 1 (i.e. k = 2π). The mesh used contains about 240 000 triangles and the mesh size is h = 0.025. Under these assumptions, Table 1 shows the dependence of the ratio of the two largest eigenvalues of the scattering matrix with respect to the radius r of the scatterer. As expected, there is only one significant eigenvalue when the scatterer is small enough. In the second experiment, we assume that the waveguide contains three spherical scatterers of radii Figure 2 represents the incident fields corresponding to the eigenvectors associated with the four largest eigenvalues of the scattering matrix in the case of a wavelength λ = 2 (i.e. k = π). The number of propagating modes N in this case is equal to 10. Selective focusing is observed as predicted by the theory: the eigenvector associated with the largest eigenvalue focuses on the biggest scatterer and so on. If the wavelength is reduced to λ = 0.5, i.e. if N is increased to 40, we can see in Figure 3 that the quality of the focusing is clearly improved. 
Appendix. Scattering by small obstacles in a two-dimensional acoustic waveguide
This appendix is devoted to the proof of Proposition 6.1 stated below, which constitutes the main ingredient of the proof of Proposition 4.1. Indeed, it provides the asymptotics for the scattering problem by small obstacles in a two-dimensional waveguide. Let us emphasize that scattering by small inhomogeneities has been thoroughly investigated in the last few years (see [4] for a detailed presentation and more references), in particular to develop efficient algorithms for recovering the localization and the shape of the inhomogeneities (cf. [2] , [3] ).
A similar result to Proposition 6.1 is proved in the Appendix of [13] in the case of scattering by small obstacles in R 3 . Nevertheless, since the geometry considered here is two-dimensional, one can not adapt the proof given there. Indeed, the singularities of the Green's functions are different in the two cases, leading to different non vanishing terms in the limiting process. An additional and crucial difference comes from a technical difficulty that appears in the 2D case. Indeed, contrarily to the 3D case, the free space Green's function of ∆ + k 2 in 2D, namely i 4 H 1 0 (k|x − y|), does not converge as k → 0 to the free space Green's function of the Laplace operator 1 2π ln 1 |x − y| , due to the presence of a term involving ln k. This property makes the low frequency analysis of scattering problems in 2D more intricate than in 3D. In order to overcome this difficulty, which also occurs in the context of scattering by small scatterers, we use an approach that was first used in [19] and then extended in [14] for the analysis of low frequency asymptotics. In this approach, we seek the solution of the scattering problem in the form of an ansatz (see (6.2)) which is a suitable linear combination of single and double layer potentials. The key point in choosing this linear combination is to obtain a cancellation of the undesired terms (namely those involving ln e) in the limiting process e → 0. Let us also emphasize that this limiting process is performed on an Fredholm type integral equation of the second kind. In the problem investigated here, there are two main difficulties. As mentioned above, the first one is related to the fact that we are dealing with a 2D problem. The second one is that we consider several scatterers and thus, we have to see if their interactions need to be taken into account in the limit model. For the sake of clarity, we separated these two difficulties in the rest of the Appendix by considering first the case of a single scatterer before studying the case of multiple scatterers.
for some unknown density Ψ e ∈ L 2 (Γ e ). Clearly, the above potential is an outgoing solution of the Helmholtz equation in Ω ∞ \ O ε that vanishes on ∂Ω ∞ . By the jump relations for single and double layer potentials (see [9] ), the boundary condition in (6.1) is satisfied if and only if
In order to work in a functional framework independent of ε, we set for all x, y ∈ D e :
and we define
(6.5)
Noting that for all (ξ, η) ∈ D × D and (x, y) ∈ D e × D e related by (6.4) we have
a straightforward calculation shows that the ansatz (6.2) can be written in the new variables (ξ, η) as ϕ ε = L e (ψ e ) (6.6)
where we have set for e > 0
Moreover, the integral equation (6.3) written in the new variables (ξ, η) reads
Let now g 0 (x, y) = −(2π) −1 ln |x − y| denote the Green function of the Laplace operator in
Then, we have the following result.
Lemma 6.2. With the notation above, we have for e small enough:
Proof. The Green function of the waveguide admits the decomposition G = g +R, where g(x, y) = (i/4)H and its gradient for small arguments (see [1] ), one obtains that Formulas (6.13) hold uniformly in any compact subset of D × D which does not contain points of the diagonal. Relation (6.10) follows then from the substitution of the asympotics (6.13) into the expression (6.9) of L e . The estimate (6.11) can be derived from (6.10) by using a Neumann series argument. Finally, one can easily check that the asymptotics (6.13) imply the existence of a constant C > 0 such that for all ψ ∈ L 2 (Γ)
and therefore (6.12) holds true. As it is checked in [14] , we have ϕ 0 = L 0 ψ 0 and consequently
Thus, by using relations (6.12) and (6.15), we get that for e small enough, and the proof is complete.
Multiple scatterers
We come back to the case of multiple scaterrers and we use the notations of Proposition 6.1, in which the subscript p = 1, . . . , M refers to the number of the scatterer. Using the same ansatz as the one used in Subsection 6.1, solving the scattering problem (6.1) amounts now to solve a family of M coupled integral equations written on the boundaries Γ p , p = 1, . . . , M having for unknows the densities More precisely, these integral equations can still be written in the reduced variables (ξ p , η p ) in the abstract form (6.8), namely (I + L e ) ψ e = f e , (6.17)
provided we use the following notations:
• the operator L e ∈ L(H, H) is defined through its block decomposition
. • The data f e are now given by f e = (f The key point to extend the result of the previous Subsection to the case of many scatterers is that for p = q, the function G 
