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T´ıtulo del estudio:
Estudio de un problema bi–objetivo de disen˜o
de cadena de suministro con incertidumbre en
las demandas
Nu´mero de pa´ginas: 185.
Objetivos y me´todo de estudio: El objetivo de este trabajo es el estudio
de un problema de disen˜o de cadena de suministro de dos niveles que incorpora
incertidumbre en la demanda de los centros de distribucio´n, considerando adema´s
que parte de e´sta podr´ıa quedarse sin satisfacer, pero a cambio de un costo de
penalizacio´n. Se busca minimizar dos medidas de desempen˜o: el costo total esperado
y el tiempo ma´ximo esperado de env´ıo del producto a trave´s de la cadena.
Se propone y valida un modelo matema´tico para el problema bi–objetivo. Em-
pleando un enfoque basado en escenarios se modelo´ el problema bajo la teor´ıa de la
optimizacio´n robusta.
Resumen xix
Las caracter´ısticas anteriores dan lugar a un problema estoca´stico bi–objetivo
el cual se formula bajo la teor´ıa de la optimizacio´n robusta, empelando un enfoque
basado en escenarios.
Contribuciones y conclusiones: La principal contribucio´n de este trabajo es
la modelacio´n y la metodolog´ıa de solucio´n desarrollados para un problema de disen˜o
de cadena de suministro bi–objetivo que considera incertidumbre y penalizacio´n
por demanda no satisfecha. De acuerdo a la revisio´n de literatura realizada, no se
reportan trabajos que contemplen en conjunto las caracter´ısticas y consideraciones
del problema aqu´ı planteado.
Se presentan conjuntos de cotas superiores para los frentes de Pareto, los cuales
se obtuvieron de forma exacta a trave´s del me´todo del ǫ–restriccio´n.
El ajuste de los para´metros de la metaheur´ıstica se realiza mediante el software
calibra, el cual esta´ disen˜ado para problemas mono-objetivo, por lo cual fue nece-
sario adecuarlo para el problema bi–objetivo bajo estudio considerando la medida
de desempen˜o del hipervolumen.
La determinacio´n de las me´tricas que permiten calcular el beneficio que aporta
la consideracio´n del problema estoca´stico estan desarrolladas en la literatura tambie´n
para problemas mono–objetivo. En este trabajo se adaptan ideas para considerar el
caso del problema bi-objetivo bajo estudio.
La implementacio´n computacional de los algoritmos propuestos presento´ mu-
chos retos. Adema´s de los procedimientos desarrollados ad hoc para este trabajo, fue
necesario implementar los algoritmos relacionados al problema de transporte, del
cual se presentaron tres variantes: minimizacio´n del costo, minimizacio´n del ma´ximo
tiempo de env´ıo, y el problema bi–objetivo de transporte en el cual se minimizaron
simulta´neamente los objetivos del costo y el tiempo.
Resumen xx
La metodolog´ıa de solucio´n propuesta muestra, a trave´s del estudio computa-
cional realizado, que es capaz de ofrecer aproximaciones a los frentes de Pareto de
buena calidad.
Las me´tricas del valor esperado de la informacio´n perfecta y el valor de la solu-
cio´n estoca´stica, muestran que realmente aporta un beneficio el abordar el problema
desde la perspectiva estoca´stica.
Firma de los asesores:
Dra. Ada Margarita A´lvarez Socarra´s Dr. Joaqu´ın Antonio Pacheco Bonrostro
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Introduccio´n
La administracio´n de la cadena de suministro (en ingle´s Supply Chain Ma-
nagement) es una tarea muy compleja, e´sta se define como el proceso de planear,
implementar y controlar las operaciones de la cadena de suministro de una forma
eficiente. Parte de los procesos de planeacio´n consisten en encontar la mejor configu-
racio´n de red para la cadena, sin embargo, tambie´n deben considerarse otras a´reas
como la obtencio´n de la materia prima, la produccio´n, el inventario, la distribucio´n
y el ruteo. Adicionalmente se pueden contemplar otras caracter´ısticas en la cadena
como la incorporacio´n de incertidumbre, varias medidas de desempen˜o, la log´ıstica
inversa, etce´tera. Es evidente que concebir una problema´tica en la que se combinen
varias de estas caracter´ısticas incrementa la complejidad del problema haciendo que
e´stos se vuelvan ma´s desafiantes.
Este trabajo esta´ enfocado al estudio de un problema de disen˜o de cadena de
suministro que contempla decisiones de ubicacio´n, asignacio´n y seleccio´n de servicio
de transporte, adema´s incorpora incertidumbre y contempla la optimizacio´n dos
medidas de desempen˜o, en conjunto la combinacio´n de estos aspectos ha recibido
poca atencio´n en la literatura.
1.1 Descripcio´n del problema
El tema de estudio de este trabajo se centra en un problema de disen˜o de
cadena de suministro de dos niveles cuya red se compone de plantas, bodegas y
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centros de distribucio´n. En el primer nivel de la cadena se env´ıa el producto de
las plantas a las bodegas, y en el segundo se env´ıa de las bodegas a los centros de
distribucio´n. El nu´mero de plantas existentes as´ı como sus capacidades son conocidas
y fijas. Asimismo se conoce el nu´mero de centros de distribucio´n, e´stos presentan una
demanda del producto la cual se considera una variable aleatoria modelada a trave´s
de escenarios. Las bodegas tienen definida una capacidad y un costo fijo por apertura,
el cual esta´ en dependencia del lugar en donde se localicen.
Se dispone de varias opciones para transportar el producto, e´stas comprenden
la contratacio´n de distintas compan˜´ıas, la disponibilidad de emplear diferente tipo
de servicio (expre´s y regular) y el uso de diferentes medios de transporte (avio´n,
barco, tren, tra´iler), etce´tera, por lo que debe decidirse tambie´n en que´ forma deben
enviarse los productos a lo largo de la cadena.
Cada servicio de transporte esta´ definido por los para´metros de costo y tiempo,
los cuales esta´n correlacionados de forma negativa, es decir, a mayor costo menor
tiempo de env´ıo y viceversa. Este compromiso entre el costo y el tiempo es lo que
da lugar a un problema bi–objetivo.
Una representacio´n gra´fica de una red con las caracter´ısticas que componen el
problema abordado en este trabajo se muestra en la Figura 1.1.
Centros de distribucio´nPlantas Bodegas
Figura 1.1: Red de cadena de suministro de dos niveles con mu´ltiples medios de trans-
porte
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Las decisiones que se llevan a cabo en este problema se relacionan con el mo-
mento en el que se devela la incertidumbre asociada a la demanda del producto.
Decisiones a priori
Se toman antes de la realizacio´n de la variable aleatoria, en ese sentido pueden
verse como decisiones que se comparten para todos los escenarios involucrados,
es decir, son independientes del escenario que se presente.
En el problema aqu´ı planteado corresponden a decidir de entre un conjunto
potencial de bodegas, cua´ntas y cua´les bodegas abrir; as´ı como las asignaciones
entre bodegas y centros de distribucio´n.
Decisiones a posteriori
Se toman despue´s de la realizacio´n de la variable aleatoria y por tanto, es-
tas decisiones son distintas para cada escenario implicado, es decir, esta´n en
dependencia del escenario que ocurra.
En el problema aqu´ı planteado corresponden a decidir en el primer nivel:
que´ plantas suministrara´n a que´ bodegas, que´ medio de transporte se em-
pleara´ para enviar el producto y cua´nta cantidad enviar; en el segundo nivel:
se determinara´ que´ medio de transporte se empleara´ para enviar el producto de
bodegas a centros, la cantidad de producto a enviar y, si hubiese, la cantidad
de demanda insatisfecha para cada centro de distribucio´n.
Con la finalidad de balancear los intereses econo´micos con una ra´pida entrega
del producto, el enfoque de este trabajo considera dos objetivos: minimizar el costo
total esperado y el tiempo ma´ximo esperado por enviar el producto a trave´s de
la cadena. La solucio´n a este problema bi–objetivo sera´ un conjunto de soluciones
eficientes en las que cada posible disen˜o alternativo representara´ un compromiso
entre los diferentes objetivos implicados, en lugar de una u´nica solucio´n.
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1.2 Justificacio´n del estudio
En Melo et al. (2009) se realiza un estudio detallado en el que se destaca
el estrecho v´ınculo existente entre los problemas de ubicacio´n de instalaciones y
los relacionados a la administracio´n de cadena de suministro. Se abordan tambie´n
otras caracter´ısticas como la incorporacio´n de incertidumbre, la inclusio´n de varias
medidas de desempen˜o, as´ı como las metodolog´ıas de solucio´n desarrolladas para
resolver problemas de cadena de suministro. A continuacio´n se destaca la informacio´n
relevante que se relaciona al trabajo aqu´ı planteado y que permite delimitar de
manera global el contexto de la problema´tica planteada dentro de la literatura.
Decisiones de planeacio´n en la cadena de suministro
En combinacio´n con el cla´sico modelo de ubicacio´n de instalaciones, cuatro
aspectos que han resultado u´tiles en la planeacio´n estrate´gica de la cadena
de suministro corresponden a: el nu´mero de niveles que componen la cadena,
en cua´ntos de ellos se tiene que tomar alguna decisio´n de ubicacio´n, la consi-
deracio´n de uno o mu´ltiples periodos de tiempo y, finalmente, la inclusio´n de
para´metros deterministas o estoca´sticos. La revisio´n de literatura realizada por
los autores destaca aquellos en los que se combinan estos aspectos, resaltando
la escasez de los mismos que contemplan aspectos estoca´sticos.
Considerando los cuatro aspectos previamente mencionados, en este trabajo
se contempla una cadena de suministro de dos niveles, se toman decisiones de
ubicacio´n en uno de ellos, un solo periodo de tiempo, e incertidumbre en la
demanda de los centros de distribucio´n. Adicionalmente se dispone de distintas
opciones de transporte para enviar el producto y se optimizan dos objetivos.
En conjunto, la combinacio´n de todos estos aspectos, no ha sido abordada tal
cual el la literatura.
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En Melo et al. (2009) amplian el estudio de literatura enfoca´ndose a cade-
na de suministro, dicha revisio´n adema´s de las decisiones cla´sicas de ubi-
cacio´n/instalacio´n identifica si se contemplan otras actividades como obtencio´n
de la materia prima, produccio´n, inventario, ruteo, distribucio´n y eleccio´n de
medio de transporte. Con respecto a esta u´ltima actividad destacan que so´lo
cuatro art´ıculos abordan este aspecto.
Incertidumbre
En relacio´n a la incorporacio´n de incertidumbre, de los 97 art´ıculos revisados,
el 80% de e´stos se refieren a problemas deterministas mientras que solo el
20% hace referencia a problemas estoca´sticos. Esto a pesar de que la natu-
raleza de muchas cadenas de suministro se caracterizan por la presencia de
numerosas fuentes de incertidumbre, tanto te´cnicas como comerciales, por lo
que la consideracio´n de todos los para´metros del modelo (los costos, las tasas
de produccio´n, la demanda, etce´tera) como conocidos, no es realista.
Metodolog´ıa de solucio´n
En problemas de disen˜o de redes de cadena de suministro con un solo objetivo
distinguen fundamentalmente dos categor´ıas: los problemas resueltos con soft-
ware de propo´sito general y los resueltos con algoritmos espec´ıficos disen˜ados
para cada problema. Lo que interesa en relacio´n a este trabajo corresponde
precisamente a e´stos u´ltimos, en particular a aquellos que dan lugar a solu-
ciones aproximadas. De 139 art´ıculos revisados, se reporta que el 45% de ellos
emplean procedimientos heur´ısticos para resolverlos.
Medidas de desempen˜o
En cuanto a las medidas de desempen˜o en la cadena de suministro, de los 139
art´ıculos revisados, el 91% son trabajos con enfoque mono–objetivo, donde
el tipo de funcio´n objetivo que predomina es la minimizacio´n del costo, en
contraste con la maximizacio´n de la ganancia ha recibido menos atencio´n.
El 9% restante considera un enfoque multi–objetivo donde los criterios ma´s
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utilizados son el costo y objetivos que miden de alguna manera la calidad del
servicio al cliente.
1.3 Objetivo
El objetivo principal de este trabajo consiste en estudiar y proponer un me´todo
de solucio´n para resolver un problema bi–objetivo de disen˜o de cadena de suministro
de dos niveles, el cual involucra problemas de ubicacio´n, asignacio´n, transporte, y
adicionalmente, considera incertidumbre en las demandas de centros de distribucio´n.
El me´todo de solucio´n que se propone para resolver el problema esta´ basado
en te´cnicas metaheur´ısticas y la idea es ofrecer al tomador de decisiones una buena
aproximacio´n al conjunto de soluciones eficientes o frente de Pareto del problema.
Con el fin de lograr el objetivo principal planteado se puntualizan los siguientes
objetivos particulares:
Estudio del problema de disen˜o de cadena de suministro, considerando la mini-
mizacio´n de dos objetivos, incorporando incertidumbre en las demandas de los
centros de distribucio´n y contemplando penalizacio´n por demanda insatisfecha.
Formulacio´n matema´tica del problema como un modelo de optimizacio´n ro-
busta para abordar el problema de disen˜o de cadena de suministro como un
problema multi–objetivo, estoca´stico y de programacio´n entera mixta.
Aplicacio´n de procedimientos exactos para encontrar conjuntos de cotas supe-
riores a los frentes de Pareto.
Disen˜o e implementacio´n computacional de una metodolog´ıa de solucio´n basa-
da en te´cnicas metaheur´ısticas para encontrar las aproximaciones a los frentes
de Pareto.
Ana´lisis de los resultados obtenidos a partir de la experimentacio´n computa-
cional para medir el desempen˜o del algoritmo propuesto.
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Ana´lisis del beneficio por la incorporacio´n de incertidumbre y penalizacio´n por
demanda insatisfecha.
1.4 Contribucio´n cient´ıfica
Los aspectos considerados en este problema no han sido abordados de forma
simulta´nea en otros trabajos, por lo que la contribucio´n de este trabajo se centra en
dos aspectos: la modelacio´n y la metodolog´ıa de solucio´n.
Modelacio´n En este trabajo se incorpora incertidumbre en la demanda de los cen-
tros de distribucio´n, empleando un enfoque basado en escenarios. Por ello, el
primer aspecto en que se centra la contribucio´n de este trabajo, es el modelo
matema´tico del problema de disen˜o de cadena de suministro, bajo el esque-
ma de la optimizacio´n robusta, en el que se minimizan simulta´neamente dos
objetivos:
El valor esperado del costo total incurrido en la cadena.
El valor esperado del tiempo ma´ximo por enviar el producto a trave´s de
la cadena.
Metodolog´ıa de solucio´n El segundo aspecto en que se centra la contribucio´n
de este trabajo consiste en el disen˜o, implementacio´n y validacio´n de una
metodolog´ıa de solucio´n eficiente para resolver el problema planteado con lo
cual se pretende ofrecer una buena aproximacio´n al frente de Pareto.
1.5 Relevancia
El desarrollo de este trabajo es relevante porque considerar incertidumbre en
la demanda de los centros de distribucio´n, implica que la problema´tica a trabajar es
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ma´s realista, lo cual permitir´ıa abordar situaciones en las que sea asequible identi-
ficar un posible conjunto de escenarios y que adema´s, consideren varias medidas de
desempen˜o.
La naturaleza inherente en los problemas de disen˜o de cadena de suministro
indica que ser´ıa conveniente incorporar incertidumbre en algunos de sus para´me-
tros, pues esta consideracio´n va ma´s acorde a los feno´menos que se presentan en la
realidad y, finalmente, tienen un fuerte impacto el disen˜o de la misma. Como bien lo
sen˜ala Melo et al. (2009), a pesar de que la incertidumbre es uno de los problemas
ma´s desafiantes e importantes en el disen˜o de cadena de suministro, es muy poco
estudiado en la literatura.
A lo anterior puede an˜ad´ırsele el hecho de que en muchos problemas de disen˜o
de cadena de suministro se considera la optimizacio´n de un solo objetivo, cuando en
la realidad es de intere´s ofrecer soluciones que representen un balance entre varias
medidas de desempen˜o que no so´lo busquen el beneficio encono´mico sino tambie´n
tenga en cuenta el nivel de satisfaccio´n de servicio al cliente.
Si bien, este problema fue abordado previamente con una metodolog´ıa de solu-
cio´n exacta (Cardona, 2009), los resultados de dicho trabajo sugirieron la necesidad
de desarrollar metaheur´ısticas como las descritas en el presente trabajo, con la fina-
lidad de poder resolver instancias de taman˜o real.
El estudio del problema multi–objetivo estoca´stico de disen˜o de cadena de su-
ministro como el que se propone en este trabajo no ha sido abordado como tal en
la literatura cient´ıfica, incluso de manera general, la literatura que aborda estos dos
aspectos es escasa por lo cual, el desarrollo de este trabajo sera´ de utilidad para el
estudio de problemas afines.
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1.6 Estructura del documento
En el Cap´ıtulo 2 se presenta el marco teo´rico necesario para el desarrollo de
este trabajo, en el que se describen aspectos relacionados a la administracio´n de la
cadena de suministro, la optimizacio´n robusta y la optimizacio´n multi–objetivo. En
el Cap´ıtulo 3 se presenta la literatura cient´ıfica relacionada al problema.
En el Cap´ıtulo 4 se presenta la formulacio´n matema´tica del problema mediante
la optimizacio´n robusta. El modelo considera la minimizacio´n del valor esperado del
costo y el tiempo ma´ximo esperado de env´ıo.
En el Cap´ıtulo 5 se describe la metodolog´ıa de solucio´n propuesta para re-
solver el problema bi–objetivo, la cual esta´ basada en te´cnicas metaheur´ısticas. E´sta
se describe a detalle considerando incertidumbre en las demandas sin contemplar
penalizacio´n por demanda insatisfecha.
En el Cap´ıtulo 6 se extiende la metodolog´ıa de solucio´n para el problema
desarrollada en el cap´ıtulo cuatro, es decir, adicionalmente a la incertidumbre en la
demanda, se considera tambie´n penalizacio´n por demanda insatisfecha.
En el Cap´ıtulo 7 se muestra el experimento realizado para obtener los conjuntos
de cotas superiores para los frentes de Pareto. Asimismo se muestran los resultados
computacionales de la experimentacio´n llevada a cabo para evaluar el desempen˜o
del algoritmo de solucio´n propuesto basado en el algoritmo metaheur´ıstico.
En el Cap´ıtulo 8 se muestra un ana´lisis del problema estoca´stico, en el que se
determina el beneficio por la incorporacio´n de la incertidumbre.
Finalmente, en el Cap´ıtulo 9 se establecen las conclusiones y las futuras l´ıneas
de investigacio´n derivadas de este trabajo.
Cap´ıtulo 2
Marco teo´rico
En las u´ltimas de´cadas una de las a´reas en log´ıstica que ha atra´ıdo la atencio´n
es la administracio´n de la cadena de suministro (Muriel y Simchi-Levi, 2003). El
desarrollo de esta a´rea comenzo´ de forma independiente a la investigacio´n de opera-
ciones, sin embargo e´sta ha provisto bases muy u´tiles en el desarrollo de modelos
para la administracio´n de cadena de suministro, por ejemplo, el cla´sico problema de
ubicacio´n de instalaciones (Melo et al., 2009).
En este cap´ıtulo se enmarca el problema dentro de la literatura, ubica´ndolo
en el contexto de los problemas de disen˜o de cadena de suministro. Se describen
brevemente algunos aspectos relacionados a la optimizacio´n bajo incertidumbre, en
particular se profundiza en la optimizacio´n robusta. Se describen tambie´n algunos
conceptos y definiciones de la optimizacio´n multi–objetivo, resaltando las particu-
laridades del concepto de optimalidad en esta a´rea. Tambie´n se mencionan algunas
metodolog´ıas de solucio´n, entre las que destacan las metaheur´ısticas para problemas
estoca´sticos y/o multi–objetivo.
2.1 El problema de disen˜o de cadena de
suministro
Existen numerosas definiciones de una cadena de suministro (en ingle´s supply
chain). En Stadtler (2005) la definen como una red de organizaciones que se involu-
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cran entre s´ı mediante diversos procesos y actividades, con la finalidad de agregarle
valor a productos y servicios que tienen como destino final un consumidor. En Tsiakis
et al. (2001) definen una cadena de suministro como una red de instalaciones que
lleva a cabo funciones que van desde la obtencio´n de materiales, la transformacio´n
de e´stos en productos intermedios y terminados, hasta la distribucio´n de productos
a los clientes.
Definir que´ es la administracio´n de una cadena de suminstro (en ingle´s: supply
chain management) es una tarea ma´s compleja. En Melo et al. (2009) la definen como
el proceso de planeacio´n, implementacio´n y control de las operaciones de la cadena
de suministro de una forma eficiente. La administracio´n de la cadena de suministro
abarca todos los movimientos y almacenamiento de materia prima, productos en
proceso de inventario, y productos terminados desde el punto de origen hasta el
punto de consumo.
T´ıpicamente una cadena de suministro se compone de proveedores, lugares de
produccio´n, instalaciones de almacenamiento y clientes, una representacio´n gra´fica
de e´sto se muestra en la Figura 2.1. La complejidad de la cadena usualmente se
relaciona con el nu´mero de niveles que e´sta incorpora; a los lugares en donde se
almacena el inventario se les conoce como niveles (en ingle´s: echelons).
Las actividades de planeacio´n en una cadena de suministro se clasifican de
acuerdo al horizonte de planeacio´n, (Fleischmann y Meyr, 2003) en decisiones
operacionales (corto plazo), ta´cticas (mediano plazo) y estrate´gicas (largo plazo).
A continuacio´n se describen brevemente cada una de ellas, ejemplificando algunas
de las decisiones que suelen tomarse en cada tipo de actividad.
Estrate´gicas: El intervalo de planeacio´n en esta etapa es de varios an˜os. En e´sta
se toman decisiones referentes a la localizacio´n de los sitios de produccio´n,
las bodegas, y el disen˜o de las a´reas geogra´ficas para los clientes, entre otras.
Tambie´n se decide la capacidad de las instalaciones as´ı como los medios de
transporte a utilizar.
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Proveedores de 
materia prima
Centros de 
manufactura
Centros de Bodegas
distribucio´n
Figura 2.1: Esquema general de una cadena de suministro
Ta´cticas: El intervalo de planeacio´n es inmediato (semanas o meses), en esta etapa
se toman decisiones a corto plazo. Existe gran cantidad de a´reas como las activi-
dades de planeacio´n de requerimientos y compra de materiales, planeacio´n de la
produccio´n, planeacio´n y secuenciacio´n de tareas, planeacio´n de la distribucio´n
y transporte de los productos, satisfaccio´n y planeacio´n de la demanda.
Operacionales: Dada la estructura de la cadena de suministro, la planeacio´n de
actividades operacionales busca satisfacer los prono´sticos de la demanda so-
bre un tiempo de planeacio´n de mediano plazo, por ejemplo frecuentemente
corresponden a una determinada estacio´n del an˜o. En esta etapa no so´lo se
realiza un balance entre los prono´sticos de la demanda con las capacidades
disponibles de las instalaciones, sino que tambie´n se asignan las demandas a
ciertos sitios con la finalidad de evitar cuellos de botella. Es posible adema´s in-
corporar actividades de produccio´n por lote para satisfacer los requerimientos
de las demandas, etce´tera.
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2.2 Cadena de suministro: me´todos de solucio´n
Las metodolog´ıas de solucio´n que se han empleado para resolver problemas
de disen˜o de cadena de suministro suelen categorizarse por el tipo de solucio´n
que obtienen. Si se desea encontrar la solucio´n o´ptima del problema se emplean
metodolog´ıas exactas, incluso cuando el tiempo computacional requerido para re-
solverlo incremente considerablemente. Si lo que se desea es encontrar una “buena”
solucio´n dentro de un tiempo de co´mputo razonable se emplean te´cnicas aproximadas
como las heur´ısticas o metaheur´ısticas.
2.2.1 Metodolog´ıas exactas
Se distinguen dos categor´ıas para obtener la solucio´n exacta a un problema de
disen˜o de cadena de suministro:
Uso de un software de propo´sito general Una alternativa para resolver los mo-
delos para problemas de disen˜o de cadena de suministro, generalmente de pro-
blemas enteros–mixtos, es hacer uso de un software de programacio´n matema´tica,
siendo cplex (ILOG, 2008) la opcio´n ma´s utilizada.
Uso de algoritmos especializados Las te´cnicas como ramificacio´n y acotamien-
to, ramificacio´n y corte, generacio´n de columnas y me´todos de descomposicio´n
son las metodolog´ıas que prevalecen. Lo ma´s usual es la aplicacio´n de me´to-
dos de ramificacio´n y acotamiento combinado con relajacio´n lagrangeana o
procedimientos heur´ısticos para la obtencio´n de cotas.
Los problemas de optimizacio´n en el a´rea de disen˜o de cadena de suministro se
vuelven ma´s complejos conforme aumenta el nu´mero de decisiones del tipo estrate´gi-
co, por ejemplo, cuando las decisiones de ubicacio´n/localizacio´n de instalaciones se
realizan en ma´s de un nivel en la cadena el nu´mero de variables discretas aumen-
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ta, y esto conlleva a modelos ma´s complejos, por lo que la solucio´n de e´stos puede
realizarse solamente a trave´s de te´cnicas heur´ısticas o metaheur´ısticas.
2.2.2 Metodolog´ıas aproximadas
Como metodolog´ıas de solucio´n aproximada para problemas mono–objetivo
(Melo et al., 2009), lo ma´s usual ha sido la relajacio´n lagrangeana combinada con
heur´ısticas, heur´ısticas basadas en relajacio´n lineal, y metaheur´ısticas. A continua-
cio´n se describen de forma general los tres grupos de heur´ısticos constructivos, de
mejora y los mixtos. Posteriormente se describen dos de los metaheur´ısticos que
sera´n importantes en el desarrollo de este trabajo.
2.2.2.1 Heur´ısticos
Debido a la existencia de algunos problemas combinatorios importantes con
un gran intere´s pra´ctico dif´ıciles de resolver, surgen me´todos que permiten ofrecer
posibles soluciones (no necesariamente o´ptimas) en un tiempo de co´mputo razonable.
Este tipo de estrategias se denominan me´todos heur´ısticos.
De acuerdo con Zanakis y Evans (1981), los heur´ısticos se definen como “pro-
cedimientos simples, a menudo basados en el sentido comu´n, que se supone ofrecera´n
una buena solucio´n (aunque no necesariamente la o´ptima) a problemas dif´ıciles, de
un modo fa´cil y ra´pido”.
Los algoritmos heur´ısticos pueden clasificarse de forma general en tres grupos:
Algoritmos constructivos:
En el procedimiento constructivo se va an˜adiendo un elemento a la vez, hasta
obtener la solucio´n completa. En cada iteracio´n se dispone de una solucio´n
parcial. Un elemento que pueda seleccionarse como parte de e´sta se llama
elemento candidato. Para determinar cua´l de e´stos seleccionar, generalmente
se hace uso de una funcio´n, que mide la contribucio´n local de cada elemento
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en la solucio´n parcial. Una eleccio´n miope ser´ıa agregar el elemento con el
mejor valor de esa funcio´n.
Una clase particular de los algoritmos constructivos son los aleatorizados, los
cuales tienen como propo´sito aportar mayor diversidad de soluciones. Existen
varias maneras de introducir aleatoriedad a un procedimiento constructivo.
Una de e´stas es usar una Lista Restringida de Candidatos (LRC). E´sta se
conforma de los elementos candidatos con las mejores evaluaciones de la funcio´n
miope. El siguiente candidato a ser agregado a la solucio´n se selecciona al
azar de dicha lista, la cual puede consistir de un nu´mero fijo de elementos o
elementos con los valores de la funcio´n miope dentro de un rango dado. El
pseudoco´digo de un procedimiento constructivo a´vido, aleatorio y adaptativo,
se muestra en el Algoritmo 2.1.
Algoritmo 2.1. ConstructivoAvidoAleatorio
input : Instancia
output: solucio´n completa S
{∅} ← S;
while No se tenga una solucio´n completa S do
Evaluar los elementos candidatos de acuerdo a la funcio´n miope;
Hacer una LRC a partir de los valores de la funcio´n miope;
Seleccionar un elemento s en forma aleatoria de la LRC;
Agregar el elemento s a la solucio´n parcial S = S ∪ {s};
Adaptar la funcio´n miope incluyendo s en la solucio´n S;
Algoritmos de mejora:
Un algoritmo de mejora comu´nmente utilizado es la bu´squeda local. Este me´to-
do se basa en la idea de explorar para una solucio´n s0 sus soluciones “vecinas”.
Estas soluciones conforman el vecindario o entorno N (s0) de la solucio´n, las
cuales se generan a partir de pequen˜os cambios en s0. El proceso consiste en
ir pasando de una solucio´n a otra vecina que sea mejor, lo cual estara´ deter-
minado por la evaluacio´n de la funcio´n que se emplee para medir el cambio.
Las maneras ma´s usuales de seleccionar la solucio´n vecina son explorar todo el
vecindario y quedarse con la mejor solucio´n (mayor descenso), o buscar y se-
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leccionar la primera que mejora la solucio´n actual (primer descenso). Despue´s
de realizar el movimiento, a partir de la nueva solucio´n se genera y explora su
entorno de soluciones vecinas. El proceso continu´a hasta que no hay mejora en
el conjunto de soluciones vecinas de la solucio´n actual.
Algoritmos mixtos
Los algoritmos mixtos son los que resultan de aplicar un me´todo constructivo
seguido de un algoritmo de mejora.
2.2.2.2 Metaheur´ısticos
Otra de las metodolog´ıas recientes para encontrar soluciones aproximadas a
problemas complejos de optimizacio´n combinatoria son los metaheur´ısticos.
Segu´n Glover y Laguna (1997) “Metaheur´ıstica se refiere a una estrategia maes-
tra que gu´ıa y modifica otras heur´ısticas para producir soluciones ma´s alla´ de aquellas
que normalmente se generan en una bu´squeda de o´ptimos locales”.
En la actualidad hay varias metaheur´ısticas que han resultado ser exitosas en
la solucio´n de muy variados problemas pra´cticos. Se procede a explicar dos de ellos:
grasp y bu´squeda tabu´ por ser los que se utilizara´n en el presente trabajo.
Un procedimiento de bu´squeda miope, aleatorizado y adaptativo (grasp por
sus siglas en ingle´s Greedy Randomized Adaptative Search Procedure (Feo y Resende,
1995)), es una metaheur´ıstica para encontrar soluciones aproximadas a problemas
de optimizacio´n combinatoria. Se basa en la premisa de que soluciones inciales y
de buena calidad juegan un papel importante en el e´xito de me´todos locales de
bu´squeda.
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GRASP
El grasp es un me´todo multi–arranque en el que cada iteracio´n aporta una
solucio´n al problema. Cada iteracio´n consiste en la construccio´n de una solu-
cio´n miope, aleatorizada y adaptativa, seguida de una bu´squeda local usando
la solucio´n construida como el punto inicial de la bu´squeda local. La mejor
solucio´n encontrada sobre todas las iteraciones grasp sera´ la solucio´n final
aportada. El pseudoco´digo general de un procedimiento grasp se describe en
el Algoritmo 2.2.
Algoritmo 2.2. grasp
input : Instancia
output: Mejor solucio´n completa encontrada S
repeat
Constructivo();
BusquedaLocal(S);
Actualizar la mejor solucio´n encontrada;
until Se satisfaga el criterio de parada;
La medida se dice miope porque no tiene en cuenta que´ ocurrira´ en itera-
ciones sucesivas al realizar la eleccio´n de un elemento para incorporarse en
la solucio´n parcial, sino que u´nicamente considerara´ lo que pase en esa
iteracio´n.
El heur´ıstico es adaptativo si la evaluacio´n de un elemento depende de los
elementos previamente inclu´ıdos en la solucio´n. Y finalmente, es aleatorizado
porque no selecciona el mejor candidato segu´n la funcio´n miope adaptativa,
sino que se elige de forma aleatoria de entre los elementos que conforman la
lista restringida de candidatos. La aleatoriedad sirve como un mecanismo de
diversificacio´n.
Como no hay garant´ıa de que la solucio´n generada en la fase de construccio´n
del grasp sea un o´ptimo local se aplica un algoritmo de bu´squeda local con la
finalidad de buscar soluciones localmente o´ptimas en el espacio de soluciones.
Esta fase depende del problema concreto que se trabaje, lo que se busca es
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definir vecindades alrededor de una solucio´n dada y realizar movimientos hasta
obtener un o´ptimo local dentro de esta vecindad.
Los me´todos basados en bu´squeda por entornos buscan sobrellevar los inconve-
nientes de la bu´squeda local, los cuales dependen de una solucio´n inicial y convergen
a mı´nimos locales que no son globales. Para salir de esos mı´nimos locales deber´ıan
permitirse movimientos que empeoren de forma momenta´nea la solucio´n actual, pero
que a la larga permita encontrar una solucio´n con un mejor valor de la funcio´n obje-
tivo. Un procedimento muy conocido que emplea las ideas anteriores es la bu´squeda
tabu´, que a continuacio´n se describe.
Bu´squeda tabu´
La bu´squeda tabu´ es el principal metaheur´ıstico dentro de lo que se conoce
como programacio´n mediante memoria adaptativa, lo cual se refiere a me´todos
de bu´squeda por entornos que utilizan informacio´n acerca de los movimientos
realizados con anterioridad. La bu´squeda tabu´ permite moverse a una solu-
cio´n del entorno aunque no sea tan buena como la actual, de modo que se
pueda escapar de o´ptimos locales y continuar estrate´gicamente la bu´squeda de
soluciones au´n mejores. Para evitar que el proceso vuelva a un o´ptimo local
anteriormente visitado, los principales atributos de cada solucio´n visitada son
almacenados en una lista (lista tabu´) durante un determinado nu´mero de itera-
ciones, lo cual se denomina “permanencia tabu´”. Un elemento del vecindario de
la solucio´n actual es declarado como tabu´, si alguno de sus atributos esta´ en la
lista tabu´. El pseudoco´digo de un procedimiento de bu´squeda tabu´ se describe
en el Algoritmo 2.3.
La bu´squeda tabu´ se caracteriza por una variedad de estrategias destinadas a
mejorar la bu´squeda, por ejemplo, la intensificacio´n, que permite concentrar la
bu´squeda en las zonas prometedoras; la diversificacio´n que permite desplazarse
hacia zonas no exploradas; la oscilacio´n estrate´gica, que permite visitar zonas
infactibles temporalmente; o el reencadenamiento de trayector´ıas, que permite
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Algoritmo 2.3. BusquedaTabu
input : Instancia, para´metro de permanencia tabu´
output: La solucio´n S mejorada
S∗ ← Solucio´n inicial;
while No se cumpla el criterio de paro do
for S ∈ N (S) do
Elegir el mejor elemento del vecindario;
if S no contiene elementos tabu´ o f(S) < f(S∗) then
Hacer S∗ ← S;
Poner–Quitar etiquetas tabu´ ;
combinar soluciones. En Glover y Laguna (1997); Melia´n y Glover (2007) se
describen con ma´s detalle e´stos y otros aspectos relacionados a la bu´squeda
tabu´.
Histo´ricamente, los investigadores se han concentrado en algunos aspectos de
disen˜o de sistemas de distribucio´n sin considerar la cadena de suministro en su con-
junto (Klose y Drexl, 2005), es decir, consideran aspectos para determinar la mejor
configuracio´n posible de la cadena de suministro, dejando de lado otros aspectos
importantes como los relacionados a la adquisicio´n de producto, produccio´n, inven-
tario, distribucio´n y ruteo (Cordeau et al., 2006). Asimismo, los modelos en los que
se considera la incertidumbre son muy escasos, aunque la incorporacio´n de e´sta con-
lleve a uno de los problemas ma´s desafiantes e importantes dentro de los problemas
de disen˜o de cadena de suministro como bien lo sen˜ala Sabri y Beamon (2000). En
la literatura, las fuentes de incertidumbre suelen presentarse en las demandas de los
clientes, el tipo de cambio monetario, los tiempos de viaje, las cantidades de retorno
en los problemas de log´ıstica inversa, los plazos de los tiempos de entrega, los costos
de env´ıo y los costos por mantener inventario.
Cuando algu´n para´metro en el problema se representa mejor considera´ndolo
como una variable aleatoria, resulta conveniente estudiar el problema de acuerdo a
la teor´ıa de la optimizacio´n bajo incertidumbre.
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2.3 Optimizacio´n bajo incertidumbre
Las decisiones de disen˜o en redes de cadena de suministro son generalmente
costosas y dif´ıciles de revertir (Snyder, 2003), adema´s de que su impacto general-
mente se ve reflejado en un horizonte de tiempo lejano. Sin embargo, usualmente
los modelos de disen˜o de cadena de suministro han sido tratados como si se tuviera
certidumbre de todos los para´metros involucrados, aunque algunas de las estima-
ciones de e´stos podr´ıan ser inadecuadas debido a predicciones deficientes, errores de
medicio´n, cambios en los patrones de demanda u otros factores. Inclusive si todos los
para´metros fueran conocidos con certeza, el sistema podr´ıa verse afectado por otro
tipo de posibles interrupciones, como inclemencias del tiempo o acciones laborales.
De acuerdo con Kouvelis y Yu (1997) la mejor manera de manejar la incer-
tidumbre y tomar decisiones es aceptar que esta´ presente, hacer un gran esfuerzo
por estructurarla, entenderla, y finalmente, hacerla parte del proceso de toma de
decisiones. Se distinguen dos pasos en la incorporacio´n de incertidumbre que a con-
tinuacio´n se describen.
1. Primer paso para incorporar incertidumbre: consiste en determinar el enfoque
apropiado para tratar los para´metros con incertidumbre. Estos enfoques han
seguido una variedad de filosof´ıas de modelacio´n, entre ellas, la minimizacio´n
del valor esperado, la minimizacio´n de desviaciones con respecto a ciertas
metas, la minimizacio´n de costos ma´ximos, entre otros.
Los enfoques principales para tratar la optimizacio´n bajo incertidumbre se
listan a continuacio´n.
Programacio´n estoca´stica
Algunos para´metros son considerados como variables aleatorias con dis-
tribuciones de probabilidad conocidas. Se subdivide en las siguientes ca-
tegor´ıas:
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Programacio´n con re–curso (en ingle´s: recourse)
i) Programacio´n estoca´stica lineal
ii) Programacio´n estoca´stica entera
iii) Programacio´n estoca´stica no lineal
iv) Programacio´n estoca´stica robusta
Programacio´n difusa
Busca soluciones considerando algunas variables como nu´meros difusos.
Se subdivide en las siguientes categor´ıas:
a) Programacio´n flexible
b) Programacio´n posibil´ıstica
Programacio´n estoca´stica dina´mica
La programaco´n estoca´stica dina´mica incluye aplicaciones de programacio´n
dina´mica las cuales pueden encontrarse escencialmente en aplicaciones de
toma de decisio´n con mu´ltiples etapas.
2. Segundo paso para incorporar incertidumbre: consiste en determinar la repre-
sentacio´n adecuada de los para´metros con incertidumbre. En el enfoque de
programacio´n estoca´stica pueden aplicarse dos metodolog´ıas diferentes para
representar la incertidumbre:
Enfoque basado en escenarios (en ingle´s scenario based approach)
La incertidumbre se describe por un conjunto de escenarios que preveen el
efecto que podr´ıa tener la incertidumbre en el futuro. Por cada escenario
el tomador de decisiones asocia un nivel de probabilidad representando
sus expectativas de ocurrencia. La ventaja de esta metodolog´ıa es que no
hay una limitacio´n por la cantidad de para´metros que se consideren con
incertidumbre, lo que a su vez representa una desventaja en s´ı misma pues
las dimensiones del problema crecen considerablemente.
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Enfoque basado en distribuciones (en ingle´s distribution based approach)
Se aplica so´lo donde puede anticiparse un rango posible de futuras realiza-
ciones. La ventaja de esta metodolog´ıa es que al asignarle una funcio´n de
distribucio´n de probabilidad al rango continuo de posibles consecuencias,
la necesidad de predecir escenarios se elimina. Sin embargo, la compleji-
dad de aplicar funciones de distribucio´n limita el nu´mero de para´metros
considerados con incertidumbre (Mirzapour Al-e-hashem et al., 2011).
Es importante hacer notar que el enfoque de la programacio´n estoca´stica
se centra en la optimizacio´n del valor esperado de alguna medida de desempen˜o
(por ejemplo el costo) sobre un conjunto de posibles escenarios considerados para
los para´metros aleatorios. Podr´ıa esperarse que el sistema se comporte de manera
o´ptima al considerar la media de los para´metros aleatorios. Sin embargo, el sistema
podr´ıa comportarse inadecuadamente para una realizacio´n particular de los esce-
narios, por ejemplo, el caso del peor escenario. Para manejar el compromiso entre
el costo esperado y su variabilidad en los modelos de programacio´n estoca´stica, se
propuso el concepto de Optimizacio´n Estoca´stica Robusta (Mulvey et al., 1995). El
objetivo de este enfoque es encontrar una solucio´n robusta que se desempen˜e bien
para todas las posibles realizaciones de los datos inciertos.
2.3.1 Optimizacio´n estoca´stica robusta
En Mulvey et al. (1995) se presenta la definicio´n de optimizacio´n robusta co-
mo un enfoque novedoso, que integra formulaciones de programacio´n por metas con
una descripcio´n de los datos basada en escenarios, para resolver problemas de pro-
gramacio´n estoca´stica. Fundamentalmente, la Optimizacio´n Robusta involucra dos
tipos de robustez.
O´ptima–robusta: una solucio´n a un programa matema´tico es robusta con respec-
to a optimalidad si permanece cerca del o´ptimo del modelo para cualquier
escenario.
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Factible–robusta: una solucio´n es robusta con respecto a factibilidad si permanece
factible para cualquier realizacio´n de escenarios.
La optimizacio´n robusta representa la incertidumbre a trave´s de un conjunto de
escenarios. El enfoque por escenarios tiene dos inconvenientes principales, e´stos son,
la identificacio´n y la cantidad de escenarios a considerar, sin embargo este enfoque
generalmente provee modelos ma´s tratables y adema´s tienen la ventaja de permitir
que los para´metros sean estad´ısticamente dependientes. Muchas veces la dependencia
es necesaria a la hora de modelar la realidad (Snyder, 2003) ya que, por ejemplo, las
demandas son a menudo correlacionadas a trave´s de periodos de tiempo o regiones
geogra´ficas, y los costos se correlacionan frecuentemente entre proveedores.
La optimizacio´n robusta tiene como meta encontrar una solucio´n que se de-
sempen˜e bien bajo cualquier realizacio´n posible de los para´metros aleatorios. En
general, una solucio´n al problema de optimizacio´n robusta no sera´ o´ptima para cada
uno de los escenarios involucrados, pero se desempen˜ara´ bien para el peor de los
casos. La definicio´n referente a “desempen˜ar bien” var´ıa en dependencia de la apli-
cacio´n, as´ı como de la eleccio´n de una medida apropiada para medir la robustez del
sistema en el proceso del modelado.
El enfoque de la optimizacio´n robusta se extiende al enfoque de la optimizacio´n
estoca´stica reemplazando el objetivo tradicional de minimizar el valor esperado, por
uno que expl´ıcitamente se dirija a la variablidad del costo. En Mulvey et al. (1995)
se presentan algunas ventajas y desventajas entre la programacio´n estoca´stica y la
optimizacio´n robusta.
2.3.1.1 Esquema general de un modelo de optimizacio´n robusto
En Mulvey et al. (1995) se presenta el esquema general del modelo de opti-
mizacio´n robusto el cual tiene la siguiente estructura general:
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min ctx+ dty
x ∈ Rn1, y ∈ Rn2
sujeto a:
Ax = b
Bx+Cy = e
x ≥ 0, y ≥ 0
(2.1)
Las ecuacionesAx = b denotan las restricciones estructurales cuyos coeficientes
son fijos y libres de ruido. Las ecuaciones Bx+Cy = e denotan las restricciones de
control, sus coeficientes esta´n sujetos a ruido.
El modelo tiene dos componentes distintas, una libre de incertidumbre y la
otra sujeta a ella:
x ∈ Rn1 Denota el vector de las variables de dise~no cuyo valor o´ptimo no
esta´ condicionado a la realizacio´n de los para´metros inciertos. Las variables
de este conjunto no pueden ajustarse una vez que se ha observado una reali-
zacio´n espec´ıfica de los datos aleatorios.
y ∈ Rn2 Denota el vector de las variables de control, las cuales esta´n sujetas
a ajuste una vez que los para´metros inciertos son observados. Su valor o´ptimo
depende tanto de la realizacio´n de los para´metros inciertos, como del valor
o´ptimo de las variables de dise~no.
La terminolog´ıa de variables de dise~no y control proviene del ana´lisis de
flexibilidad de los procesos de produccio´n y distribucio´n. Las variables de dise~no
determinan la estructura del proceso y el taman˜o de los mo´dulos de produccio´n.
Las variables de control se usan para ajustar el modo y nivel de produccio´n en
respuesta a interrupciones en el proceso, cambios en la demanda, etce´tera.
Para definir un problema de optimizacio´n robusta se introduce un conjunto de
escenarios Ω = {1, 2, 3, . . . , S}. Con cada escenario s ∈ Ω se asocia el conjunto de
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realizaciones para los coeficientes de las restricciones de control {ds, Bs, Cs, es}, y la
probabilidad de cada escenario ps (
∑S
s=1 ps = 1).
La solucio´n o´ptima al problema de programacio´n matema´tica sera´ robusta
respecto a optimalidad, si e´sta permanece cercana al o´ptimo para cada realizacio´n
del escenario s ∈ Ω. La solucio´n es tambie´n robusta respecto a factibilidad si e´sta
permanece casi factible para cualquier realizacio´n de s. Las nociones de “cercano” y
“casi” se precisan con la eleccio´n de normas.
Es poco probable que alguna solucio´n al modelo matema´tico permanezca tanto
factible como o´ptima para todos los escenarios. Por lo cual se hace necesario un
modelo que permita medir el compromiso entre una solucio´n y un modelo robusto.
El conjunto de variables de control que se introduce para cada escenario
s ∈ Ω, se representa vectorialmente como {y1, y2, . . . , ys}. Es necesario adema´s in-
troducir un conjunto de vectores de error, que medira´n la infactibilidad permitida
en las restricciones de control bajo el escenario s, {z1, z2, . . . , zs}.
La formulacio´n del modelo de optimizacio´n robusto ser´ıa el siguiente:
min σ(x, y1, y2, . . . , ys) + ωρ(z1, z2, . . . , zs)
sujeto a:
Ax = b
Bsx+Csys + zs = es ∀ s ∈ Ω
x ≥ 0, ys ≥ 0 ∀s ∈ Ω
(2.2)
Para explicar el primer te´rmino de la funcio´n objetivo σ(x, y1, y2, . . . , ys), ob-
se´rvese que con mu´ltiples escenarios la funcio´n objetivo ξ = ctx+ dty se transforma
en una variable aleatoria que toma el valor ξs = c
tx+dtsys con probabilidad ps, y por
esto ya no hay un solo valor para una funcio´n objetivo agregada. Podr´ıa emplearse
entonces el valor esperado σ(·) =
∑
s∈Ω psξs, la cual es la funcio´n empleada en
formulaciones de programacio´n estoca´stica lineal. O bien, si se estuviera interesado
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en el ana´lisis del peor de los casos, el modelo minimizar´ıa el ma´ximo valor de la
variable aleatoria, donde la funcio´n objetivo estar´ıa definida por σ(·) = ma´xs∈Ω ξs.
Una novedad de la optimizacio´n robusta es que permite la introduccio´n de
momentos ma´s altos de la distribucio´n de ξs en el modelo de optimizacio´n. Podr´ıa
introducirse, por ejemplo, una funcio´n de utilidad que incorpore un compromiso
entre el valor esperado y su variabilidad.
El segundo te´rmino de la funcio´n objetivo ρ(z1, zs, . . . , zs) es una funcio´n de
penalidad de factibilidad, y se emplea para penalizar las violaciones de las restric-
ciones de control sobre alguno de los escenarios. El modelo presentado toma la forma
de un objetivo multi–criterio. El primer te´rmino mide la robustez en la optimalidad
mientras que el te´rmino de la penalidad es una medida de la robustez del modelo.
La programacio´n por metas ponderadas emplea los pesos ω para derivar un espectro
de respuestas que son soluciones compromiso en el modelo robusto.
La eleccio´n de la funcio´n de penalidad esta´ en dependencia del problema y
por lo tanto tiene implicaciones en el algoritmo de solucio´n. Por ejemplos para
problemas en donde las violaciones tanto positivas como negativas de las restric-
ciones de igualdad son ambas indeseables, puede emplearse una funcio´n de penali-
dad cuadra´tica como ρ(z1, z2, . . . , zs) =
∑
s∈Ω psz
t
szs. O bien, la funcio´n de penalidad
ρ(z1, z2, . . . , zs) =
∑
s∈Ω psma´x{0, zs} aplica cuando en restricciones de control de
desigualdad so´lo son de intere´s violaciones positivas.
En los problemas tradicionales de disen˜o de cadena de suministro, la mini-
mizacio´n del costo o la maximizacio´n de la ganancia han sido los objetivos ma´s
considerados (Melo et al., 2009). Sin embargo, la habilidad de responder a los re-
querimientos del cliente es una de las funciones ba´sicas dentro de los problemas de
cadena de suministro. Por lo tal, cuestiones como “servicio al cliente” deben ser
tambie´n consideradas cuando se formulan problemas de este tipo, incluso cuando en
ocasiones es dif´ıcil cuantificarlo econo´micamente en la funcio´n objetivo. Usualmente
los disen˜os que aportan mayor beneficio econo´mico repercuten en bajos niveles de
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satisfaccio´n de servicio al cliente, por lo cual, e´stos tienden a ser objetivos en conflic-
to. Es por ello que es recomendable abordar estos problemas bajo la perspectiva de la
optimizacio´n multi–objetivo. En la problema´tica de este trabajo, se consideran dos
objetivos, uno atendiendo el cara´cter econo´mico y otro relacionado a la satisfacio´n
del servicio al cliente, por lo que a continuacio´n se describen algunos conceptos im-
portantes relacionados a la optimizacio´n multi–objetivo, as´ı como los me´todos en los
que suele clasificarse la solucio´n de este tipo de problemas.
2.4 Optimizacio´n multi–objetivo
La programacio´n multi–objetivo es el a´rea de la programacio´n matema´tica que
trata los problemas en donde para ma´s de una funcio´n objetivo se requiere evaluar
el me´rito de las decisiones alternativas, en una solucio´n e´ste se representa por un
vector de valores de las funciones objetivo (Ehrgott, 2000). Este problema se define
formalmente de la siguiente manera:
min (f1(x), f2(x), . . . , fp(x))
sujeto a:
x ∈ X
(2.3)
donde x = (x1, x2, . . . , xn) son las variables de decisio´n, X es el conjunto de las
soluciones factibles. La imagen de X bajo F = (f1, f2, . . . , fp) se denota por Y =
F (X ) = {y ∈ Rp : y = F (x) para alguna x ∈ X} esto es, la imagen del conjunto
factible en el espacio de los objetivos.
Dado que no es posible saber cua´ndo una solucio´n es mejor que otra cuando
se tiene ma´s de una funcio´n objetivo, ya que no hay orden completo en el espacio
de los objetivos Y , la optimizacio´n multi–objetivo introduce el concepto de eficien-
cia desarrollado por Vilfredo Pareto en 1896. Esencialmente, al tener objetivos en
conflicto correlacionados negativamente, la eficiencia de la solucio´n a un problema
multi–objetivo significa que un objetivo no puede ser mejorado sin deteriorar otro, de
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ah´ı que la solucio´n al problema no sea un u´nico punto sino, en general, un conjunto
de soluciones.
La nocio´n de optimalidad comu´nmente aceptada para problemas multi–objetivo
es la conocida como optimalidad de Pareto (Pareto, 1896):
Definicio´n 2.1 Dados dos puntos y, y′ ∈ Y, se dice que y se prefiere a y′ si
yi ≤ y′i, ∀ i = 1, . . . , p y existe al menos un j ∈ {1, . . . , p} tal que yj < y
′
j.
Claramente, Pareto provee un orden parcial, as´ı que no es posible seleccionar
una solucio´n que sea preferida sobre el resto de las soluciones, esto es, no es posible
encontrar “la solucio´n o´ptima”. Por lo tanto, el concepto de optimalidad deber´ıa
generalizarse de tal manera que ma´s de una solucio´n pueda ser considerada ideal
(o´ptima) en los problemas con mu´ltiples objetivos. Esta generalizacio´n se sigue de
la definicio´n de orden de Pareto y es conocida como Pareto eficiente.
Definicio´n 2.2 Una solucio´n xˆ ∈ X es eficiente o Pareto optimal si no existe otra
solucio´n x ∈ X tal que f(x) sea preferida a f(xˆ) de acuerdo con el orden de Pareto.
Esto es, xˆ ∈ X es eficiente si no hay otra solucio´n x ∈ X tal que fi(x) ≤ fi(xˆ), ∀ i =
1, . . . , p y al menos un j ∈ {1, . . . , p} tal que fj(x) < fj(xˆ).
Otras definiciones de intere´s, derivadas de lo anterior, se enuncian a continua-
cio´n:
Si xˆ es eficiente, f(xˆ) es llamado punto no dominado.
El conjunto de todas las soluciones eficientes xˆ ∈ X denotado por XE es
llamado conjunto eficiente.
El conjunto de todos los puntos no dominados yˆ = f(xˆ) donde xˆ ∈ XE , se
denota por YN es llamado conjunto de soluciones no dominadas.
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2.4.1 Optimizacio´n multi–objetivo: me´todos de solucio´n
Previo a la descripcio´n de los me´todos para resolver problemas de optimizacio´n
multi–objetivo se definira´n dos puntos de referencia que suelen utilizarse en las te´cni-
cas de solucio´n:
Punto ideal Se conforma a partir de la optimizacio´n de cada funcio´n objetivo por
separado. A partir de e´stos valores se conforma un vector que da lugar al punto
ideal, cada componente corresponde al valor o´ptimo de la funcio´n i-e´sima. Para
el caso de minimizar un problema con dos funciones objetivo el punto ideal se
conformar´ıa por las soluciones en las que los objetivos involucrados alcanzan
su valor mı´nimo (mı´n f1, mı´n f2).
Punto anti–ideal Tambie´n conocido como punto nadir, se obtiene a partir de los
peores valores que alcanzan las funciones objetivo de manera individual. En
correspondencia a lo establecido sobre el punto ideal para un problema de mi-
nimizar, el punto anti–ideal se conforma a partir de los valores que en ambas
funciones objetivo alcanzan su valor ma´ximo (ma´x f1, ma´x f2).
Este punto es poco atractivo para el tomador de decisiones pues inclusive no
satisfece la optimalidad de Pareto, sin embargo, es un punto muy conveniente
para poder normalizar objetivos medidos en diferentes unidades.
Los me´todos para resolver un problema de optimizacio´n multi–objetivo se clasi-
fican en dependencia de la interaccio´n que se tenga con el tomador de decisiones, la
cual puede ocurrir antes, despue´s o durante el transcurso de solucio´n del problema,
de manera que dentro de la literatura se distinguen fundamentalmente tres me´todos.
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Me´todos a priori
El tomador de decisiones expresa sus preferencias antes del proceso de solucio´n
y el problema de Optimizacio´n Multi–objetivo se transforma en un problema de
un solo objetivo. Subsecuentemente se emplea un me´todo cla´sico para resolver
este problema y encontrar la solucio´n o´ptima.
La programacio´n por metas y los me´todos lexicogra´ficos son dos ejemplos de
me´todos a priori (Ehrgott, 2000).
Me´todos a posteriori
Estos me´todos se centran en la optimizacio´n de todas las funciones objetivo
involucradas simulta´neamente. Primero se genera el conjunto de soluciones
eficientes del problema y al final, el tomador de decisiones elige de entre esas
soluciones la que ma´s se adecu´a a sus preferencias.
El me´todo de las ponderaciones y el me´todo de la ǫ–restriccio´n son ejemplos
de me´todos a posteriori. Ambos me´todos son simples y fa´cil de aplicar. En
la siguiente seccio´n se explicara´ con ma´s detalle en que´ consiste cada uno,
sen˜alando sus me´ritos y limitaciones.
Me´todos interactivos
La fase en la que el tomador de decisiones se involucra con el proceso de
toma de decisiones expresando sus preferencias es alternada con la fase de la
realizacio´n de los ca´lculos, usualmente el proceso converge despue´s de pocas
iteraciones a la solucio´n ma´s preferida. El tomador de decisiones usualmente
dirige la bu´squeda en base a sus respuestas hacia esa solucio´n.
2.4.2 Me´todos de solucio´n a posteriori
Me´todo de las ponderaciones En este me´todo a cada una de las funciones ob-
jetivo se les asocia un peso no negativo, para posteriormente proceder a la
agregacio´n de todos los objetivos. La optimizacio´n de dicha funcio´n agregada
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y ponderada genera para cada conjunto de pesos un punto eficiente. Sin em-
bargo, la parametrizacio´n de los pesos se realiza de forma arbitraria, lo cual
podr´ıa verse como un inconveniente.
Observaciones: Es usual suponer que la suma de los pesos generados para
cada funcio´n objetivo es igual a uno, de manera que las funciones de agre-
gacio´n ser´ıan lineales, como inconveniente ocurre que estas funciones no
pueden generar porciones no convexas de la frontera de Pareto a pesar
del uso de combinaciones de pesos. Las funciones de agregacio´n tambie´n
podr´ıan ser no lineales, por ejemplo, cuando se emplean distancias de tipo
no–lineal y e´stas s´ı son capaces de sobrellevar ese problema. Ambos tipos
de funciones han sido empleadas en algoritmos metaheur´ısticos obtenien-
do un e´xito relativo, sin embargo, la comunidad cient´ıfica que desarrolla
algoritmos metaheur´ısticos le ha prestado poco intere´s a las funciones de
agregacio´n (Caballero et al., 2007).
Me´todo de la ǫ–restriccio´n Uno de los me´todos ma´s utilizados para encontrar
un conjunto de soluciones o´ptimas de Pareto es el me´todo de la ǫ-restriccio´n.
El problema que minimiza p objetivos:
min
x∈X
(f1(x), . . . , fp(x))
se sustituye por el problema parametrizado de la ǫ-restriccio´n:
min
x∈X
fj(x)
sujeto a:
fk(x) ≤ ǫk, k = 1, . . . , p; k 6= j
(2.4)
donde ǫk son te´rminos independientes que al variarse parame´tricamente ira´n
generando el conjunto de soluciones eficientes. Las diferencias entre los valores
del punto “ideal” y el “anti–ideal” definen un invervalo de valores para cada
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objetivo, los cuales resultan de utilidad en el momento de parametrizar el
para´metro ǫk.
Marglin (1967) demostro´ que si en un problema multi–objetivo uno de los
objetivos se optimiza, es decir, se trata como funcio´n objetivo propiamente
dicha, mientras que al resto se les considera como restricciones parame´tricas,
entonces, para cada conjunto de valores que se de´ al vector ǫk, se generara´ un
punto eficiente.
Observaciones: Este me´todo es un potente generador de puntos eficientes,
sin embargo, una observacio´n importante es que e´ste garantiza la gene-
racio´n de soluciones eficientes so´lo cuando las restricciones parame´tricas
son activas en el o´ptimo, es decir, cuando la correspondiente variable de
holgura se hace cero y por tanto la restriccio´n se satisface como igualdad.
Por el contrario, si en el o´ptimo alguna de las restricciones parame´tricas
no es activa (es decir, se satisface como desigualdad) y adema´s existen
mu´ltiples o´ptimos, entonces la solucio´n generada por el me´todo podr´ıa no
ser eficiente.
Una dificultad pra´ctica que subyace a los me´todos generadores de puntos efi-
cientes previamente mencionados es que “se pasen por alto” algunos de los
puntos eficientes. La probabilidad de “perder puntos” disminuira´ si para el
me´todo de las ponderaciones, se reduce la escala de los pesos, o para el me´todo
de la ǫ–restriccio´n se aumenta el nu´mero de conjuntos de valores asignados
a los te´rminos independientes. No obstante, por detallado que sea el ana´lisis
parame´trico, nunca podra´ tenerse la certeza de no haber omitido algu´n pun-
to eficiente. Por lo cual, estas te´cnicas generadoras de puntos eficientes so´lo
garantizan aproximaciones al conjunto eficiente (Romero, 1993).
Programacio´n compromiso La idea ba´sica de la programacio´n compromiso con-
siste en utilizar el punto ideal como punto de referencia para el centro decisor,
ya que parecer´ıa lo´gico preferir un punto eficiente o zona del conjunto eficiente
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que se encuentre ma´s pro´xima a este punto. E´sta se apoya en el postulado
conocido como axioma de Zeleny: “Dadas dos soluciones posibles en el espacio
de los objetivos f1 y f2, la solucio´n preferida sera´ aquella que se encuentre ma´s
pro´xima al punto ideal” (Cochrane y Zeleny, 1973).
Dado el usual grado de conflicto entre dos objetivos, el punto ideal es inalcan-
zable, por lo que se hace necesario buscar soluciones compromiso. La progra-
macio´n compromiso se convierte en el siguiente problema de optimizacio´n, que
minimiza el grado de proximidad normalizado entre el objetivo j-e´simo y su
punto ideal:
min Lp =
[
n∑
i=1
w
p
j
(
f ∗j − fj(x)
f ∗j − f∗j
)p]1/p
sujeto a:
x ∈ X
donde f ∗j , f∗j representan el punto ideal y anti–ideal, respectivamente, wj de-
notan las preferencias que el centro decisior asocia a la discrepancia existente
entre la realizacio´n del objetivo j-e´simo y su ideal.
Obse´rvese que para la me´trica p =∞ se minimiza la ma´xima desviacio´n entre
todas las desviaciones individuales, es decir, en el proceso de minimizacio´n so´lo
influye la mayor desviacio´n. As´ı, cuando p = 1 o p =∞ se estara´n resolviendo
problemas lineales y para me´tricas distintas de e´stas, se hace necesario recurrir
a algoritmos de programacio´n matema´tica no lineales.
De acuerdo con Yu (1973), para problemas con dos objetivos, los puntos L1 y
L∞ definen un subconjunto de la frontera eficiente denominado por (Cochrane
y Zeleny, 1973) como conjunto compromiso. Las otras mejores soluciones com-
promiso pertenecen al conjunto acotado por dichos puntos.
Por u´ltimo vale la pena mencionar que la solucio´n asociada al punto L∞ es una
solucion bien equilibrada pues las discrepancias (ponderadas por los pesos wj
y normalizadas) entre el valor alcanzado por cada objetivo y sus respectivos
ideales son iguales (Ballestero y Romero, 1991).
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En Romero (1993) se describe de forma ma´s detallada los aspectos relacionados
a la programacio´n compromiso.
Algoritmos metaheur´ısticos Dentro de las metaheur´ısticas desarrolladas para
problemas multi–objetivo se distinguen dos grandes grupos de heur´ısticas, los
basados en bu´squeda por entornos y los basados en poblaciones. Un tercer
grupo se forma a partir de la hibridizacio´n de los dos anteriores y otras te´cni-
cas inspiradas en la Biolog´ıa u otras ciencias de la naturaleza. A continuacio´n
se describe a grandes rasgos cada uno de estos grupos. Ma´s detalles y trabajos
relacionados a cada uno de los grupos pueden consultarse en Caballero et al.
(2007).
Basados en bu´squedas por entornos Estos me´todos tienen en comu´n uti-
lizar una operacio´n ba´sica denominada movimiento que consiste en la
modificacio´n de caracter´ısticas o elementos de una solucio´n para crear
una serie de soluciones posibles que conforman el vecindario de dicha
solucio´n y de entre ellas se eligira´ un elemento para que pase a la siguien-
te iteracio´n.
En cuanto a los me´todos de bu´squeda tabu´ para problemas multi–objetivo
se abordan distintos enfoques, por ejemplo, agregar los criterios para
obtener un problema mono–objetivo y posteriormente resolverlo con bu´s-
queda tabu´. Lo que destacan son los enfoques de bu´squeda tabu´ que
contemplan el problema multi–objetivo como tal. En Caballero et al.
(2003) desarrollan una metaheur´ıstica multi–objetivo con procedimientos
de memoria adaptativa (moamp por sus sigla´s en ingle´s de Multiobjective
Metaheuristic using an Adaptive Memory Procedure) procedimiento en el
que se enmarca la metodolog´ıa de solucio´n planteada para la problema´tica
de este trabajo, por lo que sera´ descrito de forma detallada en la siguiente
subseccio´n.
Basados en poblaciones Los algoritmos evolutivos son heur´ısticos que uti-
lizan mecanismos de seleccio´n natural como motor de bu´squeda para
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resolver problemas. Destacan tres familias: la programacio´n evolutiva,
las estrategias de evolucio´n y los algoritmos gene´ticos. Dentro de e´stos
u´ltimos, existen los algoritmos basados en la optimalidad de Pareto y
que adema´s incorporan elitismo; en el sentido de la optimizacio´n multi–
objetivo, e´ste se refiere al uso de una poblacio´n externa para almacenar
todos los individuos no dominados encontrados hasta el momento. Un al-
goritmo representativo es el me´todo nsgaii (Deb et al., 2000) el cual es
un algoritmo gene´tico de ordenamiento no dominado.
Nuevas tendencias Existe adema´s una gran variedad de me´todos que combi-
nan los me´todos basados en poblaciones y los basados en bu´squedas por
entornos y que adema´s combinan me´todos que para problemas mono–
objetivo, han dado buenos resultados, ejemplo de ello es la bu´squeda
dispersa, la colonia de hormigas, el cu´mulo de part´ıculas, la evolucio´n
diferencial, los algoritmos culturales y los sistemas inmune artificial. Un
algoritmo representativo de esta a´rea es el de Molina et al. (2007) quienes
desarrollan una metaheur´ıstica basada en bu´squeda dispersa.
2.4.2.1 moamp: metaheur´ıstica multi–objetivo con un procedimiento
de memoria adaptativa
En Caballero et al. (2003) se describe un me´todo para resolver problemas
de optimizacio´n multi–objetivo el cual genera una aproximacio´n del conjunto de
soluciones eficientes. Se sustenta en las siguientes dos premisas.
1. Principio de proximidad: establece que en un entorno o vecindario de una
solucio´n eficiente se puede encontrar otra solucio´n eficiente.
2. Distancia L∞: establece que la solucio´n que minimiza la distancia L∞ al punto
ideal, es tambie´n eficiente.
El moamp se compone de tres fases que gradualmente ira´n conformando la
aproximacio´n a la curva de eficiencia, la cual se espera que contenga puntos dis-
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tribuidos tanto por las zonas en los que uno de los criterios es predominante como
por aquellas zonas caracterizadas por un equilibrio entre los distintos criterios.
Fase I: Se optimiza cada funcio´n objetivo por separado, tratando de encontrar pun-
tos eficientes cercanos a los extremos de la frontera de Pareto.
En un problema con p objetivos se realiza lo siguiente:
se parte de una solucio´n inicial arbitraria y se aplica una bu´squeda tabu´ para
optimizar so´lo f1,
con el punto final obtenido de la bu´squeda anterior se enlaza otra bu´sque-
da tabu´ para la optimizacio´n de f2, y as´ı sucesivamente hasta completar
p bu´squedas tabu´,
finalmente, a partir del u´ltimo punto obtenido de la bu´squeda anterior
se enlaza una u´ltima bu´squeda optimizando la primer funcio´n f1 comple-
tanto as´ı p+ 1 bu´squedas.
El proceso de las bu´squedas mencionadas anteriormente puede visualizarse de
forma gra´fica en la Figura 2.2.
x2
x1
min f1
Solucio´n inicial arbitraria
min f2
min f1
x′1
Figura 2.2: Fase I del moamp con dos objetivos para un problema de minimizacio´n
Durante la ejecucio´n de las bu´squedas tabu´ se van visitando puntos, todos
e´stos se evalu´an para verificar si son puntos eficientes.
Al terminar la fase I se tendra´n las aproximaciones a los extremos de la curva
de eficiencia y tambie´n, posibles puntos eficientes intermedios, esto es, puntos
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encontrados en los trayectos de las bu´squedas que van desde un extremo del
frente de Pareto a otro.
Fase II: Se buscan puntos adicionales dentro de la curva de eficiencia que repre-
sentan un buen compromiso entre los distintos objetivos considerados. Esto
se hace a trave´s de bu´squedas tabu´ enlazadas, es decir, bu´squedas en las que
su punto de partida es el punto final obtenido de la bu´squeda tabu´ anterior.
La funcio´n que gu´ıa estas bu´squedas es una funcio´n compromiso que sopesa
las funciones objetivo involucradas. Ma´s adelante, se describira´ con detalle la
definicio´n de dicha funcio´n.
Nuevamente durante las bu´squedas se visitan puntos, los cuales deben ser
evaluados para determinar cua´les son soluciones eficientes.
Al terminar la fase II se tendra´ una aproximacio´n a la curva de eficiencia que
incluye puntos que representan un buen equilibrio entre los objetivos conside-
rados.
Fase III: Una vez que se obtiene la muestra de puntos eficiente se intensifica la
bu´squeda sobre cada uno de ellos explorando sus vecinos buscando nuevos
puntos eficientes. Esto se basa en la premisa de que en las vecindades de las
soluciones eficientes se encuentran otras soluciones eficientes.
No´tese que en esta fase la dominancia entre dos soluciones de acuerdo a la
optimalidad de Pareto, es quien gu´ıa el proceso de bu´squeda.
Al terminar la fase III se obtiene una mejor aproximacio´n a la curva de eficien-
cia, la cual se espera sea un frente de Pareto bien distribuido y diversificado.
Las bu´squedas tabu´ que fueron referidas en la fase II del moamp tienen como
propo´sito localizar puntos adicionales en el interior de la curva de eficiencia, para
lo cual se utilizara´ una te´cnica de la programacio´n compromiso que minimiza la
distancia L∞ al punto ideal. Entonces, para una solucio´n S, la funcio´n que define la
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bu´squeda se define como
Fλ(S) = ma´x
{
λ
f1(S)− fmı´n1
fma´x1 − f
mı´n
1
, (1− λ)
f2(S)− fmı´n2
fma´x2 − f
mı´n
2
}
, con λ ∈ (0, 1) (2.5)
donde fmı´ni y f
ma´x
i con i = 1, 2 representan respectivamente los valores mı´nimo y
ma´ximo encontrados para fi(S) en el conjunto de soluciones no dominadas.
Recue´rdese que una de las premisas del moamp es que si un punto minimiza la
distancia L∞ normalizada al punto ideal, entonces es un punto eficiente. Obse´rvese
precisamente que la funcio´n Fλ representa esta distancia ponderada por λ y (1−λ).
Se ha observado que las soluciones que minimizan Fλ son tambie´n eficientes. El
punto que minimiza la distancia L∞ suele representar el mejor equilibrio posible
entre los distintos criterios. Lo que se pretende al tratar de encontrar puntos del
conjunto compromiso, es completar una muestra de puntos eficientes suficientemente
diversa para posteriormente, intensificar la bu´squeda sobre estos puntos y obtener
una muestra lo ma´s amplia posible del conjunto eficiente.
No´tese tambie´n que la funcio´n Fλ(S) depende del para´metro λ, si λ = 1 la
funcio´n que gu´ıa la bu´squeda es la funcio´n f1, y si λ = 0, la funcio´n que gu´ıa la
bu´squeda es f2. Por lo cual, la funcio´n Fλ puede aplicarse en las fases I y II del
moamp en donde los valores que se le den a λ indicara´n si se esta´ realizando una
bu´squeda tabu´ en la que la funcio´n gu´ıa sera´ f1, f2 o una combinacio´n de ambas
funciones (la funcio´n compromiso).
Todos los puntos visitados en cada una de las bu´squedas deben ser evaluados
para determinar si esta´n o no dominados por los puntos eficientes encontrados hasta
el momento. Si no esta´ dominado se incluye en el conjunto de puntos eficientes y e´ste
conjunto se actualiza de ser necesario. En otras palabras, se comprueba si el punto
esta´ dominado por alguno de los elementos ya existentes en el conjunto de puntos
eficientes; De ser as´ı se desecha. En otro caso, el punto se incluye en el conjunto
de puntos eficientes y enseguida se eliminan del conjunto aquellos puntos que este´n
dominados por este nuevo elemento.
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2.5 Programacio´n estoca´stica multi–objetivo
La programacio´n estoca´stica multi–objetivo estudia aquellos problemas de de-
cisio´n en los que el nu´mero de objetivos es mu´ltiple y algunos o todos los para´me-
tros del problema son variables aleatorias con distribucio´n conocida. En general, un
problema de optimizacio´n estoca´stica multi–objetivo (Caballero et al., 2004) puede
formularse como:
min
x
f (x, ξ) = ((f1(x, ξ)), (f 2(x, ξ)), . . . , (f p(x, ξ)))
sujeto a:
gi(x, ξ) ≤ 0, i = 1, 2, . . . , m
x ∈ X ⊂ Rn
(2.6)
donde x ∈ Rn es el vector de variables de decisio´n del problema y ξ es un vector
aleatorio definido sobre un conjunto E ⊂ Rn. Se supone dada la familia F de eventos,
subconjunto de E, y la funcio´n de distribucio´n de probabilidad P definida sobre F ,
de manera que para cualquier subconjunto de E, A ⊂ E, A ⊂ F , la probabilidad de
A, P (A), es conocida.
En el art´ıculo de Caballero et al. (2004) citan el trabajo de Stancu-Minasian
(1984); donde se plantea que se pueden considerar dos posibles formas de abordar
un problema estoca´stico multi–objetivo, el enfoque estoca´stico y el enfoque multi–
objetivo.
2.5.1 Enfoque estoca´stico
En este enfoque predomina la parte estoca´stica del problema, por lo que el
problema multi–objetivo estoca´stico se transforma en un problema con una u´nica
funcio´n objetivo. Luego, se procede a resolver el problema estoca´stico resultante,
formulando su problema determinista equivalente y empleando alguno de los me´todos
que se considere ma´s apropiado para la resolucio´n de estos problemas. Hay varios
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criterios para ello, por ejemplo, el valor esperado, la mı´nima varianza, el criterio de
mı´nimo riesgo, entre otros (Caballero et al., 2002).
En problemas de disen˜o de cadena de suministro estoca´sticos multi–objetivo
entre los trabajos que emplean el enfoque estoca´stico para la resolucio´n de sus pro-
blemas destaca el trabajo de Bozorgi-Amiri et al. (2011), e´l emplea el me´todo de las
ponderaciones para obtener una u´nica funcio´n objetivo y posteriormente, el problema
estoca´stico lo resuelven con el optimizador comercial cplex.
2.5.2 Enfoque multi–objetivo
En este enfoque prevalece el cara´cter multi–objetivo, por lo que para la parte
estoca´stica se fija un criterio de transformacio´n para cada objetivo espec´ıfico y se
plantea el problema determinista equivalente. Posteriormente se buscan las solu-
ciones eficientes del problema multi–objetivo determinista obtenido.
En el enfoque multi–objetivo se transforma la parte estoca´stica en su determi-
nista equivalente, y la parte multi–objetivo del problema se resuelve generalmente a
trave´s de me´todos como el ǫ–restriccio´n, en donde para cada variacio´n del para´metro
ǫ habra´ que resolver un problema estoca´stico mediante la alternativa que se considere
ma´s apropiada.
En problemas de disen˜o de cadena de suministro estoca´sticos multi–objetivo,
destacan los siguientes trabajos que emplean el enfoque estoca´stico para resolver
sus problemas. Guille´n et al. (2005) emplea el me´todo del ǫ–restriccio´n y por cada
variacio´n de ǫ usan cplex para resolver el problema resultante. En Cardona (2009)
tambie´n se emplea el me´todo de la ǫ–restriccio´n para la parte multi–objetivo, y para
resolver el determinista equivalente se emplea la descomposicio´n de Benders.
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2.6 Resumen del cap´ıtulo
En este cap´ıtulo se presentaron los fundamentos teo´ricos necesarios para el
desarrollo de este trabajo. Se presento´ el modelo general de la Optimizacio´n Ro-
busta, y tambie´n se presentaron algunos conceptos y definiciones ba´sicas de Opti-
mizacio´n Multiobjetivo. Se presentaron los algoritmos ba´sicos de grasp y bA˜osqueda
tabu´ as´ı como las ideas del moamp, metaheur´ıstica multiobjetivo en la que se basa
la metodolog´ıa de solucio´n propuesta para resolver el problema.
Cap´ıtulo 3
Clasificacio´n de la literatura
relacionada al problema
El problema de disen˜o de cadena de suministro que se aborda en este tra-
bajo, involucra decisiones de tipo estrate´gico y operacional, es decir, problemas de
ubicacio´n de instalaciones, asignacio´n y transporte. Se considera incertidumbre y la
optimizacio´n de dos objetivos por lo cual, encontrar literatura que aborde la mayor´ıa
de las caracter´ısticas del problema de estudio no es tan sencillo.
En la Seccio´n 3.1 se citan trabajos relacionados a cadena de suministro que
consideran la optimizacio´n de mu´ltiples objetivos o contemplan incertidumbre en los
para´metros, destancando aquellos en los que aplican la optimizacio´n robusta.
En la Seccio´n 3.2 se enfoca a trabajos en los que se considera la incertidumbre
y la optimizacio´n de varias medidas de desempen˜o.
En la Seccio´n 3.2.1 se citan trabajos enfocados a aplicaciones u otras problema´-
ticas en cadena de suministro que se enfocan temas distintos a los abordados en este
trabajo, pero que consideran incertidumbre en sus para´metros y optimizan varios
objetivos.
Al finalizar este cap´ıtulo, en la Tabla 3.1 se sintetizan las caracter´ısticas pre-
viamente mencionadas de los trabajos revisados.
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3.1 Cadena de suministro con incertidumbre o
mu´ltiples objetivos
A continuacio´n se presentan algunos trabajos relacionados al que se aborda en
este trabajo. Se describen primero aquellos en los que optimizan varios objetivos,
despue´s los que contemplan incertidumbre en sus para´metros, de los cuales se hace
una distincio´n sobre aquellos que formulan el problema considerando la optimizacio´n
robusta.
3.1.1 Mu´ltiples objetivos
Jayaraman (1999) introduce un problema multi–objetivo en el que minimiza
las funciones de costo y tiempo simulta´neamente. El autor descompone la funcio´n
de costo en dos funciones: una para el costo fijo y otra para los costos de transporte.
Para el tiempo formulan una tercera funcio´n objetivo. El problema de ubicacio´n
de instalaciones que contemplan se basa en un problema de p–mediana y se formu-
la como un modelo de programacio´n entera–mixta. El problema multi–objetivo es
resuelto por un me´todo de asignacio´n de pesos.
Zhou et al. (2003) presentan un problema multi–objetivo similar en varios
aspectos al aqu´ı considerado ya que minimizan los costos de transporte y el tiempo.
Sin embargo, ellos no consideran la componente de ubicacio´n de instalaciones. Otra
diferencia es que en ese trabajo se minimiza la suma de los tiempos de los arcos
activos, mientras que en el presente trabajo se utiliza una idea ma´s realista basada
en la seleccio´n de los arcos en dependencia del servicio, por ejemplo las diferentes
empresas. Los autores utilizan un algoritmo gene´tico para encontrar el conjunto de
soluciones eficientes.
Altiparmak et al. (2006) abordan un problema de cadena de suministro de tres
niveles en una compan˜´ıa que produce pla´sticos. Se desea minimizar el costo total
de la cadena de suministro, la maximizacio´n del servicio al cliente que se puede
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enfocar hacia los clientes en te´rminos de un tiempo de entrega aceptable, y la maxi-
mizacio´n de las tasas de uso asociada a los centros de distribucio´n. El problema en
consideracio´n es un problema multi–objetivo entero mixto no lineal el cual resuelven
empleando un algoritmo gene´tico.
Olivares (2007) presenta un modelo de disen˜o de cadena de suministro de dos
niveles, las caracter´ısticas del modelo son similares a las del trabajo que aqu´ı se
presenta, sin embargo, se asume que las demandas de los centros de distribucio´n son
deterministas. Tambie´n se considera el problema bi–objetivo en el que se minimizan
simulta´neamente los objetivos del costo y el tiempo. La metodolog´ıa de solucio´n que
proponen para resolver el problema se basa en te´cnicas metaheur´ısticas.
3.1.2 Incertidumbre
En Tsiakis et al. (2001) se estudia un problema de disen˜o de cadena de su-
ministro multi–nivel, multi–producto que considera incertidumbre en las demandas
representada a trave´s de escenarios. Modelan el problema con un modelo entero
mixto y lo resuelven de forma exacta usando cplex para un caso de estudio.
En Santoso et al. (2005) estudian un problema de cadena de suministro en el
que se asume que las demandas y las capacidades de las instalaciones son para´metros
estoca´sticos. Proponen un modelo de programacio´n estoca´stica de dos estados con
re–curso. El objetivo es minimizar la suma de los costos actuales de inversio´n y
el valor esperado de los costos operacionales futuros. La metodolog´ıa de solucio´n se
basa en el me´todo de aproximacio´n muestral promedio (SAA por sus siglas en ingle´s:
Sample Average Approximation) combinado con un algoritmo de descomposicio´n de
Benders para problemas estoca´sticos acelerado.
Salema et al. (2007) estudian un problema de red de distribucio´n de log´ıstica
inversa, que considera incertidumbre en las demandas y los retornos de productos.
Se adopta un enfoque basado en escenarios. Se formula un problema entero mixto el
cual se resuelve para un caso de estudio con el optimizador cplex.
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3.1.2.1 Optimizacio´n robusta
Ahmed y Sahinidis (1998) estudian el problema de la expansio´n de la capacidad
en las industrias de procesos qu´ımicos. La incertidumbre se presenta en las disponi-
bilidades y demanda de productos qu´ımicos, e´sta se modela a trave´s de escenarios.
Formulan un problema de optimizacio´n robusta en el minimizan el valor esperado
del costo y su variabilidad, este problema entero mixto a gran escala se resuelve
empleando el optimizador osl. Tambie´n presentan una formulacio´n del problema
restringido, para el cual proponen un me´todo de solucio´n heur´ıstico.
Gonza´lez-Velarde y Laguna (2004) trabajan en un problema de seleccio´n de
proveedores, consideran incertidumbre en las demandas y tasas de intercambio, la
cual representan a trave´s de escenarios. Formulan un problema de optimizacio´n ro-
busta entero mixto, en el que minimizan el costo total esperado y penalizan las
desviaciones positivas respecto al costo. La metodolog´ıa de solucio´n es un meta-
heur´ıstico basado en el paradigma de la descomposicio´n de Benders.
Al-Qahtani et al. (2008) trabajan en un problema de disen˜o de una red de pro-
cesos petroqu´ımicos, en el que se considera incertidumbre en varios de sus para´metros
(costo de la materia prima, precios de los productos, entre otros) la cual se repre-
senta a trave´s de escenarios. Formulan un problema de optimizacio´n robusta entero
mixto no lineal. El modelo se probo´ sobre algunos casos de estudio generados. Se
empleo´ el optimizador conopt para resolver el problema.
Pan y Nagi (2010) trabajan en un problema de cadena de suministro, en el
que se considera incertidumbre en las demandas, la cual se representa a trave´s de
escenarios. Formulan un problema de optimizacio´n robusta con tres componentes
en la funcio´n objetivo: el costo total esperado, la variabilidad debido a la demanda
incierta y una penalizacio´n por demanda insatisfecha. La metodolog´ıa de solucio´n
esta´ basada en te´cnicas heur´ısticas, la cual se prueba sobre algunos casos de estudio.
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3.2 Cadena de suministro multi–objetivo y con
incertidumbre
Cheng-Liang y Wen-Cheng (2004) presentan un problema de cadena de sumi-
nistro multi–objetivo con incertidumbre en precios y demandas. Emplean el enfoque
basado en escenarios para modelar la incertidumbre en las demandas, mientras que
los precios de los productos se consideran conjuntos difusos. Los objetivos consisten
en maximizar la ganancia y maximizar los niveles de inventario seguro, maximizar el
nivel de servicio, maximizar la robustez de los objetivos debido a la demanda incierta.
La metodolog´ıa de solucio´n del problema se basa en la lo´gica difusa. Formulan un
problema entero mixto no lineal, para el que se emplea el optimizador dicopt.
En Guille´n et al. (2005) modelan un problema de disen˜o de cadena de suminis-
tro en el que proponen una metodolog´ıa de programacio´n estoca´stica basada en un
modelo de re–curso para incorporar la incertidumbre asociada a la demanda, repre-
sentada por un conjunto de escenarios. Plantean adema´s un problema bi–objetivo
en el que se maximiza la ganancia y simulta´neamente se maximiza el nivel de ser-
vicio al cliente (satisfaccio´n de la demanda) y es resuelto mediante el me´todo de la
ǫ–restriccio´n. Los autores resuelven un caso de estudio mediante cplex.
Azaron et al. (2008) trabajan con un problema de disen˜o de cadena. Se con-
sidera aleatoriedad en demandas, suministros, procesamiento, transporte, la escasez
y el costo de la capacidad de la expansio´n. La incertidumbre se modela a trave´s de
escenarios. Se modela el problema estoca´stico de dos estados, entero mixto no lineal,
el cual se resuelve a trave´s de una te´cnica de programacio´n de logro. Los objetivos
del problema son la minimizacio´n de la suma de los costos de inversio´n del primer
estado, ma´s el valor esperado de los costos de procesamiento, transporte, escasez y
expansio´n. Se minimiza tambie´n la varianza del costo total y la minimizacio´n del
riesgo financiero. Se emplea el optimizador lingo para resolver los problemas.
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En Cardona (2009) se trabaja con un problema de disen˜o de cadena de sumi-
nistro con las mismas caracter´ısticas que el problema aqu´ı planteado. Se formula un
problema estoca´stico de dos estados que se resuelve el problema usando el me´todo de
descomposicio´n de Benders. El conjunto de soluciones eficientes se emplea el me´todo
del ǫ–restriccio´n.
Franca et al. (2010) trabajan en un problema de disen˜o de cadena de suministro
en el que buscan maximizar la ganancia y minimizar los defectos de los productos
provenientes de proveedores. La incertidumbre esta´ presente en las demandas. Se
formula un problema de programacio´n estoca´stica, y el problema multi–objetivo se
resuelve empleando el me´todo del ǫ–restriccio´n.
Bozorgi-Amiri et al. (2011) resuelven un problema de log´ıstica de ayuda huma-
nitaria. La incertidumbre se presenta en demandas, suministros y costos, se emplea
un enfoque basado en escenarios. Se formula un problema de optimizacio´n robusta en
el que se busca minimizar el valor esperado del costo y maximizar la satisfacio´n del
cliente. El problema bi–objetivo se resuelve a trave´s de la programacio´n compromiso.
Se resuelve un caso de estudio empleando el optimizador lingo.
3.2.1 Otros trabajos que abordan problema´ticas con
incertidumbre y con mu´ltiples objetivos
Amjady et al. (2009) trabajan en un problema de seguridad de sistemas de
potencia. Se minimiza el valor esperado del costo de la desviacio´n del voltaje, de las
sobrecargas en las l´ıneas ele´ctricas y se maximiza el valor esperado del margen de
estabilidad del voltaje. La incertidumbre se presenta en las unidades generadoras,
contingencias en las ramas, e incertidumbre de carga. El problema estoca´stico se
transforma en su determinista equivalente y para obtener el conjunto de soluciones
no dominadas emplean el me´todo del ǫ–restriccio´n. Los problemas entero mixto no
lineales se resuelven con el optimizador dicopt.
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Mitra (2009) trabaja en un problema de trituracio´n industrial (cera´mica, mine-
rales, alimentos, productos farmace´uticos). Consideran incertidumbre en los para´me-
tros relacionados a los ı´ndices de molienda y aspereza, los cuales representan a trave´s
de conjuntos difusos. Proponen un modelo basado en la programacio´n matema´tica
difusa y la programacio´n con restricciones probabilisticas. Resuelven un caso de
estudio empleando el metaheur´ıstico multi–objetivo nsga-ii.
Ben Abdelaziz y Masri (2010) estudian un problema en el que buscan deter-
minar la cantidad a producir. Se minimiza el tiempo de produccio´n y se ma´ximiza
la ganancia total. La incertidumbre se presenta en los tiempos y las ganancias de la
produccio´n. El problema se resuelve empleando la programacio´n probabil´ıstica y em-
plean la programacio´n compromiso para transformar el problema en su determinista
equivalente, el cual resuelven con el me´todo de descomposicio´n de Benders.
Balibek y Ko¨ksalan (2010) estudian un problema de administracio´n de la deuda
pu´blica gubernamental. Se minimiza el valor esperado del costo, del de´ficit y el riesgo
de liquidez. La incertidumbre se presenta en las tasas de intere´s y de intercambio.
Se formula el problema determinista equivalente basado en un a´rbol de escenarios.
Ofrecen un enfoque basado en la toma de decisiones que le permite al decisor elegir
una solucio´n eficiente. El problema se resuelve en el optimizador cplex.
3.3 Resumen del cap´ıtulo
Este Cap´ıtulo se dedico´ a la revisio´n de literatura relacionada al problema.
Se abarcaron trabajos estoca´sticos y/o multi–objetivos, destacando aquellos en los
que se empleo´ el enfoque de la optimizacio´n robusta. La metodolog´ıa de solucio´n
predominante son los me´todos exactos, y que en el caso de me´todos aproximados, la
te´cnica ma´s empleada son los algoritmos basados en poblaciones. Lo anterior resalta
la importancia del desarrollo de la metodolog´ıa de solucio´n propuesta ma´s en este
trabajo, la cual consiste en una te´cnica metaheur´ıstica en la que se toman en cuenta
las caracter´ısticas del problema para su disen˜o.
C
a
p´
ıt
u
l
o
3
.
C
l
a
sif
ic
a
c
io´
n
d
e
l
a
l
it
e
r
a
t
u
r
a
r
e
l
a
c
io
n
a
d
a
a
l
p
r
o
b
l
e
m
a
4
9
Tabla 3.1: Trabajos relacionados a problemas de cadena de suministro
Autor(es)
Parame´tros Objetivos Metodolog´ıa de solucio´n
Deterministas Incertidumbre Uno Mu´ltiples Exactos Heur´ısticos
Jayaraman (1999) X X
Zhou et al. (2003) X X X
Altiparmak et al. (2006) X X X
Olivares (2007) X X X
Tsiakis et al. (2001) X X X
Santoso et al. (2005) X X X
Salema et al. (2007) X X X
Ahmed y Sahinidis (1998) X X X
Gonza´lez-Velarde y Laguna (2004) X X X
Al-Qahtani et al. (2008) X X X
Pan y Nagi (2010) X X X
Cheng-Liang y Wen-Cheng (2004) X X X
Guille´n et al. (2005) X X X
Azaron et al. (2008) X X X
Cardona (2009) X X X
Franca et al. (2010) X X X
Bozorgi-Amiri et al. (2011) X X X
Amjady et al. (2009) X X X
Mitra (2009) X X X
Ben Abdelaziz y Masri (2010) X X X
Balibek y Ko¨ksalan (2010) X X X
Cap´ıtulo 4
Planteamiento y formulacio´n
matema´tica del problema
En la Seccio´n 4.1 de este cap´ıtulo se describe el problema de cadena de sumi-
nistro bajo estudio. Una de sus caracter´ısticas ma´s importantes es la incorporacio´n
de incertidumbre en la demanda de los centros de distribucio´n, para lo que se adopta
un enfoque basado en escenarios. En la Seccio´n 4.2 se formula el problema bajo la
perspectiva de la Optimizacio´n Robusta.
4.1 Planteamiento del problema
El problema que se aborda en este trabajo se basa en un disen˜o de cadena de
suministro de dos niveles. En el primer nivel el producto se env´ıa de las plantas a las
bodegas, mientras que en el segundo nivel e´ste se env´ıa de las bodegas a los centros
de distribucio´n. Los supuestos del problema se enlistan a continuacio´n:
El nu´mero de plantas existentes y sus capacidades son fijos y conocidos.
Las bodegas tienen definida su capacidad y un costo fijo en caso de apertura,
el cual esta´ en dependencia del lugar en donde se localicen.
El nu´mero de centros de distribucio´n existentes tambie´n es fijo y conocido,
cada uno de e´stos tiene asociada una demanda del producto la cual se considera
aleatoria y es modelada a trave´s de escenarios.
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Se tienen tambie´n diferentes servicios de transporte definidos por los para´-
metros de costo y tiempo, los cuales esta´n correlacionados negativamente, es
decir, a mayor costo menor tiempo de env´ıo y viceversa.
Una representacio´n gra´fica de la red de cadena de suministro antes descrita se
muestra en la Figura 4.1. Obse´rvese que las plantas se representan por c´ırculos, las
bodegas por hexa´gonos y los centros de distribucio´n por cuadrados. Los servicios
de transporte, entre cada par de nodos, se representan por arcos, la l´ınea continua
representa un servicio de transporte caro pero ra´pido, y el arco con l´ınea punteada
representa un servicio de transporte barato pero lento.
Servicios de
transporte
Servicios de
transporte
Plantas Bodegas Centros de
distribucio´n
Figura 4.1: Red de cadena de suministro de dos niveles con mu´ltiples medios de trans-
porte
Una caracter´ıstica importante del problema es que la demanda de los centros
de distribucio´n es un para´metro incierto, el cual se ha representado a trave´s de un
conjunto discreto de escenarios que denotan posibles realizaciones de la demanda.
Teniendo en cuenta esto, las decisiones del problema se dividen en decisiones “a
priori”, es decir, las que se deciden antes de conocer los valores que tomara´ la
variable aleatoria, y decisiones “a posteriori”, es decir, las que se llevan a cabo una
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vez que se conoce el valor que toma la variable aleatoria. A continuacio´n se enlistan
las decisiones que corresponden a cada una de ellas.
Decisiones “a priori”
la ubicacio´n de instalaciones,
las asignaciones entre bodegas y centros de distribucio´n.
Decisiones “a posteriori”
la decisiones correspondientes a que´ plantas suministrara´n a las bodegas,
la seleccio´n de medios de transporte en ambos niveles de la cadena,
la cantidad de producto que se enviara´ a trave´s de los medios de transporte
en ambos niveles de la cadena,
la cantidad de demanda que quedara´ insatisfecha, si hubiese.
El conflicto entre los objetivos del costo y el tiempo generado por la disponi-
bilidad de diversos medios de transporte da lugar al planteamiento del problema
bi–objetivo en el que se minimizara´n el costo esperado y el tiempo ma´ximo de env´ıo
esperado a lo largo de la cadena.
Graficamente en la Figura 4.2 se muestran los disen˜os de red para dos esce-
narios, el de la izquierda representa uno de demanda baja y el de la derecha uno
de demanda alta. Obse´rvese que ambas configuraciones comparten en su disen˜o las
bodegas que tienen abiertas as´ı como la asignacio´n de bodegas a centros de distribu-
cio´n, pues e´stas son decisiones que se toman antes de conocer la realizacio´n de la
variable aleatoria. Sin embargo, ambas redes difieren en el disen˜o de red en el primer
nivel, pues ahora en dependencia del escenario que se presente queda determinado
que´ plantas suministrara´n a cua´les bodegas. Asimismo, los medios de transporte
empleados y la cantidad de producto que se env´ıa a trave´s de ellos, son decisiones
que tambie´n dependen del escenario que se realice.
Cap´ıtulo 4. Planteamiento y formulacio´n matema´tica del problema53
5455
7591
15307
15113
Escenario uno
2675
2864
4727
2780 5638
6289
8824
9669
Escenario dos
Figura 4.2: Disen˜o de estructura de red para el problema con dos escenarios
4.2 Modelo robusto para el problema de disen˜o
de cadena de suministro
Previo a la formulacio´n matema´tica del problema es importante mencionar que
se empleara´ la nomenclatura de red, en donde los nodos sera´n las plantas, bodegas
y centros de distribucio´n y un arco entre dos nodos representara´ un servicio de
transporte con dos valores asociados: costo y tiempo.
La modelacio´n matema´tica de la versio´n determinista del problema, es decir,
cuando la demanda de los centros de distribucio´n es conocida, puede consultarse en
Olivares (2007).
En este trabajo se propone un modelo para obtener un disen˜o de red en donde
las variables de decisio´n esta´n relacionadas con el momento en que se devela la
incertidumbre. En ese sentido se cuenta con variables de disen˜o, que corresponden a
las decisiones que se toman a priori de la realizacio´n de la demanda, y tambie´n se
cuenta con las variables de control, correspondientes a las decisiones que se llevan a
cabo a posteriori de la realizacio´n de la demanda.
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4.2.1 Explicacio´n de los para´metros y variables
A continuacio´n se describen los conjuntos y para´metros empleados en la for-
mulacio´n matema´tica del problema. Los supra´ındices (1) y (2) denotan lo referente al
nivel de plantas a bodegas, y de bodegas a centros de distribucio´n, respectivamente.
4.2.1.1 Conjuntos
I: conjunto de plantas, indexado por i,
J : conjunto de sitios potenciales para la apertura de bodegas, indexado por j,
K: conjunto de centros de distribucio´n, indexado por k,
L(1)i j : conjunto de arcos ℓ entre los nodos i – j,
L(2)j k: conjunto de arcos ℓ entre los nodos j – k,
S: conjunto de escenarios s para la demanda, indexado por s.
4.2.1.2 Para´metros
c
(1)
i j ℓ: costo por enviar una unidad de producto de la planta i a la bodega j
utilizando un arco del tipo ℓ,
c
(2)
j k ℓ: costo por enviar una unidad de producto de la bodega j al centro de
distribucio´n k utilizando un arco del tipo ℓ,
t
(1)
i j ℓ: tiempo de env´ıo de cualquier cantidad de producto de la planta i a la
bodega j utilizando un arco del tipo ℓ,
t
(2)
j k ℓ: tiempo de env´ıo de cualquier cantidad de producto de la bodega j al
centro de distribucio´n k utilizando un arco del tipo ℓ,
q
(1)
i : capacidad de la planta i,
q
(2)
j : capacidad de la bodega j,
fj : costo fijo por abrir la bodega j,
dsk: demanda en centro de distribucio´n k bajo el escenario s,
ps: probabilidad de ocurrencia del escenario s,
η k: costo por unidad de demanda insatisfecha en centro de distribucio´n k.
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4.2.2 Variables de decisio´n
Las variables de disen˜o para este problema son las correspondientes a la aper-
tura de las bodegas, as´ı como la asignacio´n de bodegas a centros de distribucio´n
en el segundo nivel de la cadena. Se representan a trave´s de las siguientes variables
binarias:
Zj =
1 si la bodega j se abre,0 en otro caso;
W j k =
1 si se asigna la bodega j con el centro de distribucio´n k,0 en otro caso.
La variable binariaW j k es una variable de “asignacio´n” que se emplea para re-
presentar una caracter´ıstica presente en el segundo nivel de la cadena, e´sta consiste en
que cada centro de distribucio´n debe ser abastecido por una sola bodega. Obse´rvese
que, como se ha mencionado anteriormente, esta decisio´n, as´ı como la correspon-
diente a Zj se comparten para todos los escenarios involucrados en el problema.
Las variables de control son la seleccio´n de los medios de transporte y la can-
tidad de producto que se enviara´ a trave´s de ellos, lo anterior para ambos niveles
de la cadena de suministro, adema´s de la cantidad de demanda no satisfecha para
los centros de distribucio´n. Estas variables se representan a trave´s de las siguientes
variables binarias y continuas:
Usi j ℓ =

1 si un arco del tipo ℓ se usa para transportar producto de la planta i
a la bodega j en el escenario s,
0 en otro caso;
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V sj k ℓ =

1 si un arco del tipo ℓ se usa para transportar producto de la bodega j
al centro de distribucio´n k en el escenario s,
0 en otro caso;
Xsi j ℓ: cantidad de producto transportado de la planta i a la bodega j
utilizando un arco del tipo ℓ bajo el escenario s;
Y sj k ℓ: cantidad de producto transportado de la bodega j al centro de
distribucio´n k utilizando un arco del tipo ℓ bajo el escenario s;
Qsk: cantidad de demanda insatisfecha en el centro de distribucio´n k
bajo el escenario s.
4.2.3 Funciones objetivo
En este problema se considera la minimizacio´n del valor esperado de dos obje-
tivos: el costo y el tiempo.
La funcio´n del costo (f1) minimiza el costo fijo incurrido por abrir las bodegas
ma´s el valor esperado del costo por enviar producto de las plantas a las bodegas y de
e´stas a los centros de distribucio´n, ma´s el valor esperado del costo de la penalizacio´n
por demanda no satisfecha.
La funcio´n del tiempo (f2) minimiza el valor esperado del tiempo ma´ximo en
enviar el producto a trave´s de la cadena. Es importante hacer notar que la seleccio´n
del servicio de transporte puede ser distinta para cada escenario, por lo que el tiempo
de transporte ma´ximo, en general, var´ıa en dependencia del escenario que se presente.
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A continuacio´n se definen las siguientes ecuaciones para conveniencia en la
definicio´n de la funcio´n objetivo del costo:∑
j∈J
fj · Zj: CF costo fijo,∑
i∈I
∑
j∈J
∑
ℓ∈L
(1)
i j
c
(1)
i j ℓ ·X
s
i j ℓ: C
(1)
s costo de transporte en el primer nivel por
cada escenario,∑
j∈J
∑
k∈K
∑
ℓ∈L
(2)
j k
c
(2)
j k ℓ · Y
s
j k ℓ: C
(2)
s costo de transporte en el segundo nivel por
cada escenario,∑
k∈K
ηk ·Q
s
k: CPs costo de penalizacio´n por demanda insatis-
fecha por cada escenario.
Y as´ı, a partir de las ecuaciones anteriores se procede a formular las funciones
objetivo para el problema bi–objetivo de disen˜o de cadena de suministro:
min f1 = CF +
∑
s∈S
ps
(
C(1)s + C
(2)
s
)
+
∑
s∈S
psCPs (4.1)
min f2 =
∑
s∈S
ps
{
ma´x
j
[
ma´x
i,ℓ
(
t
(1)
i j ℓ · U
s
i j ℓ
)
+ma´x
k,ℓ
(
t
(2)
j k ℓ · V
s
j k ℓ
)]}
(4.2)
Ma´s adelante, en los Cap´ıtulos 5 y 6 durante el desarrollo de la metodolog´ıa
de solucio´n, se hara´ referencia a cada una de las partes que componen las funciones
objetivo, el costo fijo, los valores esperados y los tiempos ma´ximos de transporte.
4.2.3.1 Linealizacio´n de la funcio´n del tiempo
Para convertir la funcio´n objetivo del tiempo (f2) en una funcio´n lineal es
necesario definir las siguientes variables auxiliares:
T : tiempo ma´ximo esperado que toma enviar el producto desde cualquier
planta hasta cualquier centro de distribucio´n,
Ts: tiempo ma´ximo que toma enviar producto desde cualquier planta has-
ta cualquier centro de distribucio´n bajo el escenario s,
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t
ma´x(1)
s j : tiempo ma´ximo que toma enviar producto en el primer nivel
para una bodega activa j si se presenta el escenario s, es decir,
t
ma´x(1)
s j = ma´x(t
(1)
i j ℓ · U
s
i j ℓ),
t
ma´x(2)
s j : tiempo ma´ximo que toma enviar producto en el segundo nivel
para una bodega activa j si se presenta el escenario s, es decir,
t
ma´x(2)
s j = ma´x(t
(2)
j k ℓ · V
s
j k ℓ).
De esta manera la funcio´n objetivo del tiempo (4.2) se redefine como:
min f2 = T (4.3)
sujeta a las restricciones (4.4), (4.5), (4.6) y (4.7) listadas a continuacio´n.
4.2.4 Restricciones
T =
∑
s∈S
psTs (4.4)
Ts − t
ma´x(1)
s j − t
ma´x(2)
s j ≥ 0 ∀ s ∈ S, j ∈ J (4.5)
t
ma´x(1)
s j − t
(1)
i j ℓ · U
s
i j ℓ ≥ 0 ∀ s ∈ S, i ∈ I, j ∈ J , ℓ ∈ L
(1)
i j (4.6)
t
ma´x(2)
s j − t
(2)
j k ℓ · V
s
j k ℓ ≥ 0 ∀ s ∈ S, j ∈ J , k ∈ K, ℓ ∈ L
(2)
j k (4.7)∑
j∈J
W j k = 1 ∀ k ∈ K (4.8)
∑
ℓ∈L
(1)
i j
U si j ℓ ≤ 1 ∀ s ∈ S, i ∈ I, j ∈ J (4.9)
∑
ℓ∈L
(2)
j k
V sj k ℓ ≤ 1 ∀ s ∈ S, j ∈ J , k ∈ K (4.10)
∑
s∈S
∑
i∈I
∑
ℓ∈L
(1)
i j
U si j ℓ − Zj ≥ 0 ∀ j ∈ J (4.11)
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∑
j∈J
∑
ℓ∈L
(2)
j k
Y sj k ℓ +Q
s
k = d s k ∀ s ∈ S, k ∈ K (4.12)
∑
j∈J
∑
ℓ∈L
(1)
i j
Xsi j ℓ ≤ q
(1)
i ∀ s ∈ S, i ∈ I (4.13)
∑
i∈I
∑
ℓ∈L
(1)
i j
Xsi j ℓ −
∑
k∈K
∑
ℓ∈L
(2)
j k
Y sj k ℓ = 0 ∀ s ∈ S, j ∈ J (4.14)
q
(2)
j zj −
∑
k∈K
∑
ℓ∈L
(2)
j k
Y sj k ℓ ≥ 0 ∀ s ∈ S, j ∈ J (4.15)
Xsi j ℓ − U
s
i j ℓ ≥ 0 ∀ s ∈ S, i ∈ I, j ∈ J , ℓ ∈ L
(1)
i j (4.16)
Y sj k ℓ − V
s
j k ℓ ≥ 0 ∀ s ∈ S, j ∈ J , k ∈ K, ℓ ∈ L
(2)
j k (4.17)
q
(1)
i U
s
i j ℓ −X
s
i j ℓ ≥ 0 ∀ s ∈ S, i ∈ I, j ∈ J , ℓ ∈ L
(1)
i j (4.18)
q
(2)
j V
s
j k ℓ − Y
s
j k ℓ ≥ 0 ∀ s ∈ S, j ∈ J , k ∈ K, ℓ ∈ L
(2)
j k (4.19)
q
(2)
j Wj k − Y
s
j k ℓ ≥ 0 ∀ s ∈ S, j ∈ J , k ∈ K, ℓ ∈ L
(2)
j k (4.20)∑
j∈J
∑
ℓ∈L
(2)
j k
Y sj k ℓ ≤
∑
k∈K
ds kWj k ∀ s ∈ S, j ∈ J (4.21)
∑
j∈J
∑
ℓ∈L
(2)
j k
Y sj k ℓ ≥ q
(2)
j Zj − q
(2)
j (1− hj s) ∀ s ∈ S, j ∈ J (4.22)
∑
j∈J
∑
ℓ∈L
(2)
j k
Y sj k ℓ ≥
∑
k∈K
ds kWj k −
∑
s∈S
∑
k∈K
d s khj s ∀ s ∈ S, j ∈ J (4.23)
T, Ts, t
ma´x(1)
s j , t
ma´x(2)
s j , X
s
i j ℓ, Y
s
j k ℓ, Q
s
k ≥ 0 ∀ s ∈ S, i ∈ I, j ∈ J , k ∈ K, (4.24)
ℓ ∈ L
(1)
i j , ℓ ∈ L
(2)
j k
Zj , U
s
i jℓ, V
s
j k ℓ,W j k, h j s ∈ {0, 1} ∀ s ∈ S, i ∈ I, j ∈ J , k ∈ K, (4.25)
ℓ ∈ L
(1)
i j , ℓ ∈ L
(2)
j k
En (4.8) se establece que cada centro de distribucio´n debe ser asignado a una
sola bodega. Las restricciones (4.9) indican que debe seleccionarse a lo mucho un
arco entre los nodos i − j bajo el escenario s, de manera ana´loga las restricciones
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(4.10) indican tambie´n que a lo mucho debe seleccionarse un arco, pero ahora entre
los nodos j − k. Las restricciones (4.11) establecen que una bodega no debe abrirse
si no tiene arcos incidentes en ella. Dichos arcos pueden estar asociados a cualquiera
de los escenarios implicados.
El conjunto de restricciones (4.12) indican que la cantidad de demanda in-
satisfecha sera´ igual a la demanda asociada al centro, menos la cantidad que pue-
da satisfacerse desde las bodegas hacia el centro de distribucio´n. Las restricciones
(4.13) aseguran que no se exceda la capacidad de las plantas. Las restricciones (4.14)
mantienen el balance entre la cantidad de producto que sale y entra de las bodegas.
Las restricciones (4.15) establecen que la cantidad de producto que sale de las bode-
gas no exceda su capacidad y al mismo tiempo requiere que el env´ıo de producto
se haga a trave´s de bodegas abiertas. Las restricciones (4.16) y (4.17) indican que
para cada escenario el arco en cuestio´n no debe abrirse si no se utiliza, tanto para
el primer como para el segundo nivel de la cadena de suministro.
Por su parte, las restricciones (4.18) y (4.19) establecen en ambos niveles de la
cadena que para cada escenario debe abrirse el arco si hay una cantidad positiva a
enviar del producto, y a lo ma´s podra´ enviar la capacidad de las plantas y las bodegas,
respectivamente. Las restricciones (4.20) establecen que si se env´ıa producto debe
haber asignacio´n y bajo dicha asignacio´n a lo ma´s se podra´ enviar la capacidad de
la bodega.
Las restricciones (4.15), (4.21), (4.22) y (4.23) garantizan de forma conjunta
que si se abre una bodega, se aproveche al ma´ximo su capacidad. As´ı, si una bodega
esta abierta, el flujo que saldra´ de ella sera´ el mı´nimo entre la capacidad de e´sta o
la suma de la demanda de los centros de distribucio´n asignados a ella.
Las restricciones (4.24) denotan las variables que esta´n condicionadas a ser
continuas mientras que las restricciones (4.25) indican las variables que son binarias.
En Olivares (2007) se mostro´ que la versio´n determinista del problema es NP–
duro, puesto que fue posible mostrar que el problema se reduce a una instancia
Cap´ıtulo 4. Planteamiento y formulacio´n matema´tica del problema61
del UFLP (por sus siglas en ingle´s: Uncapacitated Facility Location Problem) cuya
complejidad computacional es NP–duro (Cornue´jols et al., 1990). Si en el problema
que se aborda en este trabajo se considera un solo escenario, se tendr´ıa una versio´n
determinista del mismo, para el cual se mantiene la complejidad ya mostrada.
A continuacio´n en las Tablas 4.4 se muestra la cantidad de restricciones y
variables, respectivamente, implicadas en el modelo entero mixto.
Tabla 4.4: Cantidad de restricciones en el problema entero mixto
Restriccio´n Nu´mero de restricciones
(4.4) 1
(4.5) |S| × |J |
(4.6)
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |
(4.7)
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
(4.8) |K|
(4.9) |S| × |I| × |J |
(4.10) |S| × |J | × |K|
(4.11) |J |
(4.12) |S| × |K|
(4.13) |S| × |I|
(4.14) |S| × |J |
(4.15) |S| × |J |
(4.16)
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |
(4.17)
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
(4.18)
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |
(4.19)
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
(4.20)
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
(4.21) |S| × |J |
(4.22) |S| × |J |
(4.23) |S| × |J |
(4.24) 1 + 3|S|+
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|+ (|S| × |K|)
(4.25) |J |+
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|+ (|J | × |K|) + (|S| × |J |)
Total
1 + 2|J |+ |K|+ 3|S|+ (|J | × |K|) + (|S| × |I|) + 7(|S| × |J |) + 2(|S| × |K|) +
+ (|S| × |I| × |J |) + (|S| × |J | × |K|) + 5
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+ 6
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
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Tabla 4.5: Cantidad de variables en el problema entero mixto
Variables Nu´mero de variables
Zj |J |
Usi jℓ
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |
V sj k ℓ
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
W j k |J | × |K|
h j s |S| × |J |
T 1
Ts |S|
t
ma´x(1)
s j |S| × |J |
t
ma´x(2)
s j |S| × |J |
Xsi j ℓ
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |
Y sj k ℓ
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
Qsk |S| × |K|
Binarias |J |+
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|+ (|J | × |K|) + (|S| × |J |)
Continuas 1 + |S| +
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|+ (|S| × |K|) + 2(|S| × |J |)
Total
1 + |J |+ |S|+ (|J | × |K|) + 3(|S| × |J |) + (|S| × |K|)+
+ 2
∑
s∈S
∑
i∈I
∑
j∈J
|L(1)i j |+ 2
∑
s∈S
∑
j∈J
∑
k∈K
|L(2)j k|
4.3 Resumen del cap´ıtulo
En este cap´ıtulo se presento´ la descripcio´n del problema. La incertidumbre aso-
ciada a los centros de distribucio´n se modelo´ a trave´s de escenario y se considero´ una
penalizacio´n por demanda insatisfecha. Se formulo´ el problema bajo el enfoque de
la Optimizacio´n Robusta, antes de la realizacio´n de la variable aleatoria se decide
cua´ntas y cua´les bodegas abrir, as´ı como la asignacio´n entre bodegas y centros de
distribucio´n. Una vez que se devela la incertidumbre se determina los servicios de
transporte que sera´n empleados para transportar el producto, las cantidades de e´ste
que sera´n enviadas, y si hubiese la cantidad de demanda insatisfecha. Esto bajo la
minimizacio´n del costo total esperado y el tiempo total esperado de transporte en
toda la cadena.
Cap´ıtulo 5
Metodolog´ıa de solucio´n para el
problema con incertidumbre y
satisfaccio´n de la demanda
La metodolog´ıa de solucio´n propuesta para resolver el problema planteado en
este trabajo, esta´ basada en el desarrollo de te´cnicas metaheur´ısticas para problemas
de optimizacio´n multi–objetivo. Recue´rdese que se considera incertidumbre en la
demanda de los centros de distribucio´n, para lo cual se adopta un enfoque basado
en escenarios. En el problema tambie´n se permite dejar demanda sin satisfacer,
incurriendo en un costo de penalizacio´n.
La descripcio´n de la metodolog´ıa planteada en este cap´ıtulo considera so´lo la in-
certidumbre en las demandas, en el siguiente cap´ıtulo e´sta se extendera´ considerando
adema´s penalizacio´n por demanda insatisfecha.
Como se ha comentado anteriormente, los dos objetivos que se busca minimizar
son: el costo y el ma´ximo tiempo total esperado por enviar el producto a lo largo de
la cadena de suministro. Ambos objetivos esta´n en conflicto, es decir a mayor costo
corresponde menor tiempo de env´ıo y viceversa, de manera que no es posible mejo-
rar un objetivo sin empeorar el otro. Mediante el me´todo metaheur´ıstico disen˜ado
se espera obtener una buena aproximacio´n a la frontera de Pareto. El conjunto de
soluciones eficientes provistas representan distintas alternativas para el tomador de
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decisiones, de entre las cuales e´l podra´ elegir la que considere ma´s adecuada, posi-
blemente una solucio´n que se ajuste a sus requerimientos econo´micos y conlleve a
una ra´pida entrega del producto.
5.1 El problema bi–objetivo
En un problema de optimizacio´n multi–objetivo, donde X denota el espacio de
soluciones factibles, la imagen de X bajo F = (f1, f2) se denota por F (X ) y repre-
senta el vector de los objetivos, Y = F (X ) corresponde a la imagen de las soluciones
factibles en el espacio de los objetivos. El conjunto de todas las soluciones xˆ ∈ X ,
denotado por XE es el conjunto eficiente. Gran parte de las te´cnicas de programacio´n
multi–objetivo se centran en obtener dicho conjunto, o una aproximacio´n a e´ste. La
idea es que este conjunto sea lo suficientemente amplio y representativo como para
poder ofrecer distintas alternativas al tomador de decisiones.
En los problemas multi–objetivo, los me´todos que aproximan el conjunto efi-
ciente deben ser capaces de converger al conjunto de soluciones Pareto optimales
y al mismo tiempo generar un conjunto de soluciones diversas en el espacio de los
objetivos. Por diversidad se entiende una frontera de Pareto densa y distribuida en
la regio´n de intere´s, una representacio´n gra´fica de la intensificacio´n y diversificacio´n
se muestra en la Figura 5.1 para el caso de la minimizacio´n de dos objetivos.
f2
f1
ti
e
m
p
o
costo
Intensificacio´n
Diversidad
Figura 5.1: Representacio´n de un frente denso y distribuido para el caso bi–objetivo
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En el problema que se plantea en este trabajo el objetivo consiste en encontrar
una buena aproximacio´n a la frontera de Pareto. Por ello es importante recordar la
definicio´n de dominancia en optimizacio´n multi–objetivo, la cual establece que una
solucio´n es eficiente si no existe otra que la domine. En el contexto del problema de
este trabajo, sea f1(S) el costo total esperado y f2(S) el tiempo ma´ximo esperado
de env´ıo, ambos correspondientes a la solucio´n S. Si existen dos soluciones S y S ′,
se dice que S domina a S ′ si:
i) f1(S) ≤ f1(S ′),
ii) f2(S) ≤ f2(S ′) y
iii) f1(S) < f1(S
′) o bien f2(S) < f2(S
′)
El conjunto de todas las soluciones que satisfagan estas condiciones dara´n lugar
a la aproximacio´n a la frontera de Pareto buscada.
5.1.1 Consideraciones y nomenclatura
Una observacio´n importante es que la cadena de suministro que se estudia en
este trabajo se compone de dos niveles. Al primer nivel de la cadena, en el cual el
env´ıo de producto va de plantas a bodegas se le denomina “parte del transporte”,
porque se reu´nen las caracter´ısticas del problema cla´sico de transporte, en el que
una bodega puede ser abastecida por varias plantas. Al segundo nivel de la cadena,
en el que el env´ıo va de bodegas a centros de distribucio´n se le denominara´ “parte
de asignacio´n”, puesto que cada centro de distribucio´n debe ser abastecido por una
sola bodega, caracter´ıstica del cla´sico problema de asignacio´n generalizada (gap por
sus siglas en ingle´s Generalized Assignment Problem).
Adema´s, al problema de minimizar el tiempo total esperado y el costo total
esperado, se les denomina “problema del tiempo” y “problema del costo”, respecti-
vamente (ve´ase la Figura 5.2).
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Tanto los env´ıos de plantas a bodegas como los de bodegas a centros, en cada
escenario, pueden ser realizados por dos servicios de transporte: uno barato y lento,
y otro caro pero ra´pido.
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Figura 5.2: El problema de disen˜o de cadena de suministro de dos niveles: parte de
transporte y parte de asignacio´n
5.2 Descripcio´n del algoritmo de solucio´n
basado en moamp
El moamp genera una aproximacio´n inicial a la frontera de Pareto a trave´s
del enlace de una serie de bu´squedas tabu´, la cual posteriormente es mejorada a
trave´s de un proceso de intensificacio´n. E´stos y otros detalles referentes al me´todo
se describieron previamente en el Cap´ıtulo 2. La metodolog´ıa de solucio´n descrita
en este cap´ıtulo (5) y en el siguiente (6) toman como base el esquema general del
moamp, sin embargo, a diferencia de la implementacio´n cla´sica de e´ste me´todo en
este trabajo se realiza una variacio´n en la fase I, la cual se describira´ a continuacio´n.
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5.2.1 Variacio´n al moamp
Pruebas experimentales en Garc´ıa Calvillo (2010) y Go´mez Ca´mara (2010)
mostraron que mientras mejores son las aproximaciones a los extremos del frente de
Pareto, ma´s amplia es la aproximacio´n al conjunto eficiente que resulta despue´s de
aplicar las fases I y II del moamp. Esto ocurre porque los puntos extremos delimitan
el espacio de bu´squeda de la fase II, por lo que, mientras ma´s parecidos sean a los
extremos del frente de Pareto, ma´s acertada sera´ la regio´n de bu´squeda delimitada
por ellos.
Obse´rvese que cuando se optimiza f1 a trave´s de una bu´squeda tabu´ se espera
obtener una “buena” solucio´n para dicha funcio´n, posteriormente con el punto final
de esa bu´squeda se enlaza otra bu´squeda para la optimizacio´n de f2. Sin embargo, al
ser contrapuestos los objetivos, este punto inicial, de entrada “bueno” para f1 podr´ıa
ser un punto “malo” para f2, de manera que, empezar la bu´squeda tabu´ con tal punto
de partida conllevar´ıa a que el extremo de la frontera de Pareto correspondiente a
f2 pueda ser dif´ıcil de alcanzar.
La variacio´n del moamp que se propone toma lo anterior en consideracio´n y
por tanto, da suma importancia a obtener extremos de mayor calidad para cada
funcio´n objetivo. Esto resulta en una regio´n de bu´squeda ma´s amplia para la fase II
del moamp.
A diferencia de las implementaciones cla´sicas del moamp, en el algoritmo pro-
puesto se adopta la siguiente variacio´n en la que se consideran so´lo dos objetivos: se
desarrollan dos procesos de optimizacio´n uno por cada funcio´n objetivo, las carac-
ter´ısticas de cada uno de estos procesos pueden variar en dependencia del objetivo
que se este´ optimizando. Una vez obtenidos estos buenos extremos, a partir del ex-
tremo obtenido para f1 se optimiza f2, y a partir del extremo obtenido para f2 se
optimiza f1. Reiterando nuevamente la importancia de comenzar por obtener buenas
aproximaciones a los puntos extremos, en aras de delimitar adecuadamente la zona
de bu´squeda de soluciones eficientes.
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En el caso de minimizar, una representacio´n gra´fica de la variacio´n antes men-
cionada para el caso de dos objetivos, se muestra en la Figura 5.3. En dicha gra´fica
se representa el proceso que comienza con la obtencio´n de las dos buenas soluciones
x1 y x2 al optimizar f1 y f2 de manera independiente. Despue´s, partiendo de x1, se
inicia una bu´squeda para minimizar la funcio´n del tiempo f2 llegando al punto x
′
2 y,
de manera ana´loga, se usa x2 para realizar una bu´squeda para minimizar la funcio´n
f1 llegando al punto x
′
1.
Punto Ideal
f1
x2
x1
f2
x′1
x′2
Figura 5.3: La variacio´n en la primera fase del moamp
Se plantea a continuacio´n, de forma general, el algoritmo de solucio´n del proble-
ma considerando incertidumbre en las demandas y atendiendo la variacio´n descrita
previamente. Dicho algoritmo esta´ enmarcado dentro de la estructura del moamp y
consta de las tres fases siguientes:
Fase I Se obtienen buenas aproximaciones a los extremos del frente de Pareto, re-
solviendo el problema del costo (f1) y el problema del tiempo (f2). Para ello
se disen˜an procedimientos grasp, uno para cada funcio´n objetivo. E´stos se
componen de un procedimiento constructivo y una fase de mejora en la que se
explotan las caracter´ısticas de la funcio´n objetivo para guiar la bu´squeda.
Despue´s de haber obtenido ambas soluciones, se disen˜a una bu´squeda tabu´ para
resolver el problema del costo a partir de la solucio´n que dio el grasp para el
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problema del tiempo. De manera ana´loga, se disen˜a una bu´squeda tabu´ para
resolver el problema del tiempo a partir de la solucio´n que dio el grasp para
el problema del costo.
Todos los puntos visitados durante las bu´squedas anteriormente sen˜aladas,
se evalu´an para determinar si esta´ o´ no dominado por los puntos eficientes
encontrados hasta el momento, este conjunto se denota por CND. Si el punto
a evaluar no esta´ dominado se an˜ade al conjunto y e´ste se actualiza de ser
necesario. Es decir, se comprueba primero si el punto es dominado por alguno
de los elementos CND, de ser as´ı, se desecha. De lo contrario, el punto se agrega
al conjunto, y enseguida se eliminan de e´l, aquellos puntos dominados por este
nuevo elemento.
Al concluir la fase I, se tendra´ una aproximacio´n a la frontera de Pareto com-
puesta por sus puntos extremos y algunos puntos obtenidos durante los trayec-
tos de las bu´squedas tabu´ que se realizaron partiendo de un punto extremo
hacia el otro extremo de la frontera de Pareto, y viceversa.
Fase II Se buscan puntos adicionales dentro de la frontera de Pareto a trave´s de
bu´squedas tabu´ enlazadas, para ello se aplica una te´cnica de programacio´n
compromiso que minimiza la distancia normalizada L∞ al punto ideal, en la
que para una solucio´n S, la funcio´n que define la bu´squeda se define como
Fλ(S) = ma´x
{
λ
f1(S)− f
mı´n
1
fma´x1 − f
mı´n
1
, (1− λ)
f2(S)− f
mı´n
2
fma´x2 − f
mı´n
2
}
, con λ ∈ (0, 1)
donde fmı´ni y f
ma´x
i con i = 1, 2 representan respectivamente los valores mı´nimo
y ma´ximo encontrados para fi(S) en el conjunto de soluciones no dominadas
CND. Recue´rdese que una de las premisas del moamp es que si un punto mini-
miza la distancia L∞ normalizada al punto ideal, e´ste es un punto eficiente.
Lo que se pretende al encontrar puntos que representen un buen compromiso
entre los distintos objetivos considerados, es completar una muestra de puntos
eficientes suficientemente diversa para posteriormente intensificar la bu´squeda
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sobre estos puntos y obtener una muestra lo ma´s amplia posible al conjunto
eficiente.
Al terminar la fase II, se actualiza el conjunto de soluciones no dominadas con
las soluciones visitadas durante las bu´squedas tabu´ enlazadas que minimizaron
Fλ. Se espera que esta aproximacio´n explore distintas zonas del conjunto efi-
ciente, ya que la funcio´n minimizada pondera las funciones objetivo f1 y f2, lo
que permite obtener puntos distribuidos a trave´s de toda la frontera de Pareto.
Fase III Se buscan nuevos puntos eficientes, a trave´s de un proceso de intensifi-
cacio´n sobre los puntos eficientes existentes al momento. La “funcio´n” que
rige esta fase es la dominancia, por lo que la mejora que pueda dar esta fase
dependera´ de las caracter´ısticas de los vecindarios de una solucio´n.
Las fases I y II generaron una aproximacio´n inicial a la frontera de Pareto. Des-
pue´s de aplicar la fase III se obtiene una mejor aproximacio´n a dicha frontera
a trave´s del proceso de intesificacio´n de bu´squeda de puntos eficientes.
Una representacio´n gra´fica de los resultados esperados despue´s de aplicar las
fases del moamp se muestra en la Figura 5.4. En ella se muestran las transiciones de
una fase a otra, como resultado, al culminar la fase III, se muestra la aproximacio´n
a la curva de eficiencia obtenida.
El pseudoco´digo de cada una de las tres fases que conforman el moamp se
presenta a continuacio´n:
Fase I: Aproximacio´n a los extremos y a la curva inicial de
eficiencia
Hacer CND = ∅;
(1) Obtener una solucio´n S al problema del tiempo mediante GRASPTiempos();
(2) Ejecutar BusquedaTabuMixta(S) usando Fλ, λ = 0, es decir, f1 como funcio´n
objetivo;
(3) Obtener una solucio´n S al problema del costo mediante GRASPCostos();
(4) Ejecutar BusquedaTabuMixta(S) usando Fλ, λ = 1, es decir, f2 como funcio´n
objetivo;
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Figura 5.4: Representacio´n de las tres fases del moamp para el problema que considera
incertidumbre en las demandas
Fase II: Bu´squeda de soluciones compromiso
Inicializar niter = 0, iterultimo cambio = 0;
repeat
niter = niter + 1;
Generar λ ∈ (0, 1) aleatoriamente;
(5) Ejecutar BusquedaTabuMixta(S) usando Fλ como funcio´n objetivo;
Si en esta iteracio´n CND ha cambiado hacer iterultimo cambio = niter;
until niter > iterultimo cambio +maxiter fase II ;
Fase III: Proceso de intensificacio´n
∀x ∈ CND marcar S como “no-explorado”;
repeat
for S ∈ CND do
if S esta´ marcado como “no–explorado” then
Marcar S como “explorado”;
for S′ ∈ N (S) (Exploracio´n de vecinos) do
(6) ActualizacionND(S′);
if Si S′ ha entrado en CND then
Marcar S′ como “no-explorado”
until CND se estabilice (no cambie);
PostProcesamiento();
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Los procedimientos que aparecen en las tres fases del moamp anteriormente in-
dicadas en los pseudoco´digos se describira´n en las secciones y subsecciones indicadas
en la siguiente lista:
GRASPTiempos() el cual es utilizado para obtener una buena solucio´n para el pro-
blema del tiempo en la Fase I, se describe en la Seccio´n 5.3.
Constructivo en la Subseccio´n 5.3.1
Algoritmo de mejora en la Subseccio´n 5.3.2
GRASPCostos() el cual es utilizado para obtener una buena solucio´n para el pro-
blema del costo en la Fase I, se describe en la Seccio´n 5.4.
Constructivo en la Subseccio´n 5.4.1
Algoritmo de mejora en la Subseccio´n 5.4.2
BusquedaTabuMixta() la cual es utilizada para ir de un extremo del frente de
Pareto a otro extremo del mismo en la Fase I y principalmente utilizada en la
Fase II, se describe en la Seccio´n 5.5.
Exploracio´n de vecinos con la cual se realiza el proceso de intensificacio´n en la
Fase III, se describe en la Seccio´n 5.6.
Los procedimientos ActualizacionND() y PostProcesamiento() se emplean
constantemente durante el transcurso del moamp, de manera gene´rica se hace uso
de ellos y aplican para todo el desarrollo de la metaheur´ıstica. Estos procedimientos
sera´n explicados a continuacio´n.
5.2.2 Actualizacio´n del conjunto de soluciones no
dominadas
El conjunto CND contiene todas las soluciones no dominadas generadas durante
el desarrollo de las tres fases del moamp. E´ste debe irse actualizando con la solucio´n
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actual S siguiendo el procedimiento que se describe a continuacio´n en el pseudoco´digo
del Algoritmo 5.4.
Algoritmo 5.4. ActualizacionND(S)
if S esta´ dominada por alguna solucio´n de CND then
No se introduce S en CND
else
Introducir S: CND = CND ∪ {S};
Eliminar de CND las soluciones que este´n dominadas por S;
5.2.3 Postprocesamiento
En el caso del problema del tiempo, la funcio´n objetivo es del tipo mı´nma´x
(ve´ase la pa´g. 57, ec. 4.2), la cual puede tener varios o´ptimos (locales y por tanto
globales) con el mismo valor en dicha funcio´n. En este caso, de entre estos o´ptimos
globales se busca el que tenga el menor valor para el costo.
Observe que cuando un servicio de transporte env´ıa cantidades de producto
estrictamente positivas, es posible cambiar algunos servicios de transporte en la
cadena (de caro–ra´pido a barato–lento) sin modificar el tiempo ma´ximo esperado de
env´ıo, pero reduciendo el costo.
Entonces, dada una solucio´n, este procedimiento identifica los grupos de arcos
que llegan y salen de la bodega j (con flujos estrictamente positivos y que emplean el
servicio de transporte caro–ra´pido), que pueden simulta´neamente cambiar al servicio
de transporte a barato–lento, sin modificar el tiempo ma´ximo de env´ıo para cada
escenario. Se determina cua´l de estos grupos de arcos da lugar a una mayor reduccio´n
del costo y se llevan a cabo los correspondientes cambios respecto a los servicios de
transporte. Este proceso se describe en el pseudoco´digo del procedimiento C.6 (ve´ase
el Ape´ndice C).
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5.3 Fase I: Obtencio´n de una solucio´n al
problema del tiempo
La obtencio´n de una “buena” solucio´n al problema del tiempo se realiza a trave´s
de un procedimiento grasp cuyo pseudoco´digo se describe en el Algoritmo 5.5. Como
puede observarse e´ste se compone de un algoritmo constructivo, despue´s se aplica un
algoritmo de mejora adaptado a este problema concreto y posteriormente se lleva a
cabo un postprocesamiento para elegir de entre las soluciones o´ptimas con respecto
a la funcio´n del tiempo, aquella con el menor valor de la funcio´n del costo.
Algoritmo 5.5. graspTiempos(α, β, θ,maxiterG,maxiterT )
input
α : para´metro que delimitara´ la lista de candidatos;
β : para´metro que penaliza la frecuencia con que se realiza una asignacio´n;
maxiterG : nu´mero ma´ximo de iteraciones grasp;
θ : para´metro de permanencia tabu´;
maxiterT : nu´mero ma´ximo de iteraciones bu´squeda tabu´;
output: Solucio´n S
Inicializar f1(S
∗) = f2(S
∗) =∞, niter = 0, iter∗ = 0, F(j, k) = 0;
repeat
niter = niter + 1;
S ← Constructivo(α, β, F);
S,F← Tabu(S,maxiterT, θ, F);
S ← PostProcesamiento(S);
if (f2(S) < f2(S
∗)) o (f2(S) = f2(S
∗) y f1(S) < f1(S
∗)) then /* mejora
el tiempo o e´ste permanece igual pero mejora el costo */
S∗ = S;
f2(S
∗) = f2(S);
f1(S
∗) = f1(S);
iter∗ = niter;
ActualizacionND(S);
until niter = iter∗ +maxiterG;
Hacer S = S∗;
Hay que destacar que en este problema (problema del tiempo) se trata de
minimizar el tiempo de las operaciones independientemente del costo asociado a
ello. Por tanto es razonable suponer que en principio, en el algoritmo constructivo
se elegira´ (ya sea en la parte del transporte o en la parte de asignacio´n) el servicio
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de transporte ma´s ra´pido (y caro). Es decir, los medios de transporte ya quedan
determinados, por lo que queda decidir la cantidad de producto que se enviara´ de
las plantas a las bodegas, y las asignaciones de bodegas a centros. Estas asignaciones
impl´ıcitamente permiten determinar la cantidad de producto que va de bodegas a
centros, por la caracter´ıstica de que e´stos deben ser abastecidos por una sola bodega.
Por cada iteracio´n del procedimiento GRASPTiempos() se construye una solu-
cio´n, a la que se le aplica un proceso de mejora y finalmente pasa por un proceso de
postprocesamiento. No´tese que en cada iteracio´n se tiene una solucio´n en la que cada
centro esta´ asignado a alguna bodega. Esta informacio´n se va almacenando en una
matriz de frecuencias F|J |×|K|, donde un elemento de dicha matriz F[j, k] contiene
el nu´mero de veces que la bodega j ha sido asignada al centro k. Esta informacio´n
sera´ utilizada en el algoritmo constructivo, como se vera´ ma´s adelante.
A continuacio´n se describe el procedimiento empleado para construir una solu-
cio´n para el problema del tiempo.
5.3.1 grasp: Algoritmo constructivo para la funcio´n del
tiempo
En el me´todo constructivo inicialmente no hay bodegas asignadas a los centros
de distribucio´n. Posteriormente, en cada paso se va asignando una bodega a un cen-
tro hasta que cada uno de ellos tiene asignado una bodega. Se denominara´ solucio´n
parcial a la obtenida tra´s cada asignacio´n, y solucio´n completa a la solucio´n final.
Tras cada asignacio´n, para cada escenario, se actualiza la cantidad de producto que
se enviar´ıa de las plantas a las bodegas en la parte de transporte. Se introduce adema´s
una penalizacio´n asociada a la frecuencia con que una bodega ha sido asignada a un
centro de distribucio´n durante las iteraciones del Algoritmo GRASPTiempos(). El al-
goritmo constructivo realiza las asignaciones teniendo en cuenta esas penalizaciones.
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Factibilidad de las asignaciones Como ya se menciono´, los centros de distribu-
cio´n se van asignando uno a la vez, e´stos se ordenan de acuerdo a su demanda
esperada y de acuerdo a este orden se ira´n analizando. Despue´s, para un centro
dado se determinan las bodegas para las que resultar´ıa factible realizar una
asignacio´n. Ser factible significa que la bodega tiene capacidad disponible para
satisfacer en su totalidad la demanda del centro.
Una vez determinadas las bodegas para las que es factible realizar la asignacio´n,
se calcula para cada posible asignacio´n, una estimacio´n del valor de la funcio´n
objetivo del tiempo f2, es decir, una estimacio´n del tiempo ma´ximo esperado
de env´ıo, a la que se le denotara´ por τjk (ve´ase la pa´g. 57, ec. 4.2).
Ca´lculo de la estimacio´n del tiempo ma´ximo esperado de env´ıo El ca´lculo
de τjk requiere que para cada escenario s se estimen dos cosas: el tiempo ma´xi-
mo de env´ıo para la parte de transporte (t
ma´x(1)
s j ) y el tiempo ma´ximo de env´ıo
para la parte de asignacio´n (t
ma´x(2)
s j ). A partir de e´stos valores podra´ determi-
narse la estimacio´n τjk.
En la parte de asignacio´n el tiempo ma´ximo de env´ıo t
ma´x(2)
s j es sencillo de
estimar, e´ste quedara´ determinado como el ma´ximo valor que resulte de
entre el tiempo ma´ximo de env´ıo actual, y el tiempo de env´ıo asociado al
nuevo arco que conecta la bodega j con el centro k.
En la parte de transporte el tiempo ma´ximo de env´ıo t
ma´x(1)
s j es ma´s complicado
de estimar. Obse´rvese que aumentar´ıa la cantidad de producto requerido a
la bodega j en dsk correspondiente a la demanda requerida en el escenario s
para el centro k. Dicho incremento implicar´ıa que las cantidades enviadas
desde cada planta a la bodega en cuestio´n aumentar´ıan, es decir, los
valores de las cantidades de producto a enviar en la parte de transporte
para cada escenario se modifican.
La forma de realizar la estimacio´n del tiempo ma´ximo de env´ıo t
ma´x(1)
s j se
realiza por cada escenario s como se explica a continuacio´n:
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i) Se ordenan las plantas i de manera creciente segu´n los valores de
los tiempos asociados a los arcos ra´pidos–caros. Sin pe´rdida de gene-
ralidad y para simplificar supo´ngase que coincide con el orden lexi-
cogra´fico (1, 2, . . . , |I|).
ii) Se toma el primer elemento, i = 1, para cubrir el aumento de demanda
en la bodega j, a partir de esta planta se env´ıa todo lo necesario a
la bodega j, de manera que no se supere la capacidad disponible
de la planta. Si no se ha cubierto este aumento, se toma el segundo
elemento, i = 2, y se aumenta lo posible la cantidad de producto
enviado de esta planta hacia la bodega. Este proceso se repite hasta
satisfacer el aumento de demanda dsk.
iii) A medida que se realiza este proceso de aumentar los valores de las
cantidades de producto enviadas en la parte de transporte, se va ac-
tualizando el valor del tiempo ma´ximo de env´ıo t
ma´x(1)
s j , ya que evi-
dentemente se van empleando arcos en la red que quiza´ modifiquen
dicho valor.
El pseudoco´digo del proceso descrito anteriormente se detalla en el pro-
cedimiento C.3 EstimacionTransporte() (ve´ase el Ape´ndice C).
Los ca´lculos realizados deben entenderse como “provisionales”, es decir, como
un medio para estimar los valores del tiempo ma´ximo esperado de env´ıo en
cada caso.
Penalizacio´n por la frecuencia de las asignaciones El algoritmo constructivo
penaliza una asignacio´n en dependencia de la frecuencia con que ha ocurrido
en iteraciones previas del Algoritmo GRASPTiempos().
Determinar el beneficio de la realizacio´n de una asignacio´n estara´ en fun-
cio´n de la estimacio´n del tiempo ma´ximo de env´ıo τjk y la penalizacio´n en
dependencia de la frecuencia de las asignaciones. En el procedimiento C.2
BondadAsignacion() (ve´ase el Ape´ndice C) se detalla co´mo calcular el be-
neficio por realizar una asignacio´n.
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Eleccio´n de una asignacio´n A partir de los ca´lculos de la bondad de las asig-
naciones entre un centro y las posibles bodegas que lo podr´ıan abastecer, se
determina una lista restringida de candidatos, de la cual se elije aleatoria-
mente un elemento, que correspondera´ a la asignacio´n de bodega a centro de
distribucio´n que finalmente se llevara´ a cabo, y que pasara´ a formar parte de
la solucio´n parcial.
Problema de transporte a optimalidad Cuando finalmente se determina la asig-
nacio´n de una bodega j con un centro k se actualizan de forma definitiva, para
cada escenario, las cantidades de producto env´ıadas en la parte de transporte ya
que e´stas constitu´ıan solamente una aproximacio´n. Sin embargo, son utilizadas
como solucio´n inicial para resolver el problema de transporte a optimalidad en
el que se minimiza el tiempo ma´ximo esperado de env´ıo para el primer nivel.
Para ello se usa el algoritmo para el problema del transporte con minimizacio´n
del tiempo (tmtp por sus siglas en ingle´s: Time Minimization Transporta-
tion Problem) el cual se describe a detalle en el Ape´ndice B. El proceso que
muestra co´mo se mejora esta variante del problema de transporte, en la que se
aprovecha la solucio´n inicial provista por el algoritmo constructivo, se detalla
en el Ape´ndice A en la Seccio´n A.2.2.
El procedimiento constructivo concluye evidentemente, cuando todos los cen-
tros de distribucio´n han sido asignados a una bodega. A la solucio´n completa se
le denota como S. Un pseudoco´digo general que agrupa las ideas previamente men-
cionadas puede verse en el procedimiento C.1 Constructivo() (ve´ase el Ape´ndice
C). A partir de la solucio´n provista por el algoritmo constructivo previamente des-
crito, se procede a aplicar un me´todo de mejora, el cual se describe a continuacio´n.
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5.3.2 grasp: Mejora de la solucio´n para la funcio´n del
tiempo
La solucio´n obtenida por el procedimiento constructivo para la funcio´n del
tiempo descrito en la Seccio´n 5.3.1 es mejorada por un procedimiento ba´sico de
bu´squeda tabu´.
El conjunto de soluciones vecinas (o vecindario) de una solucio´n S se va a
denotar por N (S), el cual se define a continuacio´n.
N (S): Conjunto de soluciones a las que se llega cuando un centro cambia la bodega
que tiene asignada.
Cada solucio´n viene definida por el centro k y la nueva bodega j (j distinta
de la bodega que actualmente atiende al centro k). Se denota por τjk al valor de
la funcio´n objetivo f2 en la nueva solucio´n obtenida. La mejor solucio´n encontrada
durante el proceso de bu´squeda tabu´ se denotara´ por S∗.
El ca´lculo de la estimacio´n del tiempo ma´ximo de env´ıo esperado Sea j−
la “bodega que sale”; se deben recalcular los valores de los tiempos ma´xi-
mos de env´ıo asociados a la parte de transporte: t
ma´x(1)
s j−1 y t
ma´x(1)
s j ; y a la parte
de asignacio´n: t
ma´x(2)
s j−1 y t
ma´x(2)
s j . Y as´ı, a partir esos reca´lculos determinar la
estimacio´n del tiempo ma´ximo esperado de env´ıo τjk.
Parte de asignacio´n
Bodega que sale j−: el tiempo ma´ximo de env´ıo t
ma´x(2)
s j− sera´ el ma´ximo
de los tiempos asociados a los arcos que conectan j− con los centros
k que au´n siguen estando asignados a la bodega j−.
Bodega que entra j: el tiempo ma´ximo de env´ıo t
ma´x(2)
s j sera´ el ma´ximo
valor que resulte de entre el tiempo ma´ximo de env´ıo actual t
ma´x(2)
s j
y el tiempo de env´ıo asociado al nuevo arco que conecta la bodega j
con el centro k.
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Parte del transporte
Bodega que sale j−: para el ca´lculo del tiempo ma´ximo de env´ıo t
ma´x(1)
s j
hay que considerar que la bodega j− tendra´ una disminucio´n de de-
manda de dsk unidades. Por tanto, por cada escenario, habra´ que dis-
minuir las cantidades de producto que se estaban enviando de las
plantas a la bodega j−. Los detalles de co´mo se realiza este proce-
so se explican en el pseudoco´digo C.4 DesestimacionTransporte()
(ve´ase el Ape´ndice C) .
Bodega que entra j: el tiempo ma´ximo de env´ıo t
ma´x(1)
s j as´ı como las canti-
dades de producto enviadas en la parte de transporte siguen el mismo
proceso que en el procedimiento constructivo (ve´ase el pseudoco´digo
C.3 EstimacionTransporte(), Ape´ndice C).
Como en el caso del procedimiento constructivo, hay que insistir en aclarar que
los ca´lculos previamente realizados deben entenderse como “provisionales”, es
decir, como un medio para estimar los valores del tiempo ma´ximo de env´ıo τjk
en cada paso.
Permanencia tabu´ En la bu´squeda tabu´ algunos movimientos se declaran “tabu´”
para evitar volver a soluciones anteriormente visitadas. Concretamente se quieren
impedir (es decir, se declaran tabu´) la reasignacio´n de bodegas a centros que
estuvieron asignadas en iteraciones recientes. Para ello se define la matriz
M|J |×|K| donde cada componente contiene la iteracio´n en que la bodega j
dejo´ de estar asignada al centro k.
Sea θ el para´metro de permanencia tabu´, un movimiento definido por la pareja
j − k (bodega–centro) es tabu´ si y so´lo si niter ≤M(j, k) + θ.
Inicialmente se define M(j, k) = −θ ∀ j y k. La actualizacio´n de este valor
sera´ M(j−, k∗) = niter, donde j− representa a la bodega “que sale”.
Criterio de aceptacio´n El movimiento consiste en determinar el cambio de asig-
nacio´n entre un centro y una bodega, por tanto, hay que verificar para un
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centro dado, las posibles asignaciones que podr´ıan llevarse a cabo, y por cada
una se calculara´ un estimado del tiempo ma´ximo esperado de env´ıo. Se verifi-
ca el estado tabu´ de dicho movimiento, la asignacio´n que se realiza es la que
cumple la siguiente condicio´n:
τj∗k∗ = mı´n{τjk : el movimiento definido por j y k no es tabu´ o τjk < f2(S
∗)}
Optimalidad del problema de transporte Tras la ejecucio´n de un movimiento,
la solucio´n actual en la parte de transporte se resuelve a optimalidad hacien-
do uso de me´todos para el tmtp al igual que se realizo´ en el procedimiento
constructivo (ve´ase el Ape´ndice A, Seccio´n A.2.2).
El proceso de bu´squeda tabu´ finaliza cuando han transcurrido maxiterT itera-
ciones, despue´s de la iteracio´n en la que se encontro´ la mejor solucio´n. El pseudoco´di-
go del algoritmo de bu´squeda tabu´ se describe en el procedimiento C.5 Tabu() (ve´ase
el Ape´ndice C).
Recue´rdese que una iteracio´n del GRASPTiempos() consiste en construir una
solucio´n, aplicarle un algoritmo de mejora, en este caso, una bu´squeda tabu´, y pos-
teriormente aplicarle una fase de postprocesamiento, con la finalidad de obtener una
solucio´n para el problema del tiempo cuyo ma´ximo tiempo esperado de env´ıo sea
mı´nimo y adema´s tenga el mı´nimo costo. El procedimiento concluye cuando despue´s
de la u´ltima iteracio´n en la que se encontro´ la mejor solucio´n, han transcurrido
maxiterG iteraciones.
A continuacio´n, se explicara´ el proceso correspondiente al paso (3) de la Fase
I del moamp (ve´ase la pa´g. 70), en el que se busca obtener una “buena” solucio´n
para el problema del costo. Vale la pena mencionar que los procedimientos que se
desciribira´n son ana´logos a los realizados para el problema del tiempo, de manera
que se prestara´ atencio´n a los aspectos que realmente diferencian el proceso.
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5.4 Fase I: Obtencio´n de una solucio´n al
problema del costo
La obtencio´n de una buena solucio´n al problema del costo se realiza siguiendo un
esquema ana´logo al disen˜ado para el problema del tiempo. El procedimiento grasp
empleado para la construccio´n de la solucio´n se compone en cada iteracio´n de un
procedimiento constructivo seguido de una bu´squeda tabu´ adaptado a este problema
concreto, el pseudoco´digo se describe en el Algoritmo 5.6.
En este problema (problema del costo) se trata de minimizar el costo de las
operaciones, independientemente del tiempo. Por tanto es razonable suponer que
siempre se elegira´ (ya sea en la parte del transporte o en la parte de asignacio´n)
el medio de transporte ma´s barato (aunque lento). Por tanto, ya esta´ determinado
cua´les servicios de transporte se empleara´n y so´lo quedan por determinar las canti-
dades de producto a enviar en la parte de transporte y las asignaciones de bodegas
a centros de distribucio´n.
Como puede observarse, en el procedimiento GRASPCostos() se construye una
solucio´n a la que posteriormente se le aplica un me´todo de mejora. Evidentemente,
en cada iteracio´n se tiene una solucio´n en la que cada centro esta´ asignado a alguna
bodega. Esta informacio´n se va almancenando en una matriz de frecuencias F|J |×|K|,
donde un elemento de dicha matriz F[j, k] contiene el nu´mero de veces que la bodega
j ha sido asignada al centro k. Esta informacio´n se emplea en el procedimiento
constructivo como se vera´ ma´s adelante.
5.4.1 grasp: Algoritmo constructivo para la funcio´n del
costo
En el me´todo constructivo para la funcio´n del costo inicialmente no hay bode-
gas asignadas a centros. Posteriormente en cada paso se va asignando una bodega
a un centro hasta que todos tienen una bodega asignada. Como se menciono´ an-
teriormente, se le llama solucio´n parcial a la obtenida tras cada asignacio´n, y
Cap´ıtulo 5. Incertidumbre con satisfaccio´n de la demanda 83
Algoritmo 5.6. graspCostos(α, β, θ,max iterG,maxiterT )
input
α : para´metro que delimitara´ la lista de candidatos;
β : para´metro que penaliza la frecuencia con que se realiza una asignacio´n;
maxiterG : nu´mero ma´ximo de iteraciones grasp;
θ : para´metro de permanencia tabu´;
maxiterT : nu´mero ma´ximo de iteraciones bu´squeda tabu´;
output: La solucio´n S
Inicializar f1(S
∗) = f2(S
∗) =∞, niter = 0, iter∗ = 0, F(j, k) = 0;
repeat
niter = niter + 1;
S ← Constructivo(α, β, F);
S, F ← Tabu(S,maxiterT, θ, F);
if (f1(S) < f1(S
∗)) o (f1(S) = f1(S
∗) y f2(S) < f2(S
∗)) then /* mejora
el costo o e´ste permanece igual pero mejora el tiempo */
S∗ = S;
f2(S
∗) = f2(S);
f1(S
∗) = f1(S);
iter∗ = niter;
ActualizacionND(S);
until niter = iter∗ +maxiterG;
S = S∗;
solucio´n completa a la solucio´n final. Tras cada asignacio´n se actualizan los val-
ores correspondientes a la cantidad de producto enviada en la parte de transporte
para cada escenario. Adema´s, tambie´n se introduce una penalizacio´n en dependen-
cia de la frecuencia en que una bodega ha sido asignada a un centro de distribucio´n
durante las iteraciones previas del Algoritmo GRASPCostos().
Ca´lculo del costo esperado estimado El ca´lculo de τjk requiere que para cada
escenario, se calculen los valores del costo fijo CF , el costo de los env´ıos en la
parte de transporte C
(1)
s y en la parte de asignacio´n C
(2)
s si se realizara dicha
asignacio´n.
Costo fijo: CF sera´ la suma de los costos fijos de las bodegas que tengan
asignadas al menos un centro de distribucio´n.
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Parte de asignacio´n: El costo de env´ıo C
(2)
s sera´ la suma del costo actual,
ma´s el costo del arco barato–lento que conecta la bodega j con el centro
k multiplicado por la demanda del centro de distribucio´n k.
Parte de transporte: El costo de env´ıo C
(1)
s se determina a partir de la esti-
macio´n que se hace al problema de transporte, siguiendo un procedimiento
ana´logo descrito en C.3 EstimacionTransporte() (ve´ase el Ape´ndice C).
La diferencia consiste en que las plantas se ordenara´n de forma creciente
de acuerdo a los costos asociados a los servicios de transporte baratos–
lentos. Como se menciono´ anteriormente, a partir de las plantas debe
cubrirse el incremento de demanda en la bodega en cuestio´n. El costo
estimado C
(1)
s se compondra´ por la agregacio´n del costo del arco barato–
lento multiplicado por la cantidad de producto que se env´ıe a trave´s de
ellos.
El pseudo´codigo del procedimiento constructivo previamente descrito es ana´lo-
go al del problema del tiempo, C.1 Constructivo() (ve´ase el Ape´ndice C), pero
tomando los para´metros referentes al problema del costo.
En el algoritmo constructivo para el problema del costo tambie´n se penaliza
una asignacio´n en dependencia de la frecuencia con que e´sta ha ocurrido en
iteraciones previas del procedimiento GRASPCostos(). La bondad de las asig-
naciones se realiza atendiendo a un procedimiento ana´logo al descrito en C.2
BondadAsignacion() (ve´ase el Ape´ndice C), salvo que se consideran eviden-
temente los para´metros relacionados al costo de los arcos.
A partir de los valores de la bondad de cada posible asignacio´n se determina
una lista restringida de candidatos y, se selecciona aleatoriamente un elemento,
el cual determina la asignacio´n a llevarse a cabo.
Una vez ejecutada la asignacio´n, los costos en la parte de transporte C
(1)
s pueden
ser mejorados para cada escenario, y por tanto el valor de la funcio´n objetivo
del costo f1. Para ello se plantea el problema de determinar las cantidades de
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producto a enviar en la parte de transporte como un problema de transporte
cla´sico (ve´ase el Ape´ndice A Seccio´n A.2.1).
El procedimiento constructivo termina cuando todos los centros de distribucio´n
han sido asignados. A la solucion completa se le denota como S. A continuacio´n
se procede a aplicar un algoritmo de mejora a dicha solucio´n.
5.4.2 grasp: mejora de la solucio´n para la funcio´n del
costo
La solucio´n obtenida para la funcio´n del tiempo por el constructivo descrito
en la Subseccio´n 5.4.1 es mejorada utilizando un procedimiento de bu´squeda tabu´.
Nuevamente se define un movimiento como el cambio de asignacio´n entre una bodega
y un centro de distribucio´n. Recue´rdese que la solucio´n actual se denota por S,
mientras que S∗ denota la mejor solucio´n encontrada durante el proceso de bu´squeda.
El ca´lculo del costo estimado de transporte τjk si se realizara la asignacio´n de
la bodega j al centro k sigue un proceso ana´logo a todo lo explicado anteriormente
en el algoritmo grasp para el problema del tiempo. Sea j− la “bodega que sale”, se
deben calcular los valores del costo fijo CF , y los costos de env´ıo para cada escenario
en la parte de transporte C
(1)
s y en la parte de asignacio´n C
(2)
s .
Costo fijo
Bodega que sale j−: si la bodega j− se queda sin centros de distribucio´n
asignados, al costo fijo CF se le resta el costo fijo incurrido por la apertura
de esa bodega.
Bodega que entra j: si la bodega j no ten´ıa ningu´n centro, y ahora ten-
dra´ asignado un centro, al costo fijo CF se le suma el costo fijo que se
incurre por la apertura de la bodega j.
Parte de asignacio´n
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Bodega que sale j−: al costo de env´ıo C
(2)
s se le resta el costo incurrido de
transporte empleando el arco barato pero lento que va desde la bodega
j− al centro k, para enviar la demanda dsk requerida por el centro de
distribucio´n k.
Bodega que entra j: al costo de env´ıo C
(2)
s se le suma el costo incurrido
por transportar empleando el arco barato pero lento que va de la bodega
j al centro k, para enviar por la demanda dsk requerida por el centro de
distribucio´n k.
Parte de transporte
Bodega que sale j−: la modificacio´n de los valores de las cantidades de
producto en la parte de transporte se realiza de acuerdo al procedimiento
descrito en la funcio´n C.4 DesestimacionTransporte() (ve´ase el Ape´ndice
C), considerando los para´metros referentes a los costos.
Bodega que entra j: el proceso para modificar las cantidades que se env´ıan
en la parte de transporte es ana´logo al procedimiento de la funcio´n C.3
EstimacionTransporte() (ve´ase el Ape´ndice C), considerando los para´-
metros referentes a los costos.
El proceso de bu´squeda tabu´ finaliza cuando han transcurrido maxiterT itera-
ciones despue´s de la iteracio´n en la que se encontro´ la mejor solucio´n. El pseudoco´digo
del algoritmo de bu´squeda tabu´ es ana´logo al que se describe en el procedimiento
C.5 Tabu() (ve´ase el Ape´ndice C), so´lo que los para´metros a considerarse ser´ıan los
relacionados al problema del costo.
Recue´rdese que una iteracio´n del GRASPCostos() consiste en construir una
solucio´n y aplicarle un algoritmo de mejora, en este caso, una bu´squeda tabu´. El
procedimiento concluye cuando transcurren maxiterG iteraciones sin mejora.
A continuacio´n se describe el procedimiento de bu´squeda tabu´ usado en los
pasos (2), (4) y (5) de las dos primeras fases que componen el moamp (ve´ase la pa´g.
Cap´ıtulo 5. Incertidumbre con satisfaccio´n de la demanda 87
70). En la fase I se emplea para dirigir la bu´squeda en las que partiendo del extremo
obtenido para f1 se optimiza f2 y viceversa. En la fase II esta bu´squeda tabu´ se
emplea para encontrar las soluciones que ofrecen un buen compromiso para ambas
funciones objetivo.
5.5 Fase II: Bu´squeda de soluciones compromiso
Para la bu´squeda de soluciones compromiso se usara´ una bu´squeda tabu´ la cual
tiene como funcio´n objetivo la funcio´n mixta Fλ que minimiza distancia normalizada
L∞ al punto ideal (ve´ase la pa´g. 37, ec. 2.5). Obse´rvese que en realidad f1 puede
ser considerado como un caso particular de Fλ tomando λ = 1 y definiendo provi-
sionalmente fmı´n1 = 0 y f
ma´x
1 = 1. De manera ana´loga ocurre con f2. Por tanto la
descripcio´n que se va a hacer del procedimiento tomando Fλ como funcio´n objetivo
es va´lida tambie´n para f1 y f2 cuando se utiliza en la fase I del moamp.
Como en el caso de los procedimientos “tabu´es” explicados en las secciones
anteriores, se trata de un proceso iterativo. En cada paso se explora el conjunto de
soluciones vecinas de la solucio´n actual (o posibles movimientos1). Se determina la
mejor y se ejecuta el cambio. Para evitar ciclos, algunos movimientos son declarados
tabu´es, y no son considerados o aceptados. No obstante, un movimiento tabu´, en
determinadas condiciones puede ser aceptado (criterio de aspiracio´n).
El conjunto de soluciones vecinas (o vecindario) de una solucio´n S se va a
denotar por N (S). Este conjunto esta´ compuesto por 4 sub–vecindarios (o tipos de
movimientos) que se denotara´n por N1(S), N2(S), N3(S y N4(S). A continuacio´n se
describe cada uno de ellos.
N1(S): Conjunto de soluciones a las que se llega cuando en un escenario un centro
cambia el servicio de transporte que realiza el env´ıo a dicho centro desde la
bodega que tiene asignada.
1Se identifica el movimiento con la solucio´n a que da lugar dicho movimiento a partir de la
solucio´n actual S. Se usara´n ambos conceptos indistintamente.
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Cada solucio´n de este tipo viene definida por el escenario s y por el centro k.
El valor de la funcio´n objetivo de la funcio´n compromiso Fλ se denota por τ
1
jk.
N2(S): Conjunto de soluciones a las que se llega cuando un centro cambia la bodega
que tiene asignada.
Cada solucio´n viene definida por el centro k y la nueva bodega j (j distinta de
la bodega que actualmente atiende al centro k). Se denota por τ 2jk el valor de
la nueva solucio´n obtenida.
Esta clase de movimientos son los mismos usados en los procedimientos de
bu´squeda tabu´ descritos en las secciones anteriores (ve´anse las Subsecciones
5.3.2 y 5.4.2). El cambio de bodegas asignadas a centros supone tambie´n cam-
biar los valores de las cantidades de producto enviadas en el problema de
transporte, tanto para la “bodega que entra” como para la “bodega que sale”.
Este proceso se realiza de manera ana´loga, salvo una pequen˜a diferencia: en
los procedimientos anteriormente descritos (tanto los constructivos como los
me´todos de mejora) las plantas i que se asociaban a “la bodega que entra” o
“a la bodega que sale” se ordenaban segu´n los valores de los tiempos asociados
a los arcos, en un caso, y de los costos, en el otro. Ahora las plantas i asociadas
a estas bodegas se ordenan segu´n los valores de la funcio´n gu´ıa fgmλ(i):
fgmλ(i) = ma´x
{
λ
c
(1)
ijℓ − c
mı´n
j
cmaxj − c
min
j
, (1− λ)
t
(1)
ijℓ − t
mı´n
j
tmaxj − t
min
j
}
donde, el servicio de transporte barato y lento se denota por 0 y el otro, el caro
pero ra´pido se denota por 1 y
cma´xj = ma´x{c
(1)
ijℓ : i ∈ I, ℓ ∈ {0, 1}},
cmı´nj = mı´n{c
(1)
ijℓ : i ∈ I, ℓ ∈ {0, 1}},
tma´xj = ma´x{t
(1)
ijℓ : i ∈ I, ℓ ∈ {0, 1}},
tmı´nj = mı´n{t
(1)
ijℓ : i ∈ I, ℓ ∈ {0, 1}}.
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es decir, fgmλ(i) “funcio´n gu´ıa mixta” intenta seguir el comportamiento de la
funcio´n objetivo Fλ pero tomando un escalamiento adaptado al conjunto de
valores que se consideran.
N3(S): Conjunto de soluciones a las que se llega cuando en un escenario se introduce
una variable (celda) en la base asociada a la solucio´n de la correspondiente parte
del transporte.
Cada solucio´n en este subconjunto viene determinada por el escenario s, y por
el par (i, j) la celda que entra a la base en el problema de transporte bi–objetivo
(ve´ase el Ape´ndice A Seccio´n A.2.3). Se denota por τ 3sij el valor de la funcio´n
objetivo Fλ en la nueva solucio´n obtenida.
N4(S): Conjunto de soluciones a las que se llega cuando en un escenario se cambia
el servicio de transporte que realiza el env´ıo entre una planta y una bodega.
Cada solucio´n en este subconjunto viene determinada por el escenario s, por
la planta i y por la bodega j. Se debe verificar que la cantidad de producto a
enviar en la parte de transporte sea mayor a cero. Se denota por τ 4sij al valor
de la funcio´n objetivo Fλ en la nueva solucio´n obtenida.
El procedimiento de bu´squeda tabu´ mixta permite movimientos de no mejora,
es decir, a soluciones peores que la actual. Por tanto, se debe guardar la mejor
solucio´n encontrada durante la bu´squeda, S∗, que no tiene por que´ coincidir con la
solucio´n actual S. Para simplificar la descripcio´n del pseudoco´digo, se definen los
siguientes conjuntos:
N̂1(S) = {S
′ ∈ N1(S) : S
′ no es tabu´ o Fλ(S
′) < Fλ(S
∗)}
N̂2(S) = {S
′ ∈ N2(S) : S
′ no es tabu´ o Fλ(S
′) < Fλ(S
∗)}
N̂3(S) = {S
′ ∈ N3(S) : Fλ(S
′) < Fλ(S
∗)}
N̂4(S) = {S
′ ∈ N4(S) : S
′ no es tabu´ o Fλ(S
′) < Fλ(S
∗)}
N̂ (S) = N̂1(S) ∪ N̂2(S) ∪ N̂3(S) ∪ N̂4(S)
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El procedimiento de la bu´squeda tabu´ mixta se describe en el pseudoco´digo del
Algoritmo 5.7 BusquedaTabuMixta().
Algoritmo 5.7. BusquedaTabuMixta(maxiter , θ1, θ2, θ4, S)
input
maxiter : nu´mero ma´ximo de iteraciones;
θ1 : para´metro de permanencia tabu´ para el vecindario N1;
θ2 : para´metro de permanencia tabu´ para el vecindario N2;
θ4 : para´metro de permanencia tabu´ para el vecindario N4;
output: Solucio´n S
Inicializar S∗ = S, niter = 0;niter∗ = 0;
repeat
niter = niter + 1;
Determinar Sˆ ∈ N̂ tal que Fλ(Sˆ) = mı´n{Fλ(S
′) : S′ ∈ N̂ (S)};
Registar el subvecindario: tipo = r si Sˆ ∈ N̂r(S);
Ejecutar el cambio: S = Sˆ;
if tipo = 2 then mejorar S en la parte del transporte para cada escenario;
if Fλ(S) < Fλ(S
∗) then S∗ = S, iter∗ = niter;
PostProcesamiento();
ActualizacionND();
until niter > iter∗ +maxiter;
S = S∗ ;
La definicio´n de movimiento tabu´ depende del subvecindario al que pertenezca,
de manera que para cada vecindario se definen los criterios para determinar si un
movimiento es o no tabu´ en dependencia del vecindario al que pertenece. Sean θ1, θ2
y θ4 las permanencias tabu´ para los vecindarios N1, N2 y N4 respectivamente.
En N1 se defineM1(s, k, ℓ) como la iteracio´n donde en el escenario s, se dejo´ de
usar el servicio de transporte ℓ para los env´ıos que llegaban al centro k; de esta
forma S ′ ∈ N1(S) definida por s y k es tabu´, si y so´lo si niter ≤M1(s, k, ℓ)+θ1.
En N2 se define M2(j, k) como la iteracio´n en que la bodega j dejo´ de ser
asignada al centro k; de esta forma S ′ ∈ N2(S) definida por j y k es tabu´, si
y so´lo si niter ≤M2(j, k) + θ2.
En N4 se define M4(s, i, j, ℓ) como la iteracio´n en la que en el escenario s se
dejo´ de usar el servicio de transporte que realizaba los env´ıos de la planta i a
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la bodega j; de esta forma S ′ ∈ N4(S) definida por s, i y j es tabu´, si y so´lo
si niter ≤M4(s, i, j, ℓ) + θ4.
Es importante observar que los movimientos enN3(S) no son declarados tabu´ con
la finalidad de evitar “conflictos” entre estos movimientos y los de N2(S).
Al igual que en los procedimientos anteriores de bu´squeda tabu´ ∀ s ∈ S,
i ∈ I, j ∈ J , ℓ ∈ {0, 1} se inicializan las matrices tabu´ comoM1(s, k, ℓ) = −θ1,M2(j, k) =
−θ2 y M4(s, i, j, ℓ) = −θ4.
5.6 Fase III: Proceso de intensificacio´n
La Fase III del moamp es una fase de intensificacio´n que se basa en la premisa
de que en la vecindad de una solucio´n eficiente hay otra solucio´n eficiente. El vecin-
dario de una solucio´n se compone de los cuatro sub–vecindarios descritos para la
BusquedaTabuMixta(). Estos subvecindarios son explorados para encontrar nuevas
soluciones no dominadas.
En el proceso de actualizacio´n de soluciones no dominadas ActualizacionND()
si la solucio´n proviene del vecindario N2, previo a su incorporacio´n al conjunto
habra´ que mejorar la solucio´n en la parte de transporte, por cada escenario (ve´ase
Ape´ndice A, Seccio´n A.2.3). Esta consideracio´n se incorpora en en el procedimien-
to que actualiza las soluciones no dominadas 5.4 ActualizacionND(). Si S no
esta´ dominada por alguna solucio´n de CND entonces habra´ que verificar los siguiente:
if Fase III y S ∈ N2(S) then
Mejorar S en la parte de transporte en cada escenario
5.7 Resumen del cap´ıtulo
En este cap´ıtulo se describio´ la metodolog´ıa de solucio´n propuesta para re-
solver el problema de disen˜o de cadena de suministro que se estudia en este trabajo,
contemplando incertidumbre en la demanda de los centros de distribucio´n, la cual es
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representada a trave´s de un conjunto de escenarios. La metodolog´ıa de solucio´n se
basa en el disen˜o de te´cnicas metaheur´ısticas para problemas multi–objetivo. En par-
ticular, se adapto´ un moamp. Este me´todo consta de tres fases que progresivamente
van generando la aproximacio´n a la frontera de Pareto.
En la fase I del algoritmo de solucio´n se obtuvieron las aproximaciones a los
puntos extremos de la frontera de Pareto, adema´s de algunos puntos adicionales
resultado, de aplicar las bu´squedas tabu´ que partiendo de un extremo de dicha fron-
tera se dirigieron al otro extremo y viceversa. En la fase II se obtuvieron soluciones
que representan un buen compromiso para ambas funciones objetivo. Finalmente,
en la fase III se realizo´ un proceso de intensificacio´n, que consistio´ en la exploracio´n
de las vecindades de los puntos eficientes que conformaban la aproximacio´n inicial,
obtenida previamente a partir de las fases I y II.
Durante el transcurso de las tres fases de moamp se generaron soluciones, las
cuales se fueron verificando para actualizar el conjunto de soluciones no dominadas.
Se disen˜o´ tambie´n un procedimiento que durante el algoritmo permitio´ obtener
soluciones iniciales al problema de transporte que se presenta en el primer nivel de la
cadena. Cuando se decid´ıa de manera definitiva una asignacio´n se resolvio´ a optimali-
dad (se mejoro´, para el caso bi–objetivo) el problema de transporte correspondiente.
En dependencia de la funcio´n objetivo, se presentaron tres variantes del problema de
transporte, el que minimiza el costo total de transporte, el que minimiza el tiempo
ma´ximo esperado de transporte y el problema de transporte bi–objetivo, los cuales
se describieron a detalle en los Ape´ndices A y B.
En el siguiente cap´ıtulo se extiende la metodolog´ıa de solucio´n, en donde
adema´s de incorporar incertidumbre, se contempla la opcio´n de dejar demanda sin
satisfacer, y de ser as´ı, se incurrira´ en un costo de penalizacio´n.
Cap´ıtulo 6
Metodolog´ıa de solucio´n para el
problema con incertidumbre y
penalizacio´n por insatisfaccio´n
de la demanda
En el problema que se estudia en este trabajo, se permite que los centros de
distribucio´n tengan demanda insatisfecha a cambio de un costo de penalizacio´n. Este
incumplimiento puede ocurrir total o parcialmente. Bajo esta situacio´n se busca mi-
nimizar el costo total esperado, compuesto por el costo fijo incurrido por la apertura
de las bodegas, ma´s el valor esperado del costo de env´ıo del producto en los dos
niveles de la cadena, ma´s el valor esperado del costo de penalizacio´n por demanda
insatisfecha.
Dejar demanda sin satisfacer tiene inferencia so´lo en el problema del costo, por
lo que para el problema del tiempo se sigue buscando minimizar el tiempo ma´ximo
esperado de env´ıo, el cual se determinara´ como hasta ahora, a partir de los arcos
que env´ıen producto a trave´s de la red.
La metodolog´ıa de solucio´n para el problema que considera penalizacio´n por
demanda insatisfecha se basa en te´cnicas metaheur´ısticas, espec´ıficamente se basa
tambie´n en la estructura del moamp descrito a detalle en el Cap´ıtulo 5, por lo que
se comparten las consideraciones, nomenclatura y los procedimientos ah´ı descritos,
pero sen˜alando las diferencias y adecuaciones pertinentes.
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6.1 Consideraciones y nomenclatura
Lo que se busca en este problema es generar una buena aproximacio´n al conjun-
to de soluciones eficientes atendiendo una caracter´ıstica importante: la incertidumbre
en la demanda de los centros de distribucio´n, en donde adicionalmente se permite
dejar demanda sin cubrir a cambio de un costo de penalizacio´n.
Obse´rvese que, para cada escenario, la cantidad efectiva de producto enviada
de las bodegas hacia los centros de distribucio´n estara´n determinadas a partir de la
diferencia entre la demanda del centro de distribucio´n y su demanda insatisfecha.
6.1.1 Descripcio´n del algoritmo de solucio´n basado en
moamp
En el problema que considera penalizacio´n por demanda insatisfecha, tambie´n
se incorpora la variacio´n del moamp que se centra en la obtencio´n de buenos pun-
tos extremos para la frontera de Pareto, para posteriormente a partir del extremo
obtenido para f1 optimizar f2, y a partir del extremo obtenido para f2 optimizar f1.
A continuacio´n se recordara´n las ideas centrales de las tres fases que caracte-
rizan el moamp, indicando las diferencias pertinentes.
Fase I Se obtienen buenas aproximaciones a los extremos del frente de Pareto. Se
resuelve el problema del costo (f1) a trave´s de un procedimiento grasp, el cual
se compone de un procedimiento constructivo y una fase de mejora en la que
se explotan las caracter´ısticas de la funcio´n objetivo para guiar la bu´squeda.
La solucio´n para el problema del tiempo (f2) sera´ aquella en la que para todos
los escenarios, se deja sin cubrir la demanda de los centros de distribucio´n en
su totalidad, y por ende, no hay env´ıo de producto a trave´s de la cadena, ni
bodega alguna abierta. Naturalmente, al no emplear ningu´n arco el tiempo
ma´ximo esperado de env´ıo ser´ıa cero (f2 = 0).
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Despue´s de haber obtenido ambas soluciones, se utiliza una bu´squeda tabu´ para
resolver el problema del costo a partir de la solucio´n del problema del tiempo.
De manera ana´loga, se utiliza una bu´squeda tabu´ para resolver el problema del
tiempo a partir de la solucio´n que dio el grasp para el problema del costo.
Todos los puntos visitados durante las bu´squedas anteriormente sen˜aladas,
se evalu´an para determinar si esta´ o´ no dominado por los puntos eficientes
encontrados hasta el momento, los cuales esta´n almacenados en el conjunto
CND.
Al concluir la fase I, se tendra´ una aproximacio´n inicial a la frontera de Pare-
to compuesta por sus puntos extremos y algunos puntos obtenidos durante
los trayectos de las bu´squedas tabu´ que se realizaron partiendo de un punto
extremo hacia el otro extremo de la frontera de Pareto, y viceversa.
Fase II Se buscan puntos adicionales dentro de la curva de eficiencia a trave´s de
bu´squedas tabu´ enlazadas. Aqu´ı se espera encontrar puntos que representan un
buen compromiso entre los distintos objetivos considerados, ya que se utiliza
la norma infinito y a la vez se ponderan las funciones objetivo para obtener
puntos a trave´s de todo el frente de Pareto.
Recue´rdese que en esta fase se enlazan bu´squedas tabu´ que minimizan la dis-
tancia L∞ normalizada al punto ideal.
Al terminar la fase II se actualiza el conjunto de soluciones no dominadas, con
las soluciones visitadas durante las bu´squedas tabu´ enlazadas que minimizaron
Fλ (ve´ase la pa´g. 37 ec. 2.5). Se espera que esta aproximacio´n explore distintas
zonas del conjunto eficiente, ya que la funcio´n minimizada pondera ambas
funciones objetivo f1 y f2, lo que permite obtener puntos distribuidos a trave´s
de toda la frontera de Pareto.
Fase III Se buscan nuevos puntos eficientes a trave´s de un proceso de intensificacio´n
sobre los puntos eficientes al momento (obtenidos a partir de las fases I y II).
La “funcio´n” que rige esta fase es la dominancia, por lo que la mejora que
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se pueda dar en esta fase dependera´ de las caracter´ısticas de los vecindarios
definidos para una solucio´n.
Una representacio´n gra´fica de los resultados esperados despue´s de aplicar las
fases del moamp se muestra en la Figura 6.1. En ella se muestran las transiciones de
una fase a otra, como resultado, al culminar la fase III, se obtiene la aproximacio´n
a la curva de eficiencia.
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Figura 6.1: Representacio´n de las tres fases del moamp para el problema que considera
incertidumbre en las demandas y adema´s penalizacio´n por demanda insatisfecha
A continuacio´n se describen los procedimientos, con sus adaptaciones respecti-
vas, ahora que adema´s de la incertidumbre se considera la penalizacio´n por demanda
insatisfecha. El pseudoco´digo del moamp es ana´logo al descrito en el Cap´ıtulo 5
(ve´ase la pa´g. 70).
Para mayor claridad, en la siguiente lista se sen˜alan las secciones y subsecciones
en do´nde se mencionan las adecuaciones que se realizan a cada procedimiento para
el caso que considera las penalizaciones por demanda insatisfecha.
GRASPCostos() el cual es utilizado para obtener una buena solucio´n para el pro-
blema del costo en la Fase I, se describe en la Seccio´n 6.2.
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Constructivo en la Subseccio´n 6.2.1.
Algoritmo de mejora en la Subseccio´n 6.2.2
BusquedaTabuMixta() la cual es utilizada para ir de un extremo del frente de
Pareto a otro extremo del mismo en la Fase I, y principalmente utilizada en la
Fase II, se describe en la Seccio´n 6.3.
Proceso de intensificacio´n este proceso se lleva a cabo en la fase III, se decribe
en la Seccio´n 6.4.
6.1.2 Actualizacio´n del conjunto de soluciones no
dominadas
El conjunto CND contiene precisamente todas las soluciones no dominadas que
van siendo generadas durante el transcurso del procedimiento metaheur´ıstico. Estos
puntos son los que conformara´n la aproximacio´n al frente de Pareto buscado. El
proceso para la actualizacio´n de dichas soluciones es el mismo que se describio´ en el
Algoritmo 5.4 ActualizacionND().
6.1.3 Postprocesamiento
Recue´rdese que en el problema del tiempo, la funcio´n objetivo puede tener
varios o´ptimos locales con el mismo valor en dicha funcio´n, y por tanto, se deseaba
determinar de entre esas soluciones cua´l ten´ıa el menor costo.
La idea radica en que, sin cambiar las cantidades enviadas, se cambien los
servicios de transporte (de caros y ra´pidos a baratos y lentos) sin modificar el tiempo
ma´ximo esperado de env´ıo y reduciendo el costo. Esto se realiza determinando cua´l
grupo de arcos da lugar a una mayor reduccio´n de costo, por lo que ahora, para
determinar esta reduccio´n tambie´n hay que tomar en cuenta el costo por penalizacio´n
por demanda insatisfecha.
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6.2 Fase I: Obtencio´n de una solucio´n para la
funcio´n del costo
Incorporar penalizacio´n por demanda no satisfecha tiene influencia fundamen-
talmente en la funcio´n objetivo del costo ya que, adicionalmente a la minimizacio´n
del costo fijo y el costo esperado de env´ıo a lo largo de la cadena, se busca minimizar
el costo esperado de penalizacio´n por demanda insatisfecha.
En este problema (problema del costo) se trata de minimizar el costo de las
operaciones, independientemente del tiempo. Por tanto es razonable suponer que
siempre se elegira´ (ya sea en la parte de transporte o en la parte de asignacio´n) el
medio de transporte ma´s barato (y lento). Por tanto, ya esta´ determinado cua´les
servicios de transporte se empleara´n y queda por determinar las cantidades de pro-
ducto a enviar en la parte de transporte, las asignaciones de bodegas a centros de
distribucio´n, as´ı como las cantidades de demanda que quedara´n insatisfechas.
El procedimiento grasp sigue el mismo esquema que el descrito en la Seccio´n
5.4 en el Algoritmo GRASPCostos(). Tal y como se ha venido mencionando, la funcio´n
f1 contempla adicionalmente el valor esperado por la penalizacio´n por demanda in-
satisfecha. En dicho procedimiento se construye una solucio´n a la que posteriormente
se le aplica un algoritmo de mejora. En cada iteracio´n grasp se tienen soluciones en
las que cada centro de distribucio´n esta´ asignado a alguna bodega. Esta informacio´n
se almacena en una matriz de frecuencias F|J |×|K|, donde un elemento de dicha ma-
triz F[j, k] contiene el nu´mero de veces que la bodega j ha sido asignada al cento k.
Esta informacio´n se emplea en el constructivo, tal y como se mostro´ anteriormente
en la Seccio´n 5.3.1 (ve´ase la pa´g. 77).
6.2.1 grasp: Algoritmo constructivo para la funcio´n del
costo
En el algoritmo constructivo para el problema del costo los centros de dis-
tribucio´n se van asignando uno a la vez, e´stos se ordenan de acuerdo a su demanda
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esperada y de acuerdo a este orden se van asignando a las bodegas. Anteriormente,
para un centro dado se determinaban las bodegas para las que resultar´ıa factible
realizar una asignacio´n. Ser factible significaba que la bodega ten´ıa capacidad sufi-
ciente disponible para satisfacer es su totalidad la demanda del centro.
Ahora, se permite dejar demanda sin satisfacer, en este sentido el concepto de
“factibilidad” cambia, puesto que ahora todas las asignaciones de bodega a centro
son factibles, independientemente de la cantidad de producto que e´stas le puedan
enviar a los centros. Lo importante sera´ entonces, determinar la cantidad de demanda
que quedar´ıa insatisfecha en caso de que se llevara a cabo una asignacio´n.
Si el remanente de capacidad actual de la bodega satisface en su totalidad la
demanda del centro de distribucio´n que se le quiere asignar, la demanda insatisfecha
para dicho centro, sera´ de cero, si no es as´ı, e´sta cantidad vendr´ıa dada por la
diferencia entre la demanda del centro y la cantidad au´n disponible para enviar a
partir de la bodega.
A continuacio´n se describe co´mo se calcula la estimacio´n del costo esperado de
env´ıo si se realizara la asignacio´n de una bodega con un centro de distribucio´n.
Ca´lculo del costo esperado estimado El ca´lculo de τjk, es decir, la estimacio´n
de la funcio´n del costo si se asignara un centro de distribucio´n k con una bodega
j, requiere que para cada escenario se calculen cuatro cosas: el CF costo fijo,
el costo de env´ıo en la parte de transporte C
(1)
s , en la parte de asignacio´n C
(2)
s
y, adicionalmente, el costo de penalizacio´n CPs:
Costo fijo
El costo fijo CF sera´ la suma de los costos fijos de apertura de las bodegas
que tienen asignados al menos un centro de distribucio´n.
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Parte de asignacio´n
El costo de env´ıo sera´ el costo de la solucio´n parcial actual C
(2)
s ma´s
el costo por enviar la cantidad (total o parcial) de demanda de la bodega
al centro de distribucio´n empleando el arco barato–lento.
Penalizacio´n
El costo de penalizacio´n por demanda no satisfecha, sera´ el costo de pe-
nalizacio´n de la solucio´n parcial actual ma´s la cantidad de demanda
insatisfecha del centro k en el escenario s por su costo de penalizacio´n.
Parte de transporte
El costo de env´ıo C
(1)
s se determina a partir de la estimacio´n que se hace al
problema de transporte, siguiendo un procedimiento ana´logo al descrito en
C.3 EstimacionTransporte(). Sin embargo, hay que hacer hincapie´ en
que las cantidades que debera´n cubrirse de las plantas hacia la bodega
en cuestio´n, correspondera´n a las cantidades efectivamente enviadas de la
bodega hacia el centro de distribucio´n. Anteriormente este aumento ven´ıa
dado por la demanda del centro, pero ahora, al permitir dejar demanda
sin satisfacer, no necesariamente tendr´ıa que mandarse esa cantidad.
Una vez ejecutada la asignacio´n, los costos en la parte de transporte C
(1)
s pueden
ser mejorados para cada escenario, y por tanto el valor de la funcio´n objetivo del costo
f1 tambie´n. Para ello se determina de manera o´ptima las cantidades de producto
a enviar en el problema de transporte, el cual se plantea como un problema de
transporte cla´sico (ve´ase el Ape´ndice A Seccio´n A.2.1).
El procedimiento constructivo termina evidentemente cuando todos los centros
de distribucio´n han sido asignados.
Ahora se procede a mejorar la solucio´n obtenida por el constructivo. Este
proceso se describe a continuacio´n.
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6.2.2 grasp: Mejora de la solucio´n para la funcio´n del
costo
La solucio´n obtenida para la funcio´n del costo por el constructivo descrito en la
Subseccio´n 6.2.1 es mejorada por un procedimiento de bu´squeda tabu´. Nuevamente
el movimiento definido consiste en el cambio de asignacio´n entre una bodega y un
centro de distribucio´n.
Cuando se cambia la asignacio´n de un centro a otra bodega, en la bodega
“que sale”, denotada por j−, se podr´ıa liberar parte de su capacidad. Entonces,
aqu´ı se procede a reasignar ese remantente (o todo lo que sea posible) para cubrir la
demanda insatisfecha de otros centros actualmente asignados a j−. Con este proceso
se incrementa el costo de transporte pero se reduce el costo de la penalizacio´n.
El procedimiento de “relleno” se basa en la premisa de que el costo unitario de
transporte (tanto en la parte de transporte como en la parte de asignacio´n) siempre
es menor que el costo unitario de penalizacio´n. Luego, si una bodega ya esta´ abierta
(por tanto el costo de apertura no incrementara´), el costo unitario de transporte
de la bodega al centro correspondiente siempre sera´ ma´s barato que el costo de
penalizacio´n. Por tanto, primero se trata de “rellenar” la bodega j− lo ma´s que sea
posible, a partir de demandas insatisfechas de otros centros asignados a ella.
En general, puede haber ma´s de un centro asignado a dicha bodega (adema´s
del centro que sale), el orden de “relleno” vendra´ dado por las diferencias entre los
diferentes costos unitarios de penalizacio´n y los costos unitarios de transporte. As´ı,
en primer lugar se “rellena” todo lo posible de la demanda insatisfecha del centro
correspondiente a la mayor de estas diferencias, y esto se repite hasta que se sature
la capacidad de la bodega o los centros asignados a ella no tengan ya demanda
insatisfecha.
Una vez aplicado el proceso de “relleno” se recalculan los costos de env´ıo en la
parte de transporte C
(1)
s , en la parte de asignacio´n C
(2)
s y los de penalizacio´n CPs.
Recordando que los ca´lculos de estos valores son “provisionales”, y deben entenderse
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como un medio para calcular la estimacio´n de la funcio´n del costo τjk si se asignara´ la
bodega j con el centro k.
Sea j− la “bodega que sale”, se deben calcular para cada escenario, los valores
del costo fijo CF , los costos de env´ıo en la parte de transporte C
(1)
s , en la parte de
asignacio´n C
(2)
s y el costo de penalizacio´n CPs.
Costo fijo
Bodega que sale j−: al costo fijo CF se le resta el costo de la bodega j−
si e´sta deja de tener centros de distribucio´n asignados.
Bodega que entra j: al costo fijo CF se le suma el costo de la bodega j si
no ten´ıa ningu´n centro asignado y ahora tiene uno.
Parte de asignacio´n
Bodega que sale j−: al costo de env´ıo C
(2)
s se le resta el costo incurrido
por transportar empleando el arco barato–lento por la cantidad de pro-
ducto que se estaba enviando desde la bodega que sale j− al centro de
distribucio´n k,
Bodega que entra j: al costo de env´ıo C
(2)
s se le suma el costo incurrido
por transportar empleando el arco barato–lento por la cantidad enviada
de la bodega j al centro de distribucio´n k.
Penalizacio´n
Bodega que sale j−: al costo de penalizacio´n se le resta el costo de pe-
nalizacio´n que actualmente se incurre por demanda insatisfecha para ese
centro,
Bodega que entra j: al costo de penalizacio´n se le suma el costo de pena-
lizacio´n determinado por la cantidad de demanda que queda insatisfecha
a partir de la nueva bodega j.
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Parte de transporte
Bodega que sale j−: la modificacio´n de los valores de las cantidades de
producto envidadas en la parte de transporte se realiza de acuerdo al pro-
cedimiento descrito en el Algoritmo C.4 DesestimacionTransporte(),
considerando los para´metros referentes a los costos.
Bodega que entra j: el proceso para modificar las cantidades que se env´ıan
en la parte de transporte es el mismo que el empleado en los algorit-
mos constructivos previamente utilizados, en los cuales se emplea el pro-
cedimiento C.3 EstimacionTransporte() (ve´ase el Ape´ndice C). Nueva-
mente, para la parte de transporte se debe considerar que ahora el decre-
mento/incremento de las cantidades requeridas por las bodegas j− y j, en
cada caso, ya no sera´ la demanda del centro k, sino la cantidades parciales
o totales enviadas desde las bodegas a los centros de distribucio´n.
El procedimiento de bu´squeda tabu´ finaliza cuando han transcurrido maxiterT
iteraciones despue´s de la iteracio´n en la que se encontro´ la mejor solucio´n. El pseu-
doco´digo del algoritmo de bu´squeda tabu´ es ana´logo al descrito en el procedimiento
C.5 Tabu, so´lo que los para´metros a considerarse ser´ıan los relacionados al problema
del costo.
6.3 Fase II: Bu´squeda de soluciones compromiso
Para la bu´squeda de soluciones compromiso se usara´ el procedimiento de bu´sque-
da tabu´ mixta descrito en la Seccio´n 5.5 empleado en la fase I para dirigir las
bu´squedas que van de un extremo del frente de Pareto al otro, y en la fase II para
encontrar soluciones que ofrecen un buen compromiso para los dos objetivos involu-
crados, se definio´ el conjunto de soluciones vecinas a partir de cuatro sub–vecindarios
(o tipos de movimientos).
El vecindario N2(S) se definio´ como el conjunto de soluciones a las que se llega
cuando un centro cambia la bodega que tiene asignada. Este movimiento es el mismo
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que el empleado para mejorar la solucio´n obtenida por el procedimiento constructivo
dentro del marco del procedimiento grasp para el problema del costo, de manera
que, para el caso en el que se considera penalizaciones por demanda insatisfecha, en
la bu´squeda tabu´ mixta, aplican las ideas referentes al proceso de “relleno” de la
capacidad liberada de la bodega en cuestio´n a partir de las demandas insatisfechas
de otros centros de distribucio´n asignados a esa bodega (ve´ase la Subseccio´n 6.2.2).
6.4 Fase III: Proceso de intensificacio´n
En la Fase III del moamp, en la que se realiza un proceso de intensificacio´n de
bu´squeda de soluciones a partir del conjunto de soluciones no dominadas, se exploran
los mismos sub–vecindarios que para la bu´squeda tabu´ mixta en la Subseccio´n 5.5,
de manera que cuando se exploran las soluciones S ′ ∈ N2(S) para este problema
que considera penalizacio´n por demanda no satisfecha, tambie´n se aplica el proceso
de “relleno” para ocupar la capacidad que se libera al desasignarle a la bodega el
centro, tratando de reducir la mayor cantidad posible de la demanda insatisfecha de
otros centros asociados a ella.
6.5 Resumen del cap´ıtulo
En este cap´ıtulo se describio´ la metodolog´ıa de solucio´n propuesta para resolver
el problema de disen˜o de cadena de suministro que se estudia en este trabajo. Adema´s
de incorporar incertidumbre, se contemplo´ la opcio´n de dejar demanda sin satisfacer,
y de ser as´ı, se incurrira´ en un costo de penalizacio´n. En este cap´ıtulo se extendio´ la
metodolog´ıa de solucio´n, la cual se baso´ en el disen˜o de te´cnicas metaheur´ısticas para
problemas multi–objetivo. En particular, se adapto´ un moamp. Este me´todo consta
de tres fases que progresivamente van generando la aproximacio´n a la frontera de
Pareto.
En este caso, en el que se considera penalizacio´n por demanda insatisfecha,
algunos cambios importantes se incorporan, por ejemplo, el valor de la funcio´n ob-
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jetivo para el punto extremo de la frontera de Pareto para el problema del tiempo
es cero, en dicha solucio´n, no se abre ninguna bodega, y por tanto no hay ningu-
na asignacio´n de bodega a centros de distribucio´n, toda la demanda es penalizada.
Otro cambio importante es la accio´n que se toma cuando se contempla un cambio
de asignacio´n entre bodega y centro de distribucio´n, puesto que se busca aprovechar
al ma´ximo la capacidad de la bodega, una vez que ya ha sido abierta.
Cap´ıtulo 7
Experimentacio´n computacional
Este cap´ıtulo describe los resultados de los experimentos computacionales reali-
zados para evaluar el desempen˜o del procedimiento disen˜ado para resolver el proble-
ma bajo estudio. La descripcio´n del proceso de generacio´n de las instancias empleadas
en los experimentos se realiza en la Seccio´n 7.1, posteriormente en la Seccio´n 7.2 se
indica cua´ntos grupos e instancias se generan para realizar la experimentacio´n.
Las me´tricas unarias y binarias que permitira´n establecer nociones de la calidad
de un frente respecto a otro se introducen en la Seccio´n 7.3.
En la Seccio´n 7.4 se describen los experimentos realizados para investigar la
influencia del para´metro de penalizacio´n por demanda insatisfecha.
En la Seccio´n 7.5 se detalla un experimento para determinar los conjuntos de
cotas superiores para los frentes de Pareto.
El ajuste de para´metros realizado para la metaheur´ıstica usando el software
calibra se menciona en la Seccio´n 7.6. Posteriormente, en la Seccio´n 7.7 se ofrece
un ana´lisis mediante el cual es posible observar el comportamiento de cada una de
las fases que componen el moamp. En la Seccio´n 7.8 se comparan las aproximaciones
a los frentes de Pareto obtenidas con la metaheur´ıstica, con los conjuntos de cotas
superiores obtenidos previamente.
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7.1 Descripcio´n del generador de instancias
El generador de instancias que aqu´ı se describe tiene como base el desarrolla-
do por Olivares (2007) para el problema en su versio´n determinista. Sin embargo,
al contemplar incertidumbre se empleara´ el valor esperado de la demanda para de-
terminar los para´metros que componen las instancias, tal y como se mostrara´ ma´s
adelante.
Cinco para´metros determinan el taman˜o de una instancia. Estos son: el nu´mero
de plantas I, el nu´mero de bodegas potenciales J , el nu´mero de centros de dis-
tribucio´n K, el nu´mero de arcos (servicios de transporte) entre los nodos, L(1)ij ,
L2jk y, el nu´mero de escenarios S. Para construir una instancia se establece que
|I| ≤ |J | ≤ |K|.
El nu´mero de arcos entre plantas–bodegas, bodegas–centros de distribucio´n
se considera fijo Narcos = |L
(1)
ij | = |L
(2)
jk | = 2, ∀ i ∈ I, j ∈ J , k ∈ K. E´stos
dos servicios de transporte corresponden a uno caro pero ra´pido y a otro barato
pero lento. Se considera tambie´n de forma fija que el nu´mero de escenarios es tres.
El co´digo para representar una instancia es I − J − K − (A, B, C). Por ejemplo,
3 − 3 − 4 − A denota la instancia A, compuesta de 3 plantas, 3 bodegas, 4 centros
de distribucio´n, 2 medios de transporte y 3 escenarios.
Para un nu´mero fijo de |I|, |J |, |K|, Narcos, |S|, el resto de los para´metros se
generan de forma aleatoria. Estos son:
Demanda de los centros de distribucio´n
Capacidad de las plantas
Capacidad de las bodegas
Costo y tiempo de transporte por cada arco
Costos fijos de apertura de las bodegas
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Penalizacio´n por demanda insatisfecha
Demandas
Las demandas de los centros de distribucio´n son variables enteras aleatorias
con distribucio´n uniforme. Se generaron tres escenarios de la siguiente forma:
U(7000, 20000), U(1000, 10000) y U(15000, 20000) con probabilidades aso-
ciadas de ocurrencia de .10, .15 y .75, respectivamente.
Capacidad de bodegas
Para tratar de garantizar la restriccio´n de que cada centro de distribucio´n
sea abastecido por una sola bodega, las capacidades de las bodegas deben ser
mayores que la ma´xima demanda esperada, es decir:
q
(1)
j ≥ ma´x
k∈K
(∑
s∈S
ps × d
s
k
)
, ∀j ∈ J
Adema´s, para evitar una decisio´n “fa´cil” de ubicacio´n de instalaciones, algunas
bodegas deben ser capaces de suministrar la demanda total esperada de los
centros de distribucio´n. Esta consideracio´n se fundamenta en el hecho de que,
al proveer ma´s opciones, la instancia sera´ ma´s dif´ıcil de resolver. La demanda
total esperada sera´ la base para determinar la capacidad de la bodega (q
(2)
j ),
as´ı, e´sta sera´ una variable entera aleatoria con distribucio´n uniforme en el
intervalo delimitado por lo que se denominara´ capacidad baja y alta de la
bodega. Entonces q
(2)
j ∼ U(q
(2)
baja, q
(2)
alta), donde
dtotal =
∑
k∈K
∑
s∈S
ps × d
s
k
q
(2)
baja = ma´x
k∈K
(∑
s∈S
ps × d
s
k
)
q
(2)
alta = dtotal + (dtotal − q
(2)
baja)
Capacidad de las plantas
Cap´ıtulo 7. Experimentacio´n computacional 109
La capacidad de las plantas debe generarse tambie´n teniendo en cuenta la
demanda total esperada, ya que en una instancia factible, la capacidad total
de las plantas debe poder satisfacer dicha demanda. Sin embargo, para generar
una instancia “dif´ıcil” se permitira´ que algunas plantas tengan una capacidad
cercana a la demanda total esperada. La consideracio´n nuevamente es que,
proveer ma´s opciones hace que el problema sea ma´s dif´ıcil de resolver. La
capacidad de la planta (q
(1)
j ) es una variable entera aleatoria con distribucio´n
uniforme en el intervalo delimitado por lo que se definira´ capacidad alta y baja
de la planta. Entonces q
(1)
j ∼ U(q
(1)
baja, q
(1)
alta), donde
q
(1)
baja =
dtotal
|I|
q
(1)
alta = dtotal
Costos y tiempos de env´ıo
El costo y tiempo de env´ıo se correlacionan de forma negativa, es decir a mayor
tiempo de env´ıo corresponde menor costo y viceversa. El tiempo de env´ıo es
una variable entera aleatoria Tarc con distribucio´n uniforme en el intervalo
(5, 25). El costo unitario de env´ıo Carc es una variable entera calculada a partir
del valor Tarc, generado por el cociente Carc =
50
Tarc
.
Costo fijo El costo fijo se calcula en base a algunos para´metros calculados previa-
mente. Una consideracio´n es que el costo fijo esta´ correlacionado positivamente
con la capacidad de la bodega. Entonces, para producir una instancia “dif´ıcil”,
el costo fijo total debe ser cercano al costo total de env´ıo esperado. Luego,
los valores de los costos de los arcos oscilan entre 2 (puesto que 50
25
= 2) y 10
(puesto que 50
5
= 10), es decir, el costo de los arcos ma´s caros en la red es de
10. Este valor se emplea para calcular un costo de env´ıo de referencia:
Cref =
10× dtotal
|J |
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asimismo, se calcula tambie´n la capacidad promedio qpromedio:
qpromedio =
∑
j∈J
q
(2)
j
|J |
y finalmente se determina el costo fijo para cada bodega:
Fj = Cref ×
q
(2)
j
qpromedio
.
Penalizaciones Se considera que el costo unitario de penalizacio´n debe ser mayor
que el costo unitario de env´ıo (costo en la parte de transporte ma´s costo en
la parte de asignacio´n). Entonces, teniendo en cuenta que el costo de env´ıo
ma´s alto en la red, es de 10, y que la cadena de suministro se conforma de
dos niveles, entonces las penalizaciones se determinan con una distribucio´n
uniforme aleatoria para cada escenario, es decir, η ∼ U(21, 25).
7.2 Grupos de instancias generados para la
experimentacio´n
El estudio experimental que se desarrollara´ en este trabajo sera´ sobre tres
grupos, cuyos taman˜os se muestran en la Tabla 7.1. Por cada uno de los tres grupos
se generara´n tres instancias, las cuales como se menciono´ previamente se denotan
por A, B y C, respectivamente.
7.3 Medidas de desempen˜o para problemas
multiobjetivo
Existen diferentes me´tricas empleadas para evaluar la calidad de las aproxima-
ciones a los frentes de Pareto obtenidas por me´todos de optimizacio´n multiobjetivo
basados en te´cnicas aproximadas. Se distinguen me´tricas unarias y binarias, se des-
criben a continuacio´n las que se empleara´n en el presente trabajo.
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Tabla 7.1: Grupos de instancias generados para realizar la experimentacio´n computa-
cional
Pequen˜as
Grupo Instancia
3 – 3 – 4
A
B
C
3 – 5 – 8
A
B
C
5 – 5 – 8
A
B
C
Medianas
Grupo Instancia
5 – 8 – 10
A
B
C
5 – 8 – 12
A
B
C
5 – 10 – 12
A
B
C
Grandes
Grupo Instancia
8 – 10 – 12
A
B
C
8 – 10 – 15
A
B
C
8 – 12 – 15
A
B
C
Me´tricas unarias
El nu´mero de soluciones no dominadas en cada conjunto |FP1|: esta me´-
trica es importante puesto que las fronteras de Pareto que proveen ma´s
alternativas al tomador de decisiones se prefieren a aquellas con pocas
alternativas (Zitzler et al., 2003).
Taman˜o del espacio cubierto o hipervolumen: esta me´trica calcula el a´rea
en el espacio de las funciones objetivo cubierta por las soluciones no do-
minadas (Zitzler et al., 2003). Se desea maximizar dicha medida.
Me´tricas binarias
RPOS(FPi): esta me´trica es capaz de comparar ma´s de dos conjuntos efi-
cientes. Para realizar los ca´lculos se construye un conjunto de referencia
R a partir de la unio´n de las soluciones eficientes de todos los n conjuntos
R = {FP1 ∪ FP2 ∪ · · · ∪ FPn}. Se eliminan de R las soluciones dominadas
y se obtiene el conjunto P , P = {r ∈ R | ∄ q ∈ R : q ≺ r}.
La me´trica RPOS se calcula de la siguiente manera:
RPOS(FPi) =
|a ∈ FPi | a ∈ P |
|FPi|
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D(FP1, FP2): esta me´trica se desarrollo´ en Olivares (2007) de manera espe-
cial para problemas con caracter´ısticas como las del problema ah´ı aborda-
do, las cuales se conservan en el trabajo aqu´ı realizado. La discretizacio´n
del objetivo f2 y el nu´mero de objetivos permite desarrollar la me´trica
para un par de conjuntos eficientes FP1 y FP2.
Se construye un conjunto E a partir de cada valor de la funcio´n objetivo
f2 para el cual existe un correspondiente valor de la funcio´n f1 en ambos
conjuntos:
E = {f2(a)∧ f2(a
′), a ∈ FP1, a
′ ∈ FP2 | ∃ f1(a)∧∃ f1(a
′)∧ f2(a) = f2(a
′)}
Entonces se calcula una desviacio´n promedio con las razones entre los
valores de la funcio´n objetivo del costo f1 para cada valor de f2 en el
conjunto E:
D =
∑
e∈E
(f1(a) | f2(a) = e)
(f1(a′) | f2(a′) = e)
|E|
, ∀ a ∈ FP1, a
′ ∈ FP2
El mı´nimo Dmı´n de estas razones se calcula mediante la ecuacio´n (7.1).
Dmı´n = mı´n
e∈E
(
f1(a) | f2(a) = e
f1(a′) | f2(a′) = e
)
, ∀ a ∈ FP1, a
′ ∈ FP2 (7.1)
Estas me´tricas (D y Dmı´n) se desarrollaron para darle un sentido pra´ctico
a la comparacio´n entre dos conjuntos. Punto a punto, para un valor fijo
del objetivo del tiempo f2, se mide la diferencia en la funcio´n objetivo del
costo f1. Entonces, para un valor fijo del tiempo se observa si la solucio´n en
un conjunto es ma´s barata o ma´s cara que la solucio´n en el otro conjunto.
El promedio de estas desviaciones se calcula con D y el mı´nimo valor de
e´stos se calcula con Dmı´n.
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La me´trica D indica de alguna manera la calidad de un conjunto com-
parado con otro. Se establece la siguiente relacio´n sobre el promedio:
Si D

< 1 FP1 es mejor que FP2
> 1 FP1 es peor que FP2
= 1 FP1 es similar a FP2
7.4 Ana´lisis del costo de penalizacio´n por
demanda insatisfecha
En el modelo de optimizacio´n robusta planteado en el Cap´ıtulo 4 la infactibili-
dad se presenta si la demanda de un centro de distribucio´n no se satisface en algu´n
escenario s. El tercer te´rmino de la funcio´n objetivo del costo penaliza la demanda
insatisfecha mediante el para´metro η (ve´ase la pa´g. 57, el te´rmino correspondiente
al valor CPs).
Debido a la incertidumbre en los para´metros del problema, el modelo podr´ıa
ser infactible en algunos escenarios. Por lo tanto, la variable Qsk representa la in-
factibilidad del modelo bajo el escenario s. Si el modelo es factible, Qsk = 0, en otro
caso, Qsk tendra´ asignada un valor positivo de acuerdo a la ecuacio´n (4.12).
En la Figura 7.1 se muestra para la instancia 3–3–4–A un conjunto de frentes
de Pareto, obtenidos para ciertas variaciones del para´metro η. Estas variaciones van
desde 20 hasta 100 con incrementos de 20 unidades.
Se muestra tambie´n en la misma gra´fica, el frente de Pareto que se obtiene
cuando el modelo es factible, es decir cuando la cantidad de demanda insatisfecha
es cero. Bajo esta consideracio´n la funcio´n objetivo del tiempo alcanza un valor
mı´nimo, al que se denotara´ tiempo de referencia. En este ejemplo particular, el
tiempo de referencia es de 16 unidades.
De la Figura 7.1 puede observarse co´mo el costo total esperado de env´ıo incre-
menta exponencialmente al incrementar el valor de η. En particular las variaciones
Cap´ıtulo 7. Experimentacio´n computacional 114
 0
 10
 15
 20
 25
 30
 35
 40
 500000  1e+06  3e+06  6e+06
Ti
em
po
Costo
 20 
 40 
 60 
 80 
 100 
Q = 0
Figura 7.1: Variacio´n del para´metro de penalizacio´n en la instancia 3–3–4–A en el
intervalo [20, 100]
de η que van de 20 a 100 determinan frentes de Pareto en los que para valores inferi-
ores al tiempo de referencia se dejan de emplear arcos para transportar el producto,
por lo cual, en las configuraciones incrementa la cantidad de demanda insatisfecha.
Puede observarse, para este ejemplo, como el costo total esperado para η = 100
incrementa hasta los 6 millones. Los puntos del frente en los que queda toda la de-
manda de la configuracio´n sin satisfacer tienen un valor en la funcio´n del tiempo de
cero unidades.
En las instancias trabajadas se considero´ que el costo unitario de transporte
siempre es menor que el costo unitario de penalizacio´n. Por dicha razo´n, en este ex-
perimento se var´ıa el para´metro η alrededor del valor 20, en particular, se consideran
variaciones de 10 a 30 con incrementos de 2 unidades. En la Figura 7.2 se muestran
los frentes obtenidos.
Obse´rvese en la Figura 7.2 que conforme el para´metro η crece, los frentes de
Pareto asociados a dichas variaciones se aproximan al frente en el que se satisface
completamente la demanda (es decir, Qsk = 0). De hecho, los frentes cuyo valor
de penalizacio´n es inferior a 20 dominan al frente de Pareto en el que Qsk = 0. El
incremento gradual de la penalizacio´n hace que para las configuraciones que esta´n
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Figura 7.2: Variacio´n del para´metro de penalizacio´n en la instancia 3–3–4–A en el
intervalo [10, 30]
por encima del valor del tiempo de referencia, la cantidad de demanda insatisfecha
disminuya gradualmente.
En las Figuras 7.1 y 7.2 para los puntos de los frentes de Pareto con un valor del
tiempo inferior al tiempo de referencia, la cantidad de demanda insatisfecha aumenta
gradualmente hasta llegar al punto del frente en el que la demanda de los centros
de distribucio´n esta´ completamente sin satisfacer, y su valor asociado del tiempo
es de cero unidades. Este comportamiento se presenta porque la penalizacio´n por
demanda insatisfecha tiene inferencia so´lo en la funcio´n del costo, de manera que
el modelo tiene la opcio´n de dejar de enviar producto y por ende, dejar de emplear
servicios de transporte y reducir el valor del tiempo, aunque la demanda insatisfecha
vaya incrementando.
Con este experimento se ha mostrado co´mo al utilizar valores altos de penali-
zacio´n por demanda insatisfecha (en este caso particular superiores a 30) se obliga a
satisfacer completamente la demanda de los centros en todos los escenarios (hasta el
valor del tiempo de referencia), de manera que el caso que considera incertidumbre en
las demandas, podr´ıa visualizarse como un caso particular del problema que adema´s
incorpora penalizacio´n por demanda insatisfecha.
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7.5 Determinacio´n de los conjuntos de cotas
superiores para los frentes de Pareto
El me´todo exacto que se emplea para obtener los frentes de Pareto del problema
es el me´todo de la ǫ–restriccio´n (ve´ase la Subseccio´n 2.4.2, pa´g. 31). E´ste fue pro-
gramado en C. Se empleo´ el optimizador comercial cplex versio´n 11.2 para resolver
los problemas entero mixtos.
En la implementacio´n realizada la funcio´n objetivo del tiempo pasara´ a ser
la restriccio´n parame´trica, esto es, se optimiza la funcio´n del costo (f1) sujeta a la
restriccio´n del tiempo (7.2), adema´s del conjunto de restricciones que componen el
modelo planteado en el Cap´ıtulo 4.
El modelo resultante tiene la siguiente forma:
min f t1 = CF +
∑
s∈S
ps
(
C(1)s + C
(2)
s
)
+
∑
s∈S
psCPs
sujeto a:
T ≤ ǫt (7.2)
Restricciones (4.4) – (4.25) (7.3)
El valor de ǫt var´ıa en cada iteracio´n t.
Una observacio´n importante es que, en una solucio´n o´ptima en alguna iteracio´n
t, podr´ıa ser inactiva la restriccio´n 7.2 (ve´ase la Subseccio´n 2.4.2, pa´g. 32). Entonces
es conveniente recalcular el valor de T a partir de los valores que determinan la
configuracio´n de red para la solucio´n dada, empleando la ecuacio´n:
T =
∑
s∈S
ps
{
ma´x
j
[
ma´x
i,ℓ
(
t
(1)
i j ℓ · U
s
i j ℓ
)
+ma´x
k,ℓ
(
t
(2)
j k ℓ · V
s
j k ℓ
)]}
(7.4)
De esta manera, se evitara´ resolver problemas con un valor de ǫ para el que no
habra´ configuraciones con esos valores de tiempo.
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El intervalo de variacio´n para el para´metro ǫ se determina resolviendo cada
problema mono–objetivo por separado.
En la experimentacio´n preliminar realizada se observo´, para algunos valores de
ǫt, que el problema entero mixto asociado no pudo resolverse hasta llegar a optimali-
dad. Esto debido a que la memoria de la computadora no era suficiente para concluir
la exploracio´n del a´rbol de ramificacio´n y acotamiento generado por el optimizador
cplex. Por dicha razo´n se opto´ por fijar un tiempo computacional l´ımite (tilim)
para la resolucio´n de cada problema. Particularmente, para las instancias de taman˜o
pequen˜o se fijo´ un tiempo de 3600 seg, y el valor del para´metro de variacio´n de ǫt se
fijo´ en .05. En las instancias de taman˜o mediano y grande se fija un tiempo de 1800
seg y el para´metro ǫt se fijo´ en 0.5.
La imposicio´n de estos l´ımites implica que para ciertos valores de ǫt el opti-
mizador comercial cplex no podra´ producir una solucio´n o´ptima. Entonces, para los
puntos que se alcance el tiempo l´ımite antes de concluir el proceso de optimizacio´n,
se registra el u´ltimo gap%. Es por ello que en general no se habla del frente de
Pareto o´ptimo, sino de conjuntos de cotas superiores.
En las Tablas 7.2–7.3 se muestran para cada grupo y cada re´plica, el tiempo
de ejecucio´n para encontrar el frente, el nu´mero de puntos en los que se alcanzo´ el
tiempo l´ımite de ejecucio´n y el gap% promedio alcanzado.
Tabla 7.2: Resultados de la implementacio´n del me´todo del ǫ–restriccio´n para la obten-
cio´n de conjuntos de cotas superiores: instancias pequen˜as
Grupo Instancia Cardinalidad
del conjunto
Tiempo de
ejecucio´n
CPU (seg)
Puntos en los
que se
alcanzo´ tilim
gap%
prome-
dio
3 – 3 – 4
A 168 1261.42 0 0.0000
B 179 528.41 0 0.0000
C 96 4306.55 0 0.0000
3 – 5 – 8
A 259 145623.63 8 2.5935
B 184 220937.01 13 4.7350
C 185 174336.74 12 6.4373
5 – 5 – 8
A 253 337871.33 32 4.5480
B 150 559871.71 70 6.8312
C 259 324124.38 13 1.9497
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Es claro que solamente para el grupo de 3 plantas, 3 bodegas, 4 centros de
distribucio´n (grupo 3–3–4), es posible determinar el frente de Pareto o´ptimo. Se
observa tambie´n co´mo para los dos grupos restantes ya aparecen puntos para los
que no fue posible llegar a optimalidad y alcanzaron el tilim impuesto. En el grupo
3–5–8 puede observarse co´mo comienza a incrementar la cantidad de puntos que
alcanzan el tiempo l´ımite, au´n as´ı el gap% es de 4.5 aproximadamente. En el grupo
5–5–8, como puede observarse en la columna cinco, de la Tabla 7.2, la cantidad de
puntos en que se alcanza el tiempo l´ımite es de 38 puntos en promedio, con un gap%
de 4.5 aproximadamente.
En la Tabla 7.3 puede observarse en la columna cinco, que en la mayor´ıa de
puntos se alcanza el tiempo l´ımite. Es notorio el esfuerzo computacional requerido
para encontrar los conjuntos de cotas superiores, ya que el tiempo l´ımite se fijo´ en
1800 seg. y fue alcanzado por la mayor´ıa de los puntos que conforman las aproxima-
ciones.
El gap% promedio por cada uno de los grupos de la Tabla 7.3 fue incrementan-
do de 17.5554 (grupo 5–8–10) a 28.4062 (grupo 8–12–15). Este dato se corresponde
con respecto a la cantidad de puntos en los que se alcanza el tiempo l´ımite, dado
que es natural esperar que entre mayor sea esta cantidad, mayor sera´ el gap% con
respecto a las soluciones o´ptimas.
7.6 Ajuste de para´metros
El ajuste de para´metros se realiza con un sistema automatizado llamado ca-
libra (Adenso-Diaz y Laguna, 2006), el cual se basa en te´cnicas estad´ısticas y
bu´squedas locales. A dicho sistema se le especifica: el rango apropiado para la bu´sque-
da de los para´metros, un conjunto de instancias de entrenamiento y el valor de la
medida de desempen˜o que se quisiera alcanzar. Cabe mencionar que este sistema
se refiere a problemas mono–objetivo, por lo que la medida de desempen˜o general-
mente hace referencia a la funcio´n objetivo del problema en cuestio´n. Considerando
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Tabla 7.3: Resultados de la implementacio´n del me´todo del ǫ–restriccio´n para la obten-
cio´n de conjuntos de cotas superiores: instancias medianas y grandes
Grupo Instancia Cardinalidad
del conjunto
Tiempo de
ejecucio´n
CPU (seg)
Puntos en los
que se
alcanzo´ tilim
gap%
5 – 8 – 10
A 45 71972.04 34 16.7195
B 44 74715.34 32 16.5837
C 43 69142.51 29 19.3630
5 – 8 – 12
A 39 83140.73 30 17.1214
B 35 72902.28 26 23.1488
C 35 77496.61 26 19.2676
5 – 10 – 12
A 33 68114.19 25 28.1833
B 37 78583.15 30 23.3017
C 35 88983.60 31 20.8689
8 – 10 – 12
A 30 79552.52 25 25.6588
B 36 82805.05 30 23.2275
C 36 85160.43 32 28.7077
8 – 10 – 15
A 31 80658.49 25 29.2905
B 37 82417.64 32 26.9139
C 30 84984.91 27 25.2478
8 – 12 – 15
A 23 72691.49 21 33.8855
B 27 76337.49 23 24.9785
C 26 79218.07 23 26.3546
el problema bi–objetivo que se estudia en este trabajo la medida de desempen˜o que
se empleara´ para realizar el ajuste de para´metros es el hipervolumen. En la Figu-
ra 7.3 se muestra lo que se esta´ calculando como medida de hipervolumen en este
problema.
La funcio´n de calibra consiste en llevar a cabo una bu´squeda sistema´tica para
determinar los mejores valores para cada uno de los para´metros que se le indiquen.
La versio´n actual de calibra maneja a lo ma´s 5 para´metros. En la meta-
heur´ıstica del moamp se determinaron 5 para´metros sobre los cuales se realizo´ el
ajuste, el primero de ellos relacionado al ma´ximo nu´mero de iteraciones en la fase II
del moamp y los cuatro restantes correspondientes a la bu´squeda tabu´ empleada en
las fases I y II:
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Punto anti−ideal
x5
x4
x3
x2
x1
f2
f1
Figura 7.3: Ilustracio´n del hipervolumen en dos dimensiones de un conjunto de cinco
puntos acotados por el punto anti–ideal
maxiter faseII : ma´ximo nu´mero de iteraciones en la fase II del moamp
maxiter: ma´ximo nu´mero de iteraciones para la bu´squeda tabu´ mixta
θ1: para´metro de permanencia tabu´ para el vecindario N1
θ2: para´metro de permanencia tabu´ para el vecindario N2
θ4: para´metro de permanencia tabu´ para el vecindario N4
Se calcula para cada aproximacio´n al frente de Pareto el hipervolumen deter-
minado a partir de los puntos que componen el frente, tomando como referencia
el punto anti–ideal. No´tese entonces, que la intencio´n de este ajuste contempla la
aproximacio´n despue´s de finalizadas las tres fases del moamp, esperando que al maxi-
mizar la medida del hipervolumen, los mejores valores arrojados para cada para´metro
influira´n en un mejor desempen˜o de la metaheur´ıstica moamp.
Los resultados que arrojo´ el calibra son: maxiter faseII = 65, maxiter = 450,
θ1 = 4× |J | × |K| × |S|, θ2 = 2× |J | × |K| × |S| y θ4 = 6× |J | × |K| × |S|
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En el procedimiento empleado para obtener el punto extremo (en el que se
minimiza la funcio´n del costo) GRASPCostos() (ve´ase la Seccio´n 6.2) se emplearon
los siguientes para´metros: α = 0.6, β = 1, maxiterG = 100, θ = 2 × |K|, maxiterT =
10× |K|.
En general, los valores previamente mencionados para cada uno de los para´-
metros que se emplean en los diversos algoritmos que conforman la metaheur´ıstica
sera´n los que se empleara´n para llevar a cabo la experimentacio´n en las secciones
posteriores.
7.7 Experimento para evaluar el desempen˜o de
las fases del moamp
Los algoritmos de la metaheur´ıstica fueron implementados en Free Pascal
usando el compilador Object Pascal. Ambos se ejecutaron en una computadora dell,
con dos procesadores Pentium Dual–Core 2.60GHz, y 4GiB de memoria.
A continuacio´n se muestran los resultados de un experimento que tiene como
finalidad mostrar la contribucio´n de cada una de las fases del moamp. Las Tablas
7.4, 7.5 y 7.6 para las instancias pequen˜as, medianas y grandes, respectivamente,
muestran el nu´mero de soluciones no dominadas obtenidas en cada una de las fases
as´ı como el tiempo computacional requerido en cada fase.
De las Tablas 7.4, 7.5 y 7.6 puede observarse en las columnas tres, cinco y
siete, co´mo incrementa la cantidad de puntos que van conformando la aproximacio´n
al frente. Como ejemplo, vea´se la Tabla 7.4, para el grupo 5–5–8: la Fase I aporta
en promedio 18 puntos, aproximadamente; luego, en la Fase II e´stos incrementan
a 67 puntos en promedio, para en la Fase III llegar a encontrar, en promedio 152
puntos. Esta relacio´n, en general prevalece para el resto de los grupos considerados.
Se observa como crece la cantidad de puntos que conforman la aproximacio´n del
frente de Pareto, conforme van transcurriendo las tres fases del moamp.
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Tabla 7.4: Nu´mero de puntos por cada fase del moamp: instancias pequen˜as
Grupo Instancia Fase I Fase II Fase III
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
3 – 3 – 4
A 33 1.31 65 45.04 127 0.34
B 41 1.06 88 73.72 169 0.54
C 13 1.37 38 65.83 40 0.07
3 – 5 – 8
A 22 2.22 68 173.33 168 1.23
B 22 1.99 84 170.20 177 1.11
C 12 2.29 49 94.90 112 0.65
5 – 5 – 8
A 22 2.22 68 173.33 168 1.23
B 22 1.99 84 170.20 177 1.11
C 12 2.29 49 94.90 112 0.65
Tabla 7.5: Nu´mero de puntos por cada fase del moamp: instancias medianas
Grupo Instancia Fase I Fase II Fase III
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
5 – 8 – 10
A 19 4.27 71 141.35 200 1.26
B 25 4.84 136 694.89 196 1.05
C 25 5.24 72 222.92 145 1.38
5 – 8 – 12
A 12 6.54 73 280.29 134 1.01
B 19 5.38 96 390.68 219 3.16
C 13 7.80 91 430.56 207 2.70
5 – 10 – 12
A 18 7.60 53 329.70 199 3.60
B 22 9.86 99 630.13 177 4.98
C 13 7.78 40 83.95 191 4.26
Tabla 7.6: Nu´mero de puntos por cada fase del moamp: instancias grandes
Grupo Instancia Fase I Fase II Fase III
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
No. de
puntos
Tiempo
(seg)
8 – 10 – 12
A 19 16.10 73 431.64 176 1.74
B 18 10.94 72 387.15 242 2.98
C 12 17.61 68 184.46 132 1.90
8 – 10 – 15
A 18 16.56 75 617.34 141 1.50
B 23 24.99 84 499.20 244 4.01
C 13 15.10 79 750.67 148 5.45
8 – 12 – 15
A 13 23.52 30 183.90 159 4.52
B 26 15.94 93 719.66 235 5.97
C 18 18.88 82 403.25 221 4.63
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Con referencia al tiempo computacional requerido por cada una de las fases,
en las columnas cuatro, seis y ocho de las tablas previamente mencionadas, puede
observarse que la fase que consume mayor tiempo computacional es la fase II, seguida
de la fase I y finalmente, la fase III. En la fase II se aplica una serie de bu´squedas
tabu´ enlazadas, razo´n por la cual se explica que esta fase sea la que requiere mayor
cantidad de tiempo computacional. La fase III consume menor tiempo, esto podr´ıa
deberse a que la aproximacio´n resultante en la fase previa es buena, ya que esta fase
consiste en un proceso de intensificacio´n.
A modo de ilustracio´n, en la Figura 7.4 se ofrecen las gra´ficas correspondientes
a las fases que componenen el moamp para cada una de las instancias del grupo 5–
5–8. En ellas puede observarse la transicio´n conforme van transcurriendo cada una
de las fases.
No´tese que la fase I adema´s de encontrar los puntos extremos, contribuye con
un conjunto de soluciones eficientes, que podr´ıa considerarse una aproximacio´n incial
a la frontera de Pareto, ve´ase la gra´fica 5–5–8–A. Visualmente la aproximacio´n que
provee la fase II es una mejor aproximacio´n con respecto a la aproximacio´n inicial
aportada por la fase I, en el sentido, de que las soluciones eficientes de la fase II
dominan a las de la fase I, esto puede apreciarse en la gra´fica 5–5–8–B. La fase III
logra mejorar la aproximacio´n a la curva de eficiencia provista por las fases I y II,
esto es visualmente ma´s notorio, en la gra´fica 5–5–8–C, no´tese co´mo en algunas zonas
la fase III mejora la aproximacio´n obtenida por la fase II.
7.8 Comparacio´n de los resultados del moamp
con los conjuntos de cotas superiores
El objetivo de estos experimentos es comparar las aproximaciones de los frentes
de Pareto obtenidos por el moamp y los conjuntos de cotas superiores obtenidos
mediante el algoritmo del ǫ–restriccio´n.
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Figura 7.4: Fases que componen el moamp para el grupo 5–5–8
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En el caso del problema abordado en este trabajo, la cardinalidad del conjunto
eficiente encontrado por el me´todo de la ǫ–restriccio´n tiene un l´ımite dado por la dis-
cretizacio´n de la funcio´n objetivo f2. Por lo tanto, para el caso de las aproximaciones
al frente de Pareto, obtenidos a trave´s de dicho me´todo, la me´trica de la cardinalidad
del conjunto de soluciones no dominadas indica en cierta medida la distribucio´n y el
cubrimiento de las soluciones a lo largo de la frontera de Pareto.
7.8.1 Comparacio´n para las instancias pequen˜as
En las Tablas 7.7 y 7.8 se muestran varias medidas de desempen˜o, que se
dividen en me´tricas unarias y binarias, las cuales permitira´n establecer la relacio´n
entre las aproximaciones comparadas.
Tabla 7.7: Comparacio´n de la metaheur´ıstica moamp y los conjuntos de cotas superio-
res, medidas unarias: instancias pequen˜as
Grupo Instancia Tiempo
de
ejecucio´n
CPU
(seg)
ǫC
Tiempo de
ejecucio´n
CPU
(seg)
moamp
|FP
ǫC| |FPmoamp| Hipervolumen
FP
ǫC
Hipervolumen
FPmoamp
3 – 3 – 4
A 126.42 46.69 168 127 9027185.9 7824939.3
B 528.41 75.32 179 169 10758418.2 10384444.3
C 4306.55 67.27 96 40 9837202.4 5920904.4
3 – 5 – 8
A 145623.63 176.78 259 168 31797042.1 28367851.1
B 220937.01 173.30 184 177 24178245.0 22106546.4
C 174336.74 97.85 185 112 26214232.1 20986533.5
5 – 5 – 8
A 337871.33 85.27 253 163 30343202.7 25647776.9
B 559871.71 214.30 150 171 22480722.7 23479576.1
C 324124.38 175.86 259 121 33216023.3 25805138.9
En la Tabla 7.7 se reportan tres me´tricas, el tiempo de ejecucio´n en CPU, la
cardinalidad de los conjuntos y el hipervolumen. Respecto al tiempo de ejecucio´n
es notorio de las columnas tres (me´todo ǫ–restriccio´n) y cuatro (moamp) como el
tiempo computacional requerido aumenta conforme crece el taman˜o del grupo en
consideracio´n. Sin embargo, el contraste entre el tiempo computacional requerido
entre el me´todo exacto y la metaheur´ıstica es muy diferenciado. Ve´ase por ejemplo,
el tiempo computacional requerido para la instancia 5–5–8–B, mientras que para el
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me´todo exacto se requieren aproximadamente 559,000 segundos, la metaheur´ıstica
requiere de 214 segundo aproximadamente.
En cuanto a cantidad de soluciones eficientes encontradas por cada me´todo,
en las columnas cinco (|FP
ǫC|) y seis (|FPmoamp|), puede observarse que el me´todo
exacto genera conjuntos de soluciones eficientes cuya cardinalidad, en general, para
los grupos de taman˜o pequen˜o son mayores con respecto a los conjuntos generados
por la metaheur´ıstica. Por ejemplo, para el grupo 5–5–8, en promedio el me´todo
exacto obtiene 220 puntos, mientras que la metaheur´ısitca en promedio obtiene 151
puntos.
El hipervolumen representa el a´rea dominada por los puntos que conforman la
aproximacio´n al frente, por tanto, se busca maximizar dicha me´trica. En promedio,
para el mismo grupo 5–5–8, el me´todo exacto reporta para esta me´trica en promedio
un hipervolumen de 28.6 × 106, y para la metaheur´ıstica 24.9 × 106. Teniendo en
cuenta las me´tricas unarias previamente mencionadas, a excepcio´n del tiempo de
ejecucio´n, los valores que reportan la cardinalidad del conjunto y el hipervolumen
puede concluirse que el frente que aporta el me´todo exacto es mejor que el que aporta
la metaheur´ıstica.
Tabla 7.8: Comparacio´n de la metaheur´ıstica moamp y los conjuntos de cotas superio-
res, medidas binarias: instancias pequen˜as
Grupo Instancia RPOS(FPǫC) RPOS(FPmoamp) D Dmı´n
3 – 3 – 4
A 0.987952 0.114458 0.982685 0.958547
B 0.994413 0.642458 0.987461 0.855926
C 1.000000 0.364583 0.999896 0.996367
3 – 5 – 8
A 1.000000 0.003861 0.950365 0.870765
B 0.994595 0.037838 0.949172 0.830693
C 0.963351 0.183246 0.905099 0.689209
5 – 5 – 8
A 1.000000 0.019763 0.907109 0.815138
B 0.879518 0.204819 0.963631 0.851936
C 1.000000 0.042471 0.908761 0.811325
En la Tabla 7.8 se presentan los resultados de las me´tricas binarias que se
emplean en este trabajo para establecer la relacio´n entre dos aproximaciones a la
frontera eficiente. La me´trica RPOS(FPi) indica la proporcio´n de puntos de la a-
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proximacio´n FPi pertenecientes al conjunto de referencia P (ve´ase la Seccio´n 7.3).
Un valor mayor de esta me´trica es mejor. Las columnas tres (me´todo exacto) y
cuatro (moamp) muestran para las instancias de taman˜o pequen˜o, co´mo este valor
es mayor para el me´todo exacto, de hecho, para cuatro instancias, se reporta el valor
de uno para esta me´trica, indicando que todos los puntos obtenidos por el me´todo
exacto pertenecen al conjunto de referencia. Por ejemplo, para el grupo 5–5–8 el valor
promedio de RPOS(FPǫC) es de .9598. Por el contrario, para la metaheur´ıstica, esta
me´trica reporta un valor bajo, en particular para el mismo grupo, en promedio .0890
siendo este valor la razo´n de puntos que pertenecen al conjunto de referencia P .
En la columna cinco de la misma tabla, se reporta el valor encontrado para la
me´trica D. Este valor al ser menor a uno, indica que la aproximacio´n que se obtiene
a trave´s del me´todo exacto es mejor al que se obtenido por la metaheur´ıstica. Sin
embargo, en la columna seis el valor Dmı´n que mide la diferencia entre los valores de
la funcio´n objetivo del costo para cada par de puntos comparados es en promedio,
para el grupo 5–5–8, de .7889, es decir, este es el menor valor de desviacio´n promedio
entre los valores de las funciones objetivo del costo considerados.
7.8.2 Comparacio´n para las instancias medianas
En las Tablas 7.9 y 7.10 se muestra un ana´lisis similar para las instancias
medianas.
No´tese en la columna tres de la Tabla 7.9 que el tiempo computacional re-
querido por el me´todo exacto es considerablemente alto, esto se debe a que en la
mayor´ıa de los puntos que conforman la aproximacio´n se alcanza el tiempo l´ımite
impuesto para estas instancias (1800 seg). En la columna cuatro se observa que el
tiempo requerido por la metaheur´ıstica sigue siendo considerablemente menor con
respecto a los tiempos de la columna tres, por ejemplo, para el grupo 5–10–12 el
tiempo promedio requerido por la metaheur´ıstica es de 360 segundos.
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Tabla 7.9: Resultados de la metaheur´ıstica moamp y los conjuntos de cotas superiores,
medidas unarias: instancias medianas
Grupo Instancia Tiempo de
ejecucio´n
CPU
(seg)
ǫC
Tiempo de
ejecucio´n
CPU
(seg)
moamp
|FP
ǫC| |FPmoamp| Hipervolumen
FPǫC
Hipervolumen
FPmoamp
5 – 8 – 10
A 71972.04 146.89 45 200 40741731.7 34003600.9
B 74715.34 700.78 44 196 45911755.7 34003600.9
C 69142.51 229.53 43 145 42882149.2 37877360.2
5 – 8 – 12
A 83140.73 287.86 39 134 46986213.2 36692631.4
B 72902.28 399.22 35 219 42254109.2 38005871.6
C 77496.61 441.06 35 207 43191123.1 37878643.7
5 – 10 – 12
A 68114.19 340.90 33 199 43188799.8 37757847.2
B 78583.15 644.97 37 177 47905660.0 42395444.6
C 88983.60 95.98 35 191 43964142.6 33128418.0
Respecto a la cardinalidad de los conjuntos que conforman las aproximaciones,
se observa una notoria diferencia con respecto a la Tabla 7.7. En las instancias de
taman˜o mediano y grande, en el me´todo del ǫ–restriccio´n se manejo´ un paso de 0.5,
por esa razo´n en general, para estos grupos, la cantidad de puntos esta´ restringida.
En promedio para el grupo 5–10–12 se obtienen 35 puntos a trave´s del me´todo exacto
y 189 para el me´todo metaheur´ıstico. Au´n as´ı, la medida que reporta la me´trica para
el me´todo exacto mantiene mejor valor con respecto a la que arroja la metaheur´ıstica,
en promedio, para el mismo grupo, el primer me´todo reporta un valor de 45× 106 y
el segundo un valor promedio de 37× 106.
Tabla 7.10: Comparacio´n de la metaheur´ıstica moamp y los conjuntos de cotas supe-
riores, medidas binarias: instancias medianas
Grupo Instancia RPOS(FPǫC) RPOS(FPmoamp) D Dmı´n
5 – 8 – 10
A 0.300000 0.761538 0.985450 0.919024
B 0.564103 0.512821 0.960283 0.874309
C 0.486842 0.539474 0.946863 0.829922
5 – 8 – 12
A 0.672727 0.381818 0.962419 0.876146
B 0.417722 0.607595 0.946808 0.859919
C 0.596491 0.456140 0.947102 0.880809
5 – 10 – 12
A 0.361446 0.662651 0.927348 0.725339
B 0.351648 0.659341 0.952960 0.900574
C 0.772727 0.250000 0.860422 0.740816
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Las columnas tres y cuatro de la Tabla 7.10 contienen el valor de RPOS(FPi)
para el me´todo exacto y la metaheur´ıstica, respectivamente. Para el grupo 5–10–12,
se obtiene un valor promedio en esta me´trica de .4952 para la aproximacio´n obtenida
a trave´s del me´todo exacto, y un valor de .5239 para el frente obtenido a trave´s de
la metaheur´ıstica. Estos valores indican que la proporcio´n de puntos de cada frente
con respecto al conjunto de referencia es aproximadamente de .5, es decir, en ambos
casos, la mitad de sus puntos pertenecen a este conjunto.
La me´trica D en la columna cinco de la misma tabla, sigue reportando valores
menores a uno, indicando que el conjunto de cotas superiores es mejor que el frente
aproximado de la metaheur´ıstica. En la columna seis de la misma tabla se muestra
el valor de la menor desviacio´n la cual se obtiene como la diferencia de los valores
en la funcio´n objetivo del costo de los puntos en consideracio´n. Por ejemplo para el
grupo 5–10–12 de .7889, y el valor promedio de D para el mismo grupo es de .9135,
lo cual indica, que los frentes comparados bajo esta me´trica son muy similares.
7.8.3 Comparacio´n para las instancias grandes
A continuacio´n se ofrecen los resultados para las instancias grandes.
Tabla 7.11: Resultados de la metaheur´ıstica moamp y los conjuntos de cotas superiores,
medidas unarias: instancias grandes
Grupo Instancia Tiempo de
ejecucio´n
CPU
(seg)
ǫC
Tiempo de
ejecucio´n
CPU
(seg)
moamp
|FPǫC| |FPmoamp| Hipervolumen
FP
ǫC
Hipervolumen
FPmoamp
8 – 10 – 12
A 79552.52 449.48 30 176 45749539.1 41559563.2
B 82805.05 401.07 36 242 45014697.6 37956594.3
C 85160.43 203.96 36 132 49114505.9 35050079.2
8 – 10 – 15
A 80658.49 635.40 31 141 54124533.8 42482918.5
B 82417.64 528.21 37 244 58225318.4 51943934.8
C 84984.91 771.23 30 148 52003693.1 39220004.8
8 – 12 – 15
A 72691.49 211.95 23 159 49594911.0 45533128.6
B 76337.49 741.58 27 235 68491548.1 48057152.1
C 79218.07 429.77 26 221 51780497.2 47624275.8
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De la Tabla 7.11 se observa que el mejor tiempo en CPU, as´ı como el mejor valor
en cardinalidad del conjunto son los que se reportan para la metaheur´ıstica. Para
el grupo 8–12–15 estos valores de 461.10 segundos y 205 puntos en promedio para
la metaheur´ıstica. Sin embargo, el valor del hipervolumen arroja mejores resultados
para el me´todo exacto. Para el mismo grupo, en promedio este valor es de 56× 106
para el me´todo exacto, y de 47× 106 para la metaheur´ıstica.
Tabla 7.12: Comparacio´n de la metaheur´ıstica moamp y los conjuntos de cotas supe-
riores, medidas binarias: instancias grandes
Grupo Instancia RPOS(FPǫC) RPOS(FPmoamp) D Dmı´n
8 – 10 – 12
A 0.750000 0.275000 0.919970 0.836458
B 0.359551 0.674157 0.927232 0.696160
C 0.878049 0.170732 0.917784 0.807083
8 – 10 – 15
A 0.341463 0.670732 0.996093 0.964865
B 0.492537 0.522388 0.906570 0.755658
C 0.805556 0.222222 0.938389 0.908005
8 – 12 – 15
A 0.338710 0.677419 0.908603 0.808301
B 0.574468 0.446809 0.862784 0.750687
C 0.289157 0.722892 0.937613 0.737576
En la Tabla 7.12 en las columnas tres y cuatro se reporta el valor de la me´trica
RPOS(FPi). Por ejemplo, para el grupo 8–12–15, en promedio este valor es de .4007
para la aproximacio´n obtenida por el me´todo exacto, y de .6157 para la aproximacio´n
obtenida a trave´s de la metaheur´ıstica, por lo que esta u´ltima aproximacio´n aporta
mayor cantidad de soluciones eficientes con referencia al conjunto de referencia P .
Por su parte, la me´trica D por ejemplo, para el mismo grupo, reporta un valor
promedio de .9030, indicando que la aproximacio´n obtenida por el me´todo exacto,
es mejor que la obtenida por la metaheur´ıstica, sin embargo, el valor promedio Dmı´n
para este mismo grupo, es de .7655, siendo este la mı´nima desviacio´n entre los valores
de la funcio´n objetivo del costo considerados. Este valor, y el valor promedio de D
cercano a uno, indican que ambos frentes son muy similares.
Al finalizar este cap´ıtulo se ofrece un conjunto de gra´ficas en las que se muestran
las aproximaciones obtenidas a trave´s del me´todo exacto y la metaheur´ıstica para
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el tercer grupo de cada taman˜o estudiado, pequen˜o (5–5–8), mediano (5–10–12) y
grande (8–12–15).
7.9 Conclusiones del cap´ıtulo
En este cap´ıtulo se describieron los resultados de la experimentacio´n computa-
cional realizada para validar la metaheur´ıstica disen˜ada para resolver el problema
de cadena de suministro bajos estudio.
Se mostro´ un estudio computacional que midio´ el efecto del costo de penali-
zacio´n por demanda insatisfecha. Este estudio mostro´ que conforme aumenta dicho
para´metro el costo esperado crece (solucio´n o´ptimo–robusta) y la demanda insatis-
fecha decrece eventualmente a cero (solucio´n factible–robusta).
El estudio de las fases del moamp reporto´ la cantidad de soluciones no do-
minadas y el tiempo computacional requerido por cada una de ellas, mostrando la
aportacio´n de cada una de estas fases a la aproximacio´n final del frente de Pareto.
Finalmente, se realiza una comparacio´n de las aproximaciones a los frentes de
Pareto obtenidos por el moamp con respecto a los conjuntos de cotas superiores.
Para ello, se calcularon me´tricas unarias y biniarias que permitireron establecer la
relacio´n entre las aproximaciones evaluadas. Las me´tricas unarias calculadas fueron:
la cantidad de puntos, el tiempo computacional requerido para obtener el frente, el
hipervolumen; y las me´tricas binarias: RPOS(FPi) y D(FP1, FP2).
De acuerdo con dichas me´tricas, para el grupo de instancias de taman˜o pequen˜o,
el conjunto de cotas superiores obtienen mejores valores que las aproximaciones
obtenidas con la metaheur´ıstica. Para los grupos medianos y grandes las aproxima-
ciones al frente de Pareto obtenidas por la metaheur´ıstica muestran mejores valores
respecto a las me´tricas evaluadas, por ejemplo, al cantidad de tiempo requerido para
obtener las aproximaciones es aceptable y mucho menor a la requerida por el me´todo
exacto. Adema´s, la metaheur´ıstica logra obtener una gran cantidad de soluciones no
dominadas.
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La me´trica RPOS para las instancias de taman˜o mediano y grande en el 55.5%
de las veces (respecto a las 9 instancias de cada grupo), el moamp aporta mayor
cantidad de soluciones no dominadas a la aproximacio´n del frente de Pareto, en
referencia al conjunto de referencia P construido para calcular esta me´trica.
La me´trica D(FP1, FP2) aunque en todas las instancias reporta valores menores
que uno, en promedio para los tres taman˜os estudiados este valor es de .80, indicando
que las desviaciones del cociente de los valores espec´ıficos de la funcio´n del costo son
del 80% hacia arriba, lo que lleva a concluir que los frentes comparados son similares.
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Figura 7.5: Aproximaciones al frente de Pareto para el grupo 5–5–8
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Figura 7.6: Aproximaciones al frente de Pareto para el grupo 5–10–12
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Figura 7.7: Aproximaciones al frente de Pareto para el grupo 8–12–15
Cap´ıtulo 8
Estudio del beneficio del
enfoque estoca´stico
Los problemas de programacio´n estoca´stica son, de forma general, computa-
cionalmente dif´ıciles de resolver. Cuando se trata de problema´ticas reales una ten-
dencia natural es resolver versiones ma´s simples del problema. Frecuentemente, estas
versiones son, por ejemplo, resolver un problema determinista, a partir de reemplazar
todas las variables aleatorias por sus respectivos valores esperados, o resolver muchas
versiones deterministas, cada una correspondiente a cada escenario, y posteriormente
combinar estas diferentes soluciones a trave´s de alguna regla heur´ıstica (Birge y Lou-
veaux, 1997).
Comu´nmente estos enfoques son inapropiados, pero en todo caso es adecuado
hacer un estudio teo´rico a partir de los conceptos: el valor esperado de la informacio´n
perfecta (EVPI por sus siglas en ingle´s expected value of perfect information) y el
valor de la solucio´n estoca´stica (VSS por sus siglas en ingle´s: value of stochastic
solution).
Una de las hipo´tesis de este trabajo fue que se deb´ıa modelar el problema bajo
la perspectiva estoca´stica. Para ello el presente cap´ıtulo se dedica al estudio de estos
dos conceptos para determinar a partir de dichos valores el beneficio que aporta la
consideracio´n de incertidumbre en el problema bajo estudio.
La Seccio´n 8.1 y 8.2 se dedican a recordar estos dos conceptos para un problema
estoca´stico mono–objetivo. El resto del cap´ıtulo se dedica a la adecuacio´n de e´stas
me´tricas para el problema bi–objetivo que se estudia en este trabajo.
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8.1 Valor esperado de la informacio´n perfecta
El concepto del EVPI se desarrollo´ en el contexto del ana´lisis de la decisio´n
(Dwyer, 1962). Bajo el enfoque de la programacio´n estoca´stica, supo´ngase que la
incertidumbre se modela a trave´s de escenarios. Sea ξ la variable aleatoria cuyas
realizaciones corresponden a cada uno de los escenarios. Se define el problema de
optimizacio´n asociado con un escenario ξ como:
min z(x, ξ) = cTx+min {qTy |Wy = h− Tx, y ≥ 0} (8.1)
sujeto a:
Ax = b, x ≥ 0
Se asume tambie´n de manera razonable que para todo ξ ∈ Ξ (Ξ soporte de ξ)
existe al menos un x ∈ Rn tal que el valor de la funcio´n objetivo esta´ acotado, es
decir, z(x, ξ) <∞. Esta consideracio´n implica que para todo ξ ∈ Ξ, existe al menos
una solucio´n factible, lo que implica la existencia de al menos una solucio´n o´ptima.
Se denota por x¯(ξ) la solucio´n o´ptima para cada uno de los escenarios. Se
desea encontrar todas las soluciones x¯(ξ) del problema (8.1) para cada escenario, y
por tanto, sus correspondientes valores o´ptimos z(x¯(ξ), ξ). Esta bu´squeda se conoce
como “problema de distribucio´n” porque busca la distribucio´n de x¯(ξ) y de z(x¯(ξ), ξ)
en te´rminos de ξ. El “problema de distribucio´n” puede verse como una generalizacio´n
del ana´lisis de sensibilidad o ana´lisis parame´trico para el caso de programacio´n lineal
(Birge y Louveaux, 1997).
Se asume que es posible encontrar las soluciones o´ptimas x¯(ξ) y sus correspon-
dientes valores objetivo z(x¯(ξ), ξ), entonces, es posible calcular el valor esperado de
la solucio´n o´ptima, conocida en la literatura como solucio´n “esperar y ver” (en ingle´s
wait–and–see), donde:
WS = Eξ
[
min
x
z(x, ξ)
]
(8.2)
= Eξz(x¯(ξ), ξ)
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donde Eξ denota la esperanza matema´tica con respecto a la variable aleatoria ξ.
Se calcula tambie´n la llamada solucio´n “aqu´ı y ahora” (en ingle´s here–and–
now) para el correspondiente problema con re–curso (en ingle´s recourse problem)
donde:
RP = min
x
Eξz(x, ξ) (8.3)
con una solucio´n o´ptima, x∗.
El valor esperado de la informacio´n perfecta EV PI es por definicio´n, la dife-
rencia entre las soluciones “esperar y ver” y “aqu´ı y ahora”: EV PI = RP −WS.
8.2 El valor de la solucio´n estoca´stica
Si se reemplazan todas las variables aleatorias por su valor esperado y se re-
suelve el problema determinista asociado se obtiene lo que se denomina el problema
de valor esperado:
EV = min z(x, ξ¯) (8.4)
donde ξ¯ = E(ξ) denota el valor esperado de ξ. Se denota por x¯(ξ¯) la solucio´n o´ptima
de dicho problema, llamada solucio´n de valor esperado.
El valor de la solucio´n estoca´stica es el concepto que mide que´ tan buena, y
ma´s frecuentemente, que´ tan mala es la decisio´n x¯(ξ¯) en te´rminos del problema (8.3).
Se define el resultado esperado de usar la solucio´n EV como:
EEV = Eξ(z(x¯(ξ¯), ξ)) (8.5)
La cantidad EEV , mide el desempen˜o de x¯(ξ¯), permitiendo que las decisiones de
segundo estado se elijan a optimalidad como funciones de x¯(ξ¯) y ξ. El valor de la
solucio´n estoca´stica se define como: V SS = EEV − RP .
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8.3 Consideraciones para el ca´lculo de EVPI y
VSS en el problema de estudio
Es muy importante sen˜alar las siguientes consideraciones con respecto al ana´li-
sis que se realizara´ posteriormente para el problema bi–objetivo estoca´stico que se
aborda en este trabajo:
1. En este trabajo se ha propuesto un modelo de optimizacio´n robusta (RO) la
cual como se sabe, se basa en la optimizacio´n estoca´stica. Como el ana´lisis que
se ofrece en este cap´ıtulo pretende ilustrar la conveniencia de utilizar te´cnicas
de optimizacio´n robusta, entonces, en los ca´lculos de EVPI y VSS se empleara´ el
problema RO y no RP. No´tese que esto sigue siendo va´lido, puesto que en el
modelo de optimizacio´n robusta, la decisio´n correspondiente a la cantidad de
demanda insatisfecha se incorpora como una decisio´n de re–curso.
2. Los ca´lculos para el EV PI y V SS descritos anteriormente corresponden a un
problema de programacio´n estoca´stica con re–curso, en donde se adopta un
enfoque basado en escenarios. Se requiere para el ca´lculo de dichas medidas
que exista al menos una solucio´n factible asociada a la realizacio´n de cada
escenario. El problema descrito en este trabajo contempla que la demanda
de los centros de distribucio´n debe satisfacerse, sin embargo, de acuerdo a
la modelacio´n matema´tica del problema basado en optimizacio´n robusta, se
admitira´n soluciones infactibles (en el sentido de que podr´ıa no cubrirse la
demanda de algu´n centro de distribucio´n) a cambio de un costo de penalizacio´n.
Sin embargo, a la vez estas soluciones infactibles sera´n concebibles (factibles)
para el problema RO, as´ı que por cada escenario involucrado en este problema
seguira´ existiendo una solucio´n factible, incluso, cuando esta solucio´n signifique
no abrir ninguna bodega, ni emplear ningu´n arco, dejando toda la demanda
insatisfecha.
3. Las medidas EV PI y V SS descritas anteriormente se definen para proble-
mas mono–objetivo. En ese sentido, para efectos del ana´lisis que se pretende
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presentar en este cap´ıtulo para el problema bi–objetivo, se realizan algunas
adecuaciones para determinar los valores de las medidas EV PI, V SS, WS,
RO, as´ı como de las posibles relaciones de orden que podr´ıan establecerse entre
ellas, en relacio´n al problema bajo estudio. Se ofrecera´ un ana´lisis en el que de
alguna manera se contemple el problema bi–objetivo y no una u´nica solucio´n
en s´ı.
El ana´lisis que a continuacio´n se ofrece empleara´ el me´todo de la ǫ–restriccio´n.
Dicho ana´lisis se llevara´ a cabo sobre los grupos de taman˜o pequen˜o. Recue´rdese
del Cap´ıtulo 7 que aunque se impuso un tiempo l´ımite de 3600 seg. para la solu-
cio´n computacional de los problemas enteros mixtos requeridos en el me´todo de la
ǫ–restriccio´n, para este grupo en particular, el optimizador comercial cplex encon-
tro´ la solucio´n o´ptima a cada problema asociado, de manera que para las instancias
referentes a este grupo, los frentes de Pareto encontrados son o´ptimos.
8.3.1 Ca´lculo del problema de valor esperado EEV
En el caso de un problema bi–objetivo, para calcular las soluciones EEV se
sigue un procedimiento similar al desarrollado en Guille´n et al. (2005):
Se resuelve el problema bi–objetivo determinista asociado al problema EV
(8.4), en el que el comportamiento de la demanda se asume perfectamente
conocido. Para el problema bajo estudio se considera el valor esperado de la
demanda. El resultado sera´ un frente de Pareto, donde cada punto represen-
tara´ una alternativa cuyo costo total es mı´nimo en relacio´n al tiempo ma´ximo
de transporte establecido para el valor de ǫ. Dicho frente se denotara´ como
fEV .
Posteriormente, por cada uno de los puntos obtenidos del frente fEV se pro-
cede a calcular el valor EEV (8.5) de la siguiente manera. Se fijan las variables
de decisio´n de primer estado (apertura de bodegas, y asignacio´n de bodegas a
centros de distribucio´n) correspondientes. A partir de e´stos valores, se evalu´a
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el comportamiento de dicha solucio´n en el problema estoca´stico. En e´ste, se
minimiza el costo y se restringe el valor de la funcio´n del tiempo a ser menor
o igual que el valor ǫ impuesto como meta en el me´todo ǫ–restriccio´n para el
problema determinista EV.
El procedimiento se repite hasta que el conjunto de soluciones Pareto deter-
ministas se evalu´a a trave´s de la formulacio´n estoca´stica. De esta manera se
obtiene un frente asociado, lo que corresponder´ıa a los valores EEV asociados a
cada punto del frente obtenido al resolver el problema bi–objetivo determinista
de valor esperado. Dicho frente se denotara´ como FPEEV .
8.3.2 Ca´lculo del problema “esperar y ver” WS
En el caso del problema bi–objetivo, basado en las ideas aportadas por Guille´n
et al. (2005), en este trabajo se procedera´ de la manera siguiente para calcular las
llamadas soluciones “esperar y ver”:
Se resuelve un problema determinista, en el que se considera cada escenario
de forma individual, por cada uno de ellos se obtendra´ un frente de Pareto
asociado.
Se determinan, de esos frentes los puntos en los que coincide el valor correspon-
diente a la funcio´n objetivo del tiempo f2, de esta manera, se identifica una
conexio´n en comu´n, en relacio´n al tiempo ma´ximo de transporte para dichos
frentes.
Se determina el valorWS, tal y como se indica en la ecuacio´n (8.2). El proceso
continu´a hasta que se ha calculado este valor para todos los puntos identifica-
dos, correspondientes a f2 presentes en cada uno de los frentes asociados a los
escenarios. De esta manera, el resultado sera´ un frente de Pareto, donde cada
punto representara´ una alternativa cuyo costo total es mı´nimo en relacio´n al
tiempo ma´ximo de transporte establecido para el valor de ǫ. Dicho frente se
denotara´ como FPWS.
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Los conjuntos de cotas superiores que se obtuvieron en el cap´ıtulo 7 para
el problema de optimizacio´n robusta, corresponden al problema RO (8.3). Dichos
frentes se denotara´n como FPRO. A partir de los valores obtenidos en los frentes
FPEEV , FPWS y FPRO sera´ posible determinar el valor de la solucio´n estoca´stica
V SS y el valor esperado de la informacio´n perfecta EV PI, como se mostrara´ a
continuacio´n.
8.4 Ca´lculo de las medidas EV PI y V SS
A partir de los frentes de Pareto FPEEV , FPWS y FPRO se pretende determinar
las medidas V SS y EV PI. Como se menciono´ anteriormente estas medidas fueron
desarrolladas para problemas mono–objetivo. En este trabajo, con la finalidad de
contemplar el hecho de que las soluciones a los diversos problemas previamente
mencionados son conjuntos de soluciones no dominadas, se ofrecera´n promedios de
los valores EV PI y V SS, los cuales se denotara´n respectivamente por EV PI y
V SS. Estos promedios se calculara´n sobre los puntos correspondientes de los frentes
de Pareto bajo consideracio´n, en los que coincida que el valor espec´ıfico de la funcio´n
objetivo del tiempo f2 aparezca en ambos frentes.
El EVPI representa la ma´xima cantidad que el tomador de decisiones estar´ıa
dispuesto a pagar, a cambio de conocer con exactitud el escenario que se presentar´ıa
en el futuro. Por dicha razo´n, en este estudio se considera para el ca´lculo de los
promedios, las diferencias entre RO y WS cuyo valor sea una cantidad positiva.
A continuacio´n, en la Tabla 8.1 se muestran los promedios EV PI y V SS para
cada una de las instancias de los grupos de taman˜o pequen˜o, as´ı como los promedios
porcentuales de dichas medidas.
De la Tabla 8.1 pueden obtenerse las siguientes conclusiones. En el grupo 3–
3–4, para la instancia B, o bien, no pudieron determinarse valores presentes de f2,
en los frentes FPEEV , FPWS y FPRO que permitieran calcular las medidas buscadas,
o bien, se reportaron solo valores negativos. Es decir, no hab´ıa beneficio alguno por
Cap´ıtulo 8. Ana´lisis de sensibilidad del problema estoca´stico 143
Tabla 8.1: Promedios del valor esperado de la informacio´n perfecta y el valor de la
solucio´n estoca´stica
Grupo Instancia EV PI EV PI% V SS V SS%
3 - 3 - 4
A 19222.01 1.81 14879.78 1.26
B – – – –
C 30765.00 4.15 43498.82 3.34
3 - 5 - 8
A 21165.13 1.44 29529.42 1.65
B 4833.09 0.22 44698.90 3.04
C 21735.05 1.43 33554.68 1.99
5 - 5 - 8
A 18635.04 1.46 59966.40 3.50
B 45068.00 2.82 50900.28 2.31
C 23795.89 1.82 11132.13 0.81
la incorporacio´n de incertidumbre. Luego, en la columna correspondiente a EV PI,
lo ma´s que el tomador de decisiones estar´ıa dispuesto a pagar, a cambio de conocer
con exactitud el escenario que se presentar´ıa en el futuro, var´ıa aproximadamente
entre 5,000 y 45,000 unidades. Estas cantidades, por ejemplo, podr´ıan emplearse
para contratar algu´n servicio de prono´stico de demanda, o un estudio de mercado
ma´s detallado. Sin embargo, generalmente, no es posibile contratar o llevar a cabo
este tipo de servicios, y es precisamente ah´ı donde resalta la importancia de la
incorporacio´n de incertidumbre en el problema bajo estudio.
Ahora bien, la medida que realmente interesa es el V SS, pues e´sta representa
el beneficio econo´mico que implica el hecho de considerar incertidumbre. De la Tabla
8.1 puede observarse en la quinta columna co´mo el beneficio var´ıa entre las 10,000 y
las 60,000 unidades, aproximadamente.
En la misma Tabla 8.1 se muestra en la columna cuatro el promedio relativo
al RO para el valor esperado de la informacio´n perfecta, y en la columna seis el
promedio relativo al EEV para el valor de la solucio´n estoca´stica. No´tese que en
cantidades relativas, se estar´ıa dispuesto a pagar hasta un 4.15% respecto al valor
del RO para la instancia 3–3–4–A con el fin de conocer con exactitud cua´l escenario
se presentara´ en el futuro. Sin embargo, el dato ma´s importante lo denota la u´ltima
columna, en la que por ejemplo, para la instancia 5–5–8–A se tendr´ıa un beneficio
del 3.5% relativo al EV V , al resolver el problema empleando el enfoque estoca´stico.
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En la Figura 8.1 para una instancia del grupo 5–5–8, se muestran los puntos
correspondientes al frente de Pareto FPRO, y al frente FPWS que se emplearon para
calcular EV PI (ver Figura 8.1a). Asimismo, se muestran los puntos correspondientes
al frente de Pareto FPRO, y al frente FPEEV que se emplearon para calcular V SS
(ver Figura 8.1b).
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 10
 20
 25
 30
 35
 40
 1e+06  1.5e+06  2e+06  2.6e+06
Ti
em
po
Costo
5−5−8−A
 Frente RO  Frente EEV 
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Figura 8.1: Frentes de Pareto empleados para determinar las me´tricas EV PI y V SS
para la instancia 5–5–8–A
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De la Figura 8.1a, de manera visual puede apreciarse como los puntos corres-
pondientes al frente FPWS, es decir, aquellas soluciones “esperar y ver” tienen un
valor en la funcio´n objetivo del costo menor con respecto a los puntos asociados
pertenecientes al frente FPRO, los cuales representan las soluciones “aqu´ı y aho-
ra”. En el caso del problema bi–objetivo bajo estudio, los resultados experimentales
permitieron verificar la desigualdad WS ≤ RO. Asimismo, en la Figura 8.1b, se
aparecia la relacio´n existente entre los valores EEV y RO. Como puede observarse,
los valores EEV son de manera general, mayores o iguales con respecto a los valo-
res de RO. Nuevamente, para el problema estudiado, los resultados experimentales
permitieron verificar la desigualdad RO ≤ EEV . Ambas desigualdades, permiten
verificar la relacio´n WS ≤ RO ≤ EEV , la cual se establecio´ por Madansky (1960)
para problemas mono–objetivo y que se preservan en este trabajo.
En la Figura 8.2 se muestra el desglose del costo por cada escenario para las
configuraciones asociadas a los frentes FPEEV y FPRO, cuyo valor en la funcio´n
objetivo del tiempo es de 24 unidades en ambas. Como puede observarse, en los
escenarios uno y dos el costo que provee el problema determinista EEV es menor
que el costo que proveen las configuraciones estoca´sticas, sin embargo, en el tercer
escenario el costo del problema determinista es mayor. Finalmente, el costo promedio
del problema determinista es de 1453650.45 mientras que el del problema robusto es
de 1435285.2. Lo que conduce a concluir la preferencia sobre esta u´ltima solucio´n.
Respecto a las decisiones referentes a las bodegas abiertas, en la configuracio´n
determinista, se abren las bodegas 2 y 4. Y para la configuracio´n del modelo robusto,
se abren las bodegas 2 y 5. Ambas comparten la bodega dos, sin embargo, para las
bodegas 4 y 5, puede observarse en la Tabla 8.2 que el problema determinista al
emplear el valor esperado de las demandas, opto´ por abrir una bodega con mayor
capacidad y por ende con mayor costo, lo que finalmente conllevo´ a un valor esperado
del costo mayor respecto a la solucio´n de la configuracio´n robusta.
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Figura 8.2: Comparacio´n de los costos de las configuraciones del frente FPEEV (deter-
minista) y FPRO (estoca´stico) con f2 = 24, por cada escenario
Tabla 8.2: Capacidades y costos fijos de la instancia 5–5–8–A
Bodega 1 2 3 4 5
Capacidad 207729 93490 195514 129100 117209
Costo fijo 343343 154524 323153 213381 193727
8.5 Descripcio´n de una solucio´n del modelo de
optimizacio´n robusta
Al final de este Cap´ıtulo se muestra la Figura 8.3, en ella se ofrecen las config-
uraciones obtenidas al resolver el problema estoca´stico, una por cada escenario, para
la instancia 5–5–8–A, para un punto espec´ıfico del tiempo. Su costo total esperado
es de $2019097.25 y el tiempo ma´ximo esperado de transporte es de 18.5 unidades.
En cada configuracio´n los c´ırculos denotan las plantas, los hexa´gonos denotan
las bodegas y los cuadrados denotan los centros de distribucio´n. En las etiquetas se
especifica la cantidad de producto que se env´ıa a trave´s de los arcos los cuales se
denotan en l´ınea continua (servicio de transporte caro–ra´pido) o punteada (servicio
de transporte barato–lento). Cuando queda demanda sin satisfacer en algu´n centro
de distribucio´n, esta cantidad se especifica con una etiqueta del lado derecho del
centro de distribucio´n.
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Las tres configuraciones comparten en su disen˜o las bodegas abiertas, en este
caso la bodega dos y la cinco. Asimismo, se comparte la asignacio´n de bodegas a
centros de distribucio´n, puesto que estas decisiones se tomaron antes de conocer
la realizacio´n de la variable aleatoria. En el caso que se ejemplifica la bodega dos
esta´ asignada a los centros de distribucio´n uno, tres, cinco y ocho, mientras que la
bodega cinco, esta´ asignada a los centros dos, cuatro y siete.
En las tres configuraciones el disen˜o de la red difiere en el primer nivel de la
cadena, pues en dependencia del escenario que se realice se determina que´ plantas
suministrara´n a que´ bodega. Asimismo, los medios de transporte empleados a lo
largo de toda la cadena, la cantidad de producto enviada a trave´s de ellos, y la
cantidad de demanda insatisfecha, son decisiones que dependen del escenario que se
realice. No´tese en el caso ejemplificado, que para los tres escenarios, no se satisface la
demanda del centro de distribucio´n seis, en general, la cantidad de demanda insatis-
fecha puede ser parcial o totalmente la demanda asociada al centro de distribucio´n.
En este caso, para los tres escenarios se presenta el u´ltimo caso.
8.6 Conclusiones del cap´ıtulo
La conclusio´n primordial de este cap´ıtulo se centra en mostrar la importancia
de considerar incertidumbre en la modelacio´n del problema, por lo cual se empleo´ la
medida del valor de la solucio´n estoca´stica. La experimentacio´n computacional rea-
lizada mostro´ que s´ı existe un beneficio econo´mico al incorporar incertidumbre en
el problema, resaltando as´ı la ventaja sobre formulaciones que abordan el problema
desde un enfoque determinista. Este beneficio, por ejemplo, para el grupo 5–5–8,
el promedio porcentual relativo al EEV para el valor de la solucio´n estoca´stica es
del 2.20%. En referencia a la me´trica del valor esperado de la informacio´n perfecta
para este mismo grupo, el promedio porcentual relativo al RO es de 2.03%. Esta
cantidad representa cua´nto se estar´ıa dispuesto a pagar a cambio de conocer con
exactitud el escenario que se presentara´ en el futuro. Sin embargo, la adquisicio´n
de la informacio´n perfecta podr´ıa no ser una alternativa viable, por lo que lo mejor
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sera´ optar por una solucio´n que contemple la incertidumbre expl´ıcitamente. Los
valores porcentuales mostrados se obtuvieron a partir de los promedios porcentuales
indicados en la columna seis y cuatro de la Tabla 8.1 sobre los valores V SS% y
EV PI%, respectivamente.
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Figura 8.3: Configuracio´n por cada escenario para el problema robusto correspondiente
al punto del frente de Pareto cuyo costo es de 2019097.25 y su tiempo de 18.5 unidades
Cap´ıtulo 9
Conclusiones y trabajo a futuro
En este trabajo se estudio´ un problema de disen˜o de cadena de suministro
en la que se llevaron a cabo decisiones del tipo estrate´gico y operacional. Una de
las caracter´ısticas ma´s importantes es la incorporacio´n de la incertidumbre en la
demanda de los centros de distribucio´n, con lo cual se contribuye a estudiar este
problema desde una perspectiva ma´s realista.
En este problema se considera la existencia de diversos medios de transporte,
e´stos, en general, pueden variar desde el tipo de servici o(regular, expre´s, . . . ), hasta
el tipo de transporte utilizado (tren, tra´iler, . . . ). Estos servicios de transporte tienen
asociados los para´metros del costo y tiempo, los cuales se correlacionan de manera
negativa, es decir, a mayor costo, menor tiempo de env´ıo, y viceversa. Las decisiones
a tomar corresponden a determinar cua´ntas y cua´les bodegas abrir, la asignacio´n de
bodegas a centros de distribucio´n, que´ plantas abastecera´n a que´ bodegas, el medio
de transporte a utilizar y la cantidad de producto a enviar, a fin de minimizar el
costo total de env´ıo y el tiempo ma´ximo de transporte. El problema determinista
bi–objetivo se estudio´ en Olivares (2007).
En este trabajo, se empleo´ un enfoque basado en escenarios para modelar la
incertidumbre, cada uno de ellos tiene asociada una probabilidad de ocurrencia cono-
cida. Se propuso un modelo matema´tico que se baso´ en la teor´ıa de la optimizacio´n
robusta, en el que se minimizo´ el costo total esperado y el tiempo ma´ximo esperado
de env´ıo del producto a lo largo de la cadena.
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En la funcio´n objetivo del costo, se contemplo´ el costo fijo por apertura de
instalaciones, el valor esperado del costo de env´ıo y el valor esperado del costo de
penalizacio´n por demanda insatisfecha.
Las decisiones a priori consistieron en la ubicacio´n de instalaciones y la asig-
nacio´n entre bodegas y centros de distribucio´n, mientras que las decisiones a pos-
teriori correspondieron a determinar que´ plantas suministrar´ıan a que´ bodegas, la
seleccio´n de medios de transporte en ambos niveles de la cadena, la cantidad de
producto a enviar y si hubiese, la cantidad de demanda que quedar´ıa insatisfecha.
La metodolog´ıa de solucio´n que se propuso para resolver el problema estoca´stico
se baso´ en te´cnicas metaheur´ısticas. En particular se adapto´ un moamp, el cual
consta de tres fases que generan de manera gradual una aproximacio´n al frente de
Pareto. Se analizo´ el problema distinguiendo dos partes en la cadena de suministro,
la parte de transporte y la parte de asignacio´n. En esta metaheur´ıstica se aplica una
bu´squeda tabu´ enlazada. Los movimientos propuestos para e´sta fueron el intercambio
de asignacio´n de bodegas a centros, el cambio de servicio de transporte en ambos
niveles de la cadena, e inserciones de elementos en la tabla ba´sica del problema de
transporte.
En la metodolog´ıa de solucio´n propuesta para resolver este problema, en la
parte de transporte cuando se evaluaba un movimiento candidato (cambio de asig-
nacio´n de bodega a centro de distribucio´n) se resolv´ıa de forma aproximada para
el problema de transporte, y ya cuando se determinaba de forma definitiva una
asignacio´n de bodega a centro de distribucio´n se resolv´ıa a optimalidad el correspon-
diente problema. Se presentaron tres variantes para esto, la versio´n cla´sica en la que
se minimiza el costo, la versio´n bi–objetivo y el problema que minimiza el ma´ximo
tiempo de env´ıo. En este trabajo se implementan computacionalmente los algoritmos
que dan solucio´n a e´stas variantes.
Posteriormente, se hizo extensiva la metodolog´ıa de solucio´n adecuando los
procedimientos para asumir la consideracio´n de penalizacio´n por demanda insatis-
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fecha, en la que el aspecto fundamental en el que se centraron estas adaptaciones,
consistio´ en aprovechar al ma´ximo la capacidad de una bodega una vez que e´sta se
hab´ıa abierto.
Se obtuvieron conjuntos de cotas superiores de los frentes de Pareto para
el problema entero mixto bi–objetivo. E´ste se resolvio´ a trave´s del me´todo del ǫ–
restriccio´n, y se empleo´ el optimizador cplex.
El algoritmo del procedimiento metaheur´ıstico disen˜ado se implemento´ com-
putacionalmente y mediante experimentacio´n se comprobo´ su eficiencia para pro-
ducir aproximaciones a los frentes de Pareto. Asimismo las comparaciones realizadas
con los conjuntos de cotas superiores mostraron que de acuerdo a las me´tricas em-
pleadas, las aproximaciones de los frentes de Pareto obtenidos con la metaheur´ıstica
son competitivos.
Una de las caracter´ısticas ma´s importantes de este trabajo es la consideracio´n
de la incertidumbre y el uso de modelos matema´ticos que consideren de manera
expl´ıcita la incertidumbre. Se mostro´ mediante las medidas del valor esperado de
la informacio´n perfecta y el valor de la solucio´n estoca´stica, el beneficio que aporta
abordar el problema desde la perspectiva de la optimizacio´n estoca´stica.
El cara´cter bi–objetivo del problema y la naturaleza estoca´stica del mismo,
son aspectos que podr´ıan presentarse de forma conjunta en problemas de cadena
de suministro u otras a´reas, por lo que la metodolog´ıa de estudio realizada para
esta problema´tica podr´ıa adaptarse o extenderse a la solucio´n de otros problemas
relacionados.
La conclusio´n general de este trabajo se centra en la obtencio´n de las aproxi-
maciones al frente de pareto para el problema con incertidumbre y penalizacio´n por
demanda insatisfecha, donde cada solucio´n no dominada de dicho conjunto repre-
senta una alternativa cuyo costo total esperado y el tiempo ma´ximo de transporte
son mı´nimos. Adema´s, estas soluciones, tienen la caracter´ıstica que para el escenario
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que se realice, e´ste permanece “casi” factible y “cercano” con respecto a la solucio´n
o´ptima de dicho escenario.
9.1 Trabajo a futuro y l´ıneas de investigacio´n
derivadas de este trabajo
En la implementacio´n computacional de la metaheur´ıstica, incorporar pena-
lizacio´n por demanda insatisfecha da lugar a soluciones infactibles, ya que en la
medida en que dejen de emplearse servicios de transporte la cantidad de demanda
insatisfecha sera´ mayor. Se asume que el tomador de decisiones tendra´ preferencia
por alguna solucio´n del conjunto compromiso, pero sin dejar demasiada demanda
sin satisfacer.
Por esta razo´n, en el disen˜o del algoritmo, la demanda insatisfecha se penaliza
en la funcio´n del costo, mientras que la funcio´n objetivo del tiempo no se conside-
ro´ expl´ıcitamente para obtener soluciones del conjunto compromiso. Como trabajo a
futuro para tomar en cuenta la funcio´n del tiempo, una posibilidad ser´ıa asignar pesos
en la funcio´n de evaluacio´n de la metaheur´ıstica que le permitan generar soluciones
en las que las configuraciones tengan un valor menor del tiempo y mayor cantidad
de demanda insatisfecha.
Tal y como lo sen˜ala Melo et al. (2009) las l´ıneas de investigacio´n en torno a la
toma de decisiones en los problemas de disen˜o de cadena de suministro, au´n tienen
caminos por explorar. La incorporacio´n de tareas ta´cticas y operacionales como la
incorporacio´n de seleccio´n de proveedores y la consideracio´n de mu´ltiples productos,
podr´ıan ser aspectos que se integren a la problema´tica estudiada.
Al contemplar la incertidumbre y emplear enfoques basados en escenarios, la
evaluacio´n del valor esperado del costo podr´ıa realizarse a trave´s de te´cnicas de
muestreo como Monte Carlo, lo que permitir´ıa contemplar una mayor cantidad de
escenarios y obtener buenas aproximaciones a dicho valor, en un tiempo de co´mputo
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razonable. Trabajos en los que contemplan este aspecto son: Santoso et al. (2005) y
Al-Qahtani et al. (2008).
En el a´rea de optimizacio´n robusta, adema´s de la minimizacio´n del valor espe-
rado del costo, podr´ıa contemplarse adema´s la minimizacio´n de la varianza del costo
respecto a variaciones positivas de este, trabajos en donde contemplan este caso son:
Ahmed y Sahinidis (1998) y Gonza´lez-Velarde y Laguna (2004).
En cadena de suministro las te´cnicas de solucio´n basadas en me´todos pobla-
cionales es considerable, ve´anse por ejemplo los trabajos de Gen et al. (2006), Alti-
parmak et al. (2006, 2009), entre otros. En el caso de problemas multi–objetivo al-
ternativa ser´ıa adaptar una metodolog´ıa de propo´sito general para problemas multi–
objetivo como el nsga–ii. Trabajos que emplean e´ste enfoque son: Mitra (2009),
Garc´ıa et al. (por publicar).
Ape´ndice A
Las variantes del problema de
transporte
A.1 Modelo del problema de transporte
El problema general de transporte se refiere a la distribucio´n de bienes de m
or´ıgenes (i = 1, . . . , m) a n destinos (j = 1, . . . , n). Se busca minimizar los costos
de distribucio´n, satisfaciendo ciertas condiciones respecto a la disponibilidad de ca-
pacidad en los or´ıgenes y los requerimientos de los destinos. Sea xij el nu´mero de
unidades que se distribuyen del origen i al destino j, la formulacio´n de programacio´n
lineal para este problema es:
min
m∑
i=1
n∑
j=1
cijxij
sujeto a:
n∑
j=1
xij = ai i = 1, . . . , m
n∑
i=1
xij = bj j = 1, . . . , n
xij ≥ 0 ∀ i = 1, . . . , m, j = 1, . . . , n
(A.1)
siendo ai las unidades disponibles para distribuir a los destinos, y bj los requerimien-
tos que se reciben desde los or´ıgenes.
Se refiere al libro de Hillier y Lieberman (1967) para recordar algunos conceptos
y definiciones importantes en torno a este problema.
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A.1.1 Las variantes del problema de transporte
En el problema de disen˜o de cadena de suministro que se describe en este
trabajo, de acuerdo a los dos niveles que lo componen, se ha referido como la parte
de transporte a aquella que va de plantas a bodegas, y la parte de asignacio´n a aquella
que va de bodegas a centros de distribucio´n. En los algoritmos desarrollados en los
Cap´ıtulos 5 y 6 que describen la metodolog´ıa de solucio´n para el problema, tanto
en los procedimientos constructivos como en las bu´squedas tabu´, se hace referencia
constantemente a la mejora de la solucio´n en la parte de transporte, esto, una vez
que se ha determinado de manera definitiva una asignacio´n de bodega a centro de
distribucio´n.
A continuacio´n, por cada procedimiento empleado durante el desarrollo de la
metaheur´ıstica se indica la versio´n del transporte a la que hacen referencia para
resolver el problema de transporte.
El constructivo y la bu´squeda tabu´ desarrollados como parte del procedimiento
grasp para el problema del tiempo, requieren de la resolucio´n de un problema
que minimice el ma´ximo tiempo de env´ıo (tmtp por sus sigla´s en ingle´s).
Esta interesante versio´n del problema de transporte se describe a detalle en el
Ape´ndice B.
El constructivo y la bu´squeda tabu´ desarrollados como parte del procedimiento
grasp para el problema del costo, requieren de la resolucio´n de un problema
de transporte cla´sico, en el que se minimizan los costos de distribucio´n del
producto.
En la bu´squeda tabu´ mixta y en la fase III del moamp, cuando un movimiento
corresponde al vecindario N2 (en el que se cambian las asignaciones de bodegas
a centros) se requiere de la resolucio´n del problema de transporte, en este caso
se trata de un problema bi–objetivo.
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Como puede observarse, dependiendo de las funciones objetivo (tmtp, cla´sico
y bi–objetivo) se tendra´n tres variantes de problema de transporte, las cuales se
describira´n a detalle ma´s adelante. Antes se quiere hacer notar que para el problema
de disen˜o de cadena de suministro, en la parte de transporte, por cada escenario, si
se definen como or´ıgenes a las plantas (cuyas ofertas ser´ıan sus capacidades) y como
destinos a las bodegas (cuyas demandas ser´ıan las demandas en dicho escenario),
entonces puede plantearse perfectamente un problema de transporte.
Si se considera que xij es la cantidad de producto enviada de plantas a bodegas,
es decir, la aproximacio´n al problema de transporte obtenida mediante el algorit-
mo C.3 EstimacionTransporte() (ve´ase el Ape´ndice C) se tiene que esta solucio´n
cumple con las cla´sicas restricciones del problema transporte, es decir, en principio,
es una solucio´n factible. La idea es tomar la solucio´n factible xij como solucio´n inicial
para posteriormente mejorar el problema de transporte correspondiente.
En general, en el proceso de mejora del problema de transporte se busca, en
primer lugar trabajar con un problema balanceado, verificar que no sea un problema
degenerado, y si lo es, debera´ completarse la base con m + n − 1 elementos en la
base. O bien, si la solucio´n no es ba´sica (hay ma´s de m+n−1 elementos en la base)
se procede a generar una solucio´n ba´sica y a partir de ella comenzar un proceso
iterativo hasta alcanzar optimalidad.
A.1.2 Balanceo en el problema de transporte
Un problema de transporte no esta´ balanceado cuando
∑
i ai 6=
∑
j bj , este
problema puede balancearse introduciendo un nodo ficticio de destino (cuando
∑
i ai >∑
j bj) con demanda
∑
i ai−
∑
j bj o una fuente ficticia (cuando
∑
i ai <
∑
j bj) con
capacidad
∑
j bj −
∑
i ai.
Una vez que se dispone de un problema de transporte balanceado, pueden
ocurrir tres cosas, que la solucio´n sea degenerada, es decir, estrictamente menos de
m+n−1 variables ba´sicas, que tenga ma´s de m+n−1 variables ba´sicas, o que tenga
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exactamente m + n − 1, en este caso, ya se dispone de una solucio´n ba´sica factible
para el problema de transporte en cuestio´n y se procede a buscar optimalidad.
A.1.3 Soluciones degeneradas
Hay que comprobar, para cada escenario, si la solucio´n del problema de trans-
porte es degenerada (tiene estrictamente menos de m+n−1 celdas con xij > 0). En
este caso se van buscando por orden lexicogra´fico celdas con xij = 0, que no formen
ciclos con las ya existentes que conforman la base del problema de transporte, y se
an˜aden a ella. Se van agregando dichas celdas hasta tener m + n − 1 elementos en
la base.
A.1.4 Obtencio´n de soluciones ba´sicas
El problema de transporte tiene ciertas propiedades estructurales que permiten
simplificar el me´todo simplex, dando lugar al me´todo simplex para el problema de
transporte, a ra´ız de esto, la tabla en donde se almacena la informacio´n referente al
problema, se denota como tabla de transporte. El concepto de tabla, celda y ciclo se
asumira´n conocidos, puesto que hacen referencia al cla´sico problema de transporte.
Una solucio´n no ba´sica puede ser fa´cilmente transformada en una solucio´n
ba´sica. Para ello vale con identificar “ciclos” en la tabla del transporte con las celdas
correspondientes a las xij > 0. En cada paso se identifica un ciclo, y se hace 0 al
menos un elemento de ese ciclo. El proceso se repite hasta no tener ciclos, y por
tanto tener una solucio´n ba´sica.
La Tabla A.1a muestra un ejemplo de una solucio´n no ba´sica. Como puede
observarse, con los valores de xij en las correspondientes celdas (1, 2), (1, 3), (2, 2) y
(2, 3) se forma un ciclo. En la Tabla A.1b, se muestra como se ha hecho 0 el valor
de x12 “balanceando” los valores de las celdas ciclo. En este caso esta solucio´n ya es
ba´sica.
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4 5 6
0 7 8
(a) Solucio´n no ba´sica
4 0 11
0 12 3
(b) Solucio´n ba´sica
Figura A.1: Transicio´n de una solucio´n no ba´sica a una ba´sica
Cuando la base del problema de transporte ya cuenta con exactamentem+n−1
variables ba´sicas se realiza un proceso iterativo, en el que de solucio´n ba´sica en
solucio´n ba´sica se resuelve a optimalidad el correspondiente problema de transporte.
A.2 Me´todo de balanceo
Cuando la solucio´n ya es ba´sica se aplica el me´todo del balanceo conocido
para el cla´sico problema de transporte, en e´l, se puede llegar a otra solucio´n ba´sica
introduciendo en la base una variable (celda) que estaba fuera y sacando otra que
estaba dentro. En los problemas de transporte planteados en este trabajo se emplea
el cla´sico me´todo de los multiplicadores.
Con las Tablas A.2a, A.2b y A.2c se ilustra co´mo se pueden conseguir soluciones
ba´sicas. En concreto, en la Tabla A.2a muestra la solucio´n original, la Tabla A.2b
muestra la solucio´n obtenida al introducir la celda (2, 1) y la Tabla A.2c, la solucio´n
obtenida al introducir la celda (3, 3).
4 5 9
0 10 0
2 1 0
(a) Solucio´n ba´sica inicial
4 0 9
2 8 0
0 3 0
(b) Se introduce (2, 1)
6 0 7
0 10 0
0 1 2
(c) Se introduce (3, 3)
Figura A.2: Ejemplo del me´todo de balanceo
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A.2.1 Problema de transporte para el problema del
costo
Este problema es el cla´sico problema de transporte en la que se busca la mini-
mizacio´n del costo por transportar el producto. A partir del problema de disen˜o de
cadena de suministro, para cada escenario, se define una instancia para el problema
de transporte, se definen como or´ıgenes a las plantas (cuyas ofertas ser´ıan sus ca-
pacidades) y como destinos a las bodegas (cuyas demandas ser´ıan las demandas en
dicho escenario).
Se define como solucio´n inicial a xsij , es decir, la solucio´n provista por el algorit-
mo C.3 EstimacionTransporte() (ve´ase el Ape´ndice C), esto, para cada escenario.
La matriz de costos para el problema de transporte cij se conforma por los costos
de transporte asociados a los arcos que conectan los nodos i con los nodos j.
El proceso de mejora del problema de transporte consiste en los siguiente:
i) Se balancea el problema de transporte agregando una bodega ficticia.
ii) Se transforma la solucio´n inicial xij en una solucio´n ba´sica.
iii) Se obtiene el o´ptimo a trave´s del me´todo simplex para problemas de transporte.
iv) A partir de la solucio´n o´ptima se calcula el costo de env´ıo en la parte de
transporte para el escenario s.
En este problema hay garant´ıa de obtener soluciones o´ptimas en un tiempo de
co´mputo polinomial.
A.2.2 Problema del transporte para el problema del
tiempo
El problema de transporte para la minimizacio´n del tiempo es un problema
muy interesante que busca la minimizacio´n del ma´ximo tiempo de env´ıo. En este
Ape´ndice A. Las variantes del problema de transporte 161
problema, a diferencia del problema cla´sico de transporte, en el que el costo de
transporte cambia en dependencia de la cantidad de producto enviada, el tiempo
involucrado de env´ıo permanece sin cambio, sin importar las cantidades enviadas.
Los detalles de este problema se describen en el Ape´ndice B.
A partir del problema de disen˜o de cadena de suministro, para cada escenario,
se define una instancia para el problema de transporte, se definen como or´ıgenes
a las plantas (cuyas ofertas ser´ıan sus capacidades) y como destinos a las bodegas
(cuyas demandas ser´ıan las demandas en dicho escenario).
Se define como solucio´n inicial a xsij , es decir, la solucio´n provista por el algorit-
mo C.3 EstimacionTransporte() (ve´ase el Ape´ndice C), esto, para cada escenario.
La matriz de tiempos (tij) para este problema se definen para cada arco que
conecta al nodo i con el nodo j, como el valor del tiempo asociado a ese arco (t
(1)
i j ℓ)
ma´s el tiempo ma´ximo de env´ıo en la parte de asignacio´n (t
ma´x(2)
s j ). De esta manera,
al minimizar el ma´ximo tiempo de env´ıo, se esta´ considerando el tiempo incurrido
en la trayector´ıa que va desde las plantas a los centros de distribucio´n.
La mejora del problema de transporte tmtp, partiendo de la solucio´n inicial
factible consiste en lo siguiente:
i) Se balancea el problema de transporte agregando una bodega ficticia.
ii) Se transforma la solucio´n inicial xij en una solucio´n ba´sica.
iii) Se obtiene el o´ptimo del problema tmtp (ve´ase el Ape´ndice B).
iv) A partir de la solucio´n o´ptima se calcula el tiempo ma´ximo de env´ıo para el
escenario s.
En este problema de minimizar el ma´ximo tiempo de env´ıo hay garant´ıa de
obtener una solucio´n o´ptima en un tiempo de co´mputo polinomial.
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A.2.3 Problema del transporte bi–objetivo
Conside´rese el problema de transporte bi–objetivo siguiente
min
∑
i
∑
j
cijxij (A.2)
min ma´x{tij |xij > 0} (A.3)
sujeto a las restricciones cla´sicas del problema de transporte.
El nu´mero de or´ıgenes, destinos, as´ı como el valor de las ofertas y demandas se
definen como se explico´ anteriormente. En este caso las matrices de costos y tiempos
se definen:
cij = c
(1)
i j ℓ; tij = t
(1)
i j ℓ + t
ma´x(2)
s j .
Conside´rese la solucio´n xij . E´sta puede ser transformada en una solucio´n ba´sica
con valores de ambas funciones objetivos iguales o mejores. Para ello vale aplicar el
siguiente proceso:
Algoritmo A.1. BalanceoTransporte
Hacer P = {(i, j)|xij > 0};
Ordenar los elementos de P segu´n su costo cij (de mayor a menor);
Hacer t = 0;
if |P| > m+ n− 1 then
(7) t = t+ 1;
Tomar el t-e´simo elemento de P;
Determinar si esa celda pertenece a algu´n “ciclo”, si no es as´ı ir al paso (7);
Determinar si puede ser “eliminada” sin aumentar el valor del costo
(objetivo A.2), sino es as´ı ir al paso (7);
Ejecutar la “eliminacio´n” de la celda cambiando los valores de xij de las
celdas del ciclo;
Extraer de P todas las celdas (i, j) del ciclo con xij = 0;
En este proceso, se denomina “ciclo” a los ciclos que se formen en la tabla del
correspondiente problema del transporte con xij > 0 (es decir, celdas de P). En este
contexto “eliminar” una celda, significa hacer que su valor sea cero aumentando o
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disminuyendo los valores de los xij del ciclo al que pertenece (como se ilustro´ en la
Figura A.1). Un resultado conocido sobre el problema del transporte es que si hay
ciclos, y por tanto la solucio´n es no ba´sica, se pueden conseguir eliminaciones que no
empeoren la funcio´n objetivo. Por otra parte, la “eliminacio´n” de una celda puede
suponer hacer cero no so´lo el valor de su correspondiente xij sino quiza´s alguno ma´s
del ciclo.
Si se observa en este proceso nunca se an˜aden elementos a P, so´lo se eliminan.
Por lo tanto la solucio´n resultante tendra´ un valor en la funcio´n objetivo mejor o
igual que la inicial. Por tanto, este proceso consigue mejorar, o al menos no empeorar,
los dos objetivos por separado.
En las Tablas A.3a y A.3b se hacen cero los valores de x12 y x23 al modificarse
los valores del ciclo formado por las celdas (1, 2), (1, 3), (2, 2) y (2, 3).
4 3 6
0 7 3
2 1 0
(a) Solucio´n no ba´sica
4 0 9
0 10 0
2 1 0
(b) Solucio´n ba´sica
Figura A.3: Transicio´n de una solucio´n no ba´sica a una ba´sica: ma´s de un elemento xij
se hace cero
Ape´ndice B
Problema de minimizar el tiempo
ma´ximo de env´ıo
En este ape´ndice se describe una te´cnica desarrollada por Sharma y Swarup
(1977) para el problema de minimizar el ma´ximo tiempo de env´ıo. El procedimiento
se basa en el movimiento de una solucio´n ba´sica a otra hasta alcanzar la solucio´n
o´ptima en un nu´mero finito de iteraciones.
B.1 El problema tmtp
En el problema de minimizacio´n del tiempo, el tiempo de env´ıo de bienes de
m or´ıgenes a n destinos es minimizado, satisfaciendo ciertas condiciones respecto a
la disponibilidad de las fuentes y los requerimientos de los destinos.
Un problema de minimizar el tiempo de env´ıo se formula como:
min Z =
[
ma´x(i,j) tij |xij > 0
]
sujeto a:
(I)

n∑
j=1
xij = ai i = 1, . . . , m
n∑
i=1
xij = bj j =, . . . , n
xij ≥ 0
(B.1)
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donde tij es el tiempo por enviar el producto del origen i al destino j, la disponbilidad
es ai al destino j–e´simo, donde el requerimiento es bj . Para alguna solucio´n factible
X = [xij ] que satisface (I), el tiempo de env´ıo es el ma´ximo de los tij’s de entre las
celdas donde hay asignaciones positivas, es decir, correspondiente a la solucio´n X ,
el tiempo de env´ıo es [
ma´x
(i,j)
tij|xij > 0
]
La diferencia ba´sica entre el problema de minimizar el costo de env´ıo y el
presente es que, mientras el costo de env´ıo cambia de acuerdo a las variaciones
de la cantidad enviada, el tiempo involucrado en el env´ıo permanece sin cambio
indistintamente de las cantidades enviadas.
B.1.1 Definiciones
Definicio´n B.1.1
Solucio´n factible: Un conjunto X = [xij ] de variables no negativas satisfaciendo
(B.1) es llamada una solucio´n factible.
Una mejor solucio´n factible: SeaX1 = [x1ij ] y X
2 = [x2ij ] dos soluciones factibles
al problema (I).
Sean
M1 = {(i, j)|x1ij > 0};
M2 = {(i, j)|x2ij > 0};
T 1 = ma´x
(i,j)∈M1
tij ;
T 2 = ma´x
(i,j)∈M2
tij ;
Q1 = {(i, j)|tij = T
1, (i, j) ∈ M1};
Q2 = {(i, j)|tij = T
2, (i, j) ∈ M2};
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Una solucio´n X2 se dice mejor que la otra X1 si,
T 2 < T 1, o bien (B.2)
T 2 = T 1,
∑
(i,j)∈Q2
x2ij <
∑
(i,j)∈Q1
x1ij (B.3)
En el caso (B.2) el tiempo es mejorado. En el caso (B.3) la cantidad de producto
transportado al tiempo T 2 en la solucio´n X2 es menor que la transportada al tiempo
T 1 en la solucio´n X1.
Definicio´n B.1.2 (Solucio´n casi o´ptima) Una solucio´n factible X = [xij ] para
la cual
[
ma´x(i,j) tij |xij > 0
]
es mı´nima, es llamada solucio´n casi o´ptima.
Definicio´n B.1.3 (Solucio´n o´ptima) Una solucio´n factible X = [xij ] del proble-
ma (I), se dice o´ptima si no existe alguna solucio´n mejor, es decir, para la cual el
tiempo de env´ıo T es el menor y
∑
(i,j)∈Q xij tambie´n tiene el mı´nimo valor.
B.1.2 Algoritmo de solucio´n para el tmtp
El algoritmo para resolver el problema consta de tres pasos principalmente:
1. Determinar una solucio´n inicial ba´sica factible la cual puede encontrarse a
trave´s de los me´todos conocidos para el caso de la minimizacio´n del problema
de transporte.
2. Encontrar una mejor solucio´n ba´sica factible adyacente.
Determinar una celda que no este en la base, la cual al introducirse reduzca
el tiempo de env´ıo o reduzca la asignacio´n en al menos una de las celdas
ǫQ, donde Q es el conjunto de celdas con asignaciones positivas y el tiempo
correspondiente igual al tiempo de env´ıo.
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a) Determinar el conjunto S de todas las celdas que no estan en la base tal
que si una de ellas entra a la base reducir´ıa la cantidad
∑
(i,j)∈Q xij = p o
a cero.
b) Elegir de entre los elementos de S aque´l (i0, j0) para el cual ti0,j0 es mı´ni-
mo.
3. Repetir el paso anterior hasta que no pueda encontrarse una mejor solucio´n
ba´sica factible adyacente.
En el paso 2b) se determina la celda (i0, j0) que entra a la base. El paso 2a)
determina el conjunto S de celdas elegibles para entrar a la base, dicho conjunto se
determina de la manera siguiente:
Sea X = [xij ] alguna solucio´n ba´sica factible de problema (I) con el correspon-
diente tiempo T de env´ıo.
Sea M = {(i, j)|xij > 0} y Q = {(i, j)|tij = T, (i, j) ∈ M}. Defina una matriz
[cij ] tal que:
cij =
 1 si tij < T0 si tij ≥ T
para este problema de maximizar la ganancia, se determina ui para los renglones y vj
para las columnas de la manera usual, eligiendo por decir, uk = 0 donde (h, k) ∈ Q es
el que tiene la ma´xima asignacio´n. Como se quiere maximizar la ganancia al tiempo
T , las celdas elegibles para entrar a la base son aquellas para las cuales ∆rs > 0,
donde
∆rs = [crs − (ur + vs)|(r, s) 6∈ B],
donde B es el conjunto de las celdas ba´sicas. Una celda (r, s) con trs ≥ T , crs =
0 6∈ S porque si dicha celda entrara a la base con una cantidad positiva xij > 0, la
ganancia decrementar´ıa, sin embargo, se trabaja en un problema de maximizacio´n
de la ganancia. En el caso de que entre valiendo xij = 0, en la que ni el tiempo ni
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el beneficio cambia, sera´ una solucio´n degenerada. Para las celdas (r, s) con trs < T ,
crs = 1, ∆rs es positivo si y so´lo si ur + vs ≤ 0.
S = {(r, s)|(r, s) 6∈ B, ur + vs ≤ 0, crs = 1}
El procedimiento esta´ destinado a conveger ya que involucra el movimiento de
una solucio´n ba´sica factible a otra mejor solucio´n ba´sica factible; las soluciones son
siempre finitas en nu´mero. El proceso termina cuando S = ∅.
Ape´ndice C
Pseudoco´digos del MOAMP
La notacio´n empleada para describir los pseudoco´digos empleados en la meta-
heur´ıstica se describe a continuacio´n.
w: un vector unidimensional de dimensiones 1×|K|; donde se denotara´ al elemento
wk como la bodega j que fue asignada al centro de distribucio´n k.
X: una matriz tridimensional de dimensiones |I|× |J |×|S|; donde se denotara´ al
elemento xsij como la cantidad de producto enviada en el escenario s, de la
planta i a la bodega j.
Y: una matriz tridimiensional de dimensiones |J |×|K|×|S|; donde se denotara´ al
elemento ysjk como la cantidad que se env´ıa de la bodega j al centro k bajo el
escenario s.
U: una matriz tridimensional de dimensiones |I|× |J |×|S|; donde se denotara´ al
elemento usij como el medio de transporte ℓ que en el escenario s realiza el
env´ıo de la planta i a la bodega j.
V: una matriz tridimensional de dimensiones |J |×|K|×|S|; donde se denotara´ al
elemento vsjk como el medio de transporte ℓ que en el escenario s realiza el
env´ıo de la bodega wk al centro k.
Q: una matriz bidimensional de dimensiones |K| × |S|; donde se denotara´ al ele-
mento qsk como la cantidad de demanda insatisfecha en el centro de distribucio´n
k bajo el escenario s.
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Los datos y la notacio´n correspondiente a las para´metros de las instancias,
como son costos y tiempos de transporte, capacidad de plantas y bodegas, costos
fijos, probabilidades de ocurrencia para los escenarios y demandas, fueron descritos
en el Cap´ıtulo 4.
A continuacio´n se desglosan las componentes de las funciones objetivo del costo
y el tiempo, pues algunas expresiones sera´n referidas en los pseudoco´digos aludiendo
a un escenario espec´ıfico.
Desglose de las componentes de la funcio´n del costo En cuanto a la funcio´n
del costo es necesario identificar las siguientes componentes:
CF : costo fijo por apertura de bodegas,
E[C(1)]: costo esperado de los env´ıos en la parte del transporte,
E[C(2)]: costo esperado de los env´ıos en la parte de asignacio´n,
C
(1)
s : costo de los env´ıos en la parte del transporte en el escenario s,
C
(2)
s : costo de los env´ıos en la parte de asignacio´n en el escenario s,
As´ı, en consideracio´n del desgloce anterior y de la expresio´n que define la
funcio´n objetivo del costo en la ecuacio´n (4.1) ahora e´sta puede escribirse
como:
f1 = E[CF + C
(1) + C(2)] = CF + E[C(1)] + E[C(2)];
donde,
E[C(1)] =
∑
s∈S
psC
(1)
s = p1C
(1)
1 + · · ·+ p|S|C
(1)
|S| ,
E[C(2)] =
∑
s∈S
psC
(2)
s = p1C
(2)
1 + · · ·+ p|S|C
(2)
|S| .
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Desglose de las componentes de la funcio´n del tiempo La funcio´n del tiem-
po descrita en la ecuacio´n (4.2) puede escribirse como:
f2 = E[T ];
donde,
E[T ] =
∑
s∈S
psTs = p1T1 + · · ·+ p|S|T|S|.
Recue´rdese que Ts es el valor ma´ximo de env´ıo en el escenario s, el cual se
compone por la suma del tiempo ma´ximo de env´ıo en la parte de transporte,
ma´s el tiempo ma´ximo de env´ıo en la parte de asignacio´n, es decir:
Ts = ma´x
{
t
ma´x(1)
s j + t
ma´x(2)
s j : j ∈ {1, . . . , |J |}
}
.
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C.1 Procedimiento constructivo
El pseudoco´digo del procedimiento constructivo que a continuacio´n se muestra
corresponde al referido en el problema del tiempo en el algoritmo GRASPTiempos();
para el problema del costo el procedimiento es ana´logo, evidentemente, tomando en
cuenta los para´metros referentes a dicho problema.
Algoritmo C.1. Constructivo(α, β, F)
input
α : para´metro que delimitara´ la lista de candidatos;
β : para´metro que penaliza la frecuencia con que se realiza una asignacio´n;
F : matriz de frecuencias de asignaciones de bodega a centro;
output: La solucio´n completa S
Inicializar f2 = 0 y las componentes de dicha funcio´n;
Ordenar en forma decreciente los centros de acuerdo a su demanda esperada;
Hacer k = 0;
repeat
k = k + 1;
Determinar
NF = {1, . . . , |J | : la asignacio´n de la bodega j al centro k es factible};
for j ∈ NF do
Calcular τjk, la estimacio´n del valor de f2 en la solucio´n parcial si se
asignara la bodega j al centro k;
(8) ~fg ← Aplicar BondadFrec(β, τjk,F) para calcular la bondad por realizar la
asignacio´n del centro k con las bodegas j ∈ NF ;
Determinar fgma´x = ma´x{~fg(j) : j ∈ NF} y fgmı´n = mı´n{~fg(j) : j ∈ NF};
Construir LC = {j ∈ NF : ~fg(j) ≥ α× fgmax + (1− α)fgmı´n};
Tomar j∗ ∈ LC aleatoriamente;
Ejecutar la asignacio´n:
Asignar al centro k con la bodega j∗;
Actualizar los valores de xsij , f2 y los componentes
de dicha funcio´n;
Mejorar la solucio´n en la parte del transporte;
until k = |K|;
A este procedimiento se hizo referencia en el Cap´ıtulo 5, en las subsecciones
que describen los procedimientos constructivos: Subseccio´n 5.3.1 (ve´ase la pa´g. 78)
y la Subseccio´n 5.4.1 (ve´ase la pa´g. 84).
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C.1.1 Procedimiento para determinar el beneficio de una
asignacio´n
En los procedimientos constructivos, tanto para el problema del costo co-
mo para el problema del tiempo, se penaliza una asignacio´n en dependencia a la
frencuencia en que ha ocurrido e´sta en iteraciones previas de los procedimientos
GRASPTiempos() y GRASPCostos(), respectivamente (ve´ase el paso (8) del algorit-
mo C.1 Constructivo()). A continuacio´n se presenta el pseudoco´digo para calcular
el beneficio por la realizacio´n de una asginacio´n.
Funcio´n C.2. BondadAsignacion(β, τjk ,F)
input
β: para´metro que penaliza la frecuencia con que se realiza una asignacio´n
τjk: estimacio´n del tiempo esperado de env´ıo por realizar una asignacio´n
F: matriz de frecuencias de asignaciones
output: ~fg(j) : vector cuyas componentes indican el beneficio por realizar una
asignacio´n ∀ j ∈ NF
/* Se determinan los valores ma´ximo y mı´nimo de las estimaciones
de tiempos ma´ximos esperados de envı´o */
Tma´x = ma´x{τjk : j ∈ NF}
Tmı´n = mı´n{τjk : j ∈ NF}
/* Se determinan el valor ma´ximo y el mı´nimo de la matriz de
frecuencias */
fma´x = ma´x{F[j, k] : j ∈ NF}
fmı´n = mı´n{F[j, k] : j ∈ NF}
/* Se determina el beneficio por realizar una asignacio´n */
for j ∈ NF do
if fma´x = fmı´n then
~fg(j) = τjk
else
~fg(j) = τjk + β
F[j,k]−fmı´n
fma´x−fmı´n
× (Tma´x − Tmı´n)
A este procedimiento se hizo referencia en el Cap´ıtulo 5, en las subsecciones
que describen los procedimientos constructivos: Subseccio´n 5.3.1 (ve´ase la pa´g. 77)
y la Subseccio´n 5.4.1 (ve´ase la pa´g. 84).
Ape´ndice C. Pseudoco´digos del MOAMP 174
C.2 Procedimiento heur´ıstico para el problema
de transporte
El pseudoco´digo que a continuacio´n se describe se emplea para obtener una esti-
macio´n al problema de transporte. Fue referido en los procedimientos constructivos y
las bu´squedas tabu´ que componen respectivamente los procedimientos GRASPTiempos()
y GRASPCostos().
Los “aumentos” o “decrementos” de requerimiento de las bodegas vienen dados
por la demanda del centro que se ha asignado a la bodega, ve´anse los algoritmos C.3
EstimacionTransporte() paso (9), y C.4 DesestimacionTransporte paso (10).
Algoritmo C.3. EstimacionTransporte(xsij)
input
xsij : cantidades de producto enviadas actuales en la parte de transporte
output:
xsij : solucio´n aproximada actualizada en la parte de transporte
t
ma´x(1)
s j : tiempo ma´ximo de env´ıo en la parte de transporte
Ordenar las plantas en orden creciente segu´n los t
(1)
i j 1 (supo´ngase, 1, 2, . . .)
(9) Inicializar q+ = dsk, i = 0
repeat
i = i+ 1
/* Se determina la cantidad que podra´ enviar la planta i */
δ = mı´n{q+, q
(1)
i − q
p
s i}
/* La cantidad de producto enviada de i a j incrementa en δ
unidades */
xsij = x
s
ij + δ
/* Al aumento de demanda en j se le decrementa lo que ya se ha
distribuı´do */
q+ = q+ − δ
if δ > 0 then t
ma´x(1)
s j = ma´x{t
ma´x(1)
s j , t
(1)
i j 1} ; /* Cuando se ha cubierto
el aumento de demanda se determina el tiempo ma´ximo de envı´o */
until q+ = 0
A este procedimiento se hizo referencia en el Cap´ıtulo 5, en las subsecciones
que describen los procedimientos constructivos: Subseccio´n 5.3.1 (ve´ase la pa´g. 77)
y la Subseccio´n 5.4.1 (ve´ase la pa´g. 84); y en las bu´squedas tabu´: Subseccio´n 5.3.2
(ve´ase la pa´g. 80) y la Subseccio´n 5.4.2 (ve´ase la pa´g. 86).
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Cuando es necesario “deshacer” una asignacio´n de bodega a centro, para el
problema de transporte hay que actualizar la solucio´n al problema de transporte
desestimando la cantidad que una bodega dada estar´ıa dejando de recibir.
Algoritmo C.4. DesestimacionTransporte(xsij)
input
xsij : cantidades de producto a enviar en la parte de transporte
output:
xsij− : Solucio´n aproximada actualizada en la parte de transporte
Ordenar las plantas en orden decreciente segu´n los t
(1)
i j− 1
(supo´ngase, 1, 2, . . .)
(10) Inicializar q− = dsk, i = |K| + 1
repeat
i = i− 1
/* Se determina la cantidad que dejara´ de enviar la planta i */
δ = mı´n{q−, xsij−}
/* La cantidad de producto enviada de i a j disminuye en δ
unidades */
xsij− = x
s
ij− − δ
q
p
s i = q
p
s i − δ
/* Al decremento de demanda en j se le disminuye lo que ya se
ha distribuı´do */
q− = δ − q−
until q− = 0
/* Cuando se ha decrementado la demanda se determina el tiempo
ma´ximo de envı´o */
t
ma´x(1)
s j−1
= ma´x{t
(1)
i j− 1
: xsij− > 0}
No´tese que para el problema que considera penalizacio´n por demanda insatis-
fecha, los “aumentos” o “decrementos” de requerimientos en las bodegas correspon-
dera´ a una cantidad parcial de la demanda del centro asociado a la bodega.
A este procedimiento se hizo referencia en el Cap´ıtulo 5, en las subsecciones
que describen los procedimientos de bu´squeda tabu´: Subseccio´n 5.3.2 (ve´ase la pa´g.
80) y la Subseccio´n 5.4.2 (ve´ase la pa´g. 86).
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C.3 Procedimiento de bu´squeda tabu´
El pseudoco´digo de bu´squeda tabu´ que a continuacio´n se presenta corresponde
al procedimiento empleado en el agoritmo GRASPTiempos() para mejorar la solucio´n
obtenida del procedimiento constructivo. En el problema del costo se hace referencia
tambie´n a la bu´squeda tabu´, la cual es ana´loga a la descrita para el problema del
tiempo pero emplea los para´metros referentes al costo.
Algoritmo C.5. Tabu(S, θ,F, maxiterT )
input
S: solucio´n;
θ: para´metro de permanencia tabu´;
F: matriz de frecuencia de asignaciones;
maxiterT : nu´mero ma´ximo de iteraciones;
output: solucio´n S
Inicializar S∗ = S, niter = 0, iter∗ = 0;
repeat
niter = niter + 1;
for k ∈ K do
for j ∈ J do
if j 6= jactual then
Determinar τjk el valor del tiempo total si a la bodega k
se le reasigna la bodega j;
Chequear el estado tabu de este movimiento;
Determinar k∗ y j∗ verificando:
τj∗k∗ = mı´n{τjk: el movimiento definido por j y k no es tabu´ o τjk < f2(S
∗)};
Ejecutar la asignacio´n:
Actualizar los valores de xsij , f2 y sus componentes;
Mejorar la solucio´n xsij en la parte del transporte para cada escenario;
if (f2(S) < f2(S
∗)) then S∗ = S, iter∗ = niter;
until niter > iter∗ +maxiterT ;
for k ∈ K do
F(j, k) = F(j, k) + 1;
S = S∗;
A este procedimiento se hizo referencia en el Cap´ıtulo 5, en las subsecciones
que describen los procedimientos de bu´squeda tabu´: Subseccio´n 5.3.2 (ve´ase la pa´g.
81) y la Subseccio´n 5.4.2 (ve´ase la pa´g. 86).
Ape´ndice C. Pseudoco´digos del MOAMP 177
C.4 Procedimiento de postprocesamiento
Algoritmo C.6. PostProcesoEscBodega(s, j, S)
input
S: solucio´n
output: enlaces que cambian al tipo barato–lento usi,j = 0 y v
s
k = 0
Se identifican los enlaces ra´pidos (y caros) que llegan a j con flujo positivo;
Se ordenan las plantas de forma creciente por el valor del enlace barato (y lento);
Sea II el conjunto ordenado y NI su cardinal, II = {1, 2, . . . , NI};
Se identifican los enlaces ra´pidos (y caros) que salen de j con flujo positivo;
Se ordenan los centros de forma creciente por el valor del enlace barato (y lento);
Sea KK el conjunto ordenado y NK su cardinal, KK = {1, 2, . . . , NK};
for i ∈ II do tp1(i) = ma´x{t
ma´x(1)
s j , t
(1)
i j 0};
for k ∈ KK do tp2(k) = ma´x{t
ma´x(2)
s j , t
(2)
j k 0};
Hacer tp1(0) = t
ma´x(1)
s j y tp
2(0) = t
ma´x(2)
s j ;
Hacer SC1(0) = SC2(0) = 0;
for i ∈ II do
SC1(i) =
∑
i′≤i
i′∈II
(
ci′j1 − ci′j0
)
;
for k ∈ KK do
(11) SC2(k) =
∑
k′≤k
k′∈KK
(
cjk′1 − cjk′0
)
;
for k ∈ KK do
Determinar ik = ma´x{i : i ∈ {0, 1, . . . , NI}, tp
1(i) + tp2(k) ≤ Ts};
Hacer ST (k) = SC1(ik) + SC
2(k);
Determinar k∗ = argma´x{ST (k) : k = 0, 1, . . . , NK};
for i = 1, . . . , ik∗ do if i
∗
k > 0 then u
s
i,j = 0;
for k = 1, . . . , k∗ do if k > 0 then vsk = 0;
Hacer C
(1)
s = C
(1)
s − SC1(ik∗), C
(2)
s = C
(2)
s − SC2(k∗);
Actualizar f1 y las componentes de esta funcio´n objetivo;
El procedimiento de postprocesamiento que a continuacio´n se describe, fue
referido en los procedimientos Fase III delmoamp (ve´ase la pa´g. 71), GRASPTiempos()
(ve´ase la pa´g. 74) y BusquedaTabuMixta() (ve´ase la pa´g. 90). Recue´rdese que en
el Cap´ıtulo 6 tambie´n se hace referencia a este procedimiento, sin embargo, cuando
se calcula la reduccio´n del costo, en el paso (11) debe considerarse tambie´n el costo
unitario de penalizacio´n.
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