Most symbolic classifiers aim at building sets of rules with good coverage and precision. While this is suitable for most applications, they tend to neglect other desirable properties, such as the ability to induce novel knowledge or to show new points of view of well-established concepts. An approach to overcome these limitations involves using a multi-objective evolutionary algorithm to build knowledge rules with specific properties specified by the user. In this paper, we report a research work that combined evolutionary algorithms and ranking composition methods for multi-objective optimization. In this approach, candidate solutions are built, evaluated and ranked according to their performance in each individual objective. Then rankings are composed into a single ranking which reflects the candidate solutions' ability to solve the multi-objective problem considering all objectives simultaneously. We investigate the behavior of 5 ranking composition methods. These methods are compared and we conclude that all of the studied ranking composition methods provide good balance of objectives. Moreover, for the 11 datasets analyzed, we conclude condorcet is the only method which performs statistically better than other methods.
Introduction
Symbolic supervised learning is a field of artificial intelligence that deals with automatic extraction of knowledge from data so that the representation of knowledge is in a form that is intelligible to humans. One of those forms is the knowledge rule, which encodes knowledge in the form of a "if set of conditions then conclusion" sentence. A symbolic classifier inducer is a learning algorithm that aims at constructing a set of rules, given some data organized in a set of examples. Usually, symbolic inducers aims at building rule sets with good coverage and precision, which roughly means that they aim at extracting knowledge that applies to a large number of examples and is accurate in classifying new examples. However, typical inducers tend to neglect other desirable properties, such as the ability to induce novel knowledge, to surprise the domain specialist or to show new, possibly contradictory, points of view of well-established concepts.
An approach to overcome these limitations involves using a multi-objective evolutionary algorithm to construct knowledge rules with specific properties specified by the system user [8] . Evolutionary algorithms belong to a family of algorithms that attempt to solve problems by iteratively optimizing a set of sub-optimal solutions. In the case of constructing knowledge rules with specific properties, the sub-optimal solutions are knowledge rules which do not sufficiently satisfy the desired properties. The evolutionary algorithm modifies the sub-optimal rules in order to create new rules that presumably better satisfy those properties. It is important to notice, however, that modifying the content of a rule to improve its ability to satisfy one of the properties may not improve its ability to satisfy the other properties. Moreover, it is often the case that properties are conflicting, i.e., these modifications will decrease the rule's ability to satisfy one or more of the other properties. Thus, the problem of constructing rules with specific properties should be faced as a multi-objective optimization problem where the maximization of each property is one single objective.
Evolutionary algorithms are very suitable for multiobjective optimization. In this paper, we report a research work which combined evolutionary algorithms and ranking composition methods for multi-objective optimization. In this approach, candidate solutions are constructed, evaluated and ranked according to their performance in each individual objective. Then rankings are composed into a single ranking which reflects the candidate solutions' ability to solve the multiobjective problem considering all objectives simultaneously.
In this paper we extend the research in [8] by investigating the behavior of 5 ranking composition methods. These methods are compared and we conclude that all composition methods studied presented similar performance in constructing rules that provide good balance of the measures. Moreover, for the 11 datasets analyzed, we conclude that condorcet is the only method which performs statistically better than other methods.
The rest of this paper is organized as follows. Section 2 presents definitions. Section 3 introduces the notion of optimization and ranking composition methods. Section 4 presents related work. Section 5 describes the experiments and results. Finally, Section 6 presents conclusions.
Definitions and Notations
A dataset is a set of N examples in the form {(x 1 , y 1 ), ..., (x N , y n )}. Each example E i is a pair (x i , y i ), where x i is a vector of values (x i1 , x i2 , .., x iM ) related to a collection of attributes {X 1 , ..., X M }, whose domains may be finite sets of values (discrete) or infinite intervals of real numbers (continuous). Therefore, the expression x ij refers to the value taken by the attribute X j in example E i . The values y i refers to the special attribute Y, called class attribute. When all examples have non-empty y i value, the dataset is said to be labeled and supervised learning techniques may be used. This is the case of the research work reported in this paper. Moreover, in this work, the attribute Y takes only discrete values.
When a dataset is labeled and all examples provide a set of discrete values for the class attribute, classifier inducer algorithms may be used. A classifier inducer is an algorithm that produces a hypothesis H : E→Y which associates an example e ∈ E to its expected class y ∈ Y. The hypothesis H is called classifier and may be represented by a wide variety of description languages. One of the most used is the classification rule representation.
A classification rule is a symbolic representation of knowledge, i.e., it is intelligible to humans. A rule R is given in the form B → H where B, called body, is a conjunction of conditions and H, called head, is the y value predicted by the rule. In other words, R predicts the class y. Given a rule R and an example e, R covers e iff all conditions of B ∈ R are verified true in e. A rule correctly covers an example iff the rule covers the example and correctly predicts its class.
When a rule is evaluated against a dataset, the examples may be distributed along four sets, B, B, H and H. Examples covered by a rule belong to B, while examples having the same class as predicted by the rule belong to H. Their complements, B and H contain the examples not covered and the examples incorrectly predicted by the rule. The corollary intersections contain examples correctly covered, incorrectly covered, not covered but correctly predicted and not covered but incorrectly predicted. These sets are important to construct the rule's contingency matrix (see Table 1 ), which is the basis of the Lavrač framework [7] . 
The Lavrač framework allows one to estimate rule quality levels according to different quality criteria. Assume X ∈ {H, H, B, B} is the event in which an example is acknowledged as belonging to one of those sets and x ∈ {h, h, b, b} is the cardinality of those sets (i.e., h = |H| and so forth). If x is interpreted as the number of occurrences of X for a given rule and dataset, one may estimate the probability of the event X, P (X) = f x , based on the frequency of occurrence of X.
One of the most used rule quality measures is accuracy, which is defined as the conditional probability of
. Accuracy measures the fraction of examples covered by a rule which have the same class predicted by the rule. However, when the coverage of the rule is low (few examples satisfy the B part of the rule) this probability is likely to be poorly estimated from frequencies. A better estimation is obtained when Laplace correction is used. Laplace correction is defined as LAcc(R) = hb+1 b+N Cl , where N Cl is the number of the dataset's class values -for the sake of simplicity, intersection operators will be omitted (e.g., |H ∩ B| will be written hb).
Support is a widely used rule quality measure. Support is defined as the probability of B and H occurring together, i.e. Sup(R) = P (HB) = f hb . Support mea-sures the proportion of examples covered and correctly classified by R.
Novelty is also an important rule quality measure. Novelty is defined as the difference between the probability of B, given H, and the product of the marginal probability of these two events. In general terms, this measure favors slightly inaccurate rules that cover a large number of events more than accurate rules that cover few examples. It can be demonstrated that |N ov(R)| ≤ 0.25; values near −0.25 indicate strong association between H and B, while values near +0.25 indicate strong association between H and B. Novelty is defined as N ov(R) = f hb − f h × f b .
Optimization and Rankings
The construction of knowledge rules with specific properties may be faced as an optimization problem. If there is only one specific property of interest, then the task of optimization is a single-objective optimization problem which requires the maximization or the minimization of a single function. For instance, if one wants to construct rules with high novelty, one may attempt to maximize the function f (R) = N ov(R) which takes a knowledge rule as input and outputs its novelty measure. However, it is most often the case when the user wants to construct rules that present several specific properties, which are very likely to be conflicting. In other words, instead of maximizing one single function, the user is interested in maximizing (or minimizing) several functions. This should be faced as a multi-objective optimization problem and require specific tools to deal with multiple, often contradictory objectives. In fact, even the notion of "optimal" has a different meaning in the case of multi-objective optimization [2] . For instance, in the case of this paper, there is never a single rule that maximizes all desired measures. Instead, we are interested in finding a rule that provide a good balance of the measures instead, even if none of the measures is maximized.
Multi-objective optimization techniques can be divided into two groups. The Pareto-based techniques make use of the Pareto concept [4] and try to find a set of dominant solutions that belong to the Paretooptimal frontier. The non-Pareto techniques rely in applying some mathematical function to convert a multiobjective instance problem into a single-objective problem. For instance, one may take the weighted mean of the objectives into a function f and apply a singleoptimization method to maximize (or minimize) f . This is a simple, elegant approach, but has the severe drawback of only providing good results when an appropriate set of weights is chosen. However, apart from a reduced number of cases where the problem semantics suggest a fairly trivial importance relationship among the objectives, finding an appropriate balance of the weights is a another multi-optimization problem itself.
Ranking composition is a non-Pareto technique that does not require weight balance. A ranking is a collection of items arranged in order according to some quality which they all possess [6] . The position of each item in the ranking is called rank. Ranks are usually expressed as numerical values that reflect their position in the ranking.
Ranking composition is performed in a two-step process, which will be referred to in this paper as the ranking step and the composition step. The ranking step independs of the composition method being used and consists in ranking each item of the collection according to one single objective. The result of this step is a number of rankings that equals the number of optimization objectives, and each item will have the same number of ranks. The next step consists in composing those ranks into a single value, according to the composition method being used. The result of this composition is a final ranking that reveals which item or items are best in providing good balance of all the objectives. It does not reveal, however, how much better these items are when compared to the others.
There is not a unique or standard method for the composition step. The most intuitive and straightforward is the mean composition, which is the weighted mean of the item's ranks. Given o the number of objectives, W = w 1 , . . . , w o a vector of weights related to the objectives and R = r 1 , . . . , r o a vector of ranks, the mean composition of an item is calculated as Rk(W, R) = i wi×ri Σwi . A simple variation of the mean composition is the harmonic composition, which is obtained by a weighted harmonic mean, instead of an arithmetic mean. harmonic composition is given by Rk(W, R) = i Σwi wi×r
. Another straightforward composition method that is based on simple mathematical functions is the reciprocal composition, which is defined as the sum of the inverse of the ranks and is given by the equation Rk(W, R) = i wi ri . The median composition is based on the median statistics of a population. To calculate the median composition of an item's rank, one must first sort its ranks according to the same order criterion used to construct the initial rankings during the ranking step. The item's rank will be the central value of all its ranksi.e., the median.
The condorcet composition is performed in a twostep process. First, all items are compared pairwise on their equivalent ranks. That is, every pair of items (A, B) is compared on their ranks for objective 1, then on their ranks for objective 2 and so forth for all objectives. The item of the pair which "beats" the other for the most number of objectives is considered the winner of the pair and the other item is, logically, the loser. If the items "beat" each other for the same number of ranks or if they have identical ranks for all objectives, then they are tied. The next step involves sorting the items according to their number of wins. If two items have the same number of wins, then their number of loses is used as a second criterion. If two items have the same number of wins and loses, then their number of ties is used as final criterion. This final sorting is a ranking, which should be used as the composition of the initial rankings.
It is important to notice that all composition methods aim at finding good balance of the objectives. However, the notion of "good balance" differs among methods and datasets. Also, not all methods have the same time complexity. We do not provide any formal analysis of the five methods presented, but it is intuitive that all but condorcet are O(n) time-complexity, whereas condorcet itself is O(n 2 ), where n is the number of ranked items.
Related Work
Rule knowledge extraction with specific properties has received little attention in the past years, as rule learning is most frequently used in the context of classifier induction and association rule learning.
Evolutionary computation has been used in the field for a while to construct knowledge rules or symbolic classifiers. Romao [9] uses genetic algorithms to discover fuzzy rules. Ishibuchi [5] also uses genetic algorithms to construct fuzzy rules, but focusing in evolving classifiers instead of single rules.
In [8] , it is proposed the usage of evolutionary algorithms to build individual knowledge rules with specific properties. [8] also presents the Evolutionary Computation Learning Environment -ECLE -as an implementation of that proposition. ECLE is a framework and a learning system which attempts to construct knowledge rules with specific properties out of any initial rule set, which may be composed by randomly generated rules, rules produced by other inducers or rules manually constructed by the system user. This initial rule set is used as the genetic algorithm's initial population.
Genetic algorithms -GA -are iterative optimization algorithms inspired by the theories of natural evolution of the species. GAs work with a set of candidate solutions, called population, which are sub-optimal solutions to the optimization problem. The goal of the GA is to combine and modify those candidate solutions, via crossover and mutation operations, to produce new candidate solutions which are expected to solve the optimization problem more suitably. Both crossover and mutation operators are applied stochastically, in a fashion that resembles the processes of nature. In each iteration, which is called generation, a subset composed by the most suitable rules are selected out of the population. These are the rules that "win" the natural selection process and will "reproduce", that is, will be combined with each other and then modified to compose the new generation. The GA process repeats several times, until an optimal solution is found or another stop criterion is satisfied.
In [8] and in the case of the work reported in this paper, the population was a set of rules which present the specific properties desired by the user, but suboptimally. Ranking composition methods were used to evaluate the rules according to the specific properties and select the rules which would be used to construct the next generation. The convergence criterion was standard deviation convergence. After constructing each population, the algorithm would evaluate the mean of all quality measures. If that statistic's standard deviation was smaller than a threshold value, the GA process was terminated.
Experiment Evaluation
In order to evaluate the ranking composition methods discussed in Section 3, several experiments were conducted using 11 datasets from the UCI online dataset repository [1] . Table 2 summarizes the data used in this study. For each dataset, it shows the number of examples (#Examples), attributes (#At-tributes), quantitative and qualitative attributes, and majority class frequency. For each dataset, a set of rules was generated using classic rule induction algorithms. This set was used as input to a multi-objective optimization algo- rithm which used evolutionary computation to construct rules with specific properties out of the initial set of rules. The evolutionary algorithm was a genetic algorithm that combined knowledge by means of two mutation operators and three crossover operatorsknowledge rules were combined by having their conditions and parts of their conditions exchanged and individually modified 1 . For this experiment, crossover rate was set to 60% and mutation rate was set to 5%. The task of optimization considered in this study consists of simultaneously maximizing these rules in terms of three measures of rule quality, namely novelty, Laplace and support. These three measures were chosen because they represent some of the most desirable characteristics of knowledge rules discovered by inducers. Rules with high support are applicable to a large number of examples, rules with high Laplace are precise in classifying new examples, and rules with high novelty represent knowledge that is potentially novel to the user or domain expert, even though novelty is a quality that is subjective in nature, and is very difficult to be assessed by an objective measure.
Optimizing simultaneously these three quality measures is not a trivial task. For instance, rules with high support usually are not novel, since knowledge that 1 See more at [8] .
is applicable to a large number of examples is usually well-known to most domain experts. Similarly, it is usually easier to find precise rules that cover few examples than to find precise rules that cover a large number of examples. Finally, high support rules usually cover a large region in the instance space and have higher probability of false positive classifications.
Experiments were performed with 10-fold crossvalidation resampling technique. For each training set, a rule set with all rules induced by C4.5, C4.5rules and CN 2 was given as input to the multi-objective evolutionary algorithm. Although it is not mandatory to input the evolutionary algorithm with a rule set (i.e., the evolutionary algorithm may produce an initial random set of rules), this procedure usually reduces the time required for convergence. Once the convergence condition is satisfied, all optimized rules present in the last generation are evaluated in the training set, and the rule with the best evaluation, i.e., positioned first in the ranking, is selected and evaluated in the test set. In order to improve the statistical confidence, this procedure was repeated 10 times, i.e., 100 train-and-test experiments were performed for each combination of dataset and ranking composition method.
Five ranking composition methods were evaluated: condorcet, median, mean, reciprocal and harmonic. In order to analyze whether there is differences among the ranking composition methods, we ran the Friedman test [3] . Friedman test was ran with four different null-hypotheses: (H 1 ) that the performance of all five methods are comparable considering only the Laplace measure; (H 2 ) that the performance of all five methods are comparable considering only the novelty measure; (H 3 ) that the performance of all five methods are comparable considering only the support measure; (H 4 ) that results obtained using the five ranking composition methods are comparable considering all three measures. When the null-hypothesis is rejected by the Friedman test, we can proceed with a post-hoc test to detect which differences among the methods are significant. We ran the Nemenyi multiple comparison with a control test to point out which methods present a significant difference in the experimental evaluation.
Friedman test results indicate that the nullhypotheses H 1 , H 2 and H 3 cannot be rejected. Thus, considering the three quality measures separated, it is not possible to affirm that there is a significant difference among the ranking composition methods with 95% confidence level. However, when all measures are considered together, Friedman test points out that the null-hypothesis H 4 should be rejected. Therefore, we proceeded with Nemenyi to detect which performance differences are significant. The result is pictured in Figure 1 . The thicker lines above the graph mark the interval of one critical difference (see [3] ) that two methods should have to be statistically different from each other. Groups of algorithms that are not significantly different are also grouped by a line. Figure 1 shows that condorcet performs best, followed by median, mean, harmonic and reciprocal. Nemenyi test indicated significant difference between condorcet and harmonic rankings and between condorcet and reciprocal ranking. There is no significant difference among condorcet, median and mean.
