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Foundations of Global Computing
Global Computing:
computation over a global network of
mobile, bounded resources shared among
mobile entities which move between
highly dynamic, largely unknown,
untrusted networks.
Di±culties:
Extreme dynamic recon¯gurability; lack
of coordination and trust; limited
capabilities; partial knowledge ...
Issues:
Protection and management of resources;
privacy and con¯dentiality of data; ...
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Mobility & Agent Migration
Globality & Variability
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Global Computing
| Lecture I |
Name Mobility
|||
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Reductions
(ºz)(¹ xhyi + z(w): ¹ whyi j x(u):¹ uhvi j ¹ xhzi)
(ºz)(¹ xhyi + z(w): ¹ whyi j x(u):¹ uhvi j ¹ xhzi)
(ºz)(0 j ¹ yhvi j ¹ xhzi) (ºz)(¹ xhyi + z(w): ¹ whyi j ¹ zhvi j 0)
(ºz)(¹ vhyi j 0 j 0)
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Contexts and Congruences
Process Contexts:
C ::= [.] j ¼:C + P j (ºa)C j C j P j !C
Conguences:
A relation ./ is a congruence if it is preserved by all contexts, that is P ./ Q
implies:
¼:P + R ./ ¼:Q + R (ºa)P ./ (ºa)Q
P j R ./ Q j R R j P ./ R j Q
!P ./ !Q
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Standard Form
A process
(º~ a)(M1 j ¢¢¢ j Mm j !Q1 j ¢¢¢ j !Qn)
is in standard form if
1. each Mi is a sum and
2. each Qi is itself in standard form.
Thm: Every processes is structurally congruent to a process in standard form.
proof: Easy, by structural induction.
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Reaction Rules
Tau: (¿:P + M) ¡! P
React: (M + x(y):P) j (¹ xhzi:Q + M0) ¡! fz=ygP j Q
Par:
P ¡! P 0
P j Q ¡! P 0 j Q Res:
P ¡! P 0
(ºa)P ¡! (ºa)P 0
Struct:
P ´ P0 P0 ¡! Q0 Q0 ´ Q
P ¡! Q
Evaluation contexts: E ::= [.] j E + P j (ºa)E j E j P
Global Computing { pp.14/224¿ n o À
Oregon Summer School
An example
Although it may appear not obvious, the term
P = x(z):¹ yhzi j !(ºy)¹ xhyi:Q
has a redex. Let us use ´ to uncover it.
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The essence of name mobility
P 8?9 >: =;< x
z
? ? ? ? ? ? ? ? ? Q 8?9 >: =;<
R 8?9 >: =;<
P j R j Q
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The essence of name mobility
P 8?9 >: =;< x
z ? ? ? ? ? ? ? ? ? Q 8?9 >: =;<
R 8?9 >: =;<
(ºz)(P j R) j Q
Suppose P = ¹ xhzi:P 0 (x not in P 0) and Q = x(y):Q0
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The essence of name mobility
P 8?9 >: =;< x
z ? ? ? ? ? ? ? ? ? Q 8?9 >: =;<
R 8?9 >: =;<
(ºz)(P j R) j Q
P 8?9 >: =;< x Q 8?9 >: =;<
z
ÄÄÄÄÄÄÄÄÄ
R 8?9 >: =;<
P0 j (ºz)(R j Q0)
New scope of z
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A run of the protocol
SYS = cBS(x):x(y):Pfyg j cAS(x):cBShxi j (ºcAB)(cAShcABi:cABhMi)
´ cBS(x):x(y):Pfyg j (ºcAB)(cAS(x):cBShxi j cAShcABi:cABhMi)
¡! cBS(x):x(y):Pfyg j (ºcAB)cBShcABi j cABhMi)
´ (ºcAB)(cBS(x):x(y):Pfyg j cBShcABi j cABhMi)
¡! (ºcAB)(cAB(y):Pfyg j cABhMi)
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The run, conceptually
A = (ºcAB)cAShcABi:cABhMi
S = cAS(x):cBShxi
B = cBS(x):x(y):Pfyg
A 8?9 >: =;<
cAS ? ? ? ? ? ? ? ? ? B 8?9 >: =;<
cBS
ÄÄÄÄÄÄÄÄÄ
S 8?9 >: =;<
=)
A = cABhMi
S = 0
B = cAB(y):Pfyg
A 8?9 >: =;<
cAS
cAB
B 8?9 >: =;<
cBS
S 8?9 >: =;<
We will revisit this example with cryptographic primitives
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Polyadic ¼
The idea:
x(y1;:::;yn):P j ¹ xhz1;:::;zni:Q ! f~ z=~ ygP j Q
Is it a more expressive paradigm? Or can it be encoded?
Encoding? x¹ xhz1;z2i:Py = ¹ xhz1i:¹ xhz2i:xPy:
Right idea:
p¹ xhz1;z2i:Pq = (ºz)¹ xhzi:¹ zhz1i:¹ zhz2i:pPq
px(z1;z2):Pq = x(y):y(y1):y(y2):pPq
Thm. The translation is `sound' (i.e., if pPq behaves like pQq, then P behaves
like Q). Is it `correct' (and therefore `fully abstract')? (Left for exercise).
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Cell & user: reduction
(sh0i j (put(y;v):s(x):::: j :::))cell j (puthack;1i::::)user
¡! (sh0i j s(x):(sh1i j ackhi) j :::))cell j (ack()::::)user
¡! (sh1i j ackhi j :::)cell j (ack()::::)user
¡! (sh1i j (get(y):s(x)::::))cell j (gethreti::::)user
¡! (sh1i j (s(x):(shxi j rethxi):::))cell j ret(x):printhxi
¡! (sh1i j reth1i:::)cell j ret(x):printhxi
¡! (sh1i j :::)cell j printh1i
Note: ´-steps omitted.
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Summation
The original calculus has unguarded sums:
P ::= ::: j P + P
This makes the theory more complex while producing little gains in expressiveness.
Input guarded sum:
P
i2I xi(y):P
Rejects things like (x:P + ¹ y:Q) j (¹ x:P0 + y:Q0).
No sums at all:
Still, purely internal choice ¿:P + ¿:Q can be de¯ned:
(ºa)(¹ a j a:P j a:Q)
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Matching and Mismatching
The original calculus has
¼ ::= ::: j [x = y]¼ j [x 6= y]¼
[x = x]P ´ P [x 6= y]P ´ 0
Useful in programming, it has an impact on the theory, and somehow complicates
it. A general encoding is impossible, but in some cases its e®ect can be recovered
to a certain extent:
xa(x):(
P
i[x = ki]Pi)y = a(x):(¹ xhi j
P
i ki():xPiy)
Though this works only provided nobody `interferes' with ki.
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Recursive De¯nitions
It is useful to be able to write
A(~ x)
def
= QA; where QA = ¢¢¢Ah~ wi¢¢¢Ah~ wi¢¢¢
It can be obtained using replication as follows
1. Choose aA to stand for A;
2. b R = replace Ah~ wi with ¹ aAh~ wi in R;
3. b b P = (ºaA)(b P j !aA(~ x): c QA).
On the other hand, replication can be de¯ned from recursive defs.
A
def
= P j A:
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Higher Order ¼
A most natural suggestion for process mobility:
¼ ::= ¢¢¢ j x(X) j ¹ xhPi
P ::= ¢¢¢ j X
x(X):P j ¹ xhRi:Q ! fR=XgP j Q
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Higher Order ¼
A most natural suggestion for process mobility:
¼ ::= ¢¢¢ j x(X) j ¹ xhPi
P ::= ¢¢¢ j X
x(X):P j ¹ xhRi:Q ! fR=XgP j Q
¹ ah¹ bhuii:b(x) j a(X):(X j ¹ chvi) ! b(x) j ¹ bhui j ¹ chvi:
This is very expressive: A general purpose replicator
D
def
= a(X):(X j ¹ ahXi)
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Higher Order ¼
A most natural suggestion for process mobility:
¼ ::= ¢¢¢ j x(X) j ¹ xhPi
P ::= ¢¢¢ j X
x(X):P j ¹ xhRi:Q ! fR=XgP j Q
Thm. Encoding `fully abstract'. Assume a name an unused name x associated to
each X.
[ [ahPi:Q] ] = (ºp)ahpi:([ [Q] ] j !p:[ [P] ]); p fresh
[ [a(X):P] ] = a(x):[ [P] ])
[ [X] ] = x
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Observations and Contexts
Barbed equivalence is very weak, but `contexts' are very powerful enquirers:
Consider C = (ºa)([ ] j a(x):x). Then
C[¹ ahui] ! (ºa)u#u C[¹ ahvi] ! (ºa)v #v C[(ºu)¹ ahui] ! (ºau)u6#
Therefore C[¹ ahui] 6
.
¼ C[¹ ahvi] 6
.
¼ C[(ºu)¹ ahui]
Barbed Congruence » =
c: Is the largest congruence in
.
¼, that is
P » =
c Q i® C[P]
.
¼ C[Q]; for all C:
Context Lemma: P » =
c Q i® P¾ j R
.
¼ Q¾ j R, for all R and substitutions ¾.
Exercise: Only non-injective substitutions are interesting here...
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The problem with aliasing
Role of ¾ is account for aliasing occurring from rebinding of names after input.
Consider that x j y
.
¼ x:y + y:x.
But, in C = a(y):[.] j ahxi, since x is received for y, x j x 6
.
¼ x:x + x:x.
The e®ect of such contexts is captured by the context lemma ¾(x) = ¾(y) = z.
Similar problems for matching:
[x = y]c
.
¼ 0 but [x = x]c 6
.
¼ 0:
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Labelled Transition System
(Out)
xhyi:P
xy
¡ ¡ ¡ ! P
(Inp)
x(z):P
xy
¡ ¡ ¡ ! Pfy=zg
(Tau)
¿:P
¿
¡ ¡ ! P
(Open)
P
xz
¡ ¡ ¡ ! P0
x6=z
(ºz)P
ºxz
¡ ¡ ¡ ¡ ! P0
(CloseL)
P
ºxz
¡ ¡ ¡ ¡ ! P0 Q
xz
¡ ¡ ¡ ! Q0
z62fn(Q)
P j Q
¿
¡ ¡ ! (ºz)(P 0 j Q0)
(CommL)
P
xz
¡ ¡ ¡ ! P0 Q
xz
¡ ¡ ¡ ! Q0
P j Q
¿
¡ ¡ ! P0 j Q0
(SumL)
P
®
¡¡ ! P0
P + Q
®
¡¡ ! P0
(ParL)
P
®
¡¡ ! P0
bn(®)\fn(Q)=;
P j Q
®
¡¡ ! P0 j Q
(Res)
P
®
¡¡ ! P0
z62n(®)
(ºz)P
®
¡¡ ! (ºz)P 0
(Rep)
P j !P
®
¡¡ ! Q
!P
®
¡¡ ! Q
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An example
Let us show how to prove that
x(y):P j (ºa)xhai:Q
¿
¡ ¡ ! (ºa)(Pfa=yg j Q)
x(y):P
xa
¡ ¡ ¡ ! Pfa=yg
xhai:Q
xa
¡ ¡ ¡ ! Q
(ºa)xhai:Q
ºxa
¡ ¡ ¡ ¡ ! Q
x(y):P j (ºa)xhai:Q
¿
¡ ¡ ! (ºa)(Pfa=yg j Q)
The role of Open, Close, and Comm:
(y):P
x Ã! hai:Q = (Pfa=yg j Q)
(y):P
x Ã! (ºa)hai:Q = (ºa)(Pfa=yg j Q)
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Bisimulation
Bisimulation ¼: is the largest equivalence relation t s.t. for all P t Q
P
®
¡¡ ! P 0 then Q
^ ®
== )t P0
Note that:
in a(x):P ¼ Q, term Pfy=xg must be matched for all y (well, almost...);
ºxz must be matched only for an appropriately fresh z.
Again, ¼ is not preserved by substitutions
Full Bisimulation P ¼c Q i® P¾ ¼ Q¾ for all substitutions ¾ (non injective).
Thm. ¼ ½ » = and ¼c ½ » =
c.
On ¯nite-image processes, i.e., such all sets of ®-derivated fP 0 j P
®
== ) P 0g are
¯nite, with matching ¼c = » =
c.
Exercise: Prove that matching is necessary, by showing that P 6¼ Q, but
C[P]
.
¼ C[Q] for all contexts without matching, where
P = ahxi j !x j !x j !y j !y and Q = ahyi j !x j !x j !y j !y
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Global Computing
| Lecture II |
Types for Safety and Control
|||
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Typing rules: Process
Processes II
(Zero)
¡ ` 0
(Par)
¡ ` P ¡ ` Q
¡ ` P j Q
(Repl)
¡ ` P
¡ `!P
(Restr)
¡;a : T ` P
¡ ` (ºa : T)P
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Subtyping
The core of resource access control by typing: restrict capabilities in certain
contexts to protect channels from misuse.
p : ]T;a : ]iT ` ahpi:P j a(x):Q
P knows p as a read/write channel. Q receives it on a and therefore knows it
only as a input-only channel. Name p can travel on a because of Subtyping ans
subsumption.
(Subs Re°)
T 6 T
(Subs Tran)
T 6 T 0 T0 6 T 00
T 6 T 00
(Subs IO/I)
]T 6 iT
(Sub IO/O)
]T 6 oT
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New typing rules
Processes
(Input)
¡ ` u : i~ T ¡;~ x : ~ T ` P
¡ ` u(~ x):P
(Output)
¡ ` u : o~ T ¡ ` vi : Ti ¡ ` P
¡ ` uh~ vi:P
(Subsumption)
¡ ` u : S S 6 T
¡ ` u : T
Subject Reduction: if ¡ ` P and P ¡! Q, then ¡ ` Q.
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Limitations
The simply typed ¸ calculus has only ¯nite computation. Not so the simply type
¼ calculus. There however limitations, due with the fact that terms must have a
¯nite bound on the \nesting" of channels.
Thm. No well typed term can produce a sequence of actions such as
x1(x2):x2(x3):x3(x4):x4(x5):¢¢¢
'Cause, what would the type of x1 be? ](](](:::)))
The problem can be avoided with recursive types (Pierce, Sangiorgi).
Then x1 : ¹X:]X. The untyped calculus can be encoded satisfactorily in the
recursively typed ¼ using such type.
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The Case for Typed Behavioural Equivalences
What is the e®ect of types on behavioural equivalences?
Firstly, it makes no sense to compare processes with di®erent types. Also, we
know that
P = a(b):(bhvi j c(z)) 6» =
c a(b):(bhvi:c(z) + c(z):bhvi) = Q
But what if we know, say, ¡ = fa : ]]S;c : ]Tg ` P;Q for S 6= T?
Then fa : ]]S;c : ]Tg . P » =
c Q
This is because no legit context will be able to alias b an c.
Example: P = (ºx)(ahxi j xhbi) 6» =
c Q = (ºx)ahxi:
P and Q are distinguished by C = (ºa)(a(x):x(z):c j [.]). However,
¢ = fa : ]oS;b : Sg . P1 » =
c P2:
This is because no well-typed environment will be able to verify the presence of
the output xhbi. Types make equivalence coarser, as they limit the \power of
observer," that is the number of contexts.
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Typed Barbed Bisimulation
De¯nition: A (¡=¢)-context is a ¡-context with a ¢-hole. That is, C such that
whenever ¢ ` P, then ¡ ` C(P).
Barbed Congruence. For ¢ ` P;Q we say ¢ . P » =
c Q if for all closed ¡ and all
(¡=¢)-contexts C, we have C(P)
.
¼ C(Q).
Typed substitutions ¾ is a ¢=¡ substitution if for all x 2 Dom(¢), we have
¡ ` ¾(x) : ¢(x).
Typed Context Lemma ¢ . P » =
c Q if and only if all closed ¡ which extend ¡,
for all ¢=¡ substitutions, and all ¡ ` R we have P¾ j R
.
¼ Q¾ j R.
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Typed Bisimulation
Typed notions of ¼ are know for most typed ¼ calculi, but the issue can be
problematic.
Consider
P = (ºxy)(ahxi j ahyi j !x:Q j !y:Q) Q = (ºx)(ahxi j ahxi j !x:Q):
These are » =
c. A distinguishing context is C = a(z1):a(z2):(z1():c j z2).
But if ¡ ` a : oounit, then ¡ . P » =
c Q, because no context will be able to input
and, therefore, tell y apart from x.
Matching actions is not trivial, though. Observe that
P
ºax
¡ ¡ ¡ ¡ !
ºay
¡ ¡ ¡ ¡ !
yv
¡ ¡ ¡ !
Q
ºax
¡ ¡ ¡ ¡ !
ax
¡ ¡ ¡ !
xv
¡ ¡ ¡ !
So, they are easily too ¯ne. Need to re¯ne with system/environment point of
view of an action.
As a proof technique sometimes the context lemma works much better.
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Types for Secrecy
An application in which types guarantee that secrets are not leaked by programs.
Expressed in the spi calculus.
Remember the wide mouth frog protocol? Let's add explicit encryption:
A ¡! S : fKABgKAS
S ¡! B : fKABgKBS
A ¡! B : fMgKAB
The protocol now runs as
A(M) , (ºKAB)cAShfKABgKASi:cABhfMgKABi
S , cAS(x):case x of fygKAS in cSBhfygKSBi
B , cSB(x):case x of fygKSB in cAB(z):case z of fwgy in F(w)
Inst(M) , (ºKAS;KSB)(A(M) j S j B)
Secrecy of M: Inst(M) » = Inst(M0), for all M0. (Similar notion available for authenticity)
Global Computing { pp.68/224¿ n o À
Oregon Summer School
Spi: an applied ¼ calculus
L;M;N ::= :::
j 0 zero
j succ(M) successor
j (M;N) pair
j fM1;:::;MkgN shared-key encryption
P;Q;R ::= :::
j [M is N]P match
j let (x;y) = M in P pair splitting
j case M of 0 : P; succ(x) : Q integer case
j case L of fx1;:::;xkgN in P shared-key decryption
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Spi calculus: Semantics
::: ´ :::
[M is M]P ´ P
let (x;y) = (M;N) in P ´ PfM=x;N=yg
case 0 of 0 : P succ(x) : Q ´ P
case succ(M) of 0 : P; succ(x) : Q ´ QfM=xg
case fMgN of fxgN in P ´ PfM=xg
(Comm)
n(x1;:::;xk)P j nhM1;:::;Mki:Q ¡! PfM1=x1;:::;Mk=xkg
(Par)
P ! P0
P j Q ! P0 j Q
(New)
P ! P0
(ºn)P ! (ºn)P 0
(Cong)
P ´ P0 P0 ! Q0 Q0 ´ Q
P ! Q
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Messages and Confounders
To avoid confusion on the format of encrypted data, we adopt common one.
fM1;M2;M3;ngK
To avoid confusion on the format of encrypted data, we adopt common one.
fM1;M2;M3;ngK
Secret
Any Public
confounder
Message 1 B ! A : NB
Message 2 A ! B : fM;NBgKAB
This does not guarantee the secrecy of M. If an attacker sends a nonce NC
twice, A replies with ciphertexts fM;NCgKAB and fM0;NCgKAB. The
attacker gets to know whether M and M0 are the same message by just
comparing the two ciphertexts.
Message 1 B ! A : NB
Message 2 A ! B : fM;NB;NAgKAB
The confounder NA is a fresh number that A creates for every encryption and
prevents the information °ow illustrated above.
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The Guarantees
The confounder NA is a fresh number for every encryption. This prevents the
information °ow arising from encrypting the same data repeatedly. The protocol
with confounders:
Message 1 B ! A : NB
Message 2 A ! B : fM;NB;NAgKAB
Expressed in the spi calculus, A's part of the protocol looks like this:
m(nB)(ºK)(ºnA)chfnB;x;¤;nAgKi
where c is a public channel and x has level Any.
It is possible to show that this typechecks. Thus it does not leak the value of x,
in the sense that A[M=x] and A[N=x] are equivalent for all closed M and N.
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Typing { Values
(Level Sub)
E ` M : T T 6 R
E ` M : R
(Level Var)
` E well formed x : T in E
E ` x : T
(Level Name)
` E well formed E ` n : T :: fM1;:::;Mk;ngN
E ` n : T
(Level Zero)
` E well formed
E ` 0 : Public
(Level Succ)
E ` M : T
E ` succ(M) : T
(Level Pair)
E ` M : T E ` N : T
E ` (M;N) : T
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Typing { Values II
(Level Enc Public)
E ` M1 : T :::Mk : T E ` N : Public
T=Public if k=0
E ` fM1;:::;MkgN : T
(Level Enc Secret)
E ` n : T :: fM1;M2;M3;ngN
E ` M1 : Secret E ` M2 : Any E ` M3 : Public E ` N : Secret
E ` fM1;M2;M3;ngN : Public
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Typing { Processes
(Level Output Public)
E ` M : Public E ` M1 : Public;:::;E ` Mk : Public E ` P
E ` MhM1;:::;Mki:P
(Level Output Secret)
E ` M : Secret E ` M1 : Secret E ` M2 : Any E ` M3 : Public E ` P
E ` MhM1;M2;M3i:P
(Level Input Public)
E ` M : Public E;x1 : Public;:::;xk : Public ` P
E ` M(x1;:::;xk):P
(Level Input Secret)
E ` M : Secret E;x1 : Secret;x2 : Any;x3 : Public ` P
E ` M(x1;x2;x3):P
(Level Nil)
` E well formed
E ` 0
(Level Par)
E ` P E ` Q
E ` P j Q
(Level Rep)
E ` P
E ` !P
(Level Res)
E;n : T :: L ` P
E ` (ºn)P
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Typing { Processes II
(Level Match)
E ` M : T E ` N : R E ` P
here and below T;R not Any
E ` [M is N]:P
(Level Pair Split)
E ` M : T E;x : T;y : T ` P
E ` let (x;y) = M in P
(Level Int Case)
E ` M : T E ` P E;x : T ` Q
E ` case M of 0 : P; succ(x) : Q
(Level Dec Public)
E ` L : T E ` N : Public E;x1 : T;:::;xk : T ` P
E ` case L of fx1;:::;xkgN in P
(Level Dec Secret)
E ` L : T E ` N : Secret E;x1 : Public;x2 : Any;x3 : Secret;x4 : Any ` P
E ` case L of fx1;x2;x3;x4gN in P
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Secrecy by Typing
Thm: Secrecy
Let E be an environment with only variables of level Any and names of level Public
in Dom(E). Let ¾;¾0 be substitutions of values for the variables which respect E.
If E ` P, then P¾ » = P¾0
In other words, if P is well typed, then no observer that can tell P¾ apart from
P¾0, so it cannot detect di®erences in the value of any parameter of type Any.
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Typing Rules: formation rules
Good Environments
(Empty)
? ` ¦
(Env u)
¡ ` T u 62 Dom(¡)
¡;u : T ` ¦
(Env G)
G 62 Dom(¡)
¡;G ` ¦
Good Types
(Type Chan)
G 2 dom(¡) ¡ ` T1 :::¡ ` Tn
¡ ` G[T1;:::;Tn]
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Typing Rules: processes
Process typing as before, e.g.
(Input)
¡ ` u : G[T1;:::;Tn] ¡;x1 : T1;:::;xn : Tn ` P
¡ ` u(x1 : T1;:::;xn : Tn)P
Rule for group creation
(GRes)
¡;G ` P
¡ ` (ºG)P
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Global Computing
| Lecture III |
Asynchrony and Distribution
|||
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The Case for Asynchrony
Let us move a step towards realistic networks, trying to embed locations in our
calculi. As a ¯rst step, let us build a case for:
Asynchrony. Channels in ¼ are `global' high-level, somehow unrealistic. Everybody
can send and receive on them, regardless of location. The handshaking
x:P Ã! x:Q
represents an instantaneous action at a distance unfeasible in distributed
networks, where localities, delays, and failures play a fundamental role
(distributed consensus (Lynch)).
Also summation can be criticised especially in `mixed' forms like
x:P + x:Q j x:Q + x:P 0 + k
Synchronised choice at a distance very hard to implement.
Also, xhzi + y(z) makes little sense in general.
Let us abandon synchronous remote communication...
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¼A: Expressiveness
Polyadic ¼:
fxhy1;y2ig , (ºw)(xhwi j w(v):(vhy1i j w(v):vhy2i))
fx(z1;z2):Pg , x(w)(ºv)(whvi j v(z1)(whvi j v(z2):fPg))
Synchronisation:
[xhyi:P] , (ºa)xhy;ai j a:[P]
[x(z):P] , x(z;a):(a j [P])
Exercise: Compose f ¢ g and [ ¢ ] above. Prove that it takes 2n + 5 monadic
asynchronous communications to exchange one n-pla.
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¼A: Expressiveness, II
Summation
Ok , l(p;f):p Fail , l(p;f):f
Terms in the summation will compete to grab p from Ok. The loosers will either
hang forever, or grab f from Fail.
[x1(y1):P1 + x2(y2):P2] ,
(ºl)(Ok j i=1;2 xi(z):(ºpf)(lhp;fi j p:(Fail j [Pi]) j f:(Fail j xihzi)))
Mixed choice cannot be encoded (satisfactorily).
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¼L: The Local ¼ calculus
Only the output capability can be received on names (either by typing or by syntactic
restrictions). It makes a lot of sense in practice (eg printer, objects, distributed
environment, ...). As a consequence, all the `receivers' for a channel are local to the
scope. One of the semantics consequence:
¼L . (ºz)xhzi » =
c (ºz)(xhzi j zhyi)
Simulating read capabilities.
We represent a name x of ¼A with a pair hxo;xi of ¼L, whose ¯rst component
represent the (lost) read capability on x.
xo ,! x , !xo(z):x(s;t):zhs;ti
[ahxi]E , (ºxo)(ahxo;xi j xo ,! x)
[a(x):P]E ,
(
a(zo;z):[P]E[fzg if a 62 E
(ºw)(aohwi j w(zo;z):[P]E[fzg
We will see later the Join calculus, which originated the idea of unique receptors.
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On Asynchronous Bisimulation
Will the hypothesis of asynchrony bear consequences on bisimulation?
x(z):xhzi
? = 0
Matter of fact, with only asynchronous contexts, ¼A . !x(z):xhzi » =
c 0
This can be captured a LTS de¯nition.
Asynchronous Bisimulation ¼a: the largest equivalence s.t. for all P ¼a Q
P
®
¡¡ ! P 0 for ® 2 fxy;ºxz;¿g then Q
^ ®
== )¼a P0
P
xy
¡ ¡ ¡ ! P 0then Q
xy
= = = )¼a P0 or Q =) Q0 for P 0 ¼a Q0 j xhyi
Note: Alternatively the 2nd clause: if P#x, then P jxhyi ¼a Qjxhyi for all y.
» =a
» =
c
a
66 m m m m m m
» =
c
66 m m m m m m
¼a
hhQQQQQQ
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A re¯ned cell
In order to use the cell, users have to have a ack and a reply channel. Here is a
version where these are generated on purpose and communicated from the client
to the cell.
System , l[[Cell(v)]] j h[[User]]
User , (ºar)l :: pha@h;0i j a()(l :: ghr@hi j r(x):printhxi)
Cell(n) , (ºs)(shni j !g(z@y):s(x):(shxi j y :: zhxi)
j!p(z@y;v):s(x):(shvi j y :: zhi)
Notation: calling a method at a location: l :: ahvi shorthand for gotol:ahvi:0.
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Types for Resource Access Control
Location types: Key notion: describe the services available at a site.
loc[s1 : T1;:::;sn : Tn]
The purpose of the type system is to guarantee that incoming agents access only
the resources granted to them, in the way granted to them. This is called
Resource Access Control.
Example: comp f[[!req(x : int;ret@l : ](int)@loc):l :: rethfxi]]. Then,
comp f : loc[req : i(int;](int)@loc)]
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Subtyping:
Subtyping plays a central role in access control policies:
(Sub Loc)
~ S 6 ~ T
loc[~ s : ~ S;sk : Sk] 6 loc[~ s : ~ T]
The receiver gains capabilities according to the type of the location. Using
subtyping the sender can control this.
For instance, a receiver of l over a channel carrying loc[a : iV;b : oW] will be able
to read V -values over a and write W-values to b, but not to use any other
resource possibly present at l (and hidded by subtyping).
(Sub Remote I)
A 6 A0 L 6 L0
A@L 6 A0@L0
Let us study the types of the previous examples, and unveil some of the issues
involved.
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The Types, more precisely
V ::= A j A@L value types
A ::= ](T) j i(T) j o(T) local channels types
L ::= loc[s1 : T1;:::;sn : Tn] location types
T ::= (V;:::;V ) transmission types
P ::= @u process types
N ::= § network types
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A feel for the rules
(Sub Val)
¡ ` v : V ¡ ` V 6 V 0
¡ ` u : V 0
(Sub Loc)
¡ ` ` : L ¡ ` L 6 L0
¡ ` ` : L0
(Val Rem)
¡ ` u : A ¡ ` L 6 loc
¡ ` u@L : A@L
(Out)
¡ ` ` : loc[a : oT] ¡ ` ~ u : T ¡ ` P : @`
¡ ` ah~ ui:P : @`
(In)
¡ ` ` : loc[a : i~ T] ¡;~ x : ~ T ` P : @`
¡ ` a(~ x : ~ T):P : @`
(Go)
¡ ` P : @`
¡ ` goto`:P : @k
(Loc)
¡ ` ` : loc ¡ ` P : @`
¡ ` `[[P]]
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Typing the cell
The simple cell
Cell(n) , (ºs : ]V )(shni j !g(z@y : oV @loc):s(x : V ):(shxi j y :: zhxi)
j !p(z@y : o(unit)@c;v : V ):s(x : V ):(shvi j y :: zhi)
cell : CELL = loc[g : ](oV @loc);p : ](o(unit)@loc;V )]
The cell factory
S , !req(z@y : o(CELL)@loc):(ºc : CELL)(y :: zhci j gotoc:Cell(0))
s : loc[req : ](o(CELL)@loc)]
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Dynamic Types
Consider a generic system
server[[::: j !quest(v : V ;x@l : o(ANSW)@loc):::l :: xhanswi]]
The type of server:
Serv , loc[quest : ](V;o(ANSW)@loc);:::]
Now, suppose that client wants to setup a `private' service, so that answers to
quest's can reach only it.
client[[server :: setuphreply@clienti:reply(s : Serv):::]]
server[[!setup(r@z : Serv):(ºs : Servz)
gotos:(z :: replyhsi j !quest(v;x@z):z :: yhf(x)i:::)]]
Servz , loc[quest : ](V;o(ANSW)@z);:::]
server
º setupk
¡ ¡ ¡ ¡ ¡ ¡ ! (ºs : loc[quest : ](V;o(ANSW)@k)])s[[:::]]
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Dynamic Types, Resolved
V ::= A j A@L j A@v value types
(Sub Remote II)
A 6 A0
A@u 6 A0@u
(Sub Remote III)
¡ ` v : L
A@v 6 A@L
(Val Rem II)
¡ ` u : A@v ¡ ` v : L 6 loc
¡ ` u@v : A@v
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The move capability
Add a new component of types which allows to control movements. Consider
M ::= :::loc[move`;~ x : ~ T]
The obvious typing rule is
(Move)
¡ ` k : loc[move`] ¡ ` P : @k
¡ ` gotok:P : @`
Similarly, one can add a capability new` to allow processes from ` to create new
channels at a given location k. And more.
Example: A con¯dential account
bank[[!new_account(y@z : ]W@loc; @a : i()@Agent)
(ºloc : [movea;withdraw : :::;deposit : :::]):::]]
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Location Typed Bisimulation
Question: Does this a®ect the behavioural equivalences?
k[[bhi]]
?
» =
c k[[0]]
Of course. The impact of types with locations is even greater than before.
Whether the equivalence above holds depends on ¡. Precisely, can we move to k
to observe b?
Consider
(ºk : loc[a : ]();moveh1])h1[[dhki]] j h2[[chki]] j k[[ahi]]
(ºk : loc[a : ]();moveh1])h1[[dhki]] j h2[[chki]] j k[[0]]
They are equivalent if ¡ contains: d : i(loc[move]) and c : i(loc[a : ]()]) and it is
not possible to move between h1 and h2.
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The syntax
Processes P;Q ::= xhe V i Asynchronous message on x
def D in P De¯nition of D in P
P j Q Parallel Composition
0 Empty Process
Join patterns J,J0 ::= xh~ yi Asynchronous reception on x
J j J0 Joining messages
De¯nition D;E ::= J . P Elementary clause
D ^ E Simultaneous de¯nition
Values V;V 0 ::= ~ x Names
The only synchronisation primitive is the Join pattern:
def xhz1i j yhz2i . Q in P
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The RCHAM Semantics
Re°exive Chemical Abstract Machine: Structural rules ­ plus reduction !:
States of the RCHAM are expression of the form D j= P, where P are the
running processes and D are the (chemical) reactions.
(str-join) j= P j Q ­ j= P;Q
(str-def) j= def D in P ­ D¾dv j= P¾dv ¾dv instantiates dv(D) freshly
(red) J . P j= J¾rv ! J . P j= P¾rv ¾rv substitutes for rv(J)
j= def xhzi . xhz;zi in xhai j def xhzi . xhx;z;zi in xhbi
­ khzi . khz;zi j= khai;def xhzi . xhx;z;zi inxhbi
­ khzi . khz;zi;rhzi . rhr;z;zi j= khai;rhbi
! khzi . khz;zi;rhzi . rhr;z;zi j= kha;ai;rhbi
! khzi . khz;zi;rhzi . rhr;z;zi j= kha;ai;rhr;b;bi
­ j= def xhzi . xhz;zi in xhx;ai j def xhzi . xhx;z;zi in xhx;b;bi
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The RCHAM Semantics
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Example: Join pattern
def readyhprinteri j printhfilei . printerhfilei in P
reduces only in the presence of messages on both ready and print, concurrently
def readyhprinteri j printhfilei . printerhfilei
in readyhgutenbergi j printh"slides:ps"i j Q
¡! def readyhprinteri j printhfilei . printerhfilei
gutenbergh"slides:ps"i j Q
The same behavior is obtained by composing the de¯nitions of apply and
printer:
def applyhf;xi . fhxi ^ readyhpi j printhfi . applyhp;fi
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Derived constructs
P;Q ::= f(e V );P Sequential Composition
let ~ x = e V in P Named Values
reply e V ) f Implicit Continuation
J;J0 ::= f(e x) Synchronous reception on f
V;V 0 ::= f(e V ) Synchronous Call
bf(e u)c , fhe u;·fi (join pattern)
breply e V ) fc , ·fhe V i (process)
bxhe V ic , let e u = e V in xhe ui (asynchronous call)
blet e u = f(e V ) in Pc , def ·he ui . P in fhe V ;·i (synchronous call)
blet e u = e v in Pc , Pfe v=e ug
bf(e V );Pc , def ·hi . P in fhe V ;·i (sequencing)
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The cell in Join
j= def cell[shxi j gethri . rhxi j shxi ^
shxi j puthvi . shvi : sh0i] in gethxi;puth2i
¡! cell[D : sh0i] j= gethxi;puth2i ¡! D j=cell sh0ik j= gethxi;puth2i
¡! D j=cell sh0i j gethxik j= puth2i ¡! D j=cell sh0i j xh0ik j= puth2i
¡! D j=cell sh0i j xh0i j puth2i ¡! D j=cell sh2i j xh0i ¡!
j= def cell[shxi j gethri . rhxi j shxi ^
shxi j puthvi . shvi : sh2i] in xh0i
Exercise: Program a mobile cell.
Global Computing { pp.123/224¿ n o À
Oregon Summer School
Global Computing
| Lecture VI |
Ambient Mobility
|||
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Syntax
Expressions
M ::= a;:::;q names
j x;:::;z variables
j in M enter M
j out M exit M
j open M open M
j (M1;:::;Mk) tuple
j M:M path
Processes
P ::= 0 stop
j (ºa : W)P restriction
j P j P composition
j !P replication
j M[P ] ambient
j M:P action
j (~ x : ~ W)P input
j hMi:P output
Note: Channel are local and anonymous. Output can be synchronous.
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A run of the protocol
Firewall , (ºw)w[k[out w:in k1:in w] j open k1:open k2:P ]
Agent , k1[open k:k2[Q]]
Firewall j Agent
¡! (ºw)k[in k1:in w] j w[open k1:open k2:P ] j k1[open k:k2[Q]]
¡! (ºw)w[open k1:open k2:P] j k1[k[in w] j open k:k2[Q]]
¡! (ºw)w[open k1:open k2:P] j k1[in w j k2[Q]]
¡! (ºw)w[open k1:open k2:P j k1[k2[Q]]]
¡! (ºw)w[open k2:P j k2[Q]]
¡! (ºw)w[P j Q]
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Exchange Types
Expression Types
W ::= B type constants
j Amb[E] ambient: allow E exchanges
j Cap[E] capability: when exercised unleash E
Exchange Types
E;F ::= Shh no exchange
j (W1;:::;Wn) tuple n ¸ 0
Process Types
T ::= [E] process exchanging E
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Typed Boxed Ambients: Syntax
´ ::= n names
j " enclosing amb
j ? local
P ::= 0 nil process V;U ::= n name
j P1jP2 composition j inV may enter V
j (ºn:A)P restriction j outV may exit V
j !P replication j openV may open V
j V [P ] ambient j V1:V2 path
j V:P pre¯xing
j (x : W)´:P input
j hV i´:P output
j (ºG)P group creation
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Reduction Semantics
Mobility:
n[inm:PjQ] j m[R] ¡ ! m[n[P j Q] j R] (In)
m[n[outm:P j Q] j R ] ¡ ! n[P j Q] j m[R] (Out)
Communication:
(x):P jhV i:Q ¡ ! PfV=xgjQ (Comm Local)
(x)n:P j n[hV i:Q j R] ¡ ! PfV=xg j n[Q j R] (Comm Input n)
(x):P j n[hV i":Q j R] ¡ ! PfV=xg j n[QjR] (Comm Output ")
hV in:P j n[(x):Q j R] ¡ ! P j n[QfV=xg j R] (Comm Output n)
hV i:P j n[(x)":Q j R] ¡ ! P j n[QfV=xg j R] (Comm Input ")
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Indirect Border Crossing in MA
Troyan Horses: The system
Odysseus[inHorse:outHorse:Destroy] j Horse[inTroy] j Troy[Trojans]
is well-typed under assumptions:
Odysseus : amb[Achaean;cross(Toy)]
Horse : amb[Toy;cross(City)]
Troy : amb[City; ]
However, the system may evolve to
Troy[Trojans j Horse[ ] j Odysseus[Destroy]]
where Odysseus got inside Troy's Walls taking by surprise the Trojans.
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Types
Groups: G;H;:::
Sets of groups: G;D;S;::: U The universal set of groups
Ambients types:
A ::= ambÂ[G;M;C] amb of group G; good for actions Â µ fi;o;c;r;wg;
with mobility type M; and communication type C
Process types:
¦ ::= proc[G;M;C] process that can be enclosed in an ambient of group G;
may drive to ambients whose groups are in M;
and communicates as described by type C
Capability types:
K ::= cap[G;M;F] capability that can appear in an ambient of group G;
may drive it to ambients whose groups are in M;
with exchange type F for local communication
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Types (cont.)
Mobility types:
M ::= mob[G] mobility specs
Communication types:
C ::= com[E;F] E for local and F for upward exchange
Exchange types:
E;F ::= rw[I;O] read/write values (valid if O Á I)
Message types:
I;O ::= ? j W1 £ ::: £ Wk j > bottom, tuple, top
Value types:
W;Y ::= A ambient name
j K capability
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Subtyping
(sAmb)
Â1 µ Â0 µ fi;o;c;r;wg
ambÂ0[G;M;C] Á ambÂ1[G;M;C]
(sProc)
M0 Á M1; C0 Á C1
proc[G;M0;C0] Á proc[G;M1;C1]
(sCap)
M0 Á M1; F0 Á F1
cap[G;M0;F0] Á cap[G;M1;F1]
(sMob)
G0 µ G1
mob[G0] Á mob[G1]
(sCom)
E0 Á E1; F0 Á F1
com[E0;F0] Á com[E1;F1]
(sExc)
I1 Á I0; O0 Á O1
rw[I0;O0] Á rw[I1;O1]
(sMsg)
¡
? Á W1 £ ::: £ Wk Á >
(sTuple)
Wi Á Ti; i 2 1::k
W1 £ ::: £ Wk Á T1 £ ::: £ Tk
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Good Values
(Val n)
¡;n : W;¡0 ` ¦
¡;n : W;¡0 ` n : W
(Val pfx)
¡ ` V0 : K; ¡ ` V1 : K
¡ ` V0:V1 : K
(Val in)
¡ ` V : ambi[G;M;com[E;F]]
H 2 ¡
¡ ` inV : cap[H;mob[fGg];E]
(Val sub)
¡ ` V : W; W Á W 0
¡ ` V : W 0
(Val out)
¡ ` V : ambo[G;M;com[E;F]]
H 2 ¡
¡ ` outV : cap[H;M;F]
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Good Processes { Mobility
(Pro pfx)
¡ ` V :cap[G;M;F]; ¡ ` P:proc[G;M;com[E;F]]
¡ ` V:P:proc[G;M;com[E;F]]
(Pro amb)
¡ ` V :ambc[H;mob[S];com[E;F]]; ¡ ` P:proc[H;mob[S];com[E;F]]
G 2 S
¡ ` V [P ]:proc[G;mob[;];com[F;zero]]
(Pro res)
¡;n : A ` P : ¦
¡ ` (ºn : A)P : ¦
(Pro gres)
¡;G ` P : ¦
G 62 fg(¦)
¡ ` (ºG)P : ¦
(Pro 0)
G 2 dom(¡)
¡ ` 0 : proc[G;mob[;];com[zero;zero]]
(Pro par)
¡ ` P : ¦; ¡ ` Q : ¦
¡ ` P j Q : ¦
(Pro rep)
¡ ` P : ¦
¡ `!P : ¦
(Pro sub)
¡ ` P : ¦ ¦ Á ¦0
¡ ` P : ¦0
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Good Processes { Communication
(inp ?)
¡;x : W ` P : proc[G;M;com[rw[I;O];F]]
I Á W
¡ ` (x : W):P : proc[G;M;com[rw[I;O];F]]
(out ?)
¡ ` V : W; ¡ ` P : proc[G;M;com[rw[I;W];F]]
¡ ` hV i:P : proc[G;M;com[rw[I;W];F]]
(inp ")
¡;x : W ` P : proc[G;M;com[E;rw[I;O]]]
I Á W
¡ ` (x : W k)":P : proc[G;M;com[E;rw[I;O]]]
(output ")
¡ ` V : W; ¡ ` P : proc[G;M;com[E;rw[I;W]]]
¡ ` hV i":P : proc[G;M;com[E;rw[I;W]]]
...and so on analogously
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Detecting Odysseus' intentions
Now, in order to assign a type to
Odysseus[inHorse:outHorse:Destroy] j Horse[inTroy] j Troy[Trojans]
we need assumptions of the form:
Odysseus : ambc[Achaean;mob[fGround;Toy;Cityg]; ]
Horse : ambioc[Toy;mob[fGround;Cityg]; ]
Troy : ambioc[City; ; ]
representing that Odysseus is an Achaean intentioned to move into a City!
On the other hand, under assumptions of the form
Odysseus : ambc[Achaean;mob[fGround;Toyg]; ]
the Trojans should not fear any attack from Odysseus.
But what if Odysseus is lying about his intentions (i.e. type)?
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Adding co-capabilities
Reduction Semantics:
n[inm:P j Q] j m[in®:R j S ] ¡ ! m[n[P j Q] j R j S ] for ® 2 f?;ng
m[n[outm:P j Q] j R ] j out®:S ¡ ! n[P j Q] j m[R] j S for ® 2 f?;ng
Mobility Types: (extended: C tells which processes are allowed in.)
M ::= mob[S;C]
Subtyping Relation: (extended)
(sMob)
G0 µ G1; C0 µ C1
mob[G0;C0] Á mob[G1;C1]
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Good Values in BSA
(Val in)
¡ ` V :ambi[G;M;com[E;F]]
¡ ` inV :cap[H;mob[fGg;;];E]
(Val out)
¡ ` V :ambo[G;mob[S;C];com[E;F]]
¡ ` outV :cap[H;mob[S;;];F]
(Val coin)
¡ ` V :ambi[G;M;com[E;F]]
¡ ` inV :cap[H;mob[;;fGg];F]
(Val coout)
¡ ` V :ambo[G;M;com[E;F]]
¡ ` outV :cap[H;mob[;;fGg];F]
(Val coin ?)
G 2 dom(¡)
¡ ` in ? :cap[G;mob[;;U ];zero]
(Val coout ?)
G 2 dom(¡)
¡ ` out ? :cap[G;mob[;;U ];zero]
In (Val in);(Val out);(Val coin);(Val coin); assume H 2 ¡
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Good Processes { Mobility in BSA
(Pro 0)
G 2 dom(¡)
¡ ` 0:proc[G;mob[;;;];com[zero;zero]]
(Pro pfx)
¡ ` V :cap[G;M;F]; ¡ ` P:proc[G;M;com[E;F]]
¡ ` V:P:proc[G;M;com[E;F]]
(Pro amb)
¡ ` V :ambc[H;mob[S;C];com[E;F]]
¡ ` P:proc[H;mob[S;C];com[E;F]]
G 2 S
¡ ` V [P ]:proc[G;mob[;;fHg];com[F;zero]]
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Using co-capabilities to defend Troy
Our running example in BSA:
The Trojan War , Odysseus[inHorse:outHorse:Destroy]
¯ ¯ Horse[in ? :inTroy]
¯
¯ Troy[inHorse:Trojans j outOdysseus:Sinon]
which can be well-typed only if
¡ ` Troy : ambioc[City;mob[ ;fToy;Achaeang]; ]
That is if Troy (in suicidal mood) allowed Achaeans in.
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Using co-capabilities to defend Troy (ctd)
Consider now the system:
The Trojan Trap , Odysseus[inHorse:outHorse:Destroy]
¯
¯ Horse[in ? :inTroy]
¯
¯ Troy[inHorse:Trojans]
This situation would be perfectly safe for Troy (but dangerous for Odysseus!)
provided we can type it under the assumptions of the form
Odysseus : ambc[Achaean; ; ]
Horse : ambioc[Toy; ;com[E;0]]
Troy : ambioc[City;mob[;;C]; ]
with Achaean 62 C.
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Global Computing
| Lecture V |
Towards Ambient Resource Control
|||
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NBA: Syntax
Names : a;b;:::n;x;y;::: 2 N
Locations: Messages:
´ ::= a nested names M;N ::= a name
j ^ ^ enclosing amb j enterhM;Ni may enter
j ? local j exithM;Ni may exit
j M:N path
Processes: Pre¯xes:
P ::= 0 nil process ¼ ::= M messages
j P1jP2 composition j (x1;:::;xk)´ input
j (ºn)P restriction j hM1;:::;Mki´ output
j !¼:P replication j enter(x;M) allow enter
j M[P ] ambient j exit(x;M) allow exit
j ¼:P pre¯xing
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NBA: Reduction Semantics
mobility
n[enterhm;ki:P j R]
¯ ¯ m[enter(x;k):Q j S ] ¡! m[n[P j R] j Qfn=xg j S ]
n[m[exithn;ki:P j R] j S ]
¯ ¯ exit(x;k):Q ¡! m[P j R] j n[S ] j Qfm=xg
communication
(~ x):P
¯ ¯ h ~ Mi:Q ¡! Pf ~ M=~ xg j Q
(~ x)n:P
¯ ¯ n[h ~ Mi^ ^:Q j R] ¡! Pf ~ M=~ xg
¯ ¯ n[Q j R]
h ~ Min:P
¯
¯ n[(~ x)^ ^:Q j R] ¡! P
¯
¯ n[Qf ~ M=~ xg j R]
structural congruence
P ´ Q; Q ¡! R; R ´ S =) P ¡! S
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CBA: Syntax
Expressions
M;N ::= k;:::;q names
j x;:::;z variables
j in M enter M
j out M exit M
j in let enter
j out let exit
j M:M path
Locations
´ ::= a child
j " parent
j ? local
Pre¯xes
¼ ::= M path
j (x1;:::;xk)´ input
j hM1;:::;Mki´ output
j in fxgM; let in & unseal
j out fxgM let out & unseal
j seal M sealing
Processes
P ::= 0
j ¼:P
j (ºn)P
j P j P
j !¼:P
j M[P ]
j Mf jP j gN
Global Computing { pp.190/224¿ n o À
Oregon Summer School
Silent Reduction
Silent Evaluation Context: SE ::= [¡] j (ºn)SE j SE j P j n[SE ] j nf jSE j gk
Mobility I
nfin m:P j Qg j mfin :R j S g
shh
¡ ¡ ¡ ! mfnfP j Qg j R j S g (enter)
mfnfout m:P j Qg j Rg j out :S
shh
¡ ¡ ¡ ! nfP j Qg j mfRg j S (exit)
Mobility II
nf jin m:P j Qj gk j mfin fxgk:R j S g
shh
¡ ¡ ¡ ! mfn[P j Q] j Rfn=xg j S g (K-enter)
mfP j nf jout m:Q j Rj gk g j out fxgk:S
shh
¡ ¡ ¡ ! mfP g j n[Q j R] j Sfn=xg (K-exit)
n[seal k:P j Q]
shh
¡ ¡ ¡ ! nf jP j Qj gk (seal)
Structural Rules
P ´ Q; Q
shh
¡ ¡ ¡ ! R; R ´ S =) P
shh
¡ ¡ ¡ ! S (struct)
P
shh
¡ ¡ ¡ ! Q =) SE[P]
shh
¡ ¡ ¡ ! SE[Q] (context)
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Reduction
Evaluation Context E ::= [¡] j (ºn)E j P j E j E j P j n[E ]
Communication
(local) (~ x)P j h ~ MiQ ¡! Pf ~ M=~ xg j Q
(input n) (~ x)nP j n[h ~ Mi"Q j R] ¡! Pf ~ M=~ xg j n[Q j R]
(output n) h ~ MinP j n[(~ x)"Q j R] ¡! P j n[Qf ~ M=~ xg j R]
Structural Rules
(silent) P
shh
¡ ¡ ¡ ! Q ) P ¡! Q
(struct) P ´ Q;Q ¡! R; R ´ S ) P ¡! S
(context) P ¡! Q ) E[P] ¡! E[Q]
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Sample typing rules
(Co-In Key)
¡ ` M : Key[E]
¡;x:N[E] ` P : [G;H]
¡ ` in fxgM:P : [G;H]
(Untrusted Co-In)
¡ ` M : Public
¡;x:Public ` P : Un
¡ ` in fxgM:P : Un
(Amb Seal)
¡ ` N : Key[E]
¡ ` M : N[E]
¡ ` P : [F;E]
¡ ` Mf jP j gN : T
(Untrusted Amb Seal)
¡ ` N : Public
¡ ` M : Public
¡ ` P : Un
¡ ` Mf jP j gN : T
(Input M Amb)
¡ ` M : N[W1;:::;Wn]
¡;x1 : W1;:::;xn : Wn ` P : [E;F]
¡ ` (x1;:::;xn)MP : [E;F]
(Untrusted Input M)
¡ ` M : Public
¡;xi : Public ` P : Un
¡ ` (x1;:::;xk)MP : Un
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A Calculus of Bounded Capacities: Movement
Fundamentals: Space Conscious Movement
a[ inb:P j Q ] j b[ j R ] ¡! j b[ a[ P j Q ] j R ]
j b[ a[ outb:P j Q ] j R ] ¡! a[ P j Q ] j b[ j R ]
Example: Travelling needs but consumes no space.
a[ inb:inc:outc:outb:0 ] j b[ j c[ ] ]
&& j b[ j c[ a[ outc:outb:0 ] ] ]
&& a[ 0 ] j b[ j c[ ] ]
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A Calculus of Bounded Capacities: Movement
Fundamentals: Space Conscious Movement
a[ inb:P j Q ] j b[ j R ] ¡! j b[ a[ P j Q ] j R ]
j b[ a[ outb:P j Q ] j R ] ¡! a[ P j Q ] j b[ j R ]
Example: Travelling needs but consumes no space.
a[ inb:inc:outc:outb:0 ] j b[ j c[ ] ]
&& j b[ j c[ a[ outc:outb:0 ] ] ]
&& a[ 0 ] j b[ j c[ ] ]
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A Calculus of Bounded Capacities: Open
Fundamentals: Space Conscious Opening
opna:P j ak[ opn:Q j R ] ¡! P j Q j R
Example: Recovering Mobile Ambients.
[[a[ P ]]] , a0[ !opn j [[P ]] ]
[[(ºa)P]] , (ºa0)[[P]]
:::
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A Calculus of Bounded Capacities: Open
Fundamentals: Space Conscious Opening
opna:P j ak[ opn:Q j R ] ¡! P j Q j R
Example: Recovering Mobile Ambients.
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:::
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A Calculus of Bounded Capacities: Spawning
Fundamentals: Space Conscious Process Activation
.kP j k ´ P
Fundamentals: Space Conscious Process Activation
.kP j k ¡! P passive process:
weighs 0
P weighs k
Example: Replication: !
k, !.k
!.kP j k ¡! !.kP j P
Types ensure only 0-weighted processes are replicable: One must use spawning,
so that replication needs space proportional to the process' weight.
Example: Recursion (well, almost):
rec(Xk)P , (ºXk)(!opnX :.k b P j X[ k ]); where b P , PfX[ k ]=Xg
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BoCa: Examples (Open)
Example: Ambient Spawning
spwkb[ P ] , exp0[ outa:opn:.kb[ P ] ]
Then,
a[ spwkb[ P ] j Q ] j k j opnexp ¡! a[ Q ] j b[ P ]:
The father must provide enough space for the activation, of course.
Example: Ambient Renaming
a be bk :P , spwk
ab[ k j opna ] j inb:opn:P:
Then,
k j opnx j ak[ a be bk :P j Q ] ¡! b[ P j Q ] j k:
Ambient a needs to borrow space to rename itself.
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A Calculus of Bounded Capacities: Transfer
Fundamentals: Space Acquisition and Release
a^ ^:P j j ak[· ·:Q j R ] ¡! P j ak+1[ Q j j R ]
ak+1[
￿ :P j j S ] j bh[ a
￿ :Q j R ] ¡! ak[ P j S ] j bh+1[ Q j j R ]
Transfer from Child:
get from child a:P , (ºn)(opnn:P j n[ a :opn ])
Example: A Memory Module
memMod , mem[ 256MB j ! j !free ]
malloc , m[ !mem :free[ outm:m : ] j ! ]
memMod j malloc ¡!256MB mem[ ! j !free ] j m[ 256MB j ::: ] ¡!2£256MB
mem[ ! j !free ] j malloc j free256MB[ j ] ¡!256MB memMod j malloc j :::
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Fundamentals: Space Acquisition and Release
a^ ^:P j j ak[· ·:Q j R ] ¡! P j ak+1[ Q j j R ]
ak+1[
￿ :P j j S ] j bh[ a
￿ :Q j R ] ¡! ak[ P j S ] j bh+1[ Q j j R ]
Transfer from Child:
get from child a:P , (ºn)(opnn:P j n[ a
￿ :opn ])
Example: A Memory Module
memMod , mem[ 256MB j ! j !free ]
malloc , m[ !mem :free[ outm:m : ] j ! ]
memMod j malloc ¡!256MB mem[ ! j !free ] j m[ 256MB j ::: ] ¡!2£256MB
mem[ ! j !free ] j malloc j free256MB[ j ] ¡!256MB memMod j malloc j :::
Global Computing { pp.210/224¿ n o À
Oregon Summer School
A Calculus of Bounded Capacities: Transfer
Fundamentals: Space Acquisition and Release
a^ ^:P j j ak[· ·:Q j R ] ¡! P j ak+1[ Q j j R ]
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￿ :Q j R ] ¡! ak[ P j S ] j bh+1[ Q j j R ]
Transfer from Child:
get from child a:P , (ºn)(opnn:P j n[ a
￿ :opn ])
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A Calculus of Bounded Capacities: Transfer
Fundamentals: Space Acquisition and Release
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A Calculus of Bounded Capabilities: Syntax
Syntax
P ::= j 0 j M :P j P j P j M[ P ] j !P j .kP j (ºn : ¼)P j (x : Â)P j hMiP
C ::= inM j outM j opnM j M^ ^j
￿
C ::= opn j · ·j M
￿
M ::= " j x j C j C j M :M
Structural Congruence:
(j;0) is a commutative monoid.
(ºa)(P j Q) ´ (ºa)P j Q if a 62 fn(Q)
(ºa)0 ´ 0
(ºa)hMiP ´ hMi(ºa)P if a 62 fn(P)
(ºa)(ºb)P ´ (ºb)(ºa)P
a[ (ºb)P ] ´ (ºb)a[ P ] if a 6= b
!P ´ !P j P
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A Calculus of Bounded Capabilities: Syntax
Syntax
P ::= j 0 j M :P j P j P j M[ P ] j !P j .kP j (ºn : ¼)P j (x : Â)P j hMiP
C ::= inM j outM j opnM j M^ ^j
￿
C ::= opn j · ·j M
￿
M ::= " j x j C j C j M :M
Structural Congruence:
(j;0) is a commutative monoid.
(ºa)(P j Q) ´ (ºa)P j Q if a 62 fn(Q)
(ºa)0 ´ 0
(ºa)hMiP ´ hMi(ºa)P if a 62 fn(P)
(ºa)(ºb)P ´ (ºb)(ºa)P
a[ (ºb)P ] ´ (ºb)a[ P ] if a 6= b
!P ´ !P j P
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BoCa: Reduction Semantics
(enter) ak[ inb:P j Q ] j b[ k j R ]¡! k j b[ a[ P j Q ] j R ]
(exit) k j b[ ak[ outb:P j Q ] j R ]¡!ak[ P j Q ] j b[ k j R ]
(open) opna:P j a[ opn:Q j R ]¡!P j Q j R
(tranD) a^ ^:P j j ak[· ·:Q j R ]¡!P j ak+1[ Q j j R ]
(tranS) ak+1[
￿ :P j j S ] j bh[ a
￿ :Q j R ]¡!ak[ P j S ] j bh+1[ Q j j R ]
(spawn) .kP j k ¡!P
(comm) (x : Â)P j hMiQ¡!PfM=xg j Q
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A System of Capacity Types
Capacity Types: Á;::: are pairs of nats [n;N], with n · N.
E®ect Types E;::: are pairs of nats (d;i), representing decs and incs.
Exchange Types: Â ::= Shh j Ambh¾;Âi j CaphE;Âi
Process and Ambient and Capability Types:
a : AmbhÁ;Âi a has no less than Ám and no more than ÁM spaces
P : Prochk;E;Âi P weighs k and produces the e®ect E on ambients
C : CaphE;Âi C transforms processes adding E to their e®ects
E®ects and capacities componentwise and are ordered as follows:
¾ l Á ´ Ám · ¾m and ¾M · ÁM;
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A Typing System: Capabilities
(Axiom)
¡;a : AmbhÁ;Âi ` a : AmbhÁ;Âi
(Empty)
¡ ` " : Caph(0;0);Âi
(In)
¡ ` M : AmbhÁ;Â0i
¡ ` inM : Caph(0;0);Âi
(Out)
¡ ` M : AmbhÁ;Â0i
¡ ` outM : Caph(0;0);Âi
(TranD)
¡ ` M : AmbhÁ;Â0i
¡ ` M^ ^: Caph(0;0);Âi
(TranS)
¡ `
￿ : Caph(1;0);Âi
(Open)
¡ ` M : Ambh[n;N];Âi
¡ ` opnM : Caph(N ¡ n;N ¡ n);Âi
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A Typing System: CoCapabilities and Processes
(coTranD)
¡ `· ·: Caph(0;1);Âi
(coTranS)
¡ ` M : AmbhÁ;Â0i
¡ ` M
￿ : Caph(0;1);Âi
(coOpen)
¡ ` opn : Caph(0;0);Âi
(Composition)
¡ ` M : CaphE;Âi ¡ ` M0 : CaphE0;Âi
¡ ` M:M0 : CaphE + E0;Âi
(Slot)
¡ ` : Proch1;(0;0);Âi
(Zero)
¡ ` 0 : Proch0;(0;0);Âi
(Input)
¡;x : Â ` P : Prochk;E;Âi
¡ ` (x : Â)P : Prochk;E;Âi
(Output)
¡ ` M : Â ¡ ` P : Prochk;E;Âi
¡ ` hMiP : Prochk;E;Âi
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A Typing System: Processes
(Pre¯x)
¡ ` M : CaphE;Âi ¡ ` P : Prochk;E0;Âi
¡ ` M :P : Prochk;E + E0;Âi
(Replication)
¡ ` P : Proch0;(0;0);Âi
¡ ` !P : Proch0;(0;0);Âi
(New)
¡;a : AmbhÁ;Âi ` P : Prochk;E;Â0i
¡ ` (ºa : AmbhÁ;Âi)P : Prochk;E;Â0i
(Spawn)
¡ ` P : Prochk;E;Âi
¡ ` .kP : Proch0;E;Âi
(Parallel)
¡ ` P : Prochk;E;Âi ¡ ` Q : Prochk0;E0;Âi
¡ ` P j Q : Prochk + k0;E + E0;Âi
(Ambient)
¡ ` M : Ambh[n;N];Âi ¡ ` P : Prochk;(d;i);Âi n · k ¡ d k + i · N
¡ ` Mk[ P ] : Prochk;(0;0);Â0i
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A Calculus of Bounded Capabilities
Thm: Subject Reduction
If ¡ ` P : Prochk;E;Âi and P ¡! Q then ¡ ` Q : Prochk;E0;Âi for some E0 l E.
The missing bit:
Grave interferences in the use of spaces
a[ inb ] j b[ .P j j a[ c[ outa ] ] ]
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A Calculus of Bounded Capabilities
Thm: Subject Reduction
If ¡ ` P : Prochk;E;Âi and P ¡! Q then ¡ ` Q : Prochk;E0;Âi for some E0 l E.
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Control Space Usage: Named Slots
P ::= a j a.kP j ¢¢¢ (spawn) a.kP j k
a ¡! P
Example: Renaming slots
fx=ygk :P , y.k( k
x j P)
Then, k
y j fx=ygk :P ¡! k
x j P
Example: Recursion (now right):
rec(Xk)P , (ºX)(!X.k b P j k
X); where b P , Pf k
X=Xg
Example: Deriving Named Slots
a , a[ j ]
a.kP , (ºn)(n[ ak :.kopn:P ] j opnn)
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Thank you
Thanks for the Attention
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