Sequential Monte Carlo (SMC) methods are known to be very effective for the state and parameter estimation of nonlinear and non-Gaussian systems. In this study, SMC is applied to the parameter estimation of an artificial neural network (ANN) model for streamflow prediction of a watershed. Through SMC simulation, the probability distribution of model parameters and streamflow estimation is calculated. The results also showed the SMC approach is capable of providing reliable streamflow prediction under limited available observations.
INTRODUCTION
Artificial neural network (ANN) models are known for their capability of modeling nonlinear systems through direct learning from data. Many ANN models have been widely applied in hydrologic time series analysis, such as the prediction of catchment runoff, water level and precipitation (Hsu et al. 1995 (Hsu et al. , 1999 (Hsu et al. , 2002 Govindaraju & Rao 2000; Maier & Dandy 2000 Coulibaly et al. 2001; Abrahart & See 2002; Hong et al. 2004; Moradkhani et al. 2004; Coulibaly & Baldwin 2005; Dawson et al. 2006; Parasuraman et al. 2006a) . For general discussion of ANN model training and applications in hydrologic systems, readers may refer to several review articles such as Govindaraju & Rao (2000) , Maier & Dandy (2000) and Dawson & Wilby (2001) .
A number of ANN structures have been explored in the literature. Among those, the most commonly used one is the multilayer perceptron (MLP). In order to train a neural network to perform some tasks, the error back-propagation (BP) training method is the most widely used method.
The BP method calculates the error derivative of the weights (or parameters) and then adjusts the weights in the direction to reduce the error. Alternative training methods, such as Newton's methods, conjugate gradient (CG), Levenberg -Marquardet (LM) algorithm, genetic algorithms (GA) or linear least-squares simplex (LLSSIM), were also proposed (Hsu et al. 1995; Gupta et al. 1997; Coulibaly et al. 2000; Maier & Dandy 2000) . It is reported that the LM method is more effective than the conventional gradient decent techniques such as BP and CG (Maier & Dandy 2000; . The above training algorithms intend to find the optimal ANN model parameters by minimizing the error function of the training dataset. The goal of training a network is not only to fit to the training data perfectly, but also to be capable of generalizing model behavior to the new dataset. Over-fitting the data may happen when training data is insufficient or the model is over-parameterized in the training stage.
To prevent over-fitting the training data, many approaches were reported, including (1) using sufficient data for network training, (2) implementing cross-validation strategy, (3) applying early stopping criteria, (4) adding on a regularizing term in the objective function and (5) combining the predictions of several models (e.g. bagging and boosting algorithms). In addition to treating ANN overfitting, the ensemble estimation of multiple models provides a range of estimates which can be used to quantify the doi: 10.2166/hydro.2010.044 distribution of forecasts (Schapire 1990; Bishop 1995; Breiman 1996; Haykin 1999; Shu & Burn 2004; Parasuraman et al. 2006b ).
The training algorithms mentioned above intend to provide either the maximum likelihood estimation or the minimum least-squares error solution (a special case of maximum likelihood estimation). However, the uncertainty of the model estimation is not much explored. The development of Bayesian Monte Carlo simulation methods provides an option to calculate the uncertainty of model behavior through the effective sampling and evolution of the sampled distribution (Mackay 1992; Bishop 1995; Neal 1996) . Several advantages of using Bayesian Monte Carlo methods for model parameter identification were identified.
For example, these approaches can provide a way to integrate both observations and the prior information of parameters in the computational framework through the Bayes' rule. Further, the uncertainty bound of parameters and model estimation can be calculated from the simulation samples. With suitable assigning of the likelihood function, there is no requirement to split the data into "training" and "validation" sets for function generalization (Mackay 1992; Bishop 1995; Neal 1996; Khan & Coulibaly 2006) .
Several studies using the Bayesian method in training
ANNs for hydrologic applications have been reported in the literature. Khan & Coulibaly (2006) In this paper, the SMC method was applied to the parameter estimation of Artificial Neural Network (ANN) models for streamflow forecasting. Through SMC simulation, the distributions of model parameters as well as the hydrologic responses were calculated. The uncertainty model estimates at 75% and 95% confidence intervals were calculated. The scope of this paper is organized as follows: the next two sections describe ANN models and parameter estimation through Bayesian statistical inference.
In the fourth section, the sequential Monte Carlo sampling strategy for the parameter identification of nonlinear and non-Gaussian models is presented. The fifth section provides a case study of using the ANN model and SMC simulation in streamflow forecasting. Finally, the conclusions of this study are provided in the last section.
ARTIFICIAL NEURAL NETWORKS
The MLPs are widely used to model nonlinear processes because of their capability of mapping complex continuous nonlinear functions (Hornik et al. 1990; Gallant & White 1992) . As shown in Figure 1 , a three-layer perceptron, MLP(n 0 , n 1 , 1), is used in this study, where n 0 , n 1 and n 2 ¼ 1 represent the process variables in the input, hidden and output layers, respectively. The relationship of input (x i ), hidden (y i ) and output (z k ) variables can be described below:
where u ¼ {f;w} are network parameters, and f and g are transfer functions. A sigmoid function is often used as the transfer function, which can be presented as:
Other types of transfer functions, such as hyperbolic tangent and Gaussian functions, are also frequently used in other applications. More discussions about the transfer functions can be found in Haykin (1999) and Schalkoff (1997) . where pðz t ju; Z t21 Þ is the likelihood function of parameters and pðujZ t21 Þ is the prior distribution of parameters provided by observation up to time step t 2 1. When an initial probability of parameters p(u 0 ) is assigned, given a set of observations, z 1k ¼ {z 1 ,z 2 ,…z k }, the parameters,u k , can be calculated from SMC simulation, which is discussed in the next section.
BAYESIAN PARAMETRIC INFERENCE

SEQUENTIAL MONTE CARLO SIMULATION
A general nonlinear stochastic dynamic system can be 
where z k [ R 1 denotes the output measurement at time Through effective sampling strategy, the posterior probability distribution of parameters and model estimates can be estimated recursively using Bayes' rule. Assume that the posterior distribution of model parameters at time t ¼ k is presented by N samples:
where d(·) is the Dirac delta function located at parameter samples or particles u i k . The computation of an expectation is
Because the true distribution of p(ujZ k ) is not available, it can be approximated by drawing random samples from a distribution,p(u k ), also known as an "importance function".
The above expectation can be approximated by
where
The updated weight can be obtained according to
The quality of approximation is relevant to the selection of the important function p(u k ). One popular importance function used is given the transitional prior:pðu (Kong et al. 1994) . In order to know when to give resampling, a criterion is provided to evaluate the degeneracy of the SIS filter Arulampalam et al. 2002) . A measure of degeneracy of the algorithm is dependent on the effective sample size N eff , which is defined as
A small N eff indicates severe degeneracy. Resampling should be performed when the effective sample size N eff is below a fixed heuristic threshold. Adopted from Arulampalam et al. (2002) , the resampling algorithm and an iteration of SIR filter is listed in the appendix.
CASE STUDY: WATERSHED STREAMFLOW FORECATING
The process of watershed runoff generated from rainfall is identified as very complex and is influenced by many factors, including the temporal and spatial distribution of rainfall, the topographic and soil characteristics of the watershed, and the mechanism by which water enters into long-term groundwater storage. Based on many previous studies, ANN models can be used as an alternative to the physically based hydrologic models in streamflow prediction (Hsu et al. 1995 (Hsu et al. , 2002 Based on a previous study (Hsu et al. 2002) , an ANN model with a structure of MLP(6,3,1) is suitable for one-day-ahead streamflow prediction of this watershed.
As shown in Figure 2 , the variables connecting to the inputs of MLP(6,3,1) are the time-lagged daily rainfall r(t 2 t) and r t22 , q t, q t21 , q t22 ], while the output variable, z ¼ [q tþ1 ], is the one-day-ahead streamflow prediction. In total, the MLP(6,3,1) contains 25 parameters and they are presented as u k ¼ ½ṽ k ;w k ¼ ½uð1Þ k ; uð2Þ k ; … ; uð25Þ k . Two years of rainfall -runoff data from the Leaf River Basin, Mississippi, were used in the experiment (see Figure 3) .
SMC simulation
In the simulation, the parameters of MLP (6, Journal of Hydroinformatics 9 13.1 9 20 1 Figure 5 shows the sample distributions of u(15) k at time steps t ¼ 1, 50, 100, 200, 300, 400, 500, 600 and 700. In the plot, the x axis is for parameters in the range of [23 3], while the y axis is the sample count. The probability distribution of the parameters can be estimated by dividing the discrete samples by the total sample count (i.e. N ¼ 500 in this case).
As shown in Figure 5 , from t ¼ 1 to 100, the parameter distribution is evolved from uniform distribution to multimodal distribution (two peaks), with the highest probability located in the negative parameter range and two peaks near 
