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We explore the low-frequency noise of interacting electrons in a one-dimensional structure (quan-
tum wire or interaction-coupled edge states) with counterpropagating modes, assuming a single
channel in each direction. The system is driven out of equilibrium by a quantum point contact
(QPC) with an applied voltage, which induces a double-step energy distribution of incoming elec-
trons on one side of the device. A second QPC serves to explore the statistics of outgoing electrons.
We show that measurement of a low-frequency noise in such a setup allows one to extract the
Luttinger liquid constant K which is the key parameter characterizing an interacting 1D system.
We evaluate the dependence of the zero-frequency noise on K and on parameters of both QPCs
(transparencies and voltages).
PACS numbers: 73.23.-b, 73.50-Td, 71.10.Pm, 73.633.Nm
I. INTRODUCTION
The physics of interacting electrons in one dimension
(1D) is profoundly different from that in higher dimen-
sions. It is well known that the correspondence be-
tween interacting electrons and free fermionic quasipar-
ticles, which is in the core of Landau’s Fermi-liquid the-
ory, breaks down in 1D. The resulting strongly corre-
lated state, known as the Luttinger liquid (LL), can not
be treated by conventional Fermi-liquid methods. For-
tunately, there exists an extremely powerful approach
to the problem, the bosonization technique1–6. It de-
scribes the low-energy sector of the theory in terms of
density fluctuations, which are, under the simplest cir-
cumstances, non-interacting bosons.
A key parameter invoked in the bosonization descrip-
tion of a LL state is the interaction constant K. This di-
mensionless parameter gives an effective measure of the
strength of the interaction between the electrons, with
K = 1 corresponding to a non-interacting Fermi gas,
K < 1 to repulsion, and K > 1 to attraction. The
LL constant K controls the behavior of various physi-
cal properties of the system3, including, e.g., the scaling
of the tunneling density of states away from the wire
ends (TDOS)7, ν(ǫ) ∝ |ǫ|(1−K)
2/2K , the temperature-
dependence of the conductance through a tunnel barrier
in a Luttinger liquid8, G(T ) ∝ T 2(1−K)/K , and the tem-
perature scaling of the conductivity of a disordered in-
teracting wire9. There exists by now a rich variety of ex-
perimental realizations of LLs with fermionic constituent
particles, including semiconductor, metallic, and poly-
mer nanowires10, carbon nanotubes11, edge states of 2D
topological insulators12, and cold-atom systems13.
Further, edges of quantum Hall systems14–16 give rise
to chiral LLs with only one propagation direction. When
two such edges with opposite chirality are coupled by in-
teraction, an artificial “wire” emerges17,18. Properties of
LL structures are probed in a growing number of sophis-
ticated experiments, in particular under strongly non-
equilibrium conditions. A quantitative interpretation of
experimental findings requires the knowledge of the LL
parameter K of the studied system by an additional in-
dependent measurement of K.
Let us consider a typical experimental setup where a
1D conductor is connected to the outside world by leads.
One possibility to access the value of K is to measure the
power-law behavior of the TDOS by exploring the tun-
neling into the Luttinger liquid. This requires, however,
an introduction of an additional probe to the interact-
ing wire and is not simple experimentally. In addition,
the tunneling characteristics may be affected by the in-
teraction of the wire with the environment19. We can
ask if it is possible to infer K considering the LL as a
”black box” (in the spirit of scattering theory of elec-
tronic conduction20) and performing electrical measure-
ments in the leads alone. One could naively expect that
the interaction inside the system modifies the conduc-
tance of the wire, thus providing a direct experimental
way to measure K. It is not correct, however. It is well
known21–24 that, due to absence of fermionic backscat-
tering in a clean LL, its DC conductance is given by
the interaction-independent value e2/h. Moreover, while
under generic non-equilibrium conditions the distribu-
tion function of the electrons that have passed the in-
teracting part of the system depends on the interaction
strength25, the zero-frequency full counting statistics of
the charge transferred through the system26 is insensi-
tive to the interaction. On the other hand, the non-
equilibrium noise27 and the full counting statistics26 at
high frequencies (of the order of or larger than the in-
verse flight-time through the system) do depend on the
interaction strength but they are challenging to measure
experimentally28.
In this work we show that the interaction in a LL wire
2can, however, be probed by low-frequency charge noise
measurements provided that the electrons emerging from
the LL are mixed (via scattering at an additional quan-
tum point contact, QPC) with electrons coming from an
independent reservoir. A similar approach was proposed
recently to probe the (pseudo-)spin-charge separation in
systems of co-propagating channels29.
The structure of the paper is as follows. In Sec. II
we introduce a device, consisting of 4 sources (SL, SR,
S1, S2) and 2 drains D1 and D2 that are connected by
two point contacts characterized by transmission and re-
flection coefficients t2 and r2 (see Fig 1). The system is
driven out of equilibrium by an“injection” of electrons
with double-step energy distribution trough the source
SR. Such a distribution may be naturally prepared by
means of an additional QPC0 (not shown in Fig. 1).
The step height h is then given by its transmission coef-
ficient. In Sec. III we calculate the shot noise in drain
D2 as a function of the Luttinger liquid parameter K.
Section IIIA is devoted to description of the general for-
malism while Sec. III B summarizes the results in the
limits of weak (|K − 1| ≪ 1) and strong (K ≪ 1) inter-
action for voltage U in SL much larger than the inverse
of the flight time τl in the interaction region. In Sec.
III C we present few numerical results for generic values
of interaction parameter K.
Specifically, Figs. 5 and 6 illustrate the central results
of the paper. Figure 5 demonstrates the dependence of
the noise at zero voltage V (at source S2) on the pa-
rameter h of the double-step distribution (1) of incoming
right-moving electrons. The noise attains its maximal
value when the initial distribution is particle-hole sym-
metric (h = 0.5) and the QPC mixing the electrons from
the LL wire with those from the source S2 has reflection
probability r2 = t2 = 0.5. The ratio of this maximal
noise to the voltage U in SL is a universal function of
the LL parameter. Fig. 6 shows that the maximal cur-
rent noise at drain D2 at zero frequency and zero voltage
in source S2 (ω = 0 and V = 0), which we denote as
max
h,r2,t2
[SD2(ω = 0, V = 0)], provides a direct access to the
value of the LL parameter K. Although we do not have a
simple analytic expression for the noise in this situation,
the curve is universal and our numerical results can be
used to determine K.
Section IV presents the calculation of the noise in drain
D1 and Sec. V discusses the situation for attractive in-
teractions. We conclude the manuscript with a summary
section, Sec. VI.
II. SETUP
A setup that we consider in the present paper (and
that is particularly relevant in the context of quantum
Hall physics, see, e.g., Ref. 18) is shown in Fig. 1. It in-
cludes two counterpropagating electronic (or, more gen-
erally, fermionic) modes, right-movers R and left-movers
L, interacting over a distance l via a short-range interac-
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FIG. 1: Setup. Incoming R-electrons have a non-equilibrium
double-step energy distribution (1) characterized by the step
width U = ǫ1 − ǫ0 and height h. This distribution may be
prepared by means of a QPC0 (not shown). The parameter
h is given in this case by the transmission probability of the
QPC0, while the parameter U is the QPC0 voltage. Incoming
L-electrons, as well as S1- and S2-electrons are at equilibrium
but the distribution of the S1 and S2 electrons can be tuned
with a voltage V .
tion characterized by the LL parameter K. The system
is driven out of equilibrium by an“injection” of incom-
ing R-electrons (source SR) with a double-step energy
distribution,
nR(ǫ) = (1− h)n0(ǫ − ǫ0) + hn0(ǫ− ǫ1) , (1)
Here, n0(ǫ) = Θ(−ǫ) is the zero-temperature Fermi-Dirac
distribution with zero chemical potential and ǫ0 = −hU ,
ǫ1 = (1 − h)U are the positions of the Fermi edges
30.
The double-step distribution (1) may be naturally pre-
pared by means of a QPC0 (not shown in Fig. 1). The
parameter h is given in this case by the transmission
probability of the QPC0, while the parameter U is the
QPC0 voltage. (We set the electron charge e to unity
throughout the paper, restoring it in the final expressions
only.) The left-moving mode starts at zero temperature
and zero voltage from the source SL. After traversing the
interacting part of the wire, right-movers and left-movers
are mixed with electrons from sources S1 and S2 (kept at
zero temperature and chemical potential V ) via scatter-
ing at QPCs with transmission (reflection) amplitudes t
(r). We are interested in the charge noise at drains D1
and D2
SD1/D2(ω, V ) =
∫ ∞
∞
dt
〈{
δID1/D2(t), δID1/D2(0)
}〉
e−iωt,
(2)
where δIDi its the fluctuating part of the current oper-
ator at the drain i, and curly brackets denote the an-
ticommutator. The second argument of SD1/D2 in Eq.
(2) emphasizes the dependence of noise on the voltage V
applied to the sources S1 and S2.
3III. NOISE AT DRAIN D2
A. General formalism
We start with the discussion of the noise at the drain
D2, which has a simpler structure. To evaluate SD2,
we express the electronic operator ΨD2 at the drain D2
in terms of the fermionic fields at source S2 and at the
output of the wire (see Fig. 1),
ΨD2 = tΨ˜L + rΨS2. (3)
Together with the expression for the current operator,
ID2 = ueΨ
+
D2ΨD2 (where u is the velocity of the left
fermionic mode and e > 0 is the absolute value of electron
charge), this implies the decomposition of S2(ω, V ) into
three contributions,
SD2 = |r|
4S
(S2)
D2 + |t|
4S
(SL)
D2 + |r|
2|t|2S
(x)
D2.
The first contribution to the sum represents just the
charge noise of zero-temperature non-interacting elec-
trons coming from the source S2, S
(S2)
D2 (ω) ≡ S0(ω) =
e2|ω|/2π.
The key point for the discussion of the second contribu-
tion S
(SL)
D2 (which is also V -independent and represents
the charge noise for fully open QPC) is the observation
that it can be expressed solely in terms of the electronic
density ρ˜L ≡ Ψ˜
+
LΨ˜L, S
(SL)
D2 (t) = u
2 〈{ρ˜L(t), ρ˜L(0)}〉.
Therefore, the standard bozonization tools can be readily
applied. Within the bosonization framework, the effect
of the electron-electron interaction in the central part of
the wire is to induce the scattering of density fluctua-
tions at the boundaries of the interaction region. We will
assume in the following that the characteristic bosonic
momenta (set in our problem by the the voltage U in the
distribution function nR(ǫ)) are small compared to the
inverse length of the transition region between the inter-
acting and non-interacting parts of the wire. The bosonic
reflection at the wire boundary is then characterized21 by
the (momentum independent) amplitude
b = (1−K)/(1 +K) (4)
and the density ρ˜L can be expressed in terms of those at
the sources SR and SL via
ρ˜L(t) = (1− b
2)
∞∑
n=0
b2nρL(t− (2n+ 1)τl)
+ bρR(t)− (1− b
2)
∞∑
n=0
b2n+1ρR(t− (2n+ 2)τl). (5)
Here τl = Kl/u is the time needed to a density pertur-
bation to cross the LL wire.
Evaluating now the correlation function of ρ˜L with
the account of the fermionic distribution functions in the
leads SR and SL, one finds
S
(SL)
D2 (ω) =
(1− b2)2S0(ω)
|1− b2e2iωτl |
2 +
2b2 [1− cos(2ωτl)]SR(ω)
|1− b2e2iωτl |
2 ,
(6)
where SR(ω) is the noise of non-interacting electrons with
the double-step distribution (1),
SR(ω) =
e2
2π
[|ω|+ 2h(1− h)(U − |ω|)Θ(U − |ω|)] .
Due to charge conservation and the absence of fermionic
backscattering in the wire the zero frequency component
of ρ˜L in Eq. (5) coincides with that of the incoming
density ρL. As a consequence, S
(SL)
D2 (ω) is insensitive to
the interaction strength for low frequencies ω ≪ 1/τl and
vanishes at ω = 0.
Both contributions S
(S2)
D2 (ω) and S
(SL)
D2 (ω) that we have
evaluated up to now are thus interaction-independent in
the low-frequency regime and vanish at zero frequency.
We turn now to the analysis of the remaining cross-
correlation term, S
(x)
D2(ω). We will show that it is non-
trivial and interaction-sensitive in the limit of ω = 0. In
time domain, this contribution can be presented in the
form
S
(x)
D2(τ, V ) = 2e
2u2Re
[
G<S2(−τ)G
>
L˜
(τ) +G>S2(−τ)G
<
L˜
(τ)
]
.
(7)
Here G
≷
S2(t) = −e
−iV t/2πu(t ∓ i0) stand for the time-
domain Keldysh Green functions of ΨS2, while G
≷
L˜
are
Green functions of left-moving electrons leaving the in-
teracting wire. It is not difficult to check that the zero-
frequency noise is directly related to the distribution
function of ΨL˜ electrons, nL˜(ǫ), via
∂V S
(x)
D2(ω = 0, V ) =
e2
π
[1− 2nL˜(V )]. (8)
The non-equilibrium bosonization technique for eval-
uation of correlation functions in a far-from-equilibrium
LL in the framework of Keldysh formalism was devel-
oped in Refs. 25,31,32. It was shown, that arbitrary
(including many-particle) electronic correlation function
can be expressed as a product of Fredholm determinants,
G ∼ ∆R[δR(t)]∆L[δL(t)], having the form
∆η[δη(t)] = det
[
1 +
(
eiδη(t) − 1
)
nη(ǫ)
]
. (9)
Here, nR(L)(ǫ) denotes the distribution function of elec-
trons injected into the LL from the right (left) lead,
while the phases δη(t) encode the information on the
correlation function of interest and on the interaction
strength in the wire. The time t and energy ǫ in
Eq.(9) are understood as canonically conjugate vari-
ables, ǫ = i~(∂/∂t). Fredholm determinants of a
type similar to Eq. (9) arise also in the theory of
full counting statistics33, non-equilibrium Fermi-edge
singularity34, chiral 1D systems (including quantum Hall
4t
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FIG. 2: Phase δ(t) determining the charge noise at the drain
D2, see Eqs. (11), (15). The phases δD2,n are given by Eq.
(13). We have assumed K = 0.2 to generate the plot.
Mach-Zehnder interferometry)35, and spectral functions
of nonlinear Luttinger liquids36.
Evaluating the single-particle correlation functions of
the electrons leaving the LL [which are involved in Eq.(7)]
by means of this technique and taking into account the
zero-temperature electronic distribution in the source S2
(see Fig. 1), we get
G
≷
L˜
(τ) = −
1
2πu(τ ∓ i0)
∆¯(τ) (10)
Here ∆¯(τ) stands for the Fredholm determinant (9) nor-
malized to its zero-temperature value
∆¯(τ) =
det
[
1 +
(
eiδ(t) − 1
)
nR(ǫ)
]
det
[
1 +
(
eiδ(t) − 1
)
n0(ǫ)
] , (11)
with the phase δ(t) being a sequence of rectangular-
shaped pulses of duration τ centered at tn = 2nτl,
n = 0, 1, . . . (see Fig. 2):
δ(t) =
∞∑
n=0
δD2,nΘ(t− tn − τ/2)Θ(−t+ tn + τ/2);(12)
δD2,n = 2π
{
b for n = 0
−(1− b2)b2n−1 for n > 0 .
(13)
Substitution of Eq. (10) into Eq. (7) yields
S
(x)
D2(ω, V ) = 2S0(ω)
−
e2
π2
∫
dτ
Re
(
∆¯(τ)eiV τ − 1
)
τ2
cos(ωτ). (14)
In the low-frequency limit, we thus obtain for the noise
of electrons at the drain D2:
SD2(ω = 0, V ) = −
e2|t|2|r|2
π2
∫
dτ
Re
(
∆¯(τ)eieV τ − 1
)
τ2
.
(15)
We proceed now to the analysis of the result (15).
The τ -dependence of the normalized determinant ∆¯(τ)
is characterized by two distinct time scales. First, there
is the scale τl = Kl/u set by the length of the interacting
wire which determines the time interval between succes-
sive pulses in Eq. (12). Under the assumption τ ≪ τl
we can approximate the determinant ∆¯(τ) by a product
of Toeplitz determinants corresponding to the individual
rectangular-shaped pulses in Eq. (12),
∆¯(τ) =
∞∏
n=0
∆¯(τ, δn). (16)
The second scale controls the long-time behavior of
Eq. (16). According to the asymptotic theory of Toeplitz
determinants reviewed in Refs. 32,37 the long-time
asymptotics of ∆¯(τ) is controlled by the exponential de-
cay, ∆¯(τ) ∝ e−τ/2τφ , with a non-equilibrium dephasing
rate given by
1
τφ
= −
U
π
∞∑
n=0
Re ln
[
1 + (e−iδn − 1)h
]
. (17)
For the generic parameters, the dephasing rate (17) is of
the order of U , thus setting a characteristic time scale
1/U . Therefore, the integral (15) converges at times
τ set38 by 1/max{U,V}. We thus conclude that the
approximation Eq. (16) for the determinant entering
Eq. (15) can be safely applied provided that at least one
of voltages U and V is large compared to the inverse
flight time 1/τl.
B. Asymptotic behavior
Equations (15) and (16) render the current noise
S2D(ω = 0, V ) amiable to straightforward numerical
evaluation (see, e.g., Ref. 39 for a detailed account of nu-
merical procedure). Two limiting cases can also be stud-
ied analytically. First, in the weak-interaction regime,
|K−1| ≪ 1, all the phases δD2,n are small, enabling per-
turbative evaluation of the determinant ∆¯(τ). The result
reads
ln ∆¯(τ) = −α1
∫ U
0
dω
sin2 ωτ/2
ω2
(U − ω), (18)
α1 = 2(K − 1)
2h(1− h). (19)
with the asymptotic behavior
ln ∆¯(τ) = −
πα1Uτ
4
+
α1
2
lnUτ, Uτ ≫ 1. (20)
Examining the integral (15), we see that at V ≫ α1U
we can further expand ∆¯(τ) = exp
(
ln ∆¯(τ)
)
in powers
of α1. On the other hand, for V ≪ α1U the integral (15)
is dominated by long times where the asymptotics (20)
applies. We thus obtain the following result for the noise
in the case of a weak interaction:
SD2(ω = 0, V ) =
|K−1|≪1
e2|t|2|r|2U
π
f(α1, V/U), (21)
5with the small parameter α1 given by Eq. (19) and with
a dimensionless function f given by
f(α, x) =
=


|x|, x > 1
|x|+ α
[
|x| − 1− 1+|x|2 ln |x|
]
, α≪ |x| < 1
−α2 +
2
πx arctan
4x
πα −
α
4 ln
(
x2 + π
2α2
16
)
, |x| . α.
(22)
The second limit that can be treated fully analytically
is that of a strong repulsive interaction, K ≪ 1. In
this situation, the bosonic reflection coefficient is close
to 1. As a consequence, all but the first phase differences
δD2,n>0 are small, while δD2,0 is close to 2π. The deter-
minant ∆¯(τ, δ) at the phase δ = 2π corresponds to free
fermions and can be computed exactly via the refermion-
ization procedure,
∆¯(τ, 2π) = (1− h)e−iǫ0τ + he−iǫ1τ . (23)
Treating all but the first factors in Eq. (16) pertur-
batively [cf. Eqs. (18) and (19)] and also taking into
account the perturbative correction to the zeroth-order
approximation (23) for the determinant ∆¯(τ, δD2,0), we
arrive at
∆¯(τ) =
[
∆¯(τ, 2π)−
α0
2
(
e−iǫ0τg(Uτ) + e−iǫ1τg(−Uτ)
)]
× exp
[
−α0
∫ U
0
dω
sin2 ωτ/2
ω2
(U − ω)
]
(24)
with
α0 = 8Kh(1− h), (25)
g(x) = γ − Ci(x) + lnx+ i Si(x). (26)
Here γ is the Euler constant, while Ci(x) and Si(x) stand
for the integral cosine and sine functions.
To zeroth order in the small parameter α0, Eq. (25),
we get
SD2(ω = 0, V ) =
K=0
e2|t|2|r|2
π
[(1− h)|V − ǫ0|+ h|V − ǫ1|] .
(27)
An analysis analogous to the one that leaded to Eqs.
(21) and (22) allows us to establish also the first correc-
tion to Eq. (27), yielding
SD2(ω = 0, V ) =
K→0
e2U |t|2|r|2
π
×
{
(1− h)f
(
α0,
V − ǫ0
U
)
+ hf
(
α0,
V − ǫ1
U
)
+α0
[
p
(
V − ǫ0
U
)
+ p
(
ǫ1 − V
U
)]
Θ(V > ǫ0)Θ(V < ǫ1)
}
.
(28)
with p(x) ≡ x lnx and α0 given by Eq. (25).
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FIG. 3: Zero-frequency noise at the drain D2, SD2(ω = 0, V ),
given by Eq. (15), as a function of the voltage ratio V/U for
different values of the interaction strength. The parameter
h is chosen to be 0.4. The curves are labeled according to
the LL parameter K characterizing the interaction strength.
Dashed curves represent appropriate asymptotic expressions
[Eqs. (21), (22) for a relatively weak interaction, K = 0.7,
and Eqs. (28), (22) for a strong interaction, K = 0.05].
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FIG. 4: Distribution of electrons over energies at the drain
D2, nD2(ǫ), for different values of the interaction strength.
The parameter h is chosen to be 0.4. The curves are labeled
according to the LL parameter K characterizing the interac-
tion strength.
C. Numerical evaluation
We turn now to the case of a generic interaction
strength, when the determinant in Eqs. (15) and (16)
is computed numerically. Figures 3 and 4 present the re-
sulting evolution of the noise SD2(ω = 0, V ) [as given by
Eq. (15)] and of the distribution function nD2(ǫ) upon
variation of the LL parameter K characterizing the in-
teraction strength. We have set h = 0.4 to generate
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FIG. 5: Noise at the drain D2 at zero frequency and zero
voltage V , SD2(ω = 0, V = 0), as a function of the step height
h for different values of the interaction strength. The curves
are labeled according to the LL parameter K characterizing
the interaction strength.
1 2 3 4 5
K
0.01
0.02
0.03
0.04
max@SD2H0, 0LDe
2 U
FIG. 6: The maximal noise in drain D2 at zero frequency and
zero voltage V , max
h,r2,t2
SD2(ω = 0, V = 0), as a function of the
Luttinger liquid parameter K. The noise attains maximum
when the initial distribution is particle-hole symmetric (h =
0.5) and the QPC mixing the electrons from the LL wire with
those from the source S2 has reflection probability r2 = t2 =
0.5, see Sec. IIIC. The maximal noise equals 1/8π at K = 0
and approaches the same value asymptotically asK →∞ (see
Sec. V for the discussion of the case of attractive interaction
K > 1).
the plots. The dashed curves provide the comparison to
the appropriate asymptotic expressions [(21) for K = 0.7
and (28) for K = 0.05]. Upon increase of the interaction
strength, the distribution function of outgoing electrons
nD2 evolves from the zero-temperature distribution of the
incoming left-moving electrons towards the double-step
distribution of the electrons at source SR. It is interesting
to note that the characteristic width of the distribution
function is non-monotonous as a function of the inter-
action strength, which is related to the non-monotonous
dependence of the dephasing rate (17) on the Luttinger
parameter K.
Figure 5 demonstrates the dependence of the noise at
zero voltage V on the parameter h of the double-step
distribution (1) of incoming right-moving electrons. The
step height h can be experimentally varied by changing
t
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FIG. 7: Phase δ(t) determining the charge noise at the drain
D1, see Eqs. (11), (30). The phases δD1,n are given by Eq.
(32). We have assumed K = 0.2 to generate the plot.
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FIG. 8: Zero-frequency noise at the drain D1, S
(x)
D1(ω = 0, V ),
as a function of the voltage V for different values of the in-
teraction strength. The parameter h is chosen to be 0.4. The
curves are labeled according to the LL parameter K charac-
terizing the interaction strength.
the transmission of the QPC0 creating the initial distri-
bution. The noise attains the maximal value when the
initial distribution is particle-hole symmetric (h = 0.5)
and the QPC mixing the electrons from the LL wire
with those from the source S2 has reflection probabil-
ity r2 = t2 = 0.5. The ration of this maximal noise
to the voltage U is a universal function of the LL pa-
rameter. Figures 3, 5 and 6 show that the current noise
SD2(ω = 0) provides a direct access to the value of the
LL parameter K.
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FIG. 9: Distribution of the electrons over energies at the drain
D1, nD1(ǫ), for different values of the interaction strength.
The parameter h is chosen to be 0.4. The curves are labeled
according to the LL parameter K characterizing the interac-
tion strength.
IV. NOISE AT DRAIN D1
Let us now consider briefly the noise at the drain D1.
In complete analogy to SD2, it can be written as
SD1(ω, V ) = |r|
4S
(S1)
D1 + |t|
4S
(SR)
D1 + |r|
2|t|2S
(x)
D1. (29)
In contrast to the case of the noise at D2 the term
S
(SR)
D1 (ω) does not vanish at zero frequency, S
(SR)
D1 (ω =
0) = e2h(1− h)U/π. However, in full similarity with the
D2 noise, only the last contribution in Eq. (29) is sensi-
tive to the voltage V at the QPC. Concentrating on the
V -dependence of the noise, we thus observe that Eq. (15)
applies,
S
(x)
D1(ω = 0, V ) = −
e2
π2
∫
dτ
Re
(
∆¯(τ)eieV τ − 1
)
τ2
, (30)
where the phase δ(t) is now given by (see Fig. 7)
δ(t) =
∞∑
n=0
δD1,nΘ(t− tn − τ/2)Θ(−t+ tn + τ/2),(31)
δD1,n = 2π(1− b
2)b2n. (32)
Figures 8 and 9 show results of a numerical evaluation
of the noise S
(x)
D1 and the distribution of the electrons at
drain D1. The perturbative analysis of the D1 noise in
the weak- and strong-interaction limits can be obtained
by a straightforward generalization of the corresponding
results for the noise D2 presented above. We reiterate
that although the D1 noise contains an additional con-
tribution S
(SR)
D1 , this contribution is independent on the
voltage V . Therefore, the V dependence of the D1 noise
can also be used (along with the D2 noise) for extracting
the LL interaction parameter K.
V. ATTRACTIVE INTERACTION
So far [and in particular in the discussion of the strong
interaction limit of the model, Eq. (28)] we were mostly
concentrating on the situation of repulsive interaction
in the system, K < 1. The extension of our results
to the case of attractive interaction, K > 1 (particu-
larly relevant in the context of superconducting wires3,
cold atoms13 and fractional quantum Hall systems17), is
straightforward due to the symmetry of the bosonic re-
flection amplitude b, Eq. (4),
b(1/K) = −b(K). (33)
Equation (33) implies that the charge noise SD1(ω, V ) at
drain D1 is invariant with respect to the transformation
K → 1/K, while the noise and the distribution function
at D2 obey
SD2(ω, V, 1/K) = SD2(ω,−V,K), (34)
n˜L(ǫ, 1/K) = 1− n˜L(−ǫ,K). (35)
In particular, in the limit of infinitely strong attractive
interaction, K =∞,
n˜L(ǫ) = 1− nR(−ǫ) (36)
due to Andreev reflection of electrons on the boundary
of interaction region.
VI. SUMMARY
To summarize, we have studied the low-frequency noise
of interacting electrons in a 1D structure with coun-
terpropagating modes (quantum wire), assuming a sin-
gle channel in each direction. Experimental realizations
of such structures include also artificial quantum wires
formed by counter propagating quantum Hall channels
coupled by the interaction. The system is driven out of
equilibrium by a QPC0 with an applied voltage, which in-
duces a double-step energy distribution of incoming elec-
trons on one side of the device. A second QPC serves to
explore the statistics of outgoing electrons. We evaluate
the dependence of the zero-frequency noise on K and on
parameters of both QPCs (transparencies and voltages).
Our general result, Eq. (15), expresses the noise in
the drain D2 in terms of a Fredholm determinant ∆¯(τ).
In the limits of weak and strong interaction analytical
asymptotic (21) and (28) have been obtained. For a
generic interaction strength, the noise can be readily eval-
uated numerically, as shown in Figs. 3, 5, 6. Similar
results hold for the noise in the drain D1. Our findings
demonstrate that measurement of a low-frequency noise
in such a setup allows one to extract the information
about the Luttinger liquid constant K which is the key
parameter characterizing an interacting 1D system.
Upon completion of this work we have learned about a
related activity on the noise in systems of co-propagating
channels40.
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