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Abstract
Fekete’s lemma is a well known combinatorial result on number se-
quences: we extend it to functions defined on d-tuples of integers. As an
application of the new variant, we show that nonsurjective d-dimensional
cellular automata are characterized by loss of arbitrarily much informa-
tion on finite supports, at a growth rate greater than that of the support’s
boundary determined by the automaton’s neighbourhood index.
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1 Introduction
Let f : {1, 2, . . .} → [0,+∞). Fekete’s lemma [5, 8, 10] states that, if f(n+
k) ≤ f(n) + f(k) for every n and k, then
lim
n→∞
f(n)
n
= inf
n≥1
f(n)
n
. (1)
The consequences of this simple statement are many and deep, such as the
definition of topological entropy for dynamical systems [1, 7, 8] and Arratia’s
bound on the number of permutations avoiding a given pattern [3].
More recently, in a joint work with Tommaso Toffoli and Patrizia Men-
trasti [9], we have made use of (1) to prove a result on unidimensional, non-
surjective cellular automata (CA). CA are presentations of global dynamics in
local terms: each global state is a d-dimensional configuration, and the global
evolution rule changes the state locally at a site by considering only the states
of neighbouring sites. Nonsurjective CA are characterized by the existence of a
configuration on a finite region of the space that has no predecessor according
to the evolution rule; this can be restated from another point of view, by saying
that nonsurjective CA lose information within finite range. Fekete’s lemma then
told us that such CA must lose, on finite regions large enough, an amount of in-
formation essentially proportional to the size of the support itself—thus, at least
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the size of the support’s boundary determined by the neighborhood index; since
loss of information gives rise to extra channel capacity, our team has devised a
general algorithm to translate from a presentation using an n-inputs, 1-output
local map (i.e., CA) to one employing n-inputs, n-outputs events, characteristic
of a different class of presentations, specifically, that of lattice gases (LG).
In this paper, we state and prove a multivariate version of Fekete’s lemma.
The motivation for this, is to provide a support to the conjecture that the
translation algorithm in [9] could be extended to arbitrary dimension. To prove
our generalization, we rearrange a proof of (1) so that it works on sequences of
integer d-tuples, after a suitable ordering on these is defined. After that, we use
the more general result at our hands to show that the same phenomenon that
allows rewriting CA as LG in dimension 1, actually occurs in arbitrary finite
dimension. Incidentally, we get a criterion for CA surjectivity.
2 Fekete’s lemma, multivariate
Let Z+ = Z ∩ (0,+∞). Consider the product ordering on Zd+ defined by
x ≤pi y iff xi ≤ yi for every i ∈ {1, . . . , d}: this is the kind of ordering used,
e.g., in linear programming, by writing Ax ≤ b to indicate a set of constraints
a1,1x1 + . . .+ a1,nxn ≤ b1, . . . , am,1x1 + . . .+ am,nxn ≤ bm; it is also the finest
ordering that makes the projections monotonic. Observe that Zd = (Zd+,≤pi) is
a directed set, i.e., for any two x, y ∈ Z+ there exists z ∈ Z+ such that both
x ≤pi z and y ≤pi z. If X = (X,≤) is a directed set and f : X → R, the lower
and upper limit of f in X are defined as usual, i.e.,
lim inf
x∈X
f(x) = sup
x∈X
inf
y≥x
f(y) and lim sup
x∈X
f(x) = inf
x∈X
sup
y≥x
f(y) ;
moreover, f has limit L ∈ R in X , written limx∈X f(x) = L, if for every ε > 0
there exists xε ∈ X such that |f(x) − L| < ε for every x ≥ xε. For example, if
r1, . . . , rd ∈ N = Z+ ∪ {0} are fixed, then
lim
(x1,...,xd)∈Zd
(x1 + r1) · · · (xd + rd)
x1 · · ·xd
= 1 . (2)
It follows from the definitions that lim infx∈X f(x) ≤ lim supx∈X f(x), and that
limx∈X f(x) = L iff lim infx∈X f(x) = lim supx∈X f(x) = L.
Theorem 1 Let f : Zd+ → [0,+∞) satisfy
f(x1, . . . , xj + yj , . . . , xd) ≤ f(x1, . . . , xj , . . . , xd) + f(x1, . . . , yj , . . . , xd) (3)
for every x1, . . . , xn, yj ∈ Z+, j ∈ {1, . . . , d}. Then
lim
(x1,...,xd)∈Zd
f(x1, . . . , xd)
x1 · · ·xd
(4)
exists, and equals
inf
x1,...,xd∈Z+
f(x1, . . . , xd)
x1 · · ·xd
.
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Proof. Because of (3), for every j ∈ {1, . . . , d}, x1, . . . , xd ∈ Z+, if xj = qt + r
with q ∈ N and r ∈ Z+, then
f(x1, . . . , xj , . . . , xd) ≤ qf(x1, . . . , t, . . . , xd) + f(x1, . . . , r, . . . , xd) . (5)
Fix t1, . . . , td ∈ Z+. For each (x1, . . . , xd) ∈ Zd+, d pairs (qj , rj) ∈ N × Z+ are
uniquely determined by xj = qjtj + rj and 1 ≤ rj ≤ tj . By repeatedly applying
(5) to all of the xj ’s we find
f(x1, . . . , xd) ≤ q1 · · · qdf(t1, . . . , td)
+q1 · · · qd−1f(t1, . . . , td−1, rd) + . . .
+q1 · · · qd−2f(t1, . . . , td−2, rd−1, rd) + . . .
+ . . .
(6)
where, in the next k’th line, k ≥ 1, each occurrence of f has k arguments chosen
from the r’s and d − k chosen from the t’s, and is multiplied precisely by the
q’s corresponding to the t’s; moreover, all these occurrences are bounded from
above by the constant M = t1 · · · td · f(1, . . . , 1). Divide both sides of (6) by
x1 · · ·xd: since limxj→∞ qj/xj = 1/tj, if all the xj ’s are large enough, then the
first summand of right-hand side becomes very close to f(t1, . . . , td)/t1 · · · td,
and the other ones become very small; that is, for every ε > 0, there exists
(x1, . . . , xd) ∈ X such that, for every (y1, . . . , yd) ≥pi (x1, . . . , xd),
f(y1, . . . , yd)
y1 · · · yd
<
f(t1, . . . , td)
t1 · · · td
+ ε .
From this follows
lim sup
(x1,...,xd)∈Zd
f(x1, . . . , xd)
x1 · · ·xd
≤
f(t1, . . . , td)
t1 · · · td
;
this is true whatever the tj ’s are, hence
lim sup
(x1,...,xd)∈Zd
f(x1, . . . , xd)
x1 · · ·xd
≤ inf
t1,...,td∈Z+
f(t1, . . . , td)
t1 · · · td
.
The thesis then follows from the inequality
inf
t1,...,td∈Z+
f(t1, . . . , td)
t1 · · · td
≤ lim inf
(x1,...,xd)∈Zd
f(x1, . . . , xd)
x1 · · ·xd
.

3 An application to cellular automata
A cellular automaton (briefly, CA) is a quadruple A = 〈d,Q,N , f〉 where
the dimension d > 0 is an integer, the set of states Q is finite and has at
least two distinct elements, the neighbourhood index N = {ν1, . . . , νn} is a
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finite subset of Zd, and the local evolution function f maps Qn into Q. A
global evolution function F is induced by f of the spaceQZ
d
of d-dimensional
configurations by
(F (c))(x) = f (c(x+ ν1), . . . , c(x+ νn)) . (7)
A is said to be surjective if F is. For example, if d = 1, Q = {0, 1}, N = {+1},
f(x) = x, then 〈d,Q,N , f〉 is the shift cellular automaton and (F (c))(x) =
c(x+1) is the shift map, which is surjective; on the other hand, for same d and
Q, N = {0,+1}, and f(a, b) = a · b, we get a nonsurjective CA, because if c(x)
is 0 for x = 0 and 1 otherwise, then F (c) 6= c for any c.
For every finite E ⊆ Zd, calling E + N = {x + ν | x ∈ E, ν ∈ N}, a
function FE : Q
E+N → QE is induced by f , again by applying (7). Observe
that the number |FE(QE+N )| of patterns over E obtainable by applying (7)
does not depend on the displacement of E along Zd, i.e., if x + E = {x + y |
y ∈ E}, then |Fx+E(Qx+E+N )| = |FE(QE+N )|. It is well known (cf. [4]) that
A is surjective iff FE is surjective for every E which is a right d-polytope,
i.e., a subset of Zd of the form
∏d
i=1{ki, . . . , ki + si − 1}, s1, . . . , sd ∈ Z+ being
the sides. (Here, “right” has the same meaning as in “right triangle”.) Put
E(x1, . . . , xd) =
∏d
i=1{0, . . . , xi − 1} : if N is contained in a right d-polytope
of sides r1, . . . , rd, then E(x1, . . . , xd) + N is contained in a right d-polytope
of sides x1 + r1, . . . , xd + rd, which is the disjoint union of E(x1, . . . , xd) and a
boundary.
Let A = 〈d,Q,N , f〉 be a CA. If A is nonsurjective, then there must exist
a support of suitable size where not every possible pattern is reachable, i.e.,
a part of the information is lost. In the 1D case [9], such lost information is
proved to ultimately be as much as the boundary can transport; which allowed
devising a CA-to-LG conversion algorithm. If the technique employed there is
to be extended to higher dimension, then we must determine whether such large
a loss can still be achieved.
Call output size of f on a right d-polytope of sides x1, . . . , xd the quantity
Outf (x1, . . . , xd) =
∣∣∣FE(x1,...,xd)
(
QE(x1,...,xd)+N
)∣∣∣ .
Then A is surjective iff Outf (x1, . . . , xd) = |Q|x1···xd for every x1, . . . , xd ∈ Z+.
By switching to a logarithmic measure unit, we can associate to A a loss of
information on a right d-polytope of sides x1, . . . , xd defined as
ΛA(x1, . . . , xd) = x1 · · ·xd − log|Q|Outf (x1, . . . , xd) . (8)
Observe how such loss is measured in qits (with q = |Q|), a qit being the amount
of information carried by a q-states device; n qits correspond to n log2 q bits.
Theorem 2 Let A = 〈d,Q,N , f〉 be a CA. Define ΛA as by (8). Then
1. either A is surjective and ΛA is identically zero,
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2. or A is nonsurjective and for every K ≥ 0, r1, . . . , rd ∈ N, there exist
t1, . . . , td ∈ Z+ such that, for every (x1, . . . , xd) ≥pi (t1, . . . , td),
ΛA(x1, . . . , xd) ≥ (x1 + r1) · · · (xd + rd)− x1 . . . xd +K .
In particular, if ΛA is bounded, then A is surjective.
Proof. Put q = |Q|. Since a pattern over E(x1, . . . , xj + yj, . . . , xd) can always
be seen as the joining of a pattern over E(x1, . . . , xj , . . . , xd) and another one
over E(x1, . . . , yj, . . . , xd), there cannot be more patterns obtainable over the
former than pairs of patterns obtainable over the latter, i.e.,
Outf (x1, . . . , xj+yj, . . . , xd) ≤ Outf (x1, . . . , xj , . . . , xd)·Outf (x1, . . . , yj , . . . , xd)
whatever x1, . . . , xn, yj ∈ Z+, j ∈ {1, . . . , d} are; consequently, logq Outf is
subadditive in each of its arguments (and nonnegative). Let
λf = lim
(x1,...,xd)∈Zd
logq Outf (x1, . . . , xd)
x1 · · ·xd
, (9)
whose existence and value are given by Theorem 1; observe that λf ≤ 1, and
A is surjective iff λf = 1. Suppose A is nonsurjective. Let δ ∈ (λf , 1). Choose
t1, . . . , td ∈ Z+ so that, for every (x1, . . . , xd) ≥pi (t1, . . . , td), both
logq Outf (x1, . . . , xd)
x1 · · ·xd
≤ δ (10)
and
(x1 + r1) · · · (xd + rd)− x1 · · ·xd +K
x1 · · ·xd
≤ 1− δ (11)
are satisfied, the latter following from (2). Then, for such x1, . . . , xd,
x1 · · ·xd − logq Outf (x1, . . . , xd) ≥ (x1 · · ·xd)(1 − δ)
≥ (x1 + r1) · · · (xd + rd)− x1 · · ·xd +K .

From Theorem 2 follows that, for (x1, . . . , xd) satisfying both (10) and (11),
the loss of information is at least the size of the boundary: this is precisely
the fact used in [9], and supports the conjecture that a similar construction
can be carried out in dimension d > 1. On the other hand—and perhaps,
unfortunately—since surjectivity of d-dimensional CA is only decidable when
d = 1 [2, 6], no algorithm exists to determine, given an arbitrary multidimen-
sional CA, that its loss of information (8) is bounded.
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