Abstract. In this paper we characterize the products of four or more strongŚwiatkowski functions.
Preliminaries
The letters R and N denote the real line and the set of positive integers, respectively. For all a, b ∈ R, we define I(a, b] For each A ⊂ R we use the symbols int A, cl A, bd A and card A to denote the interior, the closure, the boundary, and the cardinality of A, respectively.
We say that a set A ⊂ R is simply open [1] , if it can be written as the union of an open set and a nowhere dense set.
Let f : I → R, where I is a nondegenerate interval. The symbol C(f ) stands for the set of all points of continuity of f . We say that f is a Darboux function, if it maps connected sets onto connected sets. We say that f is quasi-continuous in the sense of Kempisty [4] , if for all x ∈ I and open sets U x and V f (x), the set int U ∩ f −1 (V ) is nonempty. We say that f is cliquish [10] , if the set of points of continuity of f is dense in I. We say that f is a strongŚwiatkowski function [6] (f ∈Ś s ), if whenever α, β ∈ I and y ∈ I f (α), f (β) , there is an x 0 ∈ I(α, β) ∩ C(f ) such that f (x 0 ) = y. One can easily see that strongŚwiatkowski functions are both Darboux and quasi-continuous. The symbol [f = a] stands for the set {x ∈ I : f (x) = a}.
Similarly we define the symbols [f < a], [f > a], etc. The symbol M denotes the class of all real functions f defined on a nondegenerate interval such that f has a zero in each subinterval in which it changes sign.
Introduction
In 1996 Maliszewski proved the following theorem [7] .
Theorem 2.1. For each function f the following conditions are equivalent: i) f is a finite product of Darboux quasi-continuous functions, ii) f ∈ M, f is cliquish, and the set [f = 0] is simply open, iii) there are Darboux quasi-continuous functions g and h such that f = gh.
He showed also that there is a bounded Darboux quasi-continuous function which cannot be written as the finite product of strongŚwiatkowski functions [7, Proposition III.4.1] . Moreover he remarked that the sign function can be written as the product of three strongŚwiatkowski functions but it cannot be written as the product of two strongŚwiatkowski functions [7, Propositions III.4.2 and III. 4.3] .
In 2003 I showed that there is a function which can be written as the product of four strongŚwiatkowski functions, and which cannot be written as the product of three strongŚwiatkowski functions [9] . In this paper I characterize products of four or more strongŚwiatkowski functions. However, the following problem is still open. Problem 1. Characterize the products of two strongŚwiatkowski functions and the products of three strongŚwiatkowski functions.
Auxiliary lemmas
Lemmas 3.1 and 3.2 can be easily proved using [5, Theorem 12] .
The next lemma is interesting in itself.
Proof. Let α, β ∈ I, α < β and
Lemma 3.4. Assume F ⊂ C are closed and J is a family of components
Proof. Let P be the family of all components of R \ F and P ∈ P. One can easily see that there is a family J P ⊂ J such that J P ⊂ P and the following conditions hold:
for each J ∈ J , if J ⊂ P and bd
cl
Define J = P ∈P J P . Clearly J ⊂ J . We will show that J satisfies the conditions i)-iii) of the lemma.
Assume that F ∩ bd J = ∅ for some J ∈ J . Since F ⊂ C, there is a P ∈ P with J ⊂ P . Then by (2), J ∈ J P ⊂ J . This proves condition i).
To prove condition ii) assume that c ∈ F is a right-hand limit point of C. We consider two cases.
If there is a P ∈ P with c = inf P , then by (3),
In the opposite case fix a d > c.
If P ∩ C = ∅, then P = J ∈ J , and by (2) ,
This completes the proof of ii).
Finally we will show iii). Note that by (5),
This completes the proof of the lemma.
and bd I ⊂ C(ψ).
Proof. Define the functionψ :
Then clearlyψ ∈Ś s . Choose elements a < x 1 < x 2 < x 3 < b and define the function ψ : cl I → [0, 1] by the formula:
One can easily show that the function ψ has all required properties.
Lemmas 3.6-3.11 and Proposition 4.1 will be used in the proof of the main result of this paper. In all of them we assume the following.
E is a compact interval,
Moreover we define
One can easily see that by (8) , 
For each J ∈ J , use Lemma 3.5 to construct a strongŚwiatkowski func-
and put
where |J| denotes the length of the interval J. Define the function ϕ :
If there is a J ∈ J such that x 0 = sup J, then by (11), ϕ is continuous from the left at x 0 .
In the opposite case first let (
By (12) and (13), we obtain
by (12), (13) and (14), we obtain lim m→∞ ϕ(x m ) = 0 = ϕ(x 0 ). It proves that x 0 is a left-hand side point of continuity of the restriction ϕ J ∪{x 0 }.
is a left-hand side point of continuity of ϕG 3 . It follows that ϕ is continuous from the left at x 0 .
Similarly we can prove that the function ϕ is continuous from the right at each point
Now we will prove that
Consequently, the function f does not change its sign in the interval I ∩
Similarly we can prove that
To complete the proof we will show that ϕ ∈Ś s . Let c, d ∈ cl I, c < d, and y ∈ I(ϕ(c),
Finally assume that y > 0. (The case y < 0 is analogous.) Then ϕ(d) > 0. We consider two cases. 
Then h is continuous on (a, b]. For each n ∈ N, use Lemma 3.6 to construct
Since h(x n ) = 0 for each n ∈ N ∪ {0}, the function g i is well defined and 
There are strongŚwiatkowski functions
Proof. Use Lemma 3.5 to construct a strongŚwiatkowski function
It is not hard to see that the functions g 1 and g 2 possess all the required properties. 
Use Lemma 3.8 to construct strongŚwiatkowski functions
and for i ∈ {1, 2}, we have
If 
and for i ∈ {1, 2}, we have:
Proof. We consider two cases.
This case follows by Lemma 3.8. 
If a / ∈ cl(I ∩[f = 0]), then use Lemma 3.9 to construct strongŚwiatkowski
Proceed similarly, using Lemma 3. 
and let C = cl X. We can easily see that C is nowhere dense. Write the set C as the disjoint union C = C 1 ∪ C 2 , where C 1 is countable and C 2 is perfect. Let P be the family of all components of I \ C 2 . Fix a P ∈ P.
Let J P be the family of all components of P \ C 1 . Since C 1 is nowhere dense, cl P = cl J P . For each J ∈ J P construct functions g 1,J , g 2,J : cl J → [−1, 1], which fulfill the requirements of Lemma 3.10.
Fix an i ∈ {1, 2}. Define the function g i,P : cl P → [−1, 1] by
(since the above assumption yields x ∈ X ⊂ cl[f = 0]). Now we will show that g i,P ∈Ś s . Let c, d ∈ cl P , c < d, and y ∈ I(g i,P (c),
In the opposite case there is an
) for some J, J ∈ J P , J = J . By (23) and conditions ii) or iv) of Lemma 3.10, we obtain
Observe that by condition (19) of Lemma 3.10,
Moreover
Indeed, choose an x 0 ∈ P ∩ [f = 0]. If x 0 ∈ J for some J ∈ J P , then by condition vi) of Lemma 3.10, we obtain (25). So, assume x 0 ∈ C 1 . Then P ∩ C 1 = ∅ and there is an x 1 ∈ P ∩ C 1 which is isolated in C 1 . By (23), there is a J ∈ J P such that x 1 ∈ cl(J ∩ [f = 0]). Hence by conditions ii) or iv) of Lemma 3.10, we obtain (25). If C 2 = ∅, then P = {I} and g i = g i,I ∈Ś s for i ∈ {1, 2}. One can easily show that the other requirements of the lemma are also fulfilled.
So, assume that C 2 = ∅. Let P 1 , . . . , P 4 be pairwise disjoint families of components of I \ C 2 such that I \ C 2 = 4 j=1
Fix an i ∈ {1, 2}. We can easily see that |g i (x)| ≤ 2 −1 for x ∈ bd I. So, to complete the proof we should show that g i ∈Ś s .
Let c, d ∈ cl I, c < d, and y ∈ I(g i (c), g i (d)). We consider two cases.
Then for each j ∈ {1, . . . , 4}, since C 2 ⊂ cl P j , there is an interval P j ∈ P j with P j ⊂ (c, d). Hence by (24), we obtain the following inclusion
Main results

Proposition 4.1. Assume that there is a G
Then there are functions g 1 , . . . , g 4 
Proof. Define 
Since A is a G δ -set, A 1 is a G δ -set, too. Then C \ A 1 is an F σ -set, whence there is a sequence (F n ) consisting of closed sets such that
Define F 0 = ∅. For each n ∈ N, use four times Lemma 3.4 to construct a sequence of sets (F n ) and a sequence of families of intervals (J n ) such that
and for j ∈ {1, . . . , 4},
for each c ∈ F n , if c is a right-hand (left-hand) limit point of C, then c is a right-hand (left-hand) limit point of the union J j,n ,
(Observe that by (34), for each k < n, the set F k ∪ I∈J k bd I is closed. So by (30), the set F n is also closed and 
and observe that by (32), n∈N J n = E \ C, whence n I is well defined.
Fix an i ∈ {1, 2}. Define the function g i :
First we will show that A 1 ⊂ C(g i ).
Take an x 0 ∈ A 1 and let ε > 0. Choose n 0 ∈ N such that 2 −n 0 < ε and
Since by (34), (30), (27), and (28),
we have x / ∈ cl J j,n 0 and δ > 0.
Observe that by (33),
So, x 0 ∈ C(g i ). Now we will prove that
Let n ∈ N, δ > 0 and x ∈ F n \ {sup I : I ∈ I}. Then for j ∈ {1, . . . , 4}, by (33), there is an I j ∈ J j,n with
and finally
Similarly we can prove that ∈ A 1 . We consider two cases.
So, there is an x 0 ∈ (c, inf
Consequently, there is an
It is not hard to see that sgn • (g 1 g 2 ) = sgn • f . This completes the proof of (26). Now define the functionf : E → R bỹ
Notice thatf is cliquish. Indeed, it is obvious that
where
By assumption, the set [f = 0] is simply open. So, R \ U = bd[f = 0] is nowhere dense and U is residual. Since the sets C(f ), C(g 1 ), and C(g 2 ) are also residual, so is the set C(f ).
Clearlyf > 0 on E. So, the function ln 
