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Abstract
It is well known that the non-spiraling leaves of real analytic fo-
liations of codimension 1 all belong to the same o-minimal structure.
Naturally, the question arises if the same statement is true for non-
oscillating trajectories of real analytic vector fields.
We show, under certain assumptions, that such a trajectory gen-
erates an o-minimal and model complete structure together with the
analytic functions. The proof uses the asymptotic theory of irregular
singular ordinary differential equations in order to establish a quasi-
analyticity result from which the main theorem follows.
As applications, we present an infinite family of o-minimal struc-
tures such that any two of them do not admit a common extension,
and we construct a non-oscillating trajectory of a real analytic vector
field in R5 that is not definable in any o-minimal extension of R.
1 Introduction
Consider a system of ordinary differential equations having an irregular sin-
gular point:
xp+1
dy
dx
= A(x,y), y ∈ Rr, (1.1)
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where A is real analytic in a neighborhood of 0 ∈ Rr+1 with A(0, 0) = 0 and
the Poincare´ rank p is greater or equal to one. In a series of articles [14],
[4], [5], non-oscillating solutions of (1.1) have been studied; here a solution
(vector) H = (H1, ...,Hr) : (0, ε]→ R
r of (1.1) tending to 0 as x→ 0 is called
non-oscillating if for any function f real analytic in some neighborhood of
0 ∈ Rr+1, the function x 7→ f(x,H(x)) either is identically 0 or has finitely
many zeros.
One of the motivations of our work is the more general question whether
the structure Ran,H generated by H1, ...,Hr and the restricted analytic func-
tions is o-minimal, i.e. the sets definable in that structure have a finite num-
ber of connected components (with respect to the usual topology of Rm).
The definable sets of Ran,H are those that belong to the smallest family
of subsets of Rm, m ∈ N, that contains the graphs of addition, multipli-
cation, restrictions of analytic functions to cartesian products of compact
intervals and H1, ...,Hr and that is closed under finite unions and intersec-
tions, cartesian products, complements and linear projections. It is easy to
show that the graphs of the above functions f(x,H(x)), f real analytic in a
neighborhood of 0, are definable, but more generally also the graph of any
function obtained from restricted analytic functions and Hj, j = 1, ..., r by
(repeated) compositions and resolution of implicit equations. The desired
o-minimality of Ran,H thus would imply that they all have a finite number
of zeros.
For bounded non-spiraling leaves of real analytic foliations of codimen-
sion 1, such a result has been shown (see [28], [15]): the structure generated
by all such leaves is o-minimal.
In our main result (Theorem 2.5), we consider a system (1.1) such that
a) the eigenvalues λ1, . . . , λr of
∂A
∂y (0, 0) are nonzero and have distinct ar-
guments; and b) the Stokes phenomenon of the formal solution Ĥ is non-
trivial for at least one direction corresponding to each λj, j = 1, ..., r. Ob-
serve that this implies the divergence of Ĥ. We consider an arbitrary solu-
tion H : (0, ε] → Rr of such an equation having an asymptotic expansion
H(x) ∼ Ĥ(x) =
∑∞
n=1 hn x
n as x → 0 and prove that the above structure
Ran,H generated by the analytic functions and H1, ...,Hr is o-minimal and
model complete; a structure is called model complete, if the same family of
subsets is generated without taking complements. Observe that our theorem
can also be applied to C∞-solutions H : [−ε, ε]→ Rr of (1.1) if p is odd: it
suffices to consider H˜ : (0, ε]→ R2r defined by H˜(x) = (H(x),H(−x)). Con-
dition a) has to be replaced by the following one: the eigenvalues λ1, . . . , λr
of ∂A∂y (0, 0) are nonzero and have arguments distinct mod πZ.
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The model completeness is linked to the problem of describing Ran,H in
terms of H and analytic functions: here we show (Proposition 2.3) that any
definable set in Ran,H can be obtained as finite union of linear projections of
sets of the form A = X∩V1∩V2 · · ·∩Vn whereX is globally semi-analytic (see
subsection 2.1) and Vi = {(x1, . . . , xm) / xk = Hs(xl)} for some 1 ≤ k, l ≤ m
and 1 ≤ s ≤ r.
As applications of our result, we present a two-parameter family of solu-
tions of some two-dimensional system (1.1) such that the o-minimal struc-
tures generated by each of them are mutually incompatible, i.e. any two of
them do not admit a common o-minimal extension – this is very different
from the theory of (bounded) non-spiraling leaves of analytic foliations: they
all belong to one common o-minimal structure. Moreover, we construct a
non-oscillating trajectory of a system (1.1) in R4 that cannot belong to any
o-minimal structure.
Our main result is a consequence of two theorems. The first (Theo-
rem 2.2) states that strong quasi-analyticity of H (see Definition 2.1) im-
plies o-minimality and model completeness of the structure Ran,H , the sec-
ond (Theorem 2.4’) states that our conditions a), b) imply strong analytic
transcendence of the formal solution Ĥ(x) of (1.1) which in turn yields that
the above H is strongly quasi-analytic. Its proof is based on the theory of
irregular singular points of ordinary differential equations in the complex
domain.
The article is organized as follows: in section 2, we present precise defini-
tions and theorems as well as examples and applications, section 3 is devoted
to the proof of Theorem 2.2, section 4 to that of Theorem 2.4’. An outline
of these proofs can be found at the end of subsection 2.2.
2 Results
2.1 Preliminaries
Before stating the results, let us briefly recall the terminology of o-minimal
structures (see [7] for an introduction). Consider a family F = (Fm)m∈N of
sets Fm of functions f : R
m → R. A subset of Rm is said to be definable in
the structure RF generated by F (or in the extension of the real field by F)
if it belongs to the smallest collection of subsets of Rm, m ∈ N, satisfying:
S1) It is closed under cartesian products, finite unions and intersections,
complements and under images of linear projections Rm+1 → Rm.
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S2) It contains the diagonals ∆ij = {(x1, . . . , xm) ∈ R
m / xi = xj} for
1 ≤ i < j ≤ m.
S3) It contains the point sets {a} for a ∈ R, as well as the graphs of
addition and multiplication +, · : R2 → R.
S4) It contains the graph of any function in F .
If some function of the family F is defined on a proper subset D ⊂ Rm,
then it is understood without mentioning this, that the function is extended
to Rm by the value 0 in the above definition.
The structure RF is called o-minimal if every definable set has a finite
number of connected components (with respect to the ordinary topology).
It is called model complete if in the above definition the condition of closure
under complements is superfluous.
For F = ∅, the structure RF = Ralg is o-minimal and model complete
and its definable sets are the semialgebraic sets, i.e. finite unions of subsets
of Rm of the form {x ∈ Rm / P (x) = 0, Q1(x) > 0, . . . , Qs(x) > 0} where
P,Q1, . . . , Qs are polynomials. Another classical example uses real analytic
functions instead of polynomials. A subset A ⊂ Rn is called semianalytic at
a point a ∈ Rn if there exists an open neighborhood U of a such that A∩U is
a finite union of sets of the form {x ∈ U / f(x) = 0, g1(x) > 0, . . . , gs(x) >
0}, where f, g1, . . . , gs are analytic functions on U . The set A ⊂ R
n is
called global semianalytic if ρn(A) ⊂ [−1, 1]
n is semianalytic at every point,
where ρn(x1, . . . , xn) = (x1/
√
1 + x21, . . . , xn/
√
1 + x2n). Finally, a global
subanalytic set of Rm is the linear projection of a global semianalytic set
A ⊂ Rn for some n ≥ m. The collection of global subanalytic sets is precisely
the collection of definable sets in the structure Ran generated by the set
F˜an of restricted analytic functions. These are the functions f˜ : R
m → R
for which there exists an analytic function f defined in a neighborhood of
[−1, 1]m such that f˜ = f on [−1, 1]m and f˜ = 0 outside [−1, 1]m. It is known
that Ran is o-minimal and model complete: this result is a consequence of
Gabrielov’s Complement Theorem asserting that the complement of a global
subanalytic set is again global subanalytic [9].
2.2 Statement of the results
Consider a system (1.1) of analytic ordinary differential equations and a
solution (vector) H = (H1, . . . ,Hr) : (0, ε] → R
r with limx→0H(x) = 0
admitting an asymptotic expansion H(x) ∼ Ĥ(x) =
∑∞
n=0 hnx
n ∈ R[[x]]r
as R+ ∋ x → 0, i.e. for any natural number N ≥ 0, there are constants
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CN , δN > 0 such that
‖ H(x)−
N∑
n=0
hnx
n ‖≤ CNx
N+1, 0 < x < δN .
We prove below that Ĥ(x) is a formal solution of (1.1) and that H extends
to a C∞ function on [0, ε] having Ĥ(x) as its Taylor series at the origin (cf.
subsection 3.1 for details).
As a matter of notation, if φ(x) is a formal power series or a C∞ function
at the origin, let Jkφ (x) =
∑k
i=0
φ(i)(0)
i! x
i ∈ R[x] denote the k-jet of φ as
R
+ ∋ x → 0 and let Tkφ (x) denote (φ(x) − Jkφ (x))/x
k. Denote by valφ
the valuation of φ at the origin, i.e. the minimum of all l with φ(l)(0) 6= 0
and by degP the degree of a polynomial P .
Definition 2.1 We say that a solution H = (H1, ...,Hr) of (1.1) is strongly
quasi-analytic if it tends to 0 at the origin, admits an asymptotic expansion
H(x) ∼ Ĥ(x) as x→ 0 and satisfies the following condition:
(SQA) If k ≥ 0, n ≥ 1, an analytic function f ∈ R{x, z11, . . . , zrn}
with f(0) = 0 and polynomials P1(x), . . . , Pn(x) with valPl > 0 and P
(val Pl)
l (0) >
0 are given, then one has
f(x, {TkĤj (Pl(x))}j,l) ≡ 0 =⇒ f(x, {TkHj (Pl(x))}j,l) ≡ 0.
Here, the word “strongly” reflects the fact that polynomials Pl are al-
lowed as arguments of H; this will be necessary in the sequel (see also
Example 2.8 below). The condition on the derivatives of the Pl is imposed
by the fact that H is defined only for x > 0.
The condition (SQA) not only excludes exponentially small solutions
of (1) (if those exist as e.g. for x2y′ = y), but also the possibility that
exponentially small functions might be obtained as certain combinations of
Hj and analytic functions.
Theorem 2.2 Suppose that H : (0, ε]→ Rr is a strongly quasi-analytic so-
lution of the system (1.1). Then the structure Ran,H := RF˜an∪{H} generated
by the restricted analytic functions and H is o-minimal and model complete.
We can be more explicit about the description of the definable sets in Ran,H .
Let us say that a set A ⊂ Rm is H-semianalytic at a point a ∈ Rm if there
exists δ > 0 such that (A − a) ∩ [−δ, δ]m is a finite union of sets of the
form X ∩ V1 ∩ · · · ∩ Vn, for n ≥ 0, where X is semianalytic at every point
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of [−δ, δ]m and Vi = {(x1, . . . , xm) ∈ [−δ, δ]
m | 0 < xl ≤ ε, xk = Hs(xl)}
for some 1 ≤ k, l ≤ m and 1 ≤ s ≤ r. The set A is said to be global
H-semianalytic if ρm(A) is H-semianalytic at any point of [−1, 1]
m, where
ρm(x1, . . . , xm) = (x1/
√
1 + x21, . . . , xm/
√
1 + x2m). Finally, a set B ⊂ R
m
is said to be (global) H-subanalytic if there exists n ≥ m and some global
H-semianalytic set A ⊂ Rn such that B = π(A), where π : Rn → Rm is the
projection onto the first m coordinates.
Proposition 2.3 Under the hypotheses of Theorem 2.2, the collection of H-
subanalytic sets is stable with respect to taking complements and coincides
with the collection of definable sets in Ran,H .
Property (SQA) is trivially satisfied for its sum if the formal series so-
lution Ĥ(x) converges. In this case, the sum of Ĥ(x) is the only strongly
quasi-analytic solution among those having Ĥ(x) as an asymptotic expan-
sion (irrespective of the fact that they may generate an o-minimal structure:
H(x) = exp(−1/x), x > 0, or not:
H(x) = (H1(x),H2(x)) = (exp(−1/x) sin(1/x), exp(−1/x) cos(1/x)), x >
0).
If Ĥ(x) is multisummable in the positive real direction R+ in the sense
of [20], then the restriction H : (0, ε) → R of the multisum of Ĥ along R+ is
strongly quasi-analytic. (We point out that, for this particular solution, the
o-minimality of the structure Ran,H is a consequence of the results in [8]).
In the above examples only particular solutions are (or are shown to
be) strongly quasi-analytic. We will state conditions on the system (1.1)
which imply (SQA) for any solution H : (0, ε] → Rr having an asymptotic
expansion H(x) ∼ Ĥ(x) as R+ ∋ x→ 0:
• We assume that the linear part A0 =
∂A
∂y (0) is non singular and that
its eigenvalues {λ1, . . . , λr} satisfy:
arg(λi) 6≡ arg(λj) mod 2πZ if i 6= j. (2.1)
• Condition (2.1) implies that the system has a unique formal power
series solution Ĥ(x) ∈ R[[x]]r (see for instance [27]). Moreover, Ĥ(x) is p-
summable (see subsection 4.1 for details) in each direction dθ = {z / arg(z) =
θ} in the complex plane except for the singular directions
{dθl,j / p θl,j = arg(λj) + 2πl}1≤j≤r; 0≤l≤p−1.
To each dθl,j corresponds a Stokes coefficient cl,j ∈ C (see again subsection
4.1 for details). If Ĥ(x) diverges, at least one of the Stokes coefficients must
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be nonzero; we assume that moreover
∀j ∈ {1, . . . , r} ∃ l = l(j) ∈ {0, . . . , p− 1} with cl,j 6= 0. (2.2)
Observe that Ĥ(x) is not summable in the real positive direction and thus
the results of [8] do not apply if cl,j 6= 0 for some (l, j) with θl,j ≡ 0 mod 2πZ.
Theorem 2.4 Consider a system of analytic ordinary differential equations
(1.1) such that conditions (2.1) and (2.2) are fulfilled. Then any solution
H = (H1, . . . ,Hr) : (0, ε] → R
r of (1.1) having an asymptotic expansion
H(x) ∼ Ĥ(x) as R+ ∋ x→ 0 is strongly quasi-analytic.
In fact, we will prove the following stronger result:
Theorem 2.4’ Under the hypothesis of Theorem 2.4, the formal solution Ĥ
is strongly analytically transcendental in the following sense:
(SAT) If k ≥ 0, n ≥ 0, an analytic function f ∈ R{x, z11, . . . , zrn}
with f(0) = 0 and distinct polynomials P1(x), . . . , Pn(x) with degPl < (p +
1)valPl and P
(val Pl)
l (0) > 0 are given, then one has
f(x, {TkĤj (Pl(x))}j,l) ≡ 0 =⇒ f ≡ 0.
We will prove below (cf. Lemma 4.1) that property (SAT) for the formal
solution Ĥ(x) of (1.1) implies property (SQA) for any solution H(x) with
H(x) ∼ Ĥ(x) as R+ ∋ x → 0. Combining Theorems 2.2 and 2.4, we can
state our main result
Theorem 2.5 Let xp+1dy/dx = A(x,y) be a system of analytic ordinary
differential equations satisfying the above conditions (2.1) and (2.2). Then,
for any solution H : (0, ε]→ Rr admitting an asymptotic expansion H(x) ∼
Ĥ(x) as R+ ∋ x→ 0, the structure Ran,H generated by the restricted analytic
functions and H is o-minimal and model complete.
The proof of these results is organized as follows. In paragraph 3, we
prove Theorem 2.2 and Proposition 2.3; the main idea is to apply a funda-
mental result of [22] to a certain class of functions corresponding to H. Let
us give here a brief description of the principal arguments.
First, we show that we can suppose the solution H to be a C∞ function
on [−ε, ε], by considering the ramification x 7→ H(x2). Then we consider the
smallest class A = (Am)m≥1 of germs (at the origin of R
m) of C∞ functions
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that contains the germs of analytic functions and those of the componentsHj
of H and that is stable under composition, division by monomials and under
taking solutions of implicit equations. It is shown in [22], that the quasi-
analyticity of the class A suffices to prove a Theorem of the Complement
for A: the “subanalytic sets” defined by using elements of A have a finite
number of connected components and they form a family that is stable under
taking complements. Theorem 2.2 and Proposition 2.3 follow by classical
arguments.
The difficult part is to show that A is a quasi-analytic class: if φ ∈ Am
has a vanishing Taylor series at 0 ∈ Rm then φ = 0. Here, we first reduce
the problem, by restricting to appropriate paths, to the quasi-analyticity of
the subclass A1 of germs of functions of a single variable.
The quasi-analyticity of A1 is not an obvious consequence of hypothesis
(SQA); A1 seems to be a very large class of functions, containing for instance
compositions Hj ◦Hl of components of H and implicitly defined functions.
By means of the crucial Lemma 3.1 and a description of the functions of A
(Lemma 3.12), we get rid of this “double transcendence” and we can prove
that A1 is the set of so-called simple functions: germs of functions of the
form x 7→ f(x, {TkHj (Pl(x))}j,l) where f is analytic and Pl are polynomials.
This reduction justifies our condition (SQA).
In paragraph 4, we prove Theorem 2.4’; roughly, we proceed as follows:
since TkH(x) satisfies a system like (1.1) as well, we can first suppose that
k = 0. Consider the formal series F̂ (x) = f(x, {Ĥj(Pl(x))}), where f and
Pl are as in the hypothesis of the theorem. On a certain family Vj of sectors
covering a disk punctured at 0 ∈ C, we construct functions Fj : Vj → C
having F̂ as their common asymptotic expansion.
We show two results. On one hand, if we suppose that F̂ (x) is identically
zero, then, by Ramis-Sibuya’s Lemma and the Relative Watson’s Lemma,
any Fj is exponentially flat of order strictly greater than pν where p is the
Poincare´ rank of the system and ν is the minimum of the valuations of
the polynomials Pl. On the other hand, assuming the condition (2.2) (and
a preliminary normalization of the function f), we show that if f is not
identically zero, then at least one of the differences Fj+1−Fj is exponentially
flat of order exactly pν. Thus, by the first result, f must vanish identically
if F̂ (x) ≡ 0.
2.3 Examples and applications
In the following examples and applications we discuss the conditions (2.1)
and (2.2) and their relations with the properties (SQA) and (SAT).
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Example 2.6 It is not sufficient in Theorem 2.5 (and Theorem 2.4 as well)
to assume only that H(x)→ 0 as x→ 0. In the example
x2y′ =
[(
0 1
−1 0
)
+ µx id
]
y +
(
x
x
)
, µ > 0,
the eigenvalues of the leading matrix are ±i and hence the unique formal
solution is 1-summable in the positive real direction; conditions (2.1) and
(2.2) are also satisfied (compare examples 2.9, 2.11). Moreover, the system
has a homogeneous solution of the form xµ(sin(1/x), cos(1/x))T tending to 0
as x→ 0, whose graph obviously cannot belong to any o-minimal structure
and which does not have an asymptotic expansion in a power series as x→ 0.
By superposition, the same is true for the above non-homogeneous system.
Example 2.7 (Plane Pfaffian curves) A first consequence of our results
is the model completeness of the structures generated by certain pfaffian
curves. Consider a 1-form ω = a(x, y)dx + b(x, y)dy real analytic in some
neighborhood of 0 ∈ R2 with a(0, 0) = b(0, 0) = 0. A pfaffian curve defined
by ω is the graph C of a non-oscillating solution H : (0, ε]→ R tending to 0
as x→ 0 of the differential equation b(x, y)dydx = −a(x, y) . The o-minimality
of the structure Ran,H is a particular case of the results proved in [28, 15].
Analytic changes of coordinates or blowups are obviously inessential for
the question of model completeness. Therefore, by a classical theorem on
the reduction of singularities [24], we can suppose that the origin is a simple
singularity of ω and hence that H is of one of the following types:
1. H is analytic also at x = 0. In this case, the model completeness of
Ran,H is proved in [10].
2. H(x) = xλ for some irrational λ > 0. In this case, the model com-
pleteness is proved in [18].
3. H is a solution of some saddle-node equation
xp+1
dy
dx
= y +A1(x, y), p ≥ 1, (2.3)
where A1 is analytic at the origin and A1(0) =
∂A1
∂y (0) = 0. In this
case, if the Taylor series Ĥ(x) is divergent, the conditions of Theorem
2.5 are satisfied, because a formal solution Ĥ(x) without a singular
direction having non-trivial Stokes phenomenon would be convergent
(see also [17]). Thus the structure Ran,H is model complete. If Ĥ(x)
converges, however, the model completeness is still an open question.
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Example 2.8 Assume that (1.1) has a formal power series solution Ĥ(x) ∈
R[[x]]r. Contrary to the scalar case, if r > 1 then divergence of Ĥ(x) does
not suffice for strong quasi-analyticity of solutions with asymptotic expan-
sion Ĥ(x). Even the condition that Ĥ(x) is analytically transcendental, i.e.
f(x, Ĥ(x)) is not identically zero for all non zero analytic function f(x,y),
does not imply strong quasi-analyticity (compare with (SAT)).
For example, let E : x 7→ E(x), x > 0, be a solution of the Euler
equation x2 dydx = y − x and define the function H : (0,∞)→ R
2 by H(x) =
(E(x) + exp(−1/x), E(2x)). It satisfies the system of differential equations
x2
dy1
dx
= y1 − x, x
2dy2
dx
=
y2
2
− x. (2.4)
Clearly, H does not satisfy condition (SQA). However, its asymptotic ex-
pansion Ĥ(x) = (Ê(x), Ê(2x)) diverges, Ê(x) =
∑∞
n=1(n − 1)!x
n being the
Euler series. Moreover, since Ê(x) satisfies the property (SAT) by Theorem
2.4’ applied to the Euler equation, Ĥ(x) is analytically transcendental.
Notice that the linear part of (2.4) has eigenvalues 1, 1/2, so that condi-
tion (2.1) is not satisfied.
Example 2.9 (Two dimensional systems with non-real eigenvalues)
Consider a system (1.1) with r = 2 such that the linear part A0 = ∂A/∂y(0)
has two non real conjugate eigenvalues λ1, λ2 = λ1 (in particular, it satisfies
condition (2.1)). Let Ĥ(x) ∈ R[[x]]2 be its formal power solution. The sin-
gular directions dθl,j of Ĥ(x) satisfy θl,1 = −θk,2 if l ≡ −k mod p and, since
Ĥ(x) has real coefficients, the corresponding Stokes coefficients cl,1, ck,2 are
complex conjugate. Thus, condition (2.2) is equivalent to the existence of
a non zero Stokes coefficient for some singular direction and hence to the
divergence of the series Ĥ(x). We can summarize the preceding discussion
by stating the following
Corollary 2.10 Consider a two dimensional system (1.1) such that the lin-
ear part has no real eigenvalues and suppose that its formal power series so-
lution Ĥ(x) ∈ R[[x]]2 does not converge. Then Ĥ(x) is strongly analytically
transcendental (SAT). As a consequence, any solution H : (0, ε] → R2 with
H(x) ∼ Ĥ(x) as R+ ∋ x → 0 is strongly quasi-analytic and the structure
Ran,H is o-minimal and model complete.
Example 2.11 (Non-oscillating solutions and o-minimal structures)
10
Two dimensional systems (1.1) with non real eigenvalues as in Corollary 2.10
were already treated in [5] in the context of analytic three dimensional vector
fields. There, the authors study the whole family IP (“integral pencil”) of
solutions H : (0, ε] → R2 of (1.1) having Ĥ(x) as the asymptotic expansion
as R+ ∋ x → 0. They show that any element in IP is non-oscillating if
and only if Ĥ(x) is divergent. Moreover, in that case, Ĥ(x) is analytically
transcendental and any pair of solutions in IP are asymptotically linked in
the sense that each one “turns around” the other.
Let us apply our results to an example considered in [5], generalizing the
Euler equation to dimension 2:{
x2 dy1dx = y1 + y2 − x,
x2 dy2dx = y2 − y1.
(2.5)
The eigenvalues of its linear part are 1± i. It is easily seen that any solution
H(x) = (H1(x),H2(x)) of (2.5) defined for x > 0 verifies limx→0H(x) = 0
and that all such solutions have a common asymptotic expansion Ĥ(x) ∈
R[[x]]2 as R+ ∋ x → 0. Moreover, Ĥ(x) is divergent; this follows from the
fact that yˆ(x) = Ĥ1(x) + i Ĥ2(x) is the formal solution of a modification
x2y′ = (1− i)y − x of Euler’s equation and hence yˆ(x) =
∑∞
n=1(n− 1)! (1−
i)−n xn diverges. By Corollary 2.10, the structure Ran,H is o-minimal and
model complete for any such solution.
The most important feature of this example is the following: given two
different solutions H,G : (0, ε) → R2 of (2.5), the argument of the vector
x 7→ H(x) − G(x) tends to infinity as x → 0 (“asymptotic linking”). As
a consequence, the two structures Ran,H , Ran,G do not admit any common
o-minimal extension. Thus, we obtain an explicit family of “mutually incom-
patible” o-minimal structures. Examples of incompatible pairs of o-minimal
structures were already exhibited in [22].
It is natural to wonder if the o-minimality of these structures could arise
from well-known results of pfaffian geometry. It is proved in [25] that the
so-called pfaffian closure SPfaff of any o-minimal structure S is o-minimal
as well. Because of the previous remark, it is clear that at most one of the
structures Ran,H could be a reduct of the pfaffian closure Ran,Pfaff of Ran.
We claim that it is actually the case for none of these structures.
Let us suppose indeed that for some solution H of example (2.5) the
structure Ran,H is a reduct of Ran,Pfaff. Then, for any other solution G, the
pfaffian closure Ran,G,Pfaff (which is of course an extension of Ran,Pfaff) would
be a common o-minimal extension of Ran,H and Ran,G, which is impossible.
Example (2.5) also provides an example of a non-oscillating solution of
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systems of analytic ordinary differential equations which is not definable in
any o-minimal extension of R:
Proposition 2.12 Let H,G : (0, ε)→ R2 be two different solutions of (2.5).
Then, the function H∗(x) = (H(x), G(2x)) : (0, ε)→ R4 is a non-oscillating
solution of a system of analytic ordinary differential equations of the form
(1.1) such that the structure RH∗ is not o-minimal.
Proof .- The asymptotic expansion Ĥ∗(x) = (Ĥ(x), Ĥ(2x)) of H∗(x) as
R
+ ∋ x → 0 is analytically transcendental by Theorem 2.4’. This implies
that H∗(x) is non-oscillating. On the other hand, the image of the curve
x 7→ (H(x), G(x)) in R4 is definable in the structure RH∗ but it cuts in-
finitely many times the semialgebraic set {(v1, v2) ∈ R
4/v1 − v2 = 0}. 
We finish with some application of Proposition 2.12 to Hardy fields. The
latter are, by definition, subfields of the ring of germs of differentiable real
functions on semi-intervals (0, ε) which are closed under the usual differenti-
ation (see [23]). A non-oscillating solution H(x) of a system (1.1) determines
a Hardy field KH consisting of the germs of quotients f(x,H(x))/g(x,H(x))
where f, g are analytic functions and g(x,H(x)) 6≡ 0. Another example of
a Hardy field is the field KR of germs of functions of one variable definable
in some o-minimal structure R [14]. Proposition 2.12 gives an example of
a polynomially bounded Hardy field which is not contained in the field KR
for any o-minimal structure R. An example of this kind, but less explicit,
is already exhibited in [2].
2.4 Open questions
We have three main questions:
1) Given a solution H : (0, ε) → R of a scalar equation as (2.3) with
a convergent asymptotic expansion at x = 0, is the structure Ran,H model
complete? We conjecture that this is not always the case.
2) Does any non-oscillating solution H : (0, ε) → Rr of a system of
analytic ordinary differential equations (1.1) with r = 2 or r = 3 generate
an o-minimal structure?
3) Which are the relations between analytic transcendence, quasiana-
lyticity, the hypotheses (2.1) and (2.2) and (non linear) differential Galois
theory?
12
3 Quasi-analyticity and model-completeness
This paragraph is devoted to the proof of Theorem 2.2.
3.1 Some generalities
Let H = (H1, . . . ,Hr) : (0, ε] → R
r be a solution of a system of (real)
analytic differential equations of the form (1.1) such that limx→0H(x) = 0.
The following general result, which will be essential in the sequel, might
already be known. However, we have not found any reference.
Lemma 3.1 Suppose that A(0, 0) = 0. Then, for any L > 0 there exists a
neighborhood V of 0 ∈ Rr+1, δL > 0 and an analytic function B : [−L,L]×
V → Rr such that
H(x+ xp+1z) = B(z, x,H(x)), for |z| ≤ L and 0 < x ≤ δL.
Observe that, conversely, any function H satisfying the above functional
equation also solves a certain system (1.1) of differential equations, namely
xp+1H ′ = ∂B∂z (0, x,H).
Proof .- Let V1 be a neighborhood of the origin in R
r+1 such that the
function A(x+ xp+1z,w) is defined for (z, x,w) ∈ (−L− 1, L+ 1)× V1 and
1 + xpz does not vanish there. Consider the regular analytic differential
equation with analytic parameter x:
(Ex)
dw
dz
= (1 + xpz)−p−1A(x+ xp+1z,w).
Since A(0, 0) = 0, the solution of the initial value problem (E0), w(0) = 0 is
the zero function w : (−L−1, L+1)→ R, z 7→ 0. By the theorem of analytic
dependence upon parameters and initial values, there exists a neighborhood
0 ∈ V ⊂ V1 such that for (x,w0) ∈ V the solution of (Ex), w(0) = w0
exists on the interval [−L,L]. Moreover, the mapping B : [−L,L]×V → Rr
associating (z, x,w0) to w(z), the value of this solution at some z ∈ [−L,L],
is analytic. Choose finally δL > 0 such that (x,H(x)) ∈ V for 0 < x ≤ δL.
Then Gx(z) = B(z, x,H(x)) is defined for z ∈ [−L,L], 0 < x < δL and
denotes the solution of (Ex), Gx(0) = H(x) which is thus defined on the
interval [−L,L]. For sufficiently small z, this solution can also be expressed
by Gx(z) = H(x+x
p+1z). The identity theorem for (real) analytic functions
yields the theorem. 
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Suppose now that H has an asymptotic expansion
H(x) ∼ Ĥ(x) = (Ĥ1(x), . . . , Ĥr(x)) ∈ R[[x]]
r
as R+ ∋ x→ 0.
Lemma 3.2 The function H can be continued to a C∞ function on [0, ε]
and its Taylor series at x = 0 is equal to Ĥ(x).
Proof .- The function x 7→ A(x,H(x)), x > 0 has A(x, Ĥ(x)) as its asymp-
totic expansion as 0 < x→ 0. Hence, x 7→ H ′(x) = A(x,H(x))/xp+1 admits
the asymptotic expansion A(x, Ĥ(x))/xp+1, which might contain negative
powers of x. Since asymptotic expansions are compatible with integration,
this cannot be the case and A(x, Ĥ(x)) is divisible by xp+1. Moreover, we
have the following equation for formal series: Ĥ(x) =
∫ x
0 A(t, Ĥ(t))t
−p−1dt
and hence Ĥ(x) (formally) satisfies the system (1.1). This implies that
H ′(x) ∼ Ĥ ′(x) as R+ ∋ x→ 0. We conclude that H is of class C1 at x = 0
and that limx→0+ H
′(x) = H ′(0) = Ĥ ′(0). The same argument for H ′(x),
which is a solution of xp+1z′ = ∂A∂x (x,H(x)) +
∂A
∂y (x,H(x))z − (p + 1)x
pz,
shows that H is of class C2 at x = 0. The proof can be completed by induc-
tion in this way. 
3.2 Simple functions and the class A
Lemma 3.2 allows to reduce the statement of Theorem 2.2 to C∞ solutions
defined on intervals symmetric to 0. Indeed, consider G : [−ε, ε] → Rr de-
fined by G(x) = H(x2) if x 6= 0 and G(0) = 0. This is a C∞ function by
Lemma 3.2 and it satisfies a system of ordinary differential equations of the
form (1.1). Denote by H˜, G˜ : R 7→ Rr, respectively, the extensions of H
resp. G that vanish outside their corresponding domains of definition. In
a straightforward manner, it can be shown that R
F˜an∪{G˜}
is o-minimal (re-
spectively model complete) if and only if RF˜an∪{H˜} is o-minimal (respectively
model complete).
Moreover, ifH satisfies the strong quasi-analyticity property (SQA) then
G has the analogous property without the condition that the first non-zero
coefficients P
(valPl)
l (0) of the polynomials Pl have to be positive.
We introduce some notation useful for the proofs (recall that Tkφ (x) =
(φ(x)− Jkφ (x))/x
k for a C∞ function or a formal series φ, where Jkφ (x) ∈
R[x] denotes its k-jet at 0).
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Definition 3.3 Let H = (H1, . . . ,Hr) : [−ε, ε] → R
r be a C∞ function. A
germ ϕ(x) of a C∞ function at 0 ∈ R will be called a simple function (rela-
tively to H) if there exists n ≥ 0, an analytic function f ∈ R{x, z11, . . . , zrn},
polynomials Pj(x) with Pj(0) = 0 for j = 1, . . . , n and an integer k ≥ 0 such
that
ϕ(x) = f(x, TkH(P1(x)), . . . , TkH(Pn(x))). (3.1)
The family of simple functions is an algebra denoted by SH (or simply by S
if H is obvious from the context).
Using the above considerations, Theorem 2.2 follows immediately from
the following seemingly weaker statement:
Theorem 3.4 Let H = (H1, . . . ,Hr) : [−ε, ε] → R
r be a C∞ solution of a
system (1.1) of ordinary differential equations. Suppose that the algebra S
of simple functions relatively to H is quasi-analytic; i.e. ϕ = 0 whenever the
Taylor series of some ϕ ∈ SH at x = 0 vanishes. Then the extension Ran,H
is o-minimal and model complete.
Our proof of Theorem 3.4, which will be given in subsection 3.4, relies
on a fundamental result of [22] about the model completeness of structures
generated by certain quasi-analytic classes. Therefore we first study the
quasi-analyticity of certain classes of functions defined using H.
Given a C∞ function H = (H1, . . . ,Hr) : [−ε, ε] → R
r, let AH be the
smallest collection AmH , m ∈ N, of subalgebras of germs of C
∞ functions at
0 ∈ Rm satisfying the following conditions (we drop the subscript “H” for
the sake of clarity):
A1) The germs of analytic functions of m variables are elements of Am, for
all m, and the germ of Hl at 0 is in A
1 for l = 1, . . . , r.
A2) (Stability by composition). If φ ∈ Am and φ1, . . . , φm ∈ A
n with
φ1(0) = · · · = φm(0) = 0 then φ(φ1, . . . , φm) ∈ A
n.
A3) (Stability by implicit equations). If φ ∈ Am+1 satisfies φ(0) = 0 and
∂φ/∂xm+1 (0) 6= 0 then there exists φ¯ ∈ A
m such that φ¯(0) = 0 and
the germ φ(x, φ¯(x)) ∈ Am, with x = (x1, . . . , xm), is equal to zero.
A4) (Stability by monomial division). If φ ∈ Am satisfies φ(0, x¯) ≡ 0,
where x¯ = (x2, . . . , xm) ∈ R
m−1 then there exists φ¯ ∈ Am such that
φ(x) = x1φ¯(x), where x = (x1, x¯).
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Remark 3.5 Properties A2-A4 imply that the algebras Am are stable by
partial differentiation. In fact, if φ ∈ Am, the germ φ1(u,x) = φ(x1+u, x¯)−
φ(x) is in Am+1 (here again x = (x1, x¯)), and thus also φ¯1(u,x) = φ1(u,x)/u
defines an element of Am+1 by A4. Thus, ∂φ/∂x1(x) = φ¯1(0,x) is in A
m.
Remark 3.6 Property A3 of the class A can be generalized to systems of
implicit equations:
Let Φ = (Φ1, . . . ,Φn) ∈ (A
m+n)n such that Φ(0) = 0 and ∂Φ/∂y(0) is
an invertible matrix (with the notation (x,y) of the coordinates of Rm+n).
Then there exists φ = (φ1, . . . , φn) ∈ (A
m)n such that Φ(x, φ(x)) ≡ 0.
Proof .- By induction over n. The case n = 1 is property A3. So suppose
that n > 1. Denote ∂Φ/∂y(0) = (aij)1≤i,j≤n. Up to some permutation of
the rows, we can suppose that its principal minors det ((aij)1≤i,j≤k), k =
1, . . . , n, are all different from zero. By property A3, the solution ψ1 of
Φ1(x, ψ1(x, y2, . . . , yn), y2, . . . , yn) = 0
is in Am+n−1. For j = 2, . . . , n consider Φ¯j(x, y¯) = Φj(x, ψ1(x, y¯), y¯) and
Φ¯ = (Φ¯2, . . . , Φ¯n), where y¯ = (y2, . . . , yn). We have that Φ¯j ∈ A
m+n−1 and
∂Φ¯j
∂yk
(0) =
1
a11
det
(
a11 a1k
aj1 ajk
)
,
so that J¯ = ∂Φ¯/∂y¯(0) is invertible. By the hypothesis of induction, the
system Φ¯(x, φ¯(x)) = 0 is solved by some φ¯ = (φ2, . . . , φn) ∈ (A
m)n−1
and completing the vector with φ1(x) = ψ1(x, φ¯(x)) ∈ A
m we have solved
Φ(x, φ(x)) ≡ 0. 
We pass from germs to actual functions by means of the following definition.
A function F : U → R on an open subset U ⊂ Rm is called an A-analytic
function if for any a ∈ U there exists φa ∈ A
m such that the germ of F at
a is equal to the germ of x 7→ φa(x − a). This definition is justified by the
following:
Lemma 3.7 If φ ∈ Am, there exists a representative of φ defined in some
neighborhood of 0 ∈ Rm that is an A-analytic function.
Proof .- For anym, let A˜m be the subset of Am consisting of all germs having
the wanted property. One can verify easily that the collection A˜ = (A˜m)m
verifies properties A1–A4. Thus, A˜m = Am for any m. 
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3.3 Quasi-analyticity of the class A
Clearly, if A = (Am) is a family of algebras of germs of C∞ functions that
satisfies properties A1–A4 then the collection of simple functions with re-
spect to H is a subalgebra of A1. Our goal in this paragraph is to prove that
if H is a solution of a system of analytic ordinary differential equations, then
the quasi-analyticity property of SH is inherited by the entire class AH .
Theorem 3.8 (Quasi-analyticity of A) Under the hypothesis of Theo-
rem 3.4, let A = AH be the smallest class of germs satisfying A1–A4. Then
A is a quasi-analytic class: for any m ≥ 1, if the Taylor series of φ ∈ Am
at 0 vanishes then φ = 0.
The proof is given in the remainder of this subsection and it is divided
in two parts. In the first one, we deduce the general statement from the one
for germs of a single variable. In the second part, we show the surprising
fact that any element of A1 is a simple function.
Proposition 3.9 If the algebra A1 of elements of A of one variable is quasi-
analytic then Theorem 3.8 follows.
Proof .- Let φ ∈ Am such that its Taylor series φˆ(x) ∈ R[[x]] vanishes. By
Lemma 3.7, we can consider a representative F of φ which is an A-analytic
function in the open ball B(0, ǫ), ǫ > 0. Given a unitary vector a ∈ Rm, let
Fa : (−ǫ, ǫ)→ R be defined by Fa(t) = F (ta). Then the germ of Fa at t = 0
is an element of A1 whose Taylor series vanishes. Our assumption implies
that the function Fa vanishes identically in some interval centered at t = 0.
Let δa = sup{δ ∈ (0, ǫ)/Fa(t) = 0 for 0 ≤ t ≤ δ} > 0. The proof is complete
if we show that δa = ǫ for any a. Suppose, on the contrary, that δa < ǫ for
a certain a. Then the function Ga defined by Ga(t) = Fa(t + δa), defined
on ] − δa, ǫ − δa[, vanishes for t < 0. Thus, its Taylor series at t = 0 must
vanish. Since the germ of Ga at t = 0 belongs to A
1 by choice of F , the
function Ga vanishes in a neighborhood of 0. This contradicts the definition
of δa. 
Proposition 3.10 Under the hypothesis of Theorem 3.4, we have A1 = SH .
As SH is assumed to be quasi-analytic in the hypothesis of Theorem 3.4
(which is also that of Theorem 3.8), propositions 3.9 and 3.10 prove Theorem
3.8. It remains to prove the above proposition.
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This result is by no means trivial and actually quite surprising: the
definition of the class A permits solutions of implicit equations and compo-
sitions, so that we could expect that A1 contains much more complicated
functions than the simple ones. The proof of Proposition 3.10 needs several
preparatory lemmas and will be given at the end of this subsection. The
hypothesis of Theorem 3.4 (i.e. the quasi-analyticity of the class SH of sim-
ple functions) will be assumed in the remainder of this subsection without
explicitly mentioning it.
Lemma 3.11 The class of simple functions SH is closed by monomial di-
vision and by composition.
Proof .- Let ϕ ∈ SH be written as ϕ(x) = f(x, TkH (P1(x)), . . . , TkH (Pn(x)))
with f analytic and polynomials Pj(x) such that Pj(0) = 0. Suppose
that ϕ(0) = 0. Using the formula TkH (x) = xak+1 + xTk+1H (x), where
ak+1 ∈ R
r is the k+1-th coefficient of the Taylor series Ĥ(x) of H at 0, we
can write the quotient ϕ(x)/x in the form
1
xf(x, {Pl(x)ak+1 + Pl(x)Tk+1H (Pl(x))}l=1,...n).
This last function is of the form f˜(x, Tk+1H (P1(x)), . . . , Tk+1H (Pn(x)))
with some analytic f˜ . This proves the closure of the simple functions by
monomial division.
Consider now ϕ1, ϕ2 ∈ SH such that ϕ2(0) = 0 and let us prove that the
composition ϕ = ϕ1 ◦ϕ2 is also a simple function. It suffices to consider the
case that ϕ1 is a component of H, say H1. Assume that ϕ2 6= 0 (otherwise
there is nothing to prove). Since SH is a quasi-analytic class, there exists
d > 0 and cd 6= 0 such that we can write
ϕ2(x) = cdx
d + · · ·+ x(p+1)d T(p+1)d ϕ2 (x) = P (x) + P (x)
p+1ϕ˜2(x),
where P (x) = cdx
d + · · · + cpd+d−1x
pd+d−1 = Jpd+d−1 ϕ2 and ϕ˜2 is still a
simple function as we already proved that SH is closed under monomial divi-
sion. By Lemma 3.1, we have ϕ(x) = H1(ϕ2(x)) = B1(x,H1(P (x)), ϕ˜2(x))
with some analytic function B1. We conclude that ϕ ∈ SH . 
It is often convenient to view a function f obtained by the composition
of several functions fi in the following way: consider the graph of f as the
projection of a set essentially constructed using the graphs of the fi and
cartesian products (see for example [19]).
The elements of A are obtained from H and analytic functions by re-
peated compositions, monomial divisions and solutions of implicit equations.
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In the same spirit, in order to replace the recursive definition of elements
of A, we describe them as projections of solutions of (big) systems of (sim-
ple) implicit equations in several variables. The individual equations can
be analytic or in a new class of functions slightly extending H, the divided
differences.
We define a divided difference (generated by H) as an element of the
smallest subcollection D = (Dm) of A containing the germ of each compo-
nent Hl of H and such that, if ∆ is in D
m, then the germ ∆¯ defined by one
of the following formulas also is in D:
D1) ∆¯(x) = ∆(0, x2, . . . , xm).
D2) ∆¯(x) = ∆(x)−∆(0) or ∆¯(x) = ∆(x)−∆(0, x2, . . . , xm).
D3) If ∆(0, x2, . . . , xm) ≡ 0 then ∆¯(x) = ∆(x)/x1.
D4) ∆¯(x) = ∆(xσ(1), . . . , xσ(m)) for some permutation σ of {1, . . . ,m}.
D5) ∆¯(x, z) = ∆(x).
D6) ∆¯(x, z) = ∆(x1 + x2(α+ z), x2, . . . , xm) for some α ∈ R.
Lemma 3.12 Let β ∈ Am, m ≥ 1. Then there exists n ∈ N and a system of
n implicit equations Φ(x,y) = (Φ1(x,y), . . . ,Φn(x,y))
T = 0, (x,y) ∈ Rm+n
with Φ(0) = 0 and det(∂Φ/∂y (0)) 6= 0 such that its solution y = φ(x) =
(φ1(x), . . . , φn(x)) satisfies φn = β − β(0) and such that each component
Φi is either analytic or of the form Φi(x,y) = yli − ∆i(x,y) with some
1 ≤ li ≤ n and some divided difference ∆i generated by H.
Proof .- Consider, for any m, the subset A˜m ⊂ Am of all germs satisfying
the statement of the lemma. Let us show that the collection A˜ = (A˜m)
verifies properties A1–A4 of the definition of the class A.
Obviously, A˜ verifies A1.
Let β0 ∈ A˜
m and β1, . . . , βm ∈ A˜
n with βj(0) = 0, j = 0, ...,m. We want
to show that the composition β = β0(β1, . . . , βm) ∈ A˜
n.
Consider the system Φ(0)(z,y(0)) = 0 of n0 equations in R
m+n0 such
that its solution y(0) = φ(0)(z) = (φ
(0)
1 (z), . . . , φ
(0)
n0 (z)) defines β0 = φ
(0)
n0 and
consider, for j = 1, . . . ,m, the system Φ(j)(x,y(j)) = 0 of nj equations in
R
n+nj such that its solution y(j) = φ(j)(x) = (φ
(j)
1 (x), . . . , φ
(j)
nj (x)) defines
βj = φ
(j)
nj . Put
Φ(x,y) = (Φ(1)(x,y(1)), . . . ,Φ(m)(x,y(m)),Φ(0)((y(1)n1 , . . . , y
(m)
nm ),y
(0))),
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with y = (y(1), . . . ,y(m),y(0)) ∈ Rn0+···+nm ; here the column vectors have
to be stacked on top of each other. We have Φ(0) = 0 and the ma-
trix ∂Φ/∂y (0) is lower block diagonal with diagonal blocks given by the
matrices ∂Φ(j)/∂y(j) (0), thus invertible. If y = φ(x) is the solution of
the system Φ(x,y) = 0 then φ = (φ(1), . . . , φ(m), ψ) with ψ satisfying
Φ(0)((φ
(1)
n1 (x), . . . , φ
(m)
nm (x)), ψ(x)) ≡ 0. Hence, the last component of ψ is
ψn0 = β0(β1, . . . , βm). On the other hand, it is obvious that each compo-
nent Φi of Φ is either analytic or of the form y
(j(i))
li
− ∆i(x,y) with some
divided difference ∆i. This proves A2 for A˜.
Let β(x, xm+1) ∈ A˜
m+1 with β(0) = 0, ∂β/∂xm+1 (0) 6= 0 and consider
the solution β′(x) of β(x, β′(x)) ≡ 0. Let Φ((x, xm+1),y) = 0 be the system
of implicit equations corresponding to β and consider its solution y = φ =
(φ1, . . . , φn) which satisfies φn = β. Put y
′ = (y, yn+1) with an additional
variable yn+1 and let
Φ′(x,y′) = (Φ((x, yn+1),y)
T , yn)
T .
We verify that Φ′(0) = 0 and, using ∂β/∂xm+1 (0) 6= 0, that the matrix
∂Φ′
∂y′
(0) =
( ∂Φ
∂y (0) b
en 0
)
, b = ∂Φ/∂xm+1(0), en = (0, . . . , 0, 1) ∈ R
n
is invertible. If y′ = φ′ = (φ′1, . . . , φ
′
n+1) is the solution of the system
Φ′(x,y′) = 0 then we have Φ((x, φ′n+1(x)), (φ
′
1(x), ...φ
′
n(x)) ≡ 0 and φ
′
n(x) ≡
0. The first equation implies that φ′l(x) = φl(x, φ
′
n+1(x)) for l = 1, ..., n. The
second equation then yields
β(x, φ′n+1(x)) = φn(x, φ
′
n+1(x)) ≡ 0
and thus, by definition, φ′n+1 = β
′. This proves A3 for A˜.
Let β ∈ A˜m such that β(0, x¯) ≡ 0 with x¯ = (x2, . . . , xm) and let β
′ ∈ Am
be given by β′(x) = β(x)/x1 ∈ A
m. Let Φ(x,y) = 0 be a system of n
equations for β given by the lemma and y = φ = (φ1, . . . , φn) its solution.
Put ψ = (ψ1, . . . , ψn) with ψj(x) = (φj(x) − φj(0, x¯))/x1 ∈ A
m. Consider
the vector b = ψ(0) = (∂φ/∂x1 (0))
T = −∂Φ∂y (0)
−1(∂Φ/∂x1 (0)) and the
system of 2n equations
Φ′(x,y,y′) = (Φ((0, x¯),y), 1x1 [Φ(x,y + x1(b+ y
′))− Φ((0, x¯),y)])T .
Denoting Ψ(x,y,y′) = Φ(x,y+x1(b+y
′)), we have Φ′(0) = (Φ(0), ∂Ψ/∂x1 (0))
T
and this is the zero vector by the definition of b. Furthermore, the ma-
trix ∂Φ′/∂(y,y′) (0) is lower block triangular and its two diagonal blocks
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are equal to ∂Φ/∂y (0), hence invertible. Moreover, each component of Φ
is either analytic or a divided difference generated by H in the variables
(x,y,y′). (Observe that this last part makes the introduction of the divided
differences unavoidable.)
We check that φ′(x) = (φ(0, x¯), ψ(x) − b) satisfies Φ′(x, φ′(x)) ≡ 0. Its
last component is
ψn(x)−bn =
1
x1
(φn(x)−φn(0, x¯))−bn =
1
x1
(β(x)−β(0, x¯))−bn = β
′(x)−β′(0),
and the proof is complete. 
In the following three lemmas, we establish some useful relations between
the divided differences and the simple functions.
Lemma 3.13 Let ∆(x) ∈ Dm be a divided difference in the variables x =
(x1, . . . , xm). Then there exists natural numbers n,N ≥ 0, polynomials
P1(x), . . . , Pn(x), Q(x) with Q(x) 6≡ 0 and a function B analytic in a neigh-
borhood of 0 ∈ Rm+nr(N+1) such that
Q(x)∆(x) = B
(
x, {H(l)(Pj(x))}0≤l≤N,1≤j≤n
)
, (3.2)
where H(l) denotes the l-th derivative of H with respect to x.
Proof .- The components of H trivially satisfy (3.2). Moreover, if ∆ is a
divided difference which satisfies (3.2), then the divided difference ∆¯ ob-
tained from ∆ by one of the operations D3-D6 also does. Also, if (3.2) is
true for ∆1 and ∆2 then it is true for the difference ∆1 −∆2. Let us now
consider ∆¯(x¯) = ∆(0, x¯), where x¯ = (0, x2, . . . , xm). Here the problem is
that Q(0, x¯) might vanish identically. In any case, since Q(x) 6≡ 0, we can
consider the smallest integer s ≥ 0 such that ∂sQ/∂xs1 (0, x¯) 6≡ 0. We dif-
ferentiate the identity (3.2) s times and obtain some analytic function B¯ in
m− 1 + nr(N + s+ 1) variables such that
∂sQ
∂xs1
(0, x¯)∆(0, x¯) = B¯
(
x¯, {H(l)(Pj(0, x¯))}0≤l≤N+s,1≤j≤n
)
.

Lemma 3.14 Let ∆ ∈ Dm be a divided difference and ϕ1, . . . , ϕm ∈ SH be
simple functions. Then the composition ∆(ϕ1, . . . , ϕm) is also simple.
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Proof .- The result is true for any component ofH = (H1, . . . ,Hr) by Lemma
3.11. Furthermore, if the statement is true for some ∆ then it is true for
any divided difference ∆¯ obtained by one of the formulas D1-D6, again by
Lemma 3.11. 
Lemma 3.15 Let ∆(x) ∈ Dm be a divided difference and denote by ∆̂ its
Taylor series at 0 ∈ Rm. Let αˆ(x) = (αˆ1(x), . . . , αˆm(x)) ∈ R[[x]]
m be a
vector of formal power series in a single variable with αˆ(0) = 0. Then there
are natural numbers d0, n0 ≥ 0 such that, for any d > d0, there exists L ∈ N,
an analytic function C = C(x, z,w) in a neighborhood of 0 ∈ R1+m+rn0 with
∂∆/∂x (0) = ∂C/∂z (0, 0, 0) and polynomials Q1(x), . . . , Qn0(x) ∈ R[x] with
Qj(0) = 0 such that
Td
(
∆̂(αˆ(x))
)
= C
(
x, Tdαˆ (x), {TLĤ(Qj(x))}1≤j≤n0
)
. (3.3)
(Recall the notation Jdφ for the d-jet of φ at the origin and the definition
Tdφ(x) = (φ(x)− Jdφ(x))/x
d).
The numbers n0, d0 (and also C, Ql, L) do not depend continuously (with
respect to the topology of formal series) upon αˆ(x), as can be seen in the
proof. This means that these objects can not be determined from a finite
number of coefficients of αˆ(x).
It is a tempting idea to try to prove the lemma using recursion, i.e. the
properties D1–D6; the problematic formula is D3. Any recursive proof we
found, however, is no simpler than the subsequent technical one.
Remark 3.16 Before beginning the proof of Lemma 3.15, note that the
result is true (with d0 = n0 = 0) if we replace the divided difference
∆ by an analytic function D ∈ R{x}: the analytic function C(x, z) =
x−d[D(Jdαˆ(x)+x
dz)−Jd(D(αˆ(x)))] verifies the statement. Moreover, if the
lemma holds for ∆1 and ∆2 then, chosing a suitable d0, it also holds for
∆1 +∆2. Therefore, given any integer M , we can suppose that JM∆ = 0.
Proof .- We use formula (3.2) of Lemma 3.13. There might be a problem
if Q(αˆ(x)) vanishes identically. In any case, since the polynomial Q(x) is
not identically zero, we can find some τ = (τ1, . . . , τm) ∈ N
m of minimal
length |τ | = τ1 + · · · + τn such that ∂
τQ/∂xτ (αˆ(x)) 6≡ 0. For convenience,
put P0(x) = ∂
τQ/∂xτ (x) and denote βˆj(x) = Pj(αˆ(x)) for j = 0, . . . , n.
Up to some permutation, we can suppose that there exists 0 ≤ n0 ≤ n
such that βˆj(x) 6≡ 0 if and only if j ∈ {0, . . . , n0}. Let νj = val(βˆj(x))
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for j ∈ {0, . . . , n0} and put d0 = max(ν0, (p + 1)ν1, . . . , (p + 1)νn0). Given
d > d0, consider M > d+ ν0 + |τ |. We can suppose, following Remark 3.16,
that JM∆ = 0.
We consider the τ -th derivative of equation (3.2)
∑
τ ′≤τ
(
τ
τ ′
)
∂τ
′
Q
∂xτ ′
(x)
∂τ−τ
′
∆
∂xτ−τ ′
(x) = B˜
(
x, {H(l)(Pj(x))}0≤l≤N+|τ |,1≤j≤n
)
(3.4)
where B˜ is some analytic function and by τ ′ ≤ τ we mean that, if τ ′ =
(τ ′1, . . . , τ
′
m) then 0 ≤ τ
′
s ≤ τs for any s. Since x
p+1H ′(x) = A(x,H(x)), we
deduce by induction that x(p+1)lH(l)(x) are analytic functions of (x,H(x))
for all l ∈ N. This fact, together with the formula H (x) = JLH (x) +
xLTLH (x) for any L, leads to the property that there exists L ∈ N and
polynomials Rsj(x) with val(Rsj) ≥ M − |τ | + 1 such that the right hand
side of equation (3.4) is of the form
B˜
(
x, {H(l)(Pj(x))}
)
= B (x, {Rsj(x)TLHs(Pj(x))}1≤s≤r,1≤j≤n) , (3.5)
with B analytic. Inserting x = αˆ(x) into equation (3.4) we obtain from the
minimality of |τ |:
βˆ0(x)∆(αˆ(x)) = B (αˆ(x), {Rsj(αˆ(x))TLHs(Pj(αˆ(x)))}1≤s≤r,1≤j≤n0 , 0) .
(3.6)
(Recall that for j > n0 we have Pj(αˆ(x)) ≡ 0). Write for j = 0, . . . , n
Pj(Jdαˆ(x) + x
dz) = Jdβˆj(x) + x
dDjd(x, z)
where Djd is some polynomial in the variables (x, z) ∈ R
1+m. By our choice
of d0 we can write for j = 1, . . . , n0:
P0(Jdαˆ(x) + x
dz) = Jdβˆ0(x) (1 + x
d−ν0D˜0d(x, z)),
Pj(Jdαˆ(x) + x
dz) = Jdβˆj(x) + (Jdβˆj(x))
p+1D˜jd(x, z),
(3.7)
where D˜jd are again analytic functions. Lemma 3.1 (applied to TLH(x) =
(H(x) − JLH(x))/x
L which satisfies a system of ordinary differential equa-
tions analogous to (1.1)) implies that for s = 1, . . . , r and j = 1, . . . , n0 there
exists an analytic function CsjdL such that
(TLHs) (Pj(Jdαˆ(x) + x
dz)) = CsjdL
(
x, D˜jd(x, z), (TLH)(Jdβˆj(x))
)
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On the other hand, if j > n0 then Jdβˆj(x) ≡ 0 and
Djd(x, Tdαˆ(x)) = x
−d(Pj(Jdαˆ(x) + x
dTdαˆ(x))) = x
−dPj(αˆ(x)) ≡ 0. (3.8)
We insert x = Jdαˆ(x) + x
dz into B and obtain
B
(
Jdαˆ(x) + x
dz, {Rsj(Jdαˆ(x) + x
dz) (TLHs)(Pj(Jdαˆ(x) + x
dz))}
)
= (3.9)
Bˇ
(
x, z, {xM0(TLH) (Jdβˆj(x))}
n0
j=1, {x
M0(TLH) (x
dDjd(x, z))}
n
j=n0+1
)
with M0 =M −|τ |+1 and some analytic function Bˇ. Define for sufficiently
small w ∈ Rrn0
C(x, z,w) :=
Bˇ
(
x, z, {xM0w}, 0
)
xd Jdβˆ0(x)(1 + xd−ν0D˜0d(x, z))
.
Let us first show that C is an analytic function. Since the denominator in
the quotient above has valuation d + ν0 < M0 − 1 it suffices to show that
the numerator is divisible by xM0−1. We compute this numerator modulo
xM0−1 from (3.4), (3.5) and (3.9):
Bˇ(x, z, 0, 0) ≡
∑
τ ′≤τ
(
τ
τ ′
)
∂τ
′
Q
∂xτ ′
(Jdαˆ(x) + x
dz)
∂τ−τ
′
∆
∂xτ−τ ′
(Jdαˆ(x) + x
dz).
Since JM∆ = 0, we obtain
valx
(
∂τ−τ
′
∆
∂xτ−τ ′
(Jdαˆ(x) + x
dz)
)
≥M − (|τ | − |τ ′|) ≥M − |τ | =M0 − 1
and thus Bˇ(x, z, 0, 0) ≡ 0 modxM0−1. Set Qj(x) = Jdβˆj(x) for j = 1, . . . , n0.
We use equations (3.7), (3.8), (3.9) and (3.6) and that αˆ(x) = Jdαˆ(x) +
xdTdαˆ(x) and calculate:
xd βˆ0(x)C(x, Tdαˆ(x), {TLĤ(Qj(x))}j) =
= Bˇ(x, Tdαˆ(x), {x
M0TLĤ(Jdβˆj(x))}, 0) =
= B(αˆ(x), {Rsj(αˆ(x)) (TLĤs)(Pj(αˆ(x)))}) =
= βˆ0(x)∆̂(αˆ(x)).
This immediately yields (3.3). Finally ∂∆/∂x (0) = ∂C/∂z (0, 0, 0) = 0
since JM∆ = 0 and the function C is divisible by x. 
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Proof of Proposition 3.10.- Let β ∈ A1 and suppose that β(0) = 0. By
Lemma 3.12 there exists a system Φ(x,y) = 0 of n implicit equations in A
(here x denotes a single variable and y ∈ Rn) with ∂Φ/∂y (0) invertible,
such that each row of Φ is either analytic or of the form yli − ∆i(x,y) for
some ∆i ∈ D1+n and such that its solution y = φ = (φ1, . . . , φn) satisfies
φn = β. By Remark 3.16, both kinds of rows satisfy the statement of Lemma
3.15 for the vector of formal series αˆ(x) = (x, φˆ(x)) ∈ R[[x]]1+n, φˆ being the
Taylor series of φ at x = 0. Taking the maximum of the numbers d0 for any
of the rows and combining the corresponding polynomials Qj , we see that
there exists an analytic (vectorial) function C(x, z,w) and d ∈ N such that
∂C/∂z (0) = ∂Φ/∂y (0) is invertible and
C
(
x, Tdφˆ(x), {TLĤ(Qj(x))}j
)
= Td
(
Φ̂(αˆ(x))
)
≡ 0. (3.10)
The solution of the analytic equation C(x, z,w) = 0 with respect to z is an
analytic function f(x,w). The germ ϕ(x) = f(x, {TLH(Qj(x))}j) is a sim-
ple function and its Taylor series ϕˆ(x) satisfies C(x, ϕˆ(x), {TLĤ(Qj(x))}j) ≡
0. By the uniqueness of solutions of implicit equations, ϕˆ(x) = Tdφˆ(x). Now,
define the function
ϕ˜(x) = Jdφ(x) + x
dϕ(x) = (ϕ˜1(x), . . . , ϕ˜n(x)).
It is a vector of simple functions whose Taylor series ̂˜ϕ(x) coincides with
φˆ(x). Hence
Φ̂(x, ̂˜ϕ(x)) = Φ̂(x, φˆ(x)) ≡ 0.
On the other hand, Φ̂(x, ̂˜ϕ(x)) is the Taylor series of Φ(x, ϕ˜(x)). This last
vector belongs to (SH)
n by Lemma 3.14. Due to the quasi-analyticity of the
class SH , the germ of x 7→ Φ(x, ϕ˜(x)) is equal to 0 and thus φ = ϕ˜ ∈ (SH)
n.
In particular φn = β ∈ SH is a simple function. 
3.4 Theorem of the Complement for A
As a consequence of the quasi-analyticity results of the preceding subsection,
the theory developed in [22] allows to complete the proofs of Theorem 3.4
and Proposition 2.3.
Let A = AH be the smallest class of germs of C
∞ functions satisfying
properties A1–A4. We define the A-semianalytic and the A-subanalytic
sets in the usual way. Given a = (a1, . . . , am) ∈ R
m and δ > 0 denote
Ia,δ = [a1− δ, a1+ δ]×· · ·× [am− δ, am+ δ]. A set A ⊂ Ia,δ is called A-basic
if it is of the form
{x ∈ Ia,δ / F (x) = 0, G1(x) > 0, . . . , Gn(x) > 0}
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for some A-analytic functions F,Gj in a neighborhood of Ia,δ. A set A ⊂ R
m
is said to be A-semianalytic at the point a ∈ Rm if there exists δ > 0 such
that A ∩ Ia,δ is a finite union of A-basic sets. We say that A ⊂ R
m is
A-semianalytic if it is A-semianalytic at any point of Rm. In order to
obtain finiteness of the number of connected components we restrict our
considerations to global A-semianalytic sets A ⊂ Rm, defined by the con-
dition that ρm(A) ⊂ I
m is a A-semianalytic set, where ρm(x1, . . . , xm) =
(x1/
√
1 + x21, . . . , xm/
√
1 + x2m). Finally, a set B ⊂ R
m is said to be (global)
A-subanalytic if there exists n ≥ m and a global A-semianalytic set A ⊂ Rn
such that B = π(A), where π : Rn → Rm is the projection onto the first m
coordinates. The following theorem is one of the main results of the article
[22]:
Theorem 3.17 (Theorem of the Complement for A) Assume that A
is a
quasi-analytic class satisfying A1–A4. Then, given any A-subanalytic set
A ⊂ Rm, the complement Rm \ A is also A-subanalytic and A has a finite
number of connected components.
For completeness, let us briefly recall the idea of the proof of Theorem 3.17.
The quasi-analyticity of the class A makes it possible to associate a finite
multiplicity to any non zero element φ ∈ Am. Using the properties A1–A4
of this class and a finite number of blowups and ramifications, we can write
φ in a normal form φ(x) = m(x)u(x), where m(x) is a monomial in the
coordinates x and u is a unit in Am. Normalizing all the germs involved in
the description of some A-subanalytic set A, one proves the finiteness of the
number of connected components of A, as well as the property that A has
a dimension and that its boundary is included in some A-subanalytic set of
dimension strictly smaller than that of A. The property of the complement
is a classical consequence of this property.
Proof of Theorem 3.4. By Theorem 3.8, we can assume that the Theorem
of the Complement for A is true. Denote by SA the collection of global
A-subanalytic sets. It is routine to check that SA is closed under finite
unions and intersections, linear projections and cartesian products. Also, it
contains the graph of any restricted analytic function as well as the graph of
the extension H˜ of the solution H. It is closed under taking complements by
the first part of Theorem 3.17. Thus, any definable set in the structure Ran,H
belongs to SA and Ran,H is o-minimal by the second part of that theorem.
On the other hand, denote by T the smallest collection of sets satisfying S1-
S5 for F = F˜an ∪ {H˜} without the condition of taking complements and let
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us show that SA ⊂ T . This will prove that the elements of SA are exactly
the definable sets in Ran,H and that the structure Ran,H is model-complete.
We only have to show that the A-basic sets (at the origin, for instance)
are contained in T . Consider the collection A˜ = (A˜m) of subalgebras of
C∞ germs at 0 ∈ Rm having a representative in some neighborhood of 0
whose graph is contained in T . We show that A ⊂ A˜ by verifying that A˜
satisfies properties A1–A4. This proves that any A-basic set of the type
{x ∈ I0,δ/F (x) = 0} belongs to T . On the other hand, any A-basic set of
the type {x ∈ I0,δ/G(x) > 0} = {x ∈ I0,δ/∃(y, z) ∈ R × R
∗ with G(x) =
y and y = z2} is a projection of (graphG × R) ∩ X where Xa is some
semialgebraic set. It also belongs to T and the proof is complete.
Proof of Proposition 2.3.- Denote by SH the collection of H-subanalytic
sets and let us prove that SH = SA. Clearly SH ⊂ SA. On the other hand,
it is easy to check that SH is closed under finite unions and intersections,
linear projections and cartesian products. We need only to prove that the
A-basic sets belong to SH. Consider the collection A˜ = (A˜m) of subalgebras
of C∞ germs at 0 ∈ Rm having a representative in some neighborhood of
0 whose graph is H-subanalytic. The inclusion A ⊂ A˜ follows by verifying
properties A1–A4 for A˜ and we conclude as in the previous proof. 
Remark 3.18 It is interesting to note that the collection AH of algebras
introduced below theorem 3.4 does not allow (in general) to factor regular
elements as in the Weierstrass preparation theorem which holds e.g. for the
algebras of germs of functions analytic at the origin or for those introduced
by [8] in the context of summability. Thus we have to rely on a result [22]
that uses desingularization techniques not needing the Weierstrass prepara-
tion.
Precisely, consider any strictly increasing solution H : [0, a]→ R, a > 0
of the equation x3H ′ = (1 − x2)H − x. As its formal solution Hˆ(x) =∑
n≥0 2
n n!x2n+1 is odd, H can be extended to an odd solution H : [−a, a]→
R. Denote by Am,m = 1, 2, ... the algebras generated by the germs of
functions analytic at the origin and the germ of H having the properties
A1-A4 (see below theorem 3.4). As the formal solution Hˆ is divergent, the
hypotheses of theorem 2.4’ are satisfied. As discussed in example 2.7, if the
Stokes coefficients vanished then there would be no singular direction and
the formal series would have to converge. Thus Hˆ is strongly analytically
transcendental (SAT).
Consider now the inverse function I : [0,H(a)] → R of H which by
proposition 3.10 is a simple function (this can also be shown directly) and
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put F (x, y) = I(y)2 + x. This clearly is a function of A2 and it is regular as
F (0, y) = I(y)2 = y2 +O(y3), but it does not have a factor y2 −G1(x)y +
G2(x) that is polynomial in y and belongs to A
2 as we will show below.
First of all, the formal series Fˆ (x, y) = Iˆ(y)2+x can be factored Fˆ (x, y) =
(y2−Gˆ1(x)y+Gˆ2(x)) Uˆ (x, y) where Gˆ1, Gˆ2, Uˆ are formal series and Uˆ(x, y) =
1 + ... is a unit. The zeros of Fˆ are clearly y = Hˆ(±i x1/2) = ±Hˆ(i x1/2)
and thus Gˆ1(x) = 0, Gˆ2(x) = −Hˆ(i x
1/2)2. Putting t = i x1/2 this yields
Gˆ2(−t
2) = −Hˆ(t)2. This implies that Gˆ2(x) cannot be the Taylor series of a
simple function G2 = f(x, {TkH(Pl(x)),m = 1, . . . , n}) as in (3.1) because
an equation
f(−t2, {TkHˆ(Pl(−t
2)),m = 1, . . . , n}) = −Hˆ(t)2
would contradict the (SAT); as Hˆ(x) is odd, TkHˆ(Pl(−t
2)) can be reduced
to some ±TkHˆ(P˜l(t
2)), where P˜
(val P˜l)
l (0) > 0.
On the other hand, a factor y2−G1(x)y+G2(x) of F (x, y) in A2 would
have to have coefficients G1, G2 in A
1, i.e. simple functions according to
proposition 3.10. Therefore such a factor cannot exist.
4 Quasi-analyticity of the algebra of simple func-
tions
This paragraph is devoted to the proof of Theorem 2.4’. Let us first show
how this result implies Theorem 2.4. This is an immediate consequence of
the following
Lemma 4.1 Let Ĥ(x) ∈ R[[x]]r be a formal solution of a system of analytic
ordinary differential equations of the form (1.1). If Ĥ(x) is strongly ana-
lytically transcendental then any actual solution H : (0, ε] → Rr such that
H(x) ∼ Ĥ(x) as R+ ∋ x→ 0 is strongly quasi-analytic.
Proof .- Let f ∈ R{x, z11, . . . , zrn} and P1(x), . . . , Pn(x) ∈ R[x] be as in
(SQA) and assume that f(x, {TkĤj (Pl(x))}j,l) ≡ 0. Let νl = valPl > 0
and denote by Ql(x) = J(p+1)νl−1 Pl(x), a polynomial of valuation νl and
degree dl < (p+ 1)νl. Up to some permutation, we can assume that the set
{Ql|l = 1, ..., n} = {Ql|l = 1, ...,m} with some m ∈ {1, ..., n} and distinct
Ql, l = 1, ...,m. We can write
Pl(x) = Ql(x) +Ql(x)
p+1ul(x)
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where ul is some analytic function. By Lemma 3.1 applied to TkH (which is
a solution of a system of ordinary differential equations of the form (1.1)),
there exists another analytic function f˜ ∈ R{x, z11, . . . , zrm} such that
f(x, {TkHj (Pl(x))}1≤j≤r,1≤l≤n) = f˜(x, {TkHj (Ql(x))}1≤j≤r,1≤l≤m) .
Thus by assumption, f˜(x, {TkĤj (Ql(x))}j,l) ≡ 0. By (SAT), we obtain
f˜ ≡ 0 and we conclude that f(x, {TkHj (Pl(x))}j,l) ≡ 0. 
4.1 Background on elementary theory of summation and
statement of the result
Consider a system (1.1) of analytic ordinary differential equations. We as-
sume that its linear part A0 = ∂A/∂y (0) has non zero eigenvalues λ1, . . . , λr
satisfying the distinct argument condition:
(DA) arg(λi) 6≡ arg(λj) mod 2πZ if i 6= j.
As we have already mentioned in paragraph 1, condition (DA) implies that
there exists a unique formal power series solution y = Ĥ(x) = (Ĥ1(x), . . . , Ĥr(x)) ∈
R[[x]]r with Ĥ(0) = 0. Its coefficients can easily be determined recursively
due to the invertibility of A0 .
Remark 4.2 Moreover, although we do not use the result, there exists at
least one actual solution H = (H1, . . . ,Hr) : (0, ε] → R
r of (1.1) having the
formal series Ĥ(x) as its asymptotic expansion as R+ ∋ x→ 0. When there
are no eigenvalues on the imaginary axis, the existence of H is a consequence
of the classical theory of center manifolds ([11, 6]). In the general situation,
we can proceed as in the fundamental theorem of existence of complex valued
solutions of (1.1) [27]. See also [1] for the case r = 2.
A general result about systems of ordinary differential equations in the
complex domain asserts that formal solutions of systems (1.1) are multi-
summable under very weak conditions (see for instance [3]); furthermore it
is known that the algebra of multisummable series is closed under compo-
sition. Instead of using these facts as “black box”, we decided to present
our result using only some relatively elementary facts about summability
of divergent series. In our particular case where the linear part A0 is non
singular we only need the following result (we use the standard notation
S(α, β; ρ), α, β ∈ R, ρ > 0 for the sector {z ∈ C / |z| < ρ,α < arg(z) < β}
in the complex plane of opening β − α):
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Lemma 4.3 [21] The vector Ĥ(z) of formal series is p-summable. More
precisely, for any θ ∈ R, except for those which satisfy p θ ≡ arg (λj) mod 2πZ
for some eigenvalue λj of A0, and for any open sector Sθ = S(θ−
pi
2p − δ, θ+
pi
2p + δ; ρ) of opening slightly greater than π/p (with δ, ρ sufficiently small)
there exists a unique holomorphic function H˜θ = (H˜θ,1, . . . , H˜θ,r) : Sθ → C
r
such that:
1) H˜θ satisfies the (complexified) system of equations (1.1) and
2) For any i, H˜θ,i has the series Ĥi(z) as the asymptotic expansion on
the sector Sθ. This asymptotic expansion is, furthermore, Gevrey of
order κ = 1/p.
The function H˜θ is called the p-sum of the series Ĥ(z) along the ray dθ =
{z/arg(z) = θ}.
By definition (see [20]), a bounded holomorphic function h : S → C on a
sector S = S(α, β; ρ) has a Gevrey asymptotic expansion of order κ (or a
κ-Gevrey asymptotic expansion) with right hand side ĥ(z) =
∑
k≥0 akz
k ∈
C[[z]], and we write h(z) ∼κ ĥ(z), if for any η > 0 there are constants
K,A > 0 such that∣∣∣∣∣h(z) −
N−1∑
k=0
akz
k
∣∣∣∣∣ ≤ K ANΓ(Nκ+ 1)|z|N ,
for any N ∈ N and any z ∈ S(α + η, β − η; ρ − η). Observe, that h(z) ∼κ
0 + 0z + ... if and only if h(z) is exponentially small of order 1/κ, i.e. for
any η > 0, there is a positive constant a such that |h(z) exp(a|z|−1/κ)| is
bounded on S(α+η, β−η; ρ−η). This follows easily from Stirling’s Formula
by choosing N as the integer closest to |z|−1/κ.
There are more algorithmical definitions of p-summability (see also e.g.
[12]). The function H˜θ(z) can be expressed as p-Borel-Laplace sum of Ĥ(z)
in the direction dθ: The formal Borel transform of order p, i.e. the series
H(t) =
∑
m≥0
1
Γ(1+m/p)Hm+1t
m converges in some neighborhood of t = 0;
it can be continued analytically to the ray arg t = θ (again named H(t))
and has at most exponential growth of order p; finally H˜θ is the Laplace
transform of order p of H(t), i.e. H˜θ(z) =
∫
dθ
e−t
p/zpH(t)
p tp−1
zp−1
dt .
The excluded angles θ ∈ {1p(arg (λj) + 2πs) / j = 1, . . . , r, s ∈ Z}
in the above lemma are called singular and the corresponding rays dθ are
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called the singular directions (also called the anti-Stokes directions) of Ĥ(z).
By the hypothesis (DA), there are exactly rp different singular directions
modulo 2πZ. Denote them by dθl , l = 0, . . . , rp− 1 with angles θl ∈ [0, 2π).
Up to reordering the eigenvalues λj, we can choose the indices such that
0 ≤ θ0 < · · · < θrp−1 and p θl ≡ arg(λj) mod 2πZ if and only if l + 1 ≡ j
mod r.
Two p-sums H˜θ, H˜θ′ of Ĥ(z) coincide in the intersection of their domains
if there is no singular direction between dθ and dθ′ . We obtain, by analytic
continuation, holomorphic functions
H˜l : S˜l = S(θl −
pi
2p + δ, θl+1 +
pi
2p − δ; ρ)→ C
r, l = 0, . . . , rp− 1
where δ, ρ > 0 are sufficiently small and where we put θrp = θ0+2π. Mostly,
we will use some smaller sectors Sl = S(θl − ε, θl+1 + ε; ρ) ⊂ S˜l with some
ε > 0, so that the family {Sl}l forms a good covering of the punctured disc
D˙ρ ⊂ C, i.e. Sl ∩ Sk 6= ∅ if and only if |l − k| ≤ 1 mod rp. In general, the
functions H˜l cannot be continued analytically or change their asymptotic
behavior beyond the rays of angles θl −
pi
2p , θl+1 +
pi
2p , l = 0, . . . , rp − 1,
called the Stokes directions of Ĥ(z). The so called Stokes phenomenon of
the series Ĥ(z) is the description of the behavior of the difference ∆l(z) =
H˜l+1(z)− H˜l(z) of two such consecutive functions. This difference is defined
in the intersection S˜l,l+1 = S˜l ∩ S˜l+1 = S(θl+1 −
pi
2p + δ, θl+1 +
pi
2p − δ; ρ), a
sector of opening slightly smaller than π/p. It satisfies a system of linear
differential equations (in the complex domain)
zp+1
dy
dz
= Bl(z)y, (4.1)
where Bl(z) is the matrix of holomorphic functions on S˜l,l+1 defined by
Bl(z) = B(z, H˜l(z), H˜l+1) with B(z,y1,y2) analytic and satisfying
A(z,y2)−A(z,y1) = B(z,y1,y2)(y2 − y1).
We see that all matrices Bl(z) for l = 0, . . . , rp− 1 have the same
1
p -Gevrey
asymptotic expansion on the sector S˜l,l+1 equal to B̂(z) = B(z, Ĥ(z), Ĥ(z)) =
∂A/∂y (z, Ĥ(z)). The initial term B̂(0) = A0 has distinct eigenvalues. In
this situation, the classical theory of linear ordinary differential equations
(see [27]) asserts that there exists a fundamental matrix solution of (4.1) of
the form
Yl(z) = Gl(z) exp(Q(z)) z
J , (4.2)
where:
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1. Gl(z) is a matrix of holomorphic functions on S˜l,l+1. There exists a
formal series Ĝ(z) such that, for every l, the matrix Gl(z) has Ĝ(z) as
its 1p -Gevrey asymptotic expansion in S˜l,l+1, moreover det(Ĝ(0)) 6= 0;
2. J = diag(α1, . . . , αr) is a constant diagonal matrix and
3. Q(z) = diag(q1(z), . . . , qr(z)) is a diagonal matrix where qj(z) =
−
λj
p z
−p+ · · · ∈ C[z−1] are polynomials in the variable z−1 of degree p
without constant term.
The anti-Stokes or singular directions (respectively the Stokes directions)
are precisely the rays where the initial term of some of the polynomials
qj(z) is real negative (respectively purely imaginary). Denote the columns
of the matrix Gl(z) by Glj(z), j = 1, . . . , r. The particular solution ∆l of
(4.1) defined above (4.1) can be written as
∆l(z) =
∑
j
cljGlj(z)e
qj(z)zαj , (4.3)
where cl = (cl1, . . . , clr) ∈ C
r is some constant vector.
Lemma 4.4 Given l ∈ {0, . . . , rp− 1} and µ = µ(l) ∈ {1, . . . , r} defined by
l + 1 ≡ µ mod r, we have that clj = 0 for every j 6= µ.
Proof .- This is a classical result. It is due to the fact that for every j 6= µ,
the function exp(qj(z)) is exponentially large on some ray in S˜l,l+1 while ∆l
remains bounded on that sector. 
The coefficient γl = clµ(l) is called the Stokes multiplier of the solution
Ĥ(z) associated to the singular direction dθl+1 .
Now we restate Theorem 2.4’ in the following more precise form:
Theorem 4.5 Consider a system of (real) analytic ordinary differential
equations (1.1) such that the linear part A0 satisfies condition (DA). As-
sume, furthermore, that the Stokes multipliers of its unique formal solution
Ĥ(z) ∈ C[[z]]r satisfy the following condition: for any µ ∈ {1, . . . , r} there
exists some l ∈ {0, . . . , pr− 1} with l+1 ≡ µ mod r such that γl 6= 0. Then,
the series Ĥ(z) is strongly analytically transcendental in the following sense:
(SAT) If k ≥ 0, n ≥ 0, an analytic function f ∈ C{z, z11, . . . , zrn}
with f(0) = 0 and distinct real polynomials P1(z), . . . , Pn(z) ∈ R[z] with
degPl < (p+ 1)valPl and P
(val Pl)
l (0) > 0 are given, then one has
f(z, {TkĤj (Pl(z))}j,l) ≡ 0 =⇒ f ≡ 0.
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We will denote by (SD) (for singularity of all directions arg(λj)) the
condition on the Stokes multipliers in the above statement. In the proof of
Theorem 4.5 we will need the following reformulations of two well known
results of the theory of Gevrey series (see [16]).
Lemma 4.6 (Ramis-Sibuya) Let κ > 0. Let hl : Vl → C, l = 0, . . . , N be
a family of bounded holomorphic functions in sectors Vl = S(αl, βl; ρ) such
that {V0, . . . , VN} is a good covering of the punctured disc {z ∈ C / 0 < |z| <
ρ} (i.e. the only two by two non-empty intersections are the consecutive ones
Vl,l+1 = Vl ∩ Vl+1, where VN+1 = V0). Then the differences hl+1 − hl are
exponentially small of order κ on Vl,l+1 for l = 0, . . . , N if and only if there
exists a formal series ĥ(z) ∈ C[[z]] such that hl(z) ∼1/κ ĥ(z) on Vl for any
l.
Lemma 4.7 (Relative Watson’s Lemma) Let κ2 > κ1 > 0 and β >
α + π/κ1. Consider a good covering of V = S(α, β; ρ) by sectors Vl =
S(αl, βl; ρ), l = 1, . . . , N . Suppose that we have holomorphic functions
hl : Vl → C satisfying the following property: there are some constants
a, b > 0 such that |hl(z) exp(a |z|
−κ1)| and |(hl+1(z) − hl(z)) exp(b |z|
−κ2)|
are bounded on Vl and Vl ∩ Vl+1, respectively for l = 0, . . . , N . Then, hl is
exponentially small of order κ2 on Vl for any l.
4.2 Proof of Theorem 4.5
First, taking into account that TkĤ(z) is the unique formal solution of a sys-
tem of equations analogous to (1.1), we can suppose without loss of general-
ity that k = 0. Let f ∈ C{z, z11, . . . , zrn} and Pj(z) ∈ R[z] be given satisfy-
ing the hypothesis of (SAT). Consider the subset Λ ⊂ {1, . . . , r}×{1, . . . , n}
of indices (i, j) such that f effectively depends on the variable zij, i.e. its
derivative with respect to this variable does not vanish identically. We
prove Theorem 4.5 by induction on the number of elements of Λ. Put
K̂(z) = (z, {Ĥi(Pj(z))}(i,j)∈Λ) in order to simplify the notation.
If Λ is empty then the result is trivial.
Suppose that card Λ = c ≥ 1 and that the statement has been shown if
cardΛ = c − 1 . In order to prove the result we assume that f(K̂(z)) ≡ 0
but f 6≡ 0 and we deduce a contradiction.
First we deduce that for every (k, l) ∈ Λ, there exists some s such that
∂sf/∂zskl (K̂(z)) 6≡ 0. In fact, if this property is not true, then we have that
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the series in the two variables z, zkl
f(z, zkl, {Ĥi(Pj(z))}(i,j)∈Λ\{(k,l)}) =
∞∑
m=0
1
m!
∂mf
∂zmkl
(K̂(z)) (zkl − Ĥk(Pl(z)))
m
is identically zero. Thus, any coefficient of this series in zkl is identically zero.
Writing f as a series f(z, z) =
∑∞
m=0 fm(z, {zij}(i,j)6=(k,l))z
m
kl we conclude,
by the hypothesis of induction on card(Λ), that fm ≡ 0 for all m and hence
f ≡ 0, contrary to our assumption.
For any fixed (i, j) ∈ Λ, we can suppose without loss of generality that
∂f
∂zij
(K̂(z)) 6≡ 0. The couple (i, j) will be chosen below. This can be justified
as follows: Suppose for simplicity that (i, j) = (1, 1) and consider the small-
est integer s ≥ 1 such that ∂sf/∂zs11 (K̂(z)) 6≡ 0. Denote g = ∂
s−1f/∂zs−111 .
This function satisfies g(K̂(z)) ≡ 0 and ∂g/∂z11 (K̂(z)) 6≡ 0. Renaming g to
f , we can assume the desired conditions for f .
Given j ∈ {1, . . . , n}, the vector series Ĥ(Pj(z)) ∈ C[[z]]
r is 1pνj -summable,
νj being the valuation of the polynomial Pj(z); this follows easily from
Ramis-Sibuya’s Lemma. Moreover, ϕ ∈ R is a singular angle for Ĥ(Pj(z))
if and only if θ = νjϕ is a singular angle for Ĥ(z). The
1
pνj
-sum of
Ĥ(Pj(z)) along a non singular direction dϕ = {z/arg(z) = ϕ} is given
by H˜νjϕ(Pj(z)) : V˜j,ϕ → C
r, defined in some sector V˜j,ϕ of opening greater
than π/pνj bisected by dϕ (recall the definition of H˜θ in Lemma 4.3). Let
Γ be the set of all singular directions of the series Ĥ(Pj(z)), j = 1, ..., n and
denote its elements by dϕl , l = 0, . . . , N with 0 ≤ ϕ0 < · · · < ϕN < 2π. If
dϕ 6∈ Γ then the function
Fϕ(z) = f(z, {H˜νjϕ,i(Pj(z))}(i,j)∈Λ)
is defined in the sector V˜ϕ =
⋂
V˜j,ϕ of opening slightly greater than π/pν¯
where ν¯ = max(ν1, . . . , νn). In a similar way as was explained before for the
series Ĥ(z), for any given angle ϕ in the interval ]ϕk, ϕk+1[, k = 0, . . . , N
(with ϕN+1 = ϕ0 + 2π), Fϕ can be continued analytically to a holomorphic
function F˜k : V˜k → C in a sector of the form V˜k = S(ϕk −
pi
2pν¯ − δ, ϕk+1 +
pi
2pν¯ + δ; ρ) for some δ, ρ > 0 sufficiently small. We consider subsectors
Vk = S(ϕk − ε, ϕk+1 + ε; ρ) ⊂ V˜k, k = 0, . . . , N which form a good covering
of a punctured disc at 0 ∈ C and the restrictions Fk = F˜k|Vk : Vk → C. Let
ν = min(ν1, . . . , νn) and let us show the two following properties to obtain
the desired contradiction (from now on, any statement is valid, without
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mentioning this explicitly every time, if ε and ρ are considered sufficiently
small in the definition of the sectors Vk):
I) Each Fk is exponentially small on Vk of order κ > pν on Vk.
II) There is at least one k0 ∈ {0, . . . , N} such that the difference Fk0+1−
Fk0 is exponentially small of order exactly (not larger than) pν on the in-
tersection Vk,k+1 = Vk ∩ Vk+1 (with VN+1 = V0).
Proof of I). Consider new variables z¯ = {z¯ij}(i,j)∈Λ and analytic functions
Dij(z, z, z¯) satisfying
f(z, z¯)− f(z, z) =
∑
(i,j)∈Λ
Dij(z, z, z¯)(z¯ij − zij). (4.4)
For any (i, j) ∈ Λ and any k denote by hij,k : Vk → C the restriction of the
function H˜νjϕ,i(Pj(z)) with some ϕ ∈ (ϕk, ϕk+1). Let Dij,k : Vk,k+1 → C be
the function obtained by replacing the variables zuv and z¯uv in Dij(z, z, z¯)
by huv,k(z) and huv,k+1(z) respectively. This yields for k = 0, . . . , N and
z ∈ Vk,k+1
Fk+1(z)− Fk(z) =
∑
(i,j)∈Λ
Dij,k(z)(hij,k+1(z) − hij,k(z)) . (4.5)
Notice that Dij,k has on Vk,k+1 a Gevrey asymptotic expansion of order
1/pν with right hand side ∂f/∂zij(K̂(z)). The factor hij,k+1−hij,k is expo-
nentially small of order greater or equal to pνj on Vk,k+1 by Ramis-Sibuya’s
Lemma, since hij,k and hij,k+1 are two
1
pνj
-sums of the same series Ĥi(Pj(z)).
Thus, Fk+1 − Fk is exponentially small of order greater or equal to pν on
Vk,k+1. Again by Ramis-Sibuya’s Lemma, the functions Fk : Vk → C have
a (common) Gevrey asymptotic expansion of order 1/pν, by construction
equal to f(z, {Ĥi(Pj(z))}) ≡ 0. Hence Fk is exponentially small of order
greater or equal to pν on Vk .
Let us show that this order is strictly greater than pν. First, note that
Fk is defined as Fϕ for any ϕ in the interval (ϕk, ϕk+1) and that Fϕ is defined
at least in the sector V˜ϕ bisected by the ray dϕ and whose opening does not
depend on ϕ. Hence, it suffices to prove
Lemma 4.8 If dϕ 6∈ Γ then Fϕ is exponentially small of order (strictly)
greater than pν in V˜ϕ.
Proof .- Fix dϕ 6∈ Γ and consider the set of sectors {Vk1 , . . . , Vk2} that have
a non empty intersection with the closed sector {z | |z| < ρ, | arg(z)− ϕ| ≤
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2pν }. The union V = Vk1 ∪ · · · ∪ Vk2 is a sector of opening strictly greater
than π/pν and contains dϕ. We can suppose that V˜ϕ ⊂ V . Moreover, we
can suppose that for any j ∈ {1, . . . , n} such that νj = ν, the holomorphic
function H˜νϕ(Pj(z)) is defined in the whole sector V . Consider for any
k ∈ {k1, . . . , k2} the holomorphic function F k : Vk → C defined by F k(z) =
f(z, {hij,k(z)}(i,j)∈Λ) where hij,k is the suitable modification of the function
hij,k given by
hij,k(z) =
{
H˜νϕ,i(Pj(z)), if νj = ν;
hij,k(z), if νj > ν.
Notice that the differences hij,k+1−hij,k are either zero or equal to hij,k+1−
hij,k when νj > ν, so they are exponentially small of order strictly greater
than pν on Vk,k+1. Using an equation analogous to (4.5), the same is true
for F k+1−F k. By the Relative Watson’s Lemma, the functions F k : Vk → C
are also exponentially small of order greater than pν. Finally, we compare
F k to Fϕ using an equation similar to (4.5): there are bounded functions
Dij,k(z) in V˜ϕ ∩ Vk with
F k(z)− Fϕ(z) =
∑
(i,j)∈Λ
Dij,k(z)(hij,k(z)− H˜νjϕ,i(Pj(z))).
Hence, F k − Fϕ is exponentially small of order strictly greater than pν on
V˜ϕ ∩ Vk for any k ∈ {k1, . . . , k2}. The result follows. 
Proof of II.-We want to estimate the exponential growth of the difference
Fk+1(z)−Fk(z), for some index k chosen below. We use equation (4.5). We
first look at the second factor of each summand in that expression. We have
for any (i, j) ∈ Λ and z ∈ Vk,k+1:
hij,k+1(z) − hij,k(z) = H˜νjϕ,i(Pj(z))− H˜νjϕ,i(Pj(z)), (4.6)
where ϕ < ϕk+1 < ϕ are arbitrarily chosen but sufficiently close to ϕk+1.
Notice that if νjϕk+1 is not one of the singular angles {θ0, . . . , θrp−1} of
the series Ĥ(z) then H˜νjϕ and H˜νjϕ coincide and hence hij,k+1 − hij,k ≡ 0.
Otherwise, if νjϕk+1 = θl(k,j)+1 for some l(k, j) ∈ {0, . . . , rp−1} (recall that
we set θrp = θ0+2π) then we have hij,k+1(z)−hij,k(z) = ∆l(k,j),i(Pj(z)) (the
function ∆l = (∆l,1, . . . ,∆l,r) = H˜l+1 − H˜l being defined in the preceding
paragraph). Denote by Jk the set of indices j such that there exists l(k, j)
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with νjϕk+1 = θl(k,j)+1. Using equation (4.3), Lemma 4.4 and the definition
of the Stokes multipliers γl we obtain for any k
Fk+1(z)− Fk(z) = (4.7)∑
(i,j)∈Λ, j∈Jk
Dij,k(z)γl(k,j)G
i
l(k,j)µ(k,j)(Pj(z)) exp(qµ(k,j)(Pj(z)))Pj(z)
αµ(k,j) .
Here µ(k, j) ∈ {1, . . . , r} is defined by µ(k, j) ≡ l(k, j) + 1 mod r and Gilµ is
the i-th entry of the column vector Glµ of the matrix Gl in (4.2).
We compute the real part of qµ(k,j)(Pj(z)):
Re (qµ(k,j)(Pj(z))) = −
|λµ(k,j)|
papj |z|
pνj
cos(arg(λµ(k,j))− pνjarg(z)) (1 +O(|z|)),
(4.8)
where here and in the sequel aj := P
(νj)
j (0)/νj ! > 0 with νj = valPj denotes
the first non-zero coefficient of Pj . Notice that if z is in a small sector
bisected by dϕk+1 then pνjarg(z) is close to arg(λµ(k,j)) mod 2πZ. Hence,
the exponential term in (4.7) satisfies for z ∈ Vk,k+1 and δ > 0 sufficiently
small:
| exp(qµ(k,l)(Pj(z)))| = exp(Re (qµ(k,l)(Pj(z)))) = O
(
exp
(
−
|λµ(k,j)|−δ
papj |z|
pνj
))
.
(4.9)
Now we describe how to choose a suitable index k0. Suppose for instance
that ν = ν1. Up to a permutation of the indices, we can suppose that
P1, . . . , Pn1 are the polynomials having valuation ν and minimal first nonzero
coefficient A := a1 = · · · = an1 (i.e. if j > n1 then either νj > ν or νj = ν
and aj > A). Consider the subset I ⊂ {0, . . . , N} of all indices k for which
the (unique) singular direction dϕk+1 ∈ Γ in Vk,k+1 is a singular direction of
the series Ĥ(P1(z)) (and hence of any Ĥ(Pj(z)) for j = 1, . . . , n1). With
the above notations, if k ∈ I then {1, . . . , n1} ⊂ Jk and in this case l(k) :=
l(k, 1) = · · · = l(k, n1) is such that θl(k)+1 = νϕk+1. Define also µ(k) ∈
{1, . . . , r} by µ(k) ≡ l(k) + 1 mod r for any k ∈ I. Then equation (4.7)
yields with (4.9) for k ∈ I
Fk+1(z)− Fk(z) = γl(k)
n1∑
j=1
Ek,j(z) exp(qµ(k)(Pj(z)))Pj(z)
αµ(k)+
+O(exp(−B|z|−pν)), (4.10)
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where B is a certain constant >
|λµ(k)|
pAp and, for simplicity, we have denoted
Ek,j(z) =
∑
i / (i,j)∈Λ
Dij,k(z)G
i
l(k,j)µ(k,j)(Pj(z)).
Lemma 4.9 We can assume, without loss of generality, that there exists
µ0 ∈ {1, . . . , r} with the property that Ek,1(z) has a non trivial asymptotic
expansion on Vk,k+1 for any k ∈ I with µ(k) = µ0.
Proof .- The asymptotic expansion of Ek,1 for k ∈ I is given by
Êk,1(z) = (D̂11,k(z), . . . , D̂r1,k(z)) Ĝ(Pj(z)) (0, . . . ,
(µ(k))
1 , . . . , 0)T
where D̂ij,k(z) = ∂f/∂zij(z, K̂(z)) ∈ C[[z]] is the asymptotic expansion
of Dij,k. As discussed in the beginning of this section, we can assume
that the series ∂f/∂z11(z, K̂(z)) ∈ C[[z]] is not identically zero, hence the
vector (D̂11,k(z), . . . , D̂r1,k(z)) is not trivial. We conclude using the fact
that Ĝ(z) is a non singular matrix and the surjectivity of the function
µ : I → {1, . . . , r}. 
Now we use the hypothesis (SD) of Theorem 4.5: choose l0 ∈ {0, . . . , rp−
1} with l0 + 1 ≡ µ0 mod r such that γl0 6= 0 and consider k0 ∈ {0, . . . , N}
such that θl0+1 = νϕk0+1. Then k0 ∈ I and l0 = l(k0), µ0 = µ(k0). We are
now in the position to show that Fk0+1 − Fk0 is exponentially small of the
exact order pν.
We use (4.10) for k = k0. By Lemma 4.9, at least the coefficient Ek0,1
has a non zero asymptotic expansion on Vk0,k0+1. We can suppose, without
loss of generality, that this is true for any coefficient Ek0,j for j = 1, . . . , n1.
In fact, if some Ek0,j has a vanishing asymptotic expansion then Ek0,j is
exponentially small of order pν on Vk0,k0+1 (since this expansion is Gevrey
of order 1/pν). This property, together with (4.9), permits to include the
corresponding summand Ek0,j(z) exp(qµ0(Pj(z)))Pj(z)
αµ0 in the remainder
term O(exp(−B|z|−pν)) in (4.10) (maybe the constant B has to be reduced
but remains >
|λµ(k)|
pAp ).
We remark that we have not yet used the hypothesis of Theorem 4.5
that the degree dj of the polynomial Pj(x) satisfies dj < (p + 1)νj . This
hypothesis (together with the fact that the polynomial qµ0(z) ∈ R[z
−1] is
of degree p and without constant term) is essential in order to show the
following property (its proof is straightforward and left to the reader):
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The principal parts at z = 0 of the meromorphic series qµ0(Pj(z))
for j = 1, . . . , n1 are two by two different.
Thus, for any pair of distinct indices j1, j2 ∈ {1, . . . , n1}, there exists a
complex number βj1j2 6= 0 and an integer sj1j2 > 0 such that
qµ0(Pj1(z)) − qµ0(Pj2(z)) = βj1j2z
−sj1j2 (1 +O(|z|)).
We deduce that for almost all ϕ ∈ R, except for those satisfying arg(βj1j2)−
sj1j2ϕ−
pi
2 ∈ πZ, the real part of qµ0(Pj1(z))−qµ0(Pj2(z)) has a constant sign
(positive or negative) along dϕ ( for |z| sufficiently small depending on ϕ).
Up to a permutation of the indices, we can suppose that Re (qµ0(P1(z))) >
Re (qµ0(Pj(z))) for j > 1 along infinitely many rays dϕ where ϕ is arbitrarily
close to ϕk0+1. Moreover, given such an angle ϕ, there exists b = b(ϕ) > 0
and s > 0 (independent of ϕ) such that
Re(qµ0(P1(|z|e
iϕ))) − Re (qµ0(Pj(|z|e
iϕ))) > b|z|−s,
for |z| small. Due to the fact that Ek0,j has a non trivial asymptotic expan-
sion, this implies that the first term in the summation in (4.10) dominates
the remaining ones; i.e.
lim
z→0,z∈dϕ
|Ek0,j(z) exp(qµ0(Pj(z)))Pj(z)
αµ0 |
|Ek0,1(z) exp(qµ0(P1(z)))P1(z)
αµ0 |
= 0,
for j = 2, . . . , n1. It also dominates the term O(−B|z|
−pν) since B >
|λµ(k)|
pAp .
Thus we have
Fk0+1(z)− Fk0(z) = γl0Ek0,1(z) exp(qµ0(P1(z)))P1(z)
αµ0 (1 +O(z))
as z → 0 restricted to z ∈ dϕ for some ϕ arbitrarily close to ϕk0+1. Finally,
by (4.8), the function γl0Ek0,1(z) exp(qµ0(P1(z)))P1(z)
αµ0 is exponentially
small of exact order pν and thus the same is true for Fk0+1 − Fk0 .
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