Abstract-In this paper, we present a novel approach to computing ceiling mosaics based on Information Theory. The only sensor of the robot is a digital camera oriented to the ceiling of the map, which is used to approximate the Simultaneous Localization and Mapping (SLAM) problem. We have divided the algorithm into two steps: (i) action estimation, which approximates the actions of the robot maximizing the Mutual Information between consecutive views; and (ii) global rectification, which rectifies the drift of the global trajectory minimizing the entropy of the map. Moreover, a fisheye lens is used to recover enough information from ceilings, reducing their inherent ambiguity. Such lenses produce a semi-spherical aberration in the images, that must be rectified using some information about calibration. In order to do so, we propose a novel technique for image rectification, also based on Information Theory. Finally, we present some experimental results using real data, that prove the robustness of the method.
I. INTRODUCTION
The Simultaneous Localization and Mapping (SLAM) problem consists of the estimation of both the relative positions of the environmental features with respect to the observer (map) and the position of the observer itself (localization in the map). Such problem has been recognized as a fundamental one in robotics [1] because its solution is key to robots endowed with real autonomous capabilities. Thus, as robots must be able to estimate/learn the map of a given environment as the robot traverses it, SLAM algorithms must grasp a collection of observations taken by a sensor (laser, 3D sweeping laser, or digital camera) and elicit a globally consistent (free of undesirable drift) interpretation of the environment as efficiently as possible, in order to facilitate online learning.
Normally, the favorite sensors to solve the SLAM problem are active range sensors such as laser scanner or sonar. Especially, laser range finder has been applied in several robot applications, in indoor and outdoor environments (see for instance [2] [3] ).
Computer vision approaches are desirable because digital cameras are cheaper than other sensors (like 2D rangefinders, for example) and provide dense observations of the environment. The most general problem in this area consists of performing the SLAM with a monocular camera in six DOF (Degrees Of Freedom) case (see, for instance [4] [5] [6] ). The complexity of the solutions to this problem (Extended jprc@alu.ua.es {jmsaez,sco}@dccia.ua.es Kalman Filter, Particle Filtering and so on) normally force us to use a sparse approach.
A simple way to avoid the general 6DOF SLAM complexity consists of reducing the dimensions of the problem. The term named Ceiling Mosaics was first introduced in [7] . The key idea consists of using a digital camera oriented to the ceiling of the environment (focal axis perpendicular to the ceiling plane), and using the ceiling images to compute the map. Supposing that all the ceiling is in a rect plane, different projections on the image are free from perspective deformations, thus the images could be mixed directly, as in an image mosaicing problem. In [8] we find a more recent method that exploits the ceiling mosaic idea, computing the SLAM through a sparse approach based on the Extended Kalman Filter [9] . In our proposal, we use a dense approach based on Information Theory [10] .
The technical details of the approach are described in Section II. In Section III, we present some SLAM experiments performed by our robot (figure 1). To finish, in section IV, we present our conclusions and future work.
II. CEILING MOSAIC SLAM
We assume that the robot is moving over a horizontal plane defined by the floor of the environment. Furthermore, the robot is endowed with an only sensor: a digital camera whose focal axis is perpendicular to the plane defined by the ceiling. Thus, a trajectory is defined by a discrete sequence of N actions {a 1 , a 2 , . . . a N } and N related observations {o 1 , o 2 , . . . o N }. Each action is given by three degrees of freedom (translation in the XZ plane and rotation in the Y axis): a t = (x t , z t , θ t ), that is, the rigid transformation between observations o t and o t−1 (a 1 is a synthetic action that allows us to change the reference system). Moreover, an observation o t is given by a digital image I t that contains a part of the ceiling. With these elements, the map of the environment at time t is given by a digital image M t (i, j) that combines all of the observations o i placed in their respective poses p i . Each pose p i determines the transformation between the observation o i and the global reference system defined by the first pose p 1 = a 1 , and could be obtained combining all the previous actions a 1 , a 2 . . . a i .
In the following sections we detail our SLAM approach. First, we define the observations of our robot. Next, we describe the action estimation approach that provides an initial approximation of the trajectory. Finally, a global rectification step is proposed in order to obtain a globally consistent map.
A. Image Acquisition
Ceilings are usually poorly textured, containing few dispersed elements like lights, grilles, and so on. This is why images taken of the ceiling contain low information and consequently cause inherent ambiguity. In order to avoid such ambiguity, more information of the ceiling must be captured which could be obtained by a wide angle lens. In this work, we use a fisheye lens (90 o of Field Of View or 180 o of total aperture) which produces images with a semispherical aberration (see figure 1 ). Due to this aberration, alignment between images is very difficult, therefore an image rectification step is needed. The most extended function for modeling the spherical aberration of a fisheye lens is the tangent. Inspired in the model described in [11] , we propose the following inverse rectification expression showing the relation between a pixel in the distorted image and in the undistorted one:
Where r d and r u are the normalized distances between the pixel and the center of the distorted and undistorted images respectively, ω f is the physical FOV of the lens (approx 90 o ) and ω v ∈ [0, 90[ is the visual FOV, that is the desired FOV of our final undistorted image. This last parameter is the main difference between the original model proposed in [11] and ours.
In order to compute r d , the center and the maximum radius of the undistorted image are needed. To approximate the center (c v , c h ), we simply compute the centroid of the pixels, pondered with its illumination (c v , c h ) figure 1 that the pixels that are outside of the useful part of the image are in black). After that, to compute the maximum radius, the last pixel from the first column to c h in the row c v whose illumination is better than a little threshold K ilum is calculated. An example of the center and maximum radius estimation can be observed in figure 2. The last parameter needed to rectify the image is the physical FOV ω f (note that the visual FOV ω v is given by the user). For a fisheye lens, this angle must be close to 90 o (given by the manufacturer) but we need the exact value to compute undistorsion correctly. In [11] , a calibration method that looks for the angle that generates the smaller amount of straight lines in the undistorted image is proposed. Note that when the image is undistorted straight lines are broken, obtaining a great number of short segments. On the other hand, when the image is correctly undistorted, a smaller number of longer segments is obtained. The problem is, indeed, in the difficulty of finding the straight lines in the image.
Following this idea, we propose a method based on the straight lines of the image but without an explicit searching. With this aim, a very big pattern formed by a great amount of vertical and horizontal lines is needed. This could easily be found in a brick wall (see figure 2) . Obviously, the best value of ω f must produce the best alignment of the bricks. Thus, the problem is how to measure the curvature of the scene to evaluate a candidate value of the angle.
In figure 3 we show the horizontal and vertical components of the gradient of the pattern image. When ω f is far from the real value (top), the histograms of the vertical and horizontal components of the gradient are more disperse. In contrast, when ω f is close to 94 o (the real physical FOV of our lens), histograms are crisper (bottom). Thus, there is a relationship between the dispersion of the histograms and the proximity of the real physical angle of the lens. Intuitively, the optimal value of ω f is given by the one that produces the crispest histograms. In order to evaluate the curvature produced by a candidate angle value ω f , we use an energy expression that combines the entropy of the horizontal and vertical normalized histograms:
where h(.) represents the normalized histogram of the argument and H(.) is approximated using the well-known discrete Shannon's entropy expression:
Values far from the optimum ω f produce homogeneous histograms, high entropies, and consequently high energy values. Conversely, values of ω f close to the optimum produce crisp histograms, low entropies, and low energy values. Therefore, the optimal value for ω f could be obtained by minimizing the energy function 2. In order to estimate the minimum, we use a conjugate gradient search, through a numerical approximation of the gradient ∂E u (ω f )/∂ω f given by the well-known midpoint method.
In figure 4 , we show the energy function E u (ω f ) for different values of ω v using the pattern image of figure 2. As we can see, the minimum value of the energy function is always around 94 o for all the values of ω v . We can also realise that, by applying the minimum value in each case, we obtain good rectification results (straight lines of the undistorted images appears clearly straight). Using the optimal value of E u (ω f ), the center and the maximum radius of the pattern image, we can rectify any image obtained with this lens (figure 5). 
B. Action Estimation
Once the undistorted observations {o 1 , o 2 . . . o N } are obtained, and assuming that consecutive observations contain an area of the ceiling overlapped enough, we can estimate the actions {a 1 , a 2 . . . a N } performed by the robot. This task could be done by aligning the rectified images directly, as in an image mosaicing problem. Obviously, objects that are not in the ceiling plane (walls, for example) will have different projections throughout the observations. In order to achieve a correct alignment, we assume that the bigger overlapped area between consecutive observations always corresponds with the ceiling.
There is a lot of works related with the image alignment problem. We can divide them into two groups: sparse (see for instance [12] ) and dense methods (see for example [13] [14] ). Sparse methods are usually faster because they only use a set of selected features. However, the reduction of data of such methods causes a loss of robustness. On the other hand, dense methods usually employ the complete image to compute the alignment. Thus, the latter are frequently more robust but slower than the former. In this work, we propose a dense method, based on a fast energy minimization schema.
In order to estimate each action, we use an energy minimization algorithm, which evaluates each action candidate through the Mutual Information [13] [14] [15] between the two related observations. The Mutual Information between two images is defined by the following expression:
where A and B represents the whole images, A L and B L are the parts of A and B respectively that are in the overlapped area A B, H(.) is the entropy of the argument and H(A, B) the joint entropy between the images. On the one hand, entropies are computed using the normalized histogram of each image as a probability density function, applying the discrete Shannon's entropy expression. On the other hand, joint entropy is computed using the normalized 2D cross histogram of the overlapped area of the images. Each entry of the joint histogram h i,j represents the number of pixels of A with intensity level i that overlaps with pixels of B with intensity level j. The key factor of the MI is joint entropy that measures the alignment between images through their overlapped area (see figure 6 ). Individual entropies measure the information contribution of the overlapped area in the individual images. Once we have introduced the Mutual Information between two images, we define our energy function which evaluates a candidate action a t between two consecutive observations o t−1 and o t , as follows:
where a t o t symbolizes the image after applying the action a t to the observation o t . Fig. 7 . Normalized Cross Correlation (left) versus Mutual Information (right). The plots represent the energy functions measured in the same alignment. We only represent the translation in the plane XZ in order to simplify the representation. As we can see, the MI is smoother than NCC that allows us to use a gradient based algorithm to obtain the global maximum.
Mutual Information is a very robust second order statistical estimator, and smoother in the neighborhoods of the global maximum in comparison with other first order estimators like normalized cross correlation (see figure 7) . This fact allows us to use a gradient search to find the global maximum, assuming a small motion (if the maximum is near to the (0, 0, 0) action, we can apply a gradient approach starting there because the way to the maximum increases monotonously). In order to find the optimum value of a t that maximizes the energy function 4, we use a conjugate gradient search which minimizes the number of gradient evaluations. The gradient is approximated by the well-known midpoint numerical method. An important detail of the implementation to avoid little local maxima, consists of using a random step both in the midpoint approximation and in the advance of the conjugate gradient search algorithm. Fig. 9 . Time consumed by the action estimation algorithm in a sequence of N = 105 observations. The time consumed in each iteration is strictly related with the length of the action (for this reason we observe a certain variance along the sequence). The averaged time is 806ms per estimation.
In figure 8 , we include a graphical evolution of the conjugate gradient search in a real alignment. As we can see, the algorithm advances to the global maximum through straight lines, a very typical behavior of the conjugate gradient search algorithms. In figure 9 , we represent the time consumed by the algorithm in a sequence of N = 105 observations. The algorithm estimates each action with an average time of 806ms.
C. Global Rectification
The action estimation step provides a locally but not globally consistent approximation of the trajectory. In general terms, the aggregation of local optimizations does not ensures global optimization. As the robot advances, small errors from the action estimation are integrated in the trajectory, producing a more and more inconsistent map. Therefore, in order to remove the drift of the map, a global rectification step is needed.
At this point, we have adapted the Entropy Minimization SLAM method proposed in our former work [16] [17] . In the original approach, the trajectory is rectified by minimizing the entropy of the map which is made up by a 3D point cloud, obtained through a stereo head. Observations and map definition with ceiling mosaics are very different, but we will follow the same idea. Here, only a summary of the method is presented emphasizing the significant changes with the original approach.
1) Consistency Criterion: Given a first approximation of the trajectory at time t {a 1 , a 2 . . . a t }, the initial map M t is composed by aggregation of all observations {o 1 , o 2 . . . o t } in their respective poses {p 1 , p 2 . . . p t } in a common reference system. In order to remove small errors of the trajectory, it is desirable to provide a consistency criterion of M t and a related updating strategy.
Our global consistency criterion is based on Information Theory:
that is, the entropy of the map M , were M is the aggregation of the gradient images of the trajectory in their respective poses M = t i=1 p i × I i . Then, for rectification purposes, only the edges of the observations are used. The probability density function needed for entropy evaluation is given directly by the normalized image M t . In other words, to compute H(M ) each pixel of M is interpreted as a probability unit in the discrete Shannon's entropy expression:
The underlying rationale is that the best aligned map is the one with the minimum entropy.
Given a global consistency measurement, a minimization method to obtain a globally consistent map is needed. The underlying idea of our map-updating strategy is to modify all actions a t simultaneously, obtaining a new map M new . However, in practice, and in order to ensure the convergence of the optimization problem, we only modify randomly selected K << N actions simultaneously in each iteration (in our experiments, we use a 10% of N ). The new trajectory is performed by adding a random change to the selected actions. Each new action a is a random variable following the uniform distribution U (a i + , a i − ) with = ( x , z , θ ), whose scale must be carefully specified, attending to the scales of robot motion. . Otherwise, none of the new actions are applied, we retain the current map M , and a new iteration of the algorithm begins. The algorithm finishes when the number of consecutive iterations without accepting changes is greater than K iter . The global rectification step is computed every K rec new observations. In figure 10 , we show the time-schema that combines both steps.
A SLAM solution must be scalable in time. Each new observation introduces three new variables in the problem that makes it more and more complex. Thus, we introduce a Fig. 11 . Integration mechanism. Each K int new observations, we fuse each pair of consecutive observations. mechanism to reduce the number of variables. In order to do that, when the number of observations is greater than K int , we proceed to fuse each pair of consecutive observations: 1 with 2, 3 with 4, and so on (see figure 11) . Then, the number of observations is reduced to K int /2 (in our experiments, we use K int = 20). In order to fuse two observations, we integrate the second image with the first one, using the intermediate action to put them in the same reference system. Then, we remove the second observation and the related action from the trajectory. As the SLAM algorithm proceeds, the first observations are more integrated (poorer temporal resolution) than the last ones. This seems reasonable from the point of view that these observations have been involved in many rectification steps. However, this presents a drawback, because the rigidity of the map is incremented.
III. EXPERIMENTS
In this section we present two selected SLAM experiments using real data in order to show the effectiveness of the proposed method.
Our mobile robot is made up by an Evolution Robotics platform and a Nikon Coolpix 4300 digital camera, provided with a compatible fisheye lens (Nikon FC-E8). Both devices (camera and robot), are controlled by a laptop, an Acer computer with an Intel Mobile Centrino 1.6Mhz processor (see figure 1) .
The most important parameters are: the observations have been taken with a resolution of 300×300, the selected visual FOV is ω v = 50 o (total aperture of 100 o ), the scale of random noise in the global rectification is = (0.5p, 0.2p, 0.1 o ), iterations limit to finish the global rectification algorithm is K iter = 50, the number of observations between each rectification step is K rec = 10 and the number of observations between each integration is K int = 20 (each two rectification steps approximately). All of the experiments are teleoperated, using a second laptop through a p2p wireless connection.
In the first experiment, the robot performs a trajectory along a straight corridor in the Politechnic Building II, at the University of Alicante. The robot grabs 124 observations, in a 60m trajectory, crossing the corridor in both ways. In figure 12 , we show the results of the experiment using only egomotion and with the complete SLAM algorithm (action estimation and global rectification steps). When only egomotion is applied, errors are integrated in the trajectory. This could be observed at end of the trajectory (that is also the beginning). When global rectification is included, these errors are rectified, solving the alignment of the overlapped areas ( figure 12 center) .
In the second experiment, the robot performs a large loop around a big hall, obtaining a trajectory with 106 observations (70m approx). In figure 13 , we show the experiment results using only egomotion and with the complete SLAM algorithm. As we can see, the end and the beginning of the trajectory are unmatched in the egomotion solution (top), leaving the loop opened. When global rectification is included in the schema (bottom) the loop is closed, obtaining a globally consistent map. 
IV. CONCLUSIONS AND FUTURE WORK
In this paper we propose a novel approach to approximate the SLAM problem with ceiling mosaics, using a digital camera with a fisheye lens to reduce the inherent ambiguity of the ceiling. All steps have been solved using Information Theory. Calibration is performed through an entropy minimization approach with a natural pattern (brick wall) which is a very simple alternative to other well-known complex calibration methods. Action estimation is solved by a fast algorithm based on the maximization of Mutual Information. Global rectification is performed by an entropy minimization algorithm, combined with a compression scheme to ensure the scalability of the problem. Finally, we have shown some experiments with real data to prove the robustness of the proposed method.
In future works we will include the parallelization of the global rectification step in order to take advance of the time outs of the navigation process. Now, the robot is stopped while the rectification step is performed, that consumes an indefinite computing time (depends on the volume of the map and on the distance from the solution). On the other hand, rectification step requires a reasonably good initial estimate to find the global minimum. In order to solve possible states so far from the solution, a coarse-to-fine scheme could be applied. Our future works also include global exploration, kidnapping and mapping with multiple robots.
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