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Abstract
Starting from the Bardeen–Cooper–Schrieffer (BCS) free energy functional, we
derive the Ginzburg–Landau functional for the case of a weak homogeneous magnetic
field. We also provide an asymptotic formula for the BCS critical temperature as
a function of the magnetic field. This extends the previous works [17, 18] of Frank,
Hainzl, Seiringer and Solovej to the case of external magnetic fields with non-vanishing
magnetic flux through the unit cell.
Contents
1 Introduction and Main Results 2
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Gauge-periodic samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 The BCS functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 The translation-invariant BCS functional . . . . . . . . . . . . . . . . . . . . 6
1.5 The Ginzburg–Landau functional . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Organization of the paper and strategy of proof . . . . . . . . . . . . . . . . 11
2 Preliminaries 12
2.1 Schatten classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Gauge-periodic Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Trial States and their BCS Energy 14
3.1 The Gibbs states Γ∆ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 The BCS energy of the states Γ∆ . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 The upper bound on (1.21) and proof of Theorem 2 (a) . . . . . . . . . . . . 20
4 Proofs of the Results in Section 3 21
4.1 Schatten norm estimates for operators given by product kernels . . . . . . . 21
4.2 Proof of Proposition 3.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Proof of Theorem 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Proof of Lemma 3.1 and Proposition 3.2 . . . . . . . . . . . . . . . . . . . . 52
























5 The Structure of Low-Energy States 54
5.1 A lower bound for the BCS functional . . . . . . . . . . . . . . . . . . . . . 56
5.2 The first decomposition result . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Uniform estimate on ‖Ψ‖2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 Proof of Theorem 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6 The Lower Bound on (1.21) and Proof of Theorem 2 (b) 74
6.1 The BCS energy of low-energy states . . . . . . . . . . . . . . . . . . . . . . 74
6.2 Estimate on the relative entropy . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.4 Proof of Lemma 6.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
A Estimates on Eigenvalues and Eigenfunctions of KTc,B − V 81
A.1 Phase approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.2 Asymptotics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
1 Introduction and Main Results
1.1 Introduction
In 1950 Ginzburg and Landau (GL) introduced a phenomenological theory of superconduc-
tivity that is based on a system of nonlinear partial differential equations for a complex-
valued wave function (the order parameter) and an effective magnetic field [25]. Their
theory is macroscopic in nature and contains no reference to a microscopic mechanism be-
hind the phenomenon of superconductivity. The GL equations show a rich mathematical
structure, which has been investigated in great detail, see, e.g., [7, 8, 45, 44, 10, 11] and
references therein. They also inspired interesting new concepts beyond the realm of their
original application.
The first generally accepted microscopic theory of superconductivity was discovered
seven years later by Bardeen, Cooper and Schrieffer (BCS) in [2]. In a major breakthrough
they realized that a pairing mechanism between the conduction electrons (formation of
Cooper pairs) causes the resistance in certain materials to drop down to absolute zero
if their temperature is sufficiently low. This pairing phenomenon at low temperatures is
induced by an effective attraction between the electrons mediated by phonons, that is, by
the quantized lattice vibrations of the crystal formed by the ion cores. In recognition of
this contribution BCS were awarded the Nobel prize in physics in 1972.
In the physics literature BCS theory is often formulated in terms of the gap equation,
which, in the absence of external fields, is a nonlinear integral equation for a complex-
valued function called the gap function (the order parameter of BCS theory). The name of
the equation is related to the fact that its solution allows to determine the spectral gap of
an effective quadratic Hamiltonian that is open only in the superconducting phase. BCS
theory also has a variational interpretation, where the gap equation arises as the Euler–
Langrange equation of the BCS free energy functional. This free energy functional can be
obtained from a full quantum mechanical description of the system by restricting attention
to quasi-free states, a point of view that was emphasized by Leggett in [37], see also [24].
In this formulation, the system is described in terms of a one-particle density matrix and
a Cooper pair wave function.
Although it was originally introduced to describe the phase transition from the normal
to the superconducting state in metals and alloys, BCS theory can also be applied to
describe the phase transition to the superfluid state in cold fermionic gases. In this case,
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the usual non-local phonon-induced interaction in the gap equation needs to be replaced
by a local pair potential. From a mathematical point of view, the gap equation has been
studied for interaction kernels suitable to describe the physics of conduction electrons in
solids in [42, 3, 48, 50, 40, 51]. We refer to [28, 16, 31, 32, 22, 4, 19, 13] for works that
investigate the translation-invariant BCS functional with a local pair interaction. BCS
theory in the presence of external fields has been studied in [33, 5, 20, 12, 6].
A relation between the macroscopic GL theory and the microscopic BCS theory was
established by Gor’kov in 1959 [26]. He showed that, close to the critical temperature,
where the order parameters of both models are expected to be small, GL theory arises
from BCS theory when the free energy is expanded in powers of the gap function. The
first mathematically rigorous proof of this relation was given by Frank, Hainzl, Seiringer
and Solovej in 2012 [17]. They showed that in the presence of weak and macroscopic
external fields, the macroscopic variations of the Cooper pair wave function of the system
are correctly described by GL theory if the temperature is close to the critical temperature
of the sample in an appropriate sense. The precise parameter regime is as follows: The
external electric field W and the vector potential A of the external magnetic field are
given by h2W (x) and hA(hx), respectively. Here 0 < h 1 denotes the ratio between the
microscopic and the macroscopic length scale of the system. Such external fields change the
energy by an amount of the order h2 and it is therefore natural to consider temperatures
T = Tc(1 − Dh2) with D > 0, where Tc denotes the critical temperature of the sample
in the absence of external fields. Within this setup it has been shown in [17] that the
correction to the BCS free energy on the order h4 is correctly described by GL theory.
Moreover, the Cooper pair wave function of the system is, to leading order in h, given by






Here, ψ denotes the order parameter of GL theory and α∗(x− y) is related to the Cooper
pair wave function in the absence of external fields.
External electric and magnetic fields may change the critical temperature of a supercon-
ductor and this shift is expected to be described by GL theory. A justification of this claim
has been provided in [18]. More precisely, it has been shown that, within the setup of [17]
described above, the critical temperature of the sample obeys the asymptotic expansion
Tc(h) = Tc(1−Dch2) + o(h2), (1.2)
where the constant Dc can be computed using linearized GL theory.
One crucial assumption in [17] and [18] is that the vector potential related to the
external magnetic field is periodic. In this case the magnetic flux through the unit cell
equals zero. An important step towards an extension of the results in [18] to the case of
a magnetic field with non-vanishing magnetic flux through the unit cell has been provided
by Frank, Hainzl and Langmann in [15]. In this article the authors consider the problem
of computing the BCS critical temperature shift in the presence of a weak homogeneous
magnetic field within linearized BCS theory. Heuristically, this approximation is justified
by the fact that linearized GL theory is sufficient to predict the critical temperature shift,
see the discussion in the previous paragraph. In the physics literature this approximation
appears in [34, 49, 36, 35], for instance.
The aim of the present article is to extend the results in [17] and [18] to a setting
with an external magnetic field having non-zero flux through the unit cell. More precisely,
we consider a large periodic sample of fermionic particles subject to a weak homogeneous
magnetic field B ∈ R3. The temperatures T is chosen such that (Tc − T )/Tc = D|B|
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with D ∈ R. We show that the correction of the BCS free energy of the sample at the
order |B|2 is given by GL theory. Moreover, to leading order in |B| the Cooper pair wave
function of the system is given by (1.1) with h replaced by |B|1/2. We also show that the
BCS critical temperature shift caused by the external magnetic field is given by (1.2) with
Dc determined by linearized GL theory. Our analysis yields the same formula that was
computed within the framework of linearized BCS theory in [15]. This can be interpreted
as a justification of the approximation to use linearized BCS theory to compute the BCS
critical temperature shift. The main new ingredient of our proof are a priori bounds for
certain low-energy states of the BCS functional that include the magnetic field.
1.2 Gauge-periodic samples
We consider a 3-dimensional sample of fermionic particles described by BCS theory that
is subject to an external magnetic field B := Be3 with strength B > 0, pointing in the
e3-direction. We choose the magnetic vector potential A(x) := 12B∧x so that curlA = B,
where B ∧ x ∈ R3 denotes the cross product of two vectors. The corresponding magnetic
momentum operator π := −i∇+A commutes with the magnetic translations T (v), defined
by
T (v)f(x) := ei
B
2
·(v∧x)f(x+ v), v ∈ R3. (1.3)
The family {T (v)}v∈R3 obeys the relation T (v + w) = ei
B
2
·(v∧w) T (v)T (w), that is, it is a
unitary representation of the Heisenberg group. We assume that our system is periodic
with respect to the Bravais lattice ΛB =
√








The magnetic flux through the unit cell QB equals B ·(b1∧b2) = 2π, where bi =
√
2πB−1 ei
are the basis vectors spanning ΛB. This assures that the abelian subgroup {T (λ)}λ∈ΛB is
a unitary representation of the lattice group.
1.3 The BCS functional
In BCS theory a state is described by a generalized fermionic one-particle density matrix,








Here, α = JαJ with the Riesz identification operator J : L2(R3)→ L2(R3), f 7→ f , realized
by complex conjugation. The condition Γ = Γ∗ implies that the one-particle density matrix
γ is a self-adjoint operator. It also implies that the Cooper pair wave function α(x, y), the
kernel of α, is symmetric under the exchange of its coordinates. The symmetry of α is due
to the fact that we exclude spin variables from our description and assume that Cooper
pairs are in a spin singlet state. The condition 0 6 Γ 6 1 implies 0 6 γ 6 1 as well as that
γ and α are related through the operator inequality
αα∗ 6 γ(1− γ). (1.6)
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A BCS state Γ is called gauge-periodic if T(λ) ΓT(λ)∗ = Γ holds for every λ ∈ ΛB,






, v ∈ R3.
For γ and α, this implies T (λ)γT (λ)∗ = γ and T (λ)αT (λ)
∗
= α or, in terms of their
kernels,
γ(x, y) = ei
B
2
·(λ∧(x−y)) γ(x+ λ, y + λ),
α(x, y) = ei
B
2
·(λ∧(x+y)) α(x+ λ, y + λ), λ ∈ ΛB. (1.7)
Remark 1.1. Since we are interested in the situation of a constant magnetic field it seems
natural to consider magnetically translation-invariant BCS states, that is, states obeying
T(v) ΓT(v)∗ = Γ for every v ∈ R3. However, in this case one obtains a trivial model
because the Cooper pair wave function α of a magnetically translation-invariant state
necessarily vanishes. To see this, we note that α satisfies T (v)αT (v)
∗
= α for all v ∈ R3.
Using this and the relation T (v + w)αT (v + w)
∗





conclude that α = 0.
A gauge-periodic BCS state Γ is said to be admissible if
Tr
[
γ + (−i∇+ A)2γ
]
<∞ (1.8)





with the characteristic function χ of the cube QB in (1.4). By TrL2(QB)[A] we denote the
usual trace of an operator A on L2(QB). The condition in (1.8) is meant to say that γ and
(−i∇+ A)2γ are locally trace class, that is, they are trace class with respect to the trace
in (1.9). Eq. (1.8), the same inequality with γ replaced by γ, and the inequality in (1.6)
imply that α, (−i∇ + A)α, and (−i∇ + A)α are locally Hilbert–Schmidt. In Section 2
below we will express this property in terms of H1-regularity of the kernel of α.
For any admissible BCS state Γ, we define the Bardeen–Cooper–Schrieffer free energy
functional (in the following: BCS functional) at temperature T > 0 by
FBCSB,T (Γ) := Tr
[(










dr V (r) |α(X, r)|2,
(1.10)
with the von Neumann entropy per unit volume S(Γ) = −Tr[Γ ln(Γ)] and the chemical
potential µ ∈ R. The particles interact via a two-body potential V ∈ L3/2(R3) + L∞ε (R3).
Furthermore, we introduced center-of-mass and relative coordinatesX = x+y2 and r = x−y.
Here and in the following, we abuse notation slightly by writing α(X, r) ≡ α(x, y).
Remark 1.2. We opt for the above set-up because the solution of the problem for the
constant magnetic field already contains the main difficulties of the case of a general mag-
netic field. This is related to the fact that the vector potential of any magnetic field with
non-zero flux through the unit cell can be written as a sum of a vector potential of a
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homogeneous magnetic field and a periodic vector potential, see e.g. [47, Proposition 4.1].
The latter can be treated in some sense as a perturbation, see [17, 18]. However, this is
not true for the constant magnetic field, see Remark 1.6 (a) below. To solve the general
case it is therefore crucial to understand the case of a homogeneous magnetic field. To
keep the presentation to a reasonable length and to be able to convey the main ideas more
clearly, we therefore decided to present this case first. We plan to extend our treatment
to the case of a general magnetic field in a second paper. One motivation to treat general
periodic magnetic fields with non-zero flux through the unit cell stems from the fact that
it is an interesting and highly relevant problem to consider magnetic fields that are chosen
self-consistently.
The BCS functional is bounded from below and coercive on the set of admissible states.
More precisely, it can be shown that the kinetic energy dominates the entropy and the






γ + (−i∇+ A)2γ
]
− C. (1.11)











Since Γ0 is also the unique minimizer of the BCS functional for sufficiently large tempera-
tures T , it is called the normal state. We define the BCS free energy by
FBCS(B, T ) := inf
{
FBCSB,T (Γ)−FBCSB,T (Γ0) : Γ admissible
}
(1.13)
and say that our system is superconducting if FBCS(B, T ) < 0, that is, if the minimal
energy is strictly smaller than that of the normal state. In this work we are interested
in the regime of weak magnetic fields 0 < B  1. Our goal is to obtain an asymptotic
expansion of FBCS(B, T ) in powers of B that allows us to derive Ginzburg–Landau theory,
and to show how the BCS critical temperature depends on the magnetic field B. For our
main results to hold, we need the following assumptions concerning the regularity of the
interaction potential V .
Assumption 1.3. We assume that the interaction potential V is a nonnegative, radial
function such that (1 + | · |2)V ∈ L∞(R3).
Remark 1.4. Our main results Theorem 1 and Theorem 2 still hold if the assumption
V > 0 is dropped. We only use it in Appendix A when we investigate the spectral properties
of a certain linear operator involving V . These statements still hold in the case of potentials
without a definite sign but their proof is longer. A proof of these statements in the general
setting can be found in the PhD thesis of M. Schaub. We expect our results to be true also
if V has moderate local singularities. Furthermore, it may be possible to slightly weaken
the decay assumptions of V . We choose to work with the assumptions above to keep the
presentation at a reasonable length.
1.4 The translation-invariant BCS functional
If no external fields are present, i.e. if B = 0, we describe the system by translation-
invariant states, that is, we assume that the kernels of γ and α are of the form γ(x − y)
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and α(x − y). To define the trace per unit volume we choose a cube of side length 1.
The resulting translation-invariant BCS functional and its infimum minus the free energy
of the normal state are denoted by FBCSti,T and FBCSti (T ), respectively. This functional has
been studied in detail in [28], see also [27] and the references therein, where it has been
shown that there is a unique critical temperature Tc > 0 such that FBCSti,T has a minimizer
with α 6= 0 if T < Tc. For T > Tc the normal state in (1.12) with B = 0 is the unique
minimizer. In terms of the energy, we have FBCSti (T ) < 0 for T < Tc, while F
BCS
ti (T ) = 0
if T > Tc.
It has also been shown in [28] that the critical temperature Tc can be characterized
via a linear criterion. More precisely, the critical temperature is determined by the unique
value of T such that the operator
KT − V
acting on L2sym(R3), the space of reflection-symmetric square-integrable functions, has zero







It should be noted that the function T 7→ KT (p) is strictly monotone increasing for fixed
p ∈ R3, and that KT (p) > 2T if µ > 0 and KT (p) > |µ|/ tanh(|µ|/(2T )) if µ < 0. Our
assumptions on V guarantee that the essential spectrum of the operator KT − V equals
[2T,∞) if µ > 0 and [|µ|/ tanh(|µ|/(2T )),∞) if µ < 0. Accordingly, an eigenvalue at zero
is necessarily isolated and of finite multiplicity.
The results in [28] have been obtained in the case where the Cooper pair wave function
α(x) is not necessarily an even function (as opposed to our setup), which means that
KTc(−i∇) − V has to be understood to act on L2(R3). The results in [28], however,
equally hold if the symmetry of α is enforced.
We are interested in the situation where (a) Tc > 0 and (b) the translation-invariant
BCS functional has a unique minimizer with a radial Cooper pair wave function (s-wave
Cooper pairs) for T close to Tc. This is implied by the following assumption. Part (b)
should be compared to [13, Theorem 2.8].
Assumption 1.5. (a) We assume that Tc > 0. If V > 0 and it does not vanish identi-
cally this is automatically implied, see [28, Theorem 3]. In the case of an interaction
potential without a definite sign it is a separate assumption.
(b) We assume that the lowest eigenvalue of KTc − V is simple.
In the following we denote by α∗ the unique ground state of the operator KTc −V , i.e.,
KTcα∗ = V α∗. (1.15)
We choose the normalization of α∗ such that it is real-valued and ‖α∗‖L2(R3) = 1. Since V
is a radial function and α∗ is the unique solution of (1.15) it follows that α∗ is radial, too.
1.5 The Ginzburg–Landau functional
We call a function Ψ on QB gauge-periodic if it is left invariant by the magnetic translations
of the form
TB(λ)Ψ(X) := e
iB·(λ∧X) Ψ(X + λ), λ ∈ ΛB. (1.16)
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The operator T (λ) in (1.3) coincides with TB(λ) when B is replaced by 2B.
Let Λ0,Λ2,Λ3 > 0 and D ∈ R be given. For B > 0 and a gauge periodic function Ψ,














We highlight the factor of 2 in front of the magnetic potential in (1.17) and that the
definition of the magnetic translation in (1.16) differs from that in (1.3) by a factor 2.
These two factors reflect the fact that Ψ describes Cooper pairs, which carry twice the
charge of a single particle. The Ginzburg–Landau energy
EGL(D) := inf
{
EGLD,B(Ψ) : Ψ ∈ H1mag(QB)
}







, X ∈ R3, (1.18)
satisfies
EGLD,B(Ψ) = EGLD,1(ψ). (1.19)









where the infimum is taken over gauge-periodic square-integrable functions. Its definition
is motivated by the fact that EGL(D) < 0 if D > Dc and EGL(D) = 0 if D 6 Dc. This
should be compared to [18, Lemma 2.5]. In our situation with a constant magnetic field
the lowest eigenvalue of the Hamiltonian in (1.20) equals 2, see [47, Eq. (6.2)], and Dc
is explicit. In the situation of [18], where general external fields excluding the constant
magnetic field are present, the parameter Dc is not explicit.
1.6 Main results
Our first main result concerns the asymptotics of the BCS free energy in (1.13) in the
regime B  1. It also contains a statement about the asymptotics of the Cooper pair
wave function of states Γ, whose energy FBCSB,T (Γ) has the same asymptotic behavior as
the BCS free energy (approximate minimizers). The precise statement is captured in the
following theorem.
Theorem 1. Let Assumptions 1.3 and 1.5 hold, let D ∈ R, and let the coefficients
Λ0,Λ2,Λ3 > 0 be given by (3.22)-(3.24) below. Then there are constants C > 0 and
B0 > 0 such that for all 0 < B 6 B0, we have





with R satisfying the estimate
CB > R > −R := −CB1/12. (1.22)
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Moreover, for any approximate minimizer Γ of FBCSB,T at T = Tc(1−DB) in the sense that





holds for some ρ > 0, we have the decomposition
α(X, r) = Ψ(X)α∗(r) + σ(X, r) (1.24)








dr |σ(X, r)|2 6 CB11/6, (1.25)
α∗ is the normalized zero energy eigenstate of KTc − V , and the function Ψ obeys
EGLD,B(Ψ) 6 EGL(D) + ρ+R. (1.26)
Our second main result concerns the shift of the BCS critical temperature that is caused
by the external magnetic field.
Theorem 2. Let Assumptions 1.3 and 1.5 hold. Then there are constants C > 0 and
B0 > 0 such that for all 0 < B 6 B0 the following holds:
(a) Let 0 < T0 < Tc. If the temperature T satisfies
T0 6 T 6 Tc (1−B (Dc + C B1/2)) (1.27)
with Dc in (1.20), then we have
FBCS(B, T ) < 0.
(b) If the temperature T satisfies
T > Tc (1−B (Dc −R)) (1.28)
with Dc in (1.20) and R in (1.22), then we have
FBCSB,T (Γ)−FBCSB,T (Γ0) > 0
unless Γ = Γ0.
Remarks 1.6. (a) Theorem 1 and Theorem 2 extend similar results in [17, Theorem 1]
and [18, Theorem 2.4] to the case of a homogeneous magnetic field. Such a magnetic
field has a non-periodic vector potential and a non-zero magnetic flux through the
unit cell QB. The main reason why the problem with a homogeneous magnetic field is
more complicated is that it cannot be treated as a perturbation of the Laplacian. More
precisely, it was possible in [17, 18] to work with a priori bounds for low-energy states
that only involve the Laplacian and not the external fields. As noticed in [15], see the
discussion below Remark 6, this is not possible in the case of a homogeneous magnetic
field. In the proof of comparable a priori estimates involving the homogeneous magnetic
field, see Theorem 5.1 below, we have to deal with the fact that the components of the
magnetic momentum operator do not commute, which leads to significant technical
difficulties.
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(b) If we compare Theorem 1 to [17, Theorem 1] or Theorem 2 to [18, Theorem 2.4] we
note the following technical differences: (1) The parameter h in [17, 18] equals B1/2 in
our work. (2) We use microscopic coordinates while macroscopic coordinates are used
in [17, 18]. (3) Our free energy is normalized by a volume factor, see (1.9) and (1.10).
This is not the case in [17, 18]. (4) The leading order of the Cooper pair wave function
in [17, Theorem 1] is of the form
1
2
α∗(x− y)(Ψ(x) + Ψ(y)). (1.29)
This should be compared to (1.24), where relative and center-of-mass coordinates are
used. Using the a priori bound for the L2-norm of ∇Ψ below (5.61) in [17], one can
see that (1.29) equals the first term in (1.24) to leading order in h. The analogue in
our setup does not seem to be correct.
(c) The Ginzburg–Landau energy appears at the order B2. This should be compared to
the free energy of the normal state, which is of order 1.
(d) To appreciate the bound in (1.25), we note that the first term in the decomposition of








dr |Ψ(X)α∗(r)|2 = O(B).
(e) We stated Theorem 1 with fixed D ∈ R. Our explicit error bounds show that D is
allowed to vary with B as long as there is a B-independent constant D0 > 0 such that
|D| 6 D0 holds.
(f) Theorem 2 gives bounds on the range of temperatures where superconductivity is
present, see (1.27), or absent, see (1.28). The interpretation of this theorem is that for
small magnetic fields B the critical temperature obeys the asymptotic expansion
Tc(B) = Tc(1−DcB) + o(B). (1.30)
We highlight that Tc is determined by the translation-invariant problem, and that Dc
is given by the macroscopic (linearized) GL theory. The same result has been obtained
in [15, Theorem 4] in the case of linearized BCS theory. Theorem 2 can therefore be
interpreted as a justification of this approximation. Eq. (1.30) allows us to compute
the upper critical field Bc2. That is, the magnetic field, above which, for a given
temperature T , superconductivity is absent. In particular, it allows us to compute the
derivative of Bc2 with respect to T at the critical temperature from the BCS functional.
For more details we refer to [15, Appendix A].
(g) We expect that the assumption 0 < T0 6 T for some arbitrary but B-independent
constant T0 in Theorem 2 (a) is of technical nature. We need this assumption, which
similarly appears in [15, Theorem 4], because our trial state analysis in Section 3 breaks
down when the temperature T approaches zero. This is related to the fact that the
Fermi distribution function fT (x) = (ex/T + 1)−1 cannot be represented by a Cauchy-
integral uniformly in the temperature. We note that there is no such restriction in
Theorem 2 (b). It is also not needed in [18, Theorem 2.4].
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1.7 Organization of the paper and strategy of proof
In Section 2 we complete the introduction of our mathematical setup. We recall several
properties of the trace per unit volume and introduce the relevant spaces of gauge-periodic
functions.
Section 3 is dedicated to a trial state analysis. We start by introducing a class of Gibbs
states, whose Cooper pair wave function is given by a product of the form α∗(r)Ψ(X) to
leading order in B with α∗ in (1.15) and with a gauge-periodic function Ψ on QB. We
state and motivate several results concerning these Gibbs states and their BCS free energy,
whose proofs are deferred to Section 4. Afterwards, these statements are used to prove the
upper bound on (1.21) as well as Theorem 2 (a). As will be explained below, they are also
relevant for the proofs of the lower bound in (1.21) and of Theorem 2 (b) in Section 6.
Section 4 contains the proof of the results concerning the Gibbs states and their BCS
free energy that have been stated without proof in Section 3. Our analysis is based on an
extension of the phase approximation method, which has been pioneered in the framework
of linearized BCS theory in [15], to our nonlinear setting. The phase approximation is
a well-known tool in the physics literature, see, e.g., [34], and has also been used in the
mathematical literature to study spectral properties of Schrödinger operators involving a
magnetic field, for instance in [9, 41]. Our approach should be compared to the trial state
analysis in [17, 18], where a semi-classical expansion is used. The main novelty of our trial
state analysis is Lemma 4.2, where we provide an alternative way to compute a certain
trace function involving the trial state. It should be compared to the related part in the
proof of [17, Theorem 2]. While the analysis in [17] uses a Cauchy integral representation
of the function z 7→ ln(1 + e−z), our approach is based on a product expansion of the
hyperbolic cosine in terms of Matsubara frequencies. In this way we obtain better decay
properties in the subsequent resolvent expansion, which, in our opinion, simplifies the
analysis considerably.
Section 5 contains the proof of a priori estimates for BCS states, whose BCS free energy
is smaller than or equal to that of the normal state Γ0 in (1.12) plus a correction of the order
B2 (low-energy states). The result is captured in Theorem 5.1, which is the main novelty of
the present article. It states that the Cooper pair wave function of any low-energy state in
the above sense has a Cooper pair wave function, which is, to leading order in B, given by
a product of the form α∗(r)Ψ(X) with α∗(r) in (1.15) and with a gauge-periodic function
Ψ(X) on QB. Furthermore, the function Ψ(X) obeys certain bounds, which show that
it is slowly varying and small in an appropriate sense. As explained in Remark 1.6 (a),
the main difficulty to overcome is that our a priori bounds involve the magnetic field.
Therefore, we have to deal with the non-commutativity of the components of the magnetic
momentum operator. The step where this problem appears most prominently is in the
proof of Proposition 5.7.
The proof of the lower bound on (1.21) and of Theorem 2 (b) is provided in Section 6,
which mostly follows the strategy in [17, Section 6] and [18, Section 4.2]. Two main
ingredients for the analysis in this section are the trial state analysis in Section 3 and
Section 4, and the a priori bounds for low-energy states in Section 5. From Theorem 5.1
we know that the Cooper pair wave function of any low-energy state has a product structure
to leading order in B. The main idea of the proof of the lower bound in (1.21) is to construct
a Gibbs state, whose Cooper pair wave function has the same asymptotics to leading order
in B. The precise characterization of the Cooper pair wave function of the Gibbs state in
Section 3 and the a priori bounds in Theorem 5.1 then allow us to bound the BCS free
energy of the original state from below in terms of that of the Gibbs state. The latter has
been computed with sufficient precision in Section 3 and Section 4.
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Throughout the paper, c and C denote generic positive constants that change from line
to line. We allow them to depend on the various fixed quantities like B0, µ, Tc, V , α∗, etc.
Further dependencies are indexed.
2 Preliminaries
2.1 Schatten classes
In our proofs we frequently use Schatten norms of periodic operators, which are defined
with respect to the trace per unit volume in (1.9). In this section we recall some basic
facts about these norms.
A gauge-periodic operator A belongs to the pth local von-Neumann–Schatten class Sp
with 1 6 p <∞ if it has finite p-norm, that is, if ‖A‖pp := Tr(|A|p) <∞. By S∞ we denote
the set of bounded gauge-periodic operators and ‖ · ‖∞ is the usual operator norm. For
the above norms the triangle inequality
‖A+B‖p 6 ‖A‖p + ‖B‖p
holds for 1 6 p 6 ∞. Moreover, for 1 6 p, q, r 6 ∞ with 1r = 1p + 1q we have the general
Hölder inequality
‖AB‖r 6 ‖A‖p‖B‖q. (2.1)
It is important to note that the above norms are not monotone decreasing in the index p.
This should be compared to the usual Schatten norms, where such a property holds. The
familiar inequality
|TrA| 6 ‖A‖1
is true also in the case of local Schatten norms.
The above inequalities can be reduced to the case of the usual Schatten norms, see, e.g.,
[46], using the magnetic Bloch–Floquet decomposition. We refer to [43, Section XIII.16] for
an introduction to the Bloch–Floquet transformation and to [23] for a particular treatment















where TrL2(QB) denotes the usual trace over L
2(QB). The inequalities for the trace per
unit volume from above follow from the usual ones when we use that (AB)k = AkBk holds
for two gauge-periodic operators A and B.
2.2 Gauge-periodic Sobolev spaces
In this section we introduce several spaces of gauge-periodic functions, which will be used
to describe the center-of-mass part of Cooper pair wave functions.
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2.2 Gauge-periodic Sobolev spaces
For 1 6 p <∞, the space Lpmag(QB) consists of all Lploc(R3)-functions Ψ, which satisfy
TB(λ)Ψ = Ψ for all λ ∈ ΛB with TB(λ) in (1.16). The space is equipped with the usual










and we use the conventional abbreviation ‖Ψ‖p when this does not lead to confusion.
For m ∈ N0, the corresponding gauge-periodic Sobolev space is defined by
Hmmag(QB) :=
{









B−1−|ν|1 〈(−i∇+ 2A)νΦ, (−i∇+ 2A)νΨ〉L2mag(QB), (2.5)
it is a Hilbert space. We note that (−i∇ + A)νΨ is a gauge-periodic function if Ψ is
gauge-periodic because the magnetic momentum operator
Π := −i∇+ 2A
commutes with the magnetic translations TB(λ) in (1.16). We also note that Π is a self-
adjoint operator on H1mag(QB).
At this point, we shall briefly explain the scaling behavior in B of the norms introduced
in (2.3) and (2.5) in terms of the Ginzburg–Landau scaling in (1.18). First, we note that
if ψ ∈ Lpmag(Q1) and Ψ is as in (1.18), then
‖Ψ‖Lpmag(QB) = B
1/2 ‖ψ‖Lpmag(Q1) (2.6)
for every 1 6 p 6∞. In contrast, the scaling of the norm in (2.5) is chosen such that
‖Ψ‖Hmmag(QB) = ‖ψ‖Hmmag(Q1).
This follows from (2.6) and the fact that ‖(−i∇+ A)νΨ‖22 scales as B1+|ν|1 for ν ∈ N30.
We also mention the following magnetic Sobolev inequality because it will be used
frequently in the course of the paper. For any B > 0 and any Ψ ∈ H1mag(QB), we have
‖Ψ‖2L6mag(QB) 6 C B
−1 ‖(−i∇+ 2A)Ψ‖2L2mag(QB). (2.7)
Proof of (2.7). Since Q1 satisfies the cone property, [38, Theorem 8.8] implies
‖ψ‖2L6mag(Q1) 6 C
(





From [47, Eq. (6.2)] we know that the bottom of the spectrum of (−i∇+e3∧X)2 equals 2.
For the first term on the right side, this implies 2‖ψ‖22 6 ‖(−i∇+ e3 ∧X)ψ‖22. To bound
the second term, we apply the diamagnetic inequality |∇|ψ(X)|| 6 |(−i∇+ e3 ∧X)ψ(X)|,
see [38, Theorem 7.21]. This proves (2.7) for B = 1 and the scaling in (1.18) yields (2.7)
for B > 0.
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As indicated below (1.9), the Cooper pair wave function α related to an admissible
state Γ belongs to S2, the Hilbert–Schmidt class introduced in Section 2.1. In terms of
the center-of-mass and relative coordinates, the gauge-periodicity and the symmetry of the
kernel of α in (1.7) read
α(X, r) = eiB·(λ∧X) α(X + λ, r), λ ∈ ΛB; α(X, r) = α(X,−r). (2.8)
That is, α(X, r) is a gauge-periodic function of the center-of-mass coordinate X and a
reflection-symmetric function of the relative coordinate r ∈ R3. We make use of the
isometric identification of S2 with the space
L2(QB × R3s ) := L2mag(QB)⊗ L2sym(R3),














is finite. By (2.8), the identity ‖α‖2 = ‖α‖L2(QB×R3s ) holds. Therefore, we do not distin-
guish between the scalar products 〈·, ·〉 on L2(QB × R3s ) and S2 and identify operators in
S2 with their kernels whenever this appears convenient.
Finally, the Sobolev space H1(QB×R3s ) consists of all functions α ∈ L2(QB×R3s ) with
finite H1-norm given by
‖α‖2H1(QB×R3s ) := ‖α‖
2
2 + ‖ΠXα‖22 + ‖π̃rα‖22. (2.9)
Here, we used the magnetic momentum operators




where A(x) = 12B ∧ x. We note that the norm in (2.9) is equivalent to the norm given by
Tr[αα∗] + Tr[(−i∇+A)αα∗(−i∇+A)] + Tr[(−i∇+A)α∗α(−i∇+A)], which, in turn, is
given by ‖α‖22 + ‖(−i∇+ A)α‖22 + ‖α(−i∇+ A)‖22. See also the discussion below (1.9).
3 Trial States and their BCS Energy
The goal of this section is to provide the upper bound on (1.21) and the proof of The-
orem 2 (a). Both bounds are proved with a trial state argument using Gibbs states Γ∆
that are defined via a gap function ∆ in the effective Hamiltonian. In Proposition 3.2 we
show that the Cooper pair wave function α∆ of Γ∆ is a product function with respect to
relative and center-of-mass coordinates to leading order provided ∆ is a product function
that is small in a suitable sense. A representation formula for the BCS energy in terms
of the energy of these states is provided in Proposition 3.4. Finally, in Theorem 3.5, we
show that certain parts of the BCS energy of the trial states Γ∆ equal the terms in the
Ginzburg–Landau functional in (1.5) with sufficient precision provided T = Tc(1−DB) for
some fixed D ∈ R. These results, whose proofs are deferred to Section 4, are combined in
Section 3.3 to give the proof of the results mentioned in the beginning of this paragraph.
June 29, 2021 14 A. Deuchert, C. Hainzl, M. Schaub
3.1 The Gibbs states Γ∆
3.1 The Gibbs states Γ∆
For any Ψ ∈ L2mag(QB), let us introduce the gap function ∆ ∈ L2(QB × R3s ), given by
∆(X, r) := ∆Ψ(X, r) := −2 V α∗(r) Ψ(X). (3.1)
In our trial state analysis, Ψ is going to be a minimizer of the Ginzburg–Landau functional
in (1.17). It therefore obeys the scaling in (1.18), which implies that the local Hilbert-
Schmidt norm ‖∆‖22 is of the order B. We highlight that the L2(R3)-norm of V α∗ is of
the order 1, that is, the size of ‖∆‖22 is determined by Ψ. In the proof of the lower bound
we have less information on Ψ. The related difficulties are discussed in Remark 3.3 below.
With
hB := (−i∇+ A)2 − µ, (3.2)
we define the Hamiltonian
























We note that the normal state Γ0 in (1.12) corresponds to setting ∆ = 0 in (3.4).
Lemma 3.1 (Admissibility of Γ∆). Let Assumptions 1.3 and 1.5 hold. Then, for any
B > 0, any T > 0, and any Ψ ∈ H1mag(QB), the state Γ∆ in (3.4) is admissible, where
∆ ≡ ∆Ψ as in (3.1).
The states Γ∆ are inspired by the following observation. Via variational arguments




1 + eβHV α






Here, V α is the operator given by the kernel V (r)α(X, r). As we look for approximate
minimizers of FBCSB,T , we choose Γ∆ in order to approximately solve (3.5). As far as the
leading term of α∆ is concerned this is indeed the case, as the following result shows. It
should be compared to (1.24).
Proposition 3.2 (Structure of α∆). Let Assumption 1.3 and 1.5 (a) be satisfied and let
T0 > 0 be given. Then, there is a constant B0 > 0 such that for any 0 < B 6 B0, any
T > T0, and any Ψ ∈ H2mag(QB) the function α∆ in (3.4) with ∆ ≡ ∆Ψ as in (3.1) has
the decomposition
α∆(X, r) = Ψ(X)α∗(r)− η0(∆)(X, r)− η⊥(∆)(X, r). (3.6)
The remainder functions η0(∆) and η⊥(∆) have the following properties:
(a) The function η0 satisfies the bound
‖η0‖2H1(QB×R3s ) 6 C
(
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3.2 The BCS energy of the states Γ∆
(b) The function η⊥ satisfies the bound
‖η⊥‖2H1(QB×R3s ) + ‖|r|η⊥‖
2
L2(QB×R3s ) 6 C B
3 ‖Ψ‖2H2mag(QB). (3.8)




















commutes with Π2, and, in particular, if P and Q are two spectral projections of Π2




Remark 3.3. The statement of Proposition 3.2 should be read in two different ways,
depending on whether we are interested in proving the upper or the lower bound for the
BCS free energy. When we prove the upper bound using trial states Γ∆, part (c) is
irrelevant. In this case the gap function ∆ ≡ ∆Ψ is defined with a minimizer Ψ of the GL
functional, whose H2mag(QB)-norm is uniformly bounded, and all remainder terms can be
estimated using (3.7) and (3.8).
In the proof of the lower bound for the BCS free energy in Section 6 we are forced to
work with a trial state Γ∆, whose gap function is defined via a function Ψ that is related
to a low-energy state of the BCS functional, see Theorem 5.1 below. For such functions
we only have a bound on the H1mag(QB)-norm at our disposal. To obtain a function in
H2mag(QB), we introduce a regularized version of Ψ as in [17, Section 6], [18, Section 6],
and [15, Section 7] by Ψ6 := 1[0,ε](Π2)Ψ for some B  ε  1, see Corollary 5.2. The
H2mag(QB)-norm of Ψ6 is not uniformly bounded in B, see (5.5) below. This causes a
certain error term, namely the left side of (6.12) below, to be large, a priori.
To overcome this problem we use part (c) of Proposition 5.1. It exploits the fact that
the first term on the right side of (6.12) has an explicit form that satisfies the orthogonality
property in (3.9), which implies that the left side of (6.12) is indeed small. This is the
reason why we need to distinguish between η0 and η⊥.
3.2 The BCS energy of the states Γ∆
This section pertains to the BCS energy of the states Γ∆, which is given by the Ginzburg–
Landau functional to leading order. We will see in Section 4.2 that the BCS energy of Γ∆


















Here, Tr0 is a weaker form of trace which will be introduced later in (4.5). The operator
inside the trace is closely related to the relative entropy of H∆ and H0 but also incorporates
the interaction energy of α∆. We refer to (4.6) for more details. In the following, we explain
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3.2 The BCS energy of the states Γ∆
how the terms of the Ginzburg–Landau functional, which appear in the energy expansion
in (1.21), are obtained from the operator in (3.10).
As pointed out in Remark 1.6, we should think of ∆ as being small. In order to expand















This identity is not rigorous because it ignores the subtlety that Ht∆, t ∈ [0, 1], are
unbounded operators which do not commute for distinct values of t. We present a rigorous
version of (3.11) in Lemma 4.2 below. For the sake of the following discussion it is legitimate
to assume that equality between (3.10) and (3.11) holds.
We use the Mittag-Leffler series expansion, see e.g. [15, Eq. (7)], to write the hyperbolic













with the Matsubara frequencies
ωn := π(2n+ 1)T, n ∈ Z. (3.13)













We use this representation to expand the operator in (3.11) in powers of ∆ using the
resolvent equation. The first term obtained in this way is 〈∆, LT,B∆〉 with the linear






(iωn − hB)−1 ∆ (iωn + hB)−1. (3.15)
In the temperature regime we are interested in, we will obtain the quadratic terms in the
Ginzburg–Landau functional from 〈∆, LT,B∆〉.
The next term in the expansion of (3.14) is the quartic term 〈∆, NT,B(∆)〉 with the






(iωn − hB)−1 ∆ (iωn + hB)−1 ∆ (iωn − hB)−1 ∆ (iωn + hB)−1. (3.16)
The expression 〈∆, NT,B(∆)〉 will determine the quartic term in the Ginzburg–Landau
functional. All higher order terms in the expansion of (3.11) in ∆ will be summarized in
a trace-class operator called RT,B(∆), whose local trace norm is small.
With the operators LT,B and NT,B at hand, we are in position to state a representation
formula for the BCS functional. It serves as the fundamental equation, on which the proofs
of Theorems 1 and 2 are based. In particular, it will be applied in the proofs of upper and
lower bounds, and we therefore formulate the statement for a general state Γ and not only
for Gibbs states.
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3.2 The BCS energy of the states Γ∆
Proposition 3.4 (Representation formula for the BCS functional). Let Γ be an admissible
state. For any B > 0, let Ψ ∈ H1mag(QB) and let ∆ ≡ ∆Ψ be as in (3.1). For T > 0 and


























Γ(ln Γ− ln Γ∆) + (1− Γ)(ln(1− Γ)− ln(1− Γ∆))
]
(3.18)
denotes the relative entropy of Γ with respect to Γ∆. Moreover, RT,B(∆) obeys the estimate
‖RT,B(∆)‖1 6 C T−5 B3 ‖Ψ‖6H1mag(QB).
The relative entropy defined in (3.18) is based on the weaker form of trace Tr0, whose
introduction we postpone until (4.5).
The right side of (3.17) should be read as follows. The first line yields the Ginzburg–
Landau functional, see Theorem 3.5 below. The second and third line consist of remainder
terms. The second line is small in absolute value whereas the techniques used to bound the
third line differ for upper and lower bounds. This is responsible for the different qualities
of the upper and lower bounds in Theorems 1 and 2, see (1.22). For an upper bound, when
choosing Γ := Γ∆ as a trial state, the relative entropy term H0(Γ∆,Γ∆) = 0 drops out and
the last term in (3.17) can be estimated with the help of Proposition 3.2. The last term in
(3.17) is actually nonpositive by our assumptions on V but we do not use this. For a lower
bound, the third line needs to be bounded from below using a relative entropy estimate
that we provide in Section 6.
It remains to show that the first line of the right side of (3.17) is indeed given by the




dx e−ip·x V (x)α∗(x), (3.19)
which fixes our convention on the Fourier transform in this paper.
Theorem 3.5 (Calculation of the GL energy). Let Assumptions 1.3 and 1.5 (a) hold and
let D ∈ R be given. Then, there is a constant B0 > 0 such that for any 0 < B 6 B0, any






〈∆, NT,B(∆)〉+ ‖Ψ‖2L2mag(QB) 〈α∗, V α∗〉L2(R3)
= B2 EGLD,B(Ψ) +R(B). (3.20)
Here,
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3.2 The BCS energy of the states Γ∆





















































p2 − µ . (3.24)
Let us comment on the positivity of the coefficients (3.22)-(3.24). First, Λ2 is trivially
positive. Since g1(x)/x > 0 for all x ∈ R, the coefficient Λ3 is positive as well. It cannot














2 Re〈α∗, xi(KTc − V )xiα∗〉 = (2π)−3〈V̂ α∗,KTc(p)−1[−i∂pi , [KTc(p),−i∂pi ]]KTc(p)−1V̂ α∗〉





|V̂ α∗(p)|2 p2i g3(βc(p2 − µ)). (3.25)
Since the left side is nonnegative, this proves that Λ0 > 0. The idea for this proof is
borrowed from [17, Eq. (1.22)].
Let us comment on the connection between (3.20) and [15]. The two-particle Birman–
Schwinger operator 1− V 1/2LT,BV 1/2 has been intensively studied in [15] to identify tem-
perature regimes, where the bottom of its spectrum is positive or negative. This operator
also appears in (3.20) because
−1
4











That is, the question whether the bottom of the spectrum of 1− V 1/2LT,BV 1/2 is positive
or negative is intimately related to the sign of (3.20), and thus of (3.17) and (1.13).
Accordingly, it is related to the question whether the systems displays superconductivity
or not. We highlight that the operator on the right side of (3.26) acts on functions in
L2(R6) in [15], while it acts on L2(QB × R3s ) in our case. Since the lowest eigenvalue of
the operator (−i∇+ 2A)2 equals 2B when understood to act on L2(R3) or on L2mag(QB),
we obtain the same asymptotic behavior of Tc(B) as in [15, Theorem 4].
Theorem 3.5 is valid for the precise temperature scaling T = Tc(1 − DB). In order
to prove Theorem 2 (a), we also need to show that the system is superconducting for
temperatures that are small compared to Tc(1−DB). This is guaranteed by the following
proposition.
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3.3 The upper bound on (1.21) and proof of Theorem 2 (a)
Proposition 3.6 (A priori bound on Theorem 2 (a)). Let Assumptions 1.3 and 1.5 (a)
hold. Then, for every T0 > 0 there are constants B0 > 0 and D0 > 0 such that for all
0 < B 6 B0 and all temperatures T obeying
T0 6 T < Tc(1−D0B),
there is an admissible BCS state Γ with
FBCSB,T (Γ)−FBCSB,T (Γ0) < 0. (3.27)
3.3 The upper bound on (1.21) and proof of Theorem 2 (a)
Using the results in the previous section, we provide the proofs of the upper bound on
(1.21) and of Theorem 2 (a). The statements in the previous section, that is, Propositions
3.2 and 3.4, as well as Theorem 3.5 are proven in Section 4.
Proof of the upper bound on (1.21). Let D ∈ R be given, let D0 := 1 + |D|, and let Ψ be a
minimizer of the Ginzburg–Landau functional, i.e., EGLD,B(Ψ) = EGL(D). We note that Ψ
belongs to H2mag(QB) and has uniformly bounded H2mag(QB)-norm. Let ∆ ≡ ∆Ψ be as in
(3.1) and let T = Tc(1−DB). We apply Proposition 3.4 with the choice Γ = Γ∆ and find














∣∣∣α∆(X, r)− α∗(r)Ψ(X)∣∣∣2 + CB3. (3.28)
The first term in the last line is bounded by ‖V ‖∞‖η‖22 and a bound for the L2-norm
of η := η0 + η⊥ is provided by (3.7) and (3.8). In fact, by Assumption 1.3, this term is
nonpositive but we do not need to use this here. By Theorem 3.5, this implies
FBCS(Tc(1−DB), B) 6 B2EGL(D) + CB3,
which concludes the proof of the upper bound on (1.21).
Proof of Theorem 2 (a). Let D0 > 0 be given and let us recall the definition of Dc in
(1.20). We show that there is a constant D1 > 0 and appropriate trial states such that
(3.27) holds for all temperatures T obeying
Tc(1−D0B) 6 T < Tc(1−DcB −D1B3/2), (3.29)
provided B > 0 is small enough. Since Proposition 3.6 covers the remaining range of T ,
this proves Theorem 2 (a).
We define D := Tc−TBTc and note that (3.29) yields D−Dc > D1B
1/2. Let ψ ∈ H2mag(Q1)
be a ground state of the linear operator in (1.20) and let Ψ be as in (1.18). Accordingly,







where the optimal θc satisfies Λ2(D−Dc)‖ψ‖22 = 2Λ3‖ψ‖44 θc2. We combine Proposition 3.4
and Theorem 3.5 applied to Γ = Γ∆ with ∆ = ∆θcΨ, to see that (3.28) holds in this case as
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well. Let us note that (3.29) implies |T − Tc| 6 CB. Proposition 3.2 and (3.28) therefore
allow us to conclude that
FBCSB,T (Γ∆)−FBCSB,T (Γ0) 6 −
Λ22‖ψ‖42
4Λ3‖ψ‖44
(D −Dc)2 B2 + CB3. (3.30)
The right side is negative provided D1 > 0 is chosen large enough since D−Dc > D1B1/2.
This shows (3.27) for temperatures T satisfying (3.29) and completes the proof of Theo-
rem 2 (a).
4 Proofs of the Results in Section 3
4.1 Schatten norm estimates for operators given by product kernels
In this subsection we provide estimates for several norms of gauge-periodic operators with
integral kernels given by product functions of the form τ(x − y)Ψ((x + y)/2), which will
be used frequently in our proofs.
Lemma 4.1. Let B > 0, let Ψ be a gauge-periodic function on QB and let τ be an even
and real-valued function on R3. Moreover, let the operator α be defined via its integral








f(y), f ∈ L2(R3).
(a) Let p ∈ {2, 4, 6}. If Ψ ∈ Lpmag(QB) and τ ∈ L
p
p−1 (R3), then α ∈ Sp and
‖α‖p 6 C ‖τ‖ p
p−1
‖Ψ‖p.
(b) For any ν > 3, there is a Cν > 0, independent of B, such that if (1 + | · |)ντ ∈ L6/5(R3)
and Ψ ∈ L6mag(QB), then α ∈ S∞ and
‖α‖∞ 6 Cν B−1/4 max{1, Bν/2} ‖(1 + | · |)ντ‖6/5 ‖Ψ‖6.
Proof. The case p = 2 of part (a) holds trivially with equality and C = 1. Since τ is even





























x− y + z
2
)∣∣∣∣2.







dz |τ(z)τ(y − z)|
∣∣∣∣2 6 C ‖τ‖44/3 ‖Ψ‖44
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4.1 Schatten norm estimates for operators given by product kernels
holds. This proves part (a) for p = 4. If p = 6 we use ‖α‖66 = ‖αα∗α‖22 and a similar






















x− z2 + y
2
)∣∣∣∣2.
We thus obtain ‖α‖66 6 ‖Ψ‖66 ‖τ ∗ τ ∗ τ‖22, which, in combination with Young’s inequality,
proves the claimed bound.
In case of part (b), we follow closely the strategy of the proof of [17, Eq. (5.51)]. Let
f, g ∈ L2(R3) and let χj denote the characteristic function of the cube with side length√












Let | · |∞ and | · | denote the maximum norm and the euclidean norm on R3, respectively.
We observe that the estimates |x − j|∞ 6 12
√





2 |∞ 6 12
√
2πB−1. Accordingly, if χj(x)χk(y) equals 1, so does χ j+k
2
(x+y2 ) and we
may replace Ψ on the right side of (4.1) by χ j+k
2
Ψ without changing the term. The above
bounds for |x− j|∞ and |y − k|∞ also imply |j − k| 6 |x− y|+
√










We choose ν > 3, insert the factor (
√
2πB−1 + |x− y|)ν and its inverse in (4.1), use (4.2)































An application of Hölder’s inequality in the y-coordinate shows that the second line is
bounded by∥∥∥∥∣∣∣(√2πB−1 + | · |)ντ ∣∣∣6/5 ∗ |χkg|6/5∥∥∥∥5/6
5/3
6
∥∥∥(√2πB−1 + | · |)ντ∥∥∥
6/5
‖χkg‖2
times |QB|1/6‖Ψ‖L6mag(QB). We highlight that the L6mag(QB)-norm is defined via a normal-
ized integral, whence we needed to insert the factor of |QB|−1/6. Hence,
|〈f, αg〉| 6 CB−1/4 ‖Ψ‖6
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4.2 Proof of Proposition 3.4
For λ > 0 we estimate ‖χjf‖2‖χkg‖2 6 λ2‖χjf‖22 + 12λ‖χkg‖22. In each term, we carry out
one of the sums and optimize the resulting expression over λ. We find λ = ‖g‖2 ‖f‖−12 as
well as
|〈f, αg〉| 6 CB−1/4‖f‖2 ‖g‖2 ‖Ψ‖6
‖(
√










The fraction involving τ is bounded by Cν max{1, Bν/2}‖(1 + | · |)ντ‖6/5. This proves the
claim.
4.2 Proof of Proposition 3.4
We recall the definitions of ∆(X, r) = −2V α∗(r) Ψ(X) in (3.1), the Hamiltonian H∆ in
(3.3) and Γ∆ = (1+eβH∆)−1 in (3.4). Throughout this section we assume that the function
Ψ in the definition of ∆ is in H1mag(QB). From Lemma 3.1, which is proved in Section 4.4







with J defined below (1.5). The operator H∆ obeys the relation JH∆J ∗ = −H∆, which






where ϕ(x) := −[x ln(x) + (1− x) ln(1− x)] for 0 6 x 6 1.
In order to rewrite the BCS functional, it is useful to introduce a weaker notion of
trace per unit volume. More precisely, we call a gauge-periodic operator A acting on














If an operator is locally trace class then it is also weakly locally trace class but the converse
need not be true. It is true, however, in case of nonnegative operators. If an operator is
locally trace class then its weak trace per unit volume and its usual trace per unit volume
coincide.
Before their appearance in the context of BCS theory in [17, 18], weak traces of the
above kind appeared in [30, 21]. In [30, Lemma 1] it has been shown that if two weak
traces TrP and TrP ′ are defined via projections P and P ′ then TrP (A) = TrP ′(A) holds
for appropriate A if P − P ′ is a Hilbert–Schmidt operator.
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4.2 Proof of Proposition 3.4
Let Γ be an admissible BCS state and recall the normal state Γ0 in (1.12). In terms of













































dr V (r) |α(X, r)|2. (4.8)
Note that we added and subtracted the first term in (4.6) and that we added and subtracted
the first term in (4.8) to replace the Hamiltonian H0 in (4.7) by H∆. The operators inside
the traces in (4.6) and (4.7) are not necessarily locally trace class, which is the reason we
introduce the weak local trace. We also note that (4.7) equals T2 times the relative entropy
H0(Γ,Γ∆) of Γ with respect to Γ∆, defined in (3.18).














dr (V α∗)(r)Ψ(X) α(X, r). (4.9)
The integrands in (4.8) and (4.9) are equal to
−|α(X, r)|2 + 2 Reα∗(r)Ψ(X) α(X, r) = −
∣∣∣α(X, r)− α∗(r)Ψ(X)∣∣∣2 + ∣∣∣α∗(r)Ψ(X)∣∣∣2.
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4.2 Proof of Proposition 3.4
We note that H∆−H0 is weakly locally trace class and that its weak trace equals 0. This,
in particular, implies that the second term on the right side of (4.12) is weakly locally































∣∣∣α(X, r)− α∗(r)Ψ(X)∣∣∣2. (4.13)
In order to compute the first term on the right side of (4.13), we need Lemma 4.2
below. It is the main technical novelty of our trial state analysis and should be compared
to the related part in the proof of [17, Theorem 2]. The main difference between our
proof of Lemma 4.2 and the relevant parts of the proof of [17, Theorem 2] is that we use
the product representation of the hyperbolic cosine in (4.15) below instead of a Cauchy
integral representation of the function z 7→ ln(1+e−z). In this way we obtain better decay
properties in the subsequent resolvent expansion, which simplifies the analysis considerably.
As already noted above, the admissibility of Γ∆ implies that the difference between the
two operators in the first term on the right side of (4.13) is weakly locally trace class. We
highlight that this is a nontrivial statement because each of the two operators separately
does not share this property. We also highlight that our proof of Lemma 4.2 does not
require this as an assumption, it implies the statement independently.
In combination with (4.13), Lemma 4.2 below proves Proposition 3.4. Before we state
the lemma, we recall the definitions of the operators LT,B and NT,B in (3.15) and (3.16),
respectively.
Lemma 4.2. Let V α∗ ∈ L6/5(R3)∩L2(R3). For any B > 0, any Ψ ∈ H1mag(QB), and any







































〈∆, NT,B(∆)〉+ TrRT,B(∆). (4.14)
The operator RT,B(∆) is locally trace class and its trace norm satisfies the bound
‖RT,B(∆)‖1 6 C T−5 B3 ‖Ψ‖6H1mag(QB).
Proof of Lemma 4.2. We recall the Matsubara frequencies in (3.13) and write the hyper-



































|x|, x ∈ R,
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holds in a strong sense on the domain of |H∆|. Since ∆ is a bounded operator by Lemma























































































in a strong sense on the domain of |H0|. By a slight abuse of notation, we have incorporated
the limit in (4.17) into the integral.
In the next step we use the resolvent expansion
(z −H∆)−1 = (z −H0)−1 + (z −H0)−1 (H∆ −H0) (z −H∆)−1 (4.19)
to see that the right side of (4.18) equals
O1 +D2 +O3 +D4 +O5 − 2βRT,B(∆),
with two diagonal operators D2 and D4, three offdiagonal operators O1, O3 and O5 and
a remainder term RT,B(∆). The index of the operators reflects the number of δ matrices
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4.2 Proof of Proposition 3.4

































































































Since the operators O1, O3, and O5 are offdiagonal, they are weakly locally trace class
and their weak local trace equals 0. We also note that the operator O1 is not necessarily
locally trace class, which is why we need to work with the weak local trace. The operator






















































It remains to compute the traces of D2 and D4, and to estimate the trace norm of











Therefore, Lemma 4.1 shows that the combination of the series and the integral defining
D2 converges absolutely in local trace norm. In particular, D2 is locally trace class and we
may arbitrarily interchange the trace, the sum, and the integral to compute its trace. We
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We combine this with (4.21) and (4.22) and summarize the cases ± into a single sum over



















where LT,B is the operator defined in (3.15).
We argue as above to see that the integrand in the definition of D4 is bounded by
C‖∆‖44 u−5. Moreover, we have ‖∆‖44 6 CB2‖V α∗‖44/3‖Ψ‖4H1mag(QB) by (2.7) and Lemma
4.1. Therefore, the integral and the sum in D4 are absolutely convergent with respect to
the local trace norm. The trace of D4 is computed similar to that of D2. With NT,B







In case of RT,B(∆), we bound the trace norm of the operator inside the integral by
u−7‖∆‖66. Using (2.7) and Lemma 4.1, we estimate the second factor by a constant
times ‖V α∗‖66/5B−3‖ΠΨ‖62 6 CB3‖Ψ‖6H1mag(QB). Finally, integration over u yields the term
6π−6T−6(2k+ 1)−6, which is summable in k. This proves the claimed bound for the trace
norm of RT,B(∆).
4.3 Proof of Theorem 3.5
4.3.1 Magnetic resolvent estimates




(x, y), x, y ∈ R3.
We also introduce the function
gzB(x) := G
z
B(x, 0), x ∈ R3. (4.25)
The proof of the following statement can be found in [15, Lemma 8].
Lemma 4.3. For all B > 0, z ∈ C \ [B,∞) and x, y ∈ R3 we have
(a) gzB(−x) = gzB(x),




We start our analysis by providing a decay estimate for the L1-norm of the resolvent
kernel gz0 in (4.25) and its gradient in the case B = 0. For gz0 such an estimate has been
provided in [15, Lemma 9]. Since we additionally need an estimate for ∇gz0 , we repeat
some of the arguments here.
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4.3 Proof of Theorem 3.5
Lemma 4.4. Let a > −2. There is a constant Ca > 0 such that for t, ω ∈ R, we have∥∥∥ | · |agiω+t0 ∥∥∥
1








and x− := −min{x, 0}. Furthermore, for any a > −1, there is a constant Ca > 0 with∥∥∥ | · |a∇giω+t0 ∥∥∥
1





























(|z| − Re z) >
14 | Im z|
2
Re z+| Im z| Re z > 0,
1




−(t+ µ+ iω))2 > 1
4
(|ω|+ (t+ µ)−)2
|ω|+ |t+ µ| .
This proves (4.26). To prove (4.28), we use (4.29) and estimate
|∇gz0(x)| 6 |z + µ|
1/2 |gz0(x)|+ |x|−1|gz0(x)|.
This shows the second estimate for a > −1.
In the next step we prove estimates for the L1-norms of gzB and g
z
B−gz0 and the gradient
of these functions if B 6= 0. Once more, some of the arguments in [15, Lemma 10] reappear
in our proof below, ensuring self-consistency.
Lemma 4.5. For any a > 0, there are constants δa, Ca > 0 such that for all t, ω ∈ R and
for all B > 0 with f(t, ω)2B2 6 δa, we have∥∥∥| · |agiω+tB ∥∥∥
1
6 Ca f(t, ω)
1+a
2 ,∥∥∥| · |a∇giω+tB ∥∥∥
1






























with the function f(t, ω) in (4.27).
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4.3 Proof of Theorem 3.5




|e3 ∧ x|2 gz0(x) (4.33)
and choose δa such that 2δaDaC2 = 1. Here C2 denotes the constant in (4.26) and Da := 1





for all ω, t, and B that are allowed by our assumptions. We define the operator G̃zB by the
kernel





(z − hB)G̃zB = 1− T zB, (4.35)
where T zB is the operator given by the kernel





B ∧ (x− y)(−i∇x)gz0(x− y) +B2 hz(x− y)
]
.
The first term in square brackets equals 0 because gz0 is a radial function, which implies
that the vector ∇gz0(x− y) is perpendicular to B ∧ (x− y). Multiplication of (4.35) with
(z − hB)−1 from the left yields






We set y = 0, change variables v 7→ x− v, and find









‖gzB − gz0‖1 6 B2‖|gzB| ∗ |hz|‖1 6 B2 ‖gzB − gz0‖1 ‖hz‖1 +B2 ‖gz0‖1 ‖hz‖1. (4.37)
A straightforward calculation involving (4.35) and the Neumann series shows that gzB − gz0
belongs to L1(R3). Therefore, (4.34) and (4.37) imply
‖gzB − gz0‖1 6 ‖gz0‖1 (4.38)
for all t, ω, and B that are allowed by our assumptions.
We use this estimate as a basis to prove the bounds claimed in the lemma and start
with the first bound in (4.32). By (4.36), we have
‖ | · |a(gzB − gz0)‖1 6 DaB2
[
‖ | · |agz0‖1 ‖hz‖1 + ‖ | · |a(gzB − gz0)‖1 ‖hz‖1
+ ‖gzB − gz0‖1 ‖| · |ahz‖1 + ‖gz0‖1 ‖ | · |ahz‖1
]
.
A similar argument to the one above (4.38) shows that | · |a(gzB − gz0) belongs to L1(R3).
In combination with (4.38), we therefore obtain
‖ | · |a(gzB − gz0)‖1 6 2DaB2
[
‖| · |agz0‖1 ‖hz‖1 + 2 ‖gz0‖1 ‖| · |ahz‖1
]
. (4.39)
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4.3 Proof of Theorem 3.5
With the help of Lemma 4.4 and (4.34), we read off the first bound in (4.32). Moreover, the
triangle inequality, Lemma 4.4, the first bound in (4.32) and the bound f(t, ω)2B2 6 δa
imply the first bound in (4.31).
Next, we consider the bounds in (4.31) and (4.32) involving the gradient. As a prepa-
ration, the bound |∇hz(x)| 6 |x| |gz0(x)|+ |x|2 |∇gz0(x)| and Lemma 4.4 show

















B |v| |gzB(v)| |hz(x− v)|+ |gzB(v)| |∇hz(x− v)|
]
as well as
‖ | · |a(∇gzB −∇gz0)‖1 6 DaB2
[
B ‖ | · |a+1gzB‖1 ‖hz‖1 +B ‖ | · |gzB‖1 ‖ | · |ahz‖1
+ ‖ | · |agzB‖1 ‖∇hz‖1 + ‖gzB‖1 ‖ | · |a∇hz‖1
]
. (4.41)
When we combine (4.41), the first estimates in (4.31) and (4.32), the bound in (4.40) and
Lemma 4.4, we see that









An application of the assumption B2f(t, ω)2 6 δa proves the second bound in (4.32).
Finally, the triangle inequality, the second bound in (4.32), and Lemma 4.4 show













Another application of B2f(t, ω)2 6 δa on the right side proves the second bound in
(4.31).
4.3.2 A representation formula for LT,B and an outlook on the quadratic terms
In this subsection we compute the terms in (3.20) involving the linear operator LT,B defined
in (3.15). Our starting point is the representation formula for LT,B in [15, Lemma 11],
which expresses the operator explicitly in terms of the relative and the center-of-mass
coordinate.




dZds kT,B(Z, r, s) (cos(Z ·ΠX)α)(X, s)
with
























June 29, 2021 31 A. Deuchert, C. Hainzl, M. Schaub
4.3 Proof of Theorem 3.5
We analyze the operator LT,B in three steps. In the first two steps we introduce two
operators of increasing simplicity in their dependence on B:
LT,B = (LT,B − L̃T,B) + (L̃T,B −MT,B) +MT,B, (4.44)
where L̃T,B and MT,B are defined below in (4.45) and (4.70), respectively. To obtain L̃T,B
we replace the functions gzB in the definition of LT,B by g
z
0 . Moreover, MT,B is obtained




B·(r∧s) by 1. In Section 4.3.3 we prove that the terms in the brackets in (4.44) are
small in a suitable sense. The third step consists of a careful analysis of the operatorMT,B,
which takes place in Section 4.3.4. There, we expand the operator cos(Z · ΠX) in powers
of Z · ΠX up to second order and extract the quadratic terms of the Ginzburg–Landau
functional in (1.17) as well as a term that cancels the last term on the left side of (3.20).
In Section 4.3.5 we summarize our findings.
We remark that the operator L̃T,B is called MT,B in [15] and that MT,B is called NT,B.
The reason why we did not follow the notation in [15] is that NT,B is reserved for the
nonlinear term in the present paper. We note that our decomposition of LT,B in (4.44)
already appeared in [15]. Parts of our analysis follow the analysis of LT,B in Section 4 and
Section 5 in that reference. However, we additionally need H1(QB × R3s )-norm bounds
that are not provided in [15]. It should also be noted that LT,B acts on L2(R6) in [15],
while it acts on L2(QB × R3s ) in our case.
4.3.3 Approximation of LT,B




dZds k̃T,B(Z, r, s) (cos(Z ·ΠX)α)(X, s) (4.45)
with









and knT,0 in (4.43). In the following proposition we provide an estimate that allows us to
replace LT,B by L̃T,B in our computations.
Proposition 4.7. For any T0 > 0 there is B0 > 0 such that for any 0 < B 6 B0, any
T > T0 and whenever | · |kV α∗ ∈ L2(R3) for k ∈ {0, 1}, Ψ ∈ H1mag(QB), and ∆ ≡ ∆Ψ as
in (3.1), we have
‖LT,B∆− L̃T,B∆‖2H1(QB×R3s ) 6 C B
5
(
‖V α∗‖22 + ‖ | · |V α∗‖22
)
‖Ψ‖2H1mag(QB).
Remark 4.8. For the proof of Theorem 3.5 we only need a bound for 〈∆, (LT,B−L̃T,B)∆〉,
which is easier to obtain. This bound follows directly from Proposition 4.7, Lemma 4.1
and an application of the Cauchy–Schwarz inequality. The more general bound in Propo-
sition 4.7 is needed in the proof of Proposition 3.2.







| · |a |giωnB − giωn0 |
)
∗ |g−iωnB |+ |giωnB − giωn0 | ∗
(




| · |a |giωn0 |
)
∗ |g−iωnB − g−iωn0 |+ |giωn0 | ∗
(
| · |a |g−iωnB − g−iωn0 |
)
(4.47)
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|∇giωnB −∇giωn0 | ∗ |g−iωnB |+ |giωnB − giωn0 | ∗ |∇g−iωnB |
+ |∇giωn0 | ∗ |g−iωnB − g−iωn0 |+ |giωn0 | ∗ |∇g−iωnB −∇g−iωn0 | (4.48)
with the Matsubara frequencies ωn in (3.13) and the resolvent kernel gzB in (4.25). We
claim that for any a > 0 there is a constant B0 > 0 such that for 0 6 B 6 B0 we have
‖F aT,B‖1 + ‖GT,B‖1 6 CaB2. (4.49)
To prove (4.49) we note that the function f(t, ω) in (4.27) satisfies
f(0, ωn) 6 C (T




6 C (1 + T−1). (4.51)
Since T > T0 > 0, Lemmas 4.4 and 4.5 prove (4.49).
Proof of Proposition 4.7. We write
‖LT,B∆− L̃T,B∆‖2H1(QB×R3s )
= ‖LT,B∆− L̃T,B∆‖22 + ‖ΠX(LT,B∆− L̃T,B∆)‖22 + ‖π̃r(LT,B∆− L̃T,B∆)‖22 (4.52)
and claim that
‖LT,B∆− L̃T,B∆‖22 6 4 ‖Ψ‖22 ‖F 0T,B ∗ |V α∗| ‖22. (4.53)
If this is true, Young’s inequality, (2.5), and (4.49) prove
‖LT,B∆− L̃T,B∆‖22 6 CB5 ‖V α∗‖2 ‖Ψ‖2H1mag(QB). (4.54)
To see that (4.53) holds, we expand the squared modulus in the Hilbert–Schmidt norm
and obtain









dsds′ |V α∗(s)| |V α∗(s′)| ×
× |kT,B(Z, r, s)− k̃T,B(Z, r, s)| ×




dX | cos(Z ·ΠX)Ψ(X)| | cos(Z ′ ·ΠX)Ψ(X)|. (4.55)
The operator cos(Z ·ΠX) is bounded by 1 and we have 
QB
dX | cos(Z ·Π)Ψ(X)| | cos(Z ′ ·Π)Ψ(X)| 6 ‖Ψ‖22. (4.56)








dZds |kT,B(Z, r, s)− k̃T,B(Z, r, s)| |V α∗(s)|
∣∣∣∣2, (4.57)
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4.3 Proof of Theorem 3.5
where the integrand is bounded by

































∣∣∣a + ∣∣∣Z − r
2
∣∣∣a. (4.59)
This, (4.58), and the fact that g±iωnB is an even function implyˆ
R3
dZ |Z|a |kT,B(Z, r, s)− k̃T,B(Z, r, s)| 6 F aT,B(r − s), (4.60)
where F aT,B is the function in (4.47). We apply the case a = 0 to (4.57) and read off (4.53).
We claim that the second term on the right side of (4.52) is bounded by




T,B) ∗ |V α∗| ‖22. (4.61)
If this is true, Young’s inequality and (4.49) show the claimed bound for this term. To
prove (4.61), we use (4.55) with cos(Z ·ΠX) replaced by ΠX cos(Z ·ΠX), that is, we need
to replace (4.56) by
 
QB
dX |Π cos(Z ·Π)Ψ(X)| |Π cos(Z ′ ·Π)Ψ(X)| 6 ‖Π cos(Z ·Π)Ψ‖2 ‖Π cos(Z ′ ·Π)Ψ‖2.
In Lemma 5.12 in Section 5 we prove intertwining relations for cos(Z · Π) with various
magnetic momenta. The intertwining relation (5.40) therein and (2.5) show
‖Π cos(Z ·Π)Ψ‖2 6 ‖ΠΨ‖2 + 2B|Z| ‖Ψ‖2 6 C B ‖Ψ‖H1mag(QB) (1 + |Z|), (4.62)
which yields







dZds (1 + |Z|) |kT,B(Z, r, s)− k̃T,B(Z, r, s)| |V α∗(s)|
∣∣∣∣2. (4.63)
We apply the cases a = 0 and a = 1 of (4.60) to this and obtain (4.61).
Concerning the third term on the right side of (4.52) we claim that
‖π̃r(LT,B∆− L̃T,B∆)‖22 6 C ‖Ψ‖22
∥∥∥(GT,B + F 1T,B) ∗ |V α∗|+ F 0T,B ∗ | · | |V α∗|∥∥∥2
2
. (4.64)
If this is true, Young’s inequality, (4.49), and (2.5) show the relevant bound for this term.








dZds |π̃rkT,B(Z, r, s)− π̃rk̃T,B(Z, r, s)| |V α∗(s)|
∣∣∣∣2. (4.65)
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4.3 Proof of Theorem 3.5
Using 14 |B∧ r| 6 B(|r− s|+ |s|) we see that the integrand on the right side is bounded by






|∇rknT,B(Z, r − s)−∇rknT,0(Z, r − s)|
+B|r − s| |knT,B(Z, r − s)− knT,0(Z, r − s)|
























































dZ |∇knT,B(Z, r)−∇knT,0(Z, r)| 6 GT,B(r). (4.67)
Moreover, the estimate







∣∣∣ 6 ∣∣∣Z − r − s
2
∣∣∣+ ∣∣∣Z + r − s
2
∣∣∣ (4.68)
shows that |r − s|F 0T,B(r − s) 6 F 1T,B(r − s). We conclude the estimateˆ
R3
dZ |π̃rkT,B(Z, r, s)− π̃rk̃T,B(Z, r, s)|
6 GT,B(r − s) +B F 1T,B(r − s) +B F 0T,B(r − s) |s|. (4.69)
From (4.69) we deduce (4.64), which proves the claim.




dZds kT (Z, r − s) (cos(Z ·ΠX)α)(X, s), (4.70)
where kT (Z, r) := kT,0(Z, r, 0) with kT,0 in (4.42). The following proposition allows us to
replace L̃T,B by MT,B in our computations.
Proposition 4.9. For any T0 > 0 there is B0 > 0 such that for any 0 < B 6 B0, any
T > T0, and whenever | · |kV α∗ ∈ L2(R3) for k ∈ {0, 1}, Ψ ∈ H1mag(QB), and ∆ ≡ ∆Ψ as
in (3.1), we have
‖L̃T,B∆−MT,B∆‖2H1(QB×R3s ) 6 C B
3
(
‖V α∗‖22 + ‖ | · |V α∗‖22
)
‖Ψ‖2H1mag(QB). (4.71)
If instead | · |2V α∗ ∈ L2(R3) then
|〈∆, L̃T,B∆−MT,B∆〉| 6 C B3 ‖ | · |2V α∗‖22 ‖Ψ‖2H1mag(QB). (4.72)
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Remark 4.10. The H1(QB × R3s )-norm bound in (4.71) is needed for the proof of Propo-
sition 3.2 and the quadratic form bound in (4.72) is needed for the proof of Theorem 3.5.
We highlight that the bound in (4.71) is insufficient as far as the proof of Theorem 3.5 is
concerned. More precisely, if we apply Cauchy–Schwarz to the left side of (4.72), and use
(4.71) as well as the Lemma 4.1 to estimate ‖∆‖2 we obtain a bound of the order B2 only.
This is not good enough because B2 is the order of the Ginzburg–Landau energy.
To obtain the desired quality for the quadratic form bound (4.72), we exploit the fact
that V α∗ is real-valued, which allows us to replace the magnetic phase factor exp( i4B(r∧s))
in k̃T,B in (4.46) by cos(14B(r ∧ s)). This improves the error estimate by an additional
factor of B.


























| · | |∇giωn0 |
)
∗ |g−iωn0 |+ |∇giωn0 | ∗
(




| · | |giωn0 |
)
∗ |∇g−iωn0 |+ |giωn0 | ∗
(
| · | |∇g−iωn0 |
)
. (4.74)
For T > T0 > 0 and a ∈ N0, by Lemma 4.4, (4.50), and (4.51), we have
‖F aT ‖1 + ‖GT ‖1 6 Ca. (4.75)
Proof of Proposition 4.9. We start with the proof of (4.71), which is similar to the proof
of Proposition 4.7. We claim that
‖L̃T,B∆−MT,B∆‖22 6 4 B2 ‖Ψ‖22 ‖F 1T ∗ | · | |V α∗| ‖22. (4.76)
If this is true Young’s inequality, (2.5), and (4.75) prove the claimed bound for this term.











∣∣∣knT,0(Z, r − s)[e i4B·(r∧s) − 1]∣∣∣ |V α∗(s)|∣∣∣∣2.
Since |r ∧ s| 6 |r − s| |s|, we have |e i4B·(r∧s) − 1| 6 B |r − s| |s| as well as
|knT,0(Z, r − s)|
∣∣∣e i4B·(r∧s) − 1∣∣∣ 6 B |giωn0 |(Z − r − s2 ) |g−iωn0 |(Z + r − s2 ) |r − s| |s|.








dZ |Z|a |knT,0(Z, r − s)|
∣∣∣e i4B·(r∧s) − 1∣∣∣ 6 B F a+1T (r − s) |s| (4.77)
for a ∈ N0. The case a = 0 implies (4.76). A computation similar to the one leading to
(4.63) shows




T ) ∗ | · | |V α∗| ‖22.
June 29, 2021 36 A. Deuchert, C. Hainzl, M. Schaub
4.3 Proof of Theorem 3.5
To obtain the result we also used (4.62) and (4.77). We apply Young’s inequality and use
(4.75) to prove the claimed bound for this term. Finally, a computation similar to the one













∣∣∣π̃rknT,0(Z, r − s)[e i4B(r∧s) − 1]∣∣∣ |V α∗(s)|∣∣∣∣2.








∣∣∣π̃rknT,0(Z, r − s)[e i4B(r∧s) − 1]∣∣∣
6 C B
(
GT (r − s) |s|+ F 1T (r − s) + F 0T (r − s) |s|
)
.
With the help of Young’s inequality and (4.75), these considerations prove (4.71).
It remains to prove (4.72). The term we need to estimate reads



















knT,0(Z, r − s)
 
QB
dX Ψ(X) cos(Z ·ΠX)Ψ(X). (4.78)
Except for the factor e
i
4
B(r∧s), the right side is symmetric under the exchange of the
coordinates r and s. The exponential factor acquires a minus sign in the exponent when
this transformation is applied. When we add the right side of (4.78) and the same term
with the roles of r and s interchanged, we get

















knT,0(Z, r − s)
 
QB
dX Ψ(X) cos(Z ·ΠX)Ψ(X). (4.79)
To obtain (4.79) we also used cos(x)− 1 = −2 sin2(x2 ). The operator norm of cos(Z ·ΠX)
is bounded by 1 and we have sin2(18B · (r ∧ s)) 6 18B2|r|2|s|2. Therefore, (4.79) proves
|〈∆, L̃T,B∆−MT,B∆〉| 6 B2 ‖Ψ‖22
∥∥∥| · |2|V α∗| (| · |2|V α∗| ∗ F 0T)∥∥∥
1
. (4.80)
Finally, we use Young’s inequality, (2.5), and (4.75) and obtain (4.72). This proves Propo-
sition 4.9.
4.3.4 Analysis of MT,B and calculation of the quadratic terms









T α(X, r) :=
¨
R3×R3

















dZds kT (Z, r − s) R(Z ·ΠX) α(X, s), (4.83)
and R(x) = cos(x)− 1 + 12x2.
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4.3.4.1 The operator M (1)T . The expression 〈∆,M
(1)
T ∆〉 contains a term that cancels
the last term on the left side of (3.20) as well as the quadratic term without magnetic
gradient in the Ginzburg–Landau functional in (1.17). The following result allows us to
extract these terms. We recall that ∆ ≡ ∆Ψ = −2V α∗Ψ.
Proposition 4.11. Assume that V α∗ ∈ L2(R3) and let Ψ ∈ L2mag(QB) and ∆ ≡ ∆Ψ as
in (3.1).
(a) We have M (1)Tc ∆(X, r) = −2α∗(r)Ψ(X).




∆〉 > c Tc − T
Tc
‖Ψ‖22.




∆〉 = 4 DB Λ2 ‖Ψ‖22 +R(∆)
with the coefficient Λ2 in (3.23), and
|R(∆)| 6 C B2 ‖V α∗‖22 ‖Ψ‖22.
(d) Assume additionally that | · |V α∗ ∈ L2(R3). There is B0 > 0 such that for any




∆‖2H1(QB×R3s ) 6 C B |T − Tc|
2
(
‖V α∗‖22 + ‖ | · |V α∗‖22
)
‖Ψ‖2H1mag(QB).
Remark 4.12. The above bound for the remainder term implies
|R(∆)| 6 C B3 ‖V α∗‖22 ‖Ψ‖2H1mag(QB).
Part (b) in the Proposition is needed for the proof of Proposition 3.6. Part (d) is needed
in the proof of Proposition 3.2.











0 | ∗ |giω
Tc
n





0 | ∗ |g
−iωTn






where we indicated the T -dependence of the Matusubara frequencies in (3.13) because
different temperatures appear in the formula. As long as T > T0 > 0, Lemma 4.4 and
(4.50) imply the bound
‖FT,Tc‖1 6 C. (4.85)
Proof of Proposition 4.11. We start with the proof of part (a). First of all, we recall
that kT (Z, r) = kT,0(Z, r, 0) with kT,B(Z, r, s) in (4.42). In Fourier space the convolution
operator g±iωn0 (x−y) equals multiplication with (±iωn+µ−k2)−1. This allows us to write

































iωn + µ− (p+ q2)2
1
iωn − µ+ (p− q2)2
,
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and the representation formula of the hyperbolic tangent in (3.12) to see that

















LT (p, q) :=
tanh(β2 (p
2 − µ)) + tanh(β2 (q2 − µ))
p2 − µ+ q2 − µ . (4.87)
In particular,ˆ
R3












with KT (p) in (1.14). Therefore, we have
M
(1)
T ∆(X, r) = K
−1
T V α∗(r) Ψ(X),














|(−2)V α∗(p)|2 ‖Ψ‖22. (4.89)



























holds for T0 6 T 6 Tc. This and (4.89) prove part (b).





−1 −KTc(p)−1] |(−2)V̂ α∗(p)|2 − 4 Λ2
Tc − T
Tc
∣∣∣∣ 6 C |T − Tc|2 ‖V α∗‖22
with Λ2 in (3.23). By (4.89), this proves part (c).
















∆‖22 6 C |T − Tc|2 ‖FT,Tc‖1 ‖V α∗‖22 ‖Ψ‖22
holds with FT,Tc in (4.84). In combination with (4.85) this proves the claimed bound for









are proved similarly. We omit the details.
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T,B in (4.82) contains the
kinetic term in the Ginzburg–Landau functional in (1.17). The following proposition allows
us to compare the two.
Proposition 4.13. Assume that the function V α∗ is radial and belongs to L2(R3). For
any B > 0, Ψ ∈ H1mag(QB), and ∆ ≡ ∆Ψ as in (3.1), we have
〈∆,M (2)Tc,B∆〉 = −4 Λ0 ‖ΠΨ‖
2
2 (4.92)




∆〉| 6 C B2 |T − Tc| ‖V α∗‖22 ‖Ψ‖2H1mag(QB). (4.93)




















































where a ∈ N0 and where we indicated the T -dependence of the Matusubara frequencies
in (3.13) because different temperatures appear in the formula. As long as T > T0 > 0,
Lemma 4.4 and (4.50) imply the bound ‖F aT,Tc‖1 6 Ca.
Proof of Proposition 4.13. We have
〈∆,M (2)Tc,B∆〉 = −2
¨
R3×R3
drds V α∗(r)V α∗(s)
ˆ
R3
dZ kTc(Z, r − s) 〈Ψ, (Z ·ΠX)2Ψ〉
(4.95)
and




The integration over Z in (4.95) defines a 3× 3 matrix with matrix elements
ˆ
R3


















which we have written in terms of the Fourier representation of kTc(Z, r) in (4.86). We use
ZiZje































A tedious but straightforward computation shows that the right side of the above equation





































2 − µ))δij + 2βc g2(βc(p2 − µ)) pipj
]
.
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Let us denote the term in the bracket on the right side by Aij(p). When we insert the
above identity into (4.95) we find











We use that V α∗ is a radial function to see that the integral of the term proportional to
pipj equals zero unless i = j. Since the angular average of p2i equals
1
3p
2 this proves (4.92).








drdsdZ |V α∗(r)| |V α∗(s)| |kT (Z, r − s)− kTc(Z, r − s)| ×
× |〈Ψ, (Z ·Π)2Ψ〉|. (4.97)
For general operators A,B,C, we have |A+B +C|2 6 3(|A|2 + |B|2 + |C|2). This implies
(Z ·Π)2 6 3
(
Z21 (Π
(1))2 + Z22 (Π
(2))2 + Z23 (Π
(3))2
)
6 3 Z2 Π2, (4.98)
and, in particular,
|〈Ψ, (Z ·Π)2Ψ〉| 6 3 |Z|2 ‖ΠΨ‖22 6 3B2 |Z|2 ‖Ψ‖2H1mag(QB). (4.99)
Moreover, (4.91) and the estimate for |Z|2 in (4.59) show
ˆ
R3
dZ |Z|2 |kT (Z, r)− kTc(Z, r)| 6 C |T − Tc| F 2T,Tc(r) (4.100)




∆〉| 6 C B2 |T − Tc| ‖Ψ‖2H1mag(QB)
∥∥∥|V α∗| (|V α∗| ∗ F 2T,Tc)∥∥∥1.
An application of Young’s inequality completes the proof.




T,B in (4.83) is the re-
mainder of our expansion of 〈∆,MT,B∆〉 in powers of B. In contrast to the previous
estimates, we need the H2mag(QB)-norm of Ψ to control its size.
Proposition 4.14. For any T0 > 0 there is B0 > 0 such that for any 0 < B 6 B0, any
T > T0, and whenever V α∗ ∈ L2(R3), Ψ ∈ H2mag(QB), and ∆ ≡ ∆Ψ as in (3.1), we have
|〈∆,M (3)T,B∆〉| 6 C B3 ‖V α∗‖22 ‖Ψ‖2H2mag(QB).







| · |4|giωn0 |
)
∗ |g−iωn0 |+ |giωn0 | ∗
(
| · |4|g−iωn0 |
)
. (4.101)
As long as T > T0 > 0, Lemma 4.4 and (4.50) imply ‖FT ‖1 6 C.
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Proof of Proposition 4.14. We have
〈∆,M (3)T ∆〉 = 4
˚
R3×R3×R3
drdsdZ V α∗(r)V α∗(s) kT (Z, r − s) 〈Ψ,R(Z ·ΠX)Ψ〉,
(4.102)
where the function R(x) = cos(x)− 1 + x22 obeys the bound 0 6 R(x) 6 124x4. We claim
that
|Z ·Π|4 6 9 |Z|4 (Π4 + 8B2), (4.103)
which implies






6 C B3 |Z|4 ‖Ψ‖2H2mag(QB). (4.104)
To see that (4.103) is true, we note that [Π(1),Π(2)] = −2iB implies
Π Π2 = Π2 Π + 4iB (−Π(2),Π(1), 0)t, (4.105)
and hence
Π Π2 Π = Π4 + 8B2. (4.106)
We also have [Z · Π,Π] = −2iB ∧ Z, which implies (Z · Π)Π2(Z · Π) = Π(Z · Π)2Π.
We combine this with the operator inequality (4.98) for (Z · Π)2 and (4.106) and get
(Z · Π)Π2(Z · Π) 6 3|Z|2(Π4 + 8B2). Finally, we write |Z · Π|4 = (Z · Π)(Z · Π)2(Z · Π),
apply (4.98) again, and obtain (4.103).
Using the estimate (4.59) on |Z|4 and (4.104), we argue as in the proof of (4.60) to see
that ˆ
R3
dZ |Z|4 |kT (Z, r)| 6 FT (r) (4.107)
with FT in (4.101). The bound on the L1(R3)-norm of FT below (4.101), (4.102), (4.104),
and (4.107) prove the claim.
4.3.5 Summary: The quadratic terms
Let us summarize the results concerning the quadratic terms in ∆ ≡ ∆Ψ that are relevant
for the proof of Theorem 3.5 and provide an intermediate statement that is needed for the
proof of Proposition 3.6.
Proposition 4.15. Given T0 > 0 there is a constant B0 > 0 such that for any T0 6 T 6 Tc,
any 0 < B 6 B0, and whenever | · |kV α∗ ∈ L2(R3) for k ∈ {0, 1, 2}, Ψ ∈ H1mag(QB), and
∆ ≡ ∆Ψ as in (3.1), we have
−1
4
〈∆, LT,B∆〉+ ‖Ψ‖22 〈α∗, V α∗〉 6 c
T − Tc
Tc
‖Ψ‖22 + CB2 ‖Ψ‖2H1mag(QB). (4.108)












〈∆,MT,B∆−M (1)T ∆〉+R1(∆), (4.109)
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where
|R1(∆)| 6 C B3 ‖Ψ‖2H1mag(QB)










|〈∆,MT,B∆−M (1)T ∆〉| 6 C B2 ‖V α∗‖22 ‖Ψ‖2H1mag(QB). (4.110)
The proof of (4.110) goes along the same lines as that of Proposition 4.9 and uses the
operator inequality (4.98) on (Z ·Π)2 to estimate
|〈Ψ, [cos(Z ·Π)− 1]Ψ〉| 6 C B2 |Z|2 ‖Ψ‖2H1mag(QB). (4.111)
We omit the details. This proves (4.108).
Let the assumptions of Theorem 3.5 hold. We combine (4.109) with the results of
Propositions 4.11, 4.13, and 4.14 to see that for T = Tc(1−DB) with D ∈ R we have
− 1
4
〈∆, LT,B∆〉+ ‖Ψ‖22 〈α∗, V α∗〉 = Λ0 ‖ΠΨ‖22 −DB Λ2 ‖Ψ‖22 +R2(∆), (4.112)
where
|R2(∆)| 6 C B3 ‖Ψ‖2H2mag(QB).
This concludes our analysis of the operator LT,B.
4.3.6 A representation formula for the operator NT,B
Let us introduce the notation Z for the vector (Z1, Z2, Z3) with Z1, Z2, Z3 ∈ R3. We
also denote dZ = dZ1dZ2dZ3. Remarkably, the strategy of the analysis we used for LT,B
carries over to the nonlinear operator NT,B in (3.16). As in the case of LT,B, we start with
a representation formula for the operator NT,B and note the analogy to Lemma 4.6.







ds `T,B(Z, r, s) A(X,Z, s)
with
A(X,Z, s) := eiZ1·ΠXα(X, s1) eiZ2·ΠXα(X, s2) eiZ3·ΠXα(X, s3) (4.113)
and





`nT,B(Z, r, s) e
iB·Φ(Z,r,s), (4.114)
where
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with g±iωnB in (4.25) and















































































Remark 4.17. We highlight that the formula (4.116) for the phase function Φ only involves
the coordinates that appear in (4.115) and the relative coordinates r and s. This structure
allows us to remove the magnetic phase factor in (4.114) with techniques that are similar
to the ones used in the analysis of LT,B.













X , u1)α(u1, v1)G
−iωn
B (u2, v1)α(u2, v2)×
×GiωnB (v2, u3)α(u3, v3)G−iωnB (ζ−rX , v3),
where we used the short-hand notation ζrX := X +
r
2 . We also used that
1
iωn + hB
(x, y) = −G−iωnB (y, x), (4.117)









We hereby correct a typo in the analogue of (4.117) in the proof of [15, Lemma 11].
Let us define the coordinates Z and s by
u = X + Z +
s
2
, v = X + Z− s
2
,


































with A(X,Z, s) in (4.113). Here, we used B · (X ∧Z) = Z · (B∧X) and that Z · (B∧X)
commutes with Z · (−i∇X), which implies
α(X + Z, s) = eiZ·(−i∇X) α(X, s) = e−iB·(X∧Z) eiZ·ΠXα(X, s).






















= eiB·(X∧Z1)e−iB·(X∧Z2)eiB·(X∧Z3) eiB·Φ(Z,r,s) `nT,B(Z, r, s). (4.118)
This proves the claim.
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As in the case of LT,B, we analyze the operator NT,B by introducing several steps of
simplification. Namely, we write







with ÑT,B in (4.120), N
(1)
T,B in (4.128), and N
(2)
T in (4.134). To obtain ÑT,B we replace the
functions gzB by g
z





obtained from N (1)T,B by replacing the magnetic translations e
iZi·ΠX by 1. Using arguments
that are comparable to the ones applied in the analysis of the operator LT,B, we show in
Section 4.3.7 below that the contributions from the terms in the parentheses in (4.119) can
be treated as remainders. In Section 4.3.8 we prove a proposition that allows us to extract
the quartic term in the Ginzburg–Landau functional from the term 〈∆, N (2)T (∆)〉. Finally,
we summarize our findings in Section 4.3.9.
4.3.7 Approximation of NT,B







ds ˜̀T,B(Z, r, s) A(X,Z, s) (4.120)
with
˜̀





`nT,0(Z, r, s) e
iB·Φ(Z,r,s),
A in (4.113), `nT,0 in (4.115) and Φ in (4.116). The following proposition quantifies the
error that we make when we replace NT,B(∆) by ÑT,B(∆) in our computations.
Proposition 4.18. Assume that V α∗ ∈ L4/3(R3). For every T0 > 0 there is B0 > 0 such
that for any 0 < B 6 B0, any T > T0, any Ψ ∈ H1mag(QB), and ∆ ≡ ∆Ψ as in (3.1), we
have
|〈∆, NT,B(∆)− ÑT,B(∆)〉| 6 C B4 ‖V α∗‖44/3 ‖Ψ‖4H1mag(QB).






|giωnB − giωn0 | ∗ |g−iωnB | ∗ |giωnB | ∗ |g−iωnB |
+ |giωn0 | ∗ |g−iωnB − g−iωn0 | ∗ |giωnB | ∗ |g−iωnB |
+ |giωn0 | ∗ |g−iωn0 | ∗ |giωnB − giωn0 | ∗ |g−iωnB |
+ |giωn0 | ∗ |g−iωn0 | ∗ |giωn0 | ∗ |g−iωnB − g−iωn0 |. (4.121)
By Lemmas 4.4 and 4.5 as well as (4.50) we have
‖FT,B‖1 6 C B2 (4.122)
for T > T0 > 0.
Proof of Proposition 4.18. The function |Ψ| is periodic and (2.7) therefore implies
‖eiZ·ΠΨ‖26 = ‖Ψ‖26 6 C B ‖Ψ‖2H1mag(QB). (4.123)
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‖eiZi·ΠΨ‖6 6 C B2 ‖Ψ‖4H1mag(QB) (4.124)
as well as
|〈∆, NT,B(∆)− ÑT,B(∆)〉| 6










dZ |`T,B(Z, r, s)− ˜̀T,B(Z, r, s)|. (4.125)
We use the change of variables
Z ′1 − Z ′2 := Z1 − Z2 −
s1 + s2
2
, Z ′2 − Z ′3 := Z2 − Z3 −
s2 + s3
2









= Z ′1 − (r − s1 − s2 − s3). (4.127)
As in the proof of (4.60), we conclude
˚
R9
dZ |`T,B(Z, r, s)− ˜̀T,B(Z, r, s)| 6 FT,B(r − s1 − s2 − s3)
with FT,B in (4.121). We insert the above bound in (4.125) and use∥∥∥V α∗ (V α∗ ∗ V α∗ ∗ V α∗ ∗ FT,B)∥∥∥
1
6 C ‖V α∗‖44/3 ‖FT,B‖1
as well as (4.122), which proves the claim.
4.3.7.2 The operator N (1)T,B. The operator N
(1)









ds `T,0(Z, r, s) A(X,Z, s) (4.128)
with A in (4.113) and `T,0 in (4.114). The following proposition allows us to replace
〈∆, ÑT,B(∆)〉 by 〈∆, N (1)T,B(∆)〉 in our computations.
Proposition 4.19. Assume that | · |kV α∗ ∈ L4/3(R3) for k ∈ {0, 1}. For every T > T0 > 0,
every B > 0, every Ψ ∈ H1mag(QB) and ∆ ≡ ∆Ψ as in (3.1), we have
|〈∆, ÑT,B(∆)−N (1)T,B(∆)〉| 6 C B3
(
‖V α∗‖44/3 + ‖ | · |V α∗‖44/3
)
‖Ψ‖4H1mag(QB).














| · | |giωn0 |
)
∗ |g−iωn0 |
+ |giωn0 | ∗
(
| · | |g−iωn0 |
)
∗ |giωn0 | ∗
(
| · | |g−iωn0 |
)
+ |giωn0 | ∗ |g−iωn0 | ∗
(




| · | |g−iωn0 |
)
(4.129)
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| · | |giωn0 |
)
∗ |g−iωn0 | ∗ |giωn0 | ∗ |g−iωn0 |+ |giωn0 | ∗
(
| · | |g−iωn0 |
)
∗ |giωn0 | ∗ |g−iωn0 |
+ |giωn0 | ∗ |g−iωn0 | ∗
(
| · | |giωn0 |
)
∗ |g−iωn0 |+ |giωn0 | ∗ |g−iωn0 | ∗ |giωn0 | ∗
(




As long as T > T0 > 0, Lemma 4.4 and (4.50) imply the bound
‖F (1)T ‖1 + ‖F
(2)
T ‖1 6 C. (4.131)
Proof of Proposition 4.19. We use (4.124) and estimate
|〈∆, ÑT,B(∆)−N (1)T,B(∆)〉|













dZ |`nT,0(Z, r, s)|
∣∣∣eiBΦ(Z,r,s) − 1∣∣∣. (4.132)
In terms of the coordinates in (4.126) and with (4.127), the phase function Φ in (4.116)
can be written as





















∧ (Z ′3 − Z ′2) +
r
2
∧ Z ′3. (4.133)
We use the estimate |eiB·Φ(Z,r,s) − 1| 6 B |Φ(Z, r, s)|, (4.132), and argue as in the proof of













T (r − s1 − s2 − s3) + F
(2)
T (r − s1 − s2 − s3)
(
1 + |r|+ |s1|+ |s2|+ |s3|
)]
with F (1)T in (4.129) and F
(2)
T in (4.130). Young’s inequality then implies
|〈∆, ÑT,B(∆)−N (1)T,B(∆)〉|
6 C B3 ‖Ψ‖4H1mag(QB)
(
‖V α∗‖44/3 + ‖ | · |V α∗‖44/3
)(





Finally, an application of (4.131) proves the claim.
4.3.7.3 The operator N (2)T . The operator N
(2)
T is defined by
N
(2)






ds `T,0(Z, r, s)A(X, 0, s) (4.134)
with A in (4.113) and `T,0 in (4.114).
The following proposition allows us to replace 〈∆, N (1)T,B(∆)〉 by 〈∆, N
(2)
T (∆)〉 in our
computations. We highlight that the H2mag(QB)-norm of Ψ is needed to bound the differ-
ence between the two terms.
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Proposition 4.20. Assume that | · |kV α∗ ∈ L4/3(R3) for k ∈ {0, 2}. For any T > T0 > 0,
any B > 0, any Ψ ∈ H2mag(QB), and ∆ ≡ ∆Ψ as in (3.1), we have
|〈∆, N (1)T,B(∆)−N
(2)
T (∆)〉| 6 C B3
(























| · |2 |g−iωn0 |
)
∗ |giωn0 | ∗ |g−iωn0 |
+ |giωn0 | ∗ |g−iωn0 | ∗
(
| · |2 |giωn0 |
)
∗ |g−iωn0 |
+ |giωn0 | ∗ |g−iωn0 | ∗ |giωn0 | ∗
(
| · |2 |g−iωn0 |
)
.
For T > T0 > 0, an application of Lemma 4.4 and the estimate (4.50) on f(t, ω) show
‖F (1)T ‖1 + ‖F
(2)











ds V α∗(r)V α∗(s1)V α∗(s2)V α∗(s3)
˚
R9









Apart from the exponential factors, this expression is symmetric under the simultaneous
replacement of (Z1, Z2, Z3) by (−Z1,−Z2,−Z3). When we expand the magnetic transla-
tions in cosine and sine functions of Zi · ΠX , i = 1, 2, 3, the above symmetry implies that
all terms with an odd number of sine functions vanish. Accordingly, we may replace the
bracket in the last line of (4.136) by(
cos(Z1 ·ΠX)Ψ(X) cos(Z2 ·ΠX)Ψ(X) cos(Z3 ·ΠX)Ψ(X)−Ψ(X)Ψ(X)Ψ(X)
)
+ cos(Z1 ·ΠX)Ψ(X) i sin(Z2 ·ΠX)Ψ(X) i sin(Z3 ·ΠX)Ψ(X)
+ i sin(Z1 ·ΠX)Ψ(X) cos(Z2 ·ΠX)Ψ(X) i sin(Z3 ·ΠX)Ψ(X)
+ i sin(Z1 ·ΠX)Ψ(X) i sin(Z2 ·ΠX)Ψ(X) cos(Z3 ·ΠX)Ψ(X). (4.137)
Let us consider the first term in (4.137). We use | cos(x) − 1|2 = 4| sin4(x2 )| 6 14 |x|4 and
the operator inequality in (4.103) to see that | cos(Z ·Π)− 1|2 6 C · |Z|4 (Π4 +B2) holds.
In particular,
‖[cos(Z ·Π)− 1]Ψ‖22 6 C B3 |Z|4 ‖Ψ‖2H2mag(QB). (4.138)
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∣∣∣cos(Z1 ·Π)Ψ(X) cos(Z2 ·Π)Ψ(X) cos(Z3 ·Π)Ψ(X)−Ψ(X)Ψ(X)Ψ(X)∣∣∣
6 ‖Ψ‖6 ‖(cos(Z1 ·Π)− 1)Ψ‖2 ‖ cos(Z2 ·Π)Ψ‖6 ‖ cos(Z3 ·Π)Ψ‖6
+ ‖Ψ‖26 ‖(cos(Z2 ·Π)− 1)Ψ‖2 ‖ cos(Z3 ·Π)Ψ‖6 + ‖Ψ‖36 ‖(cos(Z3 ·Π)− 1)Ψ‖2
6 C B3 ‖Ψ‖3H1mag(QB) ‖Ψ‖H2mag(QB)
(
|Z1|2 + |Z2|2 + |Z3|2
)
. (4.139)
To treat the other terms in (4.137) we use the operator inequality in (4.98) to see that




dX |Ψ(X)| | cos(Zi ·Π)Ψ(X)| | sin(Zj ·Π)Ψ(X)| | sin(Zk ·Π)Ψ(X)|
6 C B3
(
|Zj |2 + |Zk|2
)
‖Ψ‖4H1mag(QB). (4.140)
We gather (4.136), (4.137), (4.139), and (4.140) and find
|〈∆, N (1)T,B(∆)−N
(2)











dZ |`T,0(Z, r, s)|
(
|Z1|2 + |Z2|2 + |Z3|2
)
.
When we write the coordinates Zi, i = 1, 2, 3, in terms of the coordinates in (4.126) and
(4.127) plus linear combinations of r and si, i = 1, 2, 3, we see that
|Z1| 6 |Z ′1 − Z ′2|+ |Z ′2 − Z ′3|+ |Z ′3|+ |r|+ |s1|+ |s2|+ |s3|,
|Z2| 6 |Z ′2 − Z ′3|+ |Z ′3|+ |r|+ |s2|+ |s3|,
|Z3| 6 |Z ′3|+ |r|+ |s3|.
We use this and argue as in the proof of (4.77), which yields
˚
R9
dZ |`T,0(Z, r, s)|
(






T (r − s1 − s2 − s3) (|r|2 + |s1|2 + |s2|2 + |s3|2) + F
(2)






T (∆)〉| 6 C B3 ‖Ψ‖3H1mag(QB) ‖Ψ‖H2mag(QB)
×
(
‖V α∗‖44/3 + ‖ | · |2V α∗‖44/3
)(





In combination with (4.135), this proves the claim.
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4.3.8 Calculation of the quartic term in the Ginzburg–Landau functional
The following proposition allows us to extract the quartic term in the Ginzburg–Landau
functional in (1.17) from 〈∆, N (2)T (∆)〉.
Proposition 4.21. Assume V α∗ ∈ L4/3(R3). For any B > 0, any Ψ ∈ H1mag(QB), and
∆ ≡ ∆Ψ as in (3.1), we have
〈∆, N (2)Tc (∆)〉 = 8 Λ3 ‖Ψ‖
4
4
with Λ3 in (3.24). Moreover, for any T > T0 > 0, we have
|〈∆, N (2)T (∆)−N
(2)
Tc
(∆)〉| 6 C B2 |T − Tc| ‖V α∗‖44/3 ‖Ψ‖4H1mag(QB).











0 | ∗ |giω
Tc
n
0 | ∗ |g
−iωTn
0 | ∗ |g
iωTn






0 | ∗ |g
−iωTn
0 | ∗ |g−iω
Tc
n
0 | ∗ |g
iωTn






0 | ∗ |g−iω
Tc
n
0 | ∗ |g
iωTn
0 | ∗ |giω
Tc
n






0 | ∗ |g−iω
Tc
n
0 | ∗ |giω
Tc
n
0 | ∗ |g
−iωTn






where we have included the T -dependence of the Matsubara frequencies in our notation
once more because different temperatures appear in the formula. As long as T > T0 > 0,
Lemma 4.4 and (4.50) imply
‖FT,Tc‖1 6 C. (4.142)
Proof of Proposition 4.21. Set





giωn0 (r − Z1) g−iωn0 (Z1 − Z2) giωn0 (Z2 − Z3) g−iωn0 (Z3).
Then, by the change of variables (4.126) and (4.127), we have
˚
R9
dZ `T,0(Z, r, s) =
˚
R9
dZ `T (Z, r − s1 − s2 − s3).
We use that (±iωn + µ− p2)−1 is the Fourier transform of g±iωn0 (x), which yields










iωn + µ− p21
eip2·(Z1−Z2)
−iωn + µ− p22
eip3·(Z2−Z3)
iωn + µ− p23
eip4·Z3
−iωn + µ− p24
.
Integration over Z gives
˚
R9











(iωn + µ− p2)2(iωn − µ+ p2)2
.
In view of the partial fraction expansion
1
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with the function g1 in (3.21). We conclude that
˚
R9










p2 − µ .
For the term we are interested in, this implies






























p2 − µ = 8 Λ3 ‖Ψ‖
4
4 (4.144)
with Λ3 in (3.24). This proves the first claim.
To prove the second claim, we note that





















Afterwards, we argue as in the proof of (4.93), that is, we use the resolvent equation (4.91)
as well as the change of variables in (4.126) and (4.127) and obtain
ˆ
R9
dZ |`T,0(Z, r, s)− `Tc,0(Z, r, s)| 6 C |T − Tc| FT,Tc(r − s1 − s2 − s3) (4.146)
with the function FT,Tc in (4.141). Together with (4.145), this implies
|〈∆, N (2)T (∆)−N
(2)
Tc
(∆)〉| 6 C |T − Tc| ‖Ψ‖36‖Ψ‖2
∥∥∥V α∗ (V α∗ ∗ V α∗ ∗ V α∗ ∗ FT,Tc)∥∥∥
1
.
Finally, an application of (2.7), Young’s inequality, and (4.142) concludes the proof.
4.3.9 Summary: The quartic terms and proof of Theorem 3.5
Let the assumptions of Theorem 3.5 hold. We collect the results of Lemma 4.16, as well
as Propositions 4.18, 4.19, 4.20, and 4.21, which yield
1
8
〈∆, NT,B(∆)〉 = Λ3 ‖Ψ‖44 +R(B) (4.147)
with
|R(B)| 6 C B3 ‖Ψ‖3H1mag(QB) ‖Ψ‖H2mag(QB).
Together with (4.112), this completes the proof of Theorem 3.5.
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4.4 Proof of Lemma 3.1 and Proposition 3.2
4.4 Proof of Lemma 3.1 and Proposition 3.2
We start with the proof of Lemma 3.1 and recall the definition of Γ∆ in (3.4) and that of
the normal state Γ0 in (1.12). By definition, Γ∆ is a gauge-periodic generalized fermionic
one-particle density matrix. Therefore, we only have to check the trace class condition
(1.8).
To this end, we use the expansion (3.14) of the hyperbolic tangent in terms of the















































with δ in (3.3). Since O is offdiagonal, we have [O]11 = 0 and the operator (1 + π2)[O]11





















An application of Hölder’s inequality shows that (1 +π2)[QT,B(∆)]11 is locally trace class.
It remains to show that (1 + π2)γ0 is locally trace class. But this follows from the bound
(1 + x)(exp(β(x − µ)) + 1)−1 6 Cβ,ae−
β
2
(x−µ) for x > a, the diamagnetic inequality for
the magnetic heat kernel, see e.g. [39, Theorem 4.4], and the explicit formula for the heat
kernel of the Laplacian. This concludes the proof of Lemma 3.1.
Let us continue with the proof of Proposition 3.2. We use α∆ = [Γ∆]12, the resolvent
equation (4.19) and (4.148) to see that
α∆ = [O]12 + [QT,B(∆)]12 = [O]12 +RT,B(∆),















































with MT,B in (4.70) and M
(1)




so these definitions allow us to write α∆ as in (3.6). It remains to prove the properties of
η0 and η⊥ that are listed in Proposition 3.2.
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∥∥∥∥π 1iωn − hB
∥∥∥∥
∞









With the help of ‖A‖2∞ = ‖A∗A‖∞ for a general operator A, the first norm on the right




∥∥∥∥ 1−iωn − hB
∥∥∥∥1/2
∞





‖πRT,B(∆)‖2 6 C β5/2 ‖∆‖36. (4.151)
With a similar argument, we see that ‖RT,B(∆)π‖2 is bounded by the right side of (4.151),
too. An application of Lemma 4.1 and of (2.7) on the right side of (4.151) finally shows
‖RT,B(∆)‖2H1(QB×R3s ) 6 C B
3 ‖Ψ‖6H1mag(QB).
The remaining terms in η0(∆) can be estimated with the help of Propositions 4.7, 4.9, and
4.11, which establishes (3.7).




dZds kT (Z, r − s) [cos(Z ·ΠX)− 1] ∆(X, s). (4.152)
Using (4.138) we see that
‖η⊥‖22 6 C B3 ‖F (2)T ‖21 ‖V α∗‖22 ‖Ψ‖2H2mag(QB), (4.153)
with the function F (2)T in (4.73). The L
1(R3)-norm of this function was estimated in
(4.131). We use this bound and conclude the claimed bound for the L2(QB ×R3s )-norm of
η⊥. Bounds for ‖π̃rη⊥‖2 and ‖|r|η⊥‖2 can be proved similarly and we leave the details to
the reader.
To prove the claimed bound for ‖ΠXη⊥‖2, we need to replace [cos(Z · ΠX) − 1]Ψ(X)
by ΠX [cos(Z ·ΠX)−1]Ψ(X) in the proof of (4.153). Using the intertwining relation (5.40)
in Lemma 5.12 below, the operator inquality (4.98) for (Z · Π)2, and the equality (4.106)
for Π Π2 Π, we see that
‖Π[cos(Z ·Π)− 1]Ψ‖2 6 C B3 |Z|2 ‖Ψ‖2H2mag(QB) (4.154)
holds. The claimed bound for ‖ΠXη⊥‖2 follows from (4.152) and (4.154), which, in com-
bination with the previous considerations, proves (3.8).
To prove (3.9), we note that for any two radial functions f, g ∈ L2(R3) the function
¨
R6
drds f(r) kT (Z, r − s) g(s) (4.155)
is radial in Z. We claim that this implies that the operator
˚
R9
dZdsdr f(r)kT (Z, r − s)g(s)[cos(Z ·Π)− 1] (4.156)
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4.5 Proof of Proposition 3.6
equals h(Π2) for some function h : [0,∞)→ R. To prove this, let us denote by Π̃ the same
operator Π but understood to act on L2(R3) instead of L2mag(QB). From [15, Lemma 28]
we know that the above statement is true when Π is replaced by Π̃. To reduce our claim























dZdsdr f(r)kT (Z, r − s)g(s)[cos(Z · Π̃)− 1] = h(Π̃2)
with the Bloch–Floquet transformation and use that Π̃(0) = Π. Eq. (3.9) is a direct conse-
quence of the fact that the operator in (4.156) equals h(Π2). This proves Proposition 3.2.
4.5 Proof of Proposition 3.6
Let the assumptions of Proposition 3.6 hold. We show that there are constants D0 > 0
and B0 > 0 such that for 0 < B 6 B0 and temperatures T obeying
0 < T0 6 T < Tc(1−D0B)
there is a function Ψ ∈ H2mag(QB), such that the Gibbs state Γ∆ in (3.4) built upon the
gap function ∆(X, r) = −2V α∗(r)Ψ(X) obeys (3.27).
To prove this, we choose ψ ∈ H2mag(Q1) with ‖ψ‖H2mag(QB) = 1 and Ψ ∈ H2mag(QB)
as in (1.18). This, in particular, implies ‖Ψ‖H2mag(QB) = 1. We collect the results of
Propositions 3.2, 3.4, 4.15, as well as (2.7) and (4.147), and conclude that
FBCSB,T (Γ∆)−FBCSB,T (Γ0) < B
(
−cD0 ‖ψ‖22 + C
)
holds as long as B is small enough. We remark that this argument can be carried out with-
out the assumption of H2mag(Q1)-regularity of ψ by instead using the sign of V . Compare
this to the discussion below (3.28). Choosing D0 = Cc‖ψ‖22
ends the proof of Proposition 3.6.
5 The Structure of Low-Energy States
In Section 3 we use a Gibbs state to show that the BCS free energy is bounded from above
by the Ginzburg–Landau energy plus corrections of lower order. The Gibbs state has a
Cooper pair wavefunction which is given by a product of the form α∗(r)Ψ(X) to leading
order, where Ψ is a minimizer of the Ginzburg–Landau functional in (1.17) and α∗ is the
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unique solution of the gap equation (1.15). Moreover, close to the critical temperature the
Cooper pair wave function is small in an appropriate sense, which allows us to expand the
BCS functional in powers of Ψ and to obtain the terms in the Ginzburg–Landau functional.
Our proof of a matching lower bound for the BCS free energy in Section 6 is based
on the fact that certain low-energy states of the BCS functional have a Cooper pair wave
function with a similar structure. The precise statement is provided in Theorem 5.1 below,
which is the main technical novelty of this paper. This section is devoted to its proof.
We recall the definition of the generalized one-particle density matrix Γ in (1.5), its
offdiagonal entry α, as well as the normal state Γ0 in (1.12).
Theorem 5.1 (Structure of low-energy states). Let Assumptions 1.3 and 1.5 hold. For
given D0, D1 > 0, there is a constant B0 > 0 such that for all 0 < B 6 B0 the following
holds: If T > 0 obeys T − Tc > −D0B and if Γ is a gauge-periodic state with low energy,
that is,
FBCSB,T (Γ)−FBCSB,T (Γ0) 6 D1B2, (5.1)
then there are Ψ ∈ H1mag(QB) and ξ ∈ H1(QB × R3s ) such that












Remarks. (a) Equation (5.3) proves that, despite Ψ being dependent on B, it is a macro-
scopic quantity in the sense that its H1mag(QB)-norm scales as that of the function in
(1.18).
(b) We highlight that, in contrast to the H1mag(QB)-norm of Ψ, the H1(QB × R3s )-norm of
ξ is not scaled with additional factors of B, see (2.9). The unscaled L2mag(QB)-norm
of Ψ is of the order B1/2, whence it is much larger than that of ξ.
(c) Theorem 5.1 should be compared to [17, Eq. (5.1)] and [15, Theorem 22].
Theorem 5.1 contains the natural a priori bounds for the Cooper pair wave function α
of a low-energy state Γ in the sense of (5.1). However, in Section 6 we are going to need
more regularity of Ψ than is provided by Theorem 5.1. More precisely, we are going to
use the function Ψ from this decomposition to construct a Gibbs state Γ∆Ψ and apply our
trial state analysis provided by Propositions 3.2 and 3.4 as well as Theorem 3.5 to extract
the Ginzburg–Landau energy. In order to control the errors during this analysis, we need
the H2mag(QB)-norm of Ψ. The following corollary provides us with a decomposition of α
in terms of a center-of-mass Cooper pair wave function Ψ6 with H2mag(QB)-regularity.
Corollary 5.2. Let the assumptions of Theorem 5.1 hold and let ε ∈ [B,B0]. Let Ψ be as
in (5.2) and define
Ψ6 := 1[0,ε](Π







‖Ψ6‖2Hkmag(QB) 6 C (εB
−1)k−1 ‖Ψ‖2H1mag(QB), k > 2, (5.5)
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5.1 A lower bound for the BCS functional
as well as









and, with ξ in (5.2), the function








In terms of these functions, the Cooper pair wave function α of the low-energy state Γ in
(5.1) admits the decomposition
α(X, r) = Ψ6(X)α∗(r) + σ(X, r). (5.11)
Proof. The bounds for Ψ6 and Ψ> in (5.5) and (5.6) are a direct consequence of their
definition in (5.4). The bound (5.6) immediately implies (5.8). Moreover, σ obeys (5.10)
by (5.3) and (5.8). Finally, (5.11) follows from (5.2).
5.1 A lower bound for the BCS functional
We start the proof of Theorem 5.1 with the following lower bound on the BCS functional.
Lemma 5.3. Let Γ0 be the normal state in (1.12). We have the lower bound
FBCSB,T (Γ)−FBCSB,T (Γ0) > Tr
[










where KT,B = KT (π) and V α(x, y) = V (x− y)α(x, y).
Proof. The statement follows from Eqs. (5.3)–(5.12) in [17] with the evident replacements.
The argument uses the relative entropy inequality [17, Lemma 1], which is a refinement of
the bound [29, Theorem 1].
In Proposition A.1 in Appendix A we show that the magnetic field can lower the lowest
eigenvalue zero of KTc − V at most by a constant times B. This information is used in
the following lemma to bound KT,B − V from below by a nonnegative operator, up to a
correction of the size CB. The inequality (5.13) below is stated for KT,B − V as a one-
particle operator but it holds equally for the operator KT,B − V (x− y) in (5.12) because
V intertwines as T (y)∗V (x)T (y) = V (x− y) with the magnetic translations T (y) in (1.3).
Lemma 5.4. Let Assumptions 1.3 and 1.5 be true. For any D0 > 0, there are constants
B0 > 0 and T0 > 0 such that for 0 < B 6 B0 and T > 0 with T −Tc > −D0B, the estimate
KT,B − V > c (1− P )(1 + π2)(1− P ) + c min{T0, (T − Tc)+} − CB (5.13)
holds. Here, P = |α∗〉〈α∗| is the orthogonal projection onto the ground state α∗ of KTc−V .
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5.1 A lower bound for the BCS functional
Proof. We prove two lower bounds on KT,B − V , which we add up to etablish (5.13).
Step 1. We claim that there are T0, c, C > 0 such that
KT,B − V > c min{T0, (T − Tc)+} − CB. (5.14)













and is bounded from above by 2. If T 6 Tc, we infer KT,B − KTc,B > −2D0B as an
operator inequality, which, in combination with Proposition A.1 in the appendix, proves




1 the lowest and
the second lowest eigenvalue of the operator KT,B − V , respectively. Also let PT,B be the
spectral projection corresponding to eT,B0 and define QT,B = 1− PT,B. We have
KT,B − V > eT,B0 PT,B + eT,B1 QT,B.
Since KT (p) − KTc(p) > 0 for all p ∈ R3, which follows from (5.15), we know the lower
bound eT,B1 > e
Tc,B
1 > κ for some κ > 0. Here, the second inequality follows from Propo-
sition A.1. From Proposition A.1 we also know that the lowest eigenvalue of KT,B − V is
simple. According to (5.15), the function T 7→ KT (p) is increasing and has a non-vanishing
derivative for each p ∈ R3. Analytic perturbation theory therefore implies the lower bound
eT,B0 > e
Tc,B
0 + c(T − Tc) for some c > 0 as long as |T − Tc| is small enough. Since
Proposition A.1 shows eTc,B0 > −CB these consideration prove (5.14) in the case T > Tc.
Step 2. We claim there are c, C > 0 such that
KT,B − V > c (1− P )(1 + π2)(1− P )− CB. (5.16)
From the arguments in Step 1 we know that we can replace T by Tc for a lower bound if
we allow for a remainder of the size −CB. To prove (5.16), we choose 0 < η < 1 and write
KTc,B − V = eB0 PB + (1− PB)[(1− η)KTc,B − V ](1− PB) + η(1− PB)KTc,B(1− PB),
(5.17)
where eB0 denotes the ground state energy of KTc,B−V and PB = |αB∗ 〉〈αB∗ | is the spectral
projection onto the corresponding unique ground state vector αB∗ . From Proposition A.1
we know that the first term on the right side of (5.17) is bounded from below by −CB.
The lowest eigenvalue of KTc − V is simple and isolated from the rest of the spectrum.
Proposition A.1 therefore implies that the second term in (5.17) is nonnegative as long
as η is, independently of B, chosen small enough, and can be dropped for a lower bound.
To treat the third term, we note that the symbol KT (p) in (1.14) satisfies the inequality
KTc(p) > c
′(1 + p2) for some constant c′, and hence KTc,B > c′(1 + π2). In combination,
the above considerations prove
KTc,B − V > c′ (1− PB)(1 + π2)(1− PB)− CB.
It remains to replace PB by P = |α∗〉〈α∗|. To this end, we write
(1− PB)(1 + π2)(1− PB)− (1− P )(1 + π2)(1− P )
= (P − PB) + (P − PB)π2(1− PB) + (1− P )π2(P − PB). (5.18)
From Proposition A.1 we know that ‖PB−P‖∞ 6 CB and ‖π2(PB−P )‖∞ 6 CB. Hence,
the norm of the operator on the right side of (5.18) is bounded by a constant times B.
This shows (5.16) and concludes our proof.
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We deduce two corollaries from (5.12) and Lemma 5.4. The first statement is an a
priori bound that we use in the proof of Theorem 2 (b).
Corollary 5.5. Let Assumptions 1.3 and 1.5 be true. Then, there are constants B0 > 0
and C > 0 such that for all 0 < B 6 B0 and all temperatures T > Tc(1 + CB), we have
FBCSB,T (Γ)−FBCSB,T (Γ0) > 0 unless Γ = Γ0.
Proof. Let D0 > 0 and assume that T > Tc(1 + D0B). From (5.12) and Lemma 5.4 we
know that
FBCSB,T (Γ)−FBCSB,T (Γ0) > (c min{T0, TcD0B} − CB) ‖α‖22. (5.19)
For the choice D0 = 2CcTc and B0 =
T0
D0Tc
the right side of (5.19) is strictly positive unless
α = 0. We conclude that Γ0 is the unique minimizer of FBCSB,T , which proves the claim.
The second corollary provides a bound for the Cooper pair wave functions of low energy






We highlight that it acts on both, the relative coordinate r = x− y and the center-of-mass
coordinate X = x+y2 of a function α(x, y).
Corollary 5.6. Let Assumptions 1.3 and 1.5 be true. For any D0, D1 > 0, there is a
constant B0 > 0 such that if Γ satisfies (5.1), if 0 < B 6 B0, and if T is such that
T − Tc > −D0B, then α = Γ12 obeys





6 CB‖α‖22 +D1B2, (5.21)
where P = |α∗〉〈α∗| and πr = −i∇r + 12B ∧ r both act on the relative coordinate.
In the statement of the corollary and in the following, we refrain from equipping the
projection P = |α∗〉〈α∗| with an index r although it acts on the relative coordinate. This
should not lead to confusion and keeps the formulas readable.
Proof. We recall that the operator V acts by multiplication with V (x−y) and that KT (p)
is defined in (1.14). Using α(x, y) = α(y, x) we write
Tr
[
















We note that πx = 12ΠX + π̃r = UπrU
∗ and πy = 12ΠX − π̃r = −U∗πrU , with π̃r and ΠX
in (2.10). Using the above identities we see that
KT (πx)− V (r) = U∗(KT (πr)− V (r))U,
KT (πy)− V (r) = U(KT (πr)− V (r))U∗. (5.23)
The result follows from a short computation or from Lemma 5.11 below. We combine (5.1),
(5.12), (5.22) and (5.23) to show the inequality
1
2






Finally, we apply Lemma 5.4 to the first term on the left side and obtain (5.21).
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5.2 The first decomposition result
The proof of Theorem 5.1 is based on Corollary 5.6 and is given in two steps. In the first
step we drop the second term on the left side of (5.21) for a lower bound, and investigate
the implications of the resulting inequality for α. The result of the corresponding analysis
is summarized in Proposition 5.7 below. The second term on the left side of (5.21) is used
later in Lemma 5.14.
Proposition 5.7. Given D0, D1 > 0, there is B0 > 0 with the following properties. If, for
some 0 < B 6 B0, the wave function α ∈ L2(QB × R3s ) satisfies
〈α, [U∗(1− P )(1 + π2r )(1− P )U + U(1− P )(1 + π2r )(1− P )U∗]α〉 6 D0B‖α‖22 +D1B2,
(5.24)
then there are Ψ ∈ H1mag(QB) and ξ0 ∈ H1(QB × R3s ) such that





Ψ(X) + ξ0(X, r) (5.25)
with





Before we give the proof of the a priori estimates in Proposition 5.7, we define the de-
composition of α, explain the idea behind it, and discuss relations to the existing literature.










A short computation shows that its adjoint A∗ : L2mag(QB)→ L2(QB × R3s ) is given by






We highlight that this is the form of the first term in (5.25). For a given Cooper pair wave
function α, we use these operators to define the two functions Ψ and ξ0 by
Ψ := (AA∗)−1Aα, ξ0 := α−A∗Ψ. (5.29)
Lemma 5.8 below guarantees that AA∗ is invertible, and we readily check that (5.25) holds
with these definitions. Moreover, this decomposition of α is orthogonal in the sense that
〈A∗Ψ, ξ0〉 = 0 holds. The claimed orthogonality follows from
Aξ0 = 0, (5.30)
which is a direct consequence of (5.29). In the following we motivate our choice for Ψ and
ξ0 and comment on its appearance in the literature.
The decomposition of α is motivated by the minimization problem for the low-energy
operator 2−UPU∗−U∗PU , that is, the operator in (5.24) with π2r replaced by zero. The
operators UPU∗ and U∗PU act as A∗A on the space L2(QB × R3s ) of reflection symmetric
functions in the relative coordinate. If Π is replaced by PX in the definition of U then A∗A






dPX |aPX 〉〈aPX |, (5.31)
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with |aPX 〉〈aPX | the orthogonal projection onto the function aPX (r) = cos(r/2 ·PX)α∗(r).
Here the variable PX is the dual of the center-of-mass coordinate X in the sense of Fourier
transformation and r denotes the relative coordinate. That is, the function aPX (r) min-
imizes 1 − A∗A in each fiber, whence it is the eigenfunction with respect to the lowest
eigenvalue of 1− A∗A = 1− (UPU∗ + U∗PU)/2. This discussion should be compared to
[17, Eq. (5.47)] and the discussion before Lemma 20 in [14].
If we replace PX by the magnetic momentum operator Π again the above picture
changes because the components of Π cannot be diagonalized simultaneously (they do not
commute), and hence (5.31) has no obvious equivalent in this case. The decomposition of α
in terms of the operators A and A∗ above has been introduced in [15] in order to study the
operator 1− V 1/2LT,BV 1/2 with LT,B in (3.15), see also the discussion below Theorem 3.5.
The situation in this work is comparable to our case with π2r replaced by zero in (5.24).
Our analysis below shows that the ansatz (5.29) is useful even if the full range of energies
is considered, that is, if π2r is present in (5.24).
In the following lemma we collect useful properties of the operator AA∗. It should be
compared to [15, Lemma 27].



















on L2mag(QB) are both bounded nonnegative functions of Π2 and satisfy the following prop-
erties:
(a) 0 6 AA∗ 6 1 and 0 6 1−AA∗ 6 1.
(b) There is a constant c > 0 such that AA∗ > c and 1−AA∗ > c Π2 (1 + Π2)−1.
In particular, AA∗ and 1−AA∗ are boundedly invertible on L2mag(QB).
Proof. Part (a) is a direct consequence of the fact that ‖α∗‖2 = 1. In the following we










(1 +R), 1−AA∗ = 1
2
(1−R).
Let us also denote by R̃ the operator in (5.32) but with Π replaced by Π̃, which is the same
operator but understood to act on L2(R3) instead of L2mag(QB). In Lemma 28 in [15] it
has been shown that R̃ is a function of Π̃2. Moreover, the statement of Lemma 27 in [15]
is equivalent to




for some 0 < c < 1, and Eq. (55) in the same reference implies
|R̃| 6 1− c. (5.34)
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In combination, (5.33), (5.34), and R̃ 6 1 show









It remains to argue that R is a function of Π2 and that a version of (5.35) with R̃ and Π̃
replaced by R and Π holds.
The fact that R is a function of Π2 follows from the argument that we used to show
that the same statement is true for the operator in (4.156). To show that (5.35) with R̃
and Π̃ replaced by R and Π holds, we conjugate both sides of the inequalities with the
Bloch-Floquet transformation in (4.157) and (4.158), and use (4.159). The inequalities in
(5.35) therefore hold equally in any fiber, that is, with Π̃ on the left and on the right sides
replaced by Π(k) = Π +k acting on L2mag(QB). Since Π̃(0) = Π, this proves the claim.
The remainder of this subsection is devoted to the proof of Proposition 5.7. We start
with a lower bound on the operator in (5.24) when it acts on wave functions of the form
A∗Ψ, see Lemma 5.9 below.
5.2.1 Step one – lower bound on the range of A∗
The main result of this subsection is the following lemma.
Lemma 5.9. For any Ψ ∈ L2mag(QB), with A and A∗ given by (5.27) and (5.28), with U




〈A∗Ψ, [U∗(1− P )(1 + π2r )(1− P )U + U(1− P )(1 + π2r )(1− P )U∗]A∗Ψ〉





















































In particular, we have the lower bound
1
2
〈A∗Ψ, [U∗(1− P )(1 + π2r )(1− P )U + U(1− P )(1 + π2r )(1− P )U∗]A∗Ψ〉 > c 〈Ψ,Π2Ψ〉.
(5.37)
Remark 5.10. Let us replace π2r on the left side of (5.36) by zero for the moment. In this
case, the substitute of (5.36) reads
1
2
〈A∗Ψ, [U∗(1− P )U + U(1− P )U∗]A∗Ψ〉 = 〈Ψ, AA∗(1−AA∗)Ψ〉. (5.38)
It follows from Lemma 5.8 that the operator AA∗(1 − AA∗) is bounded from below by
Π2 only for small values of Π2, which is not enough for the proof of Proposition 5.7.
This justifies the term “low-energy operator” for 1 − A∗A, which we used earlier in the
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discussion below (5.28). The additional factor 1 + Π2 in the first term on the right side of
(5.36) compensates for the problematic behavior of (5.38) for high energies. The expression
on the right side of (5.38) also appears in [15].
Before we give the proof of Lemma 5.9, we prove two technical lemmas, which provide
intertwining relations for various magnetic momentum operators with U and linear com-
binations of U . A part of the relations in the first lemma can be found in [15, Lemma 24].
Lemma 5.11. Let pr := −i∇r, πr = pr + 12B∧ r and π̃r and ΠX be given by (2.10). With
U in (5.20), we have the following intertwining relations:
UΠXU
∗ = ΠX −B ∧ r,
U∗ΠXU = ΠX + B ∧ r,
UπrU


























holds. To prove the first intertwining relation with ΠX , we compute
ΠXU
























= U∗[ΠX −B ∧ r].






PX f(X − r2). The second intertwining relation with
ΠX is obtained by replacing r by −r.


















































The remaining relations can be proved similarly and we skip the details.
































B ∧ r. (5.41)
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It will be useful in the proof of Lemma 5.9 to have displayed both, (5.42) and (5.43) as
well as (5.44) and (5.45), even though they follow trivially from each other and (5.40) or
(5.41).

















(U∗ − U), (5.46)
and the intertwining relations in Lemma 5.12. We omit the details.
Proof of Lemma 5.9. The proof is a tedious computation that is based on the intertwining
relations in Lemma 5.12. We start by defining
T1 := U∗π2rU + Uπ2rU∗ = 2 π̃2r +
1
2
Π2X , T2 := U∗Pπ2rPU + UPπ2rPU∗,
T3 := U∗Pπ2rU + UPπ2rU∗, T4 := U∗π2rPU + Uπ2rPU∗. (5.47)
Then, (5.36) can be written as
〈A∗Ψ, [U∗(1− P )(1 + π2r )(1− P )U + U(1− P )(1 + π2r )(1− P )U∗]A∗Ψ〉 =
= 2〈A∗Ψ, (1−A∗A)A∗Ψ〉
+ 〈A∗Ψ, T1A∗Ψ〉+ 〈A∗Ψ, T2A∗Ψ〉 − 〈A∗Ψ, T3A∗Ψ〉 − 〈A∗Ψ, T4A∗Ψ〉. (5.48)
The first term on the right side equals twice the term in (5.38), which is in its final form.








































We multiply this from the left with cos( r2ΠX), use (5.40) to commute ΠX to the left in the















































B ∧ r. (5.49)
The operator |B∧ r|2 in the second term on the right side commutes with sin2( r2ΠX). The
operator in square brackets is self-adjoint and commutes with B ∧ r. When we add (5.49)

































|B ∧ r|2. (5.50)
We evaluate (5.50) in the inner product with α∗Φ and α∗Ψ on the left and right side,
respectively, use the fact that AA∗ commutes with Π2, see Lemma 5.8, and obtain













June 29, 2021 63 A. Deuchert, C. Hainzl, M. Schaub
5.2 The first decomposition result
When we choose Φ = Ψ we obtain the result for the term proportional to Π2X in T1.
Next, we investigate the term proportional to π̃2r in T1. We use (5.43) to move the



































































For the moment the second line remains untouched. It is going to be canceled by a term


























To obtain this result, we used (∇α∗)(r) ·B∧ r = 0, which holds because α∗ is radial. This
term is in its final form.
Now we have a closer look at the terms proportional to sin times cos in (5.52). The
























We intend to interchange sin( r2ΠX) and cos(
r
2ΠX) in the first term. To do this, we use





















In the first term we may now commute the sine and the cosine and use (5.40) and (5.45)
to bring πr and ΠX in the center again. We also move πr into the center in the second























































B ∧ r. (5.56)
We use (5.45) to move π̃r to the left in the last term in (5.56). One of the terms we obtain
in this way cancels the third term in (5.56). We also use cos( r2ΠX)
2 + sin( r2ΠX)
2 = 1
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to rewrite the fourth term in (5.56). In combination, these considerations imply that the

























πrB ∧ r. (5.57)
The expectation of the second term with respect to α∗(r)Ψ(X) cancels the second term in
(5.53). We multiply the last term from the left and from the right with α∗(r), integrate















dr |B ∧ r|2α∗(r)2. (5.58)
The first term on the right side vanishes because α∗ is radial, see the remark below (5.53).


































































In combination with (5.47) and (5.51), this yields



























and completes our computation of the term involving T1.
A short computation shows that







dr |B ∧ r|2α∗(r)2
]
. (5.61)
It remains to compute the terms in (5.48) involving the operators T3 and T4, where T ∗4 = T3.
In the following we compute the term with T3. A short computation, which uses the
fact that α∗ is radial, shows
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The second term on the right side is in its final form and will be canceled by a term below.
We continue with the first term, use (5.42) twice to commute pr with the squared cosine,
























B ∧ r. (5.63)
We note that the last term, when inserted back into (5.62), vanishes because α∗ is radial.













Let us continue with the second term on the right side of (5.63). We multiply it with pr
from the left and use (5.42) and (5.44) to commute pr to the right. In the two emerging

















































































































Notice that the first term on the right side equals (−1) times the term on the left side.
Thus, the left side equals 12 times the third line plus the fourth line. To compute the third
line of (5.65) we use (5.51) with the choice Φ = AA∗Ψ. A short computation shows that














In combination, these considerations imply that the left side of (5.65) is given by
1
2
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We note that the third term in (5.66) cancels the second term in (5.62). Adding all this

































The corresponding result for 〈A∗Ψ, T4A∗Ψ〉 is obtained by taking the complex conjugate
of the right side of (5.67), which amounts to interchanging the roles of AA∗Ψ and Ψ in the
last two lines.
We are now prepared to collect our results and to provide the final formula for (5.48).
We need to collect the terms in (5.60), (5.61), (5.67) and the complex conjugate of (5.67).





































When we insert the factor 1 = cos2( r2ΠX) + sin
2( r2ΠX) in the second term, we obtain the
final result for the terms proportional to |∇α∗|2.















































When we insert 1 = cos2( r2ΠX) + sin
2( r2ΠX) in the second term we can bring these terms
in the claimed form.
Finally, we collect the terms proportional to α2∗ but without magnetic field. Taking
into account the first term in (5.48), we find
2〈Ψ, AA∗(1−AA∗)Ψ〉+ 〈Ψ, AA∗Π2Ψ〉+ 〈Ψ, AA∗(1−AA∗)Π2Ψ〉 − 〈Ψ, AA∗AA∗Π2Ψ〉
= 2〈Ψ, AA∗(1−AA∗)(1 + Π2)Ψ〉.
To obtain the result, we used that the terms coming from T3 and T4 are actually the same
because AA∗ and 1− AA∗ commute with Π2, see Lemma 5.8. This proves (5.36) and the
lower bound (5.37) is implied by the operator bounds in Lemma 5.8.
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5.2.2 Step two – estimating the cross terms
In the second step of the proof of Proposition 5.7 we estimate the cross terms that we
obtain when the decomposition in (5.25) with Ψ and ξ0 in (5.29) is inserted into the left
side of (5.24).
Lemma 5.13. Given D0, D1 > 0, there is B0 > 0 with the following properties. If, for
some 0 < B 6 B0, the wave function α ∈ L2(QB × R3s ) satisfies
1
2
〈α, [U∗(1− P )U + U(1− P )U∗]α〉 6 D0B ‖α‖22 +D1B2,












Furthermore, for any η > 0 we have
|〈ξ0, [U(1− P )(1 + π2r )(1− P )U∗ + U∗(1− P )(1 + π2r )(1− P )U ]A∗Ψ〉|







Proof. We start by noting that Aξ0 = 0 implies 〈ξ0, A∗Ψ〉 = 0, and hence
‖α‖22 = ‖A∗Ψ‖22 + ‖ξ0‖22 6 ‖Ψ‖22 + ‖ξ0‖22. (5.72)




〈α, [U∗(1− P )U + U(1− P )U∗]α〉 = 〈α, (1−A∗A)α〉
= 〈A∗Ψ, (1−A∗A)A∗Ψ〉+ 〈ξ0, (1−A∗A)A∗Ψ〉+ 〈A∗Ψ, (1−A∗A)ξ0〉
+ 〈ξ0, (1−A∗A)ξ0〉
= 〈Ψ, AA∗(1−AA∗)Ψ〉+ ‖ξ0‖22. (5.73)
From Lemma 5.8 we know that the first term on the right side is nonnegative and hence
‖ξ0‖22 6 D0B‖α‖22 +D1B2.
Together with (5.72), this also proves (1 − D0B)‖α‖22 6 ‖Ψ‖22 + D1B2, that is, (5.69).
Finally, (5.69) and (5.73) prove (5.70).
Next we prove (5.71). Let us define
T := U∗(1− P )(1 + π2r )(1− P )U + U(1− P )(1 + π2r )(1− P )U∗ (5.74)
and consider 〈ξ0, T A∗Ψ〉. We note that Aξ0 = 0 implies PUξ0 = 0 = PU∗ξ0, where the
projection P is understood to act on the relative coordinate. In combination with (5.47)
this allows us to see that










− 〈ξ0, (U∗ + U)π2r α∗AA∗Ψ〉 (5.75)
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holds. We use (5.40) and (5.41) to commute Π2X in the first term on the right side of (5.75)
































|B ∧ r|2α∗(r) Ψ(X). (5.76)
The first term on the right side vanishes because Aξ0 = 0. Similarly, we apply (5.42) and
(5.44) to commute π̃2r in the first term in (5.75) to the right and find
























When we combine π2rα∗(r) = p2rα∗(r) +
1
4 |B ∧ r|2α∗(r), which holds because α∗ is radial,
(5.75), (5.76) and (5.77), we obtain




























Using Cauchy-Schwarz, we bound the absolute value of this by










and with the decay properties of α∗ in (A.1) we see that the norms of α∗ on the right side
are bounded uniformly in 0 6 B 6 B0. Moreover, Lemma 5.8 and (5.70) imply that there
is a constant c > 0 such that
‖(1−AA∗)Ψ‖22 6 〈Ψ, (1−AA∗)Ψ〉 6
1
c





For η > 0 we thus obtain
|〈ξ0, T A∗Ψ〉| 6 C
[





and an application of (5.70) proves the claim.
5.2.3 Proof of Proposition 5.7
We recall the decomposition α = A∗Ψ + ξ0 with Ψ and ξ0 in (5.29) as well as T in (5.74).





> 〈A∗Ψ, T A∗Ψ〉+ 2 Re〈ξ0, T A∗Ψ〉+ 〈ξ0, T ξ0〉. (5.81)
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With the help of Lemma 5.11, the identities PUξ0 = 0 = PU∗ξ0 imply















Lemma 5.8 guarantees the existence of a constant ρ > 0 such that
AA∗(1−AA∗)(1 + Π2) > ρ Π2.
Therefore, (5.37) implies
〈A∗Ψ, T A∗Ψ〉 > 2 〈Ψ, AA∗(1−AA∗)(1 + Π2)Ψ〉 > 2ρ 〈Ψ,Π2Ψ〉. (5.83)
To estimate the second term on the right side of (5.81), we note that T is bounded
from below by U(1 − P )U∗ + U∗(1 − P )U . Therefore, we may apply Lemma 5.13 with
η = ρ2 and find















5.3 Uniform estimate on ‖Ψ‖2











In this section we will take this term and (5.84) into account and show that it can be
combined with Proposition 5.7 to obtain a bound for ‖Ψ‖2. This will afterwards allow us
to prove Theorem 5.1.
Lemma 5.14. Given D0 > 0, there is B0 > 0 such that for all 0 < B 6 B0 the following
holds. If the wave function α ∈ L2(QB × R3s ) obeys (5.21) then Ψ in (5.29) satisfies
‖Ψ‖22 6 CB. (5.85)
Proof. We recall the decomposition α = A∗Ψ + ξ0 with Ψ and ξ0 in (5.29). Eq. (5.84) and





> ‖α‖4 > ‖A∗Ψ‖4 − ‖ξ0‖4. (5.86)
Thus, it suffices to prove an upper bound for ‖ξ0‖4 and a lower bound for ‖A∗Ψ‖4. Our
proof follows closely the proof of [17, Eq. (5.48)].
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To see this, we first use Hölder’s inequality to estimate ‖ξ0‖44 6 ‖ξ0‖22 ‖ξ0‖2∞. From
Proposition 5.7 we know that ‖ξ0‖22 6 C(B‖Ψ‖22 + B2), and it thus remains to prove a
bound for ‖ξ0‖∞. We claim that for any ν > 3
‖ξ0‖∞ 6 1 + Cν B−1/4 ‖(1 + | · |)να∗‖6/5 ‖Ψ‖6, (5.88)
where the right side is finite by the decay properties of α∗ in (A.1). To prove (5.88), we
first note that (1.6) implies ‖α‖∞ 6 1, and hence ‖ξ0‖∞ 6 1+‖A∗Ψ‖∞. We apply Lemma
4.1 (b) to A∗Ψ and obtain (5.88). We also combine (2.7) with Proposition 5.7 and obtain
‖Ψ‖6 6 C(‖Ψ‖2 +B1/2). In combination, these considerations imply (5.87).


































































































































In the following we derive a lower bound on T∗ and an upper bound on T1 and T2.
Lower bound on T∗. We change variables z 7→ z + x and y 7→ y + x and afterwards
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5.3 Uniform estimate on ‖Ψ‖2
Next, we combine Ψ(X + z2) = e
i z
2




















































































dz α∗(z)Ψ(X)α∗(z − y)Ψ(X)






























































∣∣∣∣[ei z2 ΠXΨ(X)][ei z′2 ΠXΨ(X)][(ei z+y2 ΠX − 1)Ψ(X)][(ei z′+y2 ΠX − 1)Ψ(X)]∣∣∣∣.
When we use Hölder’s inequality, (4.123), (4.98), and (2.7), we see that the integral in the
second line can be bounded by
‖ei z2 ΠΨ‖26 ‖(ei
z+y
2
Π − 1)Ψ‖6 ‖(ei
z+y
2
Π − 1)Ψ‖2 6 C
∣∣∣z + y
2
∣∣∣ B−3/2 ‖ΠΨ‖42. (5.96)
Proposition 5.7 provides us with a bound for ‖ΠΨ‖2. In combination with (5.95), (5.96),
Young’s inequality, and the bound |z + y| 6 2|z|+ |z − y|, this implies
















‖α∗‖4/3 ‖ | · |α∗‖4/3, (5.97)
where the right side is finite by (A.1). Similarly, we see that T (2)∗ is bounded by the right
side of (5.97).
Upper bound on T1 and T2 in (5.91). Bounds for T1 and T2 can be obtain along the
same lines as the bound for T (1)∗ . We apply the same change of variables as above and
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5.4 Proof of Theorem 5.1






















Here, we used sin2(x) 6 |x| and the operator inequality in (4.98) to estimate the third

















and (2.7) or (4.123), respectively. A bound for T2 can be proved analogously. The final
estimate we obtain in this way reads







In combination with (5.90), (5.93), and (5.97), this proves (5.89).
Step 3. We denote c := 12‖α̂∗‖4, insert (5.87) and (5.89) into (5.86) and obtain
CB
1
4 ‖Ψ‖1/22 > c‖Ψ‖4 − CB
1
8 ‖Ψ‖2 − CB
1
2 , (5.100)
which holds for B small enough. For η > 0 the left side is bounded from above by a
constant times η‖Ψ‖2 +η−1B
1







> (c− CB 18 )‖Ψ‖2 − CB
1
2 . (5.101)
When we choose η and B in (5.101) small enough, this proves the claim.
5.4 Proof of Theorem 5.1
The assumption (5.1) in Theorem 5.1, Corollary 5.6, Proposition 5.7 and Lemma 5.14
imply the decomposition α = A∗Ψ + ξ0, where Ψ and ξ0 in (5.29) obey
‖Ψ‖2H1mag(QB) = B
−1‖Ψ‖22 +B−2‖ΠΨ‖22 6 C (5.102)
and

















Then, (5.2) holds and we claim that ξ satisfies (5.3). To prove this, we estimate the second









6 C ‖| · |α∗‖22 ‖ΠΨ‖22 6 CB2 ‖Ψ‖2H1mag(QB),
where the right side is finite by the decay properties of α∗ in (A.1). Using additionally
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This proves that ξ obeys (5.3) and ends the proof of Theorem 5.1.
6 The Lower Bound on (1.21) and Proof of Theorem 2 (b)
6.1 The BCS energy of low-energy states
In this section, we provide the lower bound on (1.21) and the proof of Theorem 2 (b), and
thereby complete the proof of Theorems 1 and 2. Let D1 > 0 and D ∈ R be given and
assume that Γ is a gauge-periodic state at temperature T = Tc(1−DB) that satisfies (5.1).
Corollary 5.2 provides us with a decomposition of the Cooper pair wave function α = [Γ]12
in terms of Ψ6 in (5.4) and σ in (5.9), where ‖Ψ6‖H1mag(QB) 6 C and where the bound
‖Ψ6‖2H2mag(QB) 6 C εB
−1 ‖Ψ‖2H1mag(QB) (6.1)
holds in terms of the function Ψ in Theorem 5.1. With the function Ψ6 we construct a
Gibbs state Γ∆ with the gap function ∆ ≡ ∆Ψ6 as in (3.1). Using Proposition 3.4, we
write the BCS free energy of Γ as




















dr V (r) |σ(X, r)|2,
where
‖RT,B(∆)‖1 6 C B3 ‖Ψ‖6H1mag(QB).
We also apply Theorem 3.5 to compute the terms in the first line on the right side, and
find the lower bound














dr V (r) |σ(X, r)|2. (6.2)
The relative entropy is nonnegative and the last term on the right side is nonpositive. In
the next section we show that their sum is negligible.
6.2 Estimate on the relative entropy
In this section we prove a lower bound for the second line in (6.2), showing that it is
negligible. We start with the following lower bound for the relative entropy.
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6.2 Estimate on the relative entropy
Proof. The proof is given in [17, Lemma 5] and uses the fact that Γ∆ is admissible, which
follows from Lemma 3.1.
To be able to combine the term on the right side of (6.3) and the last term on the right
side of (6.2), we first need to replace the operator H∆ in the second factor on the right
side of (6.3) by H0. To that end, we note that the estimate H2∆ > (1− δ)H20 − δ−1‖∆‖2∞
holds for 0 < δ < 1 and we rewrite it as

























is operator monotone. We use















































Using supx>0 g(x) 6 1 and 1 6
x












holds. We choose δ := ‖∆‖∞ and note that Lemma 4.1 and (2.7) imply
‖∆‖∞ 6 C B1/4 ‖Ψ‖H1mag(QB). (6.5)





























> (1− C‖∆‖∞)〈α− α∆,KT,B(α− α∆)〉+ (1− C‖∆‖∞) Tr[(γ − γ∆)KT,B(γ − γ∆)],
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6.2 Estimate on the relative entropy
where we can drop the last term for a lower bound because it is nonnegative if B is
sufficiently small. This is the lower bound for the relative entropy of Γ with respect to Γ∆
we were looking for.
It remains to combine the first term on the right side and the interaction term on the
right side of (6.2). Let us define the function η := α∗Ψ6 − α∆. By Corollary 5.2 we have









dr V (r)|σ(X, r)|2
> (1− C‖∆‖∞)〈σ + η,KT,B(σ + η)〉 − 〈σ, V σ〉
> (1− C‖∆‖∞)〈σ, (KT,B − V )σ〉 − C‖∆‖∞‖V ‖∞‖σ‖22 − 2 |〈η,KT,Bσ〉|. (6.7)
From (5.14) we know that the lowest eigenvalue of KT,B − V is bounded from below by
−CB. In combination with (5.10) and (6.5), this implies that the first two terms on the






To estimate the last term on the right side of (6.7), we use (5.15) to replace KT,B by KTc,B,
which yields the estimate





To obtain this result we also used (5.10), Proposition 3.2 and (6.1). Next, we decompose
η = η0 + η⊥ with η0(∆) and η⊥(∆) as in Proposition 3.2 and write
〈η,KTc,Bσ〉 = 〈η0,KTc,Bσ〉+ 〈η⊥,KTc,B(σ − σ0)〉+ 〈η⊥,KTc,Bσ0〉. (6.9)






















It remains to estimate the last term on the right side of (6.9), which we write as
〈η⊥,KTc,Bσ0〉 = 〈η⊥,KrTcσ0〉+ 〈η⊥, [KrTc,B −KrTc ]σ0〉+ 〈η⊥, (U − 1)KrTc,Bσ0〉
+ 〈η⊥, UKrTc,B(U∗ − 1)σ0〉. (6.12)




the relative coordinate r = x− y.
Since ∆(X, r) = −2V (r)α∗(r)Ψ6(X) and σ0(X, r) = α∗(r)Ψ>(X) we know from
Proposition 3.2 (c) that the first term on the right side of (6.12) vanishes. A bound
for the remaining terms is provided by the following lemma. Its proof will be given in
Section 6.4 below.
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6.3 Conclusion
Lemma 6.2. We have the following estimates on the remainder terms of (6.12):
(a) |〈η⊥, [KrTc,B −KrTc ]σ0〉| 6 CB3 ‖Ψ‖2H1mag(QB),
(b) |〈η⊥, (U − 1)KrTc,Bσ0〉| 6 Cε
1/2B2 ‖Ψ‖2H1mag(QB),









































The proves the lower bound for the BCS free energy in Theorem 1.
6.3 Conclusion
Using (6.14), we now finish the proofs of Theorem 1 and Theorem 2, and we start with the
former. Let Γ be an approximate minimizer of the BCS functional, i.e., let (5.1) hold with
D1 := E
GL(D) + ρ (6.15)











This proves the claimed bound for the Cooper pair wave function of an approximate min-
imizer of the BCS functional in Theorem 1.
We turn to the proof of Theorem 2. Let the temperature T obey
Tc(1−B(Dc −D0B1/12)) < T 6 Tc(1 + CB) (6.16)
with Dc in (1.20) and D0 > 0. We claim that the normal state Γ0 minimizes the BCS
functional for such temperatures T if D0 is chosen sufficiently large. Since Corollary 5.5
takes care of the remaining temperature range, this implies part (b) of Theorem 2 and
completes its proof.
To see that the above claim is true, we start with the lower bound in (6.14) and assume
that (5.1) holds with D1 = 0. We drop the nonnegative quartic term in the Ginzburg–
Landau functional for a lower bound and obtain
EGLD,B(Ψ6) > B−2〈Ψ6, (Λ0 Π2 −DBΛ2)Ψ6〉 > Λ2 (Dc −D) B−1‖Ψ6‖22,
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6.4 Proof of Lemma 6.2
with Λ0 in (3.22), Λ2 in (3.23), and with D ∈ R defined by T = Tc(1−DB). We combine
(5.6) and (5.26) and estimate
‖Ψ6‖2 > ‖Ψ‖2 − ‖Ψ>‖2 > c B1/2 ‖Ψ‖H1mag(QB)(1− C B
5/12).
When we insert our findings in the lower bound for the BCS energy in (6.14), this gives





We note that the lower bound in (6.16) is equivalent to
Dc −D > D0B1/12. (6.18)
When we choose D0 > C with C > 0 in (6.17) and use (6.18) to obtain a lower bound
for the right side of (6.17), we conclude that Ψ = 0. By (5.2) and (5.3), this implies that
α = 0 whence Γ is a diagonal state. Therefore, Γ0 is the unique minimizer of FBCSB,T if T
satisfies (6.16) with our choice of D0. As explained below (6.16), this proves Theorem 2.
6.4 Proof of Lemma 6.2
In this section we prove Lemma 6.2. Our proof of part (a) uses a Cauchy integral repre-
sentation for the operator KTc,B − (π2 − µ), which is provided in Lemma 6.4 below. Let
us start by defining the contour for the Cauchy integral.






















t ∈ [0, R],
t ∈ [0, 1],
t ∈ [−1, 1],
t ∈ [0, 1],




















The speaker path is defined as the union of paths ui, i = 1, . . . , 5, with u1 taken in reverse
direction, i.e.,
mR := −̇u1 +̇u2 +̇u3 +̇u4 +̇u5.
If µ > 1 we choose the same path as in the case µ = 1.
This path has the property that certain norms of the resolvent kernel of π2 are uniformly







[∥∥ | · |agwB∥∥1 + ∥∥ | · |a∇gwB∥∥1] <∞. (6.19)
We could also choose a path parallel to the real axis in Lemma 6.4 below. In this case
the above norms would depend on R. Although our analysis also works in this case, we
decided to use the path mR because of the more elegant bound in (6.19). With the above
definition at hand, we are prepared to state the following lemma.
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6.4 Proof of Lemma 6.2
Lemma 6.4. Let H : D(H)→ H be a self-adjoint operator on a separable Hilbert space H
with H > −µ and let β > 0. Then, we have
H
tanh(β2H)












z −H , (6.20)
with the speaker path mR in Definition 6.3. The above integral including the limit is un-
derstood as an improper Riemann integral with respect to the uniform operator topology.




− z = 2z
eβz−1 is analytic in the open
domain C \ 2πT iZ6=0. The construction of the Riemann integral over the path mR with
respect to the uniform operator topology is standard. The fact that the limit R → ∞
exists in the same topology follows from the exponential decay of the function f(z) along
the speaker path. To check the equality in (6.20), we evaluate both sides in the inner
product with two vectors in ran 1(−∞,K](H) for K > 0, use the functional calculus, the
Cauchy integral formula, and the fact that
⋃
K>0 ran 1(−∞,K](H) is a dense subset of H.
This proves the claim.
Henceforth, we use the symbol
´
m to denote the integral on the right side of (6.20)
including the limit and we denote m =
⋃
R>0 mR.
Proof of Lemma 6.2. We apply Cauchy-Schwarz to estimate
|〈η⊥, (KrTc,B −KrTc)σ0〉| 6 ‖η⊥‖2 ‖(KrTc,B −KrTc)σ0‖2 (6.21)
and claim that
‖[KrTc,B −KrTc ]σ0‖2 6 Cε−
1/2B2 ‖Ψ‖H1mag(QB) (6.22)
holds. To see this, we apply Lemma 6.4 and write







w + µ− π2r
[π2r − p2r ]
1
w + µ− p2r
, (6.23)
where π2r − p2r = iB ∧ r pr + 14 |B ∧ r|2. Using (5.6) and (A.1), we estimate the first term
on the right side of (6.23) by
‖[π2r − p2r ]σ0‖2 6 B ‖ | · |∇α∗‖2‖Ψ>‖2 +B2‖ | · |2α∗‖2‖Ψ>‖2
6 Cε−1/2B2 ‖Ψ‖H1mag(QB). (6.24)






w + µ− π2r
[π2r − p2r ]
1










∥∥∥∥ 1w + µ− π2r
∥∥∥∥
∞




where d|w| = dt |w′(t)|. Eq. (6.19) implies that the operator norm of the magnetic resolvent
is uniformly bounded for w ∈ m. Since the function f is exponentially decaying along the
speaker path it suffices to prove a bound on the last factor that is uniform for w ∈ m. We
have
[π2r − p2r ]
1




ds [π2r − p2r ]gw0 (r − s)α∗(s)Ψ>(X),
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6.4 Proof of Lemma 6.2





















‖ | · |∇gw0 ‖21 ‖α∗‖22 + ‖∇gw0 ‖21 ‖ | · |α∗‖22 + ‖ | · |2gw0 ‖21 ‖α∗‖22 + ‖gw0 ‖21 ‖ | · |2α∗‖22
)
.
The right side is uniformly bounded for w ∈ m by (6.19) and (A.1). In combination with
(5.6) and (6.25), this implies∥∥∥∥[π2r − p2r ] 1w + µ− p2r σ0
∥∥∥∥2
2
6 CB2 ‖Ψ>‖22 6 Cε−1B4 ‖Ψ‖2H1mag(QB).
Using this and (6.24), we read off (6.22). Finally, we apply Proposition 3.2 to estimate
‖η⊥‖2 in (6.21), which proves part (a).
To prove part (b), we start by noting that
|〈η⊥, (U − 1)KrTc,Bσ0〉| 6 ‖ |r|η⊥‖2 ‖ |r|−1(U − 1)KrTc,B σ0‖2.
A bound for the left factor on the right side is provided by Proposition 3.2. To estimate
the right factor, we use (5.6), (A.1) and the operator inequality in (4.98), which implies
|U − 1|2 6 3r2Π2X , and find
‖ |r|−1(U − 1)KrTc,B σ0‖2 6 C‖KrTc,Bα∗‖2 ‖ΠΨ>‖2 6 CB ‖Ψ‖H1mag(QB).
This proves part (b).
For part (c), we estimate
|〈η⊥, UKrTc,B(U∗ − 1)σ0〉| 6
∥∥∥√KrTc,B U∗η⊥∥∥∥2 ∥∥∥√KrTc,B (U∗ − 1)σ0∥∥∥2 (6.26)
and note that KrTc,B 6 C(1 + π
2
r ) implies∥∥∥√KrTc,B(U∗ − 1)σ0∥∥∥22 = 〈σ0, (U − 1)KrTc,B(U∗ − 1)σ0〉
6 C‖(U∗ − 1)σ0‖22 + C‖πr(U∗ − 1)σ0‖22. (6.27)
Using the bound for |U − 1|2 in part (b), (5.6) and (A.1), we see that the first term is
bounded by C‖|r|α∗ΠXΨ>‖2 6 CB2. Lemma 5.11 allows us to write
πr(U
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We conclude that the right side of (6.27) is bounded by CB2‖Ψ‖2H1mag(QB).
With KT (p) 6 C(1 + p2) we see that the first factor on the right side of (6.26) is
bounded by∥∥∥√KrTc,B U∗η⊥∥∥∥22 = 〈η⊥, UKrTc,BU∗η⊥〉 6 C‖η⊥‖22 + C‖πrU∗η⊥‖22.
From Lemma 5.11 we know that πrU∗ = U∗[π̃r + 12ΠX ], and hence∥∥∥√KrTc,B U∗η⊥∥∥∥22 6 C(‖η⊥‖22 + ‖π̃rη⊥‖22 + ‖ΠXη⊥‖22) 6 CεB2 ‖Ψ‖2H1mag(QB).
This proves part (c) and ends the proof of the Lemma 6.2.
— Appendix —
A Estimates on Eigenvalues and Eigenfunctions of KTc,B − V
In this section, we investigate the low lying eigenvalues of KTc,B − V and its ground state
wave function. Our analysis is carried out at T = Tc and we omit Tc from the notation
throughout the appendix. The goal is to prove the following result.
Proposition A.1. Let Assumptions 1.3 and 1.5 hold. There is a constant B0 > 0 such
that for any 0 6 B 6 B0 the following holds. Let eB0 and e
B
1 denote the lowest and next to
lowest eigenvalue of KTc,B − V . Then:
(a) |eB0 | 6 CB,
(b) KTc,B − V has a uniform spectral gap above eB0 , i.e., eB1 − eB0 > κ > 0.
(c) Let α∗ be the eigenfunction in (1.15) and let αB∗ be an eigenfunction corresponding to
eB0 such that 〈αB∗ , V α∗〉 is real and nonnegative for all 0 6 B 6 B0. Then,
‖αB∗ − α∗‖2 + ‖π2(αB∗ − α∗)‖2 6 CB.
(d) With PB := |αB∗ 〉〈αB∗ | and P := |α∗〉〈α∗| and with αB∗ and α∗ as in part (c), we have
‖PB − P‖∞ + ‖π2(PB − P )‖∞ 6 CB.
Remark A.2. We emphasize that this appendix is the only place in the paper where the
assumption V > 0 is used. It simplifies our analysis because it implies that the Birman–
Schwinger operator V 1/2[KTc,B − e]−1V 1/2 is self-adjoint. However, for the statement of
Proposition A.1 to be true, it is not necessary that V has a sign. In fact, with the help of
a Combes–Thomas estimate for the resolvent kernel of KTc − V it is possible to show that
Proposition A.1 also holds for potentials V without a definite sign. This approach requires
more effort, and we therefore refrain from giving a general proof here. It can be found in
M. Schaub’s PhD thesis.
Let us recall the decay properties of the eigenfunction α∗ corresponding to the lowest
eigenvalue of the operatorKTc−V . Since α∗ = K−1Tc V α∗ and V ∈ L∞(R3), we immediately
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A.1 Phase approximation
In fact, more regularity of α∗ is known, see [17, Appendix A] but (A.1) is all we use in this
paper. Before we give the proof of Proposition A.1 in Section A.2 below, we prove two
preparatory statements.
Let e ∈ (−∞, 2Tc) and denote the kernel of the resolvent (e−KTc)−1 by Ge(x− y).
Lemma A.3. For e ∈ (−∞, 2Tc) and k ∈ N0 the functions | · |kGe and | · |k∇Ge belong to
L1(R3).
Proof. The function (e − KTc(p))−1 and its derivatives belong to L2(R3). Therefore, we
have






∣∣∣2)1/2 ‖(1 + | · |k+2)Ge‖2 <∞. (A.2)
This proves the first claim and the second follows from a similar argument.
A.1 Phase approximation for KTc,B
Proposition A.4. Let V and | · |2V belong to L∞(R3). There is B0 > 0 such that for













Proof. To prove this result, we apply a phase approximation to the operator KTc,B. We
pursue the strategy that we used in the proof of Lemma 4.5 and define
SeB(x, y) := ei
B
2
·(x∧y) Ge(x− y). (A.4)
Let SeB be the operator defined by the kernel SeB(x, y). We claim that
(e−KTc,B)SeB = 1− T eB (A.5)
with the operator T eB defined by the kernel


















Using Lemma 6.4 and Lemma A.3, a straightforward computation shows that
‖T eB‖∞ 6 CeB (A.7)
holds for B small enough.












For the first term (A.5) implies
1
e−KTc,B
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A.2 Asymptotics




To estimate the second term on the right side of (A.8), we use |eiB2 ·(x∧y)− 1| 6 B|x− y||y|




∣∣∣ 6 B |x− y||Ge(x− y)| |y||V 1/2(y)|.






6 B ‖ | · |2V ‖1/2∞ ‖ | · |Ge‖1 6 CeB.
This completes the proof of the first estimate in (A.3).
















Since π2(e − KTc,B)−1 is a bounded function of π2, we know that the operator norm of
the operator in the above equation is uniformly bounded in B. Thus, it suffices to show
that [KTc,B −KTc ] 1e−KTc V satisfies the claimed operator norm bound. To this end, we use
(6.23) and obtain two terms. Since π2 − p2 = B ∧ x · p + 14 |B ∧ x|2, the estimate for the
first term reads[







B · |x||∇Ge(x− y)|+B2 |x|2|Ge(x− y)|
]
|V (y)|.
The L1(R3)-norm in x− y of the right side is bounded by
CB
[(
‖ | · |∇Ge‖1 + ‖ | · |2Ge‖1
)
‖V ‖∞ + ‖∇Ge‖1 ‖ | · |V ‖∞ + ‖Ge‖1 ‖ | · |2V ‖∞
]
,
which is finite by Lemma A.3. With the help of (6.19) the remaining term can bounded
similarly. This proves the claim.
A.2 Asymptotics for eigenvalues and eigenfunctions
We are now prepared to give the proof of Proposition A.1.
Proof of Proposition A.1. We start with the upper bound of part (a). By the variational
principle for eB0 we have
eB0 6 〈α∗, (KTc,B − V )α∗〉 = 〈α∗, (KTc − V )α∗〉+ 〈α∗, (KTc,B −KTc)α∗〉, (A.9)
where the first term on the right side equals 0 by the definition of α∗. We use (6.19),
Lemma 6.4, and (A.1), and argue as in the proof of (6.24) to see that the second term is
bounded by CB.
In the next step, we show the lower bound of part (a) and part (b) at the same time.
Thus, for n = 0, 1 we aim to show
eBn > e
0
n − CnB (A.10)
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for the lowest and next-to-lowest eigenvalue eB0 and eB1 , respectively. For notational conve-
nience, we give the proof for general n ∈ N0 and we order the eigenvalues eBn increasingly.
Let αBn be the eigenfunction to eBn for n > 0 and note that αB∗ = αB0 .
Now, we switch to the Birman–Schwinger picture: eBn being the (n+ 1)-st to smallest
eigenvalue of KTc,B − V is equivalent to 1 being the (n+ 1)-st to largest eigenvalue of the
Birman–Schwinger operator V 1/2(KTc,B−eBn )−1V 1/2 corresponding to eBn . Accordingly, the
min-max principle, see, e.g., [38, Theorem 12.1 (5)], implies
1 = max
u0,...,un∈L2(R3)













We obtain a lower bound on (A.11) by choosing the functions ui, i = 0, . . . , n as the first









i , i = 0, . . . , n, (A.12)
where ηBi > 1 denote the first n eigenvalues of the Birman–Schwinger operator in (A.12)
ordered decreasingly. In particular, we have ηBn = 1, as well as the relations ϕBn = V
1/2αBn
and αBn = (KTc,B − eBn )−1V 1/2ϕBn .



























By Proposition A.4, we have ‖RBn ‖∞ 6 CnB. Furthermore, we may assume without loss
of generality that eBn 6 en, because otherwise there is nothing to prove. We combine this









: Φ ∈ span{ϕB0 , . . . , ϕBn }, ‖Φ‖2 = 1
}
− [eBn − en] min
{
〈Φ,QBnΦ〉 : Φ ∈ span{ϕB0 , . . . , ϕBn }, ‖Φ‖2 = 1
}
− CnB. (A.14)
We observe that the first term on the right side equals 1. To be able to conclude, we
therefore need to show that there is a constant c > 0, independent of B, such that
min
{
〈Φ,QBnΦ〉 : Φ ∈ span{ϕB0 , . . . , ϕBn }
}
> c. (A.15)
Then, (A.14) implies −[eBn − en] 6 CnB, which proves (A.10).















apply −eBn > −en, and infer
〈Φ,QBnΦ〉 >
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A.2 Asymptotics







i . We use the eigenvalue equation in (A.12) for ϕ
B
i as well as 〈ϕBi , ϕBj 〉 = δi,j
to see that
‖V ‖∞























j 〈ϕBi , ϕBj 〉 =
n∑
i=0
|cBi |2 (ηBi )2 > 1.
Here, we used that ηi > 1 and ‖Φ‖2 = 1. This shows (A.15) and completes the proof of
(A.10).
The case n = 0 in (A.10) yields the lower bound of part (a), since e0 = 0. For n = 1,
we have e1 = κ, showing part (b) with the help of part (a).
To prove part (c), we write ϕ0 := ϕ00. The chosen phase of ϕB0 in the lemma is such that
〈ϕ0, ϕB0 〉 is real and nonnegative. We write ϕB0 = aBϕ0 + bBΦ with 〈Φ, ϕ0〉 = 0, ‖Φ‖2 = 1

















+ 〈ϕB0 , TBϕB0 〉 (A.16)
with TB := eB0 QB0 +RB0 . Thus,



















By parts (a) and (b) and Proposition A.4, we know that ‖TB‖∞ 6 CB. Furthermore, the
term in square brackets vanishes, since V 1/2K−1Tc V
1/2ϕ0 = ϕ0 and 〈ϕ0,Φ〉 = 0. Using the
orthogonality of Φ and ϕ0 once more as well as the fact that 1 is the largest eigenvalue of
V 1/2K−1Tc V
1/2, we see that there is an η < 1 such that 〈Φ, V 1/2K−1Tc V
1/2Φ〉 6 η. It follows
that
1 6 a2B + |bB|2η + CB.
Since a2B + |bB|2 = 1, this implies |bB|2 6 CB as well as a2B > 1− CB. Since aB > 0, we
infer 1− aB 6 CB.
The next step is to improve the estimate on bB to |bB| 6 CB. To this end, we combine
the two eigenvalue equations of ϕB0 and ϕ0. With TB as in (A.16), we find




1/2(ϕB0 − ϕ0) + TBϕB0 .
Testing this against Φ, we obtain






1/2Φ, ϕB0 − ϕ0
〉
+ 〈Φ, TBϕ0〉.
We apply Cauchy-Schwarz on the right side and use that ‖V 1/2K−1Tc V
1/2Φ‖2 6 η, which
follows from the orthogonality of Φ and ϕ0. We also use ‖ϕB0 − ϕ0‖2 6 (1 − aB) + |bB|.
This implies
|bB| 6 η (1− aB) + η |bB|+ CB,
from which we conclude that |bB| 6 CB.
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It remains to use these findings to prove the claimed bounds for αB∗ −α∗. According to
the Birman–Schwinger correspondence, we have αB∗ = (KTc,B − eB0 )−1V 1/2ϕB0 . Thus, since
ϕ0 = V
1/2α∗,




























The proof of the norm estimates for αB∗ −α and π2(αB∗ −α∗) is obtained from Lemma A.3,
Proposition A.4, and the estimates of part (a) on eB0 .
Part (d) follows from part (c). This ends the proof of Proposition A.1.
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