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Abstract
Quantum computing and quantum information processing is a promising path to replace clas-
sical information processing via conventional computers which are approaching fundamental
physical limits. Instead of classical bits, quantum bits (qubits) are utilized for computing
operations. Due to quantum mechanical phenomena such as superposition and entanglement,
a completely different way of information processing is achieved, enabling enhanced perfor-
mance for certain problem sets. Various proposals exist on how to realize a quantum bit.
Among them are electron or nuclear spins of defect centers in solid state systems. Two such
candidates with spin degree of freedom are single donor atoms in silicon and nitrogen vacancy
(NV) defect centers in diamond. Both qubit candidates possess extraordinary qualities which
makes them promising building blocks. Besides certain advantages, the qubits share the ne-
cessity to be placed precisely in their host materials and device structures. A commonly used
method is to introduce the donor atoms into the substrate materials via ion implantation. For
this, focused ion beam systems can be used, or collimation techniques as in this work. A broad
ion beam hits the back of a scanning probe microscope (SPM) cantilever with incorporated
apertures. The high resolution imaging capabilities of the SPM allows the non destructive
location of device areas and the alignment of the cantilever and thus collimated ion beam spot
to the desired implant locations. In this work, this technique is explored, applied and pushed
forward to meet necessary precision requirements. The alignment of the ion beam to surface
features, which are sensitive to ion impacts and thus act as detectors, is demonstrated. The
technique is also used to create NV center arrays in diamond substrates. Further, single ion
impacts into silicon device structures are detected which enables deliberate single ion doping.
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Kurzzusammenfassung
Daten- und Informationsverarbeitung via Quantencomputer ist ein viel versprechender Ansatz,
um die klassische Art und Weise via Digitalrechner, welche sich fundamentalen physikalischen
Grenzen anna¨hern, zu ersetzen. Anstelle von klassischen Bits werden Quantenbits (Qubits)
fu¨r Rechenoperationen verwendet. Aufgrund quantenmechanischer Pha¨nomene wie Superpo-
sition und Verschra¨nkung, wird die Informationsverarbeitung in einer ganz anderen Art und
Weise umgesetzt und eine Leistungssteigerung fu¨r bestimmte Aufgabenstellungen erreicht. Es
gibt verschiedene Vorschla¨ge zur technischen Umsetzung von Quanten-Bits. Unter ihnen sind
Elektronen- oder Kernspins von Defektstellen in Festko¨rpern. Zwei solche Kandidaten mit
Spinfreiheitsgraden sind einzelne Donatoren in Silizium und Stickstoff Fehlstellen (NV) Zen-
tren in Diamant. Beide Qubit-Kandidaten besitzen aussergewo¨hnliche Eigenschaften, welche
sie zu vielversprechenden Bausteinen machen. Neben gewissen Vorteilen verbindet die beiden
Qubits auch die Notwendigkeit, diese pra¨zise in ihren Tra¨germaterialien und Bauelementstruk-
turen zu platzieren. Eine ha¨ufig verwendete Methode, die Fremdatome in die Substratmateri-
alien einzubringen, ist die Ionenimplantation. Hierfu¨r ko¨nnen fokussierte Ionenstrahl-Systeme
verwendet werden, oder Kollimationstechniken, wie in dieser Arbeit. Ein ausgedehnter Ionen-
strahl trifft die Ru¨ckseite einer Rastersondenmikroskopspitze mit integrierten O¨ffnungen. Das
Rastersondenmikroskop ermo¨glichen die zersto¨rungsfreie und hochauflo¨sende Abbildung von
Bauteilstrukturen und die Platzierung der Rastersondenmikroskopspitze, und damit des kol-
limierten Ionenstrahls, um ausgewa¨hlte Regionen zu implantieren. In der vorgelegten Arbeit
wird diese Technik angewendet und weiterentwickelt, um notwendige Pra¨zisionskriterien zu
erfu¨llen. Die Platzierung des Ionenstrahls auf Bauelementstrukturen, welche empfindsam auf
Ionenbombardement reagieren und damit Detektoren darstellen, wurde demonstriert. Die
gleiche Technik wird auch zur Anordnung von NV-Zentren in Diamantsubstraten verwen-
det. Des weiteren werden einzelne Ioneneinschla¨ge in Siliziumbauteilen erfasst, wodurch das
gezielte Dotieren Ion fu¨r Ion ermo¨glicht wird.
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Chapter 1
Introduction
This chapter gives an introduction and overview for the work presented in this thesis. The
motivation for quantum information processing, single ion detection and selected qubit ap-
proaches are explained. The conducted research is fit in the overall picture and challenges
and approaches to solve those are addressed. A more detailed overview and preview of the
presented work follows at the end.
1.1 Motivation
A lot of predictions about the future computational needs of humanity are not confirmed or
taken out of context. Most of them are attributed to scientist, computer pioneers or company
executives of the early stages of semiconductor and computer development saying that only a
very small number of computers would be needed to make all necessary calculations worldwide
[1, 2]. Although those persons (most-likely) never said what they are quoted for, there is no
doubt that anybody could really foresee the huge success and need of computational power in
our everyday lives. 56 years passed since Bardeen, Brattain and Shockley received the Nobel
Prize in physics [3] and it has been 58 years since Texas Instruments announced the commercial
availability of grown-junction silicon transistors [4–6]. During this period of time more than
two billion personal computers were sold; the second billion between the years 2004 and 2007.
More than 275 million personal computers were sold alone in 2010 [7, 8] and the demand of
computational power of our society is still unsatisfied.This is driven by our constantly growing
need for speed and computing capacity for mostly personal entertainment reasons at home
but also by industry and research facilities with their need to handle increasing amounts of
data. Non of these contributing groups are likely to have stagnating or decreasing needs and
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it is estimated that two billion personal computers will be in actual use by 2015 [7,8].
The semiconductor industry has kept up with this increasing demand for computational
power by following Moore’s law for more than 40 years [9, 10]. Researchers and scientists
managed to circumvent roadblocks and technological obstacles to scale transistors year for
year to keep the exponential growth of the semiconductor market alive. They increased the
transistor density per microprocessor from 2000 in 1965 to 2.3 billion (45 nm process) in
2010 [4, 11]. Device sizes are getting closer and closer to fundamental physical limits, and it
will not be possible to continue the scaling trend of complementary metal-oxide-semiconductor
(CMOS) technology forever. In order to sustain CMOS performance gains to and beyond the
16 nm generation, new technologies are assessed and explored to replace the traditional silicon
channel devices [12].
Among those candidates for the ”beyond CMOS” era are atomic switches, single molecule
devices and carbon based electronics [13]. Other prospects are quantum bits (qubits) for
quantum information processing. Unless conventional computers, quantum computers operate
on entire different principles (a short introduction to quantum computing will be given in
chapter 2.1). Instead of using classical bits, qubits are used as the basic building blocks.
These building blocks cannot be described by classical physics and quantum mechanics is
necessary to fully describe their states. As its classical counterpart, a qubit consists of two
base states. The difference is that until the measurement of the qubit’s state, which yields
one of the base states, it can be in a superposition of both base states. In contrast to that,
the bit’s state is in either of its base states the entire time. The typical example for a qubit is
the electron spin with its associated magnetic moment. Via magnetic fields one can interact
with the magnetic moment and determine and manipulate the spin orientation and state
of the qubit, similarly to a spinning top or gyroscope and the application of mechanical or
gravitational forces. In contrast to classical computers the increase in computational power
would not be caused by the scaling down concept itself anymore, but rather by the number of
the qubits coupled to each other. A quantum computer would make use of different laws of
physics. The application of quantum mechanical principles as superposition and entanglement
would lead away from the traditional way computers operate. By employing those quantum
mechanical phenomena, a significant increase in computation power can be achieved for certain
tasks [14–19] and problems could be addressed and solved that classical computers would face
hopelessly [20]. Thus quantum computation has the potential to revolutionize science and
technology. The list of proposed qubit candidates is lengthy and consists of e.g. photons,
1.1 Motivation 3
trapped atoms and ions, nuclear spins in liquid molecules, superconducting qubits, solid state
dopants and quantum dots [21]. All of the qubit systems have their advantages but the most
promising candidate for a fully functional large scale quantum computing architectures still
remains to be determined.
In 1998, Bruce Kane set off the interest in silicon based materials for quantum computing.
He proposed to place single donor atoms in a silicon lattice with a spacing of ≈ 20 nm between
each other and below the surface and to use the nuclear spin as a qubit [22,23]. Fig. 1.1 shows a
schematic of his concept. Donor atoms are located in a silicon matrix (in blue) and metal gates
Figure 1.1: Illustration of Kane’s quantum computer architecture with donor atoms located
in a silicon substrate.
on an insulating silicon dioxide layer act on the donor atoms. Accumulation gates (in purple)
pull the electron wave function towards the interface and de-tune the hyperfine coupling
between the electron and nucleus of a donor. Thus, individual donor nucleus addressability
by a global magnetic field is achieved (single qubit operation). J-Gates (in green) allow
two adjacent donor atoms’ electron wave functions to overlap and vary the nuclear exchange
interaction between them (two qubit operation). Single-electron capacitance techniques are
then used to read out the electron position after an electron spin dependent transfer between
two neutral donors, revealing the nuclear spin state. Since then, Kane’s initial proposal
has been modified and various other device layouts and operation mechanisms have been
suggested, e.g. use of the electron spin as a qubit too.
Other promising qubit candidates are color centers in diamond. The most well known and
studied center is the negatively charged nitrogen-vacancy (NV) center [24–28]. It consists of
a substitutional nitrogen atom, a carbon vacancy on a neighboring lattice site in the diamond
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matrix and an additional electron. Similar to the phosphorus atom in Kane’s proposal, the
NV center could form the building block of a quantum computer. Its easy optical access
and materials properties makes the NV center not only interesting for quantum information
processing, it also finds applications in different fields, such as magnetometry [29, 30], single
photon sources [31–33], quantum cryptography [34] and biological process imaging [35] due
to the great bio-compatibility of diamond particles.
The donor based quantum computer approach shows that by using a single donor as a
qubit, new architectures can be explored and quantum information processing be realized.
Even without using a single donor as the functional part of the device itself, individual
donors can have an effect on conventional CMOS devices performance [36]. In traditional
CMOS technology, dopants are used to modify the device characteristic, e.g. the change of
threshold voltage. Over time, the device structures have been scaled down continuously and
reached dimensions where a homogeneous doping profile can no longer be assumed. Statisti-
cal variations of individual dopant positions become noticeable and can cause fluctuations in
electrical characteristics and device performance from device to device [36–43].
If one tries to build qubits with donor atoms in silicon, NV centers in diamond or study
effects of single donor on traditional device performance, a good control over the placement
process of single donors is needed. The required accuracy can be as small as a few nanometer,
depending on the architecture of choice. Thus as good control over single atom placement
can help to conduct and explore new science with potential for breath-taking applications.
1.2 Status of the Field
The process of accurate single ion placement is a twofold problem. It requires the precise
control of the ion placement process and control over the number of dopant atoms. Over
the years, a variety of techniques have been developed to address these issues. On the ion
placement side, ion implantation tools are the most common way to introduce donor atoms
into substrates. Ion implanters are very versatile in terms of implant species and the spa-
tial control can be either achieved with focused ion beam setups or collimation techniques.
Standard focused ion beams using gallium or indium ions achieve spot sizes down to 10 nm.
Since those ion species are not applicable as donor atoms for the here described purpose,
customized focused ion systems need to be build for other species, such as phosphorus or
antimony. An aiming precision of on average 60 nm has been achieved and can be further
reduced by properly tuning the ion beam optics [39,44].
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The collimation technique can be split into two groups where the collimation apertures are
either masks directly fabricated onto the samples or mounted statically or dynamically with
a certain distance away from it. For on chip resists and electron beam (ebeam) lithography
patterning, apertures of 20 nm in diameter have been combined with sub 20 keV phosphorus
implantation [45]. Not until recently and after the here presented work [46, 47], dynamically
mounted apertures (100 nm by 10 µm long slots) on a scanned nano-aperture apparatus in
combination with on chip ebeam resist apertures were used and impacts of 500 keV helium
ions detected [48]. A special case for the latter approach is the use of SPM cantilevers with
incorporated apertures as it is used here in this work. This technique which also constitutes
a dynamic aperture mask was developed in this group at LBNL a few years ago and the high
resolution imaging capability of the SPM is used to place the ion beam on the sample [49,50].
A sketch for better visualization of the idea behind this technique can be seen in Fig. 6.1.
Patterns in photoresist next to alignment marks were demonstrated with aperture sizes of
100 nm and 90 nm but without in-situ feedback control of the ion beam position [51, 52].
Apertures in cantilevers down to ≈ 5 nm and 30 nm have been achieved and could be used for
the implant work [53,54].
The spatial placement control needs to be combined with the ability to detect single
ion impact (SII) events. This can be done via the detection of released secondary electrons
[44,55,56] or the collection of electron hole pairs at low temperatures [45,57–59]. For reasons
explained in chapter 7.2, here SII are detected via the changes in device currents [60] which
was later on demonstrated by other groups too [61,62].
A combination of ion placement and ion counting techniques are the following two ap-
proaches. The first one is the absorption of single phosphene molecules on hydrogen passi-
vated silicon surfaces [63, 64]. A scanning tunneling microscope is used to remove individual
hydrogen atoms from the surface to open up silicon sites intended for doping via the incor-
poration of the phospene’s phosphorus atom. This technique has only been demonstrated for
the Si:P system so far but allows shallow doping down to the atomic scale.
The second approach is a deterministic ultracold ion source [65–67]. Single ions can be loaded
and cooled down in an ion trap and then ejected onto the sample. Up to now, only Ca+ ions
at a kinetic energy of 80 eV with a spot size of a few micrometers have been achieved but
simulations predict ion beam spot sizes around one nanometer.
6 Introduction
Nitrogen ion implantation has become a common technique to form NV centers. Focused
high and low energetic ion beams have been used to create these color centers [54,68–77]. In
order to form NV center arrays, the implantation process of low kinetic nitrogen ions was also
combined with on-chip apertures down to 30 nm [69,70] and with dynamic nano apertures [78]
after our proof of principle demonstration with µm sized implant spots at LBNL [46]. Recent
application of stimulated emission depletion (STED) fluorescence microscopy [79] to NV cen-
ters in diamond [78,80] allows the study of the NV center placement accuracy with a few nm
and well below the conventional diffraction limit of optical microscope systems.
1.3 Aim and Outline of the Thesis
The majority of the work presented here is part of a larger silicon base quantum computing
effort with the goal to demonstrate device fabrication, precise single ion implant capabilities,
coherent manipulation and spin state readout. Thus, all experiments are designed to be com-
patible with the overall effort of this project. The devices used for implantation demonstration
and single ion detection are also used to explore (single) spin state readout via electrically
detected magnetic resonance (see Fig. 1.2) [81, 82]. An electron current is passed by the
donor atom and via spin dependent processes, such as neutral donor scattering, recombina-
tion via defect centers at the interface or trapping mechanisms, a change in the device current
is observed which correlates to the spin state of the donor.
Gate oxide
Gate
Source Drain 
Silicon substrate
Figure 1.2: Field effect transistor with one donor atom in the channel region. An ideally
fully spin polarized electron current interacts with the donor spin, resulting in a change in
the device current and revealing the donor spin state.
1.3 Aim and Outline of the Thesis 7
Aim
In this thesis the following challenges of both outlined qubit approaches will be addressed:
• Scanning probe microscopy setup improvements for reduced tip wear and improved
implant precision.
• Implementation of a metal ion beam creation technique for optimized implantation
procedures.
• Integration of SPM tips, ion beams and electrical device structures, demonstrating the
imaging and precise ion implantation capabilities of this technique into predefined device
structures for the first time.
• Single impact detection of ions low in kinetic energy (< 70 keV) in silicon structures via
changes in device currents at room-temperature.
• Formation of NV center arrays for the study of NV center qualities via optically detected
magnetic resonance (ODMR) experiments.
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Outline
Each chapter addresses a certain topic of the presented work. A short introduction is given
at the beginning of each chapter which fits in the respective issue into the overall picture.
Further a list of relevant publications that was contributed to can be found there.
Here a list with the chapter overviews:
Chapter 2 gives a brief background about the work of this thesis, including details about
the used qubit candidates, scanning probe microscopy and ion interaction with matter.
Chapter 3 gives an overview of the ion beamline setup used for the presented implantation
work, including some of the upgrades improving its capabilities.
Chapter 4 describes the SPM setup used for the presented work, including all the upgrades
and modifications made to the formerly existing system.
In chapter 5 the development of a new ion source setup for low charge state metal ions
is discussed. It functions as a complementary source to the electron beam ion trap (EBIT)
with the advantages of a more convenient and cheaper running procedure.
Chapter 6 describes the first integration of SPM tips, ion beams and electrical device
structures and the controlled alignment of the ion beam to a defined surface feature. Ion
beam induced changes in the source drain currents of field effect transistors are recorded
versus SPM tip and ion beam position.
Chapter 7 demonstrates the detection of single ion impacts in silicon FETs and silicon
wires at room-temperature via changes in device currents. The device sizes range from a
couple of micrometers to sub-micrometers. This validates the detection method and allows
its application to devices with potential single spin readout capability.
Chapter 8 addresses the formation of few NV center arrays. Nitrogen ions are implanted
through dynamic shadow masks (SPM cantilever) into diamond samples. Upon sample an-
nealing the formed NV center arrays are examined by photoluminescence microscopy. Pre-
liminary results on nitrogen channeling effects during ion implantation and work on an ion
detection technique similar to chapter 7 are presented.
Chapter 2
Background
This chapter gives a brief background about the work of this thesis, including details about the
used qubit candidates, scanning probe microscopy and ion interaction with matter.
2.1 Quantum Computing
Overview1
As mentioned earlier, quantum computing has the potential to revolutionize information
processing. Using transistors and switches for Boolean logic, the way computers work has been
the same for years. The progressive increase in speed and power has been based on making
the building blocks of classical computers smaller and smaller. With quantum computers a
completely different working principle would be employed. Quantum mechanical phenomena
as superposition and entanglement would be used to run quantum algorithms capable of
solving problems in a much more efficient and faster way.
A conventional computer uses bits. Each bit can exist in two states, 0 or 1. The memory or
the state of a classical computer can be described in n bits. There are 2n possible permutations
of those n bits. To describe the actual present state, one of those 2n possible permutations is
enough. It consists of a list of n values, 0 or 1 each. If one changes the value of one of those
n bits by a gate operation during the operation of the classical computer, the list stays the
same, except for the flipped bit.
1The citing is neglected in this section. The reader is referred to [83–85] as sources.
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A quantum computer consists of quantum bits (qubits) instead of bits. Instead of discrete
values each qubit can exist in any superposition of two states.
α1 |0〉+ α2 |1〉 (2.1)
To describe a single qubit, both values α1 and α2 are needed. In order to describe the full
quantum state of n qubits, 2n parameters are needed. For n classical bits, n parameters were
enough to describe the one state (out of 2n possibilities) that was present. In contrast to that,
the quantum state needs the full set of 2n parameters for its full description of superposition.
The quantum state needs more parameter to be described properly, but can also store more
information.
As classical algorithms, quantum algorithms use gate operations, so called quantum gate
operations. It is interesting to note that a quantum gate operation on one qubit can change
the entire system and all the 2n parameters necessary to describe its state. In the case of a
classical register, only one bit and thus only one of the n parameters to describe the state
changes. The Hadamard gate operation is a single qubit operation and acts on one qubit
only. For a single qubit the Hadamard operation changes the initial states as follows:
|0〉 H−→ 1√
2
(|0〉+ |1〉) (2.2)
|1〉 H−→ 1√
2
(|0〉 − |1〉) (2.3)
The Hadamard gate puts the initial states |0〉 and |1〉 into superposition. Thus if the initial
state is α1 |0〉+ α2 |1〉, the outcome is as follows:
α1 |0〉+ α2 |1〉 H−→ α1√
2
(|0〉+ |1〉) + α2√
2
(|0〉 − |1〉) (2.4)
=
1√
2
(α1 + α2) |0〉+ 1√
2
(α1 − α2) |1〉 (2.5)
= β1 |0〉+ β2 |1〉 (2.6)
It is intuitive that applying the Hadamard gate operation on a single qubit changes both
parameters (α1 & α2 → β1 & β2). A state of two qubits can be described as follows:
α1 |00〉+ α2 |01〉+ α3 |10〉+ α4 |11〉 (2.7)
Here |01〉 means that the first qubit is in state |0〉 and the second in state |1〉. Applying the
Hadamard gate operation on the first qubit only will result in a change of all parameters as
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follows:
1√
2
(α1 + α3) |00〉+ 1√
2
(α2 + α4) |01〉+ 1√
2
(α1 − α3) |10〉+ 1√
2
(α2 − α4) |11〉 (2.8)
= β1 |00〉+ β2 |01〉+ β3 |10〉+ β4 |11〉 (2.9)
In contrast to the classical case, the application of the gate operation to the quantum state
changes the full set of parameter which is necessary for its description.
Another non-classical phenomena is entanglement. If two qubits are entangled they are
connected, regardless of the distance in between them. The measurements of their states is
not independent of each other anymore. For a two qubit system, an entangled state can be
produced by a Hadamard gate operation on the first qubit followed by a CNOT gate operation
with the first qubit being the control qubit. If both quits are initialized to |0〉, the initial state
is |00〉. As can be seen from equation 2.8, the Hadamard gate operation turns the state into
1√
2
(|00〉+ |10〉). This is still an unentangled state. If one measures the first qubit the chance
for measuring |0〉 is 50 % as it is for |1〉. Independent from that the measurement of the
second qubit will always yield |0〉. On the other hand, measuring the second qubit first will
always yield |0〉, the following measurement of the first qubit has a 50 % chance to result in
|0〉 and 50 % chance for |1〉. The outcome of the first measurement of either qubit neither
influences the second measurement nor helps to determine the outcome of the second one.
This behavior changes after applying a CNOT operation on the quantum state, which brings
it into an entangled state. The CNOT quantum gate operation is a two (or multi-qubit)
operation that will perform the NOT operation on the second qubit only if the first qubit is
|1〉. 
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


1√
2
0
1√
2
0
 =

1√
2
0
0
1√
2
 (2.10)
The whole sequence of gate operations starting with the |00〉 state looks as follows:
|00〉 H−→ 1√
2
(|00〉+ |10〉) CNOT−−−−→ 1√
2
(|00〉+ |11〉) (2.11)
The final result is an entangled state of the quantum register. Now, measurements on the
two qubits are not independent of each other anymore. The chance for measuring |0〉 or |1〉
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on the first qubit (it doesn’t matter which one is measured first) is still 50 %. However, the
measurement of the second qubit will always result in the same value. Without measuring the
second qubit, its value can still be determined and is predefined by measuring the first qubit.
This even holds true if the two qubits are separated after they are put into the entangled state.
If one measures the first qubit at a location A, one already knows what the measurement of
the second qubit at location B will yield. Similarly, one can create entangled states where the
outcome of both qubit measurements will result in opposite states.
This trivial example of a two qubit system shows the huge potential of multi-qubit systems.
The complexity of the quantum system increases rapidly with the addition of qubits. Whereas
10 parameters are enough to describe a 10 bit register, 1024 are necessary for a 10 qubit
register. For 20 qubit this number of parameters rises to over 1 million, for 31 qubits the
number equals nowadays transistor densities of microprocessors and in the case of 200 qubits
the number exceeds the number of atoms that our planet is made out of. Adding a single
qubit one at a time makes the system just more and more powerful. Combined with the fact
that a single qubit operation can affect the entire quantum system no matter of its size, one
easily understands the new possibilities that the use of quantum mechanical phenomena for
information processing can offer.
Quantum algorithms
By the use of the just described quantum mechanical phenomena powerful quantum algo-
rithms can be written that solve certain problems in a much shorter period of time compared
to classical algorithms. In 1982, Richard Feynman stated that in order to simulate quantum
systems efficiently, the computing device would need to make use of quantum mechanics [86].
But it was David Deutsch with his publication in 1985 [87] who is seen as founder of the field
of quantum computation. Together with Richard Jozsa he introduced the first quantum algo-
rithm to solve a problem faster than a classical computer. However, the algorithm has little
practical application. Two years later Peter Shor proposed an algorithm to efficiently factor-
ize integer numbers [16, 17]. In 1995, Lov Grover introduced the unsorted database search
algorithm (quantum search algorithm) [18, 19]. Both algorithms are considered the most fa-
mous and useful examples for quantum algorithms which would affect process optimization
and RSA public-key cryptography for instance.
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Quantum algorithms have already been compiled and demonstrated to work on real sys-
tems. As examples, the Deutsch-Jozsa algorithm was performed on a single NV center [88],
liquid-state nuclear magnetic resonance (NMR) with seven spin-12 nuclei molecules [89] and
photonic qubits [90,91] were used to demonstrate Shor’s algorithm to factor the number 15.
For a quantum computation system to be really useful, more qubits need to be combined
and entangled. However, the demonstration of small computational tasks are steps into the
right direction. This also shows that there are requirements a quantum computation systems
needs to fulfill to become really successful and live up to its potential.
DiVincenzo criteria
In 2000, David DiVincenzo compiled a list of criteria that any physical implementation of
a quantum computer needs to fulfill [92]. The list consists of five criteria for the quantum
1. A scalable physical system with well characterized qubits.
2. The ability to initialize the state of the qubits to a simple fiducial
state, such as |000...〉.
3. Long relevant decoherence times, much longer than the gate operation
time.
4. A ”universal” set of quantum gates.
5. A qubit-specific measurement capability.
6. The ability to interconvert stationary and flying qubits.
7. The ability to faithfully transmit flying qubits between specified loca-
tions.
Table 2.1: DiVincenzo’s original criteria for the physical implementation of a quantum com-
puter.
computer itself and two for data processing and communication & networking. The original
list has been extended by other criteria, which are usually referred to as ”Beyond DiVincenzo
Criteria”. They address further elements like qubit coherence issues, fault-tolerancy and error-
correction necessity [93–95]. For any qubit approach to be successful a long list of demands
needs to be fulfilled. Any of the proposed candidates shine in certain areas and face challenges
in other areas that need to be overcome.
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2.2 Scanning Probe Microscopy
Scanning probe microscopy (SPM) has its origins in the early 1980s when Binnig and Rohrer
invented the first scanning tunneling microscope (STM) [96]. For their work they were
awarded the Nobel Prize in physics in 1986 [97]. Since then numerous variations of this
technique have been developed. Among those but not limited to them are scanning capac-
itance microscopy [98], kelvin probe force microscopy [99] and near field scanning optical
microscopy [100]. These methods enable the study of surface topography, local density of
states, surface potential, workfunction, optical properties and far more down to the atomic
scale and have become integral tools in science.
One offspring of the STM is the atomic force microscope (AFM) which was developed in
1986 [101]. It combines the principles of a STM and a stylus profilometer. A small cantilever
with a sharp tip is brought into contact with a sample and then moved across the sample
surface. The deflection of the cantilever caused by sample topography and surface roughness is
then detected. The deflection of the cantilever is usually measured by shining a laser onto the
topside of the cantilever which has a reflective finish. A four quadrant photo detector is then
used to measure the position of the laser which is deflected off of the cantilever accordingly
to its motion (deflection & torsion). A scanning probe microscopy system can be operated
in two ways, open-loop and closed-loop. During open-loop operation the cantilever is moved
along the surface and the deflection is recorded. The signal from the photo diode can then
be used to extract the topography of the sample. Due to the stiffness of the tip, high contact
forces can occur depending on the topography and roughness of the sample. It is even possible
to crash the tip into objects and lose scanning resolution due to bluntness of the tip. In case
of closed-loop operation, the piezo scanner corrects the distance of the tip to the sample, so
that the deflection of the cantilever is kept constant at a certain value. That way a small
contact force can be achieved during the entire data acquisition. In this mode the topography
information is obtained from the piezo movement in z-direction.
The traditional way of AFM operation is to bring the tip into contact with the sample.
If one wants to obtain information about friction qualities of the surface this is actually
essential. However, it is also possible to actuate the cantilever so that it constantly oscillates.
Upon approach to the sample surface a change in oscillation amplitude, frequency and phase
occurs which is caused by the cantilever interaction with the surface. In vacuum van-der-
Waals forces can increase the oscillation amplitude whereas in air a damping effect due to
the viscosity of the air cushion between the cantilever body and sample can be observed. If
2.2 Scanning Probe Microscopy 15
the cantilever is approached further, the oscillation amplitude is reduced due to tip impacts
with the sample surface. The changes in the oscillation parameters can be used as a source
signal for closed-loop feedback operation, keeping either amplitude, frequency or phase shift
constant. Depending on the cantilever distance from the sample surface during oscillation, the
AFM system can be operated in hard-tapping, soft-tapping or non-contact mode. In latter
case, tip wear can be prevented and continuous high resolution imaging enabled.
Contact AFM Basics
Is the AFM operated in closed-loop contact mode, the tip touches the sample and a constant
force is applied during the scanning motion. The cantilever acts as a spring with spring
constant k and presses the tip onto the sample with a force F depending on the position of
the cantilever base ∆z in respect to the sample. The position where the cantilever is in its
natural unbent state determines ∆z = 0. The force can be calculated according to Hooke’s
law F = k∆z. Commercial AFM tips often come with calibrated spring constant values for
each individual tip, but there exist certain methods a tip’s spring constant can be determined.
Following Cleveland et al. [102], one can obtain the spring constant of a rectangular
cantilever with the knowledge of its length l, width w, thickness t, Young’s modulus E,
density ρ and resonance frequency f0.
k =
Et3w
4l3
= 2pi3l3wf30
√
ρ3
E
(2.12)
Sader’s method [103] for rectangular cantilevers (with l w  t and Qf  1) suggests,
k = 0.1906ρfw
2lQfΓi(ωf )ω
2
f (2.13)
with density and viscosity of the surrounding medium/fluid ρf & η, radial resonance frequency
ωf and quality factor Qf of the fundamental mode of the cantilever in the fluid and Γi being
the imaginary component of the hydrodynamic function. Values for the latter only depend
on the Reynolds number Re = ρfωw
2/4η and are listed in [103] as well.
The spring constant can also be determined by using the thermal tune method [104,105]
which is derived from the equipartition theorem and yields:
k = 0.817
kBT cos
2 α
〈z∗2c 〉
(2.14)
kB denotes the Boltzmann constant, T the absolute temperature, 〈z∗2c 〉 the mean squared
displacement of the cantilever’s thermal motion as measured by the optical readout of the
cantilever mounted under angle α to the sample.
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Another trickier experimental option to determine the spring constant is to bring an
unknown cantilever in contact with a well calibrated cantilever, e.g. backside to backside.
From the ratio of both cantilever’s deflections measured under a microscope, the unknown
spring constant can be derived k = kref
∆zref
∆z .
In order to find the cantilever position for ∆z = 0, one can take a force-distance (FD)
curve. During a FD-curve the AFM tip and sample are approached to each other, brought
into contact and then separated from each other again. Thus, a FD-curve consists of two
traces; an approach and a retract trace as can be seen in Fig. 2.1 on the right hand side. The
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Figure 2.1: Force distance curve (right) and the respective cantilever motion during the
acquisition of a force-distance curve (left).
tip and sample are brought into proximity up to a point (point A) where the tip is suddenly
pulled towards the surface into contact (B). This is caused by near range forces, e.g. van-
der-Waal forces, or water bridge formation if operated in moist environment. After that, the
cantilever base is approached further and one follows the linear spring regime where the tip
bends more and more upwards all to point (D), passing the unbent state of the cantilever (C).
After starting the sample retraction process one follows again the linear curve to the point
where the cantilever is not flexed anymore. At that point the cantilever does not immediately
leave the surface since the tip is held in contact by adhesion forces. At the point where the
force of the bent cantilever is slightly larger than the adhesion force the cantilever snaps off of
the sample surface (E→F) and flexes back into its unbent state. Depending on the tip surface
interaction and sensitivity of the AFM system, the snap into contact and pull of point are
not observed during FD-curve acquisition. The signal dip in the cantilever retract trace in
the FD-curve is usually more pronounced than the snap into contact dip. This is due to the
stronger adhesion forces acting on the tip and keeping it in contact with the sample than the
short range forces that pull the tip into contact.
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With the knowledge of k and ∆z the applied force by the cantilever can now be determined
and the cantilever deflection signal on the y-axis (e.g. signal from photo diode) be converted
to an actual force. The usual regime of contact mode operation is where the cantilever is
bent through and applies a force onto the sample via the tip. It is also possible to have the
cantilever apply a force away from the surface and have the tip kept in contact by the greater
adhesion forces only. However, in practice this is an unstable way of running the system. Due
to variations of the adhesion forces and the scanning motion itself, there is always a given
chance that the cantilever snaps out of contact.
In order to obtain good image qualities, a low noise system is essential. The image
resolution in z-direction can be determined relatively easy. Scanning the tip across atomically
flat surfaces like highly ordered pyrolytic graphite (HOPG), MICA (silicate (phyllosilicate)
minerals) or single crystal silicon samples will yield the z-resolution or an upper bound.
Another way is to bring the tip into contact with the sample and take a Fourier transform
(noise power spectrum) of the deflection signal. Integration of the noise power spectrum
across the contributing frequency bandwidth will yield a noise deflection value which can be
converted into length scale with the slope information form the FD-curve (cantilever deflection
vs. cantilever-sample position). This value then represents the to be expected noise level in z-
direction of the AFM system and the vertical resolution can be better than 0.1 nm [106,107].
Obtaining values for the lateral resolution is harder and usually not dominated by noise
sources. The obtained topography information is a convolution of the actual surface features
and the tip shape, usually with a tip radius of tens of nm. Unless ultra sharp tips with small
tip radii are used, the convolution issue dominates the noise contributions. This especially
holds true for identifying small indentations or trenches rather than features extending form
the sample surface. For the latter case it yields a broader structure only, but in the former
case the features may not be detected at all.
Piezoresistive SPM Cantilevers
As mentioned before, the traditional way to measure the cantilever deflection is by reflecting
a laser off of the cantilever’s backside and tracking the laser movement with a photo-diode.
However the deflection of the cantilever can also be tracked by detecting the mechanical stress
induced in the cantilever body with equal resolution limits [106,107].
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Commercial AFM tip 
glued on cantilever
Wheatstone Bridge
Figure 2.2: Optical image of one of the piezo-
resistive cantilevers used in this work.
This can be done by using piezo-resistive ma-
terials that are embedded in the cantilever.
The maximum mechanical stress appears at
the cantilever support point. This is the de-
sired location for the piezo-resistive elements
which change in resistivity upon mechanical
stressing due to the cantilever deflection. Im-
plementation of full Wheatstone bridge ar-
rangements at the cantilever base have been
achieved by Rangelow et al. [106, 108, 109].
The tips used here are provided by the same
group and an optical image of a tip can be
seen in Fig. 2.2. The fabrication of the can-
tilevers and the Wheatstone bridge can be
done with standard CMOS processing. The use of piezo-resistive AFM systems saves the
laser alignment and is advantageous for compact designs.
2.3 Ion Interaction with Matter 1
Ion interactions with solids are manifold and a lot of different processes occur. After a charged
ion hits the surface of a solid and then travels deeper into the substrate material, secondary
electrons, X-rays, recoil atoms and defect centers are produced and other processes take
place. Over the years, scientist learned how to interpret the data, make use of the various ion
interaction processes and extract information about thin films and sample substrates. One of
the first and most famous experiments is Rutherford’s gold foil experiment [114,115]. In 1909,
he supervised an experiment conducted by H. Geiger and E. Marsden where they observed a
considerable amount of backscattered α-particles. Two years later this lead to the revision of
the, at that time, accepted ”plum-pudding model” by J. Thomson and the introduction of the
Rutherford model, stating that most of the atoms mass and all positive charge is concentrated
to a small volume and centered within the atom surrounded by electrons. Among those
techniques developed over time, but not limited to them, are secondary ion mass spectroscopy
(SIMS), Rutherford back scattering (RBS), particle induced X-ray emission (PIXE), elastic
backscattering spectroscopy (EBS), hydrogen forward scattering spectrometry (HFS), nuclear
1The citing is partially neglected in this section. The reader is referred to [85,110–113] as sources.
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Figure 2.3: Electronic (ES) and nuclear stopping (NS) versus kinetic ion energy for phosphorus
and antimony ions into silicon (SRIM simulation [116]). The blue lines roughly mark the ion
energy interval applicable to this work and shallow donor implantation.
reaction analysis (NRA) and elastic recoil detection (ERD). Ion beams have become versatile
and powerful analysis tools in science and industry and are also utilized for ion implantation,
sputtering or ion milling.
Energy Transfer
When an ion hits the atoms of a solid target material, it loses its kinetic energy via various
processes, namely nuclear and electronic collisions. During nuclear collisions, the ion transfers
its energy via elastic scatter events to the nucleus of a target atom due to their repulsive
potential. Electronic stopping slows down the ion due to the interaction of the bound target
electrons with the charged ion moving through the target. Fig. 2.3 shows the contributions
for the electronic and nuclear stopping for two donors (phosphorus and antimony) in silicon.
Both electronic and nuclear stopping contributions have a local maximum for a certain kinetic
ion energy, with the nuclear stopping maximum occurring at much lower energies. For the
ion energy applicable to this work and precise doping of silicon structures, nuclear stopping is
the main energy loss process. For implants with higher kinetic ion energy, electronic stopping
dominates the beginning and nuclear stopping the end of the ion trajectory.
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Figure 2.4: Secondary ion mass spectroscopy measurements showing the longitudinal species
profile of implanted 60 keV 121Sb and 120 keV 123Sb ions into a 28Si sample with a 10 nm
oxide on top. Dotted lines show the species profiles after a rapid thermal annealing step at
850℃ for 10 s in argon atmosphere.
The energy loss of the ion per unit distance is dEdx . Thus the lost energy ∆E per traveled
distance ∆x is |∆E| = dEdx∆x. Since ∆E is proportional to the target atom density N , the
convention is to define a density independent proportionality coefficient S(E) called stopping
power.
∆E = S(E)N∆x with S(E) = − 1
N
dE
dx
(2.15)
The total energy loss per ion is the sum of the electronic and nuclear contributions:
dE
dx
= (
dE
dx
)e + (
dE
dx
)n = −N(Se(E) + Sn(E)) (2.16)
The traveled distance by an ion with initial kinetic energy E0 then can be calculated according
to:
R(E0) = − 1
N
∫ 0
E0
dE
Se(E) + Sn(E)
(2.17)
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However, this total traveled distance is not the depth that the ion comes to rest. Due to scatter
events, the ion changes direction various times on its path through the solid. Unfortunately,
a complete analytical description of the processes is not straight forward. Various binary
collision approximation (BCA) methods have been implemented via Monte-Carlo models, in
which the ion undergoes independent nuclear collisions. After each collision the ion changes
direction, is assumed to travel on a straight path on which it loses further energy due to
electronic stopping events until it interacts with the next nucleus. A commonly used BCA
code is the Stopping Range of Ions in Matter (SRIM) code [85,116–118] which is available for
free. Despite certain limitations as the lack of single crystalline target materials, which are
implemented in other codes [119–122], it gives good estimates of the to be expected implant
profile. An example for the resulting ion depth profile due to the energy transfer from the
ion to the solid can be seen in Fig. 2.4. It shows the longitudinal depth distribution of
implanted antimony ions before and after rapid thermal annealing. The data was acquired by
secondary ion mass spectroscopy (SIMS) measurements which were done by Evans Analytical
Group LLC [123]. The ion distributions and differences in implantation depths depending on
the kinetic energies are clearly visible. No significant diffusion occurred during the annealing
step. Electron spin resonance measurements on these implanted donors showed a T2 lifetime
of 0.5 ms at 5 K [124].
Ion Range Parameters
A common way to describe experimentally obtained or simulated implant profiles is via certain
definitions and moments. The most relevant parameters are defined on the next page. They
are calculated for N ions hitting the surface at x= y= z= 0 and ending up at coordinates
xi, yi and zi. The x-direction is oriented along the surface normal and the y- & z-direction lie
in the surface plane. The mean projected range and radial range denote the average implant
depth and ion distance from the x-axis, respectively. The longitudinal and radial straggling
are the standard deviation (square root of the variance) of the projected and radial range.
In case of a normal distributed curve, 68.3 % of the ions would lie within the ±σ interval.
The skewness and kurtosis are the 3rd and 4th standardized moment of the projected range
distribution. The kurtosis describes the peakedness of the profile, with a larger number
meaning a pointier peak. The skewness provides information about the asymmetry of the
projected range distribution. Negative values mean a more pronounced tail with the median
and mean projected range values at smaller depth values than the mode (peak maximum
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position). For a positive kurtosis all the mentioned values lie at greater depth than the mode.
Mean Projected Range: Rp = 〈x〉 = 1N
∑N
i xi
Radial Range: Rr = 〈r〉 = 1N
∑N
i
√
y2i + z
2
i
Longitudinal Straggling: σ =
√〈(∆xi)2〉 =√ 1N ∑Ni (x2i )−R2p
Radial Straggling: σr =
√〈(∆ri)2〉 =√ 1N ∑Ni (y2i + z2i )−R2r
Skewness: γ = 〈(∆xi)
3〉
〈(∆xi)2〉
3
2
= 1
Nσ3
∑N
i (xi −Rp)3
Kurtosis: β = 〈(∆xi)
4〉
〈(∆xi)2〉2 =
1
Nσ4
∑N
i (xi −Rp)4
(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
(2.23)
Ion Channeling
Ion channeling is an effect that occurs in single crystalline target materials. Due to its highly
ordered structure, there are crystal orientations for which lattice atoms are in line of sight of
each other. Common examples are the silicon crystal structure when looked at along the (100)
or (110) axis. Then the impinging ion does not interact with a randomly distributed target
atom distribution anymore. Instead the target material appears as columns of atoms and
spaces in between them. Ions can travel along those ”hollow channels” far deeper than usual,
due to decreased scatter interactions with target nuclei. For an ion to undergo channeling
events, it needs to be within a certain angle to the highly oriented crystal axis. Further
this effect depends on the ion energy as well as ion and target materials. Since ions can
already change directions considerably during the first scatter events within the first atomic
layers at the surface, only parts of the impinging ions channel along the crystalline target
material. On the other side, ions can be scattered into channel directions later on after the
first scatter events as well. Overall, this effect leads to a second peak in the implant profile
at a greater depth of the ions undergoing ”random” scattering events. This effect needs to
be taken into account during ion implantation for single crystal materials, as e.g. for silicon
where ion implantation under 7° is a common technique to reduce ion channeling. Further,
ion channeling plays a large role during the evaluation of RBS data of crystalline material
where the back-scattered ion yield is reduced during channeling conditions.
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Defect Creation
While the ion travels through the substrate and deposits its ion energy to the lattice various
defects can be generated. Vacancy sites can occur when enough energy is transferred via
nucleus-nucleus collisions to overcome the lattice binding energy. This defect can either relax
immediately or persist with the target atom ending up on an interstitial lattice position. A
threshold concentration of created vacancies can be reached, where the formerly crystalline
target material can not be considered as such anymore and amorphization occurs. It is even
possible that enough energy and momentum are transferred so that the lattice atom gets
scattered forward with high enough energy to set of collision cascades. The target atom then
travels through the target material itself undergoing the same energy relaxation processes as
the incident ion. Such cascades can cause material intermixing and can lead to backscattered
target atoms that leave the substrate if its energy is larger than the surface binding energy
(sputtering). This phenomena is used in FIB systems to remove target material or in SIMS to
analyze its composition. Similarly, it is possible to transfer enough energy to target electrons
enabling them to leave the material as well (secondary electrons). If inner shell electrons
are removed, the relaxation process can be either accompanied by auger electrons or x-ray
emission.
Highly Charged Ions
A special case are (slow) highly and multiply charged ions (HCI) [125]. The potential energy
associated with low charged ions (1+, 2+, ...) is small itself and also small compared to
its kinetic energy, as it is the case for the ions used in this work, including 121Sb14+ used
in chapter 7 (Epot = 1.9 keV). The potential energy is a result of the accumulated ionization
energies for the q electrons that are missing to form a neutral atom. The ionization energies for
the first electron of a neutral atom is usually a few eV, but reaches thousands of eV for higher
charge states and the removal of an additional electron. Thus the accumulated ionization
energies can reach a few keV for HCI, e.g. ≈ 202 keV for Xe54+. As a result, interactions
with surfaces and matter are very different and the deposition of the potential energy has
a greater effect than the kinetic ion energy contribution. Electrons are captured from the
surface to the ion before ion impact and increased secondary electron and ion emissions or
the emission of charged clusters observed.
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2.4 Ion Arrival Statistics
During the single ion impact detection experiments, ions at a fixed average rate hit the
sample. Thus their impact statistics follows a Poissonian distribution which needs to be
considered when analyzing changes in device currents and evaluating their origin. The Poisson
distribution Pλ(n) is a discrete probability distribution (n ∈ N0, λ ∈ R>0) and can be derived
from the binomial distribution.
Pλ(n) =
λn
n!
e−λ (2.24)
It describes the probability of the expected number of events n in a given time interval that
the average number of events λ is known for. For large λ the Poisson distribution can be
approximated by the Normal (Gaussian) distribution.
The Poisson distribution can be applied to estimate the probability for the number of
expected ion impacts n in a certain area A and time interval τ when the ion beam density J
is known. With e being the elementary charge and q being the charge state of the ions, λ can
be expressed as following:
λ =
J
qe
Aτ (2.25)
Figs. 2.5 & 2.6 show the probabilities for n events in a time interval with different expected
average values (λ). For timed ion implantation with constant implantation intervals, it is
obvious that implant spots will vary in ion distribution n following the distribution function
described above. Compared to that, the ability to detect every ion impact by SII enables
the placement of exact numbers of ions per implant spot preventing Poissonian distribution
statistics [126].
2.4 Ion Arrival Statistics 25
Figure 2.5: Poisson Distribution for different average event values λ.
Figure 2.6: Poisson Distribution for different average event values λ.
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2.5 Merits and Promise of Donor Spins as Qubit Candidates
in Silicon
Among the many proposed ideas about how to physically realize qubits, donor spins in silicon
are a very promising candidate. Besides the fact that the materials system itself possesses
extraordinary qualities another circumstance plays to its favor. Silicon might be the best
studied material on earth, on a fundamental and technological basis. Once the basic architec-
tures have been demonstrated and leave the research environment, the step towards industrial
scale fabrication will be relativley easy. This is a point that cannot be underestimated when
assessing the various competing qubit systems. The implementation of large scale qubit arrays
using nanofabrication tools in solid state systems was also envisioned when quantum dots as
qubits were proposed [127]. Often referred to as artificial atoms, electrostatic gates define
quantum dots which in the limit are occupied by one electron only. The spin state of the
electron would be used as qubit and electrons could be moved closer to each other for com-
munication and quantum logic operations, similar to trapped ion approaches in vacuum [21].
The initial work was all performed in III - V semiconductor materials (GaAs) and the coherent
control of single spins has been achieved [128,129]. A major drawback for that material sys-
tem is the presence of a nuclear spin moment associated with the lattice atoms which create
an inhomogenous magnetic field. These nuclear spins cause decoherence of the electron qubit
spin via dynamic spin-diffusion from the nucelar dipole-dipole interactions [21]. This limits
the electron spin decoherence time (T2) to a few microseconds [21, 129, 130]. Switching to a
different host material which is mostly made up from nuclear spin free isotopes such as silicon
or germanium will reduce the amount of nuclear spins and thus the decoherence sources. The
major isotope of silicon (28Si) has a nuclear spin of zero and makes up 92.2 % of the natural
occurring material. The other nuclear spin free isotope is 30Si and only 4.68 % of the atoms
are associated with a nuclear spin caused by 29Si atoms with spin-1/2. The use of elements
with nuclear spin free isotopes also enables the application of isotope engineering methods
which can further reduce the amount of nuclear spins in the material. Quantum dot systems
similar to the GaAs work have been implemented in natural silicon since [131–133].
Instead of confining the electron location electrostatically as in quantum dots, one can also
introduce donor atoms into silicon that the electron gets bound to at low temperatures. This
was first suggested by Bruce Kane [22] as mentioned in chapter 1. Extremely long electron
spin coherence times have been achieved for this qubit candidate, approaching several seconds
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in isotopically enriched silicon with less than 0.05 % 29Si content [134–136]. The nuclear spin
coherence times are even longer [137]. Besides the mature nanofabrication technology, the
extremely long electron and nuclear spin coherence times are the main incentive for this qubit
system.
Due to the fact that the electron spin can be accessed much easier than the nuclear spin,
the electron spin is more suited for communication, gate operations and readout, whereas
the nuclear spin serves best for memory. The necessary coherent transfer of the electron spin
information to the nuclear spin and back to the electron spin has been demonstrated for 31P
donors [138]. The control and manipulation of the electron spin can be done with µ-wave
pulses.
Since the magnetic moment of a single spin is very hard to measure, various spin selective
spin to charge conversion mechanisms have been proposed and partially achieved. Among
those donor spin state readout schemes are spin dependent scattering, recombination with
defect centers, trapping or tunneling [139–145].
Phosphorus is the intuitive and most discussed and proposed donor species. It is the com-
mon n-type donor species and its electron and nuclear spin is 1/2 and thus the simplest case in
terms of spin description. However, other donors are considered and explored since they pos-
sess certain advantages. As discussed later, ion implantation is a common technique to place
donor atoms in the host material. To keep the ion range straggling as low as possible, low im-
plantation energies are preferred. Since the surface or interface are sources of noise a certain
implant depth is required. For different donor species, the ion range straggle is different and
changes with implantation energy. Since the implantation energy leads to different implant
depths, it is not a good value for comparison. A plot for different donor species (phosphorus,
arsenic, antimony and bismuth) showing the range straggle values versus implant depth can
be seen in Fig. 2.7. The trend of reduced ion range straggling with increased ion mass of the
donor species is clearly visible. Heavier species are thus preferred in terms of improved donor
and qubit placement.
After implantation, the donor species need to get electrically activated by an annealing step.
Another reason for choosing one of the heavier donor species is their lower diffusion constant
and thus less movement away form their implant position during the annealing step [146].
Besides the larger range straggling and diffusion constant, phosphorus atoms can also segre-
gate to the silicon oxide interface during the anneal or oxide growth [56,134,147]. This leads
to pile up effects at the oxide interface where the phosphorus is electrically inactive. Overall,
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Figure 2.7: Monte Carlo Simulation (SRIM [116]) of the longitudinal range straggle versus
implant depth for different implanted dopant species into silicon.
donor atoms in silicon are a promising path for qubits due to their very long coherence times
and mature silicon nanofabrication technology.
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2.6 Color Centers in Diamond: Another formidable Qubit
Choice
Diamond possesses some remarkable material qualities. Its high electron mobility, high break-
down field, wide band-gap, high saturation velocity and a thermal conductivity five times
larger than copper (at room-temperature) make it an ideal material for high-frequency, high-
temperature, high-power and high-irradiation-tolerant electronic devices [148–154]. Despite
all of these advantages, diamond never managed to stand up against its silicon counter part
for device electronics. This has been due to several unresolved problems, such as a lack of
shallow n-type dopant species, heteroepitaxy as a route to large-area single-crystal growth,
re-crystallization issues at ambient pressures, low crystal quality and poor consistency of syn-
thetic materials [149,154]. Great improvements have been made in regards to the latter points
and single-crystal CVD diamond has been commercially available for a few years now. As it
turns out, diamond not only is advantageous for conventional device electronics, but is a suit-
able host for qubits as well. Defect centers in diamond give diamond their characteristic color
and have been known for a few decades. Only after the demonstration of nuclear magnetic
resonance (NMR) on single NV centers in 1997 [155] and especially after the observation of
coherent oscillations of the nuclear and electron spin in 2004 [27,28] it caught the attention of
scientist as a qubit candidate. Since then, propelled by the emerging commercial availability
of synthetic diamond substrates, work around the NV center has progressed drastically and
the control of the electron and nuclear spin have been achieved [27, 28, 156–161] as has the
coupling between two NV centers [162]. The NV center is the most studied [24, 80, 163], but
not sole color center in diamond. Its natural abundance made it the perfect object of study
among more than 500 color centers in diamond [164]. Differences in emission wavelength, line
width and emission intensity offer a wide parameter range among these color centers [163].
One of the biggest advantages of color centers as qubits are, that the centers can be
accessed optically and that all the spin manipulation and spin state readout can be done at
room-temperature. The wide band-gap and deep center levels result in photo-stability and
light in the visible range does not transfer the qubit electron into electronic bands of the host
material. This is a big convenience factor whereas for other qubit systems low temperature
setups need to be utilized. Further, as with silicon, diamond can be manufactured as a nuclear
spin free lattice via the use of 12C atoms only. Natural diamond contains 1.1 % 13C atoms
(nuclear spin of 1/2) which can be much reduced by isotopic engineering during CVD growth
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of the diamond substrates. This and the weak spin-orbit coupling in diamond and thus
the limited spin interaction to the environment results in long spin coherence times even at
room-temperature [165]. Those advantages are accompanied with some partially mentioned
material drawbacks. All the initial work was done on natural occurring NV centers. As
people try to engineer those centers, so that they can be arranged and placed next to or
into device structures, it becomes clear that there are material issues that need to be solved.
First off, diamond is not the thermodynamical stable form at ambient conditions. Device
fabrication processes that seem given with silicon, e.g. re-crystallization and damage repair
are not easily accomplished with diamond. Further, in silicon donor activation of 100 % can
be achieved [134]. Unfortunately, this is not true for the NV center formation in diamond
[70, 71, 77, 166] and is only a few percent depending on the implant energy. After nitrogen
implantation, residual nitrogen atoms that did not convert to NV centers and remaining
defect centers nearby can act as decoherence sources and limit the good properties inherent
to natural occurring NV centers.
Nitrogen Vacancy Center
The NV center in diamond is a defect center that consists of a substitutional nitrogen atom on
a carbon lattice side neighboring one vacancy site. Six electrons are associated with the nega-
tively charged NV center (unless denoted otherwise, the term NV center will always refer to the
singly negatively charged state). One electron each from the three carbon atoms surrounding
the vacancy site, two from the nitrogen atom and one electron that is captured from the bulk
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Figure 2.8: Energy level diagram of the NV
center.
material [167]. Two unpaired electrons lead
to spin triplets for the ground and first
excited state with a spin conserving opti-
cal transition at 1.945 eV. The energy lev-
els can be seen in Fig. 2.8. The ms = 0
and ms =±1 levels are split by ≈ 2.87 GHz
at zero magnetic field. Applying a magnetic
field will split thems =±1 levels. Thems = 0
state has a higher fluorescent rate than the
ms =±1 levels [168]. Thus, by choosing
ms = 0 and e.g. ms =−1 as the two levels of
the qubit, its state can be easily determined.
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Further, due to a spin selective non-radiative transition between a singlet state, the qubit can
be optically initialized into the ms = 0 state [169]. The ground state can be optically excited
resonantly with light at 637 nm wavelength. However, shorter wavelengths (e.g. 532 nm) are
predominantly used for excitation involving phonon decay processes.
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Chapter 3
Ion Beamline Setup
This chapter gives an overview of the ion beamline setup used for the presented implantation
work, including some of the upgrades improving its capabilities.
3.1 Overview
The beamline setup used here features all the necessary elements for ion implantation with
scanning probe aligned ion beams. The main parts are various ion sources, a 90° analyzing
magnet and two implant chambers with one containing a scanning probe microscope system
which will be described in detail in chapter 4. The beamline was originally built at Lawrence
Livermore National Laboratory for an Electron Beam Ion Trap, then moved to Lawrence
Berkeley National Laboratory and then equipped with a SPM system. Schematics of the
beamline layout showing all the major parts can be seen in Figs. 3.1 & 3.2. The vacuum
chamber elements of the beamline are mounted ≈ 2 m off of the ground and the vacuum
section has a total length of almost 5 m. Bertan Associates, Inc voltage controllers are
used to supply high voltages to the different einzel lens and quardrupole elements along
the beam path. With those lens elements the beam can be focused and steered along the
beamline. Granville-Phillips Vacuum gauge controller (series 303, 307, 350) in combination
with convectron and ion gauges are used to monitor the pressure inside the beamline at various
locations. Differently sized turbo pumps maintain a vacuum level of below 1× 10−7 torr.
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Figure 3.1: Schematic of all the important elements of the beamline section up to the analyzing
magnet.
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Figure 3.2: Schematic of the beamline section after the 90° analyzing magnet featuring the
different implant chambers and the scanning probe setup.
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3.2 Ion Sources
Three ion sources are used to acquire the presented data. Two Electron Cyclotron Reso-
nance (ECR) Sources and the original Electron Beam Ion Trap (EBIT) source, which will be
described in the following.
3.2.1 ECR Sources
An ECR source is a type of plasma source where electrons are forced onto a cyclotron motion
(ωc = eB/m) by a magnetic field. Micro- or radio-frequency waves are coupled to the plasma
to maintain the cyclotron motion and the plasma state. The electrons ionize gas atoms
which then can be extracted from the source. Both sources connect to a microwave power
supply built by Sairem which produces microwaves at a frequency of 2.45 GHz at a maximum
output power of 2000 W. A wave-guide three stub tuner enables the tuning of the microwave
guide for optimal coupling of the microwaves to the source plasma. Both source bodies are
electrically isolated from the beamline and connected to high voltage (HV) power supplies
with the extraction plate being connected to ground. Thus the waveguide and gas supply lines
need to be electrically isolated from the source as well and all parts on HV are housed in a
protective cage. Voltages up to 14 kV can be applied before a voltage break down occurs with
the current isolation design. Both sources are mounted at the same location of the beamline,
so that only one source can be used at a time.
ECR1 source
A full description of the source can be found in ref. [170] and Fig. 3.3 shows its schematic.
The source is made from stainless steel, features a permanent-magnet dipole structure and a
coaxial microwave feed through for coupling the microwaves to the plasma via an antenna.
Further it is equipped with water cooling to prevent overheating. The source has three ports
and an extraction hole in the back plate. The microwaves are fed through port #2, the
various source gases are supplied through port #1 and an oven is attached to port #3. Port
#1 is also used to feed in a retractable metal sample which is mounted on a linear motion
feedthrough. Due to the lack of a pressure gauge that is connected directly to the source
body, the absolute pressure within the source can not be measured. An ion gauge behind the
extraction hole is used as a gas pressure indicator. The design value for the gas pressure is a
few 10−4 torr. The ion source produces multiply charged ions and the plasma electron energy
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Figure 3.3: Schematic of the ECR1 source [170].
Figure 3.4: Magnet scan of ECR1 with nitrogen-14 and nitrogen-15 gases supplied to the
source. The beam is extracted at 6 kV. Besides impurities like oxygen and water, previously
run gas species are still detectable at low amounts (argon, xenon).
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is up to 100 eV by design. Xe6+ and Ar6+ ions could be generated and a magnet scan of a
gas mix of nitrogen-14 and nitrogen-15 can be seen in Fig. 3.4.
ECR2 source
A schematic and a picture of this source can be seen in Fig. 3.5. The full description of the
source is available in ref. [171]. It is again a permanent magnet source and the microwaves
are coupled directly into the plasma chamber via a microwave window which also acts as the
vacuum break. The source is much smaller in chamber volume than the previously described
Plasma 
Chamber
Al2O3
Window
Permanent
Magnets
Figure 3.5: Schematic and picture of the ECR2 source [171].
ECR source, 4 cm in diameter and 5 cm in length. Besides the extraction aperture, two small
holes are used for gas supply and as a return-line to a Barocell pressure gauge to monitor
the gas pressure inside the source. The design value for the pressure is a couple of mtorr.
Compared to the ECR1 source, this source features a much better ratio of atomic to molecular
hydrogen species due to a higher power density. A nitrogen-15 magnet scan from this source
can be seen in Fig. 3.6.
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Figure 3.6: Magnet scan from ECR2 with nitrogen-15 gas as source supply at a source pressure
of 0.5 mtorr. The beam is extracted at 4.6 kV.
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3.2.2 EBIT
The EBIT is the beamline’s original and most versatile ion source [172,173]. It was developed
as the EBIT II at Lawrence Livermore National Laboratory where the first EBIT was built
as well [174]. A drawing of the EBIT can be seen in Fig. 3.7. A high density electron beam
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Figure 3.7: Schematic of the Electron Beam Ion Trap [173].
continuously removes electrons off of trapped ions. The positive ions are electrostatically
trapped in radial direction by the electron beam itself. Voltages on the top and bottom drift
tube confine the ions along the beam axis. In order to achieve the necessary beam densities
that are required to generate highly charged ions, superconducting Helmholtz coils are used to
generate a magnetic field of 3 Tesla. The electron beam is compressed to ≈ 50 µm in diameter
and reaches current densities of up to 2000 A/cm2. Electron beam energies of up to 30 keV
enable the creation of helium like xenon and bare ions up to about Kr36+. Behind the drift
tube sections, the electron beam is captured by a collector plate and ions are extracted from
the source at a potential of up to ≈ 7 kV. Depending on the charge state, ions of various
potential and kinetic ion energy are available for ion implantation (see Fig. 3.8).
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Figure 3.8: Magnet scan showing antimony peaks of various charge states generated with the
EBIT source. The beam was extracted at a voltage of 7.5 kV.
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3.3 Analyzing Magnet - Ion selection
The ion sources produce ion species varying in charge state and element type. All species
are extracted from the ion source at the same extraction voltage Uext. In order to select
the ion species of choice form the overall ion beam, a 90° analyzing magnet is used. For
non-relativistic ion velocities v the kinetic ion energy Ekin is given by:
Ekin = qUext =
1
2
mv2 ⇒ v =
√
2qUext
m
(3.1)
A particle of mass m and charge q injected into a magnetic field (with v ⊥ B) travels on a
circular path with radius r which can be described by the Lorentz and centripetal force:
qvB = m
v2
r
(3.2)
In practice, the extraction voltage is set to a fixed value to achieve the desired kinetic ion
implant energy for a certain charge state. The beamline geometry, aperture positions and
the extend of the magnetic field set boundary conditions, so that only ions which travel on a
certain trajectory with radius r0 can pass the analyzing magnet. From equations 3.1 & 3.2
one obtains that only particles of the same mass over charge ratio pass the analyzing magnet
and reach the implant chamber.
m
q
=
B2 r20
2Uext
(3.3)
From equation 3.1 also follows that particles of same mass to charge ratio which pass the an-
alyzing magnet have same velocities. Rewriting equation 3.3 lets one determine the necessary
magnetic field to bend a certain ion species at a given extraction voltage.
B =
√
2
r2
Uext
m
q
(3.4)
In order to increase the range of kinetic energy and charge state at which ions can be im-
planted, the previous power supply (Hewlett Packard 6031A Systems Power Supply: 0 - 20 V,
0 - 120 A, 1000 W) controlling the electromagnet is replaced by a new one (Lambda Genesys
Powersupply: 0 - 33 V, 0 - 330 A, 10 kW). Now the maximum magnetic field is not limited by
the supplied magnet current anymore but rather by the cooling power to the magnet. In
order to prevent overheating, water is constantly passed through the coils which generate
the magnetic field. Temperature sensors at the magnet outlet act as monitors and control
an interlock system. The magnet is operated up to a displayed water temperature of 80℃
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and a peak magnet current of 230 A. This allows bending and selection of ion species with
Uext × mq < 220 - 230.
During the swap of the power supplies the outdated magnet scanning program is replace
by a more user friendly one written in LabVIEW. The magnet scans are obtained by sweep-
ing the current through the electro-magnet and recording the beam current from a Faraday
cup in the implant chamber. The magnetic field is recorded with a Gauss meter (F.W. Bell
Gaussmeter Series 9900). For peak identification the magnetic field is converted to mass over
charge values.
3.4 Implant Chambers
The beamline has two implantation chambers (see Fig. 3.2). The first one is a 6 inch cube
that contains a Faraday cup mounted on a linear motion feedthrough and a sample holder on
a goniometer (x, y, z, ± 90° rotation). Both are electrically isolated so that beam currents can
be monitored and samples biased. The 1× 2 inch2 travel range of the sample holder allows
multiple samples to be mounted and implanted without breaking the vacuum. The aperture
in-front of the 6 inch cube and the Faraday cup entrance are both 3.5 mm in diameter. A
plate with a 1 mm and 300 µm hole can be moved in-front of the sample holder, so that three
different ion beam spot sizes are available for implantation. The chamber also features the
option of connecting the sample to a copper braid connected to a liquid nitrogen reservoir.
This allows ion implantations at below room-temperature.
The second implant chamber is a 8 inch cube that holds the scanning probe microscopy
setup. The setup is described in detail in chapter 4.
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Chapter 4
Contact SPM Setup
This chapter describes the SPM setup used for the presented work, including all the upgrades
and modifications made to the formerly existing system.
4.1 General Description
A home build SPM system is used for sample imaging. The description of the previous system
performance can be found in refs. [173] & [49]. It features a PI stage (Physik Instrumente
- Model: P-733K016, S/N 000001) with 100× 100× 10 µm3 travel range and a resolution
of less than a nanometer. The stage is operated by a RHK Technology SPM100 controller
that is connected to a PI high voltage controller (PZT-Servo Controller E-509.C3A, LVPZT-
Amplifier E-503.00 and Display/Interface E-516). The RHK imaging software is used for data
acquisition. For our work we use piezo-resistive cantilevers which are supplied by Rangelow et
al. [109,175] and mounted under a 10° angle to the surface.. The Wheatstone bridge was fully
integrated in the cantilevers and is biased at 1 V. The signal from the SPM tip is amplified
twice before it is send to the RHK SPM100 controller; first by an INA 110 instrumentation
amplifier in vacuum and then by a Stanford Research Systems low-noise preamplifier (Model
SR560) outside the vacuum chamber. The SPM stage and the tip are mounted in an 8 inch
cube that is attached to the beamline (see Fig. 3.2). A schematic of the circuit diagram
with all the SPM components can be seen in Fig. 4.1, a CAD drawing in Fig. 4.2. It
shows the piezo-motion stage onto which the sample holder is mounted. The SPM tip is
mounted on a flexure stage for coarse positioning. Linear motion feedthroughs (Mitutoyo
0 - 2”, .0002”, No.297-201-01) are used to address the flexure stage. A viewport mounted
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Figure 4.1: Schematic of the SPM setup.
into one of the 8 inch flanges offers optical access for coarse tip positioning. Samples can be
electrically connected via push pins for fast and easy exchange. The formerly existing setup
is modified to reduce excessive tip wear, increase the vibration isolation and enable easier
coarse adjustment of the tip position which will be described in the following.
4.2 Three Axis Flexure Stage
The piezo-resistive SPM tips were mounted on a two axis flexure stage initially. This allowed
the coarse approach of the tip to the sample and the tip movement in and out of the ion beam
path. The ion beam enters the implantation cube through a 1 mm aperture and the sample
is mounted on the piezo-stage with 100 by 100 µm2 x-y travel range. Thus the sample needs
to be mounted within the area of the sample holder which is hit by the beam spot. This
is easily achievable, as long as the exact implant location on the sample is not that crucial,
e.g. generation of a implant pattern at a random sample position. Compared to that, the
implantation of a certain sample location as it is required for the doping of silicon devices
is much harder. Since the tip could be moved in one lateral direction only, combined with
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the limited travel range of the piezo-stage, this required the sample to be mounted within
100 µm. In addition, occasional drifts of the coarse stage during pump down procedures made
this very inconvenient. Thus a third axis was added to the flexure stage to enable a full coarse
alignment procedure with a few mm travel range in each direction. Despite that, only one
sample at a time could be mounted since the coarse motion stage moves the tip and not the
sample. Latter case would enable multiple sample exposures without breaking vacuum, as it
is the case for a new non-contact SPM currently under construction.
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Figure 4.2: CAD drawing of the SPM system. The last aperture (1 mm in diameter) right
before the SPM tip is not shown in order to prevent blocking the view onto the SPM tip in
this sketch. The aperture is located in a cylindrical rod which is cut under an angle of 45° to
act as a mirror to get a close up look along the beam path through the optical viewport. The
sample is shown in black on the sample holder and has a length of 25 mm.
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4.3 Vibration Isolation Table
The SPM as part of the ion beamline is not operated in an ideal environment and surrounded
by a lot of vibration sources. The influence of the closest turbo pump on the noise charac-
teristic of the SPM was shown previously [173]. An ion pump is added next to the turbo
pump to enable pumping with reduced vibration generation. Further the 8 inch cube with
the SPM system is put on a vibration isolation table which is equipped with four air supplied
legs (Newport VW-3030-SP). To isolate the cube from the beamline section, a soft bellow is
used for connection. This reduces the vibrational influence of the closest turbo pump so that
the ion pump could actually stay turned off most of the time. A noise power spectrum with
the SPM tip kept in contact at a similar force setpoint used during image acquisition is shown
in Fig. 4.3. The clear influence of the vibration isolation table on the noise level can be seen
easily.
Figure 4.3: Influence of vibration isolation table on the noise power spectrum.
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4.4 Increase of Cantilever Deflection Sensitivity
The main issue with the existing setup was excessive tip wear down to the tip cone of the tip
as can be seen in [173]. This is problematic for the accurate placement of ions. The tip apex
is not well defined anymore and one cannot determine the exact SPM cantilever position and
thus the collimated ion beam location in respect to the sample from SPM scans. Another
concern with these high tip wear rates are nitrogen implantations into diamond substrates
where the photoluminescence of the color centers is measured afterwards. SPM scans of the
sample area to determine the proper implant location will contaminate the sample with tip
material which might interfere with the optical measurements then. Due to the fixed internal
voltage setpoint range of the RHK system, noise sources needed to be eliminated and the
amplification of the cantilever signal addressed.
The existing components of the amplification stage in vacuum and the voltage box to offset
the bridge signal in vacuum were taken apart and modified. The most significant improvement
was achieved by addressing various grounding issues. Those prevented the amplification of
the signal by the Stanford pre-amplifier previously. Since the noise was also magnified and not
only the signal no effective gain increase was achieved. By addressing the grounding problems,
an amplification increase of the Wheatstone bridge signal was made possible. The final and
current settings are an amplification of the signal by 500 in vacuum by the instrumentation
amplifier and by a factor of 20 by the Stanford pre-amplifier. The latter also functions as a
low pass filter (12 dB at 300 Hz).
The calibration of an SPM piezo characteristic and the tip cantilever bridge signal sensi-
tivity can be done via force distance (FD) curves and the use of well known sample features.
Fig. 4.4 shows two FD-curves taken with the SPM setup after the upgrade. They are taken on
an SPM grating sample for z-direction calibration. The specs value of the feature step height
is 200 nm. The FD-curve in black/red is taken in a trench region, the one in green/blue on
a step region. The absolute starting point above the sample is the same for both FD-curves.
With the known step height, the driving voltage of the z-piezo stage (x-axis) can be converted
into a length scale. For that a point on each FD-curve is chosen, where the tip is in contact
with the sample and one measures the same bridge signal from the SPM cantilever. That
ensures the same tip bending and the difference in piezo driving voltages on the x-axis for
those two contact points corresponds to the 200 nm step height. In this case 200 nm corre-
spond to 0.400 V piezo stage controller driving voltage (Vdriving). The slope of the FD-curve
with the tip and sample in contact then yields the cantilever response sensitivity (α) of the
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Figure 4.4: Two force distance curves taken with the SPM on a grating sample (200 nm step
height for z-direction calibration). The force distance curve in black/red was taken in a trench
region, the green/blue one on a step region.
SPM system. In this case the value is 71.9 nm/Vbridge signal or 13.9 mVbridge signal/nm. This
is a factor of 5560 larger than the value of 2.5 µV/nm reported in ref. [173] and comparable
to SPM systems that use a laser and photo diode setup to measure the cantilever deflection
(typical around 100 - 200 nm/Vdeflection). This sensitivity improvement consists of an ampli-
fication increase by a factor of 1000 and the use of more responsive SPM cantilevers with
increased Wheatstone bridge output. Thus at the same voltage setpoint of the Wheatstone
bridge signal for the feedback loop and a tip with the same spring constant k, the force applied
by the tip to the substrate is decreased by 5560 and excessive tip wear is avoided.
F =
Vset
α
k (4.1)
As mentioned, the value of the cantilever sensitivity is comparable to optical SPM systems.
Unfortunately, the applied force onto the sample is still relatively high after the upgrade
though the excessive wear problem is resolved. Regular SPM tips for laser/photo-diode read-
out come in a variety of spring constants of the cantilever body. The thinner the cantilever
body the smaller the spring constant, assuming the other dimensions stay the same. A can-
tilever will reflect the laser spot always the same amount for a given cantilever deflection and
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Figure 4.5: Cross section of an SPM scan across the flat surface of one of our silicon transistors.
The height resolution of the SPM system is below 1 nm. The scan was taken with the system
attached to the beam line while being in high vacuum and the vibration isolation system
activated.
independent of its thickness and thus will not change the deflection sensitivity of the SPM
system. In order to reduce the applied force onto the tip and sample, one an easily change
to an SPM tip with a smaller spring constant. A wide range of spring constants are commer-
cially available (e.g. 0.01 - 50 N/m) and by simply choosing a different tip, the applied force
can be reduced by a few orders of magnitude. Unfortunately the case is not as easy for the
piezo-resistive SPM tips that are supplied which are designed for tapping/non-contact mode
and thus stiffer by design. A reduction in tip spring constant would entail a new fabrication
run. The issue can be partially improved by cantilever post processing where notches are
cut into the cantilever sides to reduce the spring constant. Despite the significant increase
in cantilever sensitivity to a value comparable to commercial laser setup SPMs, the applied
force onto the tip is still fairly high. A typical setpoint of the cantilever signal during imaging
is around 100 mV for which a stable imaging condition is achieved. For a spring constant of
10 N/m of our tips this would translate to a force of 72 nN applied to the tip which is still too
much for contact mode operation. During the conducted experiments it was found that the
tip wear was not excessive as previously experienced and to a level one would expect for such
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Figure 4.6: Comparison of SEM, our SPM and Ilmenau non-contact SPM image quality of
same device.
a force value. However, this was still too high for desired image qualities, although an overall
good z-resolution of below 1 nm is achieved by the SPM system as can be seen in Fig. 4.5. A
comparison of three images of the same device taken with a SEM system, our contact SPM
system and a non-contact SPM system can be seen in Fig. 4.6. The better image quality
with the non-contact SPM due to a pointier unworn tip is clearly visible.
4.5 Summary & Outlook
In summary, the elimination of electrical and vibrational noise sources before and at the
first amplification stage of the Wheatstone bridge signal lead to an improved system. The
bridge signal could be increased by a few orders of magnitude, thus increasing the cantilever
sensitivity α (bridge signal [V] per cantilever deflection [nm]). Due to a fixed set point voltage
range of the RHK scanning hardware, this reduced the applied force of the cantilever onto
the surface according to equation 4.1 and thus the tip wear. Further, the addition of a third
coarse stage enabled a convenient alignment procedure of the tip to the area of interest.
During the course of this work, the decision was made to build a second SPM system
(non-contact type). This also gives the opportunity to improve some more fundamental design
elements of the SPM system which will allow a more versatile implant process. To enable high
precision ion implants, a higher sample through put and a more convenient implant procedure
in the future the following SPM upgrades will be implemented:
• Non-contact mode SPM with piezo-resistive SPM tips to reduce tip wear and improve
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image quality.
• Implementation of a sample coarse stage to enable access to a larger implant area. This
will allow implantation of multiple samples without breaking vacuum.
• Relocation of the implant apertures from the SPM cantilever body into the tip cone.
This will become clearer later on but is mentioned here already for completeness (see
section 6.5). Due to beam divergence the beam spot will be broader once it hits the
sample surface if the final aperture is far away from the surface. Even for small beam
divergences the amount of broadening can not be neglected for typical SPM tip lengths
and would negate the use of implant apertures down to a few nanometer.
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Chapter 5
Setup of a new Source for Metal
Ion Beam Creation
In this chapter the development of a new ion source setup for low charge state metal ions is
discussed. It functions as a complementary source to the electron beam ion trap (EBIT) with
the advantages of a more convenient and cheaper running procedure.
5.1 Motivation
In order to perform deliberately placed donor implants with the SPM setup, an ion source
delivering the desired donor ion species is required. So far this was done with the EBIT which
can produce highly charged ions of various kind, like phosphorus, antimony and bismuth
[50, 172, 176]. The various precursors were supplied to the ion source in form of PF3 gas or
from an oven attached to the source in which solid metal substances were heated up. Due to
the high electron beam densities in the EBIT source, all introduced species are decomposed
to their individual components, e.g. phosphorus and fluorine in the case of PF3 [172]. Despite
the great capabilities and design parameters which this source offers, the high maintenance
requirements are a big drawback for day to day work. This is mainly due to the liquid helium
cooled superconducting Helmholtz coils. A lot of implant tests can be done with noble gas
ions of similar mass as the desired donor species, e.g. xenon or argon. For these ions, which
can be easily extracted from an electron cyclotron resonance (ECR) source attached to the
implantation setup, similar damage profiles and ion ranges in the target material can be
expected. In light of the assembly of a second ion implantation setup with a new non-contact
mode SPM, setting up the ECR sources for donor species production is an appealing goal to
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have two fully working and complementary ion implantation beamlines.
The high potential energy inherent to highly and multiply charged ions provides additional
energy for single ion detection independent of the ion kinetic energy. In sensitive detection
schemes, e.g. µm sized FETs and 100 nm scale FinResistors (see chapter 7), single ion impact
detection can be implemented without using secondary electron emission. There, the elec-
tronic and nuclear stopping power at a given kinetic energy leads to large enough signals for
reliable SII detection. The low charge states created by the two ECR sources are sufficient
for the implant work goals, when extracted at an appropriate high voltage. Ion beams are
extracted easily from the two ECR sources if the source material is supplied in gaseous atomic
or molecular form. Among the tested gases, but not limited to them, are H2, He, N2, Ar and
Xe.
Although the sources create medium charge states (up to Xe7+ for ECR1) the nitrogen
molecules are not broken up easily and the molecular species is predominant. This is in
contrast to the EBIT, where molecular species basically do not exist. This fact enables
certain implants though, that address the creation of isolated dimers in a host system. After
the molecule hits the surface it splits up and the two atoms come to rest close to each other
after after losing their kinetic energy. Achieving close-by atoms with atomic implant species
would require a very high dose which can be disadvantageous.
On the other side, the low conversion into atomic species leaves only fractions of the
supplied source gas for atomic implants. The higher the charge state the less ions are created
which can become inconvenient if one tries to reach a higher implant dose and energy at
maximum extraction voltage. This not only plays a role during the creation of charged species
from gaseous source supplies, but may also affect the creation of metal ion species with similar
approaches as mentioned for the EBIT system, which is explored in the following.
5.2 General Aspects
In the ideal case, an ion source puts out only species deliberately introduced into the source
chamber. Leaks, contaminations or memory effects (previously used source gases incorporated
into the chamber wall) are present though and need to be considered. The output of an ion
source can be characterized with mass analyzers. As described in chapter 3.3, for this we use
a 90° analyzing magnet in our setup. It belongs to the class of velocity filters and separates
species of equal mass over charge (m/z) ratios. This can lead to overlap of different species
at the same m/z value. Some species will not be suitable for ion implantation if one desires
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a high purity implant or are not even detectable if dominated by the overlapping species.
Table 5.1 shows the m/z values for both antimony isotopes up to charge state 7+. Quite a
few antimony species fall into m/z ranges of interfering species, as e.g. water (contamination)
or nitrogen which is used for implants into diamond and which can also originate from leaks.
Charge states higher than 7+ will not be produced in significant amounts and also dominated
Charge State m/z (121Sb) m/z (121Sb) Interfering Species
1+ 121 123
2+ 60.5 61.5
3+ 40.33 41 Ar+
4+ 30.3 30.8 15N+2
5+ 24.2 24.6
6+ 20.2 20.5 Ar2+
7+ 17.3 17.6 OH+, H2O
+
Table 5.1: Mass over charge ratios m/z for different charge states of the isotopes 121Sb &
123Sb. The table also includes species that are coinciding or have overlapping peak bases
that dominate the Sb species at the respective m/z positions. The natural abundance of
antimony-121 to -123 is 57.4 % to 42.6 % respectively.
by other species. For the present ion implantation beamline that leaves only the 5+ charge
state as an implant candidate since it is not dominated by other generated ion species and can
be implanted at high enough ion extraction voltages resulting in desired kinetic ion energies.
Due to the magnetic field limitation of the 90° analyzing magnet, not all m/z values can be
bent, characterized and used for implantation (see chapter 3.3). One option is to reduce the
extraction voltage but this makes no sense in terms of desired kinetic ion energy and einzel lens
design values. Those points rule out the singly and doubly charged antimony ions. Although
argon was not deliberately introduced into ECR2, peaks at respective m/z values appeared
over time, which was also observed with different sources. In the following the most commonly
used approaches for the introduction of metal ions are explored to create antimony ions with
our ECR sources. These include the utilization of oven techniques, gaseous compounds and
insertion techniques [177].
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5.3 Oven Technique
The first attempt was to use the same oven that was used for the EBIT source. There,
it served as a reliable tool to heat up small quantities of elementary antimony pieces and
introduce it into the trap region. Unfortunately this approach turned out to be not success
full with ECR1. The low plasma density did not allow a sufficient interaction time with the
generated antimony atoms to form antimony ions. As a result the gas injector cube which
was positioned in line with the oven at the other side of the ECR source got coated with
all the evaporated antimony. The high electron beam density and the fact that the ions got
trapped inside the EBIT source contributed to its successful application there.
5.4 Volatile Organic Compound Technique
The ECR sources work well if the species of choice is supplied in gaseous form as for e.g.
nitrogen. Thus, the introducing of metal ions via volatile organic compounds (VOC) seems an
appealing approach which is also used by others [178–183]. VOCs are available from common
main suppliers of chemicals and vary in metal species and organic composition. This results
in different vapor pressures and boiling points. Those substances are usually carcinogenic
CH3
H3C O-
3
Sb3+
Figure 5.1: Chemical
structure of Antimony(III)-
isopropoxide.
and toxic, so special care needs to be taken. Here,
Antimony(III)-isopropoxide (Sb(OCH(CH3)2)3, 98 %) was cho-
sen as a precursor. Its chemical structure can be seen in Fig.
5.1. The boiling point is 53 - 54℃ at 0.33 milibar (0.25 torr)
[184]. The liquid is filled in a high vacuum sealed glass tube
which is connected to a needle valve attached to the ECR1
source. Further the section between the needle valve and the
chemical compound can be pumped seperately. This allows the
glass tube volume to be pumped below the vapor pressure so
that the majority of the supplied atmosphere consists of the VOC. In Figs. 5.2 & 5.3 magnet
scans for an Antimony(III)-isopropoxide beam at low and high m/z values can be seen. The
scan with argon gas supplied to the source was taken as a reference prior to switching to
the volatile compound. The calculated m/z values for Sb5+ & Sb4+ are also displayed. A
clear difference between the two scans can be seen. The argon peak intensities obviously
drop since its not supplied anymore and species such as hydrogen, carbon, oxygen, water and
hydro-carbon species are increased. All of the atomic species are building blocks of the VOC
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Figure 5.2: Magnet scans for argon (black) and volatile antimony gas (red). The beam
extraction voltage was 5.0 kV.
Figure 5.3: Magnet scans for argon (black) and volatile antimony gas (red). The beam
extraction voltage was 5.0 kV. The expected peak positions for 121Sb5+ & 123Sb5+ are shown
in green and for 121Sb4+ & 123Sb4+ in blue.
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and could be decomposition products with molecular species originating from recombination
processes. However, it can not be be ruled out that at least parts of the water and other
carbon contaminations are introduced with the VOC or caused by a increased desorption rate
from the chamber wall compared to the operation of the source with argon gas. The VOC
has a purity of 98 % with unknown rest products. Water has a vapor pressure of 17.5 torr at
20℃, which is much higher compared to the VOC. Thus it is possible that similar amounts of
VOC and water were supplied to the source. Suppling water directly into the source results
in a similar spectrum in terms of water and its fingerprint species. Besides the increase of ion
species which could all originate from the decomposition of the VOC, no indication for the
presence of Sb5+ & Sb4+ ions could be found. The region at m/z≈ 24 seems to be dominated
by some hydro-carbon species that increases the initially low background dramatically. The
peak has a shoulder at the high magnetic field side but non of them match the expected
positions of antimony. Further, if antimony was dominating that area, indications for the
Sb4+ species should be visible too, since it should be present at a higher amount.
Again, it seems that the plasma density and the µ-wave power under which the source
is operated are not sufficient to decompose the VOC in all its atomic components. Since it
has not been possible to look for the singly charged antimony ion species at these extraction
voltages, it is unknown whether the VOC is broken down at all or simply not enough multiple
charged ions are created to raise above background level.
5.5 Insertion Technique
The last technique tested is the insertion of solid antimony pieces directly into the source
chamber. By choosing high-purity raw material the introduction of unwanted species as with
VOCs can be prevented. Antimony pieces with 99.999 % metal content are obtained and
tested in two different ways. A bigger piece (≈ 11 mm in diameter, 4 cm in length) is mounted
on a high vacuum linear motion feed-trough on ECR1, so that it can be moved in and out of
the plasma area inside the source. Due to the design of the ECR2 source this is not possible
there. Thus, its inner part is filled with ≈ 1 mm sized shots along the chamber wall. In both
cases nitrogen-14 is leaked to the source plasma creation.
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Figure 5.4: Magnet scans for the antimony piece inserted (black), retracted (red) and inserted
again (blue). The x-axis is converted to mass over charge ratios (m/z). The expected peak
positions for 121Sb5+ & 123Sb5+ are shown in green. The beam extraction voltage was 4.0 kV.
Retractable Antimony Rod - ECR1
Fig. 5.4 shows magnet scans for the antimony piece inserted and retracted from the nitrogen
plasma. The expected peak positions for the antimony isotopes are included in the graph too.
Upon insertion of the antimony piece, a double peak appears at the calculated m/z values
for Sb5+. Their intensity ratio is in good agreement with the natural abundance ratio of
both isotopes. The reason for the change in peak intensities for the nitrogen molecules (and
m/z = 21 & 22) but not for the species below m/z = 20 after metal insertion is not known.
The magnet scan indicates that Sb5+ is generated, although at low beam intensities. The
peak intensities for lower charge states should be significantly higher and could be utilized if
a higher magnetic field was available.
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Antimony Shots - ECR2
Since this source has a better design value for atomic to molecular ion species, it is also tested
for the creation of antimony ions. As mentioned, for this source the antimony material is
put into the source body which allows no direct in-situ comparison of magnet scans with
and without antimony. Parts of the obtained magnet scan can be seen in Fig. 5.5, running
a nitrogen plasma again. The m/z values for Sb5+ are displayed in green again. As in the
Figure 5.5: Magnet scan with new ECR source and antimony shots lying inside the source.
The extraction voltage was set to 9.5 kV.
previous case, a double peak is visible at the right m/z positions indicating the creation of
antimony ions.
The source was also operated at a different teststand with a more capable analyzing
magnet. A magnet scan can be seen in Fig. 5.6. Nitrogen is again the source gas at a
pressure of 6.8 mtorr in the source. The microwave power is 330 W and the extraction voltage
is set to 5.0 kV. The most dominating peaks from previous magnet scans are again visible,
i.e. atomic and molecular hydrogen, singly and doubly charged atomic nitrogen, oxygen and
water finger prints and the molecular nitrogen species (m/z=28, 29 & 30). At higher mass
over charge ratios impurities and other species can be seen; among them are argon (m/z=40),
CO2 (m/z=44), Fe (m/z=56) and acetone finger prints (m/z=58, 43). A clear double peak at
mass over charge ratios 121 & 123 is visible, indicating the atomic singly charged antimony
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Figure 5.6: Magnet scan from ECR2 at an extraction voltage of 5.0 kV.
species. From the beam current obtained one would expect the presence of doubly charged
antimony species. However, no systematic studies were done at this teststand and only the
presence of the atomic antimony species confirmed.
5.6 Discussion & Outlook
Both ECR sources created antimony ions (Sb5+) with the insertion technique as indicated by
the magnet scans and the presence of double peaks at the proper positions. The kinetic ion
energy of 47.5 keV is already sufficiently high for donor implantation into our silicon device
structures.
From the work done here it seems more convenient to work with the singly or doubly
charged ion species. For the present beamline this would require a redesign, including the
upgrade to a more powerful magnet, a higher extraction voltage setup and switch to different
einzel lens elements. Since a second beamline is being constructed for the new non-contact
SPM with better ion implant precision, instead of changing the old setup, the new beamline
will be designed for the implantation of lower charge states at higher extraction voltage (few
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tens of kV). This allows to have two complementary fully functional ion implantation setups
available at the same time.
Chapter 6
IBIC - SPM Tip Alignment
This chapter describes the first integration of SPM tips, ion beams and electrical device struc-
tures and the controlled alignment of the ion beam to a defined surface feature. Ion beam
induced changes in the source drain currents of field effect transistors are recorded versus
SPM tip and ion beam position enabling radiation response testing of nm-scale devices with
nm-resolution in the future.
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6.1 Motivation
The precise implantation of ions requires a controlled way to position the ion beam on the
sample surface. Here, this is done as outlined in [49]. Apertures in SPM cantilever are used
to collimate a stationary ion beam to a small spot size. Optionally, a second aperture can be
used to pre-collimate the ion beam onto the SPM cantilever to prevent overspill and expo-
sure of surrounding areas (see Fig. 6.1). This approach allows to scan the sample first and
Figure 6.1: Sketch of a SPM tip with integrated ion beam [47]. A pre-collimator (dark
grey) mounted above a cantilever (blue) collimates a stationary ion beam (yellow) onto the
cantilever body, where a final aperture collimates the ion beam to desired ion beam sizes
which can be placed on the sample depending on the SPM tip position.
then position the SPM tip in a way so that the ion beam aligns with the desired implant
location. Previously, only patterns with relative alignment between spots had been demon-
strated, e.g. [46, 49, 50]. If one tries to place single dopants or dopant arrays on the surface
one needs the alignment of implant spots relative to the sample surface too. Although some
patterns were formed next to alignment marks on the sample, this does not give an in-situ
feedback since the sample has to be taken out of the implant chamber, developed or annealed
and looked at again. To demonstrate the ability to place the ion beam at desired surface
6.2 Device Fabrication 65
positions, channel areas of field effect transistors are used as local detectors. The impinging
ions can create a response in the channel current, via e.g. defect or electron hole pair creation
in the target material, which then can be detected electrically. This approach is common
in ion beam induced charge (IBIC) mapping with MeV ion beams. This technique can be
used as a tool to investigate the uniformity of charge transport in bulk semiconductors, and
the influence of extended features such as grain boundaries, precipitates and twins on charge
transport [185–187]. The following sections describe the first controlled and aligned ion im-
plantation of a device structure that also acts as a local detector using the SPM tip approach.
6.2 Device Fabrication
The general chip layout of all devices presented in this work can be seen in figure 6.2. On
the left side, three large metal pads are visible which are used to contact the device, e.g. via
wire-bonding. Metal lines go all the way across the chip to the actual device location where
they connect to source, drain and gate regions. The visible numbers are device identifiers
(name/ID and channel dimensions) which are incorporated into the fabrication process.
Figure 6.2: Optical microscope image showing the typical chip layout of the used devices, in
this case a FinResistor (see chapter 7.3). The standard chip size is 25× 2 mm2.
FinFETs1 are fabricated in 250 nm thick SOI which consists of 50 nm natural silicon on
buried oxide with an overgrown 200 nm 28Si epi layer (28Si > 99.9 %). A 100 nm thick low
temperature oxide layer is deposited to serve as a hard mask for the silicon etch. Source/drain
pads and channel (fin) regions are defined by electron beam lithography. Channel widths range
from 30 - 250 nm. After the silicon etch, a 10 nm thick gate oxide is grown on the sidewalls (≈
70 nm on top of fin). In situ phosphorus-doped polycrystalline silicon is deposited as the gate
electrode material with a thickness of 140 nm. Gates of 280 nm length are patterned by e-beam
lithography and poly silicon dry etching. Self-aligned arsenic implants (25 keV, 2×1015/cm2)
are used to form source/drain regions. Low-temperature chemical-vapor deposited silicon
dioxide (LTO) is used as an interlayer dielectric (capping layer for the fin region) with a
1A detailed description of the device fabrication can be found in refs. [188] & [189].
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Figure 6.3: Layout of a FinFET device (after hole drilling process). The cross section is along
the y-axis through the gate electrode and cuts perpendicular through the silicon fin (see Fig.
6.4).
thickness of 300 nm. Contact regions are etched and tungsten is used for metal contacts.
Devices are annealed in forming gas (N2/H2 - 90 %/10 %) at 400 ° for 20 min to passivate
defects at the Si/SiO2 interface and to improve the metal-semiconductor contact quality. A
sketch of the device can be seen in Fig. 6.3. It displays a cut through the center of the channel
in direction of the gate electrode. Source and drain contact areas are not displayed and the
current direction is perpendicular to the plain. Fig. 6.4 shows a SEM picture of the FinFET
before LTO film deposition. The source and drain SOI leads from the metal contact pads (not
displayed) to the channel region are visible, as is the phosphorus-doped polycrystalline silicon
gate electrode wrapped around the fin of the device. In order for the low kinetic energy ions
to reach the channel area, parts of the LTO layer and gate electrode needed to be removed.
For that, a dual beam focused ion beam (FIB) system is used and a hole above the fin of
the transistor is opened up. First, parts of the LTO layer are removed with a 30 keV Ga+
ion beam. Then focused electron beam (5 keV) induced etching with XeF2 etch gas is used
to drill further into the remaining LTO parts and into the poly silicon gate electrode. The
electron beam is turned off for the last part of the etch since XeF2 alone does etch silicon but
not silicon oxide [190, 191]. This should lead to an undamaged and exposed gate oxide layer
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Figure 6.4: SEM image of a FinFET during device fabrication. The channel area which is
etched into the SOI and the gate electrode wrapped around the fin are visible and not covered
in LTO yet. [47]
1µm
Figure 6.5: SEM image of a FinFET after device fabrication and FIB surgery.
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on top of the fin (see Fig. 6.3). After FIB processing, the devices are annealed in forming gas
(N2/H2 - 90 %/10 %) at 400 ° for 20 min to cure damage and recover device performance. A
SEM image of the FinFET after FIB processing can be seen in Fig. 6.5. To what extend the
side electrodes were left untouched, and the exact device structure after the FIB processing
could not be resolved from the SEM images. Important is that the FinFETs do not show any
gate leakage after FIB processing (see Fig. 6.6) and channel currents respond to ion impacts.
Figure 6.6: IV-curve of FinFET after FIB processing and after forming gas anneal (Vd = 0.2
V) [47].
Electrical device performance is recovered after the anneals (see IV-curve in Fig. 6.6) and is
similar to pre-FIB values. Note that the data after FIB processing is multiplied by a factor
of 50. Gate leakage currents are below 200 pA.
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6.3 Measurement description
The FinFETs are mounted in the ion implantation chamber with the SPM setup. Argon ions
are produced with the ECR1 source and Ar3+ (36 keV) and Ar2+ (20 keV) ions are extracted
and focused onto the sample. At those energies the ions have a mean lateral range of 44 nm
and 26 nm in silicon dioxide respectively (see Fig. 6.7) which means that most of the ions get
stuck in the LTO layer and do not reach the device layer. This is sufficient for the purpose of
demonstrating these first aligned ion implantation tests. Despite the shallow implant depth,
the device is sensitive enough to those ion impacts, changes the electrical device characteristic
and can be used as a local sensor. Pulsing of the ion beam is achieved by applying a voltage
Figure 6.7: SRIM simulations for argon ions implanted into the FinFET device structure at
20 and 36 keV [116]. The y-axis corresponds to the conversion factor to obtain the ion con-
centration (atoms/cm3) at each given depth for a certain implanted ion fluence (atoms/cm2).
onto a deflector plate parallel to the ion beam trajectory. The devices are operated at above
threshold at a gate bias Vg = 1.0 V, a drain bias Vd = 0.8 V and with the source grounded,
resulting in drain currents of approximately 10 µA. The drain current signal is recorded after
amplification with a current amplifier (Stanford Research 570) and all measurements are
performed at room temperature. Implant apertures are drilled in the cantilever body of an
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Figure 6.8: SEM image of the SPM tip with 1.6 µm and 100 nm holes.
SPM tip. The locations of the 1.6 µm and 100 nm holes in respect to the SPM tip can be
seen in Fig. 6.8. The tip is aligned to the device region with the coarse stage (see Fig. 6.9)
and then the sample scanned with the xyz piezo stage. An SPM image can be seen in Fig.
6.10. The hole in the FinFET could not be resolved nicely with the SPM system due to tip
blunting in contact mode. Then an offset in x- and y-position is applied so that one of the
drilled holes in the SPM cantilever aligns with the hole in the FinFET (x-direction is along
the source-drain electrodes and the y-direction is along the gate electrode, see Fig. 6.4). The
offset distances and directions are obtained from the SEM image (see Fig. 6.8). The tip is
then moved along each spot of a square point grid. At each spot, the drain current is measured
over time and the argon ion beam is turned on for a few seconds after a short dwell time in
which no ions hit the sample. The SPM tip position and drain currents are recorded at each
position. The SPM and ion beam exposures are controlled via a Labview program [193]. The
total change in the drain current within each interval is plotted versus x- and y-position of
the SPM tip to generate the maps of current responses.
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Figure 6.9: Optical image taken through the viewport of the implantation cube during the
coarse alignment of the SPM tip.
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Figure 6.10: SPM image of the FinFET [47,192].
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Figure 6.11: Example of the absolute change of the source-drain current depending on the x-
(blue) and y-positions (green) of the SPM tip. The sample gets exposed to the ion beam in
the labeled intervals. [47]
6.4 Results
First, the 1.6 µm hole is used to collimate the 36 keV argon beam to test the response of
the device current. The data of three consecutive exposure spots of the scanning sequence is
displayed in Fig. 6.11. The argon ions hit the FinFET during intervals which are indicated
with arrows. The y-position is kept constant and the x-position is changed by 1 µm in between
spots. Intervals (a) and (b) show an increase in drain current. No such increase, just the
fluctuation of the channel current, can be seen in interval (c). In cases (a) and (b), the tip
is at a position in which ions hit areas that resulted in an increase in drain current (LTO
layer above fin). This is due to the fact that ion hits can form positively charged defects in
oxides which alter transistor currents [194]. Those positive oxide charges reduce the threshold
voltage of the device and lead to an increase in the effectively applied gate voltage and thus
increase the device current. The three data sets were obtained when the beam was initially
aligned to the gated source-drain region and moved away from that active region. Ions that
hit areas that are not changed by the FIB process and that are still covered with the LTO
capping layer have no effect on the channel current. They create defects too far away to have
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any detectable influence. A full map of channel current changes versus ion beam positions
is shown in Fig. 6.12. Data from 21× 21 spots are recorded in a 20× 20 µm2 area. The
exposure time is 5 s for each spot. On average, ≈ 600 ions/s/µm2 hit the sample (calculated
from current reading of the sample and area of aperture in the SPM cantilever). The peak at
the locations that show changes in the source-drain current is clearly visible. The beam spot is
larger than the distance between consecutive spot locations, therefore, nearest neighbor spots
contain responses from the same device area. The beam diameter is fairly large compared to
the dimensions of the source-drain channel. In order to obtain more accurate maps of the
channel region, we collimate the beam with a second hole in the SPM cantilever which is
≈ 100 nm in diameter.
Figure 6.12: IBIC map obtained with an argon beam collimated by a 1.6 µm hole in the SPM
lever. [47]
Fig. 6.13 shows one of the IBIC maps obtained with 20 keV argon ions. The exposure time
is set to 30 s per spot and the beam fluence rate is ≈ 1500 ions/s/µm2. The distance between
spots is 200 nm and 16× 16 spots are exposed within a 3× 3 µm2 area. The ratio of signals
from areas which respond to the ion beam to surrounding areas is smaller than in Fig. 6.12.
The fluence rate of the 20 keV ions is 2.5 times higher than for the 36 keV ions. Accounting
the differences in fluence rates and the deposited energy per ion in the silicon oxide, the
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total deposited energy per unit area is similar for both ion energies (SRIM simulation [116]).
With an average creation energy for electron hole pairs of 18 eV in silicon oxide [195], similar
responses of the device current to both ion beams are expected. The smaller response can be
Figure 6.13: IBIC response recorded with an argon beam collimated by a 100 nm hole in the
SPM lever. [47]
explained by the difference in the hole sizes in the cantilever and thus beam spot sizes hitting
the device. In the case of the smaller hole, only parts of the total area which leads to changes
in the device current are exposed, whereas beam spots collimated with the larger hole expose
most of the entire ”active” area at once. In both circumstances, four beam positions resulted
in a channel current response. The large hole beam spots are overlapping whereas the small
hole beam spots are separated. From that, the active area can be estimated to be around
400 - 600 nm in side length.
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6.5 Discussion
The estimated area that responds to ion impacts is larger than we would have expected from
the fin dimension of 100× 280 nm2. Relatively high ion fluence rates are needed to observe
changes in the channel current. This leads to the conclusion that the 70 nm thick gate oxide
indeed stayed (mostly) intact during the FIB process as intended and that most of the low
kinetic energy ions stopped far away from the device and did not reach the channel. Thus,
impinging ions have created positively charged defects too far away to efficiently affect the
device currents. To prevent this, future device generations will be made more sensitive to ion
impact sensing. The unwanted step of post device processing via focused ion beams is and
will be avoided by designing the devices differently, with the additional option to incorporate
the ion implantation step during the device fabrication. These experiments with the FinFETs
and current SPM setup are just a prove of principle and helped to get aware of certain issues
that need to be addressed for future high precision implants with few nanometer accuracy.
First off, scanning the device with the SPM system and then shifting the SPM cantilever
by the tip-aperture distance acquired from a cantilever SEM, so that the ion beam lines
up with the exact implant location will be challenging. This requires that one knows the
tip to hole distance very accurately (within nanometer) from the SEM image and that the
tip apex does not change its shape during the SPM imaging process. Using a non-contact
SPM system will help in that respect. Further, the location of the hole next to the SPM
tip is not ideal. Drilling the hole through the tip cone will be helpful. Thus, the distance
between aperture and the tip apex will be minimal and necessary tip-aperture corrections in
the range of micrometers prevented. This will also bring the hole closer to the sample and
avoids implant uncertainties due to the divergence of the ion beam. For a beam divergence
of only 0.5 ° and an aperture sample distance of 5 µm this would yield a broadening of the ion
beam by 44 nm on the sample, which would negate the benefit of using few nanometer sized
implant apertures.
One thing to consider is that one could actually not use the imaging function of the SPM
system at all for aligned implantations. The area susceptible to ion impacts could be mapped
out by the use of noble gas ions. After this step, the tip could be moved to the desired implant
area based on this map of device current responses alone and not based on the SPM image.
There, the donor ion could be implanted then. The additional damage caused by the nobel
gas ions in the device would be healed during the anneal which is necessary to electrically
activate the donor(s) in the silicon matrix.
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In summary, the experiments demonstrate nicely the previously outlined capability of
scanning probe aligned ion beams [49,50]. The full sequence of device imaging and implanta-
tion of device regions is shown for the first time with this technique. This is an important step
towards the goal of precision ion implantation and can act as an in situ calibration method
or radiation response testing technique of nm scaled devices in the future.
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Chapter 7
Detection of Single Ion Impacts in
Silicon Device Structures
This chapter demonstrates the detection of single ion impacts in silicon FETs and silicon
wires at room-temperature via changes in device currents. The device sizes range from a cou-
ple of micrometers to sub-micrometers. This validates the detection method and allows its
application to devices with potential single spin readout capability.
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7.1 Motivation
As outlined in chapters 1.1 and 2.5, the ability to place single ions could enable the study of
single dopant effects in conventional CMOS devices [36–39] or the fabrication of new single
atom device structures. One way to achieve this task of single dopant placement is via
scanning transmission microscope patterned hydrogen terminated silicon surfaces [63, 64].
After locally desorbing hydrogen atoms from the surface via STM, phosphorus atoms from
adsorbed phosphene molecules are incorporated into the silicon lattice below the surface.
Deeper donor placement requires the overgrowth of the devices surfaces. A more common and
versatile method to place (single) ions into devices is ion implantation [44–46, 55, 56, 58–60].
One can implant into partially fabricated or finished device structures followed by a rapid
thermal annealing step to electrically activate those donors.
Timed ion implantation through apertures will yield a Poisson distribution of the im-
planted donor atoms. As a result many devices need to be screened to find the singly im-
planted ones via characteristic device behavior. If one tries to implant arrays of single donor
atoms, then timed ion implantation becomes not viable anymore. The chance for the timed
implant to yield a device with desired implant pattern will drop exponentially with array size.
At that point the ability to place single atoms becomes essential.
First proof of principle experiments are conducted with µm sized planar FETs to demon-
strate the detection of single ion impacts via changes in the channel current of transistors at
room-temperature. After the successful demonstration of single ion hit detection, sub µm-
sized silicon wires (FinResistors) are fabricated in SOI to validate an increased single ion hit
response. Further, they can act as geometrically well defined detectors for SPM precision im-
plant tests (as in chapter 6) and are candidates for single spin readout via EDMR experiments
using spin dependent recombination [141,196–198] or trapping [145,199].
The work on the single ion impact detection method as described here, can also be used to
estimate the single ion implant compatibility of other device geometries. Donor atoms in field
effect transistors are not the only device layouts of interest. Device structures like quantum
dots are other promising candidates and may be fabricated in the same material systems.
The application of the here demonstrated sample behavior allows the planning and design of
other single ion implantation compatible device layouts.
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7.2 Single Ion Impact Detection Mechanisms
In order to implant single ions one at a time, one must detect each of the single ion impacts
(SII) with a high fidelity. This task is even made more difficult by the fact that, for reasons
of ion placement accuracy and shallow implant depth, ions low in kinetic energy are desired.
The lower the kinetic ion energy the smaller the range straggle in the host lattice and thus
the more precise the implant location is known. Depending on the ion species and desired
implant depths the implant energies are around a few tens to below 100 keV. At those energies
single ion detection is considerably harder compared to impact detection of high kinetic ions
(MeV), e.g. via the detection of secondary electrons [200–202]. Single ion detection at low
kinetic energies has been demonstrated via the generation and collection of electron-hole pairs
at low temperatures [45, 57–59] and also via the collection of secondary electrons [44, 55, 56].
Both approaches entail certain challenges that would need to be overcome to make them
compatible with our device layout and implant strategy. The collection of electron-hole pairs
would require the cooling of the devices and SPM stage during the implantation process.
Further a modification of the device layout might be necessary to be sensitive enough to
single ion hits. For the secondary electron detection approach, the electrons would need to be
collected on the bottom side of the SPM cantilever. Another option would be to guide them
away from the ion impact region, along the gap between sample and cantilever, to a detector
next to the cantilever. For reasons of ion placement precision (see section 6.5), the implant
aperture will need to be placed close to the apex of the SPM cantilever tip most likely. In
that case one would need to collect the secondary electrons through the implant aperture
on the other side of the cantilever. Both approaches to detect single ion impacts constitute
experimental challenges.
To circumvent the described obstacles, a new method is explored here which detects single
impacts of ions low in kinetic energy via changes in device currents at room-temperature. This
is an extension of the known fact that single high energy (MeV) ions can alter electrical device
performances [201–207]. As mentioned in chapter 1.3, we use device currents in our silicon
FETs in order to measure the spin state of donor ions via electron paramagnetic resonance
measurements (see figure 1.2). The idea is to use the same currents to detect single ions
impacts. By doing so, no or moderate changes only need to be made to our device layout.
Since our devices would act as the single ion detectors themselves, no exterior setup is needed
that would complicate our implant strategy with SPM aligned ion beams.
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7.3 Device Layout and Fabrication
In this section the fabrication of the two device types are described.
Planar µm-sized FETs in bulk silicon
FETs are fabricated on natural silicon (100) wafers with undoped (n-type, >1 kΩcm) sub-
strates for the formation of accumulation mode (a-FET), and p-type (≈1 Ωcm) substrates for
the enhancement mode (n-FET) devices, respectively. Global alignment marks (LTO/SiGe)
are formed on top of the silicon substrates followed by deposition of a wet-oxide. Source-
Source Drain
Gate
20μm
Figure 7.1: Optical image of device region of an a-FET.
Drain areas and 2× 2 µm2 channel areas are defined by an oxide etch step. A 20 nm gate
oxide is grown and in situ phosphorus doped poly-silicon is deposited and patterned as the
gate electrode with a thickness of 160 nm. A high dose arsenic implant (5× 1015/cm2, 40
keV) is then performed to form degenerately n-type doped source/drain regions. LTO is used
as an interlayer dielectric layer with a thickness of 300 nm. Contact regions are etched and
tungsten is sputter deposited to complete device metallization. A N2/H2-forming gas anneal
at 400℃ for 20 min is performed to passivate defects at the Si/SiO2 interface and to improve
the metal-semiconductor contact quality. Following electrical testing, devices are processed
in a dual beam focused ion beam (FIB) system. Here, apertures with areas of 0.1 - 1 µm2
are opened in the passivation layer and poly-silicon gate to allow implantation of low energy
dopant ions into transistor channels. As for the devices in chapter 6, a 30 keV Ga+ ion beam
is used to remove parts of the LTO layer. The remaining LTO is removed by electron beam
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Figure 7.2: This figure shows the device layout of the used FETs after FIB processing. The cut
of the cross section is along the source-drain region of the device. The LTO and gate electrode
layers are removed exposing the gate dry oxide on top of the device channel. Tungsten metal
electrodes contact the n+-regions.
1μm
Figure 7.3: SEM image of an a-FET device with a channel area of 2× 2 µm2 during FIB
processing. The hole drilled through the LTO layer into the gate electrode can be seen
clearly. The source drain channel is oriented vertically and the gate electrode comes in from
the left side. The inset shows the drilled hole at a higher resolution.
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assisted etching with 5 keV electrons and XeF2 [191]. The use of e-beam assisted etching
avoids excessive damage to channel regions caused by Ga ions and forward scattered silicon
recoil atoms. Following the removal of the LTO and parts of the poly-silicon layer, the elec-
tron beam is turned off, and etching by XeF2 gas alone leads to the formation of apertures
in the poly-silicon gate. Since XeF2 does etch silicon but not SiO2 [190] the gate oxide acted
as an effective etch stop for this process. Following FIB processing, devices undergo another
forming gas anneal at 400℃ for 30 min. Electrical testing validate device integrity, and FETs
are then mounted in our setup for ion implantation with scanning probe alignment. Figure 7.4
shows an in situ scanning probe image of an a-FET in its final processing stage with source,
drain, and gate electrodes as mounted in the implant chamber. The device is then ready to
be tested for ion impact responses.
Figure 7.4: In=situ scanning probe microscope image of a µm scaled a-FET with 2× 2 µm2
channel region. The scan size is 10× 18 µm2 and the full z-scale is 1.35 µm. Source-Drain
regions are shown in dark green. The hole which was drilled via FIB processing can be seen
in the gate electrode above the channel area. [46]
7.3 Device Layout and Fabrication 83
Sub µm-sized FinResistors in SOI
The FinResistors fabrication process follows an adapted recipe from the FinFETs. The main
modifications are an final etch step to lay free the fin of the device and an unconnected but
nearby terminated gate electrode. This enables post processing capabilities to gate the device,
e.g. via FIB assisted deposition of metal films (from the terminated gate to the fin) where only
a small area can be covered with metal in a convenient time frame. An optical microscope
image showing the device area of the FinResistor can be seen in Fig. 7.5, the device layout
in Fig. 7.6. Two of the metal electrodes make contact to 20× 20 µm2 SOI pads. Those pads
Source
DrainGate10μm
Figure 7.5: Optical microscope image of the larger device area.
LTO
W
BOX
Silicon Substrate
SOI
Dry Oxide
Silicon Nitride
Figure 7.6: Device layout of a FinResistor. The cut of the cross section is along the spare
electrode to the center of the device right through the silicon fin (see Fig. 7.5). The current
direction is perpendicular to the plane.
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narrow down to the center of the image and are connected via a small silicon channel. The
third electrode is not connected for those devices and acts as a spare electrode for eventual
future needs. In the case of a field effect transistor this (then connected) electrode serves as
the gate electrode. The etched hole into the interlayer dielectric layer (LTO) is clearly visible
in the center, making the FIB processing step as it is needed for the FETs unnecessary. The
exposed silicon fin of the device can be reached easily by ions low in kinetic energy.
200 nm
35nm
Figure 7.7: SEM picture of a FinResistor during device processing after the SOI etch. The
image shows the silicon fin and the ends of the triangles that lead to the 20× 20 µm2 contact
pads. The smallest FinResistors that were obtained are ≈ 35 nm in width.
The FinResistors are fabricated in 50 nm SOI on a 100 nm buried silicon oxide layer on
silicon substrate. The SOI is implanted with 40 keV 121Sb ions at a fluence of 3× 1011/cm2.
Global alignment marks for optical and e-beam lithography are etched into LTO/SiGe (100/550
nm) layers. The fin and connecting 20× 20 µm2 sized contact pads are written into negative
e-beam resist followed by a dry etch step to transfer the patterns into the SOI layer (see Fig.
7.7). Fin widths range from ≈ 35 - 200 nm. The SOI structures are overgrown with a 10 nm
thick dry oxide layer. A second e-beam lithography step defines 300 nm wide rectangular
structures in a new layer of e-beam resist (see Fig. 7.8a). The resist structures block certain
areas of the fin from the following n+-implant (75As, 25 keV, 2× 1015/cm2) to keep that area
(n+-) dopant free and to protect the dry oxide layer. In order to easily find this area of
the fin, a short wet etch is performed to transfer the area blocked by the e-beam resist into
the BOX material (see Fig. 7.8b). A 10 nm thick layer of silicon nitride is deposited onto
the whole structures following the removal of the rectangular e-beam resist. A LTO layer of
300 nm thickness is deposited followed by etching holes to the 20× 20 µm2 contact pad areas.
Following an etch to remove the nitride layer, a 320 nm thick layer of tungsten is sputter
deposited onto the whole wafer and metal electrodes are patterned via a tungsten etch step.
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Then, µm-sized holes are wet etched into the LTO layer to expose the fin. As a last step,
the devices are annealed at 400℃ for 20 min in forming gas before they are diced up into
individual chips. The final devices can be seen in Fig. 7.9 & 7.10 which show insitu SPM
scans of a device with a 100 nm wide fin.
200 nm
(a) After n+ implantation.
200 nm
(b) Final device.
Figure 7.8: SEM image of FinResistor during and after device fabrication. During the n+
implant, photo-resist covers parts of the fin to create the ”active” region. Following a short
oxide etch and removal of the photo-resist the position of the n+ free region can be easily
located. Extending wings in the BOX material and a slightly thicker fin due to the still intact
dry oxide indicate the region which was covered during the arsenic implantation.
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Figure 7.9: SPM image of a FinResistor device showing the (final) device region as in Fig.
7.5. The scan area is 90× 90 µm2. The full z-scale is 920 nm. The source & drain electrodes,
the spare electrode and the fin region can be clearly seen.
Figure 7.10: SPM image of a FinResistor after device fabrication. The scan area is 15× 15 µm2
and the full z-scale is 422 nm.
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Planar µm-sized FETs
To study the ion impact response of the planar devices, antimony and xenon ions are extracted
from two ion sources. With the ECR1 source, Xe6+ ions at 50 keV kinetic energy are generated
and Sb14+ 70 keV ions with the EBIT source to ensure shallow implantation depths. The
Figure 7.11: Monte Carlo simulations (SRIM code [116]) for antimony and xenon ions into
20 nm of silicon oxide on silicon substrate.
expected implant depth for both ion species can be seen in Fig. 7.11. A full removal of the
LTO and gate electrode is assumed during the FIB process of opening up the implant holes.
Except a few ions the majority of them reaches the silicon substrate. The devices are biased
above threshold (Vgate = 1.1 V , Vsd = 0.1 V with source grounded) at a source/drain current
of ≈ 200 nA. The device current is amplified with a current amplifier (Stanford Research 570)
and the signal then displayed and recorded with a digital oscilloscope. After the ion beam is
created and adjusted to a certain beam density (≈ few pA/mm2), the ion beam is operated
in pulsed mode. A high voltage signal is applied to a deflector plate again which moves the
ion beam on and off the target, which is kept at room-temperature. The pulse sequence is
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Figure 7.12: Device current (adjusted by offset of ≈ 200 nA) versus time. The a-FET is
exposed to the antimony ion beam during the 3 second long intervals [60].
controlled by a self-written LabVIEW program. Fig. 7.12 shows the channel current of an
a-FET device during one of the pulse sequences. The sample is exposed to the antimony
ions for 3 seconds at a time, indicated by the blue interval lines. The beam density is chosen
so that ≈ 3 ions/interval reach the channel area. An increase of the device current is visible
during each of the intervals. This is attributed to the formation of positive charge traps in the
oxide layer [194], which reduce the threshold voltage of the device and increases the effectively
applied gate voltage.
In order to verify single ion hits, the average number of ions per interval needs to be
decreased. The beam current density and interval length is adjusted, so that less than one
ion per interval is expected on average. In this case, the average number of xenon ions per
interval is reduced to ≈ 0.2. This means that only during certain intervals one or more ions hit
the device channel, whereas a lot of intervals do not feature ion impact events at all. During
those intervals the current should remain unchanged. Under these conditions the probability
for no event is ≈ 82 %, for one ion hit ≈ 16 % and for multiple ion hits ≈ 2 %. Fig. 7.13 shows
another device current trace versus time with the adjusted beam intensity and pulse length.
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During most of the intervals the current stays constant. Only during the highlighted intervals
a current change can be observed. The effect on the overall current is ≈ 2× 10−4 in each
interval. Based on the expected ion hit probabilities and similar values of the current change
for both events, the current changes that we see are most likely caused by single ion impact
events.
Figure 7.13: Device current (adjusted by offset of ≈ 200 nA) versus time. The 2× 2 µm2 sized
n-FET is exposed to the 50 keV Xe6+ ion beam during 2 second long intervals. Current
changes in the order of 10−4 of the total current can be seen in the highlighted intervals [60].
As can be seen in Fig. 7.12 the device current sensitivity to ion impacts decreases over
time. This is also observed for other ion impact energies and charge states. Due to the small
current change for these µm-sized devices, a difference of single versus multiple ion hits could
not be distinguished from the step heights at the given noise level.
The need for opening up implant holes through the gate electrode holds the risk for device
damage. Thus, all devices are annealed for damage repair and dopant activation. This is
done with a rapid thermal annealing (RTA) system (AG Associates Heatpulse 210 System).
The annealing conditions are 900℃ for 20 s in argon atmosphere, followed by another 30 min
N2/H2-forming gas anneal at 400℃. A set of IV-curves can be seen in Fig. 7.14. The
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leakage current at low gate voltages caused by FIB damage during the hole drilling process
is recovered during the annealing step. The reason for the increased channel currents (above
threshold) after FIB processing remains speculative.
Figure 7.14: IV-curves for an a-FET in pristine condition, after FIB processing and implan-
tation and after device annealing. The source-drain bias is set to 1.0 V [46].
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Sub µm-sized FinResistors
For the sub-µm devices a larger current change upon single ion impacts is expected. The
devices are exposed to Xe6+ ions at a kinetic energy of 48 keV which are extracted from the
ECR1 source. The expected ion depth for these ions and our device geometry is displayed in
Fig. 7.15. The devices are connected to a parameter analyzer (Keithley 4200 Semiconductor
Figure 7.15: Monte Carlo simulations (SRIM code) for 48 keV xenon ions into a layer system
of 8 nm silicon nitride on 10 nm silicon dioxide on silicon on insulator.
Characterization System) and source-drain voltages are applied. The source electrode is
kept on ground. The sample mount which acts as a back-gate is connected to the beamline
frame and thus electrically grounded, too. Due to the way the samples are mounted and the
grounded back-gate, the IV-curves do not look symmetric as can be seen in Fig. 7.19. The
devices are biased at Vd = 3.0 V during the detection of ion impacts. A device current trace
over time for one of these devices can be seen in Fig. 7.16. The device current fluctuates
between two values (≈ 690 & 725 nA). This is caused by random trapping and releasing
of charge carriers by usually a single (or few) defect center. This effect which is called
random telegraph noise (RTN) is commonly observed at low temperature but also at room-
temperature for deep trap centers [208]. The observed effect is ≈ 5 % (35 nA over 690 nA) and
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Figure 7.16: Drain current versus time before Xe hits for a 100 nm device. The value for the
device current switches between two values, showing RTN behavior with a ≈ 5 % effect on the
device current.
caused by most likely a single defect center at the silicon/silicon-oxide interface (grown oxide
or buried oxide).
This indicates that the device currents are very sensitive to changes in their environment
and thus single ion hit events. In contrast to the pulsed ion beam used for the planar devices,
a constant ion beam of again ≈ few pA/mm2 is used. The devices that the data is acquired
from have a silicon fin with a width of 90 nm which is surrounded by 10 nm oxide and 8 nm
silicon nitride on both sides. For a device geometry of 300× 130 nm2 one expects a single ion
to hit the device area every 33 seconds on average. Ions hitting the n+ area should not result
in a signal change since the overall resistance of the device is dominated by the n+ free area.
Fig. 7.17 shows three current traces. They were taken in sequence and the ion beam
exposes the sample during the second curve only (curve in red, between the 30 and 400
second time stamp). Both other current traces are shown as reference. Big changes in the
device current can be observed. In this sequence, the current drops overall initially. After a
while, the current steps change direction and an increasing current is observed. The very first
ion hits into the device which happened prior to the displayed sequence increased the device
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current. Defect centers created in the silicon channel reduce the electron mobility and thus
the conductivity and device current. Accumulation of charge in the oxide surrounding the
Figure 7.17: Drain current versus time for one of the 100 nm sized devices.
channel can cause a current increase similar to the case of the planar devices inducing a 2DEG.
Both effects result in opposite device current changes and are competing with each other. A
reduction of the channel mobility by defect creation in the silicon can be offset by the trapped
oxide charge accumulation over time and vice versa. No apertures smaller than the silicon fin,
were used to map out the response in device currents and thus the ion impact locations are not
known here. The knowledge of the exact single ion implant locations should help to interpret
the changes in device currents. An ion which hits the device in the center, penetrates the
oxide layer and comes to rest in the silicon channel after creating defect centers there would
affect the device current differently than an ion that hits the edge of the fin and mostly travels
along the vertical oxide film creating positive charges oxide traps there. The use of implant
apertures smaller than the device geometry would help in this regards to map out the device
response. The main focus of the conducted experiments here with randomly impinging ions is
94 Detection of Single Ion Impacts in Silicon Device Structures
to demonstrate the sensitivity of these devices to single ion impact events which was achieved
as can be seen clearly in Fig. 7.18. Assuming two ion hits can be resolved from each other if
they hit with 0.5 seconds separated from each other at the given data acquisition resolution
(which is a very modest assumption), one can calculate the probability of two or more ions
hitting the sample within a 0.5 second interval. For the calculated beam density of 1 ion per
33 seconds as mentioned earlier, the average number of ions one expects for a 0.5 second time
interval is 0.0152. From the Poisson distribution follows that the probability for two or more
ions hitting the device area within these 0.5 seconds is ≈ 1× 10−4. That means that every
10,000 intervals or every 5000 seconds, two or more ions would hit the device area within 0.5
seconds and could not be resolved. Going through a similar calculation, one obtains that the
chance for having one of those multiple hit intervals in the displayed 370 seconds where the
sample is exposed to the beam is ≈ 6.8 %, for two multiple hit intervals ≈ 0.25 % and for more
than two multiple hit intervals ≈ 6× 10−5 %. From that, the majority of the current steps are
caused by single ion impact events and the differences in the channel current response seen
in Fig. 7.18 come from differences in defect creation for individual ions, e.g. variations in
impact locations, or partial cancelation of the two competing effects on the channel current,
rather than multiple ion hits.
Fig. 7.19 shows IV-curves for the pristine and exposed device. A difference is clearly
visible with the device showing an elevated current conditions at same bias conditions. The
total number of ion hits expected from the exposure time and beam current density is ≈
21, whereas from the current traces ≈ 25 current steps are counted which matches well and
lies within all measurement uncertainties and statistical distribution. Recovering the device
performance by damage repair upon annealing in e.g. forming gas was not attempted.
7.5 Discussion & Outlook
In this chapter, a new single ion impact technique was explored and tested for compatibility
with our device layouts and ion implant approach. Device currents are used to monitor
impacts of low kinetic energy ions at room-temperature and clear single ion impact events
are detected as can be seen in Fig. 7.18. Due to the similar mass of xenon and antimony,
similar damage levels and device responses are expected for antimony ion implantation so that
the demonstration with the noble gas atoms is legitimate. The work validates the sensitivity
of similar sized devices of different device architecture (e.g. quantum dots) and thus their
potential for single ion doping. The ion implantation step can be either incorporated in
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Figure 7.18: Channel current versus time showing ion impact events. The relative current
change for the three impact events is ≈ 18, 26 and 10 %.
Figure 7.19: IV-curves before and after exposure to xenon ions.
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the device fabrication process or conducted on final devices, even if this requires a post
processing step to open up implant holes. The single ion impact response of a device will
depend on the exact device geometry and implant parameter. The use of smaller implant
apertures and the knowledge of the exact impact location will allow a better study of impact
responses to the device current. This can be done with scanning probe aligned ion beams
where the ion beam is stepped over the device area as shown in chapter 6. The FinResistor
devices shown here offer the possibility of nuclear donor spin readout via spin dependent
recombination [141, 196–198] or trapping [145, 199] during illumination. Thus besides the
proof of single ion impact compatibility, they can be used in electrically detected magnetic
resonance experiments to read out spin states of the present antimony-121 ions (background
doped during device fabrication) or deliberately implanted other donor species.
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Chapter 8
Creation of Nitrogen-Vacancy
Center Arrays in Diamond
This chapter addresses the formation of few NV center arrays. Nitrogen ions are implanted
through dynamic shadow masks (SPM cantilever) into diamond samples. Upon sample anneal-
ing the formed NV center arrays are examined by photoluminescence microscopy. Preliminary
results on nitrogen channeling effects during ion implantation and work on an ion detection
technique similar to chapter 7 are presented.
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8.1 Introduction
As mentioned in chapter 2.6, the NV centers is a promising qubit candidate, mainly due to
its long coherence times at room-temperature [165], easy optical readout and the ability to
be manipulated on sub-nanosecond time scales [159]. The defect centers have been used to
demonstrate simple quantum algorithm operations [88], the formation of quantum registers
[162, 209–211] and make appealing building blocks for large array structures using magnetic
dipolar coupling as well as for microcavity arrays using optical coupling schemes [212–214].
Initial studies of NV center were all conducted on already present and randomly distributed
centers in natural diamond samples. As efforts evolve to implement those different coupling
mechanisms to build up large scale quantum computer architectures, the precise and reliable
positioning of NV centers next to each other or to device structures becomes more and more
important. One option is to introduce vacancy defects into nitrogen rich diamond samples,
e.g. 1b-diamond which contains up to 300 ppm of residual and mostly substitutional nitrogen
[215]. The creation of vacancy centers can be done by electron irradiation [155, 216] or ion
implantation with e.g. helium or gallium [217, 218] which leaves the option of using focused
ion beam systems or apertures for the local creation of NV centers. During an annealing
step with temperatures above 600℃ the vacancies become mobile [219] and move through the
diamond lattice where they can find a nitrogen atom and form the NV center. However, a high
background concentration of nitrogen atoms reduces the spin-spin relaxation time [220]. This
can be avoided by implanting nitrogen ions into high-purity diamond samples with nitrogen
contents of a few ppb or even below. There the main decoherence source is residual 13C in
the diamond lattice, which can be further eliminated by isotopically enriched diamond with
nuclear spin free 12C [165]. During the nitrogen implantation process, nitrogen atoms and
the vacancies are induced at the same time. The use of high energetic nitrogen ions [54, 68]
increases the formation efficiency of NV centers due to the increased creation of vacancy
defects [71,72], but also decreases the placement precision due to increased range straggling.
The implantation of nitrogen atoms or molecules low in kinetic energy [69–76] reduce the
range straggling and can be used for high precision placement of NV centers.
A different approach is to use NV center containing nanodiamonds [33, 35, 221,222]. The
particles which contain a distribution of NV centers can be optically preselected and suitable
candidates can be placed on sample surfaces at desired NV center locations [223,224].
Here, the placement process of low kinetic energy nitrogen ions and NV pattern formation
with our scanning probe system is explored and demonstrated as first reported with µm-sized
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implant spots by our group [46], which was followed up recently by [78].
8.2 Experimental
The samples used here are mostly high-quality chemical vapor deposition (CVD) diamond
samples obtained from Element Six [225]. Those single crystal (100) samples contain less
than 5 ppb residual nitrogen concentration. The only exception is for an initial test implant
for which diamond on silicon samples (DOS) from SP3 [226] are used, which can bee seen in
Fig. 8.2a. The DOS sample consists of a ≈ 1 µm thick diamond film (grain size ≈ 100 nm)
on regular single crystal silicon substrate with unknown nitrogen background concentration.
Prior to the implantation, all samples are cleaned in acetone and isopropanol. A cleaning
step in piranha solution for 10 min at 120℃ & DI water rinse followed for the CVD samples.
The samples are implanted with nitrogen-15 ions with 7 & 8 keV kinetic energy with mean
projected ranges of 10.7 & 12.0 nm respectively (SRIM simulations [116]). Nitrogen-15 is
chosen for easier differentiation from residual nitrogen in other experiments and a magnet
scan can bee seen in Fig. 8.1. By doing so the chance to study a NV center formed by
one of the residual nitrogen atoms present in the diamond sample with a created vacancy
defect is limited. The natural abundance ratio of both nitrogen isotopes is 272, dominated
by nitrogen-14. Multiple holes are drilled into SPM cantilevers to act as implant apertures.
Having differently sized apertures in the same cantilever enables to form multiple implant
arrays at the same time. Due to the timed implant the fluence for each implant spot stays
the same but the overall number of implanted nitrogen atoms and thus active NV centers
per spot will vary. In order to find the implant patterns, alignment marks, e.g. deposited
structures that can be found via SPM scans are of great convenience. For these implants no
alignment are used and the overspilling mm-sized implant spot surrounding the area blocked
by the cantilever is used to find the implant area (see Fig. 8.2a). Rapid thermal annealer
(AG Associates - Heatpulse 210) are used for the post implantation annealing step. The
photo-luminescence (PL) images are taken with three different optical microscope setups:
PL Setup 1
The first setup is a wide-field total internal reflection (TIRF) microscopy system with Olympus
IX-81/Andor EMCCD camera at the Molecular Foundry at LBNL (Biological Nanostructures
Facility). It features lasers of different wavelengths, a halogen lamp and filter settings for the
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Figure 8.1: Magnet scan from ECR1 with nitrogen-15 gas as source supply. The beam is
extracted at 7 kV.
selection of excitation and collection wavelength regions. In this case a 488 nm laser and a
573 - 613 nm collection filter is used.
PL Setup 2
The second setup is a confocal Raman microscope system from Witek in the Imaging and Ma-
nipulation of Nanostructures Facility at the Molecular Foundry at LBNL. A 532 nm, 100 mW
laser is used as an excitation source. The objective is a Nikon LU Plan Apo 100x (NA =
0.95, WD = 0.40) for use in air. The maximum scan range is 100× 100 µm2. In contrast to
the other two setups this one features a spectrometer and no hardware filters between the
sample and photo detector. During a scan a PL spectrum is acquired at each point of the scan
area. The application of software filters lets one view the scan area within desired wavelength
ranges in real time or post data acquisition.
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PL Setup 3
The last setup is a confocal system home build by Alex Hegyi in Prof. Yablonovitch group
at UC Berkeley. It consists of a 1 mW, 532 nm laser and an IDQuantique photodetectors
(id100-50-ULN) behind a 532 nm longpass filter cutting off right behind the laser line. A 100x
lens (NA=1.4, Nikon CFI Plan Apochromat NCG) with Nikon immersion oil type NF is used.
The maximum scan range is 20× 20 µm2.
8.3 Results
Fig. 8.2a shows a PL image of an implant into a DOS sample acquired with PL Setup 1. The
implant species is 15N+ at an implant energy of 8 keV and a total fluence of 5.5× 1012 ions/cm2.
The sample is annealed in argon atmosphere at 800℃ and 850℃ for 5 min each before the
image is taken. During the implantation the tip is not moved and the edge of the mm-sized
ion beam can be seen. The blocked area of the cantilever that is moved into the ion beam is
clearly visible. Two implant spots ≈ 20 µm below the center of the image center and within
the cantilever can be found.
20μm
(a) Blocked cantilever area at the edge of the mm-
sized ion beam implant spot on a DOS sample.
20μm
(b) Blocked cantilever area with NV center array.
Figure 8.2: PL images of nitrogen implanted diamond areas.
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For the implant that can be seen in Fig. 8.2b a different tip is used, which has apertures
of ≈ 1.5 µm and ≈ 80 nm in diameter drilled into it. After the SPM cantilever is broad into
contact with the diamond surface (high-purity CVD type), the ion beam is tuned and the
cantilever moved around following a point list with dwell times of 60 sec per spot. This results
in a fluence of 5.9× 103 ions/µm2 (15N+ at 7 keV) per implant spot. The array consists of a
”LBNL” and ”UCSB” writing and two additional brighter implant spots in between which are
formed during the initial ion beam tuning. Due to an adjustment of the cantilever position
during the tuning procedure, two tuning spots are formed. After ion implantation the sample
is annealed in argon atmosphere at 850℃ for 10 min. The end of the cantilever with the
NV center array of the micron-sized implant spots can be seen clearly in the PL image (PL
Setup 1). The second and smaller aperture is located closer to the cantilever tip than the
micron-sized one. That pattern could not be found and resolved with this microscope setup.
The expected number of nitrogen-15 atoms for the smaller implant spots is ≈ 30. For a
7 keV nitrogen implant a NV center conversion efficiency of ≈ 2 % is expected [71]. Thus on
average less than one NV center is expected per spot, which means that more than 50 %
of the implant spots will not show up (see Fig. 2.6 for λ= 0.6). Due to the overall large
amount of implant spots the pattern should be still resolvable, but for the following reason
this was not achieved. First off, the purity of the argon atmosphere during the anneal in the
RTA systems was not good enough, so that residual oxygen graphitized parts of the sample
surface most likely. This removed parts of the implanted nitrogen as well and lowered the
number of remaining nitrogen and NV centers per spot. This can be avoided by annealing the
diamond in a reducing atmosphere containing hydrogen as e.g. forming gas [227]. Another
reason is that the location of the smaller hole was too close to the edge of the cantilever.
During the generation of the array and the movement of the tip, at least parts of the array
(edges) were not blocked by the cantilever body anymore and exposed to the outside of the
ion beam. Another reason is that despite the low residual nitrogen background of those high-
purity CVD samples, the background is not uniformly low enough across the sample to resolve
single NV centers. For other implants (not part of this work) this was circumvented by the
use of alignment marks and prescreening of the sample for promising implant locations.
To prevent the loss of the implant array, a different cantilever and aperture locations are
used to form another NV center array in a different high-purity CVD diamond sample. Two
overlaid SEM image of the cantilever can be seen in Fig. 8.3 showing the overall cantilever
shape and three holes with diameters of ≈ 1.6 µm and ≈ 100 nm. The point list for the array
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20μm
1.6μm
100nm
100nm
Figure 8.3: Two overlaid SEM images of the AFM cantilever used for the nitrogen array
implants shown in Fig. 8.5 & 8.6.
consist again of the ”LBNL” writing and a line of dots varying in fluence with equidistant dot
spacing. For the lettering a fluence of 3.5× 104 ions/µm2 is used; for the line of dots 1.5× 105,
1.0× 102, 1.0× 103, 2.0× 104 and 1.5× 105 ions/µm2. The two spots with the highest fluence
terminate the line with equally spaced dots to make the location of their positions easier.
The implant species is again 15N+ at 7 keV kinetic energy. After implantation the sample
is annealed in argon atmosphere at 850℃ for 17 min. A photoluminescence spectrum taken
with PL Setup 2 at the position of one of the µm-sized implant spots of the ”LBNL” writing
can be seen in Fig. 8.4. It shows the zero-phonon line of the NV centers (λ= 637 nm) and its
phonon broadened contributions at higher wavelengths. A PL image in the wavelength range
from 634.2 to 640.9 nm, which is highlighted in the PL spectrum is displayed in Fig. 8.5.
The ”LBNL” writing created with the 1.6 µm aperture can be clearly seen. The tuning
spot is located below that and further down, parts of the linear dot array with varying fluences
is visible as well. More interesting than the µm-sized implant spots are the ones created with
the 100 nm aperture. Due to the diffraction limit of the optical microscopes used, the PL spot
sizes are larger than the implanted area containing the NV centers. In Fig. 8.6 a PL image
(taken with PL Setup 3) shows the second pattern formed with the aperture closest to the
cantilever end. The last three letters of the ”LBNL” writing and the tuning spot are visible.
The varying background PL intensity can be observed as well. The two brighter spots in the
diagonal line of the letter ”N” are caused by a software glitch during the implantation process.
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Figure 8.4: Collected PL spectrum at the position of one of the µm-sized NV center spots
of Fig. 8.5 showing the zero-phonon line peak of the NV center at 637 nm and the phonon
broadened emission peak at higher wavelengths. The highlighted area is the displayed data
range in Fig. 8.5.
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4μm
Figure 8.5: PL image of a µm-sized NV center array obtained with PL Setup 2. The displayed
wavelength range is the highlighted range around the ZPL of the NV center (see Fig. 8.4:
634.2 to 640.9 nm).
3μm
Figure 8.6: PL image of ≈ 100 nm sized NV center implant spots taken with PL Setup 3.
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The scanning routine got stuck at those two points for a longer period of time than aimed
for (again 60 s per spot). At the lower right corner of the same letter two spots can be seen,
with the right one being part of the implanted array. The left one is either part of the PL
background or a residual NV center. The expected number of implanted nitrogen ions per
spot is 275. Assuming a 2 % conversion efficiency [71] this yields an average number of 5.5
NV centers per spot. Extrapolating from a similar implant pattern and taking into account
the difference in fluence and aperture size, we expect ≈ 7 - 11 NV centers per spot.
8.4 Discussion & Outlook
As with donor based approaches in silicon, the precise positioning capability of these color
centers next to each other or to device structures is of great importance. Here, the versatility
of ion beam aligned implantation via scanning probe microscopes is shown. Initially, the
technique was developed to place donor atoms in silicon but can be easily applied to the
formation of NV centers in diamond. The same implant strategy of non-invasive SPM imaging
and finding the area of interest followed by the ion implantation can be utilized.
However, the conversion efficiency from implanted nitrogen atoms to desired negatively
charged NV centers is small [46, 70, 77], whereas an electrical activation of donors close to
100 % can be achieved [134]. For low kinetic energy ions which are favored for their small
range straggle during the implantation process, the conversion efficiency is only a few per-
cent [71, 72]. Nevertheless, by adjusting the implant dose and aperture size, arrays with on
average ≈ 1 NV center per spot can be achieved as it was demonstrated with on chip e-beam
apertures and spin qualities studied [70]. The same approach works when using apertures
in SPM cantilevers. The possible reduction of the implant apertures in the cantilever body
down to a few nanometer [53], make the discussed approach very attractive for placing NV
centers into diamond devices. Further, the same placement approach can be used for creating
other color centers than the NV center by simply changing the implant species to e.g. nickel
or silicon.
In order to place single NV centers, all described mechanisms for SII detection (see chap-
ter 7.2) are valid candidates and a similar dopant impact detection mechanism as demon-
strated in this work (see chapter 7) could be implemented for the color center in diamond
materials system. Combining the implant process with single ion detection schemes makes
little sense at the moment because the Poissonian NV center formation will negate the accu-
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rately known number of implanted ions. However, once the knowledge about the NV center
formation efficiency has grown and an increase achieved, the detection of single nitrogen atoms
will be valuable for the placement of single NV centers. Hydrogen terminated diamonds show
surface currents which could be used similarly to the device currents shown in this work to de-
tect impact events. Alternatively, thin conductive layers as e.g. graphene could be placed on
the surface to pass electrical currents which could be interrupted by impinging ion impacts.
Sheet resistance and hall mobility changes of graphene on SiO2 caused by ion irradiation
have been demonstrated by others [228]. First progress for a similar study with graphene on
diamond was made and the preliminary results shown in the following.
A 4× 4 mm2 sized diamond (Element-6 [225], (100) orientation) with a residual nitrogen
level of less than 1 ppm is cleaned in acetone, isopropanol and piranha solution. Few µm-sized
graphene patches are deposited on the diamond similar to the technique described in [229]. A
highly ordered pyrolytic graphite (HOPG) sample is pre-patterned via an optical lithography
and reactive ion etch step. The HOPG sample is mounted in a hydraulic press apparatus and
brought into contact with the diamond and released afterwards. Metal electrodes (5 nm Cr
/ 45 nm Au) are deposited via a lift-off step. Optical microscope images during the device
fabrication can bee seen in Fig. 8.7. Raman microscopy measurements indicated few-layer
graphene spots but the exact number of layers could not be obtained. The successful electrical
contacting to one of the few-layer patches is shown in Fig. 8.8.
Diamond
Few-Layer-
Graphene
(a) Few-layer on graphene after deposition. (b) Electrically contacted few-layer graphene patch
(in center).
Figure 8.7: Optical microscope images during device fabrication.
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Figure 8.8: IV curve of the electrically contacted few-layer graphene patch seen in Fig. 8.7b.
Due to the high electric constant of diamond and sample thickness, we could not make
use of the electrostatic forces between the HOPG piece and sample substrate which can result
in single layer graphene on silicon [229]. As a next step, a graphene transfer similar to [230]
will be utilized to coat the diamond sample with a single graphene layer. Then the graphene
mobility can be recorded versus nitrogen ion dose and the maximum graphene spot size for
potential SII detection extracted.
Another aspect that needs to be considered for reliable NV center placement is the im-
plantation accuracy. NV centers make appealing building blocks for large array structures
using magnetic dipolar coupling as well as for microcavity arrays using optical coupling
schemes [212–214]. As efforts evolve to implement those different coupling mechanisms to
build up large scale quantum computer architectures, the question arises of how reliably NV
centers can be positioned next to each other or to device structures. One important aspect
here is that different coupling schemes have different tolerances for the placement and place-
ment error of NV centers. E.g. a spacing of up to about 100 nm might be possible for nearest
neighbor coupling of NV centers via magnetic dipolar coupling in ultrapure diamond [165]
and the NV placement accuracy in an array or pattern should ideally be much smaller than
the NV spacing. As mentioned before, a common technique for formation and placement of
NV centers in diamond is via implantation of nitrogen ions [54,68–77], followed by annealing
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to temperatures above 600 ◦C. The spatial placement uncertainty is then given by the ion
beam spot size on the sample, ion range straggling and diffusion of the nitrogen atoms during
annealing. The ion beam spot size can potentially be around a few nanometer, either with
the use of focused ion beam tools or implant apertures [53,66,78]. Intuitively, the higher the
kinetic ion energy the higher the range straggling which makes ions low in kinetic energy the
choice for precision ion implantation. In order to quantify the ion range straggling, secondary
ion mass spectroscopy (SIMS) measurements are performed on low kinetic energy implants.
Previously, SIMS measurements have only been reported for nitrogen-14 implants at high
kinetic ion energy (300 keV) [231]. For this, we use Element-6 [225] diamonds with (100)
Figure 8.9: Nitrogen depth profiles for different nitrogen implant energies [70].
surfaces and different nitrogen purities (<5 ppb and <1 ppm grade). Sample cleaning involves
ultrasound bath steps with acetone, isopropanol and DI water and a boiling acid step in a
nitric and sulfuric acid mix. For the depth distribution study, nitrogen-15 ions of different
charge states (1+ to 3+) are extracted at kinetic energies of 10, 20 and 30 keV with the ECR1
source. The samples are exposed to millimeter sized ion beams, so that enough material gets
exposed for convenient depth profiling of doses ranging from 0.5− 1.0× 1012 cm−2. SIMS
measurements are performed by Evans Analytical Group LLC [123].
The individual SIMS profiles for each implant condition on the same 5 ppb grade sample
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Figure 8.10: Depth profiles for a 20 keV nitrogen implant with and without LTO screening
layer and SRIM simulations [70].
are shown in Fig. 8.9. Each profile consists of two peaks. The position of the shallower
peak (random implantation peak) in each profile is close to the predictions of Monte-Carlo
simulations of ion trajectories using the Stopping and Range of Ions in Matter (SRIM) code
(see Fig. 8.10) [116]. For better comparison all profiles are scaled so that the peak heights of
the random peaks line up. The deeper second peak is due to ion channeling of the nitrogen
ions in the crystalline diamond matrix. The effect of ion channeling (minimum yields and
critical angles) in diamond has been studied by backscattering experiments with high energetic
(MeV) protons only [232–234]. Our SIMS data shows that the FWHM of the random peak
is comparable with the implantation depth itself. In this low kinetic ion energy range, the
channeled peak is located a little more than twice as deep as the random peak. Further,
an increase of the channeling effect with ion energy is visible similar to the case of boron
implants in silicon at comparable ion energies [235]. Common techniques for reduction of ion
channeling effects are the implantation through an amorphous screening layer or implantation
under an angle off normal to the sample surface. Here, an 8 nm thick low temperature oxide
(LTO) layer is used. The influence on the channeling effect, which got reduced, can be seen
in Fig. 8.10. The ion energy for all implants and simulations is 20 keV and the ion fluence is
8.4 Discussion & Outlook 111
5× 1012 cm−2. The profiles with and without LTO layer are taken on the same <1 ppm grade
sample. For the SRIM simulation the following parameters are used: density of 3.52 g/cm3,
displacement energy of 37.5 eV. The simulation predicts the random peak at roughly the
same depth. The SRIM peak is narrower than the random peak from the experimental data
though and misses the channeled peak completely. For the profile of the implant through the
LTO layer x = 0 equals the surface of the screening layer, not the diamond LTO interface.
The shift of the peak towards lower depths could be due to a measurement error caused by
inhomogeneous sputtering of the LTO and diamond layers during the SIMS measurement.
There the same sputter rate is assumed for LTO and diamond for the depth calibration.
The experimental data shows ion channeling with varying contributions to the nitrogen
range distribution depending on the kinetic ion implant energy. This physical phenomenon
is not taken into account by the widely used SRIM code. In order to predict and describe
nitrogen ion range straggling effects better, further depth profiles of ion implants and simu-
lations to track the channeling effect are in progress. Further, the SIMS measurements can
also be used to measure nitrogen diffusion during annealing steps which is cause for the third
contribution to the overall placement uncertainty.
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Chapter 9
Summary & Outlook
In this work, the previously existing SPM was upgraded for reduced tip wear and increased
imaging resolution. Further, improvement opportunities were identified for implementation in
a non-contact SPM currently under construction. A new ion source setup for more convenient
metal ion beam creation was build and tested for the new non-contact SPM beamline. De-
vice imaging combined with controlled ion implantation into electrical device structures was
demonstrated for the first time, showing the precision implantation capabilities of the scan-
ning probe aligned ion beam technique. Additionally, the detection of single impact events of
ions low in kinetic energy via changes in device currents was achieved in the same transistors
that are also used in spin transport experiments [81, 82]. The versatility of the SPM as an
implant tool was shown by the formation of NV center arrays in diamond for optical studies.
With the new non-contact SPM system and reduced tip wear for better lateral resolution,
a preciser ion placement will be achieved. This, in combination with smaller implant apertures
will allow further studies and mapping of single ion impact responses of sub 100 nm device
areas. The implantation of single donor atoms instead of noble gas ions will allow the study
of single dopant effects in device characteristics. The FinResistor devices are candidates for
single nuclear spin readout measurements. In the limit, these devices which are sensitive to
ion impact events can be then implanted with a single dopant atom. The implementation
of a SII detection technique for nitrogen atoms in diamond similar to the work presented in
chapter 7 is outlined in chapter 8.4. In order to quantify the range straggle and channeling
behavior of nitrogen ions in single crystalline diamond during the implant process, follow-up
experiments on the results shown in chapter 8.4 including improved simulations that take
crystal orientations and thus the channeling effect into account are in progress.
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Thesen
• Antimonionen ko¨nnen durch das Einbringen von Antimon in fester Phase in die in der
Arbeit benutzten Elektron-Zyklotron Resonanz Ionenquellen erzeugt werden.
• Niederenergetische Ionen die in elektrische Bauteile einschlagen, ko¨nnen A¨nderungen in
ihren elektrischen Bauteilcharakteristiken hervorrufen.
• Zum Nachweis von einzelnen Einschla¨gen niederenergetischer Ionen sind hochgeladene
Ionen oder die Durchfu¨hrung bei niedrige Bauteiltemperaturen nicht grundsa¨tzlich von
No¨ten.
• Elektrische Bauteile mit charakteristischen Gro¨ssenordnung von ein paar Mikrometern
und kleiner ko¨nnen verwendet werden, um einzelne Ioneneinschla¨ge mittels der A¨n-
derungen in den Bauteilcharakteristiken bei Umgebungstemperatur nachzuweisen.
• Mittels Kollimatoren in Cantilevern von Rasterkraftmikroskopen ko¨nnen Ionenstrahlen
auf elektrischen Bauteilen und anderen Proben in pra¨ziser Art und Weise platziert
werden.
• Diese Technik ist sehr vielseitig einsetzbar und kann zur lokalen Dotierung von Silizium-
Bauteilen oder Einbringung von Stickstoffatomen in Diamondproben zur Herstellung
von Stickstoff-Fehlstellen-Zentren angewandt werden.
