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Abstract
Let K be a field of characteristic p > 0, Ωn
K
the K-vector space of n-differential forms and ℘ :Ωn
K
→
Ωn
K
/dΩn−1
K
the Artin–Schreier operator given by ℘(x dx1x1 ∧ · · · ∧
dxn
xn
) = (xp − x) dx1x1 ∧ · · · ∧
dxn
xn
. Let
Hn+1p (K) = coker(℘) and define νp(K) = min{m | Hm+1p (K) = 0}. We show that for any finite extension
L/K , νp(K) νp(L) νp(K)+ 1.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let K be a field of characteristic p > 0. We denote by ΩnK the K-vector space of absolute (i.e.,
over Kp) n-differential forms defined over K (see [C,Gr]). Let d :ΩnK → Ωn+1K be the exterior
differential operator which extends the derivation d :K → Ω1K . Let ∧ :ΩmK × ΩnK → Ωm+nK be
the exterior product. The usual Artin–Schreier operator ℘ :K → K , ℘(a) = ap − a, can be
extended (see [C,Ka 1,Ka 2]) to the general Artin–Schreier map
℘ : ΩnK → ΩnK/dΩn−1K (1.1)
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℘
(
x
dx1
x1
∧ · · · ∧ dxn
xn
)
= (xp − x)dx1
x1
∧ · · · ∧ dxn
xn
mod dΩn−1K .
We denote by νK(n) the kernel of ℘ and by Hn+1p (K) the cokernel of ℘. In [I] the groups
Hn+1p (K) have been interpreted as the p-part of the Galois cohomology of K . A well known
result [Ka 2,B-Ka] asserts that νK(n) is additively generated by the logarithmic differential
forms da1
a1
∧ · · · ∧ dan
an
, ai ∈ K∗. Obviously Hn+1p (K) is additively generated by the elements
a da1
a1
∧ · · · ∧ dan
an
, a, a1, . . . , an ∈ K∗. Let B = {ai, i ∈ I } be a p-basis of K , i.e., the elements∏
i∈I a
εi
i , εi ∈ {0,1, . . . , p − 1} and εi = 0 for almost all i ∈ I , are a basis of K over Kp (see [J,
C,Gr]). Let us fix some ordering on I and define the set ∑n = {σ : {1, . . . , n} → I | σ(i) < σ(j)
whenever i < j} equipped with the lexicographic ordering. Then the set { daσ
aσ
, σ ∈ ∑n} is a
K-basis of ΩnK , where we set
daσ
aσ
= daσ(1)
aσ(1)
∧ · · · ∧ daσ(n)
aσ(n)
for any σ ∈ ∑n. For any α ∈ ∑n
we denote by ΩnK,α the K-subspace of Ω
n
K generated by the elements
daβ
aβ
with β  α and by
ΩnK,<α the K-subspace generated by the elements
daβ
aβ
with β < α. Thus we obtain a filtration
{ΩnK,α , ΩnK,<α , α ∈
∑
n} of ΩnK (see [Ka 1]). Fixing a p-basis B we can define a B-dependent
Artin–Schreier homomorphism
℘ :ΩnK → ΩnK (1.2)
by
℘
( ∑
σ∈Σn
cσ
daσ
aσ
)
=
∑
σ∈Σn
(
cpσ − cσ
)daσ
aσ
.
This homomorphism is only modulo dΩn−1K independent of the choice of the p-basis B, so
that it makes sense to introduce the subgroup ℘ΩnK + dΩn−1K of ΩnK , and we get Hn+1p (K) =
ΩnK/(℘Ω
n
K + dΩn−1K ).
The main goal of this paper is to study the behavior under finite field extensions of the follow-
ing invariant of a field K of characteristic p.
1.3. Definition. The νp-invariant of a field K of characteristic p > 0 is
νp(K) = min
{
n
∣∣Hn+1p (K) = 0}.
If this minimum does not exist, we set νp(K) = +∞.
νp(K) is a sort of p-cohomological dimension for K , according to the cohomological inter-
pretation of the groups Hn+1p (K), cf. [I]. If p = 2, this invariant was studied in [A-B 1], where
it is shown that for any finite extension L/K of a field K with 2 = 0, it holds ν2(K) ν2(L)
ν2(K)+ 1. In fact ν2(K) coincides with the usual ν-invariant of a field which is defined in terms
of quadratic forms, i.e. ν2(K) = ν(K) := min{n | InWq(K) = 0}, where Wq(K) denotes the
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lar symmetric bilinear forms of the Witt ring W(K) (see [A-B 1]). The equality ν2(K) = ν(K)
follows from Kato’s isomorphism Hn+12 (K) ∼= InWq(K)/In+1Wq(K) (see [Ka 1]) and the ana-
logue of the Arason–Pfister main theorem for fields of characteristic 2 (see [Ba]). The proof of
ν(K)  ν(L)  ν(K) + 1 uses quadratic forms techniques. This result has been the motivation
(for us) to introduce the invariant νp(K) of a field K of characteristic p > 0. The main result in
this paper is now.
1.4. Theorem. Let K be a field of characteristic p > 0. Let L/K be a finite extension. Then
νp(K) νp(L) νp(K) + 1.
Moreover, if L/K is purely inseparable, then νp(K) = νp(L).
Since any finite extension L/K contains a subfield E, K ⊂ E ⊂ L, such that E/K is separable
and L/E is purely inseparable, it is clear that to prove Theorem 1.4 we may assume separately
that L/K is separable and purely inseparable. In Section 2 we deal with the separable case. To
this end, we recall the notion of trace maps s∗ :ΩnL → ΩnK associated to any trace map s :L → K ,
(see [C-T,Al-K]) and show that for the usual trace map Tr :L → K , Tr∗(℘ΩnL + dΩn−1L ) ⊂
℘ΩnK + dΩn−1K , so that Tr∗ induces a homomorphism Tr∗ :Hn+1p (L) → Hn+1p (K). The proof
of Theorem 1.4 for a separable extension L/K relies on the existence of this map. In Section 4
we consider the case of a purely inseparable extension. In this case the main tool used in the
proof of Theorem 1.4 is a characterization of the highest coefficient of a differential form (with
respect to a given ordering of a p-basis of K and the corresponding ordered K-basis of ΩnK )
contained in the group ℘ΩnK + dΩn−1K (see [A-B 2] for the case p = 2). This technical re-
sult is shown in Proposition 3.3, Section 3, and its proof is based on a weak version of Kato’s
Lemma 2 in [Ka 2]. Katos’ original version of this lemma assumes that the field K has the
property K = Kp−1, whereas our weak version holds for any field K of characteristic p > 0.
Finally let us remark that one can also consider the groups Hn+1pm (K), m  1 an integer,
introduced in [Ka 2] (see also [I]), to define the invariants
νp,m(K) = min
{
n
∣∣Hn+1pm (K) = 0}.
In Sections 5 and 6 we show that these invariants are all equal to νp(K).
2. Separable extensions and traces of differential forms
In this section we will show Theorem 1.4 in the separable case. Thus we assume throughout
this section that L/K is a finite separable extension of the field K of characteristic p > 0. Then
L = K(α) for some α ∈ L, and since L/K(αp) is purely inseparable, it follows L = K(αp).
2.1. Lemma. If B = {bi, i ∈ I } is a p-basis of K , then B is also a p-basis of L.
Proof. Let n = [L : K], L = K(αp). Then let S = SI be the set of maps λ : I → {0,1, . . . , p−1}
with λ(i) = 0 for almost all i ∈ I . For any λ ∈ S we set bλ =∏i∈I bλ(i)i . If β = c0 + c1αp +
· · · + cn−1αp(n−1), ci ∈ K , is any element of L, we write ci =∑λ cp bλ, 0  i  n − 1, withi,λ
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Lp-independent, i.e. B is a p-basis of L. 
Although the notion of trace of differential forms is well known for separable extensions (see
for example [C-T] or [B-Ka]), we will introduce it here for the sake of completeness and because
it plays a crucial role in the proof of Theorem 1.4. Let B be a p-basis of K , say B = {bi, i ∈ I }.
We choose an ordering of I and we equip the set Σn = {α : {1, . . . , n} → I | α(i) < α(j) if i < j}
with the lexicographic ordering. Then
ΩnK =
⊕
α∈Σn
K
dbα
bα
where bα = bα(1) · · ·bα(n) and dbα = dbα(1) ∧ · · · ∧ dbα(n). If L/K is any finite separable exten-
sion, Lemma 2.1 implies that
ΩnL =
⊕
α∈Σn
L
dbα
bα
,
and hence K ⊂ L induces a natural inclusion ΩnK ⊂ ΩnL such that ΩnL = LΩnK . Thus we have the
natural isomorphism L⊗K ΩnK 
 ΩnL given by x ⊗w → xw for x ∈ L, w ∈ ΩnK . Let s :L → K
be an K-linear map = 0. Then s induces an K-linear map
s∗ :ΩnL → ΩnK (2.2)
given by ΩnL 
 L⊗K ΩnK s⊗id−−−→ K⊗K ΩnK 
 ΩnK . For x ∈ L, w ∈ ΩnK we have s∗(xw) = s(x)w.
Since s :L → K is onto, it follows also that s∗ is onto, i.e.
s∗
(
ΩnL
)= ΩnK. (2.3)
One should notice that given a p-basis of K (and a given ordering of it), the trace map
s∗ :ΩnL → ΩnK is compatible with the filtrations, i.e. for any α ∈ Σn we have s∗ :ΩnL,α → ΩnK,α
and s∗ :ΩnL,<α → ΩnK,<α . This follows directly from the definition of s∗ as well as the following
version of a Frobenius reciprocity formula.
2.4. Proposition. For any w ∈ ΩmK and η ∈ ΩnL it holds
s∗(w ∧ η) = w ∧ s∗(η).
The following computation will be useful in the proof of Theorem 1.4 for the separable case.
2.5. Lemma. Let f ∈ L∗ and Tr :L → K the usual trace map TrL/K . Then
(i) Tr∗( dff ) = d(N(f ))N(f ) where N = NL/K is the usual norm map,
(ii) Tr∗(df ) = d(Tr(f )).
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f =∑λ∈S cpλ bλ with cλ ∈ L. Define the partial derivative of f with respect to bi by Di(f ) =
b−1i
∑
λ∈S λ(i)c
p
λ b
λ
, so that df = ∑i∈I Di(f ) dbi . Then dff = ∑i∈I Di(f )f dbi and therefore
Tr∗( dff ) =
∑
i∈I Tr(
Di(f )
f
) dbi .
Let σ1 = id, σ2, . . . , σn :L → L be the K-embedding of L in the algebraic closure L of L.
Then
Tr
(
Di(f )
f
)
= Tr((
∏n
j=2 f σj )Di(f ))
N(f )
=
∑n
k=1(
∏n
j=2 f σj )σkDi(f )σk
N(f )
=
∑n
k=1(
∏
j =k f σj )Di(f )σk
N(f )
=
∑n
k=1(
∏
j =k f σj )Di(f σk )
N(f )
= Di(N(f ))
N(f )
(here we have used Di(f )σk = Di(f σk )). Inserting in Tr∗( dff ) we obtain
Tr∗
(
df
f
)
=
∑
i∈I Di(N(f )) dbi
N(f )
= d(N(f ))
N(f )
.
This proves (i). To compute Tr∗(df ) we write df =∑i∈I Di(f ) dbi and obtain
Tr∗(df ) =
∑
i∈I
Tr
(
Di(f )
)
dbi
=
∑
i∈I
Di
(
Tr(f )
)
dbi
= d(Tr(f )).
Here we have used Tr(Di(f )) = Di(Tr(f )), which is seen as follows: write f =∑λ∈S cpλ bλ
with cλ ∈ L and Di(f ) = b−1i
∑
λ∈S λ(i)c
p
λ b
λ
. Then Tr(Di(f )) = b−1i
∑
λ∈S λ(i)Tr(c
p
λ )b
λ =
b−1i
∑
λ∈S λ(i)Tr(cλ)pbλ = Di(Tr(f )), since Tr(f ) =
∑
λ∈S Tr(cλ)pbλ. This proves (ii). 
Our next goal is to show that Tr∗ behaves well on the subgroups dΩn−1L and ℘Ω
n
L + dΩn−1L
of Ωn . To this end we need the followingL
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K∗ and f0, f1, . . . , fm ∈ L∗ such that
f
da
a
= c0 da
a
+
m∑
i=1
ci
dfi
fi
.
Proof. Set L = K(αp) for some α ∈ L∗ and n = [L : K]. We may assume that a(i−1)p+1 =
a(j−1)p+1 for all 1  i < j  n − 1 since otherwise we get a(i−j)p = 1 and hence ai−j = 1,
which implies da = 0. We write
f = f · (α
p + a) · · · (αp + a(n−2)p+1)
(αp + a) · · · (αp + a(n−2)p+1) .
Let f (αp +a) · · · (αp +a(n−2)p+1) = b0 +b1αp +· · ·+bn−1α(n−1)p with bi ∈ K . Using partial
fractions decomposition we get
f = c0 + c1
αp + a + · · · +
cn−1
αp + a(n−2)p+1
with c0, c1, . . . , cn−2 ∈ K (in fact c0 = bn−1 and c1, . . . , cn−2 are the solution of a system of
linear equations over K with determinant = 0). Hence
f
da
a
= c0 da
a
+
n−1∑
k=1
ck
αp + a(k−1)p+1
da
a
= c0 da
a
+
n−1∑
k=1
ck
a(k−1)p+1
d(αp + a(k−1)p+1)
αp + a(k−1)p+1
and this proves the claim. 
2.7. Corollary. For any finite separable extension L/K it holds
ΩnL = Ωn−1K ∧ νL(1).
As a consequence of these results we obtain.
2.8. Proposition. For any finite separable extension L/K it holds
(i) Tr∗[dΩnL] ⊆ dΩnK ,
(ii) Tr∗(℘ΩnL + dΩn−1L ) ⊂ ℘ΩnK + dΩn−1K .
Proof. (i) According to Corollary 2.7 any w ∈ ΩnL is of the form w =
∑
i wi ∧ dfifi with wi ∈
Ωn−1K and fi ∈ L∗. Then dw =
∑
i dwi ∧ dfifi and Lemma 2.5 implies
Tr∗(dw) =
∑
i
dwi ∧ dN(fi)
N(fi)
= d
(∑
i
wi ∧ dN(fi)
N(fi)
)
.
This proves (i).
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∑
λ∈Σ cλ
dbλ
bλ
with cλ ∈ L, and hence ℘w =∑λ∈Σ(cpλ − cλ) dbλbλ . Using Tr(cp) = Tr(c)p it follows
Tr∗(℘w) =
∑
λ
(
Tr(cλ)p − Tr(cλ)
)dbλ
bλ
= ℘
(∑
λ
Tr(cλ)
dbλ
bλ
)
= ℘(Tr∗ w).
This proves (ii). 
2.9. Corollary. For any finite separable extension L/K , Tr∗ :ΩnL → ΩnK induces homomor-
phisms
Tr∗ :νL(n) → νK(n),
Tr∗ :Hn+1p (L) → Hn+1p (K).
Proof. From Proposition 2.8 and its proof we obtain a commutative diagram
ΩnL
℘
Tr∗
ΩnL/dΩ
n−1
L
Tr∗
ΩnK
℘
ΩnK/dΩ
n−1
K
and therefore Tr∗ induces a homomorphism Tr∗ :νL(n) = ker(℘) → νK(n) = ker(℘). The prop-
erty (ii) implies obviously that Tr∗ induces a homomorphism Tr∗ : Hn+1p (L) = coker(℘) →
Hn+1p (K) = coker(℘). 
From (2.3) we obtain that the map Tr∗ :Hn+1p (L) → Hn+1p (K) is onto. This implies the in-
equality νp(K)  νp(L) of Theorem 1.4 in the separable case. To obtain the upper bound for
νp(L) we use the following immediate consequence of Corollary 2.7.
2.10. Proposition. Let i∗ :Hmp (K) → Hmp (L) be the natural homomorphism induced by the in-
clusion i :K → L, m 1. Then for any n 0
Hn+1p (L) = i∗
[
Hnp(K)
]∧ νL(1).
In particular if Hnp(K) = 0 we get Hn+1p (L) = 0, i.e. νp(L)  νp(K) + 1. Thus we have
shown
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Then
νp(K) νp(L) νp(K) + 1.
This result leads to the following natural question. Given a prime p > 0 and an integer n 0,
find a finite separable extension L/K in characteristic p such that νp(K) = n and νp(L) = n+ 1
(respectively νp(K) = νp(L) = n).
2.12. Example. If p = 2 we gave in [A-B 1] an example of a field K with ν2(K) = 0 and a
finite extension L/K with ν2(L) = 1. Following the same idea, we will construct now a field
extension L/K in characteristic p > 2 with νp(K) = 0, νp(L) = 1 and [L : K] = p − 1. Let K
be the p-separable closure of Fp(X). Then ℘(K) = K and hence νp(K) = 0. It is easy to see
that −1 /∈ Kp−1 (p > 2), so we can consider the separable extension L = K(β), βp−1 = −1 of
degree e for some e < p. From Theorem 1.4 we know νp(L) 1. We will show νp(L) = 1. In
fact we show βX /∈ ℘L, i.e. ℘L = L.
Let us assume the contrary, i.e.
βX = (a0 + a1β + · · · + ae−1βe−1)p − (a0 + a1β + · · · + ae−1βe−1).
This implies X = −ap1 − a1. Thus the equation Yp + Y +X = 0 is solvable in K . It is obviously
not solvable in Fp(X). Since K is the p-separable closure of Fp(X), we will obtain the desired
contradiction if we show the following
Claim. Let E be a field with Fp(X) ⊂ E ⊂ K such that Yp + Y + X = 0 is not solvable in E.
Let N = E(α) with αp − α = t ∈ E be a p-separable extension of E, and hence N ⊂ K . Then
Yp + Y +X = 0 is not solvable in N .
Assuming the contrary we have(
b0 + b1α + · · · + bp−1αp−1
)p + (b0 + b1α + · · · + bp−1αp−1)+X = 0
with b0, b1, . . . , bp−1 ∈ E. Using αp = α + t and comparing coefficients we obtain
b
p
0 + b0 + b1t + · · · + bpp−1tp−1 +X = 0,
b
p
k + bk +
p−1∑
i=k+1
(
i
k
)
b
p
i t
i = 0, 1 k  p − 2,
b
p
p−1 + bp−1 = 0.
The last equation implies bp−1 = 0 since −1 /∈ Kp−1. Inserting in the relation with k = p−2 we
get bpp−2 + bp−2 = 0 and hence bp−2 = 0. Iterating this we obtain bp−1 = bp−2 = · · · = b1 = 0.
Thus the first relation implies bp0 +b0 +X = 0 with b0 ∈ E, which is a contradiction. This proves
νp(L) = 1.
Examples of extensions with νp(K) = νp(L) can be constructed according to the following
result.
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νp(K) = νp(L).
Proof. It suffices to consider the case n = 1, i.e. L = K(α) with αp − α = l ∈ K , l /∈ ℘(K).
We can also assume that l ∈ Kp , so that α ∈ Lp . Let us assume Hm+1p (K) = 0, i.e., ΩmK =
℘ΩmK +dΩm−1K . Since ΩmL = LΩmK , any w ∈ ΩmL has the form w = w0 +w1α+· · ·+wp−1αp−1
with w0,w1, . . . ,wp−1 ∈ ΩmK . By assumption (we fix some p-basis of K) wi = u[p]i − ui + dvi
with ui ∈ ΩmK , vi ∈ Ωm−1K , 0  i  p − 1. The form u[p] for u ∈ ΩmK is defined as follows: if
B ={bi, i ∈ I } is a p-basis, u =∑λ∈Σm aλ dbλbλ , aλ ∈ K , then u[p] =∑λ∈Σn apλ dbλbλ , and hence
℘u = u[p] − u is the (basis dependent) Artin–Schreier operator. Now αiwi = αi(u[p]i − ui) +
d(αivi), since d(α) = 0. Then computing modulo ℘ΩmL + dΩm−1L we get
αiwi = αiu[p]i +℘
(
αiui
)− αipu[p]i + d(αivi)
≡ αiu[p]i − αipu[p]i
≡ (αi − (α + l)i)u[p]i
≡ −
(
i−1∑
k=0
(
i
k
)
αkli−k
)
u
[p]
i
≡ −
(
i−1∑
k=1
αkli−k
(
i
k
)
u
[p]
i
)
− liu[p]i .
Since liu[p]i ∈ ΩnK = ℘ΩmK + dΩm−1K , we get
αiwi ≡
i−1∑
k=1
αktk mod
(
℘ΩmL + dΩm−1L
)
with certain forms tk ∈ ΩmK . Thus we have dropped the exponent i in αiwi modulo ℘ΩmL +
dΩm−1L . Applying this procedure to the summands in w and iterating it, we get rid of all multiples
with some αi , i  1, and finally we get w ≡ v mod(℘ΩmL + dΩm−1L ) with v ∈ ΩmK . Thus w ∈
℘ΩmL + dΩm−1L and it follows Hm+1p (L) = 0. This proves the claim. 
3. A technical lemma
In this section we will prove a necessary condition for a differential form to be contained in
℘ΩnK + dΩn−1K . The case p = 2 has been already considered in [A-B 1]. Let us fix a p-basis
B ={bi, i ∈ I } of K , where I is endowed with an ordering and Σn with the lexicographic order-
ing. For any i ∈ I let Ki = Kp(bj , j  i) and K<i = Kp(bj , j < i). Thus Ki = K<i(bi). We
also have a filtration Ωn , respectively Ωn , of Ωn where α ∈ Σn (see Section 1).K,α K,<α K
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∑
γα
cγ
dbγ
bγ
∈ dΩn−1K
where cα = 0. Then there exist elements Mi,j ∈ K<α(i), 1 i  n, 1 j  p − 1, such that
cα =
n∑
i=1
p−1∑
j=1
Mi,j b
j
α(i)
.
Proof. Let k ∈ I be the index with cα ∈ Kk\K<k . We claim k = α(i) for some 1  i  n.
Otherwise we have the following three possibilities: k > α(n) or k < α(1) or α(j) < k < α(j +1)
for some 1 j  n− 1. From cα ∈ Kk\K<k we have
cα = B +
p−1∑
i=1
Aib
i
k
with B,Ai ∈ K<k and some Ai = 0, 1 i  p − 1. Our assumption means for some t ∈ Ωn−1K
(
B +
p−1∑
i=1
Aib
i
k
)
dbα
bα
+
∑
γ<α
cγ
dbγ
bγ
= dt.
This implies, since d2 = 0,
d
(
B +
p−1∑
i=1
Aib
i
k
)
∧ dbα
bα
+
∑
γ<α
dcγ ∧ dbγ
bγ
= 0,
B
dB
B
∧ dbα
bα
+
p−1∑
i=1
(
bikdAi + iAibi−1k dbk
)∧ dbα
bα
+
∑
γ<α
∑
i∈I
biDi(cγ )
dbi
bi
∧ dbγ
bγ
= 0.
Let us look at the coefficient of dbk
bk
∧ dbα
bα
. Since Ai , B ∈ K<k , the forms dAiAi ∧ dbαbα and dBB ∧ dbαbα
do not contribute to this coefficient. Hence we get
p−1∑
i=1
iAib
i
k +
∑
(γ,j)=(α,k)
bjDj (cγ ) = 0
where (γ, j) = (α, k) means the unique (if any) λ ∈ Σn+1 with Im(λ) = Im(α) ∪ {k} =
Im(γ ) ∪ {j} for some γ < α, j ∈ I . One easily checks that for those j ∈ I necessarily
j > k holds. But since Ai ∈ K<k , 1  i  p − 1, the relation above implies Ai = 0 for all
724 J.Kr. Arason et al. / Journal of Algebra 311 (2007) 714–735i, and this is a contradiction. Therefore there is some 1  i  n with k = α(i). This implies
cα = B +∑p−1j=1 Ajbjα(i) with Aj , B ∈ K<α(i), 1 j  p − 1, and hence
(
B +
p−1∑
j=1
Ajb
j
α(i)
)
dbα
bα
+
∑
γ<α
cγ
dbγ
bγ
= dt.
But, on the other hand, we have
Ajb
j
α(i)
dbα
bα
= d
(
Aj
j
b
j
α(i)
dbα(1)
bα(1)
∧ · · · iˇ · · · ∧ dbα(n)
bα(n)
)
− b
j
α(i)
j
dbα(1)
bα(1)
∧ · · · ∧ dAj
Aj
∧ · · · ∧ dbα(n)
bα(n)
and since
b
j
α(i)
j
dbα(1)
bα(1)
∧ · · · ∧ dAj
Aj
∧ · · · ∧ dbα(n)
bα(n)
∈ ΩnK,<α (because Aj ∈ K<α(i)), we conclude
B
dbα
bα
+
∑
γ<α
c′γ
dbγ
bγ
= dt ′
with some c′γ ∈ K and t ′ = t − (
∑p−1
j=1
Aj
j
b
j
α(i))
dbα(1)
bα(1)
∧ · · · iˇ · · · ∧ dbα(n)
bα(n)
. But now B ∈ K<α(i), so
that we can proceed with B instead of cα , and conclude the proof by induction. 
The next result is a weak version of Kato’s Lemma 2 in [Ka 2], which has the advantage that
we do not need to assume that the field K satisfies the condition K = Kp−1, needed in the proof
of the original version. We will use this result in the proof of Proposition 3.3 below.
3.2. Lemma. Let K be a field of characteristic p > 0, B ={bi, i ∈ I } a p-basis, α ∈ Σn, u ∈ K
such that
℘(u)
dbα
bα
∈ dΩn−1K +ΩnK,<α.
Then
u
dbα
bα
=
∑
i
dai1
ai1
∧ · · · ∧ dain
ain
+ v
with certain aij ∈ K∗, v ∈ ΩnK,<α .
Proof. Let us choose a finite separable extension K ′/K containing enough (p − 1)-roots of
elements so that one can apply Kato’s lemma to the relation ℘(u)dbα
bα
∈ dΩn−1K + ΩnK,<α . One
has [K ′ : K] = (p − 1)r for some r  0, which we may assume without restriction to be even.
We can also assume p > 2. Then, from Kato’s Lemma 2, we obtain in Ωn
K ′
u
dbα
b
= da
′
1
a′
∧ · · · ∧ da
′
n
a′
+ v′α 1 n
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with filtrations, thus in particular Tr∗ :ΩnK ′,<α → ΩnK,<α , and according to Corollary 2.9 we also
have Tr∗ :νK ′(n) → νK(n). Applying Tr∗ to the above relation, we obtain
(p − 1)rudbα
bα
= Tr∗
(
da′1
a′1
∧ · · · ∧ da
′
n
a′n
)
+ Tr∗(v′),
u
dbα
bα
=
∑
i
dai1
ai1
∧ · · · ∧ dain
ain
+ v
with certain aij ∈ K∗, v ∈ ΩnK,<α . This proves the lemma. 
3.3. Proposition. Let K , B ={bi, i ∈ I } be as above. Assume
∑
γ<α
cγ
dbγ
bγ
∈ ℘ΩnK + dΩn−1K
with cα = 0. Then there exist elements u ∈ K and Mi,j ∈ Kα(i), 1 i  n, 1 j  p − 1, such
that
cα = ℘u+
n∑
i=1
p−1∑
j=1
Mi,j b
j
α(i)
.
Proof. By assumption there is a form w =∑γδ fγ dbγbγ , fδ = 0, in ΩnK such that
∑
γmax{α,δ}
(
cγ −℘(fγ )
)dbγ
bγ
∈ dΩn−1K
(we set cγ = 0 if γ > α). If δ > α, we have
℘(fδ)
dbδ
bδ
∈ dΩn−1K +ΩnK,<δ
and applying Lemma 3.2 we obtain
fδ
dbδ
bδ
=
∑
i
dai1
ai1
∧ · · · ∧ dain
ain
+ v
with aij ∈ K∗, v ∈ ΩnK,<δ . Since
℘
(∑ dai1
ai1
∧ · · · ∧ dain
ain
)
∈ dΩn−1K ,i
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this procedure, we may assume δ  α. Then we have
∑
γα
(
cγ −℘(fγ )
)dbγ
bγ
∈ dΩn−1K
and Lemma 3.1 implies
cα −℘(fα) =
n∑
i=1
p−1∑
j=1
Mi,j b
j
α(i)
with Mi,j ∈ K<α(i), 1 i  n, 1 j  p − 1. This proves Proposition 3.3. 
4. Purely inseparable extensions
In this section we will assume throughout that L/K is a purely inseparable finite extension of
the field K of characteristic p > 0. Our main goal is to prove the following
4.1. Theorem. Let L/K be a purely inseparable finite extension. Then
νp(K) = νp(L).
Since any such extension L/K admits a chain of subfields K = K0 ⊂ K1 ⊂ · · · ⊂ Kr = L
with Ki = Ki−1(αi), αpi ∈ K∗i−1\Kpi−1 (i  1), we can assume in the proof of Theorem 4.1 that
L = K(α), αp = l ∈ K\Kp . From now on in this section L will be of this form.
Since l /∈ Kp we may assume that l belongs to some p-basis B ={l, ai, i ∈ I } of K . We fix
an ordering of B such that l is the first element. Then one sees that B′={α,ai, i ∈ I } is a p-basis
of L. As a consequence of this remark we get
4.2. Proposition. Let L = K(α), αp = l ∈ K\Kp . Then i :K → L induces a homomorphism
i∗ :ΩnK → ΩnL such that
ker
(
i∗
)= Ωn−1K ∧ dll .
Proof. Since l = αp , we have i∗(dl) = 0 and hence Ωn−1K ∧ dll ⊆ ker(i∗). Take w ∈ ker(i∗) and
write w =∑μ cμ daμaμ +∑λ eλ daλaλ ∧ dll , where μ runs over n-multi-indices not containing l and
λ over (n− 1)-multi-indices not containing l. Then, in ΩnL
i∗(w) =
∑
cμ
daμ
aμ
= 0
and since the { daμ
aμ
, μ ∈ Σn} are L-independent in ΩnL, it follows cμ = 0 for all μ. This proves
the claim. 
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elements of the type
(i) b db1
b1
∧ · · · ∧ dbn
bn
, b, b1, . . . , bn ∈ K∗.
(ii) b db1
b1
∧ · · · ∧ dbn−1
bn−1 ∧ dαα , b, b1, . . . , bn−1 ∈ K∗.
Thus it holds
Hn+1p (L) = i∗
[
Hn+1p (K)
]+ i∗[Hnp(K)]∧ dαα .
Proof. The general case follows from the case n = 1 and by induction. Thus we assume n = 1.
Let us fix some generator w = β dγ
γ
∈ H 2p(L) with β,γ ∈ L∗. Set γ = c0 +c1α+· · ·+cp−1αp−1
with ci ∈ K , 0 i  p − 1. Then
β
dγ
γ
= β d(c0 + c1α + · · · + cp−1α
p−1)
c0 + c1α + · · · + cp−1αp−1
=
∑
ci =0
βciα
i
γ
dci
ci
+
∑
i
i
βciα
i
γ
dα
α
.
Since λp ∈ K for any λ ∈ L and λdμ
μ
≡ λp dμ
μ
mod(℘Ω1L + dΩ0L), we obtain, modulo ℘Ω1L +
dΩ0L
β
dγ
γ
≡
∑
ci =0
(
βciα
i
γ
)p
dci
ci
+
∑
i
(
i
βciα
i
γ
)p
dα
α
and this proves the claim. 
We proceed now to prove the inequality
νp(L) νp(K)
for L = K(α), αp = l ∈ K\Kp . Let us assume Hn+1p (K) = 0. Hence in Proposition 4.3 the
generators of type (i) are 0 in Hn+1p (L). Thus we have Hn+1p (L) = i∗[Hnp(K)] ∧ dαα .
Let us choose a p-basis B ={l, ai, i ∈ I } of K . Then we see immediately that Hn+1p (L) is
additively generated by forms of the type w = a dai1
ai1
∧ · · ·∧ dain−1
ain−1
∧ dα
α
with a ∈ K , ij ∈ I . Thus
let us consider one generator of this form, say w = a da1
a1
∧ · · · ∧ dan−1
an−1 ∧ dαα , ai ∈ B. From our
assumptions we have a da1
a1
∧ · · · ∧ dan−1
an−1 ∧ dll ∈ ℘ΩnK + dΩn−1K and a da1a1 ∧ · · · ∧
dan−1
an−1 ∧ dll = 0
in ΩnK . We have chosen the p-basis B such that {a1, . . . , an−1, l} are the first elements of B in
some ordering (n is the index of l). Then Proposition 3.3 implies
a = ℘u+
n−1∑ p−1∑
Ai,j a
j
i +
p−1∑
Bj l
ji=1 j=1 j=1
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implies dAi,j ∧ da1 ∧ · · · ∧ dai−1 = 0 and hence
Ai,j a
j
i
da1
a1
∧ · · · ∧ dan−1
an−1
∧ dα
α
= d
(
(−1)j−1j−1aji Ai,j
da1
a1
∧ · · · ∧ dai−1
ai−1
∧ dai+1
ai+1
∧ · · · ∧ dan−1
an−1
∧ dα
α
)
.
Since Bj ∈ K<n = Kp(a1, . . . , an−1) we can write Bj = Bpj,0 +
∑
μ =0 B
p
j,μa
μ where as usual
for μ ∈ Sn−1 we set aμ =∏n−1i=1 aμ(i)i . Therefore, using the fact that for μ = 0 the differential
forms Bpj,μa
μαjp da1
a1
∧ · · · ∧ dan−1
an−1 ∧ dαα are exact, we obtain modulo ℘ΩnL + dΩn−1L
w ≡
p−1∑
j=1
B
p
j,0α
jp da1
a1
∧ · · · ∧ dan−1
an−1
∧ dα
α
≡
p−1∑
j=1
Bj,0α
j j−1 da1
a1
∧ · · · ∧ dan−1
an−1
∧ dα
j
αj
≡ d
(
p−1∑
j=1
Bj,0α
j j−1 da1
a1
∧ · · · ∧ dan−1
an−1
)
−
p−1∑
j=1
Bj,0α
j j−1 da1
a1
∧ · · · ∧ dan−1
an−1
∧ dBj,0
Bj,0
≡ −
p−1∑
j=1
(
Bj,0α
j j−1
)p da1
a1
∧ · · · ∧ dan−1
an−1
∧ dBj,0
Bj,0
.
Since (Bj,0αj j−1)p ∈ K for all 1 j  p − 1, the assumption ΩnK = ℘ΩnK + dΩn−1K implies
w ∈ ℘ΩnL + dΩn−1L . This proves Hn+1p (L) = 0 and concludes the proof of νp(L) νp(K).
To prove the inequality νp(K)  νp(L), let us assume now Hn+1p (L) = 0. We will show
Hn+1p (K) = 0. The proof goes in two steps. We claim
(i) Hn+1p (K) is additively generated by the forms
b
db1
b1
∧ · · · ∧ dbn−1
bn−1
∧ dl
l
with b, b1, . . . , bn−1 ∈ K∗.
Let w = b db1
b1
∧ · · · ∧ dbn
bn
∈ Hn+1p (K) be a generator. Since Hn+1p (L) = 0, it follows
i∗(w) = 0, i.e.
b
db1
b1
∧ · · · ∧ dbn
bn
∈ ℘ΩnL + dΩn−1L .
If db1∧· · ·∧dbn = 0 in ΩnL, then Proposition 4.2 implies b db1b1 ∧· · ·∧ dbnbn ∈ Ωn−1K ∧ dll and w has
the desired form. Hence we may assume db1 ∧ · · · ∧ dbn = 0, and hence we may take b1, . . . , bn
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implies
b = ℘
(
u0 +
p−1∑
j=1
ujα
j
)
+
n∑
i=1
p−1∑
j=1
Mi,j b
j
i
with u0, . . . , up−1 ∈ K , Mi,j ∈ L<i = Lp(b1, . . . , bi−1), 1 i  n, 1 j  p − 1. Since Lp =
Kp(l), it follows L<i = Kp(b1, . . . , bi−1, l). Therefore Mi,j = ∑p−1k=0 Bi,j,klk with Bi,j,k ∈
Kp(b1, . . . , bi−1) = K<i . Inserting in the equation for b we obtain u1 = · · · = up−1 = 0, i.e.
b = ℘u0 +
p−1∑
k=0
lk
(
n∑
i=1
p−1∑
j=1
Bi,j,kb
j
i
)
.
We set Hk = ∑ni=1∑p−1j=1 Bi,j,kbji ∈ Kn, so that b = ℘u0 +∑p−1k=0 Hklk . Computing modulo
℘ΩnK + dΩn−1K we obtain
b
db1
b1
∧ · · · ∧ dbn
bn
≡
p−1∑
k=0
Hkl
k db1
b1
∧ · · · ∧ dbn
bn
.
Since Hk ∈ Kn for all k, the forms Hk db1b1 ∧ · · ·∧ dbnbn are exact, i.e. = dGk for some Gk ∈ Ωn−1K ,
0 k  n. Hence
b
db1
b1
∧ · · · ∧ dbn
bn
≡
p−1∑
k=1
lkdGk
≡ d
(
p−1∑
k=1
lkGk
)
−
p−1∑
k=1
Gk ∧ d
(
lk
)
≡ −
p−1∑
k=1
klkGk ∧ dl
l
.
This proves claim (i).
(ii) Hnp(K) is additively generated by the forms
licp
db1
b1
∧ · · · ∧ dbn−1
bn−1
or
b
db1 ∧ · · · ∧ dbn−2 ∧ dl
b1 bn−2 l
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To see this, let us take a generator w = b db1
b1
∧ · · · ∧ dbn−1
bn−1 = 0 of Hnp(K). Since Hn+1p (L) = 0,
it follows
b
db1
b1
∧ · · · ∧ dbn−1
bn−1
∧ dα
α
∈ ℘ΩnL + dΩn−1L .
If db1 ∧ · · · ∧ dbn−1 ∧ dα = 0 in ΩnL, then α is p-dependent of b1, . . . , bn−1, i.e. we have a
relation
∑
β
p
μ,j b
μαj = 0, μ ∈ Sn−1, 0  j  p − 1, βμ,j ∈ L and at least one coefficient = 0.
Since Lp ⊂ K , we get ∑μ βpμ,j bμ = 0 for all 0 j  p − 1, and at least one of these relations
is nontrivial. But this means that b1, . . . , bn−1 are p-dependent over L and hence db1 ∧ · · · ∧
dbn−1 = 0 in Ωn−1L , i.e. db1 ∧ · · · ∧ dbn−1 ∈ ker(Ωn−1K → Ωn−1L ) = Ωn−2K ∧ dll (if n 2). Thus
w is of the desired type, and we may assume db1 ∧ · · · ∧ dbn−1 ∧ dα = 0 in ΩnL. We can choose
now a p-basis of L such that {b1, . . . , bn−1, α} are the first elements in some ordering of this
basis. Proposition 3.3 implies
b = ℘
(
u0 +
p−1∑
j=1
ujα
j
)
+
n∑
i=1
p−1∑
j=1
Mi,j b
j
i +
p−1∑
j=1
Njα
j
with u0, . . . , up−1 ∈ K , Mi,j ∈ L<i , Nj ∈ Ln−1 = L<α (we assign the index n to α). Since
L<i =∑p−1j=0 K<j lj and Ln−1 =∑p−1j=0 Kn−1lj , we see that Mi,j ,Nj ∈ K , 1 i  n, 1 j 
p − 1. We set Mi,j =∑p−1k=0 Mi,j,klk with Mi,j,k ∈ K<i and Hk =∑n−1i=1 ∑p−1j=1 Mi,j,kbji , 0 
k  p − 1. Inserting in b and comparing coefficients, it follows uj = Nj , 1  j  p − 1, and
b = ℘u0 +∑p−1j=1 Npj lj +∑p−1k=0 Hklk .
For each 0  k  p − 1 one has Hk db1b1 ∧ · · · ∧
dbn−1
bn−1 = dGk with certain Gk ∈ Ωn−2K (for
m 2). Thus inserting b in w and computing modulo ℘Ωn−1K + dΩn−2K , we get
w ≡
p−1∑
j=1
ljN
p
j
db1
b1
∧ · · · ∧ dbn−1
bn−1
+
p−1∑
k=1
lkdGk
≡
p−1∑
j=1
ljN
p
j
db1
b1
∧ · · · ∧ dbn−1
bn−1
−
p−1∑
k=1
klkGk ∧ dl
l
which describes w as a sum of forms of type (ii), thereby showing claim (ii).
From (i) and (ii) we see that under the assumption Hn+1p (L) = 0, any form w ∈ Hn+1p (K)
is a sum of forms of the type lj cp db1
b1
∧ · · · ∧ dbn−1
bn−1 ∧ dll with c ∈ K , 1 j  p − 1. But since
lj cp dl
l
= d(j−1cplj ) is exact, we obtain Hn+1p (K) = 0. This concludes the proof of νp(K) 
νp(L) and also of Theorem 4.1.
Theorem 4.1 together with Theorem 2.11 conclude the proof of our main result Theorem 1.4.
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In this section K is still a field of characteristic p > 0. In the literature one has the groups
Hn+1pm (K) for every integer m  1 generalizing the Hn+1p (K). It is therefore natural to ask
whether there are corresponding results for invariants νp,m(K) = min{n | Hn+1pm (K) = 0}. The
answer is that these invariants give nothing new, they are the same as νp(K).
The groups Hn+1pm (K) themselves are, however, important generalizations of Hn+1p (K). For
example, H 2pm(K) is naturally isomorphic to the group pmBr(K), the group of pm-torsion ele-
ments in the Brauer group of K . (See remark (i) in the next section.)
To describe the groups Hn+1pm (K) one uses the rings Wm(K) of Witt vectors of length m
over K . We therefore want to say a few words about these rings. There is a detailed exposition
in Chapter 0 of [Il] but also in, for example [Se].
Let A be a ring (commutative with 1). The ring W(A) of Witt vectors over A (with re-
spect to the prime number p) consists of all sequences a = (am)m∈N0 with am ∈ A for every
m ∈ N0. (Here, N0 = {0,1,2,3, . . .} is the set of the French natural numbers, so (am)m∈N0 =
(a0, . . . , am, . . .).) However, the addition and multiplication are not the usual ones. They are
given by formulas
(am)m∈N0 + (bm)m∈N0 =
(
Sm(a0, . . . , am, b0, . . . , bm)
)
m∈N0
and
(am)m∈N0(bm)m∈N0 =
(
Pm(a0, . . . , am, b0, . . . , bm)
)
m∈N0
where each Sm and each Pm is a universal polynomial in variables X0, . . . ,Xm and Y0, . . . , Ym
over the integers. These polynomials are determined by the condition that for every A the map
W(A) →∏m∈N0 A given by
(am)m∈N0 →
(
a
pm
0 + pap
m−1
1 + · · · + pmam
)
m∈N0
is both additive and multiplicative, where now
∏
m∈N0 A has the usual (componentwise) ad-
dition and multiplication. (If p is invertible in A then this is, in fact, an isomorphism of
rings.) For example, S0(X0, Y0) = X0 + Y0 and P0(X0, Y0) = X0Y0. It clearly follows that
the map W(A) → A, (am)m∈N0 → a0, is a ring homomorphism. It also follows that the map
A → W(A), a → a = (a,0, . . . ,0, . . .), is multiplicative. In fact, there is the more general for-
mula a(bm)m∈N0 = (apmbm)m∈N0 .
Working with W(A) there are two maps V and F on W(A) which play distinguished roles.
The map V :W(A) → W(A), mapping (a0, . . . , am, . . .) to (0, a0, . . . , am−1, . . .), is additive. The
map F :W(A) → W(A), the Frobenius map, is somewhat more complicated to describe in gen-
eral. For us it suffices to know that F((am)m∈N0) = (apm)m∈N0 if p = 0 in A. An important fact is
that the composition FV is simply multiplication by p in W(A). (Note that p = 0 in A does not
imply p = 0 in W(A).)
Now let m be an integer, m  1. Then the ring Wm(A) of Witt vectors of length m is
gotten from W(A) simply by forgetting all components with indices  m. So the underlying
set of Wm(A) is the set of all m-tuples (a0, . . . , am−1) with a0, . . . , am−1 ∈ A. In particular,
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morphism.
In this section we want the exposition to be elementary. We therefore shall use the following
elementary description of the group Hn+1pm (K). It is by generators and relations and can, for
example, be found in [I].
The group Hn+1pm (K) is the quotient of the group Wm(K) ⊗ (K∗)⊗n by the subgroup Jm
generated by elements of the form:
(i) (F(w)−w)⊗ a1 ⊗ · · · ⊗ an,
(ii) a1 ⊗ a1 ⊗ · · · ⊗ an,
(iii) w ⊗ a1 ⊗ · · · ⊗ an if there are i = j with ai = aj .
Here, w runs through Wm(K) and a1, . . . , an run through K∗. Furthermore, F :Wm(K) →
Wm(K) is the Frobenius endomorphism and a = (a,0, . . . ,0) in Wm(K).
5.1. Proposition. There is a natural exact sequence
Hn+1p (K) → Hn+1pm+1(K) → Hn+1pm (K) → 0
for any m 1.
Proof. Let us denote by R : Wm+1(K) → Wm(K) the restriction. It maps (a0, . . . , am) to
(a0, . . . , am−1). As R is surjective and, clearly, ‘commutes’ with F and the map a → a, it in-
duces an epimorphism πm+1,m :Hn+1pm+1(K) → Hn+1pm (K) of groups. There remains to show that
there is a natural epimorphism from Hn+1p (K) to the kernel of πm+1,m.
By definition, πm+1,m :Hn+1pm+1(K) → Hn+1pm (K) is induced by the epimorphism Wm+1(K) ⊗
(K∗)⊗n → Wm(K) ⊗ (K∗)⊗n induced by R. That this latter morphism induces a morphism
Hn+1
pm+1(K) → Hn+1pm (K) relies on the fact that it maps ‘the relations’ Jm+1 to ‘the rela-
tions’ Jm. But, in fact, it is clear that it maps Jm+1 onto Jm. It follows that the kernel of
πm+1,m :Hn+1pm+1(K) → Hn+1pm (K) is the image of the kernel of the epimorphism Wm+1(K) ⊗
(K∗)⊗n → Wm(K)⊗ (K∗)⊗n induced by R. This latter kernel is, however, clearly generated by
the elements (0, . . . ,0, a) ⊗ a1 ⊗ · · · ⊗ an, with a ∈ K and a1, . . . , an ∈ K∗. It follows that the
kernel of πm+1,m is the image of the morphism K ⊗ (K∗)⊗n → Hn+1pm+1(K) of groups mapping
each a ⊗ a1 ⊗ · · · ⊗ an to the class of (0, . . . ,0, a) ⊗ a1 ⊗ · · · ⊗ an in Hn+1pm+1(K). Now, by the
definition, Hn+1p (K) is a quotient of K ⊗ (K∗)⊗n and it only remains to show that our morphism
K ⊗ (K∗)⊗n → Hn+1
pm+1(K) factors through H
n+1
p (K). This means exactly that our morphism
K ⊗ (K∗)⊗n → Hn+1
pm+1(K) maps the generators described by (i), (ii) and (iii) in the case m = 1
to 0 in Hn+1
pm+1(K).
This is clear for generators of the type (i) and for generators of the type (iii). It remains to
prove that for all a1, . . . , an ∈ K∗ the class of (0, . . . ,0, a1)⊗a1 ⊗· · ·⊗an in Hn+1pm+1(K) is trivial.
To do that it suffices to show that there is an element w ∈ Wm+1(K) such that (0, . . . ,0, a1) =
pm(a1,0, . . .)+ F(w)−w in Wm+1(K).
The identity p = FV in Wm+1(K) implies that pa = V a + (F(V a) − V a) for every a
in Wm+1(K). Using induction, we get that there is an element u in Wm+1(K) such that
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pm(a1,0, . . .)+ F(w)−w as wanted. 
Remark. The last part of the proof really shows that multiplication by p in Hn+1
pm+1(K) maps the
class of (c0, . . . , cm)⊗ a1 ⊗ · · · ⊗ an to the class of (0, c0, . . . , cm−1)⊗ a1 ⊗ · · · ⊗ an.
5.2. Corollary. Hn+1pm (K) = 0 if and only if Hn+1p (K) = 0.
Proof. If Hn+1p (K) = 0 then an easy induction argument, using the exact sequence in the previ-
ous proposition, shows that Hn+1pm (K) = 0 for all m 1.
If Hn+1pm (K) = 0 and m > 1 then the surjectivity of Hn+1pm (K) → Hn+1pm−1(K) implies that
Hn+1
pm−1(K) = 0 also. By induction, we get that Hn+1p (K) = 0. 
The corollary shows that min{n | Hn+1pm (K) = 0} = νp(K). So we get no new invariants
νp,m(K) by letting νp,m(K) = min{n | Hn+1pm (K) = 0}.
6. Final remarks
(i) There is a more functorial way to define the groups Hn+1pm (K): For every m 1 we have the
De Rham–Witt complex WmΩ ·K and the logarithmic part WmΩ ·K,log of it. (See [I].) Let Ksep be
a separable closure of K . Then Hn+1pm (K) is the Galois cohomology group H 1(K,WmΩnKsep,log).
(Here, we are using the (minimalistic) description in [Ku-F], an appendix to [I]. The original
definition seems to be in [Ka 2]. Although Kato uses the groups Cnm defined in [Bl], that should
not matter by Theorem II.5.2 in [Il].)
Using [Il, I.3.23.2], one gets a short exact sequence
0 → K∗sep → K∗sep → WmΩ1Ksep,log → 0
where the first map is taking pmth powers and the second is taking the logarithmic differential.
Taking Galois cohomology of this short exact sequence one gets that H 2pm(K) is isomorphic
to pmBr(K).This is due to Witt (see [W 2]). In [W 1] he had, in fact, already constructed the
map H 2pm(K) → pmBr(K) as follows: Let b = (b0, . . . , bm−1) ∈ Wm(K) and a ∈ K∗. To the
class of b ⊗ a ∈ H 2pm(K) there corresponds the cyclic algebra (a, b] of degree pm, which is
generated over K by elements X,Y0, . . . , Ym−1 satisfying the relations Xp
m = a, F(Y )−Y = b,
YiYj = YjYi for 0 i, j m−1, and (X−1YiX) = Y + (1,0, . . . ,0) where Y = (Y0, . . . , Ym−1).
One easily checks that the classes (a, b] in Br(K) satisfy all the relations of the symbols b⊗ a ∈
H 2pm(K).
(ii) There is, for every m 1, a natural short exact sequence
0 → W1ΩnKsep,log → Wm+1ΩnKsep,log → WmΩnKsep,log → 0.
(See [M, Lemma 1.7].) The exact sequence in the proposition is the tail of the ‘long’ exact
sequence of Galois cohomology groups corresponding to this short exact sequence. (It is not
really long, because the Galois cohomological p-dimension of K is at most 1.)
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writing M for the Galois module ΩnKsep,log (which is, by the way, also denoted by νKsep(n)). Now
let L ⊆ Ksep be a finite separable extension of K . Denote by N the K-Galois module induced
by the L-Galois module M . Then, in general, Hq(L,M) = Hq(K,N). Furthermore, there is
a morphism N → M such that the induced morphism Hq(L,M) = Hq(K,N) → Hq(K,M)
is the corestriction. (See, for example, [Se].) Now is easy to see that the morphism N → M is
an epimorphism (for any K-Galois module M). As K has characteristic p, the cohomological
p-dimension of K is at most 1. We conclude that the corestriction Hn+1p (L) → Hn+1p (K) is
surjective. This gives a more functorial proof of the inequality νp(K) νp(L). (It is not, really,
a different proof, because, in fact, the corestriction is the trace.)
(iv) According to [Ka 2], the group Hn+1p (K) should be naturally isomorphic to a cohomology
group Hn+1? (K, (Z/pZ)(n)) in a ‘flat cohomology’ theory envisioned by Milne.
In the case that the characteristic of K is different from p these should be the Galois coho-
mology groups Hn+1(K, (Z/pZ)(n)). Using these, one can define νp(K) as before, νp(K) =
min{n | Hn+1(K, (Z/pZ)(n)) = 0}. Then one can ask if our results also hold if the characteris-
tic of K is different from p. This is, we believe, still unknown. In fact, in the case p = 2, this
corresponds to an unsolved problem in the theory of quadratic forms.
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