In this paper, we give certain upper bounds for the 2 -th moments, ≥ 1/2, of derivatives of Dirichlet L-functions at = 1/2 under the assumption of the Generalized Riemann Hypothesis.
Introduction
Evaluation the power moments of either individual L-functions or of a family of L-functions has been a fundamental problem for many years. It is related to many other problems in analytic number theory, for example, the order estimate for L-functions, non-vanishing problem at the central point, distribution of primes in arithmetic progressions, and so on.
Let L( χ) be the Dirichlet L-function associated to a Dirichlet character χ. In the early 1930s, Paley [12] obtained the asymptotic formula * χ (mod )
where the sum above is over all primitive Dirichlet characters modulo , φ( ) denotes Euler's totient function, and φ * ( ) denotes the number of primitive characters modulo . In 1981, Heath-Brown [6] established an asymptotic formula for the fourth moment of L-functions, in which the main term dominates the error term at least when does not have so many distinct prime factors. Later, Soundararajan [16] ) 3 1 + −1 log 4 (1) as → ∞ for general . More recently, Young [18] succeeded in establishing good upper bounds for the off-diagonal terms of certain sum involving divisor functions by using the Weil bound for Kloosterman sums and proved that the asymptotic formula * χ (mod ) Despite of many efforts, no asymptotic formulas for the 2 -th moment of Dirichlet L-functions have been known except for the cases = 1 2. However, there are a number of conditional or unconditional results on lower and upper bounds for the moments of Dirichlet L-functions. For example, Rudnick and Soundararajan [14] showed that the lower bound
holds unconditionally for all integers > 1, when is a prime number. Here, the sum above is over all non-principal characters modulo . On the other hand, Heath-Brown [7] proved that
holds for all ∈ (0 2) under the assumption of the Generalized Riemann Hypothesis (or simply GRH), and that (2) holds unconditionally for = 1/ , ∈ N. More recently, Soundararajan [17] showed that the upper bound * χ (mod )
holds for all > 0, assuming the GRH. Of course, due to the results (1), (2), the positive number above can be removed when 0 ≤ ≤ 2, and the author expects that some additional effort would enable us to remove this for all ∈ [0 2 + δ) for some δ > 0, by arranging the method introduced by Radziwiłł [13] for the higher moments of the Riemann zeta function.
In this paper, instead of L( χ), we consider the moments of L ( ) ( χ), the -th derivatives of L( χ) for ≥ 0. In the previous paper [15] , by extending the results of Conrey [4] , and Rudnick and Soundararajan [14] , the author proved that for any fixed ∈ Z ≥2 and ∈ N, the inequality
holds unconditionally for all large primes , where above is a constant dependent only on and , explicitly given in [15] . The recent work of Chandee and Li [3] gives lower bounds for the moments above when = 0 and 0 < < 1 is rational. Probably their method would be extended to the case ≥ 1. On the other hand, no upper bounds have been known for the moments of L ( ) (1/2 χ), although upper bounds for the moments of derivatives of the Riemann zeta function are already obtained by Milinovich [11] . In this paper, we extend the results by Heath-Brown [7] and Soundararajan [17] , and give certain upper bounds for these moments when ≥ 1/2. The first result is a generalization of Heath-Brown's estimate (2).
Theorem 1.1.
Assume the GRH. Let 1/2 ≤ < 2 and ∈ Z ≥0 . Then, we have
Here, the sum above is over all non-principal characters modulo .
On the other hand, by extending Soundararajan's method for the moments of the Riemann zeta function [17] and using Milinovich's ideas introduced in [11] , the following upper bound is obtained in the case of ≥ 2. 
Here, the sum above is over all primitive Dirichlet characters modulo .
In Section 2, we prove Theorem 1.1. By Cauchy's integral formula, the -th derivative of L( χ) at = 1/2 is given by an integral in the neighborhood of = 1/2, and this integral is bounded by the weighted moment J(γ) of L( χ) introduced by Heath-Brown [7] . Thus the estimate (3) [17] (see also the undergraduate thesis of Koltes [8] ). Then, by using the method of Milinovich [10] again, the estimate (4) is obtained.
The author expects that these results would be applied to the problem of non-vanishing of derivatives of Dirichlet L-functions at the central point (for example, see [1, 9] ) and to many other problems related to Dirichlet L-functions.
Proof of Theorem 1.1
We put
Heath-Brown [7, Lemma 7] proved that for any fixed ∈ (0 2), the estimate
holds uniformly for 1 − σ 0 ≤ γ ≤ σ 0 under the assumption of the GRH, where σ 0 = 1/2 + κ/log , 1 κ 1. The implied constants for κ depend only on .
Let C be the circle in the complex plane whose radius is R = κ/(2 log ) and center is origin, and D be the closed disk whose boundary is C , and let A = , = + ∈ C, be a measure on C.
for ≥ 0. By multiplying both sides by and integrating with respect to from 0 to R, we have
If 1/2 < < 2, by Hölder's inequality, the right hand side of (5) is at most
We can easily see that the same inequality is still valid in the case of = 1/2, by applying the triangle inequality to the integral with respect to α in (5). Now, since 1 − σ
Therefore, from (6), we have
since meas D R 2 and R 1/ log . Thus the proof of Theorem 1.1 is completed.
The key inequality
The following inequality is a -analogue of Milinovich's result [11, Lemma 2.1] for the Riemann zeta function. 
holds uniformly for
Proof. Let a = 0 or 1 be the number given by χ(−1) = (−1) a , and put = σ + , σ ≥ 1/2, | | ≤ 1. We denote the set of all non-trivial zeros of L( χ) by Z χ , and put
(see [5, Chapter 12] ). Here, B(χ) is a constant dependent only on χ, whose real part is given by
is bounded in the region 1/2 ≤ Re ≤ 3/2, |Im | ≤ 1, by taking the real parts of both sides of (8)
holds in this region. By integrating both sides of (9) with respect to σ = Re from σ ≥ 1/2 to σ 0 , σ ≤ σ 0 ≤ 3/2, we have
Here, = σ + and 0 = σ 0 + . On the other hand, by [2, Lemma 2.4], we obtain
for any not coinciding with a zero of L( χ) and for any ≥ 2. By integrating both sides of (11) with respect to σ = Re from σ 0 to ∞ and taking their real parts, we have
The last two integrals of the right hand side of (12) are evaluated as follows:
Therefore, by (12) , the inequality
holds for ≥ 2. By (10) and (13) (14) becomes nonpositive. Therefore, for such λ, inequality (7) holds.
As a corollary of Proposition 3.1, the following order estimate for L( χ) is obtained.
Corollary 3.2.
Assume the GRH. Let χ be a primitive Dirichlet character modulo . Then, when is sufficiently large, the following inequality holds for |α| ≤ 1/(2 log ):
+ α χ ≤ exp 2 log 5 log log (15) Proof. First, we assume Re α ≥ 0. We take δ > 0 sufficiently small and put = 1/2 + α, λ = λ 0 , = log 2−δ in Proposition 3. 2 log 5 log log Therefore, the estimate slightly stronger than (15) holds for Re α ≥ 0, |α| ≤ 1/(2 log ). On the other hand, by the functional equation of L( χ), we can easily see that there exists an absolute constant C > 0 and the inequality
holds for Re α < 0, |α| ≤ 1/(2 log ). Therefore, the inequality (15) also holds for Re α < 0, |α| ≤ 1/(2 log ).
Auxiliary lemmas
To prove Theorem 1.2, we prepare several lemmas.
Lemma 4.1.

Assume the GRH. Let χ be a non-principal character modulo . Then, the following estimate holds uniformly for −1 ≤ ≤ 1:
Proof. It is known that the estimate
holds for ≥ 2 under the assumption of the GRH (see [5, p. 125] ). By applying the partial summation, we can easily see that
holds uniformly for −1 ≤ ≤ 1. Since
and the second term of the right hand side is at most
Estimate (17) Proof. The sum with respect to in (7) is over the set { = : is prime ≥ 1}. It suffices to show that the sum for ≥ 2 is at most O(log 3 ). First, it is clear that the contribution from the prime powers with ≥ 3 is O(1). On the other hand, the sum for the squares of primes becomes
We decompose this sum into 2 ≤ ≤ log 8 and log 8 < ≤ √ (if log 8 ≥ √ , we forget the latter). Then, the former is simply evaluated by ≤log 8 1 log 3 By straightforward exercises in partial summation, the latter is evaluated by O(1), by (17) . Therefore, we obtain (21).
The following lemma connects Lemma 4.2 and the evaluation for moments of Dirichlet L-functions.
Lemma 4.3.
Assume that ≥ 2 and ∈ N satisfy ≤ . Then, for any ∈ R and any sequence ( ( )) ⊂ C, we have
In particular, there exists certain constants χ ≥ 0 such that χ(mod ) χ = φ( ) and the following inequality holds:
Proof. We write
Then, ( ) is the same one as Soundararajan introduced in [17] . That is, if is not the product of (not necessarily distinct) primes, all below , then ( ) = 0, and if has a prime factorization =
Now, since ≤ /log < , by using the orthogonality of characters, we have
Moreover, it is proved in [17] that the inequality
holds. Hence we obtain (22).
Proof of Theorem 1.2
We assume that ∈ N is sufficiently large and α ∈ C satisfies Re α ≥ 0, |α| ≤ 1/(2 log ). For V > 0, we define a set S α ( V ) by
Our purpose is to give certain uniform bounds for # S α ( V ). (The word "uniform" means that the implied constants for or O( · ) are independent of the value of α above. Hereafter, this statement holds for all implied constants.) For 10 log log < V ≤ 2 log /(5 log log ), we define A > 0 by . Since log ≤ log , we have 1 2
Therefore, we can apply Lemma 4.2 for λ = λ 0 , = 1/2 + α, and for a primitive non-quadratic character χ modulo , we obtain the inequality log L 1 2
Here,
holds, because if neither of them is valid, then V /A becomes O(log 3 ), which contradicts to our choice of A. We define the sets
and put N ( ) = #S ( ) for = 1 2. Hereafter our aim is to obtain proper upper bounds for these N ( ). Then, since
the upper bound for #S α ( V ) is obtained. 
By combining this and the trivial inequality
we obtain
Next, we evaluate N 1 ( ). Let be a positive integer satisfying
Then, since the condition ≤ is satisfied, we can apply Lemma 4.3 to the sequence
In the computation above, we applied Stirling's formula ! √ ( / ) . By combining this and the trivial inequality
Now, we take ∈ N by
log log V ≤ (log log ) 2 [10V ] V > (log log ) 2 Then, the condition (26) is satisfied. Therefore, by (27), we have
log log if V ≤ (log log ) 2 , and
if V > (log log ) 2 . Thus we obtain the following upper bounds for N 1 ( ):
With a little more effort, by reforming the estimates (25) and (28), we can obtain the following new upper bounds for ≥ 2:
log log 10 log log ≤ V ≤ 4 log log
By (24) and (29), we obtain
Now, for > 0, the 2 -th moment of L-functions at = 1/2 + α is expressed by the integral including #S α ( V ) as follows:
Here, 1 {χ:log |L(1/2+α χ)|≥V } (χ) is the characteristic function on the set of characters {χ (mod ) : log
Let us evaluate the integral (31) for ≥ 2. First, by the trivial estimate # S α ( V ) ≤ φ( ), the integral for −∞ < V ≤ 10 log log becomes
Next, by (30), the integral for 10 log log ≤ V ≤ 4 log log becomes by putting R = 1/(2 log ). Thus the proof of Theorem 1.2 is completed.
