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で定義して､adjointパターンとの直積をとり､シナプス結合行列を
30
T=∑V｡⑳V王R]･⇒il
のようにとることにした｡このようにある種の直交化の操作を施してもれJは対称行列で
あることは変わらず､系の時間発展においてエネルギー関数がリアプノフ関数となってい
る事実は不変である｡埋め込んだアトラクターのこうした出来上がった basirLは極めて大
きく､各 basirL中には各アトラクターの検索のたね (種)になる様々な"特徴'が分散し
て存在していると見て良い｡
§3.遺伝子アルゴリズム (GerLeticAlgorithms)
我々は､上記で定義した相空間での有効な情報処理検索軌道を発生させるダイナミック
スとして遺伝子アルゴリズムを取り上げて考える｡
まず十本のgeneとしては､評価用のための一個の要素と画像情報要素400個の計401個
の要素から成るものを考える｡そしてある定まった数のgeneの集合を考え､これをgene
poolと呼ぶことにする｡このgenepoolからランダムに二個あるいは一個のgeneを取り
出し､そのgerteに対する操作 (opera.Lion)として､crossover(あるいはrecombination
)､ないしはmutatiorLを行い【7】【8ト その新しく得られたパターンを神経回路綱に与えて
アトラクターに収束させ､所属するbasinを調べて与えられた検索情報に基づく評価を行
いgerLepOOlに対する入れ替えの基準とした. recombirLation及びmtltatiorLの具体的操
作の詳細については紙面数の関係もあり､省略する【910
検索情報が唆味にしか与えられていないという状況設定下においては､ターゲットパター
ンの400個の要素のうち部分的にしか検索情報が与えられていないという場合を取るべき
であるが､今回は簡単のためターゲットについての全情報がわかっているという場合､即
ち評価としてfulpa.ttern matchingを採用した.これを本来のpartialpatternmatching
に拡張を行うことは容易であり､次回の発表としたい｡
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｢カオスとその周辺｣
§4.シミュレー ション結果とその考察
最初に行ったシミュレー ションは､-試行当りpool内のgene数として九個､初期条件
としてランダムパターン九個から出発して行った.gerLe操作はmutationのみの場合と､
recombinationと交互に行う場合との二者の場合において､おのおの7000から8000操作
程度を上限として行った､また-操作毎に得られた新たなパターンを神経回路網に入力さ
せ収束結果を評価し､genepoolから取り出したものと比べ､良いものがあればgenepool
に対し入れ替えを行い､悪ければこれをterminateする.これを繰り返して行い､与えら
れた操作数の範囲内で､九個中一個でもターゲットに一致するものが現れればその試行は
成功として二番目の試行に移った｡全試行数は1000個とし､それらに対し､操作回数の上
限Nを決めた時､それに対する成功した試行の個数 (成功率)p(N)､及び微分成功確率
dp(N)/dNを求めた.
比較のため､遺伝子操作一回に対応して､400個の1または-1からなるランダムパター
ンを発生させ､その連鎖により相空間中でのランダムウォークを定義して､それを検索軌
道としたものをランダムサーチとし､同様な量を計算した｡
両者を比較すると､
1.成功率から言って､遺伝子アルゴリズムが約-桁程度ランダムサーチより優っている｡
2.recombinationの操作は効率をかなり改善するが､そのmutation操作との相対頻度の
最適化を行う必要がある｡
3.genepool中の遺伝子数を100個とすると成功率の数倍の改善が得られた｡これはこの
方法が並列処理に適していることを示す｡
4.シミュレー ションの過程で､多数の擬アトラクターが兄いだされ､その中には､与えら
れたアトラクターから意味のある合成画像ができている場合のあることがわかった｡
§5.おわりに
遺伝子アルゴリズムは､高次元相空間中における並列処理のための有用な情報処理媒体と
なりうるが､その有効性については､他のstructuralnoiseによる方法 (例えばsimtLlated
annealirLg)､あるいはカオス的ダイナミックスを用いた方法などとの比較の上で議論する
必要があり､現段階では依然としてopenqⅦestionである｡特に､相空間中を経巡る際の
軌道の構造について､詳しく解明する必要がある｡
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