The purpose of this paper is to study the tropical algebra -the algebra over the tropical semi-ring. We start by introducing a new approach to arithmetic over the max-plus semi-ring which generalizes the former concept in use. Regarding this new arithmetic, matters of tropical matrices are discussed and the properties of these matrices are studied. These are the preceding phases toward the characterization of the tropical inverse matrix which is eventually attained. Further development yields the notion of tropical normalization and the principle of basis change in the tropical sense.
Algebraic objects are formally, elements of the geometry over the fields (K, +, ·), where the tropical ones are those over the geometry of the semi-ring (R, max, +) -the semi-ring which contains the Max-Plus Algebra [8, 28] . The fundamental objects in this geometry are Polyhedral Complexes, where their behavior resembles the complex algebraic varieties [22, 29] . Moreover, they may be concerned as the "images" of the Non-Archimedean valuation of some "superior" algebraic varieties. Although, the construction that relies on valuation has proper algebraic and geometric attributes, still, it difficult to be characterized combinatorially. However, by using this algebraic notion, the "pure" tropical arithmetic arises as the "tropicalization" of arithmetic in a power series ring (i.e. the arithmetic that applied to the "superior" algebraic varieties [11, 17] ). These are two of few linked directions to relate tropical objects, in this paper we study the latter approach and realized the connection to the Non-Archimedean valuation.
The central idea of our new approach is the unique extension of the set of elements we are working with. This extension is obtained by taking two copies 1 of R, each is extended by −∞; these copies are glued along −∞ to create the set T of tropical "numbers". Multiplication ⊙ and addition ⊕ are formalized over T, where the latter operation is idempotent only with respect to one copy of R. This copy is related to as a set of "partial zeros". This new notion of partiality, as well as its terminology, are a central idea of this work.
We open by presenting this extension and the fundamentals of the corresponding arithmetic. Then, we show that this arithmetic naturally coincides with the notion of "tropicalization" over the semi-ring of power series. Progressing this idea, matrices over the extended tropical semi-ring are constructed and their proprieties are analyzed. In addition, the descriptions of the tropical analogues to the "classical" operations in matrices are described, this includes the principle of tropical regularity.
To complete the construction of matrices' algebra in tropical terms, the condition for the existence of inverse matrix is stated and proved. Moreover, the explicit construction of the inverse matrix A ▽ is introduced. Namely, a matrix A is tropically invertible if and only if it is tropically regular, in such case
Using this development, the tropical normalization of matrices arises. Indeed, this normalization can be realized as "refinement" of the convexity properties which are concealed in a matrix's entries. Advancing on that normalization, we obtain the decomposition of tropical matrices, and this yields the tropical transposition matrix. In other words, a change of basis in tropical sense is provided.
In the past, researche concerned with max-plus algebra did arise in different fields of study, and surprisingly they were initiated by applied needs. Cuninghame [6] in 1979 presented some applicative ideas relating to max-plus algebra. Later [7] he laid the notation of characteristic max-polynomial of a matrix over this semi-ring. Butkovic had developed this topic further [5] . The algebraic geometry point of view (i.e. the tropical sense) was formally introduced in 1994 by Gelfand, Kapranov and Zelevinsky [13] . Latter Kapranov presented the notion of Non-Archimedean Amebas [16] which may be understood as the "spines" of the primal objects [22] .
Since then, miscellaneous aspects within these topics have been dealt within several papers and using both senses -the tropical and the max-plus. Regarding the tropical sense, enumerative geometry has been dealt by Mikhalkin [23, 24] . Pin studied issues of tropical semi-rings [27] . Shustin discussed the patchworking of Non-Arachnidan amoebas in algebraic manner [29] , while Itenberg regarded this issue combinatorially [14] . Sturmfels, Speyer and Develin studied matters of tropical algebra [8, 10, 30, 34] . Specifically, tropical mathematics and linear spaces discussed in [32, 33] while tropical Grassmannian and matrices' ranks have appeared in [9, 3, 31] .
Progress has also been achieved in various researches within the max-plus sense, part of them are highly combinatorial oriented mainly to issues included in field of Graph Theory. There is a connection between this theory and that of the max-plus matrices' algebra, especially to notion of eigenvectors and idempotent elements. This linkage appears in several different aspects which are presented shortly in [12] . Lately, Akian, Baprat and Gaubert, improved some of these basics and presented the asymptotic eigenvectors [2] . These are the few of many directions which recently concerned researchers and were spread along varied fields of study -a brief introduction of those areas can be found in [21] .
Organization: To make this paper reasonably self-contained we open by describing the main arithmetics over the max-plus semi-ring (1.1). We proceed and define the extended semi-ring, formulate the corresponding arithmetic (1.2), discuss its properties (1.3), and realize the linkage (i.e. "tropicalization") to the arithmetic in power series ring (1.4) . This part is completed by outlining the relations between the former arithmetics and new one (1.5) .
In section 2, we give the detailed definition and construction of matrices over the extended tropical semi-ring (2.2). Then, we study main operations which are preformed over these objects (2.3) . Using this basis we introduce the tropical inverse matrix (3) and some of its properties with respect to the previous constructions. Next (4) we observe the presented algebra of matrices as a generalization of the other methods. As the very end (5), we present and discuss the manipulations (i.e. transition and normalization) of tropical matrices.
Content:
The presented issues brought in this paper are only the fundamental ones within our theory, additional advanced results will be included in a complementary paper. In general, in the coming study we sometimes interlace "non formal" explanations which are meant to give the intuitive view beyond mathematical formalism.
One of our goals is to develop an algebraic structure that allows us to treat properly points of a corner locus and to realize these points as "zero" locus of the polynomial equation f .
The points of the corner locus can be characterized as the points where the value of a polynomial function is attained by at least two of its monomials. This property will be used in order to distinguish the corner locus from the other points of the domain. Namely, we would like to have an algebraic structure that not only provides the operation of maximum but also encodes some indication about the multiplicity of the attained value.
Indeed, to attain this goal, one may suggest an alternative arithmetic that defines the sum of two equal elements to be −∞. Along this paper, for matters of comparison, we will appeal to the semi-ring equipped with this operation. For this purpose, it will be denoted as a Non-Idempotent Semi-Ring. In the remainder of this discussion, we refer to the classical tropical approach using the name M ax Arit. and to the suggested one by T rop. Arit.
Each of the two settings mentioned above has its own deficiency. Using T rop. Arit. the addition is not associative while in M ax Arit. the zero element is never reached by an arithmetic expression that does not include −∞. The absence of the latter property is crucial for matrix algebra and for polynomial algebra, especially when one intends to define zeros of polynomials or an inverse matrix.
In this chapter we broaden the second approach (i.e. T rop. Arit.) and introduce a new arithmetic that can be realized as an extension of the zero element. This arithmetic poses the obstacles described above and also has a proper relation to non-Archimedean fields. As will be shown, using simple correspondences, each of the other semi-rings can be obtained as an image of our new semiring. Along the progression of this work, we will sometimes point out and compare the presented arithmetic with the two other, M ax Arit. : max{a, a} = a and, T rop. Arit. : a⊕a = −∞.
(
The complete definition of our arithmetic, including the basic constructions, are studied in the next section.
Remark 1.1. In this paper, we refer to approaches of arithmetics over the max-plus semi-ring (R, max, +). Indeed, there are similar approaches (i.e. min-plus arithmetics) that relate to the "equivalent" min-plus semi-ring (R, min, +) 5 . Although the coming development will be made with respect to (R, max, +), the same principles can be applied similarly for the latter semi-ring -(R, min, +).
The Extended Tropical Semi-Ring
Roughly speaking, the central idea of our new approach is an extension of R to a structure that enables us to distinguish between addition of similar elements and addition of different elements. This extension is constructed by taking two copies of R,
each is enlarged by −∞. These copies are glued along −∞ and create the set
In such a caseR stands for R ∪ {∞}.
The elements ofR andŪ are defined to be the members of our new structure T. The elements of R are sometimes related to as reals. Our extended tropical semi-ring will be constructed later as (T, ⊕, ⊙). For convenience, in order to identify exclusively the elements of U, they are signed as a ν , where a ∈ R. Additionally, in our future development, U is decomposed further to obtain its subset
Notations: In this section, unless otherwise specified, to distinguish between the "types" of elements, the general elements of T are denoted using Greek letters α, β, . . . etc. while, the elements of R signed by Latin letters a, b, . . . .
As mentions earlier, our intention is to generalize the tropical semi-ring (R, max, +) such that the addition of similar elements will be performed differently. Yet, despite the operations of (R, max, +) are well defined for other cases over R, when general elements of T are concerned, these definitions become partial. Thus, to satisfy our preliminary goals, the addition and multiplication should be rephrased properly for all members of T.
A preliminary step toward determining the setting of the desired operations is characterization of order relations among the elements of T. In order to distinguish these tropical relations from the "ordinary" relations, they are equivalently notated as ≺, , etc. The notations of the "ordinary" relations between elements of R remain as usual (i.e. <, ≤, etc.).
The corresponding partial order (i.e. ) is similarly defined in respect to " ≤ " but only for the first two cases.
Observing the above axioms with respect to the partial order , one can easily verify that for any α, β, γ ∈ T the following properties hold:
• Reflexivity: α α for all α,
• Antisymmetry: α β and β α implies α = β,
• Transitivity: α β and β γ implies α γ.
Remark 1.3. According to these relations, "maximality" can be defied for finite subsets of T. Namely, let α 1 , . . . , α n be a collection of elements in T then, α imax is said to be their maximum if α imax α i for all i.
Based on the above relations and rules of Axiom 1.2, the addition ⊕ can be defined properly for all members of T. Recall that two preliminary postulations are imposed over ⊕, validation of associativity and simultaneously α ⊕ α ∈Ū, (
for any α ∈ T. Axiom 1.4. (Extended Tropical Addition ⊕) Let a, b ∈ R and a ν , b ν ∈ U be elements of T, the addition ⊕ is defined as:
These axioms of the additive operation are compatible with the order relation that was defined in Axiom 1.2, particularly with part 5. As will be clarified, the reason for the distinction between the cases appearing in this axiom is the desire to preserve associativity. Here, the significance of the extension to T is revealed, and the below simplification shows that this axiom indeed validates the associativity over T. Let us examine the following scenario in which two equal elements are involved, 5) then, the required equality is obtained due to part 2 of axiom 1.4. Nevertheless, as will be studied later, the above distinction agrees with all other axioms and with the general properties of the tropical operations (i.e. commutativity, associativity and destructivity). Intuitively, due to part 1 of Axiom 1.4, the subset U can be realized as a "shadow" of R that consists of elements carrying an "additive multiplicity". This multiplicity is received as tropical amount of similar numbers in R, namely, an amount of at least two identical reals. Led by this insight, the value "a" is called the "creator" of a ν . As will be seen later, these creators are also an important part of the linkage between our arithmetic and the notion of "tropicalization"
Before advancing forward, let us review the suggested arithmetic T rop. Arit. According to this arithmetic, a ⊕ a = −∞ and, when concerning the same situation as before for b < a (both in R),
Hence, associativity is not sustained in this arithmetic.
Axiom 1.5. (Extended Tropical Multiplication ⊙) Let a, b ∈ R and a ν , b ν ∈ U be elements of T, the multiplication ⊙ is defined as:
Subject to the binary operations ⊕ and ⊙ the maps, 6) are produced, where
These maps have the properties,
The images of the latter restrictions depend on both, the arithmetic operation and the involved arguments. Particulary, in respect to R, when the operation is multiplication, the image of ϕ 1 is always in R (i.e. ϕ 1 | R×R : R × R −→ R). Otherwise, the placing of the image is influenced by the participating arguments.
The neutral elements of T with respect to ⊕ and ⊙ are discussed next. As expected, according to the previous setting −∞ is the zero of T and it is the identity element for addition (i.e. α⊕−∞ = α for any α ∈ T). Note that, using this setting there are no invertible elements with respect to addition. However, for purpose of additive invertibility, the elements of U can be related to as the set of partial zeros of T. Namely, any element α ∈ T has an "inverse" with respect to some member of U. This "inverse" can be the element itself,
Furthermore, for any α ∈ T one can always find a neutral element
When comparing the new arithmetic to M ax Arit., ⊕ is not idempotent operation, this is the main distinction between our concept and this of M ax Arit. In addition, using the new approach, any partial zero can be obtained as the tropical amount of two elements in T, particulary, elements that are equal to its "creator". Clearly, such an amount does not necessarily involve elements ofŪ.
We can now discuss the multiplicative case. The unit element, that is the identity for ⊙, is 0 and we have
for any α ∈ T. Here, as before, the question of multiplicative invertibility comes up again. According to the preliminary construction (Axiom 1.5), and the induced map ϕ 1 (1.6), operations over elements of U always result in U. Thus, the elements of U are not inevitable with respect to 0. But, as was done earlier, the element 0 ν ∈ U can be related to as partial unit. By this insight, we can apply to partial multiplicative invertibility. Namely, with respect to multiplication, any member of T, except −∞, has an inverse element or a partial inverse,
subject to the unit or to the partial unit. Definition 1.6. Let α = −∞ be an element of T, the operator " − " is defined as following:
Using this operator the extended tropical division, ⊙ ▽ , can be characterized. 
In this case, the cancellation law does not always hold true. Namely, even when α = −∞, the equality α⊙ β = α⊙ γ not necessarily implies that β = γ. For instance, the equality a ν ⊕ b = a ν ⊕ b ν does not satisfy the cancellation law. 
Properties of Tropical Operations
After the initiation of the extended tropical arithmetic, we can progress and validate basic properties of the operations within this arithmetic. For convenience, in the following study we sometimes separate the objects of T into two "types" according to the subsets R and U. This separation makes the distinction between cases easier. Note that not all the cases are brought in detail, but only the main ones. The cases in which −∞ is involved are trivial, so we omit the handling of these cases.
Let the symbol denote a general tropical operation (i.e. ⊕ or ⊙) and let
be elements of T then, satisfies the following rules:
• Commutativity -α β = β α : This property is directly derived from Axioms 1.4 and 1.5.
• Associativity -(α β) γ = α (β γ) : The associativity of a, b, c ∈ R is induced by the associativity of the "standard" operations, max and +. The specific case in which two of the involved arguments are similar has already been examined in (1.5). Based on the existence of this property upon a, b, c and using axioms 1.5 and 1.4 the associativity of a ν , b ν , c ν ∈ U is attained as follows. First, assume a = b = c then,
When both "types" of objects are involved, the two tropical operators behave a little differently. The proceeding of ⊙ is independent in the arguments' values,
As opposed to the multiplication, ⊕ does depend on the arguments' values. The required relation can be examined via two compatible expressions,
These have equal evaluation. The other combinations of compound expressions can be similarly obtained using the commutativity and the associativity proven in the cases that have been presented.
•
As before, the distributivity is attained using the same principle of separation to cases. When all elements are in R,
and the two simplifications have the same value with respect to the different relationships between the arguments. The analysis of expressions which consist of both "types" of elements is founded on the above specification and on axioms 1.5 and 1.4; for instance,
• Zero: As mentioned earlier, the zero −∞ of, i.e. T, is the identity for addition, explicitly,
For the purpose of additive invertibility, we use the notion of partial zeros. These elements are the members of U and we have the following,
• Unit: The unit 0 ∈ R of T is the identity of multiplication,
All the above rules can be generalized in the same manner to be applied to any expressions with an arbitrary number of operands.
Theorem 1.10. The set T equipped with the addition ⊕ and the multiplication ⊙ is a commutative semi-ring:
• The operations ⊕ and ⊙ satisfy commutativity, associativity and distributivity,
• T has unit 0,
• T has zero element, −∞.
be the homomorphism of semi-rings with the following correspondences ψ :
denotes the tropical product of n factors.
Lemma 1.11. For any elements α, β ∈ T and any n ∈ N we have the identity
Proof. Proof by induction on n. The case of n = 1 is obtained by definition. As for a general n ∈ N, using the induction step we get
In the case of α = β, we have α ⊕ β ∈Ū and α n ⊕ β n , then the equality is obvious.
Corollary 1.13. Let x 1 , . . . , x n ∈ T, then the "Cauchy" inequality
holds. The equality sign appears only if ψ(x 1 ) = ψ(x 2 ) = · · · = ψ(x n ) and there exists at least one x i ∈Ū.
Tropical Arithmetic and "Tropicalization"
In general, "tropicalization" is an operation which maps algebraic varieties defined over a field with non-Archimedean valuation to polyhedral complexes (i.e. tropical varieties). A "tropicalization" of a polynomial map F is an affine piecewise linear function F, where the "translation" is being made via the non-Archimedean valuation.
Let K be an algebraically closed field with a non-Archimedean valuation
For instance, the field K can assumed to be the field of locally convergent complex Puiseux Series, of the form
where R ⊂ Q is bounded from below and the elements of R have a bounded denominator. In such a case, the non-Archimedean valuation, V al, over K is defined to be
for any f = 0, while V al(0) = −∞. This valuation maps a series f (t) into an element of the semi-ring (R, max, +), and satisfies the rules of non-Archimedean valuations,
for any f, g ∈ K. Thus, the "tropicalization" converts the arithmetic operations according to the following correspondence:
Comment 1.14. The inclusion of the infinity element, −∞, in the valuation's destinations (1.1) is assigned to be the image of the zero of K. This supplement agrees with all the rules of the nonArchimedean valuation (1.3), yet, V al is not homomorphism. Specifically, the associativity is not preserved under this map.
The central issue that should be elaborated on is the necessity of the previous extension and how it is compatible with the non-Archimedean valuation (1.3). To do so let us point out the scenarios of performing operations over a pair of series having a similar valuation. Assume f and g are two series having the same valuation, a o ∈ R. When applying the valuation "separately" to each series and then taking the tropical amount of their images, the result is the fixed value a o . But, the valuation of their difference, V al(f − g), can result in any value between a o and minus infinity (i.e. when f = g, V al(f − g) = −∞). As will be clarified immediately, these occurrences provide the motivation behind the new arithmetic.
Intuitively, the members ofŪ can be related to as the images of these occurrences (i.e. V al(f −g) when V al(f ) = V al(g)). The key point toward understanding this correspondence and its geometry is to realize any element of T as a "representative" of a set. Specifically, the members of R and −∞ are considered as one point sets while the elements of U are viewed as closed right oriented rays,
(1.4)
Explicitly, the geometric interpretation of an element α in U is,
Particularly, if α, β ∈ T and a ν ∈ U the following relations hold,
(1.5)
Collecting together all the geometric objects that correspond to the elements of T, we define the set,
Using the above realization, we can return and observe how the "tropicalization" is involved in this view. In fact, with respect to G(T), we can relate to two different but coinciding points of view. One point of view uses the notion of relations while the other is based on the idea of maps. In general, using the first approach, relations between elements are invariant under mapping, while the latter approach enables a construction of pre-images in the field K.
Composing the construction of G(T) with the valuation (1.2), V al maps a series on K to a number a o ∈R, (i.e. V al : f −→ V al(f ) = a o ∈ P α ), which is contained in more than one set P α . Thus, according to this perception, one can define a relation over the elements of K with respect to the containments of their images in the members of G(T). Explicitly, for any f ∈ K and any α ∈ T either occurs,
The above relation is a homomorphic relation. Namely, if
Proof. Let V al(f ) = a, V al(g) = b, and handle each case according to its property with respect to the non-Archimedean valuation (1.3). Recall that, a, b ∈ R. For the first case, we have
the last inclusion is obtained from the definition of P α (1.4). As for the second relation,
where the containment P a ⊂ P a ν is derived from relation (1.5). The case of V al(f +0) is trivial.
Next, we will observe the maps regarding the set G(T). According to similar considerations to those that are applied to valuation, one can construct the correspondence
which encircles the valuation and sends a series to an element which is contained in sets P α of G(T).
In this sense the inverse correspondence V al −1 can be outlined; this correspondence produces the "pre-images" in the field K of objects in G(T). In this case any "pre-image" will be a family of series,
all have the same valuation. Particulary, for any P a , i.e. a ∈ R, we have the inverse image,
be the collection consisting of the differences between series in F a . We can specify the "pre-image",
(P −∞ ) = 0 completes the setting of V al −1 .
The Extended Arithmetic and Other Arithmetics
The extended arithmetic over (T, ⊕, ⊙) can be considered as a generalization of both, the former and the suggested, arithmetics (1.1). In this section we discuss this declaration and show how each of those arithmetics is induced by the arithmetic of (T, ⊕, ⊙). As will be explained, this arithmetic is in some ways "richer" than the others and contains more information. Recall that the former arithmetics are defined over the elements ofR.
Let us begin with M ax Arit. (i.e. max{a, a} = a). The advantage of this arithmetic is that the result of any arithmetic expression is either a real number or −∞. In this case, we can define the map, π : Proof. Clearly, π is surjective, for any a ∈ R (max,+) the element a ∈ R (⊕,⊙) satisfies π(a) = a and for −∞ we have π(−∞) = −∞. The additions have the following correspondence,
for any α ∈ T.
As for the multiplication operations,
On the other hand we can also define the map
of semi-rings with the correspondences θ : a −→ a ν and θ : −∞ −→ −∞.
Lemma 1.17. The map θ is an isomorphism, and hence it induces an embedding ofR
Proof. For a, b ∈ R (max,+) we have
Finally, sinceŪ ⊂ T we can have the embedding ofR (max,+) in T (⊕,⊙) .
Thus, from any given element in T, one can refine the compatible value inR (max,+) using the epimorphism π. Moreover, using our arithmetic for a given tropical expression not only its value is encoded into the result element but also an indication whether or not it is attained by more than one of the expression's component.
As for the suggested arithmetic, T rop. Arit. (i.e. a⊕a = −∞), a similar principle is being used, however, here the defined map is "weaker". For this arithmetic, we can determine the map
with the properties φ : a −→ a, φ : a ν −→ −∞ and φ : −∞ −→ −∞. Remember that T rop. Arit. is not associative and that is the main obstacle toward determining a homomorphism between (T, ⊕, ⊙) and this semi-ring. 
Geometric View
Let us remind that one of our goals was to develop an algebraic structure that enables us to properly treat the points of a corner locus of tropical functions. In order to observe how our new structure answers this goal, we take a simple case of linear tropical function.
Consider for instance the linear functions f (x) = x ⊕ a and f (x) = max{x, a} over T (⊕,⊙) and overR (max,+) respectively. As one can observe, when restricting the the values of x to R, using T (⊕,⊙) the image of the corner locus (the single point a) is extracted and mapped to U. The geometric pictures are shown in Fig. 1 . Later we will complete the development that gives the realization of these points as a "zero" locus of the tropical function. 
Tropical Matrix Algebra
The following section of our study is dedicated to introduction of the fundamentals of matrix algebra over the extended tropical semi-ring, (T, ⊕, ⊙). In general, characterization of tropical analogues to classical matrix algebra [19, 36] , and developing its theory, are the guidelines of our discussion. The significance of matrix theory for other fields of study, besides algebra, is well known. This is the main reason for developing such an algebra in the tropical context.
Although our development is mainly directed towards tropical algebra and tropical geometry, this theory can be used in other fields of study. As explained earlier, the tropical algebra is a generalization of the Max-Plus algebra [8] ; this algebra already plays an important role in many applications along different theories, especially those that involve Combinatorics and Graph Theory [18, 20] , Control Theory [1] , and Stochastic Processes [35] .
Notations:
• During the remainder of our development, assuming that the nuances of the arithmetic are already familiar, we neglect the special notation of elements in T. Unless otherwise is specified, general members of T are signed using Latin letters, while an element ofŪ is denoted by a ν .
• In the rest of our discussion we sometimes refer to the "strand" arithmetic operations; to distinguish these types of operations, they are signed by " + " and " * ". When k, a ∈ R, the multiplication k * a is translated as the standard product over the field R (+, * ) , while k * a ν = (k * a) ν and k * (−∞) = −∞.
• In order to simplify notation, where there is no cause for confusion, the sign ⊙ is omitted, and the a ⊙ b is written as ab. The tropical division, a ⊙ ▽ b, of a by b is singed as a b . Terminology: In the remainder of our discussion, unless otherwise specified, when the term "maximal" is used, the interpretation should be the tropical one with respect to our new arithmetic.
Tropical Vectors and Inner Product
As done in classical linear algebra, a Tropical VectorV over T is defined to be an n-tuple of elements in T. LetŪ = (u 1 , . . . , u n ) andV = (v 1 , . . . , v n ) be two tropical vectors of the same dimension, where u i , v i ∈ T. The addition ofŪ andV is performed coordinate-wise, namelȳ
while their Tropical Inner Product is defined as,
This product obeys similar rules as those of the classical inner product and it serves as the basis for the future development of tropical matrices. 
Fundamentals of Tropical Matrices
Let A and B be two Tropical Matrices 6 , i.e. matrices having entries with values in T. Using the tropical inner product, the operations of (T, ⊕, ⊙) are generalized to matrices. These operations are performed in the same manner as the "standard" operations applied to classical matrices, namely, Since the matrices are defined over a semi-ring with operations that satisfy commutativity, associativity and distributivity, the proof of the above statement is derived from the validation of these properties for (T, ⊕, ⊙). The multiplication of tropical matrices by a tropical scalar r ∈ T is commutative, r(AB) = (rA)B = A(rB).
Recall that the division is valid only for a tropical scalar r = −∞.
The rest of our discussion focuses on square matrices. When the general case is concerned, we omit mention of the matrix's size and assume it to be an arbitrary n. When operations between matrices are discussed we assume that the matrices involved have the same size.
Operators in Tropical Matrix Space
Next, we define some tropical operators that resemble classical operators.
Trace:
The multiplicative tropical trace,
of a square matrix is the tropical product of entries placed on its main diagonal.
Transposition:
T ranspose(A) = A T , where a T i,j = a i,j .
Determinant: Let A be a n × n square matrix and let S n be the collection of all the permutations on {1, . . . , n}, the tropical determinant 7 is:
Equivalently, Det(A) can be written in terms of minors as
where i is some fixed index. For notations' convenience, the determinant Det(A) is sometimes shortly signed by |A|.
Definition 2.4. A square matrix A is defined to be tropically singular if

Det(A) ∈Ū,
otherwise A is called tropically regular.
Note that, in case two or more different permutations achieve the maximum simultaneously, or the permutation that achieves the maximum involves an entry inŪ, A is singular, i.e. |A| ∈Ū.
Remark 2.5. The tropical determinant obeys the classical rules of
|A| = |A T |,and |bA| = (n * b)|A| = (b + · · · + b) n times |A|,(2.
3)
for any 8 b ∈ T. But, the equality |AB| = |A||B| does not necessarily hold true, for instance, take
4)
In this case |A| = 4 and |A 2 | = 9 ν while |A||A| = 8. Note that, the "tropicalization" ignores signs and thus it fits a determinant to a permanent; this explains situations in which the product of two regular matrices might be singular, i.e. |A||B| = |AB| ∈Ū.
7 Indeed, the tropical determinant is a permanent. 8 In the case that b ν ∈ U, then by the rules of the tropical multiplication, n * (b ν ) = (n * b) ν .
Adjoint: The Tropical Adjoint Matrix,
of a square matrix A is the transposition of the matrixÂ with entriesâ i,j = Det(A i,j ), i.e. each of its entries is the corresponding (i, j)-minor of A.
Proposition 2.6. The tropical product of two matrices satisfies the relation,
The proof of this statement is derived from the commutativity and the associativity of ⊕ and ⊙ over the primitives of T. The above assertion is demonstrated in the next example. Proof. Let S n be the collections of all the permutations on N = {1, . . . , n}, and let M n = {N −→ N } be the set of all maps from N to itself, i.e. S n ⊂ M n . According to (2.1) the determinant of the product (AB) can be written as,
Combinatorially, the maximal value that can be obtained for the last expression is when both i a i,µ(i) and i b µ(i),π(i) attain the maximum at the same time. Namely, both reach the maximum with respect to a same map µ, say µ o . Since |AB| / ∈Ū, there is only a single couple µ o and π o that reaches the maximum.
• Suppose µ o ∈ S n , focus on i b µ(i),π(i) and assume ν o ∈ S n is a permutation that maximizes j b j,νo(j) . In general, respective to any arbitrary permutation µ ∈ S n , there exits a permutation π ∈ S n such that the following diagram 9
Using such π, the maximum of i b µ(i),π(i) can be reached simultaneously when the maximum of i a i,µ(i) is attained. Specifically, let π o be the compatible permutation to µ o , then i b µo(i),π(i) = j b j,νo(j) .
A and B are regular: In this case we have,
A is singular: Recall that |A| = µ∈Sn i a i,µ(i) . Since A is singular, there are at least two different permutations µ 1 , µ 2 ∈ S n that attain the maximum or a single permutation µ ∈ S n that reaches the maximum and involves some entry inŪ.
Without loss of generality, we may assume µ o is one of the entries. Let π 1 , π 2 ∈ S n be the two corresponding permutations which satisfy π l (i) = ν • µ l (i) for l = 1, 2. Then, both combinations
reach the maximum over the composed expression, and hence |AB| ∈Ū. When a single µ ∈ S n that involves an entry inŪ reaches the maximum, the multiplier µ∈Sn i a i,µ(i) = |A| ∈ U, and thus |A||B| ∈Ū.
• Assume µ o ∈ M n \ S n , and let π o ∈ S n to be the corresponding permutation which maximizes the expression
Particularly, there is only one such couple µ o and π o , otherwise AB would not be regular. Since µ o / ∈ S n , there are at least two indices i 1 = i 2 such that
Denote by h 1 and h 2 the two images of π o relating to these indices, i.e.
Because π o is a permutation, we have h 1 = h 2 . Subject to µ o and π o , ( * * ) can be rewritten as,
Now, letπ o ∈ S n be the permutation which is produced from π o by switching between the images of i 1 and i 2 , while all other values remain as they are. Explicitly,
The scheme of the combinatorial situation relating to π o is shown below,
Usingπ, the further development of ( * * * ) yields,
Namely, we specify an additional permutation,π o , which also attain the maximum, thus |AB| ∈Ū.
To summarize, for the case of µ o ∈ M n \S n we get the following: A and B are regular: In this case, we get a contradiction to the regularity of AB. Hence, µ o ∈ S n and this case has already been discussed. A is singular: |AB| ∈Ū should be proved. 
Unit Matrices
The unit matrix of the matrix algebra over (T, ⊕, ⊙) is,
Clearly, I is the neutral with respect to multiplication and commutes with any tropical matrix A,
However, the notion of invertibility is very limited with respect to I and it does not completely coincide with the notion of tropical regularity. But, just as has occurred in the case of the primitives of T happens here too, we can define a partial unit.
Definition 2.10. A partial unit matrix is defined to be a square regular matrix of the form
where ι ν i,j are elements ofŪ.
To emphasize, a non-diagonal entry can be −∞. Furthermore, because the only real entries are the diagonal entries and I is regular, it is clear that | I| = 0. A partial unit matrix is sometimes denoted as T -unit. The collection
consists of all the partial units, in particular, I ∈ J . Note that a partial unit is not necessarily neutral with respect to all tropical matrix.
Given a tropical matrix A, aimed to specify a subset J A of J such that any of its members are neutral in respect to A, the following indication will be needed.
Tterminology 2.11. A matrix I will be said to have a sufficiently small non-diagonal entries with respect to a matrix A if
for any h = j in the left inequality and for any h = i in the right inequality.
This requirement refers only to the non-diagonal entries of I. It insures that when calculating an inner product of a row and a column, and one of the additive components is in R, then the total result is also in R. In fact, this is a stronger condition which "stabilizes" any entry of A with respect to multiplication by I without dependence on the "types" of the entry's value. Obviously, such partial unit, I A , can be constructed for any given matrix A, and I A is not unique. 
The last equality is derived from property (2.4) of I A with respect to A. Since, the equality a ′ i,j = a i,j holds for any indices i, j, we have A ′ = A, and hence A I A = A. The opposite product I A A = A is similarly obtained.
Finally, we can define the collection,
of all the partial units of A satisfying (2.4). Note that, neutrality on the left does not imply neutrality on the right and vise versa. The next example demonstrates the existence of I / ∈ J A which satisfies only one side of (2.5).
Example 2.13. Let A and I be the two following matrices,
and hence A I = A whereas, IA = A.
Relations Over Tropical Matrices
As was already noted, working over the tropical matrices with a collection of partial units is not "natural" as working with matrices that are defined over fields. In order to achieve a process which resembles the handling of classical matrices, we use the following equivalence relation over the primitives of T. Definition 2.14. Let a, b ∈ R, a ν , b ν ∈ U be elements of T, the relation "∼" is defined over these elements as,
Let us emphasize, when the elements are different, the relation is satisfied only for pairs of elements both inŪ. Namely, according to "∼" all the elements ofŪ are equivalent and henceŪ forms an equivalence class. Each of the other equivalence classes contains only a single real element. Using map notion, this relation can be realized as the correspondence T −→R, which maps all the elements ofŪ to the single element −∞.
Claim 2.15. The relation "∼" is an equivalence relation.
The case in which elements of R are involved is trivial. As for the elements ofŪ, one can easily verify that the properties of an equivalence relation are satisfied, i.e. "∼" is Reflexive, Symmetric and Transitive relation.
Next, the relation "∼" is generalized to matrices, which later enables us to definite a "weak" equality. The proof is simply obtained from the properties of "∼" with respect to the matrices' entries.
Advancing this idea of correspondence between tropical matrices, the "weak" tropical equality, , can be stated. This relation also involves regularity of matrices. This notion of "weak" equality can be adopted for the primitives of T as well. In fact, in such a case for real elements the two equalities = and coincide. Namely, by realizing each element of R as a matrix of a single entry, the two equalities = and are identical. 
Clearly, this equality is transitive.
Despite the fact that this "weak" equality may be seem awkward or ambiguous, it enables one to work with tropical matrices in a similar manner to that of matrices defined over fields. As will be seen later, this notion is essential, especially when concerning relations that involve partial unit matrices.
The Tropical Inverse Matrix
This section is completely dedicated to introducing the solution to the matrix invertibility problem over T -a fundamental construction for future development. Thus, the presentation is very detailed and begins with the preliminary definition. where I ∈ J .
Definition and Construction
By this definition and the structure of a partial unit matrix I (Def. 2.10), the non-diagonal entries of I might have different values and hence AA ▽ and A ▽ A may result in different partial units. For this reason the tropical inverse matrix is not necessarily unique, and it is denoted as A ▽ . Nevertheless, usually the relation AA ▽ = A ▽ A against "strong" equality is not satisfied.
Example 3.2. Let,
be two tropical matrices then AA ▽ I, A ▽ A I and also AA I. Namely, A has at least two inverses.
When one intends to use the other arithmetics in order to define an inverse matrix, it appears to be very limited or even impossible. Using M ax Arit. (1.1), unless −∞ is involved, the zero element −∞ is unreachable by tropical sums and products of entries. Thus, reaching the unit I by multiplication of matrices is very limited. On the other hand, when using T rop. Arit. the multiplication is not associative, and that makes the implementation very difficult.
Theorem On Tropical Inverse Matrix
Using the above definition and the previous properties we can state the main theorem. Theorem 3.3. Let A be a square matrix over (T, ⊕, ⊙), then a sufficient and necessary condition for the existence of an inverse matrix A ▽ is that A is tropically regular (i.e. |A| ∈ R). In case A is indeed tropically regular, A ▽ is defined to be,
Before getting into the proof's details, let us first recall and explain some of the notations which will be used.
Notations:
• The sign " • Let S n be the collection of all the permutations over N = {1, . . . , n}, then S n | i →j denotes all the sub-collection of all permeations π ∈ S n with the fixed correspondence π(i) = j, namely
Proof. First we prove the conditions with respect to the multiplication on the right,
the opposite direction is similarly proved.
Necessity: Proof by contradiction, assume that |A| ∈Ū and at the same time there exists an inverse matrix A ▽ . Apply Theorem 2.8 to obtain |AA ▽ | ∈Ū, thus the product matrix is singular and that is a contradiction to the setting of I (Def. 2.10), i.e. | I| = 0. Hence, the equality, AA ▽ I, is not satisfied.
Sufficiency: Let A be tropical regular matrix and let Adj(A) = (Â) T be denoted as A ⋄ . In this part we should prove that AA ⋄ |A| I.
Due to the properties of " · · ", it suffices to show that in case |A| / ∈Ū the relation, Non diagonal entries: Assuming i = j, we should prove that
Namely, there are at least two components that simultaneously attain the maximum, or a maximal component having a value inŪ. We will show that in any case there are at least two maximal components.
Without loss of generality assume i < j and let
where k 1 is the smallest index that attains the maximal value for (3.4). Then we need to prove that there exists an additional index k 2 = k 1 such that
The combinatoric "situation" within the above expression is as follows: a multiplication of the minor |A j,k l | and a compatible entry a i,k l that is placed on the complement of the sub-matrix A j,k l . For better understanding, see the corresponding sketch below,
Define N = {1, . . . , n} to be the set of n indices. Using (2.1) and (3.1) any minor can be written as
where S n | j →k is the collection of all permutations π with the fixed correspondence π(j) = k.
Assume k 1 is the index that achieves the maximum over (3.4) and let π 1 ∈ S n | j →k 1 be the corresponding permutation that reaches the maximum of
Thus, using the tropical rules, the following development is possible,
(3.5)
Letπ 1 be the permutation obtained as the result of replacing the image π 1 (i) of i to be k 1 instead of k 2 (i.e. π 1 (i) := k 1 ). In other words,
Thus,π 1 ∈ S n | j →k 2 . Denoting π 2 =π 1 , Eq. (3.5) can be rewritten as
Composing the above results, since both components (indexed k 1 and k 2 ) reach the maximal value of (3.4), we get
Regularity of product: At the end of this part, to validate the relation AA ▽ I we should prove that |AA ▽ | = 0. However, according to Eq. (2.3) it is enough to show that
Let S n be the collections of all the permutations on N = {1, . . . , n}, and let M n = {N −→ N } be the set of all maps from N to itself, i.e. S n ⊂ M n . Using identities (3.3) and (3.4) the next development is made,
Assume that π o and µ o are the permutation and the map that achieve the maximum in the above determinant, and denote µ o (i) = j i and π o (i) = k i .
When the permutation π o is the identity correspondence (i.e. k i = i for any i), according to Eq. (3.3) for any i, ι i,i = |A| and thus,
Otherwise, i.e. π o is not the identity map, using Eq. (3.6) we have the following product of the entries,
As will be shown it is always ≺ n * |A|.
• Assume µ o ∈ S n is a permutation. For a better understanding let us perform the following translation of indices. Let µ −1 o ∈ S n be the inverse of µ o , namely µ −1 o (j i ) = i, and sign
With respect to this permutation we can specify the permutation ν o ∈ S n which yields the following diagram 10
Note that since the initial permutation is different from the identity map, there exist at least two components with a secondary index j h such that k j h = i j h . Using the latter change of indices, Eq. (3.8) can be rewritten as
Moreover, since k j , i j ∈ {1, . . . , n} this equation can be reordered as
Recall that since the primal permutation (i.e. π o ) is other than the identity, there are at least two pairs, a i j ,j |A k j ,j |, having deferent indices i j 1 = j 1 and i j 2 = j 2 .
Finally, contrarily assume n j=1 a i j ,j |A i j ,j | n * |A|, and distinguish the different cases.
-Assume "≻" is valid, then there exists at least one component,
This is a contradiction to the maximality of the determinant |A|.
-In case of equality, one of the following may have occurred: * All the components, a i j ,j |A i j ,j |, of (3.9) have the same value which is, according to Eq. (3.7), equal to |A| . In this situation, since there are at least two couples of different indices, that is again a contradiction to the primal assumption that |A| / ∈Ū. This is because we get at least two different combinations that simultaneously attain the maximum. * When not all the components have the same evaluation, there is at least one pair that satisfies relation (3.10) and for the same reason this is a contradiction as well.
• Assuming µ o ∈ M n \ S n is the map that attains the maximum for (3.8), then there exist at least two indices i 1 = i 2 such that
Referring to this setting we will observe Eq. (3.8) and show that the case in which µ o / ∈ S n is a map has already been covered by the previous situation when µ o was assumed to be a permutation. be its two components that are indexed according to (3.11) . The combinatorial layouts of these components are as follows,
Particularly, since µ o maps at least two different indices to the same image (3.11) , there exists at least one index j h on the complement of Im(µ o ), i.e. j h ∈ N \ Im(µ o ). Thus, in expression (3.8) the component having the multiplier a i,j h and the corresponding minor |A πo(i),j h | doesn't appear.
Without loss of generality, let us handle the right expression as it appears in (3.12). By the determinant's construction, |A πo(i 2 ),jo | involves an entry a •,jh . Let a i h ,j h be the specific entry that is included in the maximal permutation π o , thus
and hence,
The left equality is obtained due to the maximality of µ o . Namely, we specified another map
, moreover, compared with µ o the number of indices in µ 1 that share a common image is smaller. One can recursively repeat this procedure until the result map µ l ∈ S n is a permutation.
To summarize, referring Eq. (3.8) there is a permutation µ l having the same value as the map µ o has, hence it also attains the maximum over (3.8) . Thus one can apply the previous results regarding µ l ∈ S n .
Summarizing this part of the proof, we have shown that |AA ⋄ | = n * |A| or equivalently |AA ▽ | = 0. Namely, the product AA ▽ is a tropical regular matrix. Actually, we have proved an even stronger statement. We determine the explicit value of the determinant |AA ⋄ |. Composing that insight with the results of the former part, which relate to the matrix's form, the required relation AA ▽ I is reached.
To complete this proof we should show that A ▽ is also a "left inverse" of A, equivalently (Â) T A = A ⋄ A |A| I. Using the same method used before the proof of sufficiency is split into two cases:
Diagonal entries: the case in which i = j and thus
Non diagonal entries: the case in which i = j and thus
These two expressions have similar structures to those of the "right inverse". Thus, the necessity and regularity of these products are also proven in ways similar to those used for proving the "right inverse".
Examples and Properties
Example 3.4. Let A be the 2 × 2 matrix,
where |A| = 3. The product AA ▽ is
Example 3.5. Let A be the 2 × 2 matrix,
where |A| = 3 ν . When computing the product AA ▽ we get
which is not a regular matrix.
Using the tropical inverse matrix some relations which are satisfied in the case of classical matrices are not necessarily valid in the tropical case. For instance, the relation (AB) ▽ = B ▽ A ▽ does not hold tropically. Take the matrix of (2.4),
On the other hand, by (2.4), A 2 is not regular, and the computation of Adj(A 2 )/|A 2 | yields
However, we do have a few immediate conclusions.
Corollary 3.6. Let A be a tropical regular matrix and let A ▽ be its inverse matrix, then
Proof. Since both matrices A and A ▽ are regular so is their product, I A = AA ▽ , then by Theorem 2.8 we have,
and hence |A| = −|A ▽ |. Note that the opposite assertion is not necessarily true. For instance the matrix 
Observations
As a reminder, M ax Arit. is defined over the idempotent 11 semi-ring, (R, max, +), and its zero element, −∞, is unreachable by any expression that does not involve it. Thus, in the corresponding matrix algebra, the unit is reachable only by permutation matrices, up to multiplication of entries by scalar, and hence the invertibility is limited. On the other hand, in T rop. Arit. 12 the addition of matrices over (R,⊙, +) is not associative. In Section 1.5 we have shown that the arithmetic of (T, ⊕, ⊙) can be related to as a generalization of the two other arithmetics and that it resolves some of their deficiencies. When discussing matrix algebras using those arithmetics, elementary issues become problematic or even unsolvable. Indeed, the same principles which have been applied to primitives can be generalized and applied to matrices as well. The idea is that calculations in those matrices can be made with respect to (T, ⊕, ⊙), and then the results can be "reduced" into one of the other matrix algebras.
Let M AT (max,+) (R) and M AT (⊕,+) (R) denote the matrix algebras over the semi-rings (R, max, +) and (R,⊕, +) respectively. SinceR ⊂ T, usingR ֒→ T we have the maps,
Based on the epimorphism π and the map φ,
that have been defined earlier we define the following epimorphism Π and the map Φ,
determined by respectively applying π and φ to the matrices' entries. Assisted by correspondence (4.1) we can characterize more "exact" relations between tropical matrices having only entries inR. Specifically, we refer to relations between a matrix and its inverse.
Proposition 4.1. Let A be a regular tropical matrix and let A ▽ be its inverse and assume a i,j , a ▽ i,j ∈ R for any i, j. Denoting their products as
then the following relations are valid,
Proof. Let us prove for instance the relation Π( I ′ A) = A. Assuming I ′ = (ι i,j ) we should show that
for any i, j. Using the structure of A ▽ , (Eq. (3.4)), we have
Recall that whenever i = k, ι i,k ∈Ū. Compose both expressions together to obtain
According to the former development, i.e. Eq. (3.7) and Eq. (3.8), the maximal value of |A j,h |a k,j is attained when k = h = j. In this case it is equal to |A|. Thus, ( * ) = a i,j |A j,j |a j,j 0 |A| = a i,j ⊙ 0 = a i,j , a i,j ⊙ 0 ν = a i,j ν , and hence π (( * )) = a i,j . The other relations are proved in the similar manner. 
Normalization of Tropical Matrices
Next, we develop operations on tropical matrices which preserve "interior" relationships among a matrix's entries. This development provides more convenient exposition of convexity properties that are indicated by the matrices' entries. When concerning the relationships between topical polynomials and Newton Polytopes [25, 26] , the above insight has an important geometric meaning in the analysis of tropical quadrics [15] . can be constructed. When A is tropically appropriate, T A is defined to be the tropical transposition matrix of A.
According to this construction, when T A is tropically appropriate, N orm(T A ) = I.
Using the above definitions, when A is appropriate it can be decomposed into the product,
Due to the special form of T A and its appropriateness, T A is also invertible, moreover,
Hence, the following relationship can be concluded Using the previous constructions, we can specify properties of matrices using these settings. Proof. This assertion is a direct result of the normalization form (5.1). Since N A is appropriate, the trace is equal to 0 or 0 ν , and the determinant of N A should always satisfy |N A | 0.
The next assertion relates to the "survival" of the tropical regularity under the normalization. Recall that, appropriateness is a property that is preserved under normalization.
Proposition 5.9. The tropical regularity of appropriate matrices is invariant under tropical normalization. 13 Recall that the multiplications (i.e. Proof. Using the determinant's form (2.1) and the properties of ⊕ and ⊙ over T, we write the following simplification, |A| = µ∈Sn a 1,µ(1) · · · a n,µ(n) = µ∈Sn ( 1 2 * a 1,1 ) ⊙ ( 1 2 * a µ(1),µ(1) ) ⊙ ǫ 1,µ(1) · · · ( 1 2 * a n,n ) ⊙ ( 1 2 * a µ(n),µ(n) ) ⊙ ǫ n,µ(n) = µ∈Sn (a 1,1 · · · a n,n ) ǫ 1,µ ( Hence, A is tropically regular if and only if N A is tropically regular.
