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Abstract 
Number of options available for online users for buying items is growing manifold; tool which has come to the rescue of online 
users is Recommender Systems. Recommender System is expanding as an influential research area and has its applications in 
various fields like e-commerce, business, entertainment, education, medical sciences and so on. The developed applications in 
education field are limited to recommend the articles, research papers, courses and books to students and research scholars. 
However, application of recommender system to recommend faculty of an education institution to the students, management and 
other members does not exist. So to further extend its usage in education domain, applications of recommender system to 
recommend faculty of education institution to the students, management and other members is proposed and evaluated in this 
work. The collaborative filtering (CF) is used to implement Faculty Recommender and comparison between the user-user CF and 
item-item CF results is done to find the optimal approach for this proposed Faculty Recommender system. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICECCS 2015. 
Keywords: Recommender system;collaborative filtering,;coefficients; similarity. 
1. Introduction 
     A system which generates outputs i.e. individualized recommendations for users or guides the user with 
personalized recommendations of the items which are found useful or interesting in a large space of possible 
options, is defined as recommender systems. Diverse parts of technologies and approaches are formed by the 
recommender systems. In both the communities’ research and commercial, where numbers of approaches are 
recommended (suggested) for providing different recommendations, these recommender systems have become 
popular. Recommendation system targets to provide the first-rate recommendations to the users. On the basis of the 
ratings given to the items liked by users or by utilizing the information of neighbor users or by using the contextual  
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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information provided by users, recommendations are made. Neighbor users are those which form the community of 
the active user. The suggestions are made to user either by providing characteristics of the product or by 
summarizing the opinion and critiques of the neighbor users. RS is growing as a dominant research area and it has 
applications in variety of fields like e-commerce (ebay.com, Amazon.com), entertainment (Launch.com, 
Moviefinder.com), education (Coursera.org, Docear.org), tourism (travelocity.com, ski-europe.com), medical 
sciences (Drugstore.com, Practo.com) and so on. Researchers are trying to expand the horizon of application of 
recommender systems and they are also working on overcoming the limitations like cold start, scalability and 
sparsity. 
     The recommendation approaches can be categorized on the basis of the process of generating recommendations. 
There are different types of approaches [10] of recommender systems that vary in terms of the knowledge used, the 
recommendation algorithm followed, how the recommendations are generated, assembled and presented to the user. 
These different approaches are illustrated in Figure 1.1: 
 
                                
Fig. 1. Types of Approaches 
     The rest of paper is organised as follows: section II entails the technique used for developing Faculty 
Recommender (FR). Overview of working methodology of FR is provided in section III. Section IV presents and 
discusses the results to evaluate the better approach. Section V discusses the conclusion of the whole paper and the 
future scope. 
2. Collaborative Filtering 
     Today there are number of collaborative filtering methods in service. These methods include different algorithms 
which compute predictions for preference of user and generate recommendations based on the preferences predicted. 
The task of recommendation can be thought of as the problem of information retrieval where the item domain and 
the profile of user preference are queried. Before studying the two basic approaches of Collaborative filtering we 
require to understand the concept of similarity. 
2.1 Similarity 
      If two customers are found to be somewhat similar on the basis of some aspects and features of their profile or 
input data, then they are said to possess similarity between them. In the recommender system to find out the 
similarity between customers is a vital concept for generating recommendations. On the basis of their similarity the 
further steps are performed in generation of predictions. The similarity can be given as the correlation between 
customers. There are some measures used particularly for determining the correlation like Cosine, Pearson, 
Conditional probability etc. Some of these are discussed in below sections. 
2.2 Approaches of Collaborative Filtering 
2.2.1User–user collaborative filtering (UU-CF) 
    User–user collaborative filtering is one of the collaborative filtering based recommender systems. These 
algorithms are based on assumptions such as: 
           i. The taste of users will remain same in future 
           ii. Preferences of users remain consistent and stable 
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      Items those are liked by users form the basis for recommendation. User-user Collaborative filtering was first 
used and introduced by the Group Lens [17] for Usenet article recommendation. User- user collaborative filtering is 
an uncomplicated algorithm that performs in steps; first step is to find the users which are similar to the current user 
on the base of the ratings in the past, the next step is to compute the recommendations and predict the ratings for the 
items that the current user will like. User-user Collaborative filtering method requires a matrix of the ratings, a 
similarity function to calculate the similarity and a method to predict the ratings by the use of ratings and 
similarities. The different methods which can be used to find out the similarity are the Pearson Coefficient, Cosine 
Coefficient and the Spearman rank correlation.  
 
2.2.2 Item-item collaborative filtering (II-CF) 
      The UU-CF approach is quite effective but it suffers from the problem of scalability when the user data grows. 
In real time it becomes difficult to predict by scanning a huge number of neighbors. Item-item collaborative filtering 
was developed to extend the deployment of collaborative filtering. In real time II-CF [18, 19] allows to compute the 
predictions for large user databases. It uses the similarity between two items to compute the recommendations. The 
concept followed behind the item-item filtering is that by analyzing the information of the user about his purchasing 
history we can calculate the predictions that what the user would like in future. It is assumed that the user would 
purchase the items similar to those he had already purchased in past. 
      The coefficients like Cosine, Pearson, and Conditional Probability are used to measure the similarity between 
the items. The Cosine coefficient is analyzed to be best suitable for the item-item filtering as this measure 
outperforms with this filtering.  
 
3. Methodology 
      For any educational institution, students are the central heart as all the uphill battle by faculty, management of 
the institution is done for ensuring students satisfaction. FR acts as an aid for students that facilitate them to steer the 
faculty dossier effortlessly. FR tries to understand the similarities among the faculty members which student has 
liked in the past (specific subject, expert area, languages, tools etc.).  It computes and estimates the recommendation 
to the students of the faculty members. These recommendations could be helpful for students who are new to 
institute, it could help to assist them in finding and contacting faculty of their common area of interest. Similarly the 
management could be benefited by the information of faculty members for assigning any designated task as per their 
qualification and expertise. The development of this system would be beneficial for different institutional members. 
Figure 2 illustrates the architecture of the methodology followed for development and analysis of FR. 
Following are the main steps performed for design and development of faculty recommender system.  
          1. Analysis of roles and responsibilities: Firstly for developing the Faculty Recommender, different roles of 
faculty members and their responsibilities towards the student and management is done. This analysis results in the 
output by enlisting numerous roles and responsibilities of faculty members in an institution.  
        2. Views of FRS: There are four different views of FRS, which includes: admin view, management view, 
faculty view and student view. 
            Admin View: Admin acts as a person with authorities to manage the whole database. He can create, update 
or delete any ID of the other members. 
            Management View: Management members can view the filtered information about their faculty members in 
the institution for their desired task. 
            Faculty View: Faculty members can filter the information about the other colleague members. 
            Student View: Students are the central heart of the whole system. They can view the filtered information 
about the faculty members and can give ratings to them. 
       3. Implementation of FRS: The implementation of FRS is done on .Net platform. Different views including 
main, admin, management, student and faculty view are developed using application language. 
       4. Creating and Updating Database: Using SQL server the complete structure of database is created. It has 
been created to manage the database of all users of the system; with help of these each user profile is created. Admin 
has the authorities to manage the whole database. The ratings provided by students to the faculty members are stored 
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in the database. Each time students’ login for rating teacher database the updations in the database are done 
simultaneously. 
       5. Generating the ratings matrix from Database: The dataset of ratings which is stored with simultaneous 
students’ activity is used for generating the rating matrix. This rating matrix is used in the process of generating 
recommendations both in user to user and item to item approach.  
       6. Generating Recommendations: Collaborative Filtering (CF) is used to develop the proposed recommender 
system. The CF involves two different approaches for generating recommendation. For FRS, both these approaches 
are applied to analyze the difference in results.  
       i. Generation of recommendations with User-User CF-Rating matrix is used as an input for this process.  
Firstly, Pearson Coefficient is computed for each student user, the similarity of each student user with other users is 
calculated to discover its neighbors who have high similarity. The generalized formula of Pearson Coefficient is 
used, which is given below: 
                                                          ݏ݅݉ሺܺǡܻሻ ൌ ݊ σሺܻܺሻെσሺܺሻσሺܻሻඥሾ݊ σܺʹെሺσܺሻʹሿሾ݊ σ ܻʹെሺσ ܻሻʹሿ                                                         (1) 
      X and Y here represent the users between which the similarity is to be computed and n represents the total 
number of items for which the users provided ratings. After getting output of similarity rates, the filtering of the 
neighbors on some factors needs to be done. For this particular recommender system, a threshold value is set by 
getting the maximum value of the similarity and only considering the users who have similarity value 50% high than 
the maximum value for the particular student user.  
     Next is to predict the values of the ratings for those faculty members to whom the particular student user has not 
given any ratings. The prediction of the ratings is computed by formula shown below: 
 
݌ݎ݁݀ݔ݅ ൌ
σ ݏ݅݉ݔݕ ݎݕ݅
σหݏ݅݉ ݔݕ ห                                                                                (2) 
Here ݔ and ݕ represent the users, item is denoted by i.  
     To generate the recommendations the values of the prediction is used. Now, a threshold value of the prediction 
output is set. The predicted ratings which are greater than 3 for the faculty members on the 1-5 rating scale and also 
these faculty members are not previously rated by the particular student user, then the recommendation of these 
faculty members is generated and is shown on the view screen of student users. 
The above mentioned steps for generating recommendations with User-User CF technique are proposed as an 
algorithm in Algorithm 1. 
 
Algorithm: 1 UU - CF Technique for FR 
                                                                                                                                                                                           
Input: Set U= {ݑͳǡݑʹǥ Ǥ Ǥݑ݊} as set of users 
Set I= {ܫͳǡ ܫʹǥ Ǥ Ǥ ܫ݊} as set of items 
a and b are users of system, where a represents the active user and b is neighbor user. 
ܴ݅ݑܽ  is a function which refers to rating of ith item for ua th user. 
 
Begin: 
1: Calculate values for α, β1, β2 where: 
ߙ ൌ෍൫ܴ݅ݑܽ Ǥܴ݅ݑܾ ൯ െ ൭෍ܴ݅ݑܽ
݉
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݉
݅ൌͳ
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2: Put the values calculated in step 1, in the below shown formula 
 
ܵܽ ǡܾ ൌ
ߙ
ߚͳ ǡ ߚʹ 
 
Here S represents the similarity between user a and b. 
3: Set threshold T for setting the range of similar neighbors, here 
ܶ ൌ ͷͲΨ݋݂݉ܽݔ݅݉ݑ݉ݏ݈݅݉݅ܽݎ݅ݐݕݒ݈ܽݑ݁ 
Users who have similarity value greater than ‘T’ are selected as neighbor users for computation of predicting rating 
values. 
4: Calculate Prediction of ratings for user a, with use of output of from Step 3.  Formula for predicting the rating 
value for an item i is: 
݌ݎ݁݀ ൌ σܲܽ ǡܾܴܾ݅σหܲܽ ǡܾ ห
 
5:  Items which have predicted ratings greater than 3 are recommended to user a, i.e. 
ሺ݌ݎ݁݀ ൐ ͵ሻ ՜ ݎ݁ܿ݋݉݉݁݊݀݁݀ݐ݋ݑݏ݁ݎܽ 
End 
 
 
Algorithm: 2 II - CF Technique for FR 
 
Input: Set U= {ݑͳǡݑʹǥ Ǥ Ǥݑ݊} as set of users 
Set I= {ܫͳǡ ܫʹǥ Ǥ Ǥ ܫ݊} as set of items 
ܴ݅ݑܽ  is a function which refers to rating of ith item for ua th user. 
 
Begin: 
1: Calculate values for α, β1, β2 where: 
ߙ ൌ෍ቀܴ݅ݑܽ Ǥܳݑݑܽ
ሱሮቁ
ܽ
෍ቀܴ݆ݑܽ Ǥܳݑݑܽ
ሱሮቁ
ܽ
 
ߚͳ ൌ ඨ෍ቀܴ݅ݑܽ Ǥ ݅ܳ
՜݅ቁ
ܽ
ʹ
 
ߚʹ ൌ ඨ෍ቀܴ݆ݑܽ Ǥ ݆ܳ
՜݆ቁ
ܽ
ʹ
 
 
2: Put the values calculated in step 1, in the below shown formula 
 
ܲܽ ǡܾ ൌ
ߙ
ߚͳǡ ߚʹ 
 
3: Set threshold T for setting the range of similar neighbors, here 
ܶ ൌ ͷͲΨ݋݂݉ܽݔ݅݉ݑ݉ݏ݈݅݉݅ܽݎ݅ݐݕݒ݈ܽݑ݁ 
Users who have similarity value greater than ‘T’ are selected as neighbor users for computation of predicting rating 
values. 
4: Calculate Prediction of ratings for user a, with use of output of from Step 3.  Formula for predicting the rating 
value for an item i is: 
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݌ݎ݁݀ ൌ σܲܽ ǡܾܴܾ݅σหܲܽ ǡܾ ห
 
5:  Items which have predicted ratings greater than 3 are recommended to user a, i.e. 
ሺ݌ݎ݁݀ ൐ ͵ሻ ՜ ݎ݁ܿ݋݉݉݁݊݀݁݀ݐ݋ݑݏ݁ݎܽ 
End 
 
The steps mentioned in section ii for generating recommendations with Item- Item CF technique are proposed as an 
algorithm in Algorithm 2. 
  
Fig 2. System Architecture 
ii. Generation of recommendations with Item-Item CF-Rating matrix generated is also used in the item-item CF 
technique. The difference is that in this approach the recommendations are generated by focusing on the similarity 
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between the items which here represents the faculty members rather than the users. Cosine coefficient is used to 
compute the similarity between the faculty members from the database of each student user, the similarity of each 
faculty member with other faculty members is calculated to discover the members with high similarity.  
                                                   ݏ݅݉ሺ݅ǡ ݆ሻ ൌ σݑאܷ
ቀݎݑ ǡ݅െݎݑሬሬሬሬሬԦቁሺݎݑ ǡ݆െݎݑሬሬሬሬሬԦሻ
ටσݑאܷሺݎ݅ǡ݌ െݎ݅ሬሬሬሬԦሻʹටσݑאܷሺݎݑ ǡ݆െݎ݆ሬሬሬሬԦሻʹ
                                                            (3) 
      In above equation, U= (u1, u2, …,un) is the users set which rated both i and j items, R is n × m rating matrix and 
ݎݑഥ  denotes the average ratings.After getting output of similarity rates, the filtering of the items (faculty members) is 
done by setting the threshold. 50% of maximum value of similarity obtained is taken as the threshold value, only the 
values of the item that have similarity value higher than the threshold are selected. 
The prediction of the ratings for the items for which student user has not given any ratings is computed by formula. 
The similarity results are used for predicting the ratings, as the results represent the similarity value between two 
items. 
 
                                                                                     ݌ݎ݁݀ݑ݅ ൌ
σ ݏ݅݉ ݆݅ ݎݑ݆
σหݏ݅݉ ݆݅ ห
                                                              (4) 
Here ݅ and ݆ represent the items, item is denoted by u.  
     The prediction results are used for generating recommendations. A threshold value of the prediction output is set 
like the predicted ratings which are greater than 3 for the faculty members on the 1-5 rating scale and also these 
faculty members are not previously rated by the particular student user, then the recommendation of these faculty 
members is generated and is shown on the view screen of student users. 
4. Results and Discussion 
     The proposed faculty recommender generated number of recommendations with both user-user and item-item 
filtering techniques. The student users were provided with these recommendations and asked to use the 
recommendations and rate the faculty members if they found any of them useful.  Now, next step is to evaluate the 
performance of both the techniques. The below Table 1 represents the dataset of user and item which was collected 
by offline experiment and Table 2 shows the manually calculated recommendation results which were generated 
after applying algorithms 1 and 2: 
                                                                          Table 1. Dataset Collected By Offline Experiment  
Total users (Students) 100 
Total items(Faculty) 15 
 
                                                                                Table 2. Manual Calculated Results 
Recommendations Using  Algorithm 1 Recommendations Using Algorithm 2 
Total Recommendations generated 176 Total Recommendations generated 280 
Recommendations used 115 Recommendations used 215 
Calculating Precision and Recall: Recommendations generated from both the approaches are evaluated by using 
performance metrics. The whole experiment is an offline experiment and to evaluate the recommendation results 
confusion matrix is created to calculate precision and recall. With the help of Table 1 and 2, precision and recall 
values are computed for the User-User and Item-Item CF.  The results are shown in tables 3 and 4 respectively.                    
Table 3. Precision and Recall For User-User CF 
User-User CF 
(Pearson Coefficient) 
Precision Recall 
58% 62% 
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     The precision value computed for User-User CF is 58% and recall value is 62%. Manual calculation is performed 
to calculate the values for confusion matrix and the values of confusion matrix are used for the calculation of 
performance metrics. The precision and recall value computed for Item-Item CF is 76% and 87% respectively.  
                                                                           Table 4. Precision and Recall For Item-Item CF 
Item-Item CF 
(Cosine Coefficient) 
Precision Recall 
76% 87% 
 
Discussion: Results computed by performance metrics shown in Table 3 and 4 are used to compare the User-User 
CF and Item-Item CF technique performance for the proposed Faculty Recommender.  
 
 
                 Fig 3. Graph Representation of Precision Results                                    Fig 4. Graph Representation of Recall Results 
      From the above resulted graphs, it is clear that item-item CF performed better. Now, to evaluate that why the 
item-item CF technique is performing better for this proposed system, analysis is performed. During the analysis 
many points described the reason for the success of the item-item technique. The item-item filtering technique 
performed better for the proposed Faculty Recommender and both the results of the precision and recall are better 
than the user-user based technique. This situation might have occurred due to the below mentioned theories about 
the item-item technique.  
i. The included dataset in the proposed recommender system have much greater number of users than the number of 
items i.e. student users are more than the faculty members. In [20, 21], it is mentioned that the more accurate results 
of recommendations are produced by the item-item filtering techniques in such type of cases. 
ii. In the above mentioned situation, item-item filtering technique is preferred also because the computation time for 
computing similarity weights and the memory required is less in this technique. 
iii. If the number of items is static as compared to the list of the users of the recommender system, than the item-tem 
technique is preferred. It is so, because the system is able to recommend items even to new users. 
Therefore, these above mentioned reasons help to analyze the better working of the item-item CF technique for the 
Faculty Recommender.  
5. Conclusion and Future Work 
     Primary focus of this work is to extend the usage of recommender systems in discipline of education. 
Recommender system for recommending the faculty of an institution to the students and management is designed 
and developed using collaborative filtering technique. Further, the development is done with two different 
approaches of collaborative filtering: user to user and item to item and in these techniques Pearson and Cosine 
coefficients are used to find the similarity among users respectively. The performance evaluation of these techniques 
for proposed Faculty Recommender system is done by finding the precision and recall values. This offline 
experiment is evaluated by performing manual operations. Precision and Recall values are computed for both the 
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techniques to compare their performance for this proposed system. Results of precision value for the both the 
techniques differ by 16%, item-item CF results in better results as compared to the other. Results of recall for the 
both the techniques differ by 25%, item-item CF results are better as compared to other. Item-Item CF technique 
performs better than the User-User CF technique as for this proposed faculty recommender it gave better results. 
Future Work: The proposed recommender is a novel idea which can be extended further to improve the results. As 
collaborative filtering technique is used in this proposed faculty recommender, there are various other techniques 
which could be helpful for improving performance and results. Content based filtering, knowledge based or hybrid 
approach could be applied on the proposed recommender to increase the efficiency of faculty recommender. The 
dataset and the experiment performed is offline in this thesis work. The dataset was collected offline through a 
group of students who acted as users. This offline experiment could be converted to online experiment with use of 
online and real time dataset. This online transformation could help to calculate performance of faculty recommender 
more accurately.   
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