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Abstract
The aim of this thesis is to compare several extensions of multimodal logic in terms
of their representational succinctness on different classes of models. Succinctness is a
natural refinement on the notion of expressivity. Intuitively, given two logics L1 and L2,
we say that L1 expresses more succinctly than L2 some properties of a class of models
if the L1-formulae expressing the properties in question are significantly shorter than
all the equivalent L2-formulae. The precise technical interpretation of “significantly
shorter” depends on the case at hand and may mean “exponentially shorter”, “non-
elementary shorter”, etc. This work was motivated by the question of whether public
announcement logic (PAL) is exponentially more succinct than multimodal logic (ML)
on the class S5 of Kripke models with underlying structures in which all relations are
reflexive, symmetric, and transitive.
Using techniques based on a generalisation of Ehrenfeucht-Fra¨ısse´ games called Adler-
Immerman games, we show that extending ML in two different ways: by allowing for-
mulae [∪Γ]ϕ, where [∪Γ]ϕ is equivalent to
∧
i∈Γ[i ]ϕ, and by introducing formulae [∃Γ]ϕ
such that [∃Γ]ϕ is equivalent to
∨
i∈Γ[i ]ϕ, leads to two well-known equally expressive
extensions of ML, called [∪]ML and [∃]ML, respectively, such that each one of them
is exponentially more succinct than the other on the class of all Kripke models. We
also compare [∪]ML and [∃]ML with PAL and prove that there are properties of Kripke
models that can be expressed exponentially more succinctly in PAL than in both [∪]ML
and [∃]ML. In order to show that even logics with different expressive power can be
meaningfully compared in terms of their representational succinctness, we consider spe-
cific modal formulae containing modalities of the form [a ∩ b] and study the lengths of
equivalent formulae from the logics [∪]ML and [∃]ML on some suitably chosen Kripke
models. We obtain meaningful succinctness results even in this case.
As far as S5-models are concerned, we are able to answer in the affirmative our
initial motivating question; moreover, we compare the logics [∪]ML and [∃]ML with
ML and show that there is an exponential succinctness gap in this case, too. Again,
we are able to exhibit formulae containing modalities [a ∩ b] that have ML-equivalents
on a very restricted subset of S5-models but the length of these equivalent formulae is
exponentially bigger.
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Chapter 1
Introduction
The study of the expressive power of logics is one of the major topics in mathematical
logic and theoretical computer science. The general framework for such investigations
can be described as follows. We begin with the question of whether a particular for-
malism can express some property on some class of models or not. The intuitive notion
of property is given a formal expression through the concept of query and, therefore,
the formal version of our initial question is whether a particular query is definable in
some logic under investigation. Such questions are of great theoretical interest but work
on problems in knowledge representation, database theory, automated verification and
model checking has shown that the study of expressivity should be more refined as
suggested by the next examples.
It has been argued in [25] that, at least as far as knowledge representation formalisms
are concerned, the comparison of two such formalisms, L1 and L2, cannot be meaningfully
accomplished just in terms of expressive power or the computational complexity of their
inference problems. This is due to the fact that often we have the following situation:
1. L1 and L2 are equally expressive, and/or
2. L1 and L2 have the same complexity of the satisfiability problem, or
3. the complexities of L1 and L2 are different but both are so high that it cannot be
honestly claimed to be of any practical relevance.
Therefore, the authors of [25] suggest that a better comparison criterion is the repre-
sentational succinctness of such formalisms. Intuitively, if we are interested in some
particular query Q that is expressible with formulae ϕ1 and ϕ2 from L1 and L2 respec-
tively, we should ask if there is a significant difference in the lengths of ϕ1 and ϕ2. Hence,
the notion of succinctness is a refinement of the notion of expressivity.
Similarly, it is pointed out in [26] that the expressive power of node-selecting query
languages for XML-documents studied in database theory is not the main issue. How-
ever, the interplay between the time in which queries can be evaluated and their suc-
cinctness becomes very important.
1
Chapter 1. Introduction 2
An analogous situation is found in the study of the relationship between different
fragments of first order logic and versions of temporal logic or between different temporal
logics where the issue of representational succinctness becomes very important (see, for
example, [66], [17], [45])
Aims and Objectives Our starting point is multimodal propositional logic (ML),
which extends classical propositional logic with an indexed set of unary modal operators
[i ], where each such operator is interpreted on a Kripke accessibility relations Ri . We
aim to study the relative succinctness of four well-known extensions of ML on different
classes of models. These extensions are:
• [∪]ML which adds to ML formulae [∪Γ]ϕ for every finite set of relation indices Γ,
where [∪Γ]ϕ is equivalent to
∧
i∈Γ[i ]ϕ;
• [∃]ML which extends ML with formulae [∃Γ]ϕ, where [∃Γ]ϕ is equivalent to
∨
i∈Γ[i ]ϕ;
• [∩]ML obtained by adding to ML formulae of the form [∩Γ]ϕ that are interpreted
in Kripke models as usual
(M ,w) |= [∩Γ]ϕ if and only if (M , v) |= ϕ for all v such that
∧
i∈Γ
wRiv ;
• [ϕ]ML, or more popularly known as public announcement logic (PAL) (see, for
example, [50]), is an extension of ML with formulae [ϕ]ψ interpreted in Kripke
models as follows
(M ,w) |= [ϕ]ψ if and only if (M ,w) |= ϕ implies (M |ϕ,w) |= ψ,
where M |ϕ is the restriction of the model M to the points that satisfy ϕ.
[∪Γ] is the familiar from Boolean modal logic ([24]) and propositional dynamic logic
([29]) modality [i ∪ j ∪ . . . ∪ m] where Γ = {i , j , . . .m}. In epistemic logic ([62],[18]),
formulae of the form [∪Γ]ϕ are used to express the notion “everybody in the group
of agents Γ knows that ϕ is true”. In the same way, a formula [∃Γ]ϕ captures the
intuitive notion “somebody in the group of agents Γ knows that ϕ” while formulae [ϕ]ψ
are a natural way of formalizing the idea “ψ is true after the public announcement of
ϕ”. Similarly, allowing modalities of the form [∪Γ] in ML corresponds to adding role
disjunctions to the description logic ALC ([4]). Introducing these modal operators does
not lead to an increase of expressive power but we will show that they increase the
succinctness of the resulting system exponentially.
Although modalities [∩Γ] also occur naturally in Boolean modal logic, propositional
dynamic logic, and epistemic logic where they are used as a formalisation of the notion of
distributed knowledge among the agents in the group Γ, it is well-known that they cannot
be expressed in ML. However, we are going to show that there are formulae containing
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[∩Γ] modalities that have equivalent, on some simple classes of Kripke models, ML-
formulae whose length is exponentially bigger and this cannot be improved even if we
allow the use of [∪Γ] or [∃Γ] operators.
The initial motivation for the study of these problems came from the open question
in [43] whether [ϕ]ML is exponentially more succinct than ML on S5-models. We give
a positive answer in Chapter 5.
Thesis Structure
Chapter 2 serves as a practical introduction to the type of questions and mathemat-
ical techniques with which we are dealing in the thesis. The first sub-section contains
a slow-paced proof of the well-known fact that the shortest formula in disjunctive nor-
mal form that is equivalent to the formula ln
def
= p1 ⊕ p2 ⊕ . . . ⊕ pn , where ⊕ denotes
the “exclusive or” operator, is its canonical disjunctive normal form. The second sub-
section is dedicated to a very short overview of a small number of well-known results and
methods for proving lower bounds on the size of formulae of Boolean logic, first-order
logic, modal logic and some more specialised logics for knowledge representation.
Chapter 3 consists of 3 sub-sections. In the first, we consider carefully the notion of
succinctness and give a sufficient condition for proving that one logic is exponentially
more succinct than another on a given class of models. The modal logics we study in
the thesis are defined in the second sub-section. The third is dedicated to the definition
of extended-syntax trees for modal logic formulae and related notions.
Chapter 4 contains our succinctness results on classes of models with no restrictions
on the relations in the underlying Kripke structures.
Chapter 5 is dedicated to succinctness results on S5-models.
In Chapter 6, we summarise all the results we obtain in Chapter 4 and Chapter 5
and list some open problems.
The notational conventions adopted in this thesis are more or less standard. We use
the usual abbreviation “iff” for “if and only if”. The operator
def
= is used to designate
a definition of the object on the left side; ∈, ⊂ and ⊆ are used in the usual way, i.e.
x ∈ S means that x is an element of the set S , A ⊂ B means that A is a strict subset of
B , whereas A ⊆ B means that A ⊂ B or A = B . The sets of the non-negative integers
{0, 1, 2, . . .} and the non-negative real numbers are denoted N and R+, respectively.
The formal precision of our exposition increases from one chapter to the next. Some-
times we repeat or make the same point using a slightly different perspective in order to
achieve clarity, intuitive understanding and help the reader grasp easily the main points
of an argument.

Chapter 2
Technical Introduction
The purpose of this chapter is to introduce the reader to the type of problems and
mathematical techniques with which we are dealing in this thesis. In the first sub-section
we give a slow-paced proof of the well-known result [42] that the shortest formula in
disjunctive normal form that is equivalent to the formula ln
def
= p1⊕p2⊕ . . .⊕pn , where ⊕
denotes the “exclusive or” operator, is its canonical disjunctive normal form. Although,
to the best of our knowledge, the argument we offer here is new, our main interest lies
not so much in finding yet another proof of a classic theorem but in the introduction
of the Adler-Immerman game [1] and extended syntax trees [27] on which the proof is
based and which are our main technical tools for obtaining all the results in the next
chapters. Our exposition is somewhat non-standard and not very precise because we
aim at developing the reader’s intuition in the simplest possible setting. The second sub-
section is dedicated to a very short overview of a small number of well-known results
and methods for proving lower bounds on the size of formulae of Boolean logic, first-
order logic, modal logic and some more specialised logics for knowledge representation.
Inevitably, the selection of problems and methods we offer is extremely limited and
somewhat arbitrary.
2.1 An Example From Propositional Logic
One of the notoriously difficult open problems in Boolean function complexity ([15], [38],
[47], [65]) is the following.
Given a certain Boolean function of n variables f (x1 . . . xn), what is the shortest
(smallest) Boolean formula computing f (x1 . . . xn)?
The usual strategy when dealing with a seemingly intractable question is to try and
solve a restricted version of it. Here, we will reprove one of the classic such results as
a means of introducing some of the notions and types of arguments found in the next
chapters. Since this thesis is dedicated to lower bounds on formula size in the setting
of modal logic as an extension of propositional logic, we will not use the language of
5
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Boolean function theory but that of propositional logic in order to ensure uniformity in
notation and presentation.
We fix a countably infinite set of propositional symbols P = {1, p1, p2, . . .} that
contains the constant symbol 1. The formulae of Boolean logic over P are defined relative
to a non-empty countable set B = {op1, . . . , opi , . . .} of Boolean operators called basis
and a function α : B → N assigning to each operator from B a natural number called
arity. Traditionally, the most popular basis is the De Morgan basis DM = {¬,∨,∧}
where ¬ has arity 1 whereas ∨ and ∧ have arity 2. Another basis which will play a role
in this section is Mod2 = {∧,⊕}, where beside the operator ∧, we have the operator ⊕
which has arity 2.
Definition 2.1 (Boolean formulae). The set of Boolean formulae Φ(P ,B) over the
propositional symbols in P and a basis B is the smallest set of strings containing all
propositional symbols and closed under the operators in B, i.e.,
• P ⊂ Φ(P ,B);
• for any op ∈ B, if α(op) = n and ϕ1, ϕ2, . . . , ϕn belong to Φ(P ,B), then so does
op(ϕ1, ϕ2, . . . , ϕn).
Example 2.1. In the case of the De Morgan basis DM, we have the well-known defi-
nition below where the formulae are defined using the infix notation.
• P ⊂ Φ(P ,DM);
• if ϕ ∈ Φ(P ,DM), then ¬ϕ ∈ Φ(P ,DM);
• if ϕ and ψ belong to Φ(P ,DM), then so do (ϕ ∨ ψ) and (ϕ ∧ ψ).
The set Φ(P ,Mod2) is defined similarly.
• P ⊂ Φ(P ,Mod2);
• if ϕ and ψ belong to Φ(P ,Mod2), then so do (ϕ ∧ ψ) and (ϕ⊕ ψ).
The length of a formula ϕ ∈ Φ(P ,B), denoted |ϕ| is defined recursively on the
structure of ϕ.
|1| = |pi | = 1 for any pi ∈ P ;
|op(ϕ1, . . . , ϕn)| = 1 + |ϕ1|+ |ϕ2|+ . . .+ |ϕn |.
Therefore, when defining the length of a formula ϕ, we do not take into consideration the
number of parentheses and the length of indices of the propositional symbols occurring
in ϕ. Another way of defining the length of ϕ would be to encode all propositional
symbols and Boolean operators as binary strings and use this encoding to represent ϕ
as a word over the alphabet {0, 1}. Then the length of ϕ is the length of its binary
representation. The reader can find more on this in [23] (p. 8) and [26] but the main
point that is made by the authors there is that the relations between the lower bounds
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we prove using our length measure remain valid for any reasonable algorithmic encoding
of formulae as binary strings.
The semantics of the formulae Φ(P ,B) is given, as usual, via valuation functions,
or valuations for short, V : P → {0, 1} that map the set of propositional symbols P to
the set {0, 1} with the provision that 1 is always mapped to 1. It is a standard result of
propositional logic that every such mapping V : P → {0, 1} has a unique extension Vext
that maps Φ(P ,B) to {0, 1} and respects the operators from B. We will be particularly
interested in the following function
Vext(1) = 1 always;
Vext(pi) = 1 iff V (pi) = 1;
Vext(¬ψ) = 1 iff Vext(ψ) = 0;
Vext(ψ ∨ θ) = 1 iff Vext(ψ) = 1 or Vext(θ) = 1;
Vext(ψ ∧ θ) = 1 iff Vext(ψ) = 1 and Vext(θ) = 1;
Vext(ψ ⊕ θ) = 1 iff Vext(ψ) = 1 or Vext(θ) = 1 but not both.
For our purposes, it is convenient to identify Vext with V and write V |= ψ instead
of Vext(ψ) = 1. Hence, we can rewrite the above as follows.
V |= 1 always;
V |= pi iff V (pi) = 1;
V |= ¬ψ iff V 6|= ψ;
V |= ψ ∨ θ iff V |= ψ or V |= θ;
V |= ψ ∧ θ iff V |= ψ and V |= θ;
V |= ψ ⊕ θ iff V |= ψ or V |= θ but not both.
A formula ϕ such that V 6|= ϕ for any V (equivalently, V (ϕ) = 0 for any V ) is called a
contradiction. Two formulae ϕ1 and ϕ2 are called equivalent iff for every valuation V ,
we have V |= ϕ1 iff V |= ϕ2. It is easy to see that V |= ϕ⊕ψ iff V |= (¬ϕ∧ψ)∨(ϕ∧¬ψ)
and V |= ¬ϕ iff V |= 1⊕ϕ. These equivalences are the essential facts behind the standard
result of propositional logic that for any formula ϕ ∈ Φ(P ,DM) there is an equivalent
formula ψ ∈ Φ(P ,Mod2) and vice versa.
Let σ denote an element of the set {0, 1}. As usual, for any p ∈ P , we call pσ a
literal and define it as follows
pσ =
{
p, if σ = 1;
¬p, if σ = 0.
Until the end of this subsection, we are going to write ϕψ instead of ϕ∧ψ. The length
of ϕψ is defined as |ϕψ| = |ϕ|+ |ψ|. It is obvious that for any formula ϕ ∈ Φ(P ,DM),
there is an equivalent formula ϕ′ obtained from ϕ by replacing every sub-formula ψ1 ∧
ψ2 with ψ1ψ2; moreover, |ϕ′| ≤ |ϕ|. Let us denote the set of all such formulae by
Φ\∧(P ,DM). It is clear that lower bounds proven with respect to the length of formulae
in Φ\∧(P ,DM) will remain valid for the formulae in ϕ ∈ Φ(P ,DM), too, i.e., if we prove
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that the shortest formula in Φ\∧(P ,DM) that has a property P cannot have length
smaller than n, then the same would be true for the formulae in Φ(P ,DM). A formula
of the form pσkk p
σl
l . . . p
σn
n such that there are no two different occurrences of the same
propositional symbol pj , where j ∈ {k , l , . . . ,n}, is called an elementary conjunction
(EC ). To simplify our exposition, we assume that the propositional symbols occurring
in an EC are ordered in increasing order of their indices. The set of all elementary
conjunctions built from propositional symbols from P is denoted EC (P).
Example 2.2. Given the above definition, we see that p01p
1
4p
0
17 is an elementary con-
junction but p14p
1
17p
0
17 is not because there are two occurrences of the same propositional
symbol p17 in the latter.
It is easy to see that for any valuation V : P → {0, 1},
V |= pσkk pσll . . . pσnn iff V (pj ) = σj for any j ∈ {k , l , . . .n}.
We say that the elementary conjunction EC1 is contained in the elementary conjunction
EC2, and write EC1  EC2, if all the literals of EC1 occur in EC2.
Example 2.3. If EC1
def
= p11p
1
3 and EC2
def
= p11p
0
2p
1
3 , then EC1  EC2.
As is well-known from elementary propositional logic, for any basis B and any for-
mula ϕ ∈ Φ(P ,B), whether V |= ϕ is true or not does not depend on the value of V (p)
for any propositional symbol p that does not occur in ϕ. This fact, of course, is the
reason why the semantics of Boolean formulae is often given via truth tables. Hence,
when appropriate, we will sacrifice precision and write,
σi . . . σm |= ϕ
to mean that only the propositional symbols pi , . . . , pm occur in ϕ and when the propo-
sitional symbol pi is assigned the value σi , . . ., and pm is assigned the value σm , then ϕ
evaluates to 1. The reader can think about the sequence σi . . . σm as a row of the truth
table for ϕ that results in ϕ’s being true.
Example 2.4. We have
011203 |= p01p12p03 and 021506 |= p02p15p06
but
021506 6|= p12p15p06
because the valuation 021506 assigns 0 to p2.
The following simple fact will be important later.
Proposition 2.2. σ1σ2 . . . σn |= p1⊕ p2⊕ . . .⊕ pn iff the number of 1’s in the sequence
σ1σ2 . . . σn is odd.
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In this section we are particularly interested in the set of formulae defined below.
Definition 2.3 (Disjunctive Forms). The set DF (P) of formulae in disjunctive form
over P is the smallest subset of Φ(P ,DM) such that
• EC (P) ⊂ DF (P);
• if ϕ and ψ belong to DF (P), then so does (ϕ ∨ ψ).
Hence, ϕ is a formula in disjunctive form iff ϕ
def
= EC1∨EC2∨ . . .∨ECn , where n ≥ 1.
A formula ϕ is in disjunctive normal form if ϕ
def
= EC1 ∨ EC2 ∨ . . . ∨ ECn , n ≥ 1,
and all the elementary conjunctions are pairwise different. Note that an elementary
conjunction is both in a disjunctive form and in a disjunctive normal form.
The next standard result is a simple corollary of Shannon’s decomposition of Boolean
functions [56].
Theorem 2.4 (Canonical Disjunctive Normal Form). For any basis B and any formula
ϕ ∈ Φ(P ,B) that is not a contradiction, there is an equivalent formula in disjunctive
normal form.
Proof. Without loss of generality, let p1, p2, . . . , pn be all the different propositional
symbols occurring in ϕ. Let 1 = {σ1σ2 . . . σn | σ1σ2 . . . σn |= ϕ} be the set of all rows
of the truth table of ϕ for which ϕ evaluates to 1. Note that 1 is non-empty because ϕ
is not a contradiction1. The formula
CDNF (ϕ)
def
=
∨
{σ1σ2...σn∈1}
pσ11 p
σ2
2 . . . p
σn
n
is equivalent to ϕ and is called its canonical disjunctive normal form.
This theorem shows that there is no difference between Φ(P ,DM), Φ(P ,Mod2) and
DF (P) in terms of the properties of valuations they can express, i.e., their expressive
power is the same. However, there is a big difference between these sets of formulae in
terms of the “efficiency” or “succinctness” with which they express certain properties,
as we will now demonstrate.
Example 2.5. Note that, in general, there is more than one formula in disjunctive
normal form that is equivalent to a formula ϕ. For example, both p11p
1
3p
1
4 ∨ p01p13p14
and p13p
1
4 are formulae in disjunctive normal form that are equivalent to the formula
(p1 ∨ ¬p1)p3p4.
It is a classic result that goes at least as far back as [42] that the shortest formula in
disjunctive normal form that is equivalent to the formula ln
def
= p1 ⊕ p2 ⊕ . . . ⊕ pn is its
canonical disjunctive normal form CDNF (ln) which contains 2
n−1 elementary conjunc-
tions each one of them containing n pairwise different propositional symbols. Therefore,
CDNF (ln) contains n × 2n−1 different occurrences of propositional symbols.
1It is easy to see that contradictions do not have equivalent disjunctive normal forms.
Chapter 2. Technical Introduction 10
Example 2.6. If n = 3, then the shortest formula in disjunctive normal form that is
equivalent to l3
def
= p1 ⊕ p2 ⊕ p3 is CDNF (l3) def= p01p02p13 ∨ p01p12p03 ∨ p11p02p03 ∨ p11p12p13 .
As a gentle introduction to the type of reasoning employed in the later chapters, we
are going to reprove this result and introduce some important concepts and techniques
along the way.
The general problem we are facing can be intuitively described as follows. We want
to prove lower bounds on the size of certain type of formulae ϕ (in our case, formulae
in disjunctive form) that express certain property P with respect to a given semantics
(in our case the semantics is given via valuation function and the property P is given
by Proposition 2.2, namely, “the valuation V assigns the value 1 to an odd number
of propositional symbols among the symbols {p1, . . . , pn}”). Therefore, we need a tool
that allows us to reason about the length of such formulae. Intuitively, it will be helpful
if this tool is tailored simultaneously to the definition of the length of the formulae ϕ
and the fact that they can differentiate between objects that have the property P and
those that do not. We can achieve this by associating, as usual, with every formula ϕ
its syntax tree2 Tϕ. Then we can use the number of nodes of Tϕ as an estimate of the
length of ϕ. In addition, we add some new features to these syntax trees in order to
be able to reason about formulae that separate objects that have a given property from
the ones that do not. Extended syntax trees were introduced in [27] in the setting of
first order logic and can be used as a formalisation of the above intuition. We define the
corresponding notion for Boolean formulae in disjunctive form below in Definition 2.5.
Intuitively, as its name suggests, an extended syntax tree of a Boolean formula in
disjunctive form ϕ is a syntax tree of ϕ where, apart from a syntax label that can
be either an elementary conjunction occurring in ϕ or the symbol ∨, each node has a
semantic label 〈A,B〉 where A and B are two sets of valuations. From now on, a tree
node with a semantic label 〈A,B〉 will be denoted A ◦B. The valuations in A will be
called the valuations on the left. Similarly, the valuations in B will be called the
valuations on the right. Additionally, if V is a set of valuations, we write V |= ϕ
to mean that for all V ∈ V, it is true that V |= ϕ. We would like to stress that this
definition applies also to the case where V = ∅. In particular, it is trivially true that for
all valuations V ∈ ∅, we have V |= ϕ and therefore, ∅ |= ϕ.
Definition 2.5 (Extended Syntax Trees for Disjunctive Forms). Let ϕ ∈ DF (P) and
let A and B be two (not necessarily non-empty) sets of valuations such that A |= ϕ and
B |= ¬ϕ. The extended syntax tree T 〈A,B〉ϕ of ϕ is defined inductively on the structure
of ϕ as follows.
(ϕ is an elementary conjunction pσll p
σm
m . . . p
σn
n ): T
〈A,B〉
ϕ consists of a single node
that has a syntax label pσll p
σm
m . . . p
σn
n and a semantic label 〈A,B〉. Note that
A |= ϕ while B |= ¬ϕ.
2We assume that the reader is familiar with the graph-theoretic notion of tree and do not give formal
definitions.
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A B
pσll p
σm
m . . . p
σn
n
Figure 2.1: The extended syntax tree T
〈A,B〉
p
σl
l p
σm
m ...p
σn
n
.
(ϕ is ψ1 ∨ ψ2): T 〈A,B〉ψ1∨ψ2 has a root r with syntax label ∨ and semantic label 〈A,B〉.
The first child of r is the root of T
〈A1,B〉
ψ1
. The second child of r is the root of
T
〈A2,B〉
ψ2
for some (possibly empty) A1 and A2 such that A1 |= ψ1, A2 |= ψ2, and
A = A1∪A2. Note that there is at least one subset A1 such that A1 |= ψ1 and at
least one A2 such that A2 |= ψ2 because the opposite means that A |= ψ1 ∨ ψ2 is
not true. Additionally, since B |= ¬(ψ1 ∨ ψ2), we have B |= ¬ψ1 and B |= ¬ψ2.
∨
A B
T
〈A1,B〉
ψ1
T
〈A2,B〉
ψ2
Figure 2.2: The extended syntax tree T
〈A,B〉
ψ1∨ψ2 .
The number of nodes n of an extended syntax tree is called its size.
Example 2.7. Let the set A consist of the valuations 010213, 011203, 110203. Let B con-
tain just one valuation, namely 011213. The extended syntax tree T
〈A,B〉
p01p
0
2p
1
3∨p01p12p03∨p11p02p03
of the formula p01p
0
2p
1
3 ∨ p01p12p03 ∨ p11p02p03 is shown in Figure 2.3 below.
∨{110203, 011203, 010213} {011213}
{010213} {011213}
p01p
0
2p
1
3
∨{110203, 011203} {011213}
{011203} {011213}
p01p
1
2p
0
3
{110203} {011213}
p11p
0
2p
0
3
Figure 2.3: The extended syntax tree T
〈A,B〉
p01p
0
2p
1
3∨p01p12p03∨p11p02p03 .
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Note that A |= p01p02p13 ∨ p01p12p03 ∨ p11p02p03 and B |= ¬(p01p02p13 ∨ p01p12p03 ∨ p11p02p03).
The next proposition follows immediately from Definition 2.5
Proposition 2.6. For any two formulae in disjunctive form ϕ and ψ and any sets of
valuations A, B, C, and D, if the extended syntax tree T
〈A,B〉
ϕ contains a node C ◦D
that is the root of the syntax tree T
〈C,D〉
ψ , then C |= ψ and D |= ¬ψ.
The initial motivation for the introduction of extended syntax tree came from the
seminal [1] where the main idea, as in the case of Ehrenfeucht-Fra¨ısse´ (EF) games [16, 20]
which are used to capture the combinatorial content of first-order quantification, is to
capture the combinatorial content of the truth definition of first order formulae in the
form of a game. The resulting games are called Adler-Immerman (AI) games, a versatile
generalisation of EF games, that provide us with a technical means for proving lower
bounds on formula size in different logics. Although the proofs of our main results in the
next chapters are formulated in terms of extended syntax trees, we think that the reader
will find it useful to be given two slightly different perspectives on essentially the same
object and that is why we define here a version of AI games that is suitable for Boolean
formulae in disjunctive form. After that, we make the connection between these games
and extended syntax trees formally precise.
Definition 2.7 (AI games for disjunctive forms). The one-person (called Spoiler) AI
game on two sets of valuations A and B is played as follows. During the course of the
game, a game tree is constructed in such a way that each node is labelled with a pair
〈C,D〉 of (not necessarily non-empty) sets of valuations and one element from the set
EC (P) ∪ {∨}. A node labelled with the pair 〈C,D〉 is denoted C ◦D. As before, the
valuations in C are called the valuations on the left while the valuations in D are called
the valuations on the right. A node can be declared either open or closed. Once a
node has been declared “closed”, no further game-moves are played at it. Moves can be
played only at open nodes. The game begins with the root A ◦B of the game tree that
is declared “open”.
Let an open node C ◦D be given. Spoiler can make one of the following moves at
this node:
EC-move: Spoiler chooses an elementary conjunction pσll p
σm
m . . . p
σn
n ∈ EC (P) such
that C |= pσll pσnn . . . pσnn and D |= ¬(pσll pσmm . . . pσnn ). The node is declared closed
and labelled with the elementary conjunction pσll p
σm
m . . . p
σn
n .
∨-move: Spoiler labels the node with the symbol ∨ and chooses two (not necessarily
non-empty) subsets C1 ⊆ C and C2 ⊆ C such that C = C1 ∪C2. Two new open
nodes are added to the tree as successors to the node C ◦ D (which is declared
closed), namely C1 ◦D and C2 ◦D.
A game tree T is called closed iff T is finite and all its leaves are closed. The size
of a closed game tree T is the number of its nodes.
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Definition 2.8 (Winning Condition for AI games). We say that Spoiler wins the AI
game on a pair of sets of valuations 〈A,B〉 in n moves if and only if there is a closed
game tree T of size n with root A ◦B.
Example 2.8. Let the set of valuations A consist of the three valuation functions V1,
V2, and V3 defined as follows:
• V1(p1) = 1 and V1(pn) = 0 for all n > 1;
• V2(p2) = 1 while V2(pn) = 0 for all n 6= 2;
• V3(p3) = 1 whereas V2(pn) = 0 for all n 6= 3;
Let the set B contain only one valuation V such that
• V (p2) = V (p3) = 1 and V (pn) = 0 for all n /∈ {2, 3}.
Then, it is easy to see that the extended syntax tree from Figure 2.3 is actually a closed
game tree for the AI game on the pair 〈A,B〉.
The above example makes it obvious that there is a strong connection between
extended syntax trees and AI games which we make explicit in the next two theorems
Theorem 2.9. For every pair 〈A,B〉 of sets of valuations, every closed game tree T
with root A ◦ B is an extended syntax tree T 〈A,B〉ϕ of a formula ϕ in disjunctive form
such that A |= ϕ and B |= ¬ϕ.
Proof. We have to prove that T satisfies Definition 2.5. This is done by induction on
the size of T .
Base case:
If T has just one node, then according to Definition 2.7 it is labelled with an elemen-
tary conjunction EC such that A |= EC and B |= ¬EC . Therefore, T is an extended
syntax tree of EC .
Induction hypothesis: We assume that the statement is true for all closed game
trees of size at most n.
Induction step:
Let T contain n + 1 nodes where n ≥ 1. Using Definition 2.7, we see that the root
A◦B of T is labelled with a syntax label ∨ and it has two successors A1 ◦B and A2 ◦B,
where A1 ∪ A2 = A, that are roots of two closed sub-trees T1 and T2, respectively.
Applying the induction hypothesis, we see that there is a formula in disjunctive form
ψ1 such that T1 is an extended syntax tree of ψ1; analogously, there is a formula ψ2 for
which T2 is an extended syntax tree; moreover, we have that A1 |= ψ1 and A2 |= ψ2
while B |= ¬ψ1 and B |= ¬ψ2. Hence, T is an extended syntax tree of ψ1 ∨ ψ2.
Theorem 2.10. For every formula ϕ in disjunctive form and any pair of sets of val-
uations A and B such that A |= ϕ and B |= ¬ϕ, the extended syntax tree T 〈A,B〉ϕ is a
closed game tree T with root A ◦B.
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Proof. Let A |= ϕ and B |= ¬ϕ. We prove the statement by induction on the structure
of ϕ. The intuition behind the proof is that the extended syntax tree represents a game
starting at A ◦ B that Spoiler has won by “playing according to” ϕ, i.e., ϕ encodes a
winning strategy for Spoiler.
Base case:
If ϕ is an elementary conjunction pσll p
σm
m . . . p
σn
n , then, according to the first item
from Definition 2.5, the extended syntax tree T
〈A,B〉
ϕ contains one node with a semantic
label 〈A,B〉 and a syntax label pσll pσmm . . . pσnn . However, using the first item from
Definition 2.7, we see that this is a closed game tree for a game in which Spoiler used
the elementary conjunction pσll p
σm
m . . . p
σn
n to close the only node A ◦B.
Induction hypothesis: Let the statement be true for ψ1 and ψ2.
Induction step: If ϕ is ψ1 ∨ ψ2, where both ψ1 and ψ2 are in disjunctive form,
using the second item from Definition 2.5, we see that the extended syntax tree T
〈A,B〉
ϕ
has a root r with syntax label ∨ and semantic label 〈A,B〉; moreover, the first child of
r is the root of T
〈A1,B〉
ϕ while the second child of r is the root of T
〈A2,B〉
ϕ for some sets
A1 and A2 such that A = A1 ∪A2 and A1 |= ψ1, A2 |= ψ2. Applying the induction
hypothesis, we see that the extended syntax trees T
〈A1,B〉
ψ1
and T
〈A2,B〉
ψ2
are closed game
trees with roots A1 ◦B and A2 ◦B, respectively. Hence, according to the second item
from Definition 2.7, T
〈A,B〉
ϕ is a closed game tree with root A ◦B.
Having shown the connection between extended syntax trees and AI games, we are
going to base the proofs of our results on the former because we want to highlight the
fact that, when proving lower bounds on the size of all formulae ϕ such that A |= ϕ and
B |= ¬ϕ, we are actually proving lower bounds on the number of nodes in the syntax
tree of ϕ. We would like to stress however that thinking in terms of AI games can be
intuitively very helpful especially if we are interested in upper bounds on the size of
formulae that are true in A and false in B. In this case, Theorem 2.9 tells us that we
simply have to find one closed game tree with root A ◦B.
Of course, lower-bound arguments based on AI games are also possible. Indeed, if we
are interested in finding a formula ϕ of minimal length such that A |= ϕ and B |= ¬ϕ,
we have to reason about the shortest possible winning game for Spoiler that starts at
A ◦B. The presentation of such arguments however is often mathematically less clean
than a presentation based on extended syntax trees.
Now we go back to our argument that for every n ≥ 2, the shortest formula in
disjunctive normal form that is equivalent to the formula ln is actually CDNF (ln). How
can we prove such a statement? It is worth pointing out that we claim that there is only
one formula in disjunctive normal form that is the shortest equivalent to ln . A priori, it is
not clear why there must be only one such formula. It is perfectly conceivable that there
might be at least two of the same length containing different elementary conjunctions.
However, we are going to show that there are two sets of valuations On and En such
that:
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(∗) On contains only valuations that assign the value 1 to an odd number of proposi-
tional symbols among {p1, . . . , pn} while En consists only of valuations that assign
1 to an even number of propositional symbols in the set {p1, . . . , pn} and, therefore,
applying Proposition 2.2, we have On |= CDNF (ln) and En |= ¬CDNF (ln);
(∗∗) for any two different elementary conjunctions EC1 and EC2 occurring in CDNF (ln)
and any formula in disjunctive form ϕ such that On |= ϕ and En |= ¬ϕ, the
extended syntax tree of ϕ with root On ◦En has two different leaves labelled with
elementary conjunctions EC ′ and EC ′′ such that EC1  EC ′ and EC2  EC ′′.
It follows immediately from these two items and the obvious fact that the shortest
elementary conjunctions EC ′ and EC ′′ such that EC1  EC ′ and EC2  EC ′′ are
actually EC1 and EC2, that the shortest formula in disjunctive form that is equivalent
to ln is CDNF (ln).
Let us show that there are indeed such sets of valuations On and En . The following
notation will be helpful. As before, we write σ1σ2 . . . σn to represent the valuation V
that assigns the value σ1 to the propositional symbol p1, the value σ2 to p2, . . ., and the
value σn to pn but this time we assume that the rest of the variables pi , where i > n, are
assigned the value 0. Let On be the set of valuations σ1σ2 . . . σn such that the number
of 1’s among σ1σ2 . . . σn is odd. Similarly, En is the set of valuations σ1σ2 . . . σn such
that the number of 1’s among σ1, σ2, . . . , σn is even. Therefore,
On |= ln and En |= ¬ln
which implies
On |= CDNF (ln) and En |= ¬CDNF (ln).
It is easy to see that En and On each contain 2
n−1 different valuations.
Example 2.9. In the case of l3
def
= p1 ⊕ p2 ⊕ p3, we have that the set O3 consists of
010213, 011203, 110203, and 111213 while E3 contains only the valuation 010203, 011213,
111203, and 110213.
Let us establish now that item (∗∗) is true. The proof is best understood via our
running example for l3
def
= p1 ⊕ p2 ⊕ p3.
Let ϕ be a formula in disjunctive form that is equivalent to CDNF (l3). Using the
sets O3 and E3, we can try and prove a lower bound on the number of nodes in the
extended syntax tree T
〈O3,E3〉
ϕ of ϕ which will give us a lower bound on the length of
ϕ. However, there are significant combinatorial difficulties involved in working with the
sets O3 and E3 as described in Definition 2.5. Therefore, we can try to reason with
simpler subsets of O3 and E3. One way of doing this is the following. Let us suppose
that we can prove that the extended syntax tree with root {010213} ◦E3 of any formula
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ψ in disjunctive form such that
{010213} |= ψ and E3 |= ¬ψ
contains a leaf labelled with an elementary conjunction EC1 where p
0
1p
0
2p
1
3  EC1.
Then this will imply that T
〈O3,E3〉
ϕ also contains a leaf labelled with such an elementary
conjunction EC1 because {010213} |= ϕ and E3 |= ¬ϕ follows from our assumption that
O3 |= ϕ and E3 |= ¬ϕ, and {010213} ⊂ O3.
Similarly, if we prove that the extended syntax tree with root {011203} ◦ E3 of any
formula in disjunctive form ψ such that
{011203} |= ψ and E3 |= ¬ψ
contains a leaf labelled with an elementary conjunction EC2 where p
0
1p
1
2p
0
3  EC2, then,
using the same reasoning as above, we see that T
〈O3,E3〉
ϕ also contains a leaf labelled
with such an elementary conjunction EC2. We can follow this strategy with the other
two elements of O3, namely 110203 and 111213. Therefore, we conclude that T
〈O3,E3〉
ϕ
has leaves labelled with elementary conjunctions EC1, EC2, EC3 and EC4 where
p01p
0
2p
1
3  EC1, p01p12p03  EC2, p11p02p03  EC3, p11p12p13  EC4.
The next proposition implies that EC1, EC2, EC3, and EC4 are pairwise different.
Proposition 2.11. If EC 1 and EC 2 are two different elementary conjunctions occurring
in the canonical disjunctive normal form CDNF (ln) of ln , then there is no elementary
conjunction EC such that EC 1  EC and EC 2  EC .
Proof. Let us suppose that there is such an elementary conjunction EC . Then every
propositional symbol pi , where 1 ≤ i ≤ n occurs just once in EC . However, since
EC 1
def
= p
σ11
1 p
σ12
2 . . . p
σ1n
n is different from EC 2
def
= p
σ21
1 p
σ22
2 . . . p
σ2n
n , there is at least one pi ,
where 1 ≤ i ≤ n, such that pσ1ii occurs in EC 1 and p
σ2i
i occurs in EC
2, and σ1i 6= σ2i .
Therefore, EC 1  EC and EC 2  EC imply that both pσ1ii and p
σ2i
i occur in EC and
hence, EC is not an elementary conjunction.
In this way, we see that T
〈O3,E3〉
ϕ contains at least 4 leaves labelled with elementary
conjunctions EC1, EC2, EC3, and EC4 respectively, such that
p01p
0
2p
1
3  EC1 p01p12p03  EC2
p11p
0
2p
0
3  EC3 p11p12p13  EC4.
Hence, given the fact that p01p
0
2p
1
3 is the shortest elementary conjunction such that
p01p
0
2p
1
3  p01p02p13 and, similarly, p01p12p03 is the shortest elementary conjunction such that
p01p
1
2p
0
3  p01p12p03 , etc., we see that the shortest formula in disjunctive normal form that
is equivalent to l3 is CDNF (l3).
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It is obvious that the reasoning above can be applied to the case of ln , where n 6= 3.
Therefore, to complete the proof, we need only prove the following lemma.
Lemma 2.12. For any σ1σ2 . . . σn ∈ On and any formula ψ such that σ1σ2 . . . σn |= ψ
and En |= ¬ψ, the extended syntax tree of ψ with root {σ1σ2 . . . σn}◦En , has a leaf with
syntax label EC where pσ11 . . . p
σn
n  EC .
Proof. It is easy to see that any extended syntax tree of ψ with root {σ1σ2 . . . σn} ◦En
has a leaf {σ1σ2 . . . σn} ◦En . The easy proof is by induction on the structure of ψ. If ψ
is an elementary conjunction, the statement is obvious. If ψ
def
= ψ1 ∨ ψ2, then using the
second item from Definition 2.5, we see that at least one of the two children of the root
{σ1σ2 . . . σn} ◦ En of the tree T 〈{σ1σ2...σn},En 〉ψ has a semantic label 〈{σ1σ2 . . . σn},En〉.
Hence, applying the induction hypothesis, we see that T
〈{σ1σ2...σn},En 〉
ψ has at least one
leaf with semantic label 〈{σ1σ2 . . . σn},En〉. Next, we consider the possible syntax labels
of a leaf {σ1σ2 . . . σn} ◦En .
Since, for any i > n, the valuation σ1σ2 . . . σn assigns the value 0 to the propositional
symbol pi , it is clear that an elementary conjunction EC containing a literal p
1
i cannot
be used as a syntax label for a leaf {σ1σ2 . . . σn} ◦En because σ1σ2 . . . σn 6|= EC which
contradicts Proposition 2.6. Similarly, an elementary conjunction EC that contains a
literal pσi , where 1 ≤ i ≤ n and σ 6= σi , cannot be used as a syntax label for a leaf
{σ1σ2 . . . σn} ◦En because σ1σ2 . . . σi . . . σn 6|= EC .
Example 2.10. Consider a node {011203}◦E3. It is obvious that this node cannot have
a syntax label p11p
0
4 or p
1
2p
0
3p
1
4 because 011203 6|= p11p04 and 011203 6|= p12p03p14 .
Hence, there are two possibilities left for any elementary conjunction EC that is a
syntax label of a leaf {σ1σ2 . . . σn} ◦En :
1. pσ11 . . . p
σn
n  EC and all the literals pσii occurring in EC such that n < i are of
the form p0i ;
2. pσ11 . . . p
σn
n 6 EC and for all the literals pσii occurring in EC such that n < i , we
have σi = 0.
The first case is obvious. Indeed, we have σ1 . . . σn |= EC , whereas En |= ¬EC and the
first item of Definition 2.5 is satisfied.
We claim that an elementary conjunction of the type described in item 2 cannot be
used as a syntax label for {σ1σ2 . . . σn} ◦E3. Without loss of generality, let us suppose
that the first m literals pσ11 , . . . p
σm
m among p
σ1
1 . . . p
σn
n do not appear in EC.
• If m ≥ n, then all the literals pσj occurring in EC are such that σ = 0 and n ≤ j .
However, in this case, it is true that σ1σ2 . . . σn |= EC and En |= EC . Therefore
EC cannot be used as a syntax label of such a leaf.
• Let m < n.
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– If the number of 1’s among σm+1, σm+2, . . . σn is odd, then the valuation
110203 . . . 0mσm+1 . . . σn belongs to En because it has an even number of 1’s;
what is more, we have that 110203 . . . 0mσm+1 . . . σn |= EC . Therefore, EC
cannot be used as a syntax label for the node {σ1σ2 . . . σm+1 . . . σn} ◦En .
– If the number of 1’s among σm+1, σm+2, . . . σn is even, then the valuation
0102 . . . 0mσm+1 . . . σn belongs to En . It is obvious that in this case we have
0102 . . . 0mσm+1 . . . σn . . . |= EC and, hence, EC cannot be used as a syntax
label for a node {σ1σ2 . . . σm+1 . . . σn} ◦En .
Perhaps the argument above is best understood via an example.
Example 2.11. Let us consider the node 〈{11021314} ◦ E4〉 and the elementary con-
junction p11p
0
2p
1
3p
1
4 that can be used as a syntax label for this node. Let us assume that
p11p
0
2p
1
3p
1
4 6 EC . The considerations preceding Example 2.10 show that if EC contains
a literal pσi where i > 4, then σ = 0. Similarly, if EC contains a literal p
σ
i where
i ≤ 4, then pσi coincides with the literal pσi from p11p02p13p14 . For example, if pσ2 occurs
in EC , then σ = 0. Therefore, if p11p
0
2p
1
3p
1
4 6 EC , then for at least one of the propo-
sitional symbols pi ∈ {p1, p2, p3, p4}, neither p0i nor p1i occurs in EC . Let us suppose
that EC
def
= p02p
1
4p
0
6p
0
9 . In this case, we have 11021314 |= p02p14p06p09 . However, the same
is true about the valuation 11020314 ∈ E4, i.e, 11020314 |= p02p14p06p09 . In short, if some
of the literals p11 , p
0
2 , p
1
3 , p
1
4 are missing from EC (and we know that none of the literals
p01 , p
1
2 , p
0
3 , p
0
4 can appear in EC ), then we can find a valuation in E4 that makes EC
true. Thus, EC cannot be used as a syntax label for the node {11021314} ◦E4.
This completes the proof that the shortest formula in disjunctive normal form that
is equivalent to ln is CDNF (ln)
3.
We established that the next items hold true.
There is an infinite sequence Seq
def
= l2, l3, . . . of Φ(P ,Mod2)-formulae
such that
(a) the length of each formula ln from Seq is 2× n − 1 or, in other words,
the length of the formulae in Seq is bounded from above by a linear
function of their indices;
(b) the length of the shortest formula ϕn ∈ DF (P) that is equivalent to ln
is at least 2n−1, i.e., there is no sequence Seq1
def
= ϕ2, ϕ3, . . . of formulae
in disjunctive form such that for every n, ln is equivalent to ϕn and at
the same time the length of the formulae in Seq1 can be bounded from
above by a sub-exponential function of their indices.
In the next chapters we will obtain a number of results that have the form above.
Namely, for two logics L1 and L2 we will exhibit an infinite sequence of L1-formulae
3Actually, it is not difficult to see that CDNF (ln) is the only formula in disjunctive normal form that
is equivalent to ln .
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ϕ1, ϕ2, . . . such that every L2-formula ψi that is equivalent to ϕi has size that is ex-
ponential in the size of ϕi . Using the terminology that we are going to introduce in
Chapter 3, we say that if this is true then L1 is exponentially more succinct than L2.
Thus items (a) and (b) above say that Boolean logic in the basis Mod2 is exponentially
more succinct than Boolean logic in the De Morgan basis in which we allow only formu-
lae in disjunctive form. In contrast to this, a result from [67] says that if we drop the
restriction to formulae in disjunctive form, then for every n ≥ 2, there is a formula in
the De Morgan basis of size less or equal to 98n
2 that is equivalent to ln ; a much more
difficult and deeper proof is required in order to show that, this formula is optimal [57].
Additionally, note that the formula 1 ⊕ ln is equivalent to ln def= p1 ↔ p2 ↔ . . . ↔ pn
and analogous results as the ones above hold true for ln , i.e., the shortest formula in
disjunctive normal form that is equivalent to ln is CDNF (ln) but there is a formula in
the De Morgan basis of size at most 98n
2 that is equivalent to ln ; moreover, the lower
bound 98n
2 cannot be improved. The interested reader can consult [47] for a very clear
exposition of this material.
2.2 A Short Overview of Some Results
Although, strictly speaking, this section is not necessary for the technical developments
in the next chapters, we think that the reader would find it helpful to be given some
historical perspective on the problem of proving lower bounds on formula size relative to
given semantics. It goes without saying that the rough sketches below are best thought
of as just pointers to a small fraction of the relevant literature.
Before going any further, it is worth pointing out that the term “formula size” is
somewhat ambiguous. For example, in Boolean function complexity, a lower bound n
on the size of a Boolean formula ϕ can mean that ϕ contains at least n occurrences
of not necessarily distinct propositional variables or n Boolean operators. Of course,
in both cases n gives a useful estimate of the “actual” length of ϕ. Similarly, in the
case of first order logic, the size of a formula ψ is often defined as its quantifier rank
or as the number of variables occurring in ψ not counting different occurrences of the
same variable. Probably, a neutral term like “complexity” would be a better choice than
“size”, however, since these different meanings of “size” do not cause any big problems,
we will continue using it in a way that makes explicit the resource we are talking about.
2.2.1 Lower Bounds On Formula Size for Boolean Functions
It seems fair to say that the great theoretical and practical importance of proving lower
bounds on Boolean circuits and Boolean formulae expressing given Boolean functions was
first realised by the Russian school in Boolean function complexity. In short, the most
difficult open problem in this area can be loosely formulated as follows. John Riordan
and Claude Shannon [53] used a counting argument to prove that for almost any Boolean
function f , the syntax tree of any Boolean formula expressing f contains at least 2
n
log2 n
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leaves. A natural question then is whether we can exhibit an infinite sequence of “con-
crete” or “explicitly defined” Boolean functions f1(x1), f2(x1, x2), . . . , fn(x1, x2, . . . xn), . . .
having the property
P
def
=
For every n, the smallest Boolean formula that computes the function fn
has size 2
n
log2 n
.
The reader can find more about the connections between this problem and some of the
open problems in Computational complexity in [3] and [49]. Already in 1959, Sergey
Yablonskii formulated his conjecture [68] which can be very informally explained as
follows.
If we want to “construct” a sequence of Boolean functions S
def
= f1(x1),
f2(x1, x2), . . ., fn(x1, x2, . . . xn), . . . satisfying the property P above, for every
n ≥ 1, in order to find the n-th member of S , we have to do a brute force
search among all the 22
n
functions of n variables.
Now the reader can verify that what we actually did in the previous section was to
present an algorithm that produces a sequence of Boolean functions, namely l1
def
= p1⊕p2,
l2
def
= p1 ⊕ p2 ⊕ p3, . . ., ln def= p1 ⊕ p2 ⊕ . . .⊕ pn+1, . . . such that for every n, the smallest
formula in disjunctive normal form that computes the function ln is CDNF (ln), i.e, has
size at least 2n−1. This was easy because of the structural properties of the formulae in
disjunctive form.
The first big breakthrough in the search of high lower bounds on the formula size of
“explicitly” given Boolean functions was Bella Subbotovskaya’s result [57] that the size
of any formula in the De Morgan basis equivalent to ln is at least n
3
2 . In order to obtain
this bound, she invented the method or random restrictions. We state below the main
theorem proven by Subbotovskaya on which this result was based.
Let L(f ) denote the minimal number of leaves in the syntax tree of any formula
in the De Morgan basis, i.e., the number of occurrences of propositional symbols, that
expresses or computes a Boolean function f and let f (x1, . . . , xn) be a function of n
variables. Then
for any k , where 1 ≤ k ≤ n, it is possible to set n − k variables among
(x1, . . . , xn) to the constants 0 or 1 in such a way that the resulting new
Boolean function f1 of k variables satisfies the equation
L(f1) ≤
(
k
n
) 3
2
× L(f ).
Hence, if we fix n − 1 variables of ln , we are left with a function of one variable l1 such
that any formula in the De Morgan basis computing l1 has at least one propositional
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symbol, i.e., L(l1) ≥ 1. Using the statement above, we find
1 ≤ L(l1) ≤
(
1
n
) 3
2
× L(ln),
which, of course, implies L(ln) ≥ n 32 .
Generalising Subbotovskaya’s methods, Alexandr Andreev [2] constructed for any n,
a function fn such that the shortest formula in the De Morgan basis expressing fn has
size at least
n
5
2
(log2 n)
3
2 log2 log2 n
Andreev’s bound was improved to n3 in 1998 by Johan H˚astad [32]. Since then, this
has been the largest known lower bound on the size of Boolean formulae computing an
explicitly given sequence of Boolean functions
2.2.2 Lower Bounds on the Size of First Order Formulae
The quest for proving lower bounds on the size of first order formulae seems to be
a relatively recent endeavour when compared to the Boolean logic case. It has been
motivated by the advent of the field of descriptive complexity [35] where model theoretic
methods are applied to the study of computational complexity problems.
In a series of papers, Neil Immerman and co-authors showed the deep connections
between proving lower bounds on the quantifier rank and/or the number of variables
of first order formulae and the unanswered questions about the relationship between
SPACE and TIME in computational complexity theory [33], [34], [36], the problem of
testing if two graphs are isomorphic [11], and shed a new light on some theorems in
temporal logic [1] and [37]. Currently, the most exciting result in this area is Benjamin
Rossman’s proof [54] that any first order formula in a language containing +,×,≤ that
says “a graph has a clique of size n” must have at least n4 variables. Using this, Rossman
and Immerman solved in the affirmative the long standing open problem whether the
n + 1 variable fragment of first order logic is strictly more expressive on finite ordered
graphs than the n variable fragment.
In all of the above papers, the main technical tool for obtaining the respective lower
bounds on formula size is a suitable form of the EF game. Paper [1] is of special interest
to us because it contains the original exposition of Adler-Immerman games which, as
we said above, are one of our main technical tools. Readers familiar with EF games can
think about AI games as EF games played on two sets of structures. We need sets of
structures, instead of just two structures as in the case of EF games, in order to have
game-moves corresponding to the Boolean connectives ¬, ∧, and ∨. The versatility of AI
games stems from the fact that we can formulate a suitable version for practically any
logic. However, it was noted already in [1] that unlike EF games, AI games are not truly
two-player games because the second player, called Delilah or Duplicator, has in a sense
an “optimal” answer to every move by the first player called Samson or Spoiler. This
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optimal answer can be incorporated in the definition of the game and, therefore, there is
no need for a second player. What is more, as we saw in the previous section, AI games
can be replaced completely by the extended syntax trees defined by Martin Grohe and
Nicole Schweikardt in [27]. Theorem 2.9 and Theorem 2.10 in the previous section give
us the precise expression of this fact for Boolean formulae in disjunctive form. The main
technical hurdle in this approach, of course, are the combinatorial difficulties involved
in counting the nodes of extended syntax trees or equivalently, the number of moves in
AI games. Currently, there are just two known techniques for doing this. Both of them
can be best understood only after we have developed an appropriate technical tool-kit.
That is why we postpone the discussion until the next chapter but just for the sake of
completeness we add that the first approach is based on trying to count the number of
different branches (equivalently, the number of leaves) in an extended syntax tree which
seems easier to do than counting nodes in general. This is exactly what we did in the
previous section. The second one is based on the notion of “complexity measure” first
introduced in the setting of Boolean function complexity.
Of course, EF and AI games and extended syntax trees are not the only methods
available for proving lower bounds on the size of first order formulae. Generally speaking,
beside these games there are two other main types of proofs in this area. The first
one relies on unproven but widely believed computational complexity conjectures. An
example of this line of reasoning can be found in [26]. The second method is the so-called
method of encoding large natural numbers by small trees. For a very clear exposition of
this technique, the reader can consult [14].
2.2.3 Lower Bounds on Formulae Size in Modal Logic
It seems that the first to investigate the general problem of proving lower bounds on
formula size in modal logic was Johan van Benthem who proved [60] that any modal
formula that locally corresponds to the first order condition
∀y∀z ((xRy ∧ xRz )→ (yRz ∨ zRy ∨ y = z ))
must contain at least two different propositional variables. After that, the interest in
proving such bounds was focussed mainly on temporal logic where, using results from
automata theory, it was shown, among other things, that there is a sequence of first
order formulae with three variables ϕ1, ϕ2, . . . such that the lengths of these formulae
are bounded from above by a polynomial in their indices or, more formally, there is a
polynomial p such that for any natural number n ≥ 1, the length of ϕn is less or equal
to p(n). On the other hand, there is no sequence of temporal formulae ψ1, ψ2, . . . such
that ϕi is equivalent on ω-words to ψi and the lengths of the formulae ψ1, ψ2, . . . can be
bounded from above by an elementary function of their indices. Two papers dedicated
to lower bounds on the size of temporal formulae deserve special mention. The first
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one is Thomas Wilke’s automata-based proof [66] that every computation tree logic (or
µ-calculus) formula that expresses the property
there is a path along which there are n positions v1, v2, . . ., vn (not
necessary in this order) satisfying the propositions p1, p2, . . ., pn respectively
must have size at least 2
n√
n
. This estimate was later improved in [1] to n! with the help
of AI games. The second paper we would like to mention is [17], in which the authors
proved, again using automata theoretic techniques, that every formula of linear-time
temporal logic (LTL) expressing the property
for any two positions v and w on a path pi, if pi, v |= pi iff pi,w |= pi for
any 1 ≤ i ≤ n, then pi, v |= pn+1 if and only if pi,w |= pn+1, i.e., if v and w
agree on the first n propositions, then they agree on pn+1 too
has size at least 2n . Using a slightly different property, namely
any position v on a path pi that agrees with the initial position v0 on p1,
p2, . . ., pn must also agree on pn+1
it was proven in [40] that any LTL formula that
• expresses this property;
• contains only future temporal operators and is evaluated at the initial position of
the path
must have size at least 2n .
In contrast to temporal logic, results on lower bounds on formula size in the general
setting of modal logic seem to be scarce. Besides van Benthem’s work discussed above,
we would like to mention the following articles. In [44], Carsten Lutz, Ulrike Sattler
and Frank Wolter studied a modal language that has modal operators of 5 possible
forms [R], [id ], [¬S ], [S1 ∩ S2], and [S−]. The intuition is that, as usual, R is an atomic
binary relation on the underlying Kripke structure while the more complex modalities
are obtained from the identity relation id , the complement ¬S of S , the intersection
S1 ∩ S2 of S1 and S2, and the converse S− of the relation S . They proved, using model
theoretic methods, that for any n, any modal formula in this language that defines the
property
the underlying set of the Kripke model has cardinality at least 2n
must have size at least 2n−1.
Using EF games, Martin Otto proved in [48] that every formula in the basic modal
language with one modality  that “says”
there is a point that satisfies the proposition p reachable from the current
point in at most 2n steps
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must have modal depth of at least 2n .
In [59], Dimiter Vakarelov showed by algebraic means the following result. Let n ≥ 1
and let us suppose that 2n < k ≤ 2n+1. Any formula in the basic modal language that
modally defines the property
the current point has less than k successors
must contain at least n + 1 different propositional symbols.
Two other papers that establish lower bounds on the size of modal formulae are
[19] and [43]. In the first one, Santiago Figuiera and Daniel Gor´ın used techniques
based on EF and AI games to prove lower bounds on formulae in the basic modal
language and suggest a connection between such problems and Kolmogorov complexity.
In the second one, Carsten Lutz proved lower bounds on formulae expressing certain
reachability properties in a multimodal language containing at least two modalities [a]
and [b]. The initial motivation for this thesis came from an open problem in [43].
2.2.4 Lower Bounds on Formulae Size in Knowledge Representation
Readers familiar with the field of knowledge representation [64] and reasoning about
knowledge, and epistemic logic [18], [63] know that there is no general agreement on the
“right” formalism for modelling and reasoning purposes in this area. Therefore, depend-
ing on the task at hand, various formal systems (or fragments of them) like propositional
logic, first-order logic, description logics, modal and temporal logics, non-monotonic log-
ics, etc., are used. Hence, in a sense, the discussion in the previous subsections is relevant
to knowledge representation, too. Here we will mention a small number of papers con-
taining lower bound results that were explicitly motivated by knowledge representation
problems although, mathematical speaking, some of them are best understood as results
about Boolean and modal logic.
The most thorough study of lower bounds on formula size in knowledge representa-
tion formalisms of which we are aware is [25] that builds upon results and techniques
from [9] and [10]. It is argued there that comparing two such formalisms L1 and L2 in
terms of their representational succinctness (i.e., establishing if there are formulae in L1
such that all equivalent formulae from L2 are significantly longer) is sometimes much
more meaningful than comparing L1 and L2 in terms of expressivity or computational
complexity. It is worth pointing out that many of the results in [25] are conditional, i.e.,
their main ingredients are unproven computational complexity conjectures.
An extensive study on lower bounds on formula-size in the setting of belief revision
is presented in [7]. The authors consider the size of a propositional theory T1 that is
the result of revising a propositional theory T with a propositional formula ϕ. They
prove that some of the formalisation of belief revision necessarily lead to the conclusion
that the size of T1 is exponential in the size of T and ϕ. As in the case of [25], the
proofs in [7] rely on unproven computational conjectures. However, it is shown that this
is justified to a certain extend because providing unconditional proofs of their results
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is equivalent to showing, among other things, that the complexity class NP is different
from coNP. Another interesting observation made in the paper is that, if our present
notion of belief revision leads to an exponential blow up of the revised theory, then,
. . .from the cognitive point of view it is questionable to assume belief
revision as the evolutionary model of an agent’s mind: An agent would either
need an unreasonable amount of storing space, or change the format it uses
to represent knowledge. ([7], p.4)
This quote shows that proving lower bounds on formula size can be used not only
for obtaining new mathematical results but for supporting certain philosophical views,
too.
The study of planning formalisms is another area that is related to Knowledge rep-
resentation. Unlike the traditional definition that one logic L2 is at least as expressive
as another L1 if and only if for every L1 formula ϕ there is an equivalent formula in L2,
it seems that there is no generally accepted notion of relative expressive power in this
context. We recommend [46] as an introduction to this type of problems. It is argued
there that, intuitively, a planning formalism P2 is at least as expressive as another one
P1 if and only if planning domains and plans formulated in P1 have polynomially sized
equivalents in P2. Therefore, the size of the equivalent plans is an important part of
the definition of expressive power. Several planning formalisms, all of them based on
propositional logic, are compared in [46] with respect to this definition of expressivity.
Some of the obtained lower bound results on formula-size again rely on computational
complexity conjectures while the rest are unconditional.
Another paper dedicated to planning problems that is explicitly concerned with
lower bounds on the size of the formal representation of plans is [39]. The authors
connect knowledge-based programs as defined in [18] to knowledge based programs that
have a special form called standard policies and prove, among other things, that both
formalisms are equally expressive but there are knowledge based programs such that
their shortest equivalent standard policies are exponentially bigger.
A relatively recent area of knowledge representation is the field of knowledge com-
pilation (see, for example, [6]). The guiding idea on which it is based is that, since
propositional reasoning is, in general, computationally intractable, then it is better to
translate or compile a propositional theory off-line into a space-efficient language, which
can be used then on-line for answering a large number of queries in polynomial time.
One such very efficient representation is obtained by associating with every propositional
formula not a syntax tree but a directed acyclic graph. A good source of lower-bound
results on the size of such graphs in this setting can be found in [13].
We already discussed [43] in the previous section in connection with lower bounds on
formulae in modal logic. Given the relevance of modal logic to reasoning about knowl-
edge, we once again encourage the reader interested in epistemic logic to consult [43]
for a clear exposition of a model theoretic proof of lower bounds on the size of modal
formulae.
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Description logics [4] form another family of very popular formalisms for knowledge
representation. Here we recommend [41] for a nice result on representational succinctness
in this setting and a thorough overview of the relevant literature.
Readers interested in lower bounds on formula size in default logic, circumscription,
Horn formulae, conjunctive and disjunctive normal forms as used in knowledge repre-
sentation will find a lot of information and pointers to the relevant literature in [8], [9],
[10], and [25].
Chapter 3
Preliminaries
In this chapter we collect some technical notions and results that are used later. We
try to reach a reasonable compromise between precision and intuitive clarity and that is
why we do not always give the most general definitions, statements, and proofs possible.
Unless otherwise stated, all functions we consider are mappings from R+ to R+. We
use the following standard definition (see for example [12]).
Definition 3.1. For any function of one variable g(x ), the classes of functions O(g(x ))
and o(g(x )) are
O(g(x )) = {f (x ) | there exist c, z0 ∈ R+ such that f (z ) ≤ cg(z ) for all z ≥ z0};
o(g(x )) = {f (x ) | for all c ∈ R+ there is a z0 ∈ R+ so that f (z ) < cg(z ) for all z ≥ z0}.
Intuitively, O(g(x )) is the class of functions f (x ) that do not grow asymptotically
faster than g(x ) while o(g(x )) consists of all the functions f (x ) that grow strictly more
slowly than g(x ).
The class poly(x ) of single-variable polynomial functions is defined as
poly(x ) =
⋃
c∈N and c≥1
O(x c).
The class of exponential functions is denoted EXP and is identified with the class 2poly(x).
The class of sub-exponential functions, denoted SUBEXP , is identified with the class
2o(x).
Example 3.1. Intuitively, we call functions like 2
1
3
x , 23x
4+x2+1, etc., exponential while
functions like logk (x ), 3x
4 + x 2 + 1, 2
3√x are called sub-exponential. Another useful way
of thinking about a sub-exponential function f (x ) is that it becomes insignificantly small
when compared to 2x as x grows to infinity or
lim
x→∞
f (x )
2x
= 0.
27
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3.1 On the Definition of Succinctness
In the next chapter we are going to compare a number of different modal logics in terms
of the length of their formulae and we will see that some of these logics offer much more
succinct way of expressing certain semantic properties than others. However, in this
sub-section we give definitions and prove general results that apply to basically any type
of logic. That is why we postpone talking about modal logics and related notions and
begin with a general discussion of the concept of succinctness as applied to the study of
formal systems.
We begin by giving an abstract definition of the notion of “logic” that is of utmost
generality and may seem too broad to the reader accustomed to the more precise versions
given in the literature, cf., [31] Chapter 7, Section 6.
Intuitively, we treat logics as triples consisting of a set of formulae a class of models
and a binary truth relation between formulae and models.
Definition 3.2 (Logic). A logic L = (Φ, |=,M) is a triple where Φ is a non-empty
set of objects called formulae, M is a non-empty class of objects called models, and
|=⊆M×Φ is a binary relation called truth relation. If (M , ϕ) ∈ |=, we write M |= ϕ
and say that the formula ϕ is true in the model M .
Note that we have not defined the set of formulae Φ and the truth relation |=. They
are treated as parameters that will be given specific interpretations later. Our only
assumption at this point is:
Formulae are finite words over a countable alphabet Σ and the length of any
formula ϕ, denoted |ϕ|, is the length of the word ϕ over Σ;
Of course, later, when we study specific logics, we will formally define formulae, the
truth relation, the class of models, and formula length.
Definition 3.3 (Expressivity). Let L1 = (Φ1, |=1,M1) and L2 = (Φ2, |=2,M2) be two
logics. For any formulae ϕ1 ∈ Φ1 and ϕ2 ∈ Φ2 and a non-empty class M of models such
that M ⊆M1 ∩M2,
we say that the formula ϕ1 is equivalent to ϕ2 on M iff for every M ∈ M, it is
true that M |=1 ϕ1 iff M |=2 ϕ2;
L2 is said to be at least as expressive as L1 on M iff for every formula ϕ1 ∈ Φ1,
there is an equivalent on M formula ϕ2 ∈ Φ2;
we say that L1 and L2 are equally expressive on M iff L1 is at least as expressive
as L2 on M and vice versa.
We begin to work our way to the main notion in this sub-section, namely the con-
cept of succinctness. Although results saying that one logic is exponentially (doubly-
exponentially, non-elementarily, etc.) more succinct than another are well-known, as
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far as we are aware, the first general definition of these notions was given in [26] and
[27]. Roughly speaking succinctness is defined there as a refinement of expressivity in
the following way.
Definition 3.4 (Succinctness [26, 27]). Let L1 and L2 be two logics and let F be a class
of functions. We say that L1 is F -succinct in L2 on the class of models M if and only
if there is a function f ∈ F such that for every ϕ from L1, there is an equivalent on M
formula ψ from L2 such that |ψ| ≤ f (|ϕ|).
Intuitively, when we say that L1 is F -succinct in L2 on M, not only do we mean that
L2 is at least as expressive as L1 on M, but, in addition, we can give an F -upper bound
on the size of L2-formulae needed to express all of L1 on M. Hence, if, for example, the
length of the L2-formulae expressing all of L1 on M cannot be bounded from above by
a sub-exponential function, i.e., L1 is not SUBEXP -succinct in L2 on M, we say that
L1 is exponentially more succinct than L2 on M.
This is a very nice general definition but we feel that some of its features can be im-
proved. In order to make our reasoning explicit, we restate it in a semi-formal language.
The notion “L1 is F -succinct in L2 on M” is defined as
∃f ∈ F ∀ϕ ∈ L1 ∃ψ ∈ L2((ϕ is equivalent to ψ on M) and |ψ| ≤ f (|ϕ|)).
Hence, if following [26, 27], we define “L1 is exponentially more succinct than L2 on
M” as L1 is not sub-exponentially succinct in L2 on M, we obtain from the above
∀f ∈ SUBEXP ∃ϕ ∈ L1 ∀ψ ∈ L2((ϕ is equivalent to ψ on M) implies |ψ| > f (|ϕ|)).
Note that this definition is trivially true in the case when there is, e.g., one L1 formula ϕ
for which there is no equivalent formula in L2. Of course, we can avoid this situation by
imposing the requirement that L2 be at least as expressive as L1 on M. This, however,
would seem restrictive for the following reasons. It is possible for L1 to be exponentially
more succinct than L2 on M and vice versa
1, and hence, in order to have such a result,
we have to stipulate that L1 and L2 must be equally expressive on M. On the other
hand, to quote from [27]
Succinctness as a measure for comparing the strength of logics is not
restricted to logics of the same expressive power. Even if a logic L1 is more
expressive than a logic L2, it is interesting to know whether those properties
that can be expressed in both L1 and L2 can be expressed more succinctly
in one of the logics. Sometimes, this may even be more important than the
fact that some esoteric property is expressible in L1, but not in L2.
Using this quotation we suggest below a new version of Definition 3.4.
From now on, unless otherwise stated, we consider only non-empty sets of formulae,
classes of models, and classes of functions. We begin with the following useful definition.
1We will exhibit such reasults in the next chapter.
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Definition 3.5. Let L1 = (Φ1, |=1,M1) and L2 = (Φ2, |=2,M2) be two logics, Φ′ ⊆ Φ1
and Φ′′ ⊆ Φ2 be sets of formulae and letM be a class of models such thatM ⊆M1∩M2.
We write Φ′ ≤M Φ′′ iff for every L1-formula ϕ1 ∈ Φ′, there is an equivalent on M
L2-formula ϕ2 ∈ Φ′′.
We write Φ′ ≡M Φ′′ iff both Φ′ ≤M Φ′′ and Φ′′ ≤M Φ′ are true.
Intuitively, we use Φ′ and Φ′′ as witnesses to the fact that some properties P of a
class of models M in which we are interested are expressible in both L1 and L2
2.
We are ready to state our version of Definition 3.4.
Definition 3.6 (Succinctness). Let L1 = (Φ1, |=1,M1) and L2 = (Φ2, |=2,M2) be two
logics. For any sets of formulae Φ′ ⊆ Φ1 and Φ′′ ⊆ Φ2, any set of models M such that
M ⊆ M1 ∩ M2, and Φ′ ≤M Φ′′, and any class of functions F , we say that the set of
L1-formulae Φ
′ is F -succinct in the set of L2-formulae Φ′′ on the class of models M iff
there is a function f ∈ F such that for every ϕ′ ∈ Φ′ there is an equivalent on M formula
ϕ′′ ∈ Φ′′ such that |ϕ′′| ≤ f (|ϕ′|).
Example 3.2. In the previous chapter, when we considered Boolean logic in the De
Morgan basis DM and Boolean logic in the basis Mod2, we saw that for any formula
in the set Ln = {l2, l3, . . . , } ⊂ Φ(P ,Mod2), there is an equivalent formula in DF (P) ⊂
Φ(P ,DM) of exponential size. Therefore, the set Ln is EXP-succinct in the set DF (P).
Using Definition 3.6, it is easy to see now what we mean when we say, for two sets of
formulae Φ′ and Φ′′ where Φ′ ≤M Φ′′, that Φ′ is not F -succinct in Φ′′ on M. Intuitively,
we claim that there is no translation function τ : Φ′ → Φ′′ for which there is a function
f ∈ F such that, for all ϕ′ ∈ Φ′, we have that τ(ϕ′′) ∈ Φ′′ is equivalent to ϕ′ on M
and, at the same time, |τ(ϕ′′)| is bounded from above by f (|ϕ′|). Of course, in the case
when Φ′ is EXP -succinct in Φ′′ but it is impossible to find a translation from Φ′ to Φ′′
that always produces equivalent formulae of sub-exponential length, i.e., when Φ′ is not
SUBEXP -succinct in Φ′′ on M, we are going to use the popular terminology and simply
say that Φ′ is exponentially more succinct than Φ′′ on M.
Definition 3.7. Let the sets Φ′, Φ′′ and M be as in Definition 3.6. We say that
• Φ′ is at least exponentially more succinct than Φ′′ on M iff Φ′ is not SUBEXP -
succinct in Φ′′ on M
• Φ′ is exponentially more succinct than Φ′′ on M iff Φ′ is EXP -succinct but not
SUBEXP -succinct in Φ′′ on M.
2We avoid giving an abstract definition of the notion of property because this will unnecessarily
complicate our exposition; moreover, we are not strictly interested in the question whether a given
property is expressible by a formula from a certain logic or not (of course, such investigation cannot
be carried out without a definition of “property”) but in the comparative lengths of formulae from two
logics L1 and L2 for which we know that they express the same property on a given class of models
M. In the latter situation we can avoid talking about properties by saying that we are interested in the
comparative lengths of the formulae from L1 and L2 that are equivalent on M.
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Let us list some easy consequences of Definition 3.6 and Definition 3.7.
The next proposition follows immediately from Definition 3.6. One of its obvious
corollaries is that if a set of formulae Φ′ is exponentially more succinct than another set
of formulae Φ′′ on a class of models M, then Φ′ remains exponentially more succinct
than Φ′′ on any class O such that M ⊆ O and Φ′′ is at least as expressive as Φ′ on O.
Proposition 3.8. For any logics L1 and L2 and any class of functions F , if the set of
L1-formulae Φ
′ is not F -succinct in the set of L2-formulae Φ′′ on the class of models
M and, if Φ′1 is a set of L1-formulae, Φ′′2 is a set of L2-formulae, and O is a class of
models such that
• Φ′ ⊆ Φ′1,
• Φ′′2 ⊆ Φ′′,
• M ⊆ O,
• Φ′1 ≤O Φ′′2,
then Φ′1 is not F -succinct in Φ′′2 on O.
Since we are interested in the asymptotic behaviour of the gap between the lengths of
formulae from Φ′ and their equivalents from Φ′′, if we want to prove interesting3 results
like, e.g., that this gap grows exponentially, we need both sets Φ′ and Φ′′ to be infinite.
If Φ′ were a finite set {ϕ′1, . . . , ϕ′j , . . . , ϕ′n}, then, assuming without loss of generality
that Φ′′n = {ϕ′′1, . . . , ϕ′′j , . . . , ϕ′′n} ⊆ Φ′′ were the set of equivalent formulae such that ϕ′i is
equivalent to ϕ′′i for 1 ≤ i ≤ n, and ϕ′′j is the longest formula in Φ′′n , it is obvious that Φ′
is CONST -succinct in Φ′′ onM where CONST is the class of constant functions. Indeed,
let us consider the function f (x ) = k , where k = |ϕ′′j |, i.e., k is the length of the longest
formula in Φ′′n , namely |ϕ′′j |. Then for every formula ϕ ∈ Φ′, there is an equivalent on M
formula ψ ∈ Φ′′ such that |ψ| ≤ f (|ϕ|). The proposition below shows that we need not
only infinitely many formulae but infinitely many pairwise non-equivalent formulae
in Φ′ if we want to show an exponential succinctness gap because, otherwise, we are
essentially back in the case for a finite Φ′.
Proposition 3.9. Let L1 = (Φ1, |=1,M1) and L2 = (Φ2, |=2,M2) be two logics. For any
sets of formulae Φ′ ⊆ Φ1 and Φ′′ ⊆ Φ2, any set of models M such that M ⊆M1∩M2 and
Φ′ ≤M Φ′′, if Φ′ is at least exponentially more succinct than Φ′′, then there are infinitely
many pairwise non-equivalent on M formulae in Φ′.
Proof. Suppose that there are only finitely many non-equivalent onM formulae ϕ′i , . . . , ϕ
′
k
among the formulae in Φ′. Let ϕ′′i , . . . , ϕ
′′
k be the respective equivalent on M formulae
in Φ′′. It follows that any formula ϕ′ ∈ Φ′ is equivalent on M to one of the formu-
lae ϕ′′i , . . . , ϕ
′′
k . Therefore, for any natural number n ∈ N that is equal or greater to
the length of the longest formula among the formulae ϕ′′i , . . . , ϕ
′′
k , we have that Φ
′ is
f -succinct in Φ′′, where f : N→ N is the constant function f (x ) = n.
3Here, “interesting” means “bigger than a constant”.
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We can use Proposition 3.9 to define the notion “exponentially more succinct” in a
slightly different (but equivalent) way than the one found in Definition 3.7. Namely, we
can proceed as follows.
The set of formulae Φ is at least exponentially more succinct than the set of
formulae Ψ on the class of models M iff Φ is EXP -succinct in Ψ on M and there
is an infinite sequence of pairwise non-equivalent on M formulae in Φ
ϕ1, ϕ2, ϕ3, . . .
and an infinite sequence of formulae in Ψ
ψ1, ψ2, ψ3, . . .
for which the following are true.
1. There is a function f (x ) such that |ϕn | ≤ f (n) for every n ∈ N.
2. There is a function g(x ) such that |ψn | ≥ g(n) for every n ∈ N.
3. For every n ∈ N, we have that ψn is the shortest formula in Ψ that is
equivalent to ϕn on M.
4. For every sub-exponential function τ(x ) ∈ SUBEXP , there is an n ∈ N such
that τ(f (n)) < g(n).
All the succinctness results of which we are aware proceed by specifying two infinite
sequence as above and showing that
• the length of formulae are indeed bounded by a suitable pair of functions f (x ) and
g(x ) as specified in items 1, 2, and 4, where, e.g, f (x ) may be linear in x while
g(x ) is at least exponential, or f (x ) is logarithmic whereas g(x ) is at least linear
(the proof that f (x ) and g(x ) satisfy item 4 is almost always omitted because it
usually follows from elementary calculus considerations);
• item 3 is satisfied which is the most difficult part.
For the sake of completeness and clarity however, we capture the general shape of a
large number of such arguments in Lemma 3.10 below.
Lemma 3.10. For any logics L1 = (Φ1, |=1,M1) and L2 = (Φ2, |=2,M2), any sets of
formulae Φ′ ⊆ Φ1 and Φ′′ ⊆ Φ2, and any class of models M ⊆ M1 ∩M2 such that
Φ′ ≤M Φ′′, the set Φ′ is at least exponentially more succinct than Φ′′ on M if the
following conditions are fulfilled.
1. There are functions f (x ) : N→ R+ and g(x ) : R→ R such that f (x ) ∈ O(g(x )).
2. There is an infinite sequence of formulae ϕ′1, ϕ′2, ϕ′3 . . . of strictly increasing length
(i.e., |ϕ′i | < |ϕ′i+1|) in Φ′ and an infinite sequence of formulae ϕ′′1, ϕ′′2, ϕ′′3 . . . in Φ′′
satisfying the property:
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For every n ∈ N,
(a) |ϕ′n | ≤ f (n);
(b) |ϕ′′n | ≥ 2g(n);
(c) ϕ′′n is the shortest formula in Φ′′ that is equivalent to ϕ′n on M.
Proof. We have to prove that for every function i(x ) ∈ SUBEXP there is a formula
ϕ′i ∈ Φ′ such that |ϕ′′| > i(|ϕ′i|) for any formula ϕ′′ ∈ Φ′′ that is equivalent to ϕ′i on M.
Since f (x ) ∈ O(g(x )), there are natural numbers n0 and c such that f (n) ≤ cg(n)
for all n ≥ n0. Hence 1c f (n) ≤ g(n) for all n ≥ n0. Suppose now that i(x ) ∈ SUBEXP .
Then there is a natural number m0 such that i(m) < 2
1
c
m for all m ≥ m0. Since, for
every n ∈ N, it is true that |ϕ′n | < |ϕ′n+1|, there is a natural number i ≥ n0, such
that f (i) ≥ |ϕ′i| ≥ m0. Therefore, i(|ϕ′i|) < 2
1
c
|ϕ′i|. Now, the statement follows from
the condition that ϕ′′i is the shortest formula that is equivalent to ϕ
′
i, the fact that
|ϕ′′i | ≥ 2g(i), and g(i) ≥ 1c f (i) ≥ 1c |ϕ′i|.
Note that the condition f (x ) ∈ O(g(x )) in the statement of the lemma is essential
and cannot be replaced by g(x ) ∈ O(f (x )). To see this, let us consider the following
example:
Example 3.3. Let us suppose that for every n ∈ N, there are two formulae ϕ′n ∈ Φ′
and ϕ′′n ∈ Φ′′ satisfying the properties:
1′. |ϕ′n | = n3;
2′. |ϕ′′n | = 2n ;
3′. ϕ′′n is the shortest formula in Φ′′ that is equivalent to ϕ′n on M.
It is obvious that the linear function f (x ) = x is in the class O(x 3). In this case however,
we cannot use these two sequences of formulae to prove that there is an exponential
succinctness gap between the sets of formulae Φ′ and Φ′′ because the sub-exponential
function 2
3√x bounds the length of each ϕ′′n in the length of ϕ′n , i.e., ϕ′′n = 2
3
√
|ϕ′n |.
Hence, we must impose a stronger condition on the length of |ϕ′′n |, namely, |ϕ′′n | = 2f (n)
where x 3 ∈ O(f (x )).
Some articles (e.g. [40], [43], [44], [45], [51]) use implicitly instances of Lemma 3.10,
while others define explicitly “exponentially more succinct” as some particular instance
of it. For example, the following definition is used in [58].
If two languages, L1 and L2, are equally expressive, we say that L1 is exponentially
more succinct than L2 if there is an infinite sequence of L1 expressions R1,R2, . . . where
the length of Rk is polynomial in k, such that for every sequence of equivalent L2-
expressions P1,P2, . . ., the length of Pk is exponential in k.
Undoubtedly, such a definition provides a sufficient condition4 for L1 to be exponen-
tially more succinct than L2, but, unfortunately, it does not fit results like the one in,
4Provided that we are careful what “exponential in k” means in this case as explained in Example
3.3.
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e.g., [51], where, in the wording above, the length of the expression Rk is logarithmic in
k while the length of Pk is linear in k . Of course, this case is covered by Lemma 3.10.
We finish this subsection with some comments on Definition 3.6. We think that
defining succinctness in terms of sets of formulae instead of in terms of logics is closer
to our intuitive understanding of the meaning of this notion and helps us avoid, e.g.,
saying that L1 is exponentially more succinct than L2 on M and L2 is exponentially
more succinct than L1 on M when we have such results. Although this a perfectly
legitimate statement, we still think it is somewhat unpleasant and that the situation is
better described by saying that there is a set of L1-formulae Φ
′ such that the lengths
of the equivalent L2-formulae from the set Φ
′′ cannot be bounded from above by a
sub-exponential function and vice versa; moreover, note that this formalisation makes
it possible, by imposing relevant restrictions on Φ′ and Φ′′, to study refined versions of
succinctness problems, e.g., when one of Φ′ or Φ′′ consists of formulae that have some
specific syntactic shapes. For example, we can differentiate between the case where Φ′′
is the set of all L2-formulae (e.g., Boolean formulae in the De Morgan basis), and the
case where Φ′′ is a subset of L2-formulae that have some specific property (e.g., the set
of formulae in disjunctive normal form is a subset of the set of Boolean formulae in the
De Morgan basis).
3.2 Four Extensions of Multimodal Logic
In this subsection, we define the modal logics that we are going to compare in terms
of their succinctness in the rest of this thesis. The interest in the succinctness of dif-
ferent modal formalisms stems from their wide applicability. Many important intuitive
concepts like “knowledge”, “belief”, “run of a computer program”, “temporal relations
between different events”, etc., can be modelled as edge and vertex coloured graphs plus
a suitably chosen formal language that is used to talk about such graphs. Multimodal
logic [5], denoted ML, provides us with one such popular language that extends Boolean
logic with formulae of the form [i ]ϕ. The formulae of ML are evaluated locally at a
designated node of a given edge and vertex coloured graph which in this setting is called
a Kripke model. Intuitively, [i ]ϕ is true in a vertex s if every vertex reachable from s
in one step along an i -coloured edge satisfies the formula ϕ. As we said above, given
the applicability of such graphs to the modelling of interesting natural phenomena, two
vertices v1 and v2 connected with an i -edge can represent, among other things, two epis-
temically indistinguishable for an agent i situations (this is the road taken in epistemic
logic [18, 62]), a transition from a state v1 to a new state v2 caused by program i (as used
in dynamic logic of programs [29]), or, in description logic [4], a role like v2 is a brother
(sister) of v1, etc. In its abstract form, the set of pairs of vertices that are connected by
an i -coloured edge is just a relation Ri on the underlying set of the graph. Therefore, a
natural way of generalising this line of reasoning (as this is done in Boolean modal logic
[24]) is to introduce formulae capturing various operations on relations, for example,
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[∪Γ]ϕ for every subset Γ of the colours used as labels for the edges of the graph. Then,
a formula [∪Γ]ϕ can be interpreted as true in vertex s if making one step along an edge
coloured with an element from Γ always leads to a vertex t where ϕ is true. One can
easily see that this is the same as requiring that, for all i ∈ Γ, the formula [i ]ϕ is true
in s. In description logic, [∪Γ]ϕ can be used to say that ϕ is true about all the siblings
of an individual s where we define siblings as the union of brothers and sisters of s. In
dynamic logic, [∪Γ]ϕ can be used to express the fact that no matter which program from
the set of programs Γ is executed at s, the resulting state t will satisfy ϕ. In epistemic
logic, [∪Γ]ϕ is interpreted as “everybody in the group of agents Γ knows that ϕ is true”
(see, for example, [55] or[18]). We use [∪]ML to denote ML extended with formulae
[∪Γ]ϕ.
Analogously, we can introduce formulae [∃Γ]ϕ. Such a formula is true in a vertex
s if there is an i ∈ Γ such that making one step from s along an i -coloured vertex
always leads to a vertex t where ϕ is true. In other words, there is an i in Γ that makes
the formula [i ]ϕ true at s. In epistemic logic, such formulae are used to express that
“somebody in the group of agents Γ knows ϕ” ([55]). In description logic, we can use
[∃Γ]ϕ to say, e.g., some of s ′ friends are males. ML extended with formulae [∃Γ]ϕ will
be denoted [∃]ML.
Another natural operator on graphs is the intersection modality [∩Γ]. Intuitively,
a formula [∩Γ]ϕ is true in a vertex s when any vertex t that is Ri related to s for all
the possible i ∈ Γ satisfy ϕ. In epistemic logic, this yields the notion of distributed
knowledge (see, for example, [18] Chapter 2) while, in dynamic logic, [∩Γ] can be used
to formalise the notion of parallel execution of the programs in Γ. Let [∩]ML denote
ML extended with formulae [∩Γ]ϕ.
Finally, we are interested in formulae of the form [ϕ]ψ. Intuitively, [ϕ]ψ is true in a
vertex s if, after removing all vertices that do not satisfy the formula ϕ, the formula ψ
is true at s in the resulting new graph. Formulae [ϕ]ψ are used in dynamic epistemic
logic [62] to formalise the intuitive notion “after the public announcement of the fact
expressed by ϕ, the fact expressed by ψ will be true”. We denote ML extended with
formulae [ϕ]ψ by [ϕ]ML.
Now, we proceed by formally defining the logics described above.
Definition 3.11 (Formulae). A signature is a pair S = (P , I ), where P = {p1, p2 . . .} is
a countable set of propositional symbols and I = {i1, i2, . . . , in , . . .} is a countable set of
relation indices. Let p, i , and Γ vary over the elements of P , I , and the non-empty finite
subsets of I , respectively. The formulae of the Multimodal logic ML and its extensions
[∪]ML, [∩]ML, [∃]ML, and [ϕ]ML in the signature S = (P , I ) are built as follows.
• The set ΦML of formulae of Multimodal Logic ML, is the smallest set such that
– p ∈ ΦML for any p ∈ P ;
– if ψ ∈ ΦML, then ¬ψ ∈ ΦML;
– for any ψ1 ∈ ΦML and ψ2 ∈ ΦML, we have (ψ1 ∨ ψ2) ∈ ΦML;
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– for all i ∈ I , if ψ ∈ ΦML, then [i ]ψ ∈ ΦML.
• The set of [∪]ML-formulae is the smallest set Φ[∪]ML such that
– p ∈ Φ[∪]ML for any p ∈ P ;
– if ψ ∈ Φ[∪]ML, then ¬ψ ∈ Φ[∪]ML;
– for any ψ1 ∈ Φ[∪]ML and ψ2 ∈ Φ[∪]ML, we have (ψ1 ∨ ψ2) ∈ Φ[∪]ML;
– for all i ∈ I , if ψ ∈ Φ[∪]ML, then [i ]ψ ∈ Φ[∪]ML;
– for all Γ, if ψ ∈ Φ[∪]ML, then [∪Γ]ψ ∈ Φ[∪]ML.
• The set of formulae Φ[∩]ML of the logic [∩]ML is the smallest set
– p ∈ Φ[∩]ML for any p ∈ P ;
– if ψ ∈ Φ[∩]ML, then ¬ψ ∈ Φ[∩]ML;
– for any ψ1 ∈ Φ[∩]ML and ψ2 ∈ Φ[∩]ML, we have (ψ1 ∨ ψ2) ∈ Φ[∩]ML;
– for all i ∈ I , if ψ ∈ Φ[∩]ML, then [i ]ψ ∈ Φ[∩]ML;
– for all Γ, if ψ ∈ Φ[∩]ML, then [∩Γ]ψ ∈ Φ[∩]ML.
• The set Φ[∃]ML of formulae of the logic [∃]ML is the smallest set with the properties
– p ∈ Φ[∃]ML;
– if ψ ∈ Φ[∃]ML, then ¬ψ ∈ Φ[∃]ML;
– for any ψ1 ∈ Φ[∃]ML and ψ2 ∈ Φ[∃]ML, we have (ψ1 ∨ ψ2) ∈ Φ[∃]ML;
– for all i ∈ I , if ψ ∈ Φ[∃]ML, then [i ]ψ ∈ Φ[∃]ML;
– for all Γ, if ψ ∈ Φ[∃]ML, then [∃Γ]ψ ∈ Φ[∃]ML.
• The set of formulae of the logic [ϕ]ML is the smallest set Φ[ϕ]ML such that
– p ∈ Φ[ϕ]ML;
– if ψ ∈ Φ[ϕ]ML, then ¬ψ ∈ Φ[ϕ]ML;
– (ψ1 ∨ ψ2) ∈ Φ[ϕ]ML for any ψ1 ∈ Φ[ϕ]ML and ψ2 ∈ Φ[ϕ]ML;
– for all i ∈ I , if ψ ∈ Φ[ϕ]ML, then [i ]ψ ∈ Φ[ϕ]ML;
– if ψ1 ∈ Φ[ϕ]ML and ψ2 ∈ Φ[ϕ]ML, then [ψ1]ψ2 ∈ Φ[ϕ]ML.
As usual, we have the following abbreviations ϕ ∧ ψ def= ¬(¬ϕ ∨ ¬ψ), 〈i〉ϕ def= ¬[i ]¬ϕ,
〈∪Γ〉ϕ def= ¬[∪Γ]¬ϕ, 〈∩Γ〉ϕ def= ¬[∩Γ]¬ϕ, 〈∃Γ〉ϕ def= ¬[∃Γ]¬ϕ, and 〈ϕ〉ψ def= ¬[ϕ]¬ψ.
Definition 3.12 (Length of Formulae). The length of a formula ϕ is denoted |ϕ|. It
is defined as follows: |p| = 1, |[ϕ1]ϕ2| = |ϕ1 ∨ ϕ2| = |ϕ1| + |ϕ2| + 1, |¬ϕ| = |[i ]ϕ| =
|[∃Γ]ϕ| = |[∪Γ]ϕ| = |[∩Γ]ϕ| = 1 + |ϕ|.
The classes of models for these formulae and the respective truth relations are defined
in the usual way (e.g., see [5]).
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Definition 3.13 (Kripke Model). A Kripke model for the signature S = (P , I ) is a
triple M = (M ,R,V ), where M is a non-empty set, R : I → 2M×M is a mapping that
assigns a binary relation Ri on M to every i ∈ I , and V : P → 2M is a function that
assigns a subset of M , i.e., a unari relation, to every p ∈ P .
Kripke models are denoted A , B, . . ., etc. We write sRi t for (s, t) ∈ R(i) and say
that t is an i -successor of s or that s and t are i -connected.
The pair (M ,w), where w ∈ M , is called pointed model. Sets of pointed models are
denoted A, B, . . . . The class of all pointed models is denoted K. The class of all models
where, for any i , the relation R(i) is reflexive, symmetric, and transitive is denoted S5.
Next, we specify the respective truth relations corresponding to the logics from Def-
inition 3.11. However, we are not going to be completely precise when defining these
relations, because, technically speaking, we need five truth relations corresponding to
the five logics ML, [∪]ML, [∃]ML, [∩]ML, and [ϕ]ML. Such precision will complicate
unnecessarily our exposition; moreover, it will always be clear from the context which
one of the truth relations we mean.
Definition 3.14 (Truth). Let ϕ be a formula in the signature S and let (M ,w) ∈ K.
The relation ϕ is true in the pointed model (M ,w), written (M ,w) |= ϕ, is defined
recursively on the structure of ϕ as follows.
(M ,w) |= p iff w ∈ V (p);
(M ,w) |= ¬ψ iff (M ,w) 6|= ψ;
(M ,w) |= ψ1 ∨ ψ2 iff (M ,w) |= ψ1 or (M ,w) |= ψ2;
(M ,w) |= [i ]ψ iff (M , v) |= ψ for all v , such that wRiv ;
(M ,w) |= [∪Γ]ψ iff for all i ∈ Γ, (M ,w) |= [i ]ψ;
(M ,w) |= [∩Γ]ψ iff (M , v) |= ψ for all v such that wRiv for all i ∈ Γ;
(M ,w) |= [∃Γ]ψ iff there is an i ∈ Γ such that (M ,w) |= [i ]ψ;
(M ,w) |= [ψ1]ψ2 iff (M ,w) |= ψ1 implies (M |ψ1 ,w) |= ψ2, where
M |ψ1 = (M |ψ1 ,R|ψ1 ,V |ψ1) is such that
M |ψ1 = {v ∈ M |(M , v) |= ψ1} and
for all i ∈ I and all p ∈ P ,
R|ψ1(i) = R(i) ∩ (M |ψ1 ×M |ψ1),
V |ψ1(p) = V (p) ∩M |ψ1 .
Intuitively, the model M |ψ1 used to define the |= relation for the formula [ψ1]ψ2 is
the restriction of the model M to the points in which ψ1 is true.
It is obvious that for any pointed model (M , v) and any formula [∪Γ]ϕ, we have
(M , v) |= [∪Γ]ϕ iff (M , v) |=
∧
i∈Γ
[i ]ϕ.
Similarly,
(M , v) |= [∃Γ]ϕ iff (M , v) |=
∨
i∈Γ
[i ]ϕ.
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The above equivalences mean that if Γ consists of a single relation index i , then the
formulae [∪Γ]ϕ and [∃Γ]ϕ are equivalent to [i ]ϕ. Therefore, we always assume that Γ
contains at least two indices and this applies to formulae [∩Γ]ϕ, too. More importantly,
these equivalences mean that ΦML ≡K Φ[∪]ML ≡K Φ[∃]ML.
It is perhaps a little surprising that ΦML ≡K Φ[ϕ]ML is true, too. This follows from
the equivalences below first given in [50].
(M , v) |= [ϕ]p iff (M , v) |= ϕ→ p;
(M , v) |= [ϕ](ψ1 ∧ ψ2) iff (M , v) |= [ϕ]ψ1 ∧ [ϕ]ψ2;
(M , v) |= [ϕ]¬ψ iff (M , v) |= ϕ→ ¬[ϕ]ψ;
(M , v) |= [ϕ][i ]ψ iff (M , v) |= ϕ→ [i ][ϕ]ψ;
(M , v) |= [ϕ1][ϕ2]ψ iff (M , v) |= [ϕ1 ∧ [ϕ1]ϕ2]ψ.
(3.1)
If A is a (not necessarily non-empty) set of pointed models and ϕ is a formula of
one of the logics above, we write A |= ϕ to mean (M ,w) |= ϕ for all (M ,w) ∈ A. This
implies that if A = ∅, then A |= ϕ is trivially true for any formula ϕ.
We are going to use the following well-known notion (see section 2.2 in [5]).
Definition 3.15 (Bisimulation). For any two pointed models (M1, v) and (M2,w) for
the signature S = (I ,P), we say that (M1, v) and (M2,w) are bisimilar iff there is
relation B between (M1, v) and (M2,w) such that if (M1, v)B(M2,w), then
1. (M1, v) |= p iff (M2,w) |= p for any propositional symbol p ∈ P ;
2. for any relation index i ∈ I ,
• for any i -successor v1 ∈ M1 of v , there is an i -successor w1 ∈ M2 of w and
(M , v1)B(M2,w1);
• for any i -successor w1 ∈ M2 of w , there is an i -successor v1 ∈ M1 of v and
(M2,w1)B(M1, v1).
Of course, we have the following fundamental result with respect to the notion of
bisimulation (see, for example, [5] sec. 2.2 or [63] sec. 8.3).
Theorem 3.16. For any signature S = (P , I ) and any pair of pointed models (M1, v)
and (M2,w), if (M1, v) and (M2,w) are bisimilar then
(M1, v) |= ϕ iff (M2,w) |= ϕ
for any formula ϕ that belongs to at least one of the sets Φ[∪]ML, Φ[∃]ML, or Φ[ϕ]ML.
Because of this theorem, we say that the logics ML, [∪]ML, [∃]ML, and [ϕ]ML
are invariant under bisimulation. Although [∩]ML is not invariant under bisimulation
as defined above, a suitably extended version of Definition 3.15 that takes care of in-
tersection of relations can be given and [∩]ML becomes invariant under this extended
notion of bisimulation. Later, we are going to exhibit models that are bisimilar in this
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respect. Next, we give a definition that will be useful in what follows. Intuitively, we
describe a situation in which two models bisimulate relative to one relation but may not
be bisimilar relative to another. We call this relativised bisimulation.
Example 3.4. Let us suppose that we have a signature S = {P , I }, where P contains a
single propositional symbol b that intuitively means black; I contains two indices a and
d where a intuitively means solid arrow and d means dashed arrow. The pointed models
(O, o) and (P, ρ) in Figure 3.1, where black points satisfy the propositional symbol b
and white points do not, are bisimilar with respect to a or, in other words, with respect
to the relation represented by the solid arrow but they are not bisimilar with respect to d
or the relation represented by the dashed arrow. We have that (O, ρ1) and (P, ρ1) are
bisimilar; what is more they are bisimilar with respect to a ∩ d. The same applies to
(O, o1) and (P, o1).
o
o1ρ1
O
ρ
ρ1o1
P
Figure 3.1: The pointed models (O, o) and (P, ρ).
The formal definition is as follows.
Definition 3.17 (Relativised Bisimulation). For any pointed models (M1, v) and (M2,w)
for the signature S = {I ,P} and any relation index i ∈ I , we say that (M1, v) and
(M2,w) are bisimilar with respect to i iff there is a relation B between (M1, v) and
(M2,w) such that if (M1, v)B(M2,w), then
1. (M1, v) |= p iff (M2,w) |= p for any propositional symbol p ∈ P ;
2. for any i -successor v1 ∈M1 of v , there is an i -successor w1 ∈M2 of w such that
(M , v1) and (M2,w1) are bisimilar in the sense of Definition 3.15;
3. for any i -successor w1 ∈M2 of w , there is an i -successor v1 ∈M1 of v such that
(M2,w1) and (M1, v1) are bisimilar in the sense of Definition 3.15.
We have the following easy result.
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Theorem 3.18. For any signature S = (I ,P), any pair of pointed models (M1, v) and
(M2,w) for S and any relation index i ∈ I , if (M1, v) and (M2,w) are bisimilar with
respect to i , then
(M1, v) |= [i ]ϕ iff (M2,w) |= [i ]ϕ
for any formula ϕ in the signature S.
3.3 Extended Syntax Trees
As in the previous chapter, we proceed to defining extended syntax trees for modal
formulae5. The main idea underlying the construction of these trees is the same as in
the Boolean case but, naturally, this time, the sets of models labelling each node will be
more complicated. For the sake of conceptual clarity, we are more careful in this section
and begin by defining the usual syntax trees followed by their extended counterparts.
Definition 3.19 (Syntax trees). The syntax tree Tϕ of a modal formula ϕ is built
recursively on the structure of ϕ as follows.
(ϕ is a propositional symbol p ∈ P): Tp consists of a single node t that has a syn-
tax label synl(t) = p.
p
Figure 3.2: The syntax tree Tp .
(ϕ is ¬ψ): T¬ψ has a root node t with synl(t) = ¬. The unique child of t is the root
of the syntax tree Tψ.
¬
Tψ
Figure 3.3: The syntax tree T¬ψ.
(ϕ is ψ1 ∨ ψ2): Tψ1∨ψ2 has a root node t with synl(t) = ∨. The left child of t is the
root of the syntax tree Tψ1 . The right child of t is the root of the syntax tree Tψ2 .
5When no confusion arises, we call any formula “modal formula” if it belongs to at least one of the
sets ΦML, Φ[∪]ML, etc, defined in Definition 3.11.
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∨
Tψ1 Tψ2
Figure 3.4: The syntax tree Tψ1∨ψ2 .
(ϕ is [i ]ψ): T[i ]ψ has a root node t with synl(t) = [i ] . The unique child of t is the root
of the syntax tree Tψ.
[i]
Tψ
Figure 3.5: The syntax tree T[i]ψ.
(ϕ is [∪Γ]ψ): T[∪Γ]ψ has a root node t with synl(t) = [∪Γ]. The unique child of t is the
root of the syntax tree Tψ.
[ ∪Γ ]
Tψ
Figure 3.6: The syntax tree T[∪Γ]ψ.
(ϕ is [∩Γ]ψ): T[∩Γ]ψ has a root node t with synl(t) = [∩Γ]. The unique child of t is the
root of the syntax tree Tψ.
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[ ∩Γ ]
Tψ
Figure 3.7: The syntax tree T[∩Γ]ψ.
(ϕ is [∃Γ]ψ): T[∃Γ]ψ has a root node t with synl(t) = [∃Γ]. The unique child of t is the
root of the syntax tree Tψ.
[∃Γ]
Tψ
Figure 3.8: The syntax tree T[∃Γ]ψ.
(ϕ is [ϕ]ψ): T[ϕ]ψ has a root node t with synl(t) = [ϕ]. The left child of t is the root
of the extended syntax tree Tϕ. The right child of t is the root of the syntax tree
Tψ.
[ϕ]
Tϕ Tψ
Figure 3.9: The syntax tree T[ϕ]ψ.
Since every syntax tree is a rooted tree in which every edge is naturally oriented
away from the root as shown in Definition 3.19 and the accompanying figures, the next
Chapter 3. Preliminaries 43
definition, although formally not very precise, should be unambiguous and intuitively
clear.
Definition 3.20 (Branches). A branch B in a syntax tree is any path starting at the
root of the tree and ending in a leaf.
1. For any branch B , the word l . . .m, formed by the relation indices of all the nodes
with syntactic labels of the form [i ] occurring along B when traversing the branch
from the root to its leaf is denoted I (B).
2. Let two not necessarily distinct syntax trees T1 and T2 be given and let the branch
B1, consisting of the nodes η0, η1, . . . , ηk , and the branch B2, consisting of the nodes
η′0, η′2, . . . , η′k (where the nodes in each branch have been numbered in increasing
order starting from the root of the tree), belong to T1 and T2, respectively. We call
B1 and B2 isomorphic, and write B1 ∼= B2 , iff k = l and the symbols from the set
Σ = {p,¬,∨, [i ], [∃Γ], [∪Γ], [∩Γ], [ϕ]} labelling the nodes ηj , η′j , where 1 ≤ j ≤ k ,
are the same.
It is obvious that if a syntax tree Tϕ contains branches B1 and B2 such that I (B1) 6=
I (B2), then B1  B2. Of course if B1  B2, then these branches are different, i.e, they
do not coincide.
Example 3.5. The syntax tree T[∪Γ]b∨[a]¬[d ]¬b of the formula [∪Γ]b∨ [a]¬[d ]¬b, where
Γ = {a, d}, is shown in Figure 3.10. We have I (Br ) = ad for the right branch Br of
∨
[∪Γ] [a]
b ¬
[d]
¬
b
Figure 3.10: The syntax tree T[∪Γ]b∨[a]¬[d]¬b of the formula [∪Γ]b ∨ [a]¬[d ]¬b.
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T[∪Γ]b∨[a]¬[d ]¬b that consists of the root of the tree and the nodes with syntax labels [a],
¬, [d ], ¬, and b in that order. It is obvious that Bl  Br where Bl is the left branch
that consists of the root of T[∪Γ]b∨[a]¬[d ]¬b and the nodes with syntax labels [∪Γ] and b.
As in the previous chapter, in order to prove a lower bound on the size of a formula
|ϕ| that expresses certain property P , the idea is to connect the number of nodes n in
the syntax tree of ϕ with the fact that ϕ differentiates between models that have the
property P and, therefore, satisfy ϕ, and those that do not. To this end we introduce
extended syntax trees for modal formulae.
We begin by defining a number of operations on pointed models and sets of pointed
models that will be useful later.
Definition 3.21. LetM = {(M1,w1), . . . , (Mk ,wk ), . . .} be a set of pointed models and
let (M ,w) ∈M.
• For any i ∈ I , let
[i ](M ,w) = {(M , v) | v ∈M and wRiv}.
Intuitively, [i ](M ,w) is the set of all pointed models that can be reached from w
by making one Ri -step. Note that if there is no point v ∈ M such that wRiv ,
then [i ](M ,w) = ∅.
• Using the first item, [i ]M is defined as
[i ]M =
⋃
(M ,w)∈M
[i ](M ,w).
It is obvious that [i ](M ,w) can be empty because, for each (M ,w) ∈ M it is
possible to have [i ](M ,w) = ∅.
• If (M ,w) |= 〈i〉ψ, there is at least one v ∈ M such that wRiv and (M , v) |= ψ.
We construct the non-empty set of all such pointed models, i.e.,
〈i(ψ)〉(M ,w) = {(M , v) | v ∈M such that wRiv and (M , v) |= ψ}.
• If M |= 〈i〉ψ, then, using the item above, we form the non-empty set of pointed
models
〈i(ψ)〉M =
⋃
(M ,w)∈M
〈i(ψ)〉(M ,w).
• For a pointed model (M , v), and a modal formula ϕ, we define ϕ((M , v)) as the
set of all pointed models with underlying structure M that satisfy ϕ, i.e.,
ϕ((M , v)) = {(M ,w) | (M ,w) |= ϕ and w ∈M }.
It is clear that this set can be empty.
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• Using the previous item, we define
M|ϕ = {(Mi |ϕ, vi) | (Mi , vi) ∈M and (Mi , vi) ∈ ϕ((Mi , vi))}.
Note that M|ϕ can be empty if for all (Mi , vi) ∈ M, it is true that (Mi , vi) 6∈
ϕ((Mi , vi)), i.e., (Mi , vi) 6|= ϕ.
For any finite non-empty set Γ ⊆ I , we define the sets below.
• [∪Γ]M is the union of [i ]M for all i ∈ Γ, i.e.,
[∪Γ]M =
⋃
i∈Γ
[i ]M.
It follows that if for all i ∈ Γ, we have [i ]M = ∅, then [∪Γ]M = ∅.
• Let us suppose that M |= 〈∪Γ〉ψ. Therefore, for every (Mj ,wj ) ∈ M, there is a
non-empty subset Γj ⊆ Γ such that for every i ∈ Γj there is at least one v ∈Mj
for which wjRiv and (Mj , v) |= ψ. Hence, we can construct the non-empty set
〈∪Γ(ψ)〉M =
⋃
i∈Γ1
〈i(ψ)〉(M1,w1) ∪ . . . ∪
⋃
i∈Γk
〈i(ψ)〉(Mk ,wk ) . . . .
• We form the possible empty set [∩Γ](M ,w) as follows.
[∩Γ](M ,w) = {(M , v) | v ∈M and
∧
ri∈Γ
wRiv}.
• Using the previous item, we define
[∩Γ]M =
⋃
(M ,w)∈M
[∩Γ](M ,w).
It is clear that this set could be empty.
• If (M ,w) |= 〈∩Γ〉ψ, there is at least one v ∈M such that wRiv for any i ∈ Γ and
(M , v) |= ψ. We construct the non-empty set of all such pointed models, i.e.,
〈∩Γ(ψ)〉(M ,w) = {(M , v) | v ∈M such that
∧
i∈Γ
wRiv and (M , v) |= ψ}.
• Let M |= 〈∩Γ〉ψ. Then we can define the non-empty set
〈∩Γ(ψ)〉M =
⋃
(M ,w)∈M
〈∩Γ(ψ)〉(M ,w).
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• If M |= [∃Γ]ψ, then for every (Mj ,wj ) ∈M, there is a subset Γj ⊆ Γ such that for
every i ∈ Γj , (Mj ,wj ) |= [i ]ψ. Therefore, we can construct the (possibly empty)
set
[∃Γ(ψ)]M =
⋃
i∈Γ1
[i ](M1,w1) ∪ . . . ∪
⋃
i∈Γk
[i ](Mk ,wk ) . . . .
• Let M |= 〈∃Γ〉ψ. Therefore, for every (M ,w) ∈ M and every i ∈ Γ, there is at
least one v ∈M such that wRiv and (M , v) |= ψ. We form the non-empty set
〈∃Γ(ψ)〉M =
⋃
i∈Γ
〈i(ψ)〉(M1,w1) ∪ . . . ∪
⋃
i∈Γ
〈i(ψ)〉(Mk ,wk ) . . . .
We are ready to define extended syntax trees for modal formulae. The reader can
easily see that these trees can be thought of as closed game trees for suitably defined
versions of the Adler-Immerman games. In fact, the rules of such games corresponding
to the modal logics we study can be extracted from the definition below and relevant
versions of Theorem 2.9 and Theorem 2.10 can be proven. More about this line of
reasoning can be found in [22].
As before, we use A ◦B to denote a tree-node t that has a semantic label 〈A,B〉.
Definition 3.22 (Extended Syntax Trees). For any modal formula ϕ and any sets of
pointed models A and B such that A |= ϕ and B |= ¬ϕ, the extended syntax tree
T
〈A,B〉
ϕ is defined inductively on the structure of ϕ as follows:
(ϕ is a propositional symbol p ∈ P): T 〈A,B〉p consists of a single node t that has a
syntax label synl(t) = p and a semantic label seml(t) = 〈A,B〉.
A B
p
Figure 3.11: The extended syntax tree T
〈A,B〉
p .
(ϕ is ¬ψ): T 〈A,B〉¬ψ has a root node t with synl(t) = ¬ and seml(t) = 〈A,B〉. The
unique child of t is the root B ◦A of the extended syntax tree T 〈B,A〉ψ . Note that
since A |= ϕ and B |= ¬ϕ, we have B |= ψ and A |= ¬ψ.
A B
¬
T
〈B,A〉
ψ
Figure 3.12: The extended syntax tree T
〈A,B〉
¬ψ .
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(ϕ is ψ1 ∨ ψ2): T 〈A,B〉ψ1∨ψ2 has a root node t with synl(t) = ∨ and seml(t) = 〈A,B〉.
The left child of t is the root A1 ◦ B of T 〈A1,B〉ψ1 . The right child of t is the root
A2 ◦B of T 〈A2,B〉ψ2 where the sets A1 and A2 are defined as follows:
A1 = {(M , v) ∈ A | (M , v) |= ψ1} and A2 = {(M , v) ∈ A | (M , v) |= ψ2}.
Therefore, A1 |= ψ1 and A2 |= ψ2 while B |= ¬(ψ1 ∨ ψ2). Although it may seem
∨
A B
T
〈A1,B〉
ψ1
T
〈A2,B〉
ψ2
Figure 3.13: The extended syntax tree T
〈A,B〉
ψ1∨ψ2 .
obvious, we would like to stress that A = A1 ∪A2 does not imply that A1 and
A2 are non-intersecting, i.e., that A1 ∩A2 = ∅.
(ϕ is [i ]ψ): T
〈A◦B〉
[i ]ψ has a root node t with synl(t) = [i ] and seml(t) = 〈A,B〉. The
unique child of t is the root [i ]A ◦ 〈i(¬ψ)〉B of T 〈[i ]A,〈i(¬ψ)〉B〉ψ . Again, we would
like to emphasise that [i ]A |= ψ and 〈i(¬ψ)〉B |= ¬ψ.
A B
[i]
T
〈[i]A,〈i(¬ψ)〉B〉
ψ
Figure 3.14: The extended syntax tree T
〈A,B〉
[i]ψ .
(ϕ is [∪Γ]ψ): T 〈A,B〉[∪Γ]ψ has a root node t with synl(t) = [∪Γ] and seml(t) = 〈A,B〉. The
unique child of t is the root [∪Γ]A ◦ 〈∪Γ(¬ψ)〉B of T 〈[∪Γ]A,〈∪Γ(¬ψ)〉B〉ψ . Note that
[∪Γ]A |= ψ and 〈∪Γ(¬ψ)〉B |= ¬ψ.
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A B
[ ∪Γ ]
T
〈[∪Γ]A,〈∪Γ(¬ψ)〉B〉
ψ
Figure 3.15: The extended syntax tree T
〈A,B〉
[∪Γ]ψ .
(ϕ is [∩Γ]ψ): The extended syntax tree T 〈A,B〉[∩Γ]ψ has a root node t with synl(t) = [∩Γ]
and seml(t) = 〈A,B〉. The unique child of t is the root [∩Γ]A ◦ 〈∩Γ(¬ψ)〉B
of the extended syntax tree T
〈[∩Γ]A,〈∩Γ(¬ψ)〉B〉
ψ . Again, we have [∩Γ]A |= ψ and
〈∩Γ(¬ψ)〉B |= ¬ψ.
A B
[ ∩Γ ]
T
〈[∩Γ]A,〈∩Γ(¬ψ)〉B〉
ψ
Figure 3.16: The extended syntax tree T
〈A,B〉
[∩Γ]ψ .
(ϕ is [∃Γ]ψ): The extended syntax tree T 〈A,B〉[∃Γ]ψ has a root t with synl(t) = [∃Γ] and
seml(t) = 〈A,B〉. The unique child of t is the root [∃Γ]A ◦ 〈∃Γ(¬ψ)〉B of the
extended syntax tree T
〈[∃Γ]A,〈∃Γ(¬ψ)〉B〉
ψ . Note that [∃Γ]A |= ψ and 〈∃Γ(¬ψ)〉B |=
¬ψ.
A B
[∃Γ]
T
〈[∃Γ]A,〈∃Γ(¬ψ)〉B〉
ψ
Figure 3.17: The extended syntax tree T
〈A,B〉
[∃Γ]ψ .
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(ϕ is [ϕ]ψ): The extended syntax tree T
〈A,B〉
[ϕ]ψ has a root node t with synl(t) = [ϕ] and
seml(t) = 〈A,B〉. The left child of t is the root ϕ(A)∪ ϕ(B) ◦ ¬ϕ(A)∪¬ϕ(B) of
the extended syntax tree T
〈ϕ(A)∪ϕ(B),¬ϕ(A)∪¬ϕ(B)〉
ϕ . The right child of t is is the
root A|ϕ ◦ (B)|ϕ of the extended syntax tree T 〈A|ϕ,(B)|ϕ〉ψ . Using the relevant items
from Definition 3.21, the reader can easily verify that the following items are true.
• ϕ(A) ∪ ϕ(B) |= ϕ and ¬ϕ(A) ∪ ¬ϕ(B) |= ¬ϕ;
• A|ϕ |= ψ and B|ϕ |= ¬ψ.
[ϕ]
A B
T
〈ϕ(A)∪ϕ(B),¬ϕ(A)∪¬ϕ(B)〉
ϕ T
〈A|ϕ,B|ϕ〉
ψ
Figure 3.18: The extended syntax tree T
〈A,B〉
[ϕ]ψ .
Example 3.6. The extended syntax tree T
〈A,D〉
[∪Γ]b∨[a]¬[d ]¬b of [∪Γ]b∨[a]¬[d ]¬b is shown in
Figure 3.19. We have that Γ = {a, d}. Pointed models occurring in the semantic labels
of the nodes of the syntax tree are the pairs consisting of the relevant Kripke model Ai
or D1 and the nodes marked by . and /, respectively. Hence, A consists of the pointed
models on the left of the root of the tree which has syntax label ∨ while D is on the
right and contains only one pointed model. Black circles in the Kripke models denote
the points where the atom b is true; white circles denote points that do not satisfy any
proposition. The solid arrows in the models denote relation steps indexed with a, the
dashed arrows are indexed with d. Again, we have I (Br ) = ad for the right branch Br
of T
〈A◦D〉
[∪Γ]b∨[a]¬[d ]¬b that consists of the root and the nodes with syntax labels [a], ¬, [d ],
¬, and b.
It is worth pointing out that given an extended syntax tree T
〈A,D〉
ϕ , the “shape” of
the tree depends solely on ϕ. In other words, if, for example, we disregard the semantic
labels of the nodes, the three extended syntax trees T
〈A,D〉
[∪Γ]b∨[a]¬[d ]¬b, T
〈∅,D〉
[∪Γ]b∨[a]¬[d ]¬b, and
T
〈∅,∅〉
[∪Γ]b∨[a]¬[d ]¬b are actually the syntax tree of the formula [∪Γ]b∨ [a]¬[d ]¬b from Figure
3.10. Therefore, for any modal formula ϕ, if the syntax tree Tϕ of ϕ contains a branch
B for which I (B) = i1 . . . in , then for any pair of sets of pointed models E and F such
that
E |= ϕ and F |= ¬ϕ,
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∨
A2
.
D1
/
A1
.
[∪Γ]
A1
.
D1
/
[a]
D1
/
A2
.
b
A1
.
D1
/ ¬
D1
/
A2
..
A2
[d]
A1
.
D1
/
¬
A1
.
∅
b
A1
.
∅
Figure 3.19: The extended syntax tree T
〈A,D〉
[∪Γ]b∨[a]¬[d]¬b.
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the extended syntax tree of ϕ with root E ◦ F contains a branch B for which I (B) =
i1 . . . in . Thus, we will continue using the notions I (B) and B1 ∼= B2 given in Definition
3.20 for extended syntax trees, too.
Example 3.7. The extended syntax tree T
〈A,B〉
[b][a]p is shown on Figure 3.20. Again, we use
Kripke structures plus / and . to denote the pointed models occurring in the semantic
labels of the nodes of the extended syntax tree. As before, we have that black circles
denote points satisfying the proposition b and arrows are labelled with the relation index
a. It is obvious that the formula [b][a]p is true in the set A that contains the only
pointed model on the left of the root of T
〈A,D〉
[b][a]p and false in the set B that has just one
pointed model, namely, the pointed model on the right of the root of the tree. Note how
we have constructed the sets b(A)∪b(B) on the left of the tree node with syntax label b
and the set ¬b(A)∪¬b(B) on the right. The sets A|b and B|b form the semantic label
of the node with syntax label [a].
[b]
A
.
p
B
/
b
A |b
.
p
A
/
p
[a]
B|b
/
A
p
.
B
.
B
.
p
A
.
p
B|b
/
A |b
.
p
Figure 3.20: The extended syntax tree T
〈A,D〉
[b][a]p .
Having defined extended syntax trees for modal formulae, it is easy to see that an
analogue of Proposition 2.6 holds in the present case, too.
Proposition 3.23. For any modal formulae ϕ and ψ and any sets of pointed models
A, B, C, and D, if the extended syntax tree T
〈A,B〉
ϕ contains a node C ◦D that is the
root of the extended syntax tree T
〈C,D〉
ψ , then C |= ψ and D |= ¬ψ.
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Proof. Immediate from Definition 3.21 and Definition 3.22.
Corollary 3.24. For any modal formula [i ]ϕ, if the two sets of pointed models C and
D contain a pair of models (C , c) ∈ C and (D , d) ∈ D such that (C , c) and (D , d) are
bisimilar with respect to i , then there is no modal formula ψ and a pair of pointed models
A and B such that the extended syntax tree T
〈A,B〉
ψ contains a node C ◦D that is the
root of the extended syntax tree T
〈C,D〉
[i ]ϕ .
Proof. If we assume otherwise, then Proposition 3.23 implies that (C , c) |= [i ]ϕ and
(D , d) |= ¬[i ]ϕ which contradicts Theorem 3.18.
Extended syntax trees will be the main tool for obtaining our exponential succinct-
ness results formulated in the next sections. There, we apply the general recipe based
on Lemma 3.10 that can be informally described as follows.
Suppose that we want to prove that a set Φ1 of L1-formulae is exponentially more
succinct than a set of L2-formulae Φ2 on a set of pointed models M.
For every n ∈ N, find a formula ϕn ∈ Φ1 such that |ϕn | = f (n) where f (x ) is some
strictly increasing function. After that, find two sets of pointed models An ⊆ M
and Bn ⊆ M, such that An |=1 ϕn and Bn |=1 ¬ϕn and prove that the extended
syntax tree with root An ◦ Bn of any L2-formula ψn ∈ Φ2 such that An |=2 ψn
and Bn |=2 ¬ψn contains at least 2g(n) nodes where g(x ) is a function that grows
asymptotically at least as fast as f (x ).
Then, all the conditions from Lemma 3.10 are fulfilled and hence, Φ1 is exponentially
more succinct than Φ2 on M.
Obviously, there are two main difficulties with this strategy. The first one is finding
the right models which requires an intuitive understanding of the type of semantic prop-
erties that are expressed more efficiently by formulae in Φ1 than by Φ2. For example, it
is clear that a formula of the form ¬[∪{a,d}]¬b is equivalent to the formula 〈a〉b∨ 〈d〉b.
Therefore, intuitively, the first formula expresses more efficiently the fact that we can
make either an a or a d -step from the current point and reach a point that satisfies the
proposition b. Hence, by stacking n boxes, as in the formula
¬ [∪{a,d}] . . . [∪{a,d}]︸ ︷︷ ︸
n times
¬b,
we describe an exponential in n number of different paths consisting of a and/or d -steps
starting at the current point such that at least one of them leads to a point that satisfies
b. Indeed, this is one of the properties we are going to exploit later. The second difficulty
is proving lower bounds on the number of nodes of the extended syntax trees T
〈An ,Bn 〉
ψ .
This is an underdeveloped area and there are currently just two known techniques which
we explain below by using ΦML-formulae. We would like to stress however that the main
ideas are applicable to any other logic.
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Diverging Pairs: This technique was used in [1]. We formulate a specific instance of
it in Theorem 3.25 below. The general idea is as follows. Let us suppose that we
want to prove a lower bound on the size of ΦML-formulae that are true in some
set of pointed models A and false in another set B. This can be achieved by
proving a lower bound on the size of all extended syntax trees with root A ◦ B.
Intuitively, Definition 3.22 gives us a means of estimating the size of an extended
syntax tree T
〈A,B〉
ϕ by applying combinatorial reasoning involving the sets A and
B. Depending on the case at hand, these sets can be very big and may contain
models that make such combinatorial considerations extremely difficult. To avoid
such difficulties, we choose some “simpler”, according to a useful criterion, sub-
sets A1, . . . ,Am of A and, similarly, B1, . . . ,Bm of B and then we “reduce” the
problem of reasoning about T
〈A,B〉
ϕ to reasoning about extended syntax trees with
roots Ai ◦Bi as shown in the next theorem.
Theorem 3.25 (Principle of Diverging Pairs for Modal Formulae). Let A and B
be two sets of pointed models and let A1, . . . ,Am be subsets of A and B1, . . . ,Bm
be subsets of B. If any extended syntax tree with root A1◦B1 contains a branch B1
and any extended syntax tree with root A2 ◦B2 contains a branch B2, and . . ., and
any extended syntax tree with root Am ◦Bm contains a branch Bm , where Bi  Bj
for all i and j such that 1 ≤ i 6= j ≤ m, then the syntax tree Tϕ of any modal
formula ϕ such that A |= ϕ and B |= ¬ϕ contains m different branches B ′i , where
1 ≤ i ≤ m and B ′l  B ′j for all l and j such that 1 ≤ l 6= j ≤ m. Hence, ϕ has
size at least (2×m)− 1.
Proof. Since A |= ϕ and B |= ¬ϕ, it follows that Ai |= ϕ and Bi |= ¬ϕ for any
i such that 1 ≤ i ≤ m. According to our assumption, the sequence of the m
extended syntax trees of ϕ
T 〈A
1,B1〉
ϕ ,T
〈A2,B2〉
ϕ , . . . ,T
〈Am ,Bm 〉
ϕ
gives us a sequence of m branches B1, . . . ,Bm , where B1 is a branch in T
〈A1,B1〉
ϕ ,
B2 is a branch in T
〈A2,B2〉
ϕ , . . ., Bm is a branch in T
〈Am ,Bm 〉
ϕ ; moreover, Bi  Bj
for any i and j such that 1 ≤ i 6= j ≤ m. It follows immediately that the syntax
tree Tϕ of ϕ contains m different branches. This means that ϕ contains at least
m − 1 disjunctions that give us the m different branches in Tϕ and, since each
branch ends in a leaf labelled with a propositional symbol, we see that |ϕ| is at
least (2×m)− 1.
The pairs (Ai ,Bi) are called diverging because, intuitively, they cannot be kept
in the same branch in the extended syntax tree T
〈A,B〉
ϕ . All our proofs in the next
chapters rely on Theorem 3.25. The reader can easily verify that we used a similar
technique in Chapter 2 as explained in Example 2.9.
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Weight Function: The weight-function technique was used in [27] for proving lower
bounds on the size of first-order formulae on linear orders. It can be thought of
as an application of the idea of defining formal complexity measures in order to
prove lower bounds on Boolean formulae (cf. Definition 8.1 on p. 259 in [65] and
[52]). Here we give again an intuitive description of this technique by using ΦML-
formulae. Let us suppose that we want to prove a lower bound on the size of the
shortest formula ϕ ∈ ΦML such that A |= ϕ and B |= ¬ϕ. One way to achieve this
is to define a weight function w : 2K×2K → N such that w = (〈A,B〉) = n, where
n > 0, and for any pair of sets of pointed models 〈C,D〉, the following properties
are true.
1. w(〈C,D〉) = w(〈D,C〉);
2. if C1 ⊆ C and C2 ⊆ C, then w(〈C,D〉) = w(〈C1,D〉) + w(〈C2,D〉);
3. if for some formula [i ]ψ ∈ ΦML, we have C |= [i ]ψ and D |= 〈i〉¬ψ, then
w(〈[i ]C, 〈i(¬ψ)〉D〉) = w(〈C,D〉)− 1;
4. If C |= p and D |= ¬p for some propositional symbol p, then w(〈C,D〉) = 0.
Let us consider the extended syntax tree T
〈A,B〉
ϕ . The weight of the root A ◦ B
of T is n, the weight of each leaf is 0. Items 1, 2, and 3 specify how the weight
increases from the leaves to the root for nodes with syntax label ¬, ∨, and [i ],
respectively. Then, it is obvious that T
〈A,B〉
ϕ , and therefore Tϕ, will have at least
n nodes with syntax labels of the form [i ]. Hence, ϕ contains at least n different
occurrences of “[i ]”, that gives us |ϕ| > n.
We would like to stress that this artificial and very simple example was chosen so
that we can showcase the main idea behind the weight function technique. We
invite the reader to consult [27] for a technically sophisticated application of this
method to proving lower bounds on the size of first-order formulae on the class of
linear orders. For the original exposition of this method in the setting of Boolean
function complexity, we recommend [65], where the idea of introducing such com-
plexity measures or weight functions is attributed to Michael Paterson. Alexander
Razborov [52] simplified the definition given in [65] and showed that practically all
known complexity measures cannot help us prove even super-linear lower bounds
on the size of Boolean circuits in sharp contrast to the case of Boolean formulae
where they are used to prove quadratic lower bounds. A modern treatment of this
material and its connections to communication complexity and graph theory can
be found in [38].
We finish this chapter with some comments on the way we defined syntax trees and
extended syntax trees of modal formulae. It is not difficult to introduce such trees for
formulae containing symbols like >, ⊥, →, or 〈i〉. We have chosen, however, to use only
disjunctions and negations as Boolean operators and boxes as modal ones. The main
motivation for our choice is that this is a popular way of defining modal formulae which
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helps us reduce the number of cases we have to consider in our proofs. On the other
hand, since we are dealing with lower bounds on formula size, it is important to say that
introducing >, ⊥, ∧,→, 〈i〉 or duals of [∪Γ], [∃Γ], etc. as official operators will lead only
to a linear decrease of formula length and will not affect any of our results. In particular,
all our succinctness theorems in the next chapter are proven as follows. We show that
one modal logic L1 is exponentially more succinct on a class of models M than another
modal logic L2 by exhibiting an infinite sequence of L1-formulae ϕ1, ϕ2, . . . and a linear
function f (x ) for which |ϕn | = f (n); moreover, we prove that the shortest L2-formula
ψn that is equivalent to ϕn on M has size at least 2
n . Let us assume now that we are
allowed to use the operators >, ⊥, ∧,→, 〈i〉, 〈∪Γ〉, 〈∃Γ〉, 〈∩Γ〉, and 〈ϕ〉 in L2. Let us call
the resulting logic L′2. It is obvious that there is a natural number k such that for every
L′2-formula θ′ there is an equivalent on M formula θ from L2 for which |θ| ≤ k × |θ′|,
i.e., there is a linear translation from L′2 to L2 which works by expressing the above
operators with ¬, ∨, [i ], [∪Γ], [∃Γ], [∩Γ], and [ϕ]. Let us suppose that there is a sub-
exponential function g(x ) and a sequence of L′2-formulae ϑ′1, ϑ′2 . . . such that for all n, ϑ′n
is equivalent to ϕn and |ϑ′n | = g(n). We know that for every n, there is an equivalent to
ϑ′n formula ϑn from L2 such that |ϑn | ≤ k×|ϑ′n |, which means that |ϑn | ≤ k×g(n). But
this means that there is a sequence of L2-formulae ϑ1, ϑ2, . . . such that ϑn is equivalent
to ϕn and at the same time the length of the formulae ϑ1, ϑ2, . . . is bounded from above
by the sub-exponential function k × g(x ). This, however, contradicts our assumption
that the shortest L2-formula ψn that is equivalent to ϕn has size 2
n . Thus, we arrive at
a contradiction.

Chapter 4
Succinctness Results on
Unrestricted Models
In this and the next chapter we are going to compare in terms of their succinctness on
different classes of Kripke models the logics ML, [∪]ML, [∃]ML, [∩]ML, and [ϕ]ML. The
initial motivation for this study came from Carten Lutz’ paper [43] in which he showed
that [ϕ]ML is exponentially more succinct than ML on a suitably chosen class of models
that, unfortunately, was different from the class S5 of models in which all relations are
relations of equivalence, i.e., the models used in epistemic logic. He conjectured that
[ϕ]ML is exponentially more succinct than ML on S5, too. In the present chapter, we
will give, among other things, another proof of his result while his conjecture will be
confirmed in Chapter 5.
We are going to work with signatures that contain at least two relational indices and
at least one propositional symbol. That is why we fix one such signature S = (I ,P),
where I = {a, d} and P = {b}, and all formulae we consider are formulae in the
signature S . The reader can find the following mnemonic useful later:
a stands for “solid arrow”;
d stands for “dashed arrow”;
b stands for “black node”.
The lower bounds we obtain transfer in an obvious way to signatures with more indices
and/or propositional symbols.
Our main results here can be summarised as follows.
A. There are sets of formulae
• ∆[ϕ] ⊂ Φ[ϕ]ML,
• Ξ[∪] ⊂ Φ[∪]ML,
and a set of models C ⊂ K such that ∆[ϕ] and Ξ[∪] are exponentially more succinct
than Φ[∃]ML and Φ[∩]ML on C.
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B. There are sets of formulae
• Θ[∃] ⊂ Φ[∃]ML,
• Ψ[∩] ⊂ Φ[∩]ML,
• Ω[ϕ] ⊂ Φ[ϕ]ML,
and a set of models D ⊂ K such that Θ[∃], Ψ[∩], and Ω[ϕ] are exponentially more
succinct than Φ[∪]ML on D.
Of course, it follows immediately from A and B that the sets ∆[ϕ] and Ξ[∪] are exponen-
tially more succinct than ΦML on C while Θ[∃], Ψ[∩], and Ω[ϕ] are exponentially more
succinct than ΦML onD. Furthermore, the results concerning the sets ∆[ϕ] ⊂ Φ[ϕ]ML and
Ω[ϕ] ⊂ Φ[ϕ]ML can be considered as one particular way of strengthening Lutz’ Theorem
2 from [43]. Moreover, it is clear from Proposition 3.8 and the following items
• C ⊂ K and D ⊂ K,
• Ξ[∪] ⊂ Φ[∪]ML,
• Θ[∃] ⊂ Φ[∃]ML,
• ∆[ϕ] ⊂ Φ[ϕ]ML and Ω[ϕ] ⊂ Φ[ϕ]ML,
• Φ[∪]ML ≡K Φ[∃]ML ≡K Φ[ϕ]ML
that
1. Φ[∪]ML is exponentially more succinct than Φ[∃]ML on K;
2. Φ[∃]ML is exponentially more succinct than Φ[∪]ML on K;
3. Φ[ϕ]ML is exponentially more succinct than both Φ[∪]ML and Φ[∃]ML on K.
In fact, the work presented in this chapter was initially motivated by our wish to find
proofs of items 1, 2, and 3 above and we feel that giving an informal explanation of the
way in which we attacked these problems might help the reader’s intuition.
One way of proving item 1 by using Lemma 3.10 is to find a sequence of pairwise non-
equivalent formulae ξ1, ξ2, . . . in Φ[∪]ML and a linear function f (x ) such that |ξn | = f (n)
for all n ≥ 1. After that, we show that for any formula λn ∈ Φ[∃]ML that is equivalent to
ξn on K, we have |λn | ≥ 2n . Having established this, Lemma 3.10 gives us the desired
result. Let us elaborate on the strategy we just described. Suppose that we feel that we
have found suitable formulae ξ1, ξ2, . . .. In order to prove that they have the required
property, for every n ≥ 1, we can try to define a set of pointed models An such that
An |= ξn . Then we have to find a set of pointed models Bn such that Bn |= ¬ξn and
prove that for every formula λ ∈ Φ[∃]ML such that An |= λ whereas Bn |= ¬λ, the
extended syntax tree of λ with root An ◦ Bn has at least 2n nodes. Intuitively, it is
clear that the main difficulty in such a proof stems from the power of the [∃Γ] operator.
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While for any pointed model (M ,w), the statement (M ,w) |= [i ]ϕ means that all points
reachable from w in one i -step satisfy the formula ϕ, (M ,w) |= [∃Γ]ϕ means that there
is at least one index i ∈ Γ such that all points reachable from w in one i -step satisfy
ϕ. Therefore, if we manage to define the models in An and Bn in such a way so that to
make the [∃Γ] operator “useless” or “powerless”, i.e., the possibility offered by [∃Γ] to
non-deterministically choose relation steps is eliminated, our task will be easier.
We can try to prove item 2 guided by the same intuition. Namely, we exhibit a
sequence of pairwise non-equivalent formulae θ1, θ2, . . . from Φ[∃]ML and a strictly in-
creasing linear function g(x ) such that |θn | = g(n). Then we define two sets of pointed
models On and Pn , where On |= θn and Pn |= ¬θn , and prove that the syntax tree with
root On ◦ Pn of any formula µ ∈ Φ[∪]ML such that On |= µ and Pn |= ¬µ has at least
2n nodes. As before, we define the models in On and Pn so that the operator [∪Γ] is of
no “use”.
Finally, item 3 will come for free if we find two sequences of Φ[ϕ]ML-formulae δ1, δ2, . . .
and ω1, ω2, . . . and two strictly increasing linear functions h(x ) and l(x ) such that for
all n,
• |δn | = h(n);
• |ωn | = l(n);
• An |= δn and Bn |= ¬δn ;
• On |= ωn and Bn |= ¬ωn .
After this brief introduction, we begin our work by first defining the sets of formulae
and the sets of models mentioned in items A and B above followed by complete proofs
of the stated succinctness results.
Let us begin by defining the sets of formulae and the sets of models from item A.
The sets of formulae ∆[ϕ] ⊂ Φ[ϕ]ML and Ξ[∪] ⊂ Φ[∪]MLare defined as follows.
∆[ϕ] Ξ[∪]
δ1
def
= 〈a〉b ∨ 〈d〉b ξ1 def= ¬[∪{a,d}]¬b
...
...
δn
def
= 〈δn−1〉δ1 ξn def= ¬ [∪{a,d}] . . . [∪{a,d}]︸ ︷︷ ︸
n times
¬b
...
...
Table 4.1: The sets of formulae ∆[ϕ] and Ξ[∪].
Note that, technically speaking, the set ∆[ϕ] consists of formulae that are obtained
from the relevant formulae in Table 4.1 by replacing the defined operators 〈δi〉 with ¬[δi ]¬
and 〈a〉 and 〈d〉 with ¬[a]¬ and ¬[d ]¬, respectively. It is obvious that the lengths of
the formulae in ∆[ϕ] and Ξ[∪] are bounded from above by a linear function.
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Definition 4.1 (The models An and Bn). For every natural number n ≥ 1, the sets of
pointed models An (containing 2n different models) and Bn (containing a single model)
are defined as follows.
1. The set A1 consists of the two pointed models (A 1a , α
1
a) and (A
1
d , α
1
d ) shown on
the left of the dotted line in Figure 4.1. The set B1 contains only one pointed
model namely, (B1, β1) that is shown on the right of the dotted line.
(A 1a , α
1
a)
β0α0
(A 1d , α
1
d)
α0β0
(B1, β1)
β0
Figure 4.1: The sets of pointed models A1 and B1.
The black nodes satisfy the proposition b whereas the white nodes do not. The
subscripts in the names of the pointed Kripke models encode the way a black
node can be reached from the uppermost node which is denoted by α with the
relevant subscripts and superscripts in the case of the models in A1 and by β with
a superscript in the case of the model in B1. For example, in the model (A 1a , α
1
a),
a black node (namely, α0) can be reached from α1a by making one step along the
relation Ra represented by the arrow connecting these two nodes. In the model
(A 1d , α
1
d ), a black node can be reached from the node α
1
d by making one step along
the relation Rd represented by the dashed arrow connecting the two nodes.
n + 1. The set An+1 consists of all the models built from the models in An ∪Bn as shown
in the Figure 4.2 below on the left of the dotted vertical line.
(A n+1aw , α
n+1
aw )
(Bn, βn)(A nw , α
n
w)
(A n+1dw , α
n+1
dw )
(A nw , α
n
w)(B
n, βn)
(Bn+1, βn+1)
(Bn, βn)
Figure 4.2: The sets of models An+1 and Bn+1.
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For any pointed model (A nw , α
n
w ) ∈ A, the pointed model (A n+1aw , αn+1aw ) is ob-
tained by taking a black node, denoted by αn+1aw , and connecting it to the point
αnw in A
n
w and the point β
n in the model Bn as shown. The pointed model
(A n+1dw , α
n+1
dw ) is constructed in a similar fashion. The set B
n+1 contains only
the model (Bn+1, βn+1) shown on the right of the dotted line. Again, black nodes
satisfy the proposition b whereas white nodes do not.
Intuitively, the subscript w and the superscript n in the pointed model (A nw , α
n
w ) ∈
An say that there is a sequence of relation steps of length n encoded by w , leading
from the uppermost point of A nw , i.e., α
n
w , to the only lowermost node satisfying the
proposition b. Since there are 2n different words w of length n over the alphabet {a, d}
and for every such w , there is a corresponding pointed model in An , this means that
An contains 2n different pointed models.
The most important property of these models is the following. Let w1 be a (possibly
empty) word over the alphabet {a, d}. For every (A nw , αnw ) ∈ An , where w = aw1, it is
true that (A nw , α
n
w ) and (B
n , βn) are bisimilar with respect to d and a ∩ d . Similarly,
if w = dw1, then (A nw , α
n
w ) and (B
n , βn) are bisimilar with respect to a and a ∩ d . We
hope that the next example makes our definition completely transparent and intuitively
clear.
Example 4.1. The models (A 2aa , α
2
aa) and (B
2, β2) that are bisimilar with respect to d
and a ∩ d are shown in Figure 4.3 below. Note how the pointed models A 1a and B1 are
used in the construction of A 2aa .
(A 2aa, α
2
aa)
β1α1a
A 1a B1 B1
α0 β0 β0
(B2, β2)
β1
β0
Figure 4.3: The pointed models (A 2aa , α
2
aa) and (B
2, β2).
Items 2 and 3 from the next proposition are a formal expression of our idea of making
the operators [∃Γ] and [∩Γ] “powerless”. Intuitively, no formula [∃{a,d}]ϕ ∈ Φ[∪]ML or
[∩{a,d}]ϕ ∈ Φ[∩]ML can differentiate between (A nw , αnw ) and (Bn , βn).
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Proposition 4.2. The following are true.
1. An |= δn and An |= ξn whereas Bn |= ¬δn and Bn |= ¬ξn .
2. For any model (A n+1jw , α
n+1
jw ) ∈ An+1, where n ≥ 0 and j ∈ {a, d}, and any
formula [∃{a,d}]ϕ ∈ Φ[∃]ML,
(A n+1jw , α
n+1
jw ) |= [∃{a,d}]ϕ iff (Bn+1, βn+1) |= [∃{a,d}]ϕ.
3. For any model (A n+1jw , α
n+1
jw ) ∈ An+1 and any formula [∩{a,d}]ϕ ∈ Φ[∩]ML,
(A n+1jw , α
n+1
jw ) |= [∩{a,d}]ϕ iff (Bn+1, βn+1) |= [∩{a,d}]ϕ.
Proof.
1. The proof of this item is by an easy induction on n. The case for δn can be proven
by noting that δn+1 is equivalent to δn ∧ (〈a〉(b ∧ δn) ∨ 〈d〉(b ∧ δn)) which shows
us how to construct the inductive argument. The reader can grasp the main idea
immediately from verifying that the model (A 2aa , α
2
aa) from Figure 4.3 satisfies the
formula δ1 ∧ (〈a〉(b ∧ δ1) ∨ 〈d〉(b ∧ δ1)) that is equivalent to δ2 whereas (B2, β2)
does not.
The case for ξn is also easy. It is obvious that the models (A 1a , α
1
a) and (A
1
d , α
1
d )
(see Figure 4.1) both satisfy ξ1 which is equivalent to 〈a〉b∨〈d〉b whereas (B1, β1)
does not. Furthermore, we have that ξn+1 is equivalent to 〈a〉ξn ∨ 〈d〉ξn . Hence,
the inductive hypothesis that An |= ξn whereas Bn |= ¬ξn and the construction
of the models in An+1 and Bn+1 (see Figure 4.2) give us the desired conclusion.
2. Let n ≥ 0, j = a, and w be (a possibly empty) word over the alphabet {a, d}.
The case j = d is analogous.
(If) Let us suppose that there is a formula [∃{a,d}]ϕ ∈ Φ[∃]ML such that
(Bn+1, βn+1) |= [∃{a,d}]ϕ and (A n+1aw , αn+1aw ) |= ¬[∃{a,d}]ϕ.
This means that
(Bn+1, βn+1) |= [a]ϕ ∨ [d ]ϕ and (A n+1aw , αn+1aw ) |= 〈a〉¬ϕ ∧ 〈d〉¬ϕ.
However, (Bn+1, βn+1) and (A n+1aw , α
n+1
aw ) are bisimilar with respect to d ,
i.e., the relation Rd represented by the dashed arrow (see Figures 4.1 and
4.2) and therefore, using Theorem 3.18, we obtain (Bn+1, βn+1) |= 〈d〉¬ϕ.
This, together with our assumption that (Bn+1, βn+1) |= [a]ϕ∨ [d ]ϕ, implies
that (Bn+1, βn+1) |= [a]ϕ∧ 〈d〉¬ϕ. However, the only a-successor of βn+1 is
βn , for which we have (Bn+1, βn) |= ¬ϕ because it is the only d -successor of
βn+1 and (Bn+1, βn+1) |= 〈d〉¬ϕ . Thus, we arrive at a contradiction.
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(Only if) Again, we assume the contrary. As before, this means that for some
formula [∃{a,d}]ϕ ∈ Φ[∃]ML, we have
(A n+1aw , α
n+1
aw ) |= [a]ϕ ∨ [d ]ϕ and (Bn+1, βn+1) |= 〈a〉¬ϕ ∧ 〈d〉¬ϕ.
Similar reasoning as the one above shows that (A n+1aw , α
n+1
aw ) |= 〈d〉¬ϕ. There-
fore, (A n+1aw , α
n+1
aw ) |= [a]ϕ and thus, (A n+1aw , βn) |= ϕ. However, it follows
that (A n+1aw , β
n) |= ¬ϕ because (A n+1aw , αn+1aw ) |= 〈d〉¬ϕ. Again, we arrive at
a contradiction.
3. The proof of this item follows from Theorem 3.18 and the fact that the models in
An and the model in Bn are bisimilar with respect to a ∩d , i.e, the relation Ra∩d .
Thus, for every n ≥ 1, we can differentiate between any pointed model in An and
the only pointed model in Bn by using the formulae ξn and δn .
We continue by defining the sets of formulae and the sets of pointed models from
item B. Let the sets of formulae Θ[∃], Ψ[∩] and Ω[ϕ] be defined as in Table 4.2.
Θ[∃] Ψ[∩] Ω[ϕ]
θ1
def
= [∃{a,d}]b ψ1 def= [∩{a,d}]b ω1 def= [a]b ∨ [d ]b
...
...
...
θn
def
= [∃{a,d}] . . . [∃{a,d}]︸ ︷︷ ︸
n times
b ψn
def
= [∩{a,d}] . . . [∩{a,d}]︸ ︷︷ ︸
n times
b ωn
def
= 〈ωn−1〉(〈a〉b ∧ 〈d〉b)
...
...
...
Table 4.2: The sets of formulae Θ[∃], Ψ[∩], and Ω[ϕ].
Again, we have that the actual formulae in Ω[ϕ] are obtained by replacing the defined
symbols 〈ωn〉, 〈a〉, and 〈d〉 with ¬[ωn ]¬, ¬[a]¬, and ¬[d ]¬, respectively. It is obvious
that the length of all the formulae in Θ[∃], Ψ[∩], and Ω[ϕ] is given by a linear function in
their indices.
Following the conventions we used in Definition 4.1, for every natural number n, we
construct two sets of pointed models On and Pn .
Definition 4.3 (The models On and Pn). The two sets of pointed models On and Pn ,
containing 2n different models each, are built recursively as follows.
1. The set O1 consists of the two pointed models (O1a , o
1
a) and (O
1
d , o
1
d ) shown on
the left of the dotted line in Figure 4.4 below. The set P1 contains the models
(P1a , ρ
1
a) and (P
1
d , ρ
1
d ) shown on the right of the dotted line. As in the case of
Definition 4.1, black points denote nodes where the proposition b is true while
white points denote nodes that do not satisfy b; dashed arrows represent the
relation Rd whereas non-dashed arrows represent the relation Ra .
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(O1a , o
1
a)
ρ0o0
(O1d , o
1
d)
o0ρ0
(P1a , ρ
1
a)
ρ0 o0
(P1d , ρ
1
d)
o0 ρ0
Figure 4.4: The models O1 and P1.
n + 1. The setsOn+1 and Pn+1 are built as shown in Figure 4.5. We follow an algorithmic
pattern analogous to the one we used in the construction of the models in An+1
and Bn+1 from Definition 4.1. It should be clear that each of the sets On and Pn
contains 2n different pointed models - one for each subscript w of length n.
(On+1aw , o
n+1
aw )
(Pnw, ρ
n
w)(O
n
w, o
n
w)
(On+1dw , o
n+1
dw )
(Onw, o
n
w)(P
n
w, ρ
n
w)
(Pn+1aw , ρ
n+1
aw )
(Pnw, ρ
n
w)(O
n
w, o
n
aw)
(Pn+1dw , ρ
n+1
dw )
(Onw, o
n
w) (P
n
w, ρ
n
w)
Figure 4.5: The sets of models On and Pn where n > 1.
Intuitively, as before, for any pair of pointed models (Onw , o
n
w ) and (P
n
w , ρ
n
w ), we have
that the subscript w encodes a sequence of n relation steps that lead from onw to a black
point o0; the same sequence w leads from ρnw to a white point ρ
0.
Again, the most important property of the models inOn and Pn is the following. For
any (possibly empty) word w1 over the alphabet {a, d}, the pair of models (Onw , onw ) ∈
On , (Pnw , o
n
w ) ∈ Pn , where w = aw1, are bisimilar with respect to d . Similarly, if
w = dw1, then the models (Onw , o
n
w ) and (P
n , ρnw ) are bisimilar with respect to a.
Example 4.2. The pair of models (O2da , o
2
da) and (P
2
da , ρ
2
da) are shown in Figure 4.6
below. The subscript “da” and the superscript “2” in (O2da , o
2
da) mean that starting at o
2
da
and making one step along the relation Rd (represented by the dashed arrow) followed
by a step along Ra (represented by the solid arrow), we arrive at a black point, i.e., a
point satisfying the proposition b. The same sequence of relation steps “da” leads to a
white point, i.e., a point that does not satisfy the proposition b from ρ2da in the Kripke
model P2da . Note that (O
2
da , o
2
da) and (P
2
da , ρ
2
da) are bisimilar with respect to a, i.e., the
relation Ra represented by the solid arrow.
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(O2da, o
2
da)
o1aρ
1
a
o0
P1a O
1
a
ρ0 o0 ρ0
(P2da, ρ
2
da)
ρ1ao
1
a
ρ0
P1aO
1
a
o0 ρ0 o0
Figure 4.6: The pointed models (O2da , o
2
da) and (P
2
da , ρ
2
da).
Analogously to Proposition 4.2, we have the next proposition where the second item
is an expression of our idea to “neutralise” the [∪Γ] operator.
Proposition 4.4. The following are true.
1. On |= θn and On |= ψn , and On |= ωn whereas Pn |= ¬θn and Pn |= ¬ψn , and
Pn |= ¬ωn .
2. For any pair of models (On+1jw , o
n+1
jw ) ∈ On+1 and (Pn+1jw , ρn+1jw ) ∈ Pn+1, where
n ≥ 0 and j ∈ {a, d}, and any formula [∪{a,d}]ϕ ∈ Φ[∪]ML,
(On+1jw , o
n+1
jw ) |= [∪{a,d}]ϕ iff (Pn+1jw , ρn+1jw ) |= [∪{a,d}]ϕ.
Proof.
1. The proof of this item is a very easy but tedious inductive argument. It is based
on the shape of the models in On and Pn , and the following facts.
• θ1 is equivalent to [a]b ∨ [d ]b and θn+1 is equivalent to [a]θn ∨ [d ]θn .
• ωn+1 is equivalent to ωn ∧ (〈a〉(b ∧ ωn) ∧ 〈d〉(b ∧ ωn))
2. As in the proof of the second item of Proposition 4.2, let n ≥ 0 and w be (a possibly
empty) word over the alphabet {a, d}. We consider the case j = d . When j = a,
the proof is analogous.
(If) Let us suppose that for some formula [∪{a,d}]ϕ ∈ Φ[∪]ML, it is true that
(Pn+1dw , ρ
n+1
dw ) |= [∪{a,d}]ϕ and (On+1dw , on+1dw ) |= ¬[∪{a,d}]ϕ.
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This implies
(Pn+1dw , ρ
n+1
dw ) |= [a]ϕ ∧ [d ]ϕ and (On+1dw , on+1dw ) |= 〈a〉¬ϕ ∨ 〈d〉¬ϕ.
It is obvious that (Pn+1dw , ρ
n+1
dw ) and (O
n+1
dw , o
n+1
dw ) are bisimilar with respect to
a, i.e., the relation Ra represented by the solid arrow. Hence, our assumption
that (Pn+1dw , ρ
n+1
dw ) |= [a]ϕ and Theorem 3.18 imply that (On+1dw , on+1dw ) |= [a]ϕ
and therefore, (On+1dw , o
n+1
dw ) |= [a]ϕ∧ 〈d〉¬ϕ. The only d -successor of on+1dw is
the point onw which means that (O
n+1
dw , o
n
w ) |= ¬ϕ. On the other hand, since
(On+1dw , o
n+1
dw ) |= [a]ϕ and onw is an a-successor of on+1dw , we have (On+1dw , onw ) |=
ϕ which is a contradiction.
(Only if) Let us assume that there is a formula [∪{a,d}]ϕ ∈ Φ[∪]ML such that
(On+1dw , o
n+1
dw ) |= [∪{a,d}]ϕ and (Pn+1dw , ρn+1dw ) |= ¬[∪{a,d}]ϕ.
Therefore,
(On+1dw , o
n+1
dw ) |= [a]ϕ ∧ [d ]ϕ and (Pn+1dw , ρn+1dw ) |= 〈a〉¬ϕ ∨ 〈d〉¬ϕ.
Similar reasoning as above shows that (Pn+1dw , ρ
n+1
dw ) |= [a]ϕ ∧ 〈d〉¬ϕ. Note
however, that ρnw is both an a and a d -successor of ρ
n+1
dw and thus, we arrive
at a contradiction.
Now, we are ready to state and prove the main theorems in this chapter. To this
end, we are going to use the following notation. Let A and B denote the union of all
An and Bn , respectively, i.e.,
A =
⋃
n≥1
A
n and B =
⋃
n≥1
B
n .
Similarly,
O =
⋃
n≥1
O
n and P =
⋃
n≥1
P
n .
Theorem 4.5. Let the sets of formulae ∆[ϕ] and Ξ[∪] be defined as in Table 4.1. Then
1. ∆[ϕ] is exponentially more succinct than Φ[∃]ML and Φ[∩]ML on A ∪B;
2. Ξ[∪] is exponentially more succinct than Φ[∃]ML and Φ[∩]ML on A ∪B.
Theorem 4.6. Let the sets of formulae Θ[∃], Ψ[∩], and Ω[ϕ] be defined as in Table 4.2.
Then Θ[∃], Ψ[∩], and Ω[ϕ] are exponentially more succinct than Φ[∪]ML on O ∪P.
Note that, since it is claimed in Theorem 4.6 that Ψ[∩] is exponentially more succinct
than Φ[∪]ML, we must make sure that, for every formula ψn ∈ Ψ[∩], there is an equivalent
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on O∪P formula from Φ[∪]ML. Indeed, the reader can easily verify that each ψn ∈ Ψ[∩]
is equivalent on O ∪P to the formula θn ∈ Θ[∃].
The main argument in the proofs of both theorems is supplied by Theorem 3.25 and
Lemma 4.7 below, i.e., our reasoning is an application of the Diverging Pairs technique
to the models in An , Bn and On , Pn . An informal explanation based on the models in
On and Pn is as follows.
We know that there are two pointed models in the set O1, namely (O1a , o
1
a) and
(O1d , o
1
d ). Similarly, there are two corresponding models (P
1
a , ρ
1
a) and (P
1
d , ρ
1
d ) in P
1.
Let µa ∈ Φ[∪]ML be a formula such that (O1a , o1a) |= µa and (P1a , ρ1a) |= ¬µa . Simi-
larly, let µd ∈ Φ[∪]ML be a formula for which (O1b , o1d ) |= µd and (P1d , ρ1d ) |= ¬µd .
If we prove that
1. there is a branch Ba such that I (Ba) = a in the extended syntax tree of µa with
root {(O1a , o1a)} ◦ {(P1a , ρ1a)},
2. the extended syntax tree of µd with root {(O1d , o1d )} ◦ {(P1d , ρ1d )} has a branch Bd
for which I (Bd ) = d ,
then it follows from Theorem 3.25 that the syntax tree of any formula µ ∈ Φ[∪]ML
such that O1 |= µ and P1 |= ¬µ must contain the two branches described in the items
above, and, therefore |µ| ≥ 3. Generalising this way of reasoning, we see that the
extended syntax tree of any formula µn ∈ Φ[∪]ML for which On |= µn and Pn |= ¬µn
contains 2n different branches Bw , each one corresponding to the pair (Onw , o
n
w ) and
(Pnw , ρ
n
w ). The formalisation of this intuition is given in Lemma 4.7 below.
Lemma 4.7. For any j ∈ {a, d}, if w is a (possibly empty) word of length n ≥ 0 over
the alphabet {a, d}, then the following are true.
1. For any pointed model (A n+1jw , α
n+1
jw ) ∈ An ,
(a) the syntax tree of any formula λ ∈ Φ[∃]ML such that (A n+1jw , αn+1jw ) |= λ and
(Bn+1, βn+1) |= ¬λ contains a branch B for which I (B) = jw;
(b) the syntax tree of any formula ν ∈ Φ[∩]ML such that (A n+1jw , αn+1jw ) |= ν and
(Bn+1, βn+1) |= ¬ν contains a branch B for which I (B) = jw.
2. For any pair of pointed models (On+1jw , o
n+1
jw ) ∈ On and (Pn+1jw , ρn+1jw ) ∈ Pn ,
the syntax tree of any formula µ ∈ Φ[∪]ML such that (On+1jw , on+1jw ) |= µ and
(Pn+1jw , ρ
n+1
jw ) |= ¬µ, contains a branch B, such that I (B) = jw.
Proof. Since the proofs of both items 1 and 2 are completely analogous, we deal with
the latter. The argument for the former goes along the same lines but with the use of
the second and third items from Proposition 4.2. Furthermore, the considerations in
the cases j = a and j = d are the same modulo replacing a with d and that is why we
reason only about j = d .
Before presenting the proof, we make explicit the main intuition behind it with the
help of the models (O2da , o
2
da) and (P
2
da , ρ
2
da) from Figure 4.6.
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Example 4.3. Let T
〈{(O2da ,o2da )},{(P2da ,ρ2da )}〉
µ be the extended syntax tree of a formula µ
such that (O2da , o
2
da) |= µ and (P2da , ρ2da) |= ¬µ. Then the first node of the branch
B we want to construct is the root {(O2da , o2da)} ◦ {(P2da , ρ2da)} of the tree. Using the
fact that both pointed models (O2da , o
2
da) and (P
2
da , ρ
2
da) satisfy the same propositional
symbols and the second item from Proposition 4.4, we see that the root may have a
syntax label ¬, ∨, or [i ] for some i ∈ {a, d}. If the syntax label is ¬, we add its successor
{(P2da , ρ2da)} ◦ {(O2da , o2da)} to B. If the syntax label of the root is ∨, then it has at least
one successor {(O2da , o2da)}◦{(P2da , ρ2da)} and we add it to B. Continuing in this way, we
follow up the resulting nodes {(P2da , ρ2da)} ◦ {(O2da , o2da)} or {(O2da , o2da)} ◦ {(P2da , ρ2da)},
adding them to B, until a node of this form that has a syntax label [i ] appears. We know
that i must be d. If the node is {(P2da , ρ2da)} ◦ {(O2da , o2da)}, then we add its successor
{(P2da , ρ1a)}◦{(O2da , o1a)} to B. Similarly, if the node is {(O2da , o2da)}◦{(P2da , ρ2da)}, then
we add its successor {(O2da , o1a)}◦{(P2da , ρ1a)} to B. Again the possible syntax labels for a
node of one of these forms is ¬, ∨, and [i ]. We follow the nodes through a possible number
of syntax labels of the form ¬ or ∨ until a node η that has a syntax label [i ] appears.
We know that i must be a because (O2da , o
1
a) and (P
2
da , ρ
1
a) are bisimilar with respect to
d. Therefore, if η
def
= {(O2da , o1a)} ◦ {(P2da , ρ1a)}, then we add its successor{(O2da , o0)} ◦
{(P2da , ρ0)} to B. On the other hand, if η
def
= {(P2da , ρ1a)} ◦ {(O2da , o1a)}, we add its
successor {(P2da , ρ0)} ◦ {(O2da , o0)} to B. Note that none of the nodes {(O2da , o0)} ◦
{(P2da , ρ0)} or {(P2da , ρ0)} ◦ {(O2da , o0)} can have a syntax label [i ] or [∪{a,d}] because
they are not Ra or Rd related to any node. Therefore, we may follow nodes of these
two forms through a number of ¬ and ∨ syntax labels, but we will eventually reach a
node {(O2da , o0)} ◦ {(P2da , ρ0)} that has a syntax label b because (O2da , o0) |= b and
(P2da , ρ
0) |= ¬b. Thus, for the branch B we constructed, it is true that I (B) = da.
We proceed by induction on n to prove the stronger statement that the syntax tree
of any formula µ such that
(O1d , o
1
d ) |= µ and (P1d , ρ1d ) |= ¬µ
or
(P1d , ρ
1
d ) |= µ and (O1d , o1d ) |= ¬µ
contains a branch B such that I (B) = jw .
Base case n = 1. We claim that the extended syntax tree of µ with root {(O1d , o1d )} ◦
{(P1d , ρ1d )} or {(P1d , ρ1d )} ◦ {(O1d , o1d )} (see Figure 4.4) contains a node η with
syntax label [d ] where η has one of the following two forms.
η
def
= {(O1d , o1d )} ◦ {(P1d , ρ1d )} or η def= {(P1d , ρ1d )} ◦ {(O1d , o1d )}.
Let us assume otherwise. It follows from the second item of Proposition 4.4, that
the root {(O1d , o1d )} ◦ {(P1d , ρ1d )} or {(P1d , ρ1d )} ◦ {(O1d , o1d )} of the tree cannot
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have a syntax label [∪{a,d}]; moreover, the construction of the models (O1d , o1d )
and (P1d , ρ
1
d ) and Corollary 3.24 imply that, because (O
1
d , ρ
1
d ) and (P
1
d , ρ
1
d ) are
bisimilar with respect to a, the root cannot have a syntax label [a].
The above considerations and our assumption imply that the root can have a
syntax label that is either ∨ or ¬. In either case, the relevant items from Definition
3.22 imply that at least one of the successor nodes is either {(O1d , o1d )}◦{(P1d , ρ1d )}
or {(P1d , ρ1d )} ◦ {(O1d , o1d )}. Again this node can have only a syntax label that
is either ∨ or ¬, etc. This means that the extended syntax tree of µ with root
{(O1d , o1d )}◦{(P1d , ρ1d )} or {(P1d , ρ1d )}◦{(O1d , o1d )} contains an infinite branch which
is absurd because syntax trees and extended syntax trees are finite. Therefore,
there must be a node η with a syntax label [d ] that has one of the forms {(O1d , o1d )}◦
{(P1d , ρ1d )} or {(P1d , ρ1d )}◦{(O1d , o1d )}. The successor of η is either η1
def
= {(O1d , o0)}◦
{(P1d , ρ0)}〉 or η1
def
= 〈{(P1d , ρ0)} ◦ {(O1d , o0)}, respectively. Note that such a node
cannot have a syntax label [j ] for any j ∈ {a, d} nor can it have a syntax label
[∪{a,d}]. It is obvious that η1 can have a syntax label b, ∨ or ¬. In either case
we can find the desired branch B such that I (B) = d by following the unique
path leading from the root {(O1d , o1d )} ◦ {(P1d , ρ1d )} or {(P1d , ρ1d )} ◦ {(O1d , o1d )} of
the extended syntax tree of µ to the node η and then randomly choosing a path
leading from η to a leaf {(O1d , o0)} ◦ {(P1d , ρ0)} with syntax label b.
Induction hypothesis. We assume that the syntax tree of any formula µ such that
(Onw , o
n
w ) |= µ and (Pnw , ρnw ) |= ¬µ
or
(Pnw , ρ
n
w ) |= µ and (Onw , onw ) |= ¬µ
contains a branch B for which I (B) = w .
Inductive step. Using the same reasoning as in the Base case, we see that the extended
syntax tree of µ with root {(On+1dw , on+1dw )} ◦ {(Pn+1dw , ρn+1dw )} or {(Pn+1dw , ρn+1dw )} ◦
{(On+1dw , on+1dw )} contains a node η with syntax label [d ] where η has one of the
following two forms.
η
def
= {(On+1dw , on+1dw )} ◦ {(Pn+1dw , ρn+1dw )} or η
def
= {(Pn+1dw , ρn+1dw )} ◦ {(On+1dw , on+1dw )}.
According to Definition 3.22, the successor of η is
η1
def
= {(On+1dw , onw )} ◦ {(Pn+1dw , ρnw )} or η1
def
= {(Pn+1dw , ρnw )} ◦ {(On+1dw , onw )}, respec-
tively. Using Definition 3.22 and Proposition 3.23, we see that η1 is a root of a
sub-tree T that is an extended syntax tree of a formula ν such that either
(On+1dw , o
n
w ) |= ν and (Pn+1dw , ρnw ) |= ¬ν
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or
(Pn+1dw , ρ
n
w ) |= ν and (On+1dw , onw ) |= ¬ν.
Since (Pn+1dw , ρ
n
w ) and (P
n
w , ρ
n
w ) are bisimilar and the same applies to (O
n+1
dw , o
n
w )
and (Onw , o
n
w ) we see that
(Onw , o
n
w ) |= ν and (Pnw , ρnw ) |= ¬ν
or
(Pnw , ρ
n
w ) |= ν and (Onw , onw ) |= ¬ν.
Therefore, applying the induction hypothesis, we see that T contains a branch Br
for which I (Br) = w . Hence, the desired branch B such that I (B) = dw in the
syntax tree of µ is constructed by starting at the root, going through the nodes η,
η1, and then following the branch Br .
Before finishing this chapter, we present one last result that follows almost imme-
diately from the proof of Lemma 4.7. Namely, that there are sets of models, which,
abusing notation, we will call again O and P such that the set of formulae Θ[∃] is expo-
nentially more succinct than Φ[∩]ML on O∪P. Indeed, let, for n = 1, the set of pointed
models O1 consists of the models on the left of the doted line in Figure 4.7 while the
set P1 consists of the models on the right on the dotted line.
(O1a , o
1
a)
ρ0o0 o0
(O1d , o
1
d)
o0o0ρ0
(P1a , ρ
1
a)
ρ0 ρ0 o0
(P1d , ρ
1
d)
o0 ρ0ρ0
Figure 4.7: The pointed models (O2da , o
2
da) and (P
2
da , ρ
2
da).
Similarly, for n > 1 let the set On consists of the models on the left of the dotted
line in Figure 4.8 and the set Pn consists of the pointed models on the right. The reader
can easily verify that each of these new models is bisimilar to the respective models
from Definition 4.3. Unlike the models from Definition 4.3 however, the new models are
(trivially) bisimilar with respect to a ∩ d , too. Therefore, applying Theorem 3.18, we
see that for any formula [a ∩ d ]ϕ ∈ Φ[∩]ML, and any pair (Onw , onw ) and (Pnw , ρnw ) of the
newly defined models, we have
(Onw , o
n
w ) |= [∩{a,d}]ϕ iff (Pnw , ρnw ) |= [∩{a,d}]ϕ. (4.1)
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n
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n
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n
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Figure 4.8: The pointed models (O2da , o
2
da) and (P
2
da , ρ
2
da).
Let
O =
⋃
n≥1
O
n and P =
⋃
n≥1
P
n .
We can apply the proof of the second item of Lemma 4.7 almost verbatim with the
only change being that every reference to the second item of Proposition 4.4 should be
replaced with a reference to 4.1 above.

Chapter 5
Succinctness Results on
S5-Models
The succinctness results in this chapter presuppose signatures that contain at least 4
relation indices and at least 4 propositional symbols. For the sake of concreteness, we
fix one such signature S where I = {a, b, c, d} and P = {a,b, c,d}. As in the case
for unrestricted models, our results transfer in an obvious way to signatures with more
relation indices and/or more propositional symbols.
We are going to prove the following theorem.
Theorem 5.1. There are sets of S5-models A, C, E, and G and sets of formulae
• ∆[∪] ⊂ Φ[∪]ML,
• Θ[∩] ⊂ Φ[∩]ML
• Σ[∃] ⊂ Φ[∃]ML,
• Ω[ϕ] ⊂ Φ[ϕ]ML,
such that
1. ∆[∪] is exponentially more succinct than ΦML on A;
2. Θ[∩] is exponentially more succinct than ΦML on G.
3. Σ[∃] is exponentially more succinct than ΦML on C;
4. Ω[ϕ] is exponentially more succinct than ΦML on E;
The proof of this theorem follows the strategy employed in the previous chapter.
We begin by defining the sets of formulae and the sets of models, and then proceed
to proving the four items above. The main ingredient of our argument is again the
diverging pairs technique. This time, however, our reasoning will be more complicated
and that is why we will give each successive step of the proof in a separate section.
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5.1 The sets of formulae
Definition 5.2 (Formulae).
• The sets of formulae ∆[∪] ⊂ Φ[∪]ML and Σ[∃] ⊂ Φ[∃]ML are defined recursively as
shown in Table 5.1.
∆[∪] Σ[∃]
δ1 ¬[∪{a,b}]¬c σ1 [∃{a,b}]c
...
...
δn ¬[∪{a,b}][c][d ]¬δn−1 σn [∃{a,b}](c ∧ [c][d ]σn−1)
...
...
Table 5.1: The sets of formulae ∆[∪] and Σ[∃].
• The set of formulae Ω[ϕ] ⊂ Φ[ϕ]ML, and Θ[∩] ⊂ Φ[∩]ML are defined in Table 5.2
below.
Θ[∩] Ω[ϕ]
θ1 〈∩{a,b}〉c ω1 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b)))
...
...
θn 〈∩{a,b}〉〈c〉〈d〉θn−1 ωn 〈ωn−1〉ω1
...
...
Table 5.2: The sets of formulae Θ[∩] and Ω[ϕ].
It is easy to see that for any of the sets of formulae specified in Tables 5.1 and 5.2
there is a linear function that bounds from above the length of the respective formulae
in terms of their indices. This, of course, applies to the actual formulae in Θ[∩] and Ω[ϕ]
that are obtained by replacing the defined symbols 〈a〉, 〈c〉, 〈d〉, 〈ϕ〉, and 〈∩{a,b}〉 with
¬[a]¬, ¬[c]¬, ¬[d ]¬, ¬[ϕ]¬, and ¬[∩{a,b}]¬, respectively.
5.2 The sets of pointed models
Next, we define the sets of S5-models A, C, E, and G. In our figures, we will not
include reflexive edges, and, since all relations are symmetric, we will not use arrows
when denoting edges. Intuitively, our models have the shape of a ladder. The nodes that
form the left support of the ladder are taken from the set {x`i , y`i , z`i}, while points that
form the right support are taken from {x´i , y´i , z´i}. A point x`i is horizontally connected,
and thus forms a rung, with x´i . Likewise for y`i and y´i , and for z`i and z´i . The class of
models C consists of ladders with a third, middle support: the points on this support
are denoted x i , y i and z i . On such models, we will still say that x`i ,x´i and x i are
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horizontally connected, so are y`i , y´i and y i , and another horizontal rung is formed
by z`i ,z´i and z i . The general idea governing the definition of the relation steps is that
vertical relation steps are different from the horizontal ones. The nodes x`n and x´n
are i -connected exactly for those i ∈ I for which x`n is not i -connected to any z` or y`
node. Similarly, y`n and y´n are i -connected exactly for those i ∈ I for which y`n is not
i -connected to any x` or z` node. Finally, z`n and z´n are i -connected exactly for those
i ∈ I for which z`n is not i -connected to any x` or y` node.
The following notation will be employed in what follows. We let p vary over the set
{x , y , z}. Hence, if for example, we use p`i to denote x`i , then, by p´i , we mean x´i and pi
is x i . If w is a word of length n over the alphabet {a, b, c, d}, we write w i for the i -th
symbol of w . If j ∈ {a, b}, then
j =
{
b, if j = a;
a, if j = b.
We begin by defining carefully the set of models A. Along the way, we establish
some conventions that are used later in the definitions of the models C, E and G.
Definition 5.3 (The set of models A). For every natural number n ≥ 1, the sets An
and Bn , containing 2n different pointed models each, are defined recursively as follows.
1. The set A1 consists of the two pointed models (A 1a , x`1) and (A
1
b , x`1) shown on
the left of the dotted line in Figure 5.1. The set B1 contains the pointed models
(A 1a , x´1) and (A
1
b , x´1) that are shown on the left of the dotted line. The nodes y`1
x`1
y`1
c
x´1
y´1
(A 1a , x`1)
a a
b, c, d
b, c, d
x`1
y`1
c
x´1
y´1
(A 1b , x`1)
b b
a, c, d
a, c, d
x`1
y`1
c
x´1
y´1
(A 1a , x´1)
a a
b, c, d
b, c, d
x`1
y`1
c
x´1
y´1
(A 1a , x´1)
b b
a, c, d
a, c, d
Figure 5.1: The sets of pointed models A1 and B1.
satisfy the proposition c whereas the other nodes do not satisfy any propositions.
The subscripts in the names of the Kripke models encode the shortest path from
the node x`1 to the node y`1. For example, the node y`1 can be reached from the
node x`1 in the model A 1a by making one vertical step along the relation Ra . Note
that in the same model the point y`1 cannot be reached from x´1 by making only
one step along the relation Ra ; furthermore, the nodes x`1 and x´1 are connected via
the relations Rb , Rc , and Rd and the same applies to the nodes y`1 and y´1.
n + 1. The set An+1 consists of all the pointed models models built from the models in
An as shown in the Figure 5.2. We construct a pointed model (A n+1acdw , x`n+1) by
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x`n+1 x´n+1
y´n+1y`n+1
z`n+1 z´n+1
x`n x´n
y`1
c
y´1
(A n+1acdw, x`n+1)
A nw
a a
b, c, d
b, d
c c
a, b
d d
w1, c
wn, c, d
x`n+1 x´n+1
y´n+1y`n+1
z`n+1 z´n+1
x`n x´n
y`1
c
y´1
(A n+1bcdw, x`n+1)
A nw
b b
a, c, d
a, d
c c
a, b
d d
w1, c
wn, c, d
Figure 5.2: The set of pointed models An+1.
taking a model A nw ∈ An and erasing the d -step connecting the nodes x`n and
x´n . Although, strictly speaking, the model obtained in this way is different from
the model A nw , we will denote both models by A
n
w in order to show the simple
idea on which our construction is based. After that, we add the new points x`n+1,
y`n+1, `zn+1, x´n+1, y´n+1, ´zn+1, and define the relation steps as shown. The pointed
models (A n+1bcdw , x`n+1) are built in a similar way. The set of pointed models B
n+1
is constructed analogously as shown in Figure 5.3. We would like to remind the
reader that the relation step w1 connecting the nodes x`n and x´n is obtained by
taking the first symbol of the word w in the subscript of A nw and if this symbol is
a, then w1 = b and vice versa.
Let
A =
⋃
n≥1
(An ∪Bn).
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x`n+1 x´n+1
y´n+1y`n+1
z`n+1 z´n+1
x`n x´n
y`1
c
y´1
(A n+1acdw, x´n+1)
A nw
a a
b, c, d
b, d
c c
a, b
d d
w1, c
wn, c, d
x`n+1 x´n+1
y´n+1y`n+1
z`n+1 z´n+1
x`n x´n
y`1
c
y´1
(A n+1bcdw, x´n+1)
A nw
b b
a, c, d
a, d
c c
a, b
d d
w1, c
wn, c, d
Figure 5.3: The set of pointed models Bn .
Intuitively, the subscript w in the name of the Kripke model A nw encodes the shortest
sequence of relation steps leading from x`n to the point y`1 that satisfies the proposition c.
Since there are 2n different words w
def
= j1cdj2cd . . . cdjn , where ji ∈ {a, b} and for every
such w , there is a corresponding pointed model (Anw , x`n) ∈ An and (Anw , x´n) ∈ Bn , we
see that both An and Bn contain 2n different pointed models.
The most important property of the models A nw is that (A
n
w , p`i) and (A
n
w , p´i) are
bisimilar with respect to all horizontal relation steps that connect them, i.e., for any j
such that p`iRj p´i . We hope that the next example clarifies Definition 5.3.
Example 5.1. The pointed models (A 2acda , x`2) and (A
2
acda , x´2) are shown in Figure 5.4.
Note how the model A 1a that is used in the construction of A
2
acda differs from the model
A 1a from Figure 5.1; namely, for the model A
1
a from Figure 5.1, we have x`1Rd x´1 whereas
this is not true for the nodes x`1 and x´1 from the model A 2acda in Figure 5.4.
It is easy to see that
• (A 2acda , x`2) and (A 2acda , x´2) are bisimilar with respect to b,c, and d;
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x`2 x´2
y´2y`2
z`2 z´2
x`1 x´1
y`1
c
y´1
a a
b, c, d
b, d
c c
a, b
d d
b, c
b, c, d
a a
x`2 x´2
y´2y`2
z`2 z´2
x`1 x´1
y`1
c
y´1
a a
b, c, d
b, d
c c
a, b
d d
b, c
b, c, d
a a
Figure 5.4: The models (A 2acda , x`2), (left) and (A
2
acda , x´2) (right).
• (A 2acda , y`2) and (A 2acda , y´2) are bisimilar with respect to b and d;
• (A 2acda , z`2) and (A 2acda , z´2) are bisimilar with respect to a and b;
• (A 2acda , x`1) and (A 2acda , x´1) are bisimilar with respect to b and c;
• (A 2acda , y`1) and (A 2acda , y´1) are bisimilar with respect to b, c, and d.
We have the easy proposition below.
Proposition 5.4. The following items are true.
• For all n ≥ 1 and all formulae δn ∈ ∆[∪],
A
n |= δn and Bn |= ¬δn .
• For any pair of pointed models (A nw , p`i) and (A nw , p´i), where 1 ≤ i ≤ n, and any
formula [j ]ϕ ∈ ΦML, if p`i and p´i are j -connected, then
(A nw , p`i) |= [j ]ϕ iff (A nw , p´i) |= [j ]ϕ.
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Proof. We outline the intuition on which the proof of the first item is based. It is
easy to see that δ1
def
= ¬[∪{a,b}]¬c is equivalent to 〈a〉c ∨ 〈b〉c; similarly, for n > 1,
δn
def
= ¬[∪{a,b}][c][d ]¬δn−1 is equivalent to 〈a〉〈c〉〈d〉δn−1 ∨ 〈b〉〈c〉〈d〉δn−1. Therefore, δn
is equivalent to a formula κ ∈ ΦML of modal depth 3n − 2 in which the modal operators
are nested in such a way that κ “describes” all the different paths w
def
= j1cdj2cd . . . cdjn ,
where ji ∈ {a, b}, of length 3n − 2 that lead from the current node to a point satisfying
the proposition c. This means that for any pointed model (A nw , x`n) ∈ An , it is true that
(A nw , x`n) |= δn and, thus, An |= δn . On the other hand, the construction of the models
A nw is such that the shortest path leading from x´n to y`1 is of length 3n − 1. Therefore,
for any (A nw , x´ ) ∈ Bn , it is true that (A nw , x´ ) |= ¬δn . Thus, An |= δn and Bn |= ¬δn .
The second item follows immediately from Theorem 3.18 and the fact that
• (A nw , x`n) and (A nw , x´n) are bisimilar with respect to any j such that x`nRj x´n ;
• (A nw , y`n) and (A nw , y´n) are bisimilar with respect to any j such that y`nRj y´n ;
• (A nw , z`n) and (A nw , z´n) are bisimilar with respect to any j such that z`nRj z´n ;
• (A nw , x`n−1) and (A nw , x´n−1) are bisimilar with respect to all j for which x`n−1Rj x´n−1;
...
• (A nw , y`1) and (A nw , y´1) are bisimilar with respect to any j such that y`1Rj y´1.
Using the conventions established above, we proceed by constructing a pair of sets
of pointed models Cn and Dn for each n ≥ 1.
Definition 5.5 (The set of models C). For every n ≥ 1, the sets Cn and Dn , each
containing 2n different pointed models, are constructed recursively as follows.
1. The set C1 consists of the pointed models (C 1a , x`1) and (C
1
b , x`1) shown on the left
of the dotted line in Figure 5.5. Note that the nodes x`1, y`1, and x´1 satisfy the
x`1
c
y`1
c
x´1
c
y´1
x1
(C 1a , x`1)
b b
a a
b, c, d
b, c, d
x1
x`1
c
y`1
c
x´1
c
y´1
(C 1b , x`1)
b b
b b
a, c, d
a, c, d
x1
x`1
c
y`1
c
x´1
c
y´1
(C 1a , x´1)
b b
a a
b, c, d
b, c, d
x1
x`1
c
y`1
c
x´1
c
y´1
(C 1b , x´1)
b b
b b
a, c, d
a, c, d
Figure 5.5: The pointed models C1 and D1.
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proposition c whereas x 1 and y´1 do not. The set D
1 consists of the pointed models
(C 1a , x´1) and (C
1
b , x´1) shown on the right of the dotted line.
n+1. The setCn+1 consists of all pointed models built as shown in Figure 5.6. Intuitively,
xn+1
yn+1
zn+1
xn
x`n+1
c
x´n+1
c
y´n+1
c
y`n+1
c
z`n+1
c
z´n+1
c
x`n
c
x´n
c
y`1
c
y´1
(C n+1acdw, x`n+1)
C nw
b b
b b
b b
w1 w1
a a
b, c, d
b, d
c c
a, b
d d
w1, c
wn, c, d
xn+1
yn+1
zn+1
xn
x`n+1
c
x´n+1
c
y´n+1
c
y`n+1
c
z`n+1
c
z´n+1
c
x`n
c
x´n
c
y`1
c
y´1
(C n+1bcdw, x`n+1)
C nw
a a
a a
a a
w1 w1
b b
b, c, d
a, d
c c
a, b
d d
w1, c
wn, c, d
Figure 5.6: The set of pointed models Cn+1.
we take a model C nw and erase the relation Rd connecting the points x`n and x´n .
Then we add 9 new points with subscript n + 1 and define the relations as shown.
The set Dn+1 contains all models constructed as in Figure 5.8.
Note that all points of the form p`i in the model C nw satisfy the proposition c; no
point of the form pi satisfies c and all the points of the form p´i with the exception
of y´1 satisfy c.
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xn+1
yn+1
zn+1
xn
x`n+1
c
x´n+1
c
y´n+1
c
y`n+1
c
z`n+1
c
z´n+1
c
x`n
c
x´n
c
y`1
c
y´1
(C n+1acdw, x´n+1)
C nw
b b
b b
b b
w1 w1
a a
b, c, d
b, d
c c
a, b
d d
w1, c
wn, c, d
xn+1
yn+1
zn+1
xn
x`n+1
c
x´n+1
c
y´n+1
c
y`n+1
c
z`n+1
c
z´n+1
c
x`n
c
x´n
c
y`1
c
y´1
(C n+1bcdw, x´n+1)
C nw
a a
a a
a a
w1 w1
b b
b, c, d
a, d
c c
a, b
d d
w1, c
wn, c, d
Figure 5.7: The set of pointed models Dn+1.
The set C is defined as the union of all Cn and Dn , i.e.,
C =
⋃
n≥1
(Cn ∪Dn).
Again, the guiding intuition is that the word w used as a subscript in C nw encodes
the shortest path of relations steps that leads from x`n to y`1. Since w has the form
j1cdj2cdj3 . . . cdjn , where ji ∈ {a, b} and there are 2n different such words, we see that
both Cn and Dn contain 2n different pointed models corresponding to the different
words w . As in the case of the models in An and Bn , it is true is that (C nw , p`i) and
(C nw , p´i) are bisimilar with respect to all horizontal relation steps that connect them.
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Example 5.2. Figure 5.8 shows the pointed models (C 2acda , x`2) ∈ C2 and (C 2acda , x´2) ∈
D2. We see that
x2
y2
z2
x1
x`2
c
x´2
c
y´2
c
y`2
c
z`2
c
z´2
c
x`1
c
x´1
c
y`1
c
y´1
b b
b b
b b
b b
a a
b, c, d
b, d
c c
a, b
d d
b, c
b, c, d
a a
x2
y2
z2
x1
x`2
c
x´2
c
y´2
c
y`2
c
z`2
c
z´2
c
x`1
c
x´1
c
y`1
c
y´1
b b
b b
b b
b b
a a
b, c, d
b, d
c c
a, b
d d
b, c
b, c, d
a a
Figure 5.8: The pointed models (C 2acda , x`2) (left) and (C
2
acda , x´2) (right).
• (C 2acda , x`2) and (C 2acda , x´2) are bisimilar with respect to b,c, and d;
• (C 2acda , y`2) and (C 2acda , y´2) are bisimilar with respect to b and d;
• (C 2acda , z`2) and (C 2acda , z´2) are bisimilar with respect to a and b;
• (C 2acda , x`1) and (C 2acda , x´1) are bisimilar with respect to b and c;
• (A 2acda , y`1) and (A 2acda , y´1) are bisimilar with respect to b, c, and d.
We have an analogue of Proposition 5.4.
Proposition 5.6. The following are true.
• For all n ≥ 1 and all formulae σn ∈ Σ[∃],
C
n |= σn and Dn |= ¬σn
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• For all pairs of pointed models (C nw , p`i) and (C nw , p´n), where 1 ≤ i ≤ n, and any
formula [j ]ϕ ∈ ΦML, if p`i and p´i are j -connected, then
(C nw , p`i) |= [j ]ϕ iff (C nw , p´i) |= [j ]ϕ.
Proof. We deal only with the first item. The proof of the second is the same as the proof
of the second item from Proposition 5.4.
The proof of the first item is as follows. It is easy to see that ¬σn+1 is equivalent
to 〈a〉(¬c ∨ 〈c〉〈d〉¬σn) ∧ 〈b〉(¬c ∨ 〈c〉〈d〉¬σn). Since all relations in the models C wn are
reflexive and for every middle point m ∈ {x 1} ∪ {x i , y i , z i | 2 ≤ i ≤ n}, it is true that
(C nw ,m) |= ¬c, it follows immediately that for all j ≥ 1, we have (C nw ,m) |= ¬σj .
We show next that
A: for every 1 ≤ j ≤ n, it is true that
A1: if j < i ≤ n and pi ∈ {x`i , x´i , y`i , y´i , z`i , z´i}, then (C nw , pi) |= σj , and
A2: if j = i , then (C nw , x`i) |= σj whereas (C nw , x´i) |= ¬σj .
The proof of A is by induction on j .
Base case. Let j = 1. It is obvious that σ1 is equivalent to [a]c ∨ [b]c. Let us suppose
that 1 < i . It follows from the construction of the models C nw that all points
x`i , x´i , y`i , y´i , z`i , z´i satisfy the proposition c; moreover, there is a relation index l ∈
{a, b} such that x`i and y`i are l -connected and the same is true about x´i and y´i .
Furthermore, there is no point p such that p is an l -successor of one of the points
x`i , x´i , y`i , y´i and (C nw , p) |= ¬c. Hence
• (C nw , x`i) |= σ1;
• (C nw , x´i) |= σ1;
• (C nw , y`i) |= σ1;
• (C nw , y´i) |= σ1.
Let us consider now the points z`i and z´i . Again, the construction of the model C nw
is such that there is an l ∈ {a, b}, such that z`i and z´i are l -connected but there
is no point p that is an l -successor of one of these points and at the same time
(C nw , p) |= ¬c. Therefore, (C nw z`i) |= σ1 and (C nw z´i) |= σ1. To complete the base
case, we have to prove A2 which says that (C nw , x`1) |= σ1 and (C nw , x´1) |= ¬σ1.
The construction of the models is such that x`1 and y`1 satisfy the proposition c
whereas x 1 and y´1 do not; moreover, x´1Rl y´1 and x´1Rkx 1 for some l 6= k and
l , k ∈ {a, b}. Hence (C nw , x´1) |= 〈a〉¬c ∧ 〈b〉¬c, i.e., (C nw , x´1) |= ¬σ1. At the same
time x`1Rl y`1 and there is no point p such that x`1Rlp and (C
n
w , p) |= ¬c. Therefore
(C nw , x`1) |= [a]c ∨ [b]c, i.e., (C nw , x`1) |= σ1.
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Induction step. Let us suppose that j + 1 < i ≤ n and let us assume that A is true
for j . It is obvious that σj+1 is equivalent to the formula [a](c∧ [c][d ]σj )∨ [b](c∧
[c][d ]σj ). We first prove that A1 is true for the points x`n and x´n . All the other
cases are analogous. According to the induction hypothesis, it is true that
• (C nw , x`n) |= σj and (C nw , x´n) |= σj ;
• (C nw , y`n) |= σj and (C nw , y´n) |= σj ;
• (C nw , z`n) |= σj and (C nw , z´n) |= σj ;
• (C nw , x`n−1) |= σj and (C nw , x´n−1) |= σj .
Since x`n and x´n are both c and d -connected and there is no other point p that is
either a d or a c-successor of x`n or x´n and at the same time (C nw , p) |= ¬σj , we see
that (C nw , x`n) |= c ∧ [c][d ]σj and (C nw , x´n) |= c ∧ [c][d ]σj . On the other hand, the
induction hypothesis and the fact that y`nRd y´n and there is no other point p that
is a d -successor of either y`n or y´n and (C nw , p) |= ¬σj imply that (C nw , y`n) |= [d ]σj
and (C nw , y´n) |= [d ]σj . In a similar fashion, the induction hypothesis and the fact
that z`Rd x`n−1, z´nRd x´n−1, and there is no point p that is a d -successor of either
z`n or z´n and (C nw , p) |= ¬σj imply that (C nw , z`n) |= [d ]σj and (C nw , z´n) |= [d ]σj .
Given the shape of the model C nw , we obtain that (C
n
w , y`n) |= c ∧ [c][d ]σj and
(C nw , y´n) |= c ∧ [c][d ]σj . We know that for some l ∈ {a, b}, y`n is an l -successor of
x`n , y´n is an l -successor of x`n and there is no other point p that is an l -successor of
either x`n or x´n and (C nw , p) |= ¬(c∧[c][d ]σj ). Therefore, (C nw , x`n) |= [l ](c∧[c][d ]σj )
and (C nw , x´n) |= [l ](c ∧ [c][d ]σj ). Hence, (C nw , x`n) |= σj+1 and (C nw , x´n) |= σj+1.
The fact that (C nw , x`n) |= σn can be established in the same way. Next, we show
that A2 is true, i.e., that (C nw , x´n) |= ¬σn . According to the induction hypothesis,
(C nw , x´n−1) |= ¬σn−1. Additionally, we have that x´n and y´n are l -connected for
some l ∈ {a, b}; moreover y´n and z´n are c-connected while z´n and x´n−1 are d -
connected. Therefore, (C nw , x´n−1) |= 〈l〉(¬c ∨ 〈c〉〈d〉¬σn−1). On the other hand,
we know already that (C nw , xn) |= ¬σn−1. Given the shape of the model C nw ,
there is a k ∈ {a, b} such that k 6= l and xn is a k -successor or x´n . Hence,
(C nw , x´n−1) |= 〈k〉(¬c ∨ 〈c〉〈d〉¬σn−1), and, therefore, (C nw , x´n) |= ¬σn .
Next, following the conventions from Definitions 5.3 and 5.5, we define suitable sets
of models En and Fn for every formula ωn ∈ Ω[ϕ].
Definition 5.7 (The models E). For every natural number n ≥ 1, the sets En and Fn ,
each containing 2n different pointed models, are defined recursively as follows.
1. The set E1 consists of the pointed models (E 1cda , x`1) and (E
1
cdb , x`1) (see Figure 5.9).
The set F1 contains the pointed models (E 1cda , x´1) and (E
1
cdb , x´1) shown in Figure
5.10. Note that this time the nodes z`1 and z´1 satisfy both propositions c and d.
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Figure 5.9: The set of pointed models E1.
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Figure 5.10: The set of pointed models F1.
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n+1. The set En+1 consists of all pointed models shown in Figure 5.11. The models
comprising the set Fn+1 are shown in Figure 5.12.
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y´n+1
c
y`n+1
c
z`n+1
cd
z´n+1
cd
x`n
a
x´n
a
z`0
wn
z´0
E nw
(E n+1cdaw, x`n+1)
c c
a, b, d
a, b
d d
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a a
b, d
wn, c, d
x`n+1 x´n+1
y´n+1
c
y`n+1
c
z`n+1
cd
z´n+1
cd
x`n
b
x´n
b
z`0
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z´0
(E n+1cdbw, x`n+1)
E nw
c c
a, b, d
a, b
d d
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b b
a, d
wn, c, d
Figure 5.11: The pointed models in En+1
Let E be the union of all En and Fn .
As before, the subscript w in the name of the model E nw encodes the shortest path
of relations steps that leads from x`n to the upper leftmost node which in this case is
z`0. Since w has the form cdj1cdj2 . . . cdjn , where ji ∈ {a, b} and there are 2n different
such words, we see again that both En and Fn contain 2n different pointed models
corresponding to the different words w . We use wn to denote the propositional symbol
that corresponds to the last letter in the word w that is used as a subscript in the name
of the model E nw . For example, if w = cdj1cdj2 . . . cdjn , where jn = a, then w
n is the
propositional symbol a. Similarly, if jn = b, then w
n stands for b.
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Figure 5.12: The pointed models in Fn+1.
Example 5.3. Figure 5.13 shows the pair of pointed models (E 2cdacda , x`2) and (E
2
cdacda , x´2).
Note how the model E 1cda that is used in the construction of E
2
cdacda differs from the model
E 1cda from Figure 5.9. We have that x`1Ra x´1 for the model E
1
cda from Figure 5.9. This is
not true for the nodes x`1 and x´1 from the model E 2cdacda depicted in Figure 5.13.
The analogue of Propositions 5.4 and 5.6 in the case of the sets of pointed models
En and Fn is Proposition 5.8 below. We have again that the models in En can be
differentiated from the models in Fn by using the relevant formulae from Table 5.2
which, in this case, are the formulae from the set Ω[ϕ]; moreover, no two pointed models
(E nw , p`) and (E
n
w , p´) can be differentiated by a formula [j ]ϕ ∈ ΦML, where j is such that
p`Rj p´.
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Figure 5.13: The pointed models (E 2cdacda , x`2) (left) and (E
2
cdacda , x´2) (right).
Proposition 5.8. The following are true.
• For all n ≥ 1 and all ωn ∈ Ω[ϕ],
E
n |= ωn and Fn |= ¬ωn
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• For all pairs of pointed models (E nw , p`i) and (E nw , p´n), where 1 ≤ i ≤ n, and any
formula [j ]ϕ ∈ ΦML, if p`i and p´i are j -connected, then
(E nw , p`i) |= [j ]ϕ iff (E nw , p´i) |= [j ]ϕ.
Proof. Using the equivalences 3.1 and the fact that 〈ϕ〉ψ is defined as ¬[ϕ]¬ψ, it is easy
to see that the formula ωn
def
= 〈ωn−1〉ω1 is equivalent to
ωn−1 ∧ 〈c〉(ωn−1 ∧ c ∧ 〈d〉(ωn−1 ∧ d ∧ (〈a〉(ωn−1 ∧ a) ∨ 〈b〉(ωn−1 ∧ b))))
whereas ¬〈ωn−1〉ω1 is equivalent to
¬ωn−1 ∨ [c](¬ωn−1 ∨ ¬c ∨ [d ](¬ωn−1 ∨ ¬d ∨ ([a](¬ωn−1 ∨ ¬a) ∧ [b](¬ωn−1 ∨ ¬b))))
We prove by induction on j that for every model E nw and every 1 ≤ j ≤ n,
1. If j < i ≤ n, then
• (E nw , x`i) |= ωj ;
• (E nw , x´i) |= ωj ;
• (E nw , y`i) |= ωj ;
• (E nw , y´i) |= ωj ;
• (E nw , z`i) |= ωj ;
• (E nw , z´i) |= ωj .
2. If j = i , then (E nw , x`i) |= ωj , whereas (E nw , x´i) |= ¬ωj .
We assume that 1 < n. The case n = 1 is covered in the base case below which we prove
in details. The induction step is left to the reader.
Base case. Let j = 1 and j < i .
1. For every 1 < k ≤ n, we have:
(a) x`kRc y`k and x´kRc y´k , and both y`k , y´k satisfy c;
(b) y`kRd z`k and y´kRd z´k , and z`k , z´k satisfy d;
(c) There are l ∈ {a, b} and l ∈ {a,b}, such that z`kRl x`k−1 and z´kRl x´k−1, and
both x`k−1, and x´k−1 satisfy l.
Therefore, (E nw , x`k ) |= 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b))) and the same is true about
(E nw , x´k ), i.e., (E
n
w , x´k ) |= 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b))).
Let us prove the statement for xk and yk . Given the shape of E
n
w , the following
are true:
(a) y`kRc y`k and y´kRc y´k , and y`k and y´k satisfy c;
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(b) y`kRd z`k and y´kRd z´k , and both z`k and z´k satisfy d;
(c) There are l ∈ {a, b} and l ∈ {a,b}, such that z`kRl x`k−1 and z´kRl x´k−1, and
x`k−1, x´k−1 satisfy l.
Therefore, (E nw , y`k ) |= ϕ1 and (E nw , y´k ) |= ϕ1.
Similarly,
(a) z`kRc z`k , z`kRd z`k and z´kRc z´k , z´kRd z´k ; moreover, z`k , z´k satisfy both c and d;
(b) There are l ∈ {a, b} and l ∈ {a,b}, such that z`kRl x`k−1 and z´kRl x´k−1, and
x`k−1, x´k−1 satisfy l;
Hence, both (E nw , z`k ) and (E
n
w , z´k ) satisfy 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b))), i.e.,
(E nw , z`k ) |= ϕ1 and (E nw , z´k ) |= ϕ1.
2. To complete the base case, we have to prove that (E nw , x`1) |= ω1 whereas (E nw , x´1) |=
¬ω1. Indeed, we have
(a) x`1Rc y`1 and y`1 satisfies c;
(b) y`1Rd z`1 and z`1 satisfies d;
(c) There are l ∈ {a, b} and l ∈ {a,b}, such that z`1Rl z`0 and z`0 satisfies l;
Therefore, (E nw , x`1) |= 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b))) and, thus, (E nw , x`1) |= ω1.
It is easy to see that ¬ω1 is equivalent to [c](¬c ∨ [d ](¬d ∨ ([a]¬a ∧ [b]¬b))).
Again, given the shape of the model E nw , we see that the following are true
(a) (E nw , x´1) |= ¬c;
(b) (E nw , y´1) |= ¬d;
(c) (E nw , z´1) |= ([a]¬a ∧ [b]¬b);
(d) y´1Rd z´1, and there is no point p that is a d -successor of either y´1 or z´1 and
such that (E nw , p) |= (d ∧ (〈a〉a ∨ 〈b〉b)).
Therefore, we have (E nw , y´1) |= [d ](¬d ∨ ([a]¬a ∧ [b]¬b)).
Given all the items above, the fact that x´1Rc y´1 and there is no point p such that
p is a c-successor of either x´1 or y´1, and (E nw , p) |= 〈c〉(c∧ 〈d〉(d∧ (〈a〉a∨ 〈b〉b))),
we obtain (E nw , x´1) |= [c](¬c∨ [d ](¬d∨ ([a]¬a∧ [b]¬b))) and, thus, (E nw , x´1) |= ¬ω1.
Finally, following the pattern established above, for every n ≥ 1, we construct two
sets of pointed models Gn and Hn associated with each formula θn ∈ Θ[∩].
Definition 5.9 (The models G). The sets Gn and Hn , each containing 2n different
pointed models, are defined recursively as shown.
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Figure 5.14: The sets G1 and H1.
1. The set G1 consists of the pointed models (G 1a , x`1) and (G
1
b , x`1) shown on the left
of the dotted line in Figure 5.14. The set H1 consists of the models (G 1a , x´1) and
(G 1b , x´1) shown on the right. Note that the dashed line represents the relation Rb
in the model G 1a which means that all four nodes in G
1
a are b-connected; similarly,
the dashed line in G 1b represents the relation Ra connecting all nodes in the model.
n + 1. The set Gn+1 consists of all pointed models (G n+1acdw , x`n+1) and (G
n+1
bcdw , x`n+1)
shown in Figure 5.15. Similarly, the set Hn+1 consists of all the pointed mod-
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x`n x´n
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Figure 5.15: The set of pointed models pointed models Gn+1.
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els (G n+1acdw , x´n+1) and (G
n+1
bcdw , x´n+1) shown in Figure 5.16.
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c
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a, d
c c
a, b
d d
w1, c
wn, c, d
Figure 5.16: The set of pointed models pointed models Hn+1.
Again, we have an additional relation step, either a or b, that is represented by the
dashed line connecting the nodes x`n+1, y`n+1, x´n+1, and y´n+1. We would like to remind
the reader that the nodes x`n and x´n are d -connected in the model G nw but they are
not d -connected in the model G n+1jw , where j ∈ {a, b}. For any model G nw , the only
point that satisfies the proposition c is y`1. The rest of the points do not satisfy any
proposition.
The set G is defined as the union of all sets Gn and Hn .
Example 5.4. Figure 5.17 shows the pointed models (G 2acda , x`2) and (G
2
acda , x´2). Note
that the dashed line represents the relation Rb. Furthermore, although x`1 and x´1 are
d-connected in the model G1a used to build the model G
2
acda , they are not d-connected in
the latter.
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Figure 5.17: The pointed models (G 2acda , x`2) (left) and (G
n
acda , x´2) (right).
Yet again, we have an analogue to Propositions 5.8, 5.6, and 5.4 .
Proposition 5.10. The following are true.
• For all n ≥ 1 and any formula θn ∈ Θ[∩],
G
n |= θn and Hn |= ¬θn .
• For any pair of pointed models (G nw , p`i) and (G nw , p´i), where 1 ≤ i ≤ n, and any
formula [j ]ϕ ∈ ΦML, if p`i and p´i are j -connected, then
(G nw , p`i) |= [j ]ϕ iff (G nw , p´i) |= [j ]ϕ.
Proof. The truth of the first item is easily seen. However, we would like to point out that,
for every formula θn , there is an equivalent on G formula θ
′
n ∈ ΦML defined recursively
as follows. The formula θ1
def
= 〈∩{a,b}〉c is equivalent to θ′1 def= 〈a〉c ∧ 〈b〉c on G and for
n > 1, θn is equivalent to 〈a〉〈c〉〈d〉θ′n−1 ∧ 〈b〉〈c〉〈d〉θ′n−1.
The proof of the second item is the same as in Proposition 5.4.
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5.3 The proof
The main idea behind the proofs of the succinctness results in Chapter 4 was that the two
sets of pointed modelsAn andBn orOn andPn contained 2n diverging pairs. In the case
of An and Bm , these were the pairs 〈(A nw , αnw ), (Bn , βn)〉 corresponding to the different
words w ; similarly, in the case of On and Pn , we had the pairs 〈(Onw , onw ), (Pnw , ρnw )〉.
The argument that we used to show that, for example, for any two different words
w and w , the pairs 〈(Onw , onw ), (Pnw , ρnw )〉 and 〈(Onw , onw ), (Pnw , ρnw )〉 were diverging was
based on the fact that any extended syntax tree with root {(Onw , onw )} ◦ {(Pnw , ρnw )}
contains a branch B such that I (B) = w whereas any extended syntax tree with root
{(Onw , onw )} ◦ {(Pnw , ρnw )} contains a branch B such that I (B) = w . Since the words w
and w are different, we conclude that the pairs are diverging. We will follow a similar
strategy in the present chapter, too. However, this time, we cannot prove, for example,
that any extended syntax tree with root {(G nw , x`n)} ◦ {(G nw , x´n)} contains a branch B
such that I (B) = w because the relations in our models are reflexive, symmetric and
transitive. Nevertheless, we can prove a suitable version of Lemma 4.7 which says that
any extended syntax tree with root {(G nw , x`n)} ◦ {(G nw , x´n)} contains a branch B such
that I (B) is a path over G nw ; moreover, different w give rise to different paths.
Intuitively, a path over a model N nw ∈ {A nw ,C nw ,E nw ,G nw } is a sequence of relation
steps leading from the left bottom point x`n of N nw to the left top point such that only
points on the left support of N nw are visited. For example, let us consider the model
G 2acda from Figure 5.17. One path over this model is the sequence of relation steps acdcdda
that leads from x`2 to y`1 in the following way x`2Ra y`2Rc z`2Rd z`2Rc z`2Rd x`1Rd x`1Ra y`1”. In
other words, the individual steps in the sequence can only be “up”, “down”, or “make a
reflexive step and stay at the current point”. However, in the last case, a reflexive step
at some point p`j must not use an index i that also connects p`j with p´j . For example, a
path over G 2acda that starts with b is not allowed because in this model, we have x`2Rb x´2.
We formalise this intuition in the next definition.
Definition 5.11 (Paths Of Relation Steps).
For any model M nw ∈ {A nw ,C nw ,G nw }, let the collection of left hand nodes LHN (M nw )
be the set {x`n , y`n , z`n , . . . , x`2, y`2, z`2, x`1, y`1} and the top left node tln(M nw ) be y`1. Likewise,
LHN (E nw ) be the set {x`n , y`n , z`n , . . . , x`2, y`2, z`2, x`1, y`1, z`1, z`0} and tln(E nw ) = z`0.
For any N nw ∈ {A nw ,C nw ,E nw ,G nw }1, a path pi over N nw is a sequence of indices
pi1, pi2 . . . , pik such that there is a sequence of points u1, . . . , uk+1 for which the following
are true.
1. ui ∈ LHN (N nw ) for all 1 ≤ i ≤ k + 1;
1Note, that technically speaking, using N nw as a variable over the set {A nw ,C nw , E nw ,G nw } may lead
to the confusion that the word w is the same for the models in the set {A nw ,C nw ,G nw } and E nw . This is
true for the former but we must keep in mind that a word w that is used as a subscript in the names
of the models from {A nw ,C nw ,G nw } has the form i1cdi2cd . . . cdin , where ik ∈ {a, b} whereas a word w in
E nw has the form cdi1cdi2 . . . cdin where ik ∈ {a, b}. Although this is an abuse of notation, we prefer to
formulate our definition in this way rather than giving a separate explanation for the models E nw . We
hope that this does not lead to any misunderstanding.
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2. u1 = x`n and uk+1 = tln(N
n
w )
3. ui+1 is a pii -successor of ui in N nw for all i ≤ k ;
4. for all i ≤ k , if ui = p`j for some p`j ∈ LHM (N nw ), then p`j and p´j are not pii -
connected in N nw .
We have the following very simple proposition.
Proposition 5.12.
• If N nw ∈ {A nw ,C nw ,G nw } and w = i1cdi2cd . . . cdin , where ik ∈ {a, b}, then the
sequence of indices piw = i1cdi2cd . . . cdin is a path over N nw .
• Let us consider a model E nw . If w = cdi1cdi2 . . . cdin , where ik ∈ {a, b}, then the
sequence of indices piw = cdi1cdi2 . . . cdin is a path over E nw .
Proof. The proofs of both items are analogous. Let us consider the first. It is ob-
vious that there is a sequence of points, namely x`n , y`n , z`n . . . , x`2, y`2, z`2, x`1, y`1 such
that the requirements of Definition 5.11 are fulfilled. In the case of E nw , we see that
x`n , y`n , z`n . . . , x`1, y`1, z`1, z`0 fulfil the requirements of Definition 5.11.
Definition 5.13 (Canonical paths). For any N nw ∈ {A nw ,C nw ,E nw ,G nw }, the word w
is called the canonical path over N nw . Let pi = pi1 . . . pik be a path over N
n
w and let
u1, u2 . . . , uk+1 be the points satisfying Definition 5.11. The word u1pi1u2 . . . , ukpikuk+1
is called an extended path. If pi = piw , then this word is called the extended canonical
path.
Note that the extended canonical path is unique, i.e., the point p1 is always x`n , the
point p2 is always y`n , the point p3 is always z`n etc.
As we said earlier, intuitively, for any N nw ∈ {A nw ,C nw ,E nw ,G nw } the word w encodes
the shortest path from x`n to tln(N nw ). Using Definitions 5.11 and 5.13, we can express
this more formally as follows.
Proposition 5.14. For any N nw ∈ {A nw ,C nw ,E nw ,G nw }, the canonical path piw is the
shortest path over the model N nw .
Proof. Using Definition 5.11, it is easy to see that each one of the points x`n , y`n , z`n , . . .,
x`2, y`2, z`2, x`1, tln(N nw ) must appear at least once in any extended path over N
n
w . Each
one of these points appears exactly once in the extended canonical path piw . Hence,
there is no shorter path than piw .
We are ready now to formulate a lemma analogous to Lemma 4.7.
Lemma 5.15. For any N nw ∈ {A nw ,C nw ,E nw ,G nw } and any formula ϕ ∈ ΦML such that
(N nw , x`n) |= ϕ and (N nw , x´n) |= ¬ϕ, the extended syntax tree of ϕ with root {(N nw , x`n)}◦
{(N nw , x´n)} has a branch B such that I (B) is a path over N nw .
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Proof. The required branch B is constructed inductively. To present the main idea with
sufficient precision, we assume that n > 1, and N nw ∈ {A nw ,C nw ,G nw }. The case n = 1 or
N nw = E
n
w is completely analogous modulo the fact that if N
n
w ∈ {A nw ,C nw ,G nw }, then
for ik ∈ {a, b}, the word w has the form i1cdi2cd . . . cdin , whereas if N nw = E nw then
w = cdi1cdi2 . . . cdin .
During the construction, certain pointed models (N nw , p) occurring in the semantic
label seml(η) of a given node η will be declared marked. Let us suppose that we have
a node η such that seml(η) contains two marked pointed models, (N nw , p) on the left
and (N nw , q) on the right.
• If η has a syntax label ¬, then, according to second item from Definition 3.22, its
successor η1 has a semantic label seml(η1) that contains (N nw , q) on the left and
(N nw , p) on the right. We again declare (N
n
w , q) and (N
n
w , p) marked in seml(η1).
• If η has a syntax label ∨, then, according to third item from Definition 3.22, η has
at least one successor η1 with a semantic label seml(η1) that contains (N nw , p) on
the left and (N nw , q) on the right. In this case, too, (N
n
w , p) and (N
n
w , q) remain
marked in seml(η1).
Let us construct the desired branch B . Suppose that
w = i1cdi2cd . . . cdin , where ik ∈ {a, b}.
The first point η0 of B is the root {(N nw , x`n)} ◦ {(N nw , x´n)} of T and both models
(N nw , x`n), and (N
n
w , x´n) are marked.
If η0 has a syntax label ∨ or ¬, the above considerations show that η0 has at least one
successor η such that seml(η) contains (N nw , x´n) and (N
n
w , x´n) on opposite sides. Let
η be the second node of B . Since these models satisfy the same propositional symbols,
η cannot have a syntax label that is a propositional symbol. This means that it can
have a syntax label ∨ or ¬. Generalising these considerations, the intuitive idea behind
the construction of B is best explain as follows. We simply “follow” the marked models
(N nw , x`n), and (N
n
w , x´n) starting from the root of the syntax tree through a possible
number of nodes η0, . . . ηk , where k ≥ 0, that contain them. We add η0, . . . ηk to B . Since
these models satisfy the same propositional symbols, ηk cannot have a syntax label that
is a propositional symbol. Therefore, continuing in this way, we must encounter a node
ηl such that seml(ηl ) contains (N
n
w , x`n), and (N
n
w , x´n) on opposite sides and has a
syntax label [i ]. Since N nw ∈ {A nw ,C nw ,G nw }, and w = i1cdi2cd . . . cdin the second item
from Proposition 5.4 or Proposition 5.6 or Proposition 5.10 respectively implies that
i = i1. We have to consider two cases.
• (N nw , x`n) is on the left and (N nw , x´n) is on the right;
• (N nw , x`n) is on the right and (N nw , x´n) is on the left.
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For each one of these cases, we have two possibilities for the semantic label of the
successor ηl+1 of ηl according to the forth item from Definition 3.22. We consider these
two possibilities for the first case. The second case follows by symmetry.
1. seml(ηl+1) contains (N
n
w , x´n) on the right. This is possible because all the relations
in N nw , including i1, are reflexive. It follows immediately that one of the models
on the left is (N nw , x`n). We declare these two models marked and add the node
ηl+1 to B ;
2. seml(ηl+1) contains (N
n
w , y´n) on the right. This is possible because y´n is an i1-
successor of x´n . It follows that one of the chosen models on the left is (N nw , y`n).
These models are declared marked and the node ηl+1 is added to B .
Since the marked models in seml(ηl+1) satisfy the same propositional symbols, ηl+1
cannot have a syntax label that is a propositional symbol. Again, we “follow” the newly
marked models to a node where a [i ]-move was played.
In general,
• If seml(ηl ) contains marked models of the form (N nw , x`j ) on the left and (N nw , x´j )
on the right (or vice versa) and its syntax label is [r ], then, using the second item
from one of Proposition 5.4 or Proposition 5.6 or Proposition 5.10, we see that
x`j and x´j are not r -connected. Hence r is either d or r ∈ {a, b} and x`j and y`j
are r -connected. Therefore, there are not more than three possibilities for the
semantic label of the successor node ηl+1.
1. seml(ηl+1) contains (N
n
w , x`j ) on the left and (N
n
w , x´j ) on the right (or vice
versa) and these models are marked;
2. seml(ηl+1) contains (N
n
w , z`j+1) on the left and (N
n
w , z´j+1) on the right (or
vice versa) and these models are marked;
3. seml(ηl+1) contains (N
n
w , y`j ) on the left and (N
n
w , y´j ) on the right (or vice
versa) and these models are marked.
• If the semantic label of a node ηl contains marked models of the form (N nw , y`j ) on
the left and (N nw , y´j ) on the right (or vice versa) and its syntax label is [r ], then
again the second item of one of Proposition 5.4 or Proposition 5.6 or Proposition
5.10 implies that y`j and y´j are not r -connected. Hence, r is either c or r ∈ {a, b}
and y`j is an r -successor of x`j . As before, there are not more than three possibilities
for the semantic label of the successor node ηl+1.
1. seml(ηl+1) contains (N
n
w , y`j ) on the left and (N
n
w , y´j ) on the right (or vice
versa) and these models are marked;
2. seml(ηl+1) contains (N
n
w , z`j ) on the left and (N
n
w , z´j ) on the right (or vice
versa) and these models are marked;
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3. seml(ηl+1) contains (N
n
w , x`j ) on the left and (N
n
w , x´j ) on the right (or vice
versa) and these models are marked.
• If the semantic label of a node ηl contains marked models of the form (N nw , z`j ) on
the left and (N nw , z´j ) on the right (or vice versa) and its syntax label is [r ] then, yet
again, the second item of one of Proposition 5.4 or Proposition 5.6 or Proposition
5.10 tells us that z`j and z´j are not r -connected. Therefore, r ∈ {c, d} and there
are not more than three possibilities for the semantic label of the successor node
ηl+1.
1. seml(ηl+1) contains (N
n
w , z`j ) on the left and (N
n
w , z´j ) on the right (or vice
versa) and these models are marked;
2. seml(ηl+1) contains (N
n
w , y`j ) on the left and (N
n
w , y´j ) on the right (or vice
versa) and these models are marked;
3. seml(ηl+1) contains (N
n
w , x`j−1) on the left and (N nw , x´j−1) on the right (or
vice versa) and these models are marked.
It is obvious that the semantic label of every node of B contains a marked pair of
one of the following forms
• (N nw , x`j ) on the left and (N nw , x´j ) on the right or vice versa;
• (N nw , y`j ) on the left and (N nw , y´j ) on the right or vice versa;
• (N nw , z`j ) on the left and (N nw , z´j ) on the right or vice versa.
Given the construction of the models N nw , we see that no node of the extended
syntax tree can have a syntax label that is a propositional symbol if the semantic label
of the node contains a marked pair of one of the forms above that is different from the
pair (N nw , y`1) on the left and (N
n
w , y´1) on the right. Therefore, B ends with a node that
has a semantic label of this form. The reader can easily check that I (B) is a path over
the model N nw . This follows from the fact that every node with syntax label [r ] has a
semantic label containing a marked model of one of the forms (N nw , x`j ) or (N
n
w , y`j ) or
(N nw , z`j ).
Since for any n, any of the setsAn , Cn , En ,Gn contains 2n different pointed models,
one for each word w , the next lemma is crucial for the proof of Theorem 5.1.
Lemma 5.16. For any two pointed models (N nw , x`n) and (N
n
w , x´n), if w 6= w, then for
any two paths pi over N nw and pi over N
n
w , it is true that pi 6= pi.
The proof of Lemma 5.16 follows the steps below.
Step 1. We begin with the observation that for any model N nw , the word w does not
contain any sub-word of the form xx or xyx , where x , y ∈ {a, b, c, d}. Therefore,
the canonical path piw does not contain two successive indices pik , pik+1 such that
pik = pik+1 or three successive indices pik−2, pik−1, pik , such that pik−2 = pik . We
show that piw is the only path over N nw with this property.
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Step 2. We formulate a rewriting rule as follows.
Let a path pi = pi1pi2 . . . pin over N nw be given. Reading pi from left to right, if a sub-
string of the form xx or xyx is encountered, we replace it with x or xx respectively,
and continue with the symbols following xx or xyx (if any). Having reached the
end of pi, we go back to the leftmost symbol of the newly obtained word and repeat
the procedure. This algorithm terminates if no sub-string of the form xx or xyx is
encountered.
It is obvious that this algorithm always terminates; moreover it has the following
important properties.
1. If pi is a path over N nw , then replacing a sub-string of the form xx with x or
xyx with xx in pi results in a new path pi1 over N nw ;
2. The procedure terminates with a path pi∗ over N nw that does not contain
any sub-string of the form xx or xyx . Therefore, using Step 1, we see that
pi∗ = piw .
Step 3. Suppose that there are two pointed models (N nw , x`n) and (N
n
w , x`n) such that
there are two paths pi over N nw and pi over N
n
w respectively, for which pi = pi. We
apply the rewriting rule to pi and obtain piw . Since pi is equal to pi, we see that
piw = piw . Hence w = w .
Let us begin by formalising Step 1.
Step 1.
Proposition 5.17. For any pointed model model (N nw , xn), if piw = pi1pi2 . . . pim and the
extended canonical path is u1pi1u2 . . . umpimum+1, then for any path pi = pi1 . . . pip over
N nw the following is true. If pi1 = pi1, pi2 = pi2, . . ., pii = pii , where 1 ≤ i ≤ m, then for
any extended path u1 pi1 u2, . . ., ui pii ui+1, . . ., pip up+1 over pi, it is true that
1. u1 = u1, . . . , ui = ui ;
2. ui+1 = ui or ui+1 = ui+1.
In other words, if pi = pi1 . . . pii . . . pip coincides with piw on the first i relation steps,
then any extended path u1 pi1 u2, . . ., ui pii ui+1, . . ., pip up+1 over pi coincides with the
extended canonical path u1pi1u2 . . . uipiiui+1 . . . umpimum+1 on the points u1, . . . ui whereas
ui+1 is either ui or ui+1.
Proof. The proof is by induction on 1 ≤ i ≤ m. Again, we assume that (N nw , x`n) is one
of (A nw , x`n), (C
n
w , x`n) or (G
n
w , x`n). The case (E
n
w , un) is analogous.
Base case. Suppose that i = 1, i.e., pi1 = pi1. It follows from Definition 5.11 that
• u1 = x`n = u1;
• u1 is pi1 related to u2 in (N nw , x`n);
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• pi1 is such that x`n is pi1 related to y`n .
Given the shape of (N nw , x`n), these items imply that u2 = x`n or u2 = y`n . Hence,
u2 = x`n = u1 or u2 = y`n = u2.
Induction step. Let us assume that the statement is true for some 1 ≤ i < m. The
proof for i + 1 is as follows.
Since pi1 = pi1, pi2 = pi2, . . ., pii+1 = pii+1, it is obvious that pi1 = pi1, pi2 = pi2, . . .,
pii = pii . The induction hypothesis implies that
• u1 = u1, . . . , ui = ui ;
• ui+1 = ui or ui+1 = ui+1.
First, we show that the case ui+1 = ui is impossible. Indeed, let us suppose
otherwise. Then we have the following situation.
u1 pi1 u2 . . . ui pii ui+1 pii+1 ui+2 . . .
q q q . . . q q q
u1 pi1 u2 . . . ui pii ui pii+1 ui+2 . . .
We have the following possibilities for ui .
• ui = x`j :
– If j = n, then i = 1, i.e., u1 = ui = ui = x`n . Definition 5.11 and the shape
of our models imply that pii = pii+1. However, pii = pii 6= pii+1 = pii+1,
and we arrive at a contradiction.
– If j < n, then pii−1 = d . Since pii 6= pii−1, Definition 5.11 implies that
pii ∈ {a, b} and ui is pii -connected to y`j . In the same way, d = pii−1 6=
pii+1 implies that ui is pii+1-connected to y`j Given the shape of (N nw , x`n)
and the fact that pii 6= pii+1, we arrive at a contradiction.
• ui = y`j , where 1 < j :
– In this case, Definition 5.11 implies that pii = c = pii and pii−1 = pii−1 ∈
{a, b} and ui is pii−1-connected to x`j . Since c = pii 6= pii+1 = pii+1,
again using Definition 5.11, we obtain that pii+1 ∈ {a, b} and ui is pii+1-
connected to x`j . Given the shape of (N nw , x`n) and the fact that pii−1 6=
pii+1, we arrive at a contradiction.
• ui = z`j : In this case, Definition 5.11 implies that pii−1, pii , pii+1 ∈ {c, d} and,
at the same time, we have that pii−1 6= pii , pii−1 6= pii+1, and pii 6= pii+1, which
leads to a contradiction.
Therefore, the induction hypothesis implies
• u1 = u1, . . . , ui = ui ;
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• ui+1 = ui+1.
Hence, we have that
u1 pi1 u2 . . . ui pii ui+1 pii+1 ui+2 . . .
q q q . . . q q q q
u1 pi1 u2 . . . ui pii ui+1 pii+1 ui+2 . . .
Let us consider ui+2. Again, we have the following possibilities.
• If ui+1 = ui+1 = x`j then pii+1 = pii+1 ∈ {a, b} and ui+1 is pii+1-connected to y`j .
Hence, ui+2 = ui+1 = x`j or ui+2 = ui+2 = y`j ;
• If ui+1 = ui+1 = y`j , where 1 < j , then pii+1 = pii+1 = c and ui+1 is pii+1-connected
to z`j . Therefore, ui+2 = ui+1 = y`j or ui+2 = ui+2 = z`j
• If ui+1 = ui+1 = z`j , then pii+1 = pii+1 = d and ui+1 is d -connected to x`j−1.
Therefore, ui+2 = ui+1 = z`j or ui+2 = ui+2 = x`j−1.
This completes the proof.
Proposition 5.18. For any model N nw , the canonical path piw is the only path over
N nw that does not contain a sub-string of the form xx or xyx .
Proof. Suppose that there is another path pi = pi1 . . . pip over N nw , such that piw 6= pi and
pi does not contain a sub-string of the form xx or xyx . Since piw is the shortest path, if
piw 6= pi, we must consider two cases.
1. piw is a proper prefix of pi;
2. piw is not a prefix of pi, i.e., there is an i such that pii 6= pii .
Again, we assume that (N nw , x`n) is one of (A
n
w , x`n), (C
n
w , x`n) or (G
n
w , x`n). The case for
(E nw , xn) is similar.
Suppose that piw = pi1pi2 . . . pin+2(n−1). Hence, the extended canonical path ext(piw )
is
ext(pi) = u1 pi1 u2 . . . d un+2(n−1) pin+2(n−1) un+2(n−1)+1.
q q q q
x`n y`n x`1 y`1
If piw is a proper prefix of pi, Proposition 5.17 implies that any extended path ext(pi)
over pi has one of the following forms
ext(pi) = u1 pi1 u2 . . . d un+2(n−1) pin+2(n−1) un+2(n−1)+1
q q q q
x`n y`n x`1 y`1
q q q q
ext(pi) = u1 pi1 u2 . . . d un+2(n−1) pin+2(n−1) un+2(n−1)+1 . . .
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or
ext(pi) = u1 pi1 u2 . . . d un+2(n−1) pin+2(n−1) un+2(n−1)+1
q q q q
x`n y`n x`1 y`1
q q q
ext(pi) = u1 pi1 u2 . . . d un+2(n−1) pin+2(n−1) x`1 . . .
In the first case, Definition 5.11 implies that pin+2(n−1)+1 = pin+2(n−1) and, therefore,
pi contains a sub-string of the form xx . If the second case is true, then using again
Definition 5.11, we see that either pin+2(n−1)+1 = pin+2(n−1) or pin+2(n−1)+1 = d . Hence,
pi contains either a sub-string of the form xx or xyx .
Let us suppose that piw is not a proper prefix of pi. Therefore, there is an index j
such that pij 6= pij . Let i be the smallest such index. Note that it follows from Definition
5.11 that for any two paths pi and pi over N nw , it is true that pi1 = pi1, hence 1 < i . As
before, Proposition 5.17 implies that we have the following two possibilities.
ext(pi) = u1 pi1 u2 . . . ui−1 pii−1 ui pii . . .
q q q q q q /
ext(pi) = u1 pi1 u2 . . . ui−1 pii−1 ui pii . . .
or
ext(pi) = u1 pi1 u2 . . . ui−1 pii−1 ui pii . . .
q q q q q /
ext(pi) = u1 pi1 u2 . . . ui−1 pii−1 ui−1 pii . . .
If the first case is true then we have three possibilities for ui .
(ui = y`j ), where 1 < j : Definition 5.11 implies that pii = c and pii−1, pii−1 ∈ {a, b} is
such that ui−1 = x`j is an pii−1-successor of y`j . Since pii = c 6= pii and pii−1 = pii−1,
again using Definition 5.11, we see that pii = pii−1 and, therefore, we have a sub-
string of the form xx in pi.
(ui = x`j ), where n > j : Using reasoning similar to case above, we see that pii ∈ {a, b}
and ui+1 = y`j is a pii -successor of ui = x`j , whereas pii−1 = pii−1 = d . Since pii 6= pii ,
Definition 5.11, implies that pii = pii−1.
(ui = z`j ), where 1 < j < n: According to Definition 5.11, pii−1 = c and pii = d . Since
pii 6= pii = d and pii−1 = pii−1 = c, again using Definition 5.11, we obtain that
pii = pii−1 = c.
If the second case is true, then, again we have three possibilities for ui . We consider
only the case ui = x`j , where 1 ≤ j < n. The other two cases are completely analogous.
Let us suppose that ui = x`j . Then ui−1 = z`j+1 and pii−1 = pii−1 = d . According
to Definition 5.11, we have two possibilities for pii , namely, pii = d and in this case
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pii−1 = pii = d , hence, we have a sub-string of the form xx in pi or pii = d = pii−2 and in
this case, we have a sub-string of the form xyx in pi.
We proceed to verifying the property of the rewriting procedure described in the
next step.
Step 2.
Proposition 5.19. For any path pi over N nw , if pi contains a sub-string of the form xx
or xyx , then replacing this sub-string with x or xx respectively results in a new path pi1
over N nw .
Proof. Let us assume that pi contains a sub-string xx . Then any extended path ext(pi)
over pi contains a sub-string s = ui−1 x ui x ui+1. Using Definition 5.11, we see that we
have one of the 4 possibilities below.
(ui−1 = ui = ui+1): In this case s has the following shape, s = u x u x u. Therefore,
we can replace s in ext(pi) with s1 = u x u and, thus, obtain a new path pi1 over
N nw by replacing the string xx in pi with x ;
(ui−1 = ui): If this is true, then s = u x u x ui+1. Hence s can be replaced with s1 = u
x ui+1 in ext(pi) and, therefore, we obtain a new path pi1 over N nw by replacing
the string xx in pi with x ;
(ui−1 = ui+1): In this case s looks as follows s = u x ui x u. This sub-string can be
replaced in ext(pi) with s1 = u x u, and we obtain again a new path over N nw by
replacing the string xx in pi with x ;
ui = ui+1: In this situation we have that s = ui−1 x u x u and, yet again, we can replace
s in ext(pi) with s1 = ui−1 x u and obtain a new path over N nw by replacing the
string xx in pi with x .
If pi contains a sub-string xyx , then, as in the previous case above, any extended path
ext(pi) over pi contains a sub-string of the form s = ui x ui+1 y ui+2 x ui+3. Again using
Definition 5.11, we see that we have one of the 4 possibilities
(ui = ui+1 = ui+2 = ui+3): In this case s has the following shape, s = u x u y u x u
and, therefore, can be replaced in ext(pi) with s1 = u x u x u and, thus, we can
obtain a new path pi1 over N nw by replacing the string xyx in pi with xx ;
(ui = ui+1 = ui+2): If this is true, then s = u x u y u x ui+3. Hence s can be replaced in
ext(pi) with s1 = u x u x ui+3 and we obtain a new path pi1 over N nw by replacing
the string xyx in pi with xx ;
(ui+1 = ui+2 = ui+3): In this case s looks as follows s = ui x u y u x u. This sub-string
can be replaced in pi with s1 = p x p x p, and, therefore, we obtain again a new
path pi1 over H nw by replacing the string xyx in pi with xx ;
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ui = ui+3, ui+1 = ui+2: In this situation we have that s = ui x ui+1 y ui+1 x ui and we
can replace s with s1 = ui x ui+1 x ui in ext(pi) and obtain a new path pi1 over
N nw by replacing the string xyx in pi with xx .
This completes the proof of Proposition 5.19 and, therefore, Lemma 5.16 and the
main theorem of this chapter, namely Theorem 5.1
Chapter 6
Formulae as Directed Acyclic
Graphs
The study of lower bounds on formula-size is concerned with, among other things, mak-
ing explicit (by providing succinctness results) the advantages offered by the different
ways of representing formulae of given logics. In the previous chapters, we represented
formulae as trees. Frank Wolter suggested (personal communication) that it would be
interesting to study lower bounds on formula-size in the more general framework of
representing formulae as directed acyclic graphs (DAGs). This makes the problem con-
siderably more difficult and that is why we were able to obtain some results on the
relative succinctness of two logics only when the formulae of one of them are represented
as DAGs while the formulae of the other are still represented as syntax trees. We will
be particularly interested in comparing the relative succinctness of DAGs for the for-
mulae in ΦML and syntax trees for the logics [∪]ML, [∃]ML, [∩]ML, and [ϕ]ML. In the
present chapter, we will show that none of the sets of formulae we used to prove our
succinctness results in Chapters 4 and 5 can be used to prove exponential lower bounds
in this new setting; what is more, we will prove that there are sets of DAGs for ΦML
that are exponentially more succinct than syntax trees for the formulae of the logics
[∪]ML and [∃]ML.
We are not going to give a precise definition of a directed acyclic graph. The only
fact about such graphs (see for example [47] p. 21) that we are going to use is that
in every finite DAG , there are nodes with no predecessors, called roots, and nodes
with no successors called leaves.
All the DAGs we are going to consider will have just one leaf.
As is well-known, with every modal formula ϕ ∈ ΦML, we can associate a DAG
in which every vertex corresponds to one of the operators ¬,∨, [i ] or to a propositional
symbol. A DAG corresponding to a formula ϕ will be denoted DAG(ϕ). Let DAG(ΦML)
denote the set of ML-formulae represented as DAGs. As usual (see for example [30] p.5),
the size of a directed acyclic graph G , denoted ||G ||, is defined as the number of edges
in G .
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Proposition 6.1. For all formulae defined in Tables 4.1, 4.2, 5.1, and 5.2, there are
equivalent on the relevant classes of models ML-formulae that can be represented as
DAGs of linear size.
Proof.
(I) We begin with the formulae from Tables 4.1 and 4.2 and their ML-equivalents which
we give again for convenience.
• The formulae in the set Ξ[∪] and their ML-equivalents on the class K are:
ξ1
def
= ¬[∪{a,d}]¬b equivalent to ξ′1 def= 〈a〉b ∨ 〈d〉b;
ξn
def
= ¬ [∪{a,d}] . . . [∪{a,d}]︸ ︷︷ ︸
n times
¬b equivalent to ξ′n def= 〈a〉ξ′n−1 ∨ 〈d〉ξ′n−1 for n > 1.
The linearly growing DAGs corresponding to the formulae ξ′n are shown in the figures
below.
b
〈d〉〈a〉
∨
〈a〉 〈d〉
∨
DAG(ξ′n−1)
Figure 6.1: The DAG(ξ′1) (left) and the DAG(ξ
′
n) (right).
The DAG(ξ′n) is formed by taking the DAG(ξ′n−1) (symbolised by the dashed arrow
with label DAG(ξ′n−1)) and connecting its leaf to the nodes 〈a〉, 〈d〉, and ∨ as shown.
For example, the DAG(ξ′2) looks as follows.
b
〈a〉 〈d〉
∨
〈a〉 〈d〉
∨
Figure 6.2: The DAG(ξ′2).
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• The formulae in the set ∆[ϕ] and their ML-equivalents on K are:
δ1
def
= 〈a〉b ∨ 〈d〉b equivalent to δ′1 def= 〈a〉b ∨ 〈d〉b;
δn
def
= 〈δn−1〉δ1 equivalent to δ′n def= δ′n−1 ∧ (〈a〉(b ∧ δ′n−1) ∨ 〈d〉(b ∧ δ′n−1)) where
n > 1.
The DAGs for the ML-formulae δ′n are shown below.
b
〈d〉〈a〉
∨
b
∧
〈a〉 〈d〉
∨
∧
DAG(δ′n−1)
Figure 6.3: The DAG(δ′1) (left) and the DAG(δ
′
n) (right).
We continue with the formulae from Table 4.2.
• The formulae in the set Θ[∃] and their ML-equivalents on the class K are:
θ1
def
= [∃{a,d}]b equivalent to θ′1 def= [a]b ∨ [d ]b;
θn
def
= [∃{a,d}] . . . [∃{a,d}]︸ ︷︷ ︸
n times
b equivalent to θ′n
def
= [a]θn−1 ∨ [d ]θn−1 where n > 1.
The linearly growing DAGs for these formulae are shown in Figure 6.4.
b
[a] [d]
∨
[a] [d]
∨
DAG(θ′n−1)
Figure 6.4: The DAG(θ′1) (left) and the DAG(θ
′
n) (right).
We would like to remind the reader that the formulae θn , and therefore the formulae
θ′n , are equivalent to the formulae ψn from the set of formulae Ψ[∩] (see Table 4.2) on
the set of models O ∪ P defined in Chapter 4. Therefore, Figures 6.4 and provide us
with linearly growing ML-DAGs for the formulae ψn , too.
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• The formulae in the set Ω[ϕ] and their ML-equivalents on the class K are:
ω1
def
= [a]b ∨ [d ]b equivalent to ω′1 def= [a]b ∨ [d ]b;
ωn
def
= 〈ωn−1〉(〈a〉b∧〈d〉b) equivalent to ω′n def= ω′n−1∧(〈a〉(b∧ω′n−1)∧〈d〉(b∧ω′n−1)).
The DAGs for the ML-formulae ω′n are shown below in Figure 6.5.
b
[a] [d]
∨
b
∧
〈a〉 〈d〉
∧
∧
DAG(ω′n−1)
Figure 6.5: The DAG(ω′1) (left) and the DAG(ω
′
n) (right).
(II) We proceed with the formulae from Tables 5.1 and 5.2.
• The formulae in the set ∆[∪] and their ML-equivalents are:
δ1
def
= ¬[∪{a,b}]¬c equivalent to δ′1 def= 〈a〉c ∨ 〈d〉c;
δn
def
= ¬[∪{a,b}][c][d ]¬δn−1 equivalent to δ′n def= 〈a〉〈c〉〈d〉δn−1 ∨ 〈b〉〈c〉〈d〉δn−1.
The DAGs corresponding to the formulae δ′n are shown in Figure 6.9 below.
c
〈a〉 〈b〉
∨
〈d〉
〈c〉
〈b〉〈a〉
∨
δ′n−1
Figure 6.6: The DAG(δ′1) (left) and the DAG(δ
′
n) (right).
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• The formulae in the set Σ[∃] and their respective ML-equivalents are:
σ1
def
= [∃{a,b}]c equivalent to σ′1 def= [a]c ∨ [b]c;
σn
def
= [∃{a,b}](c ∧ [c][d ]σ′n−1) equivalent to σ′n def= [a](c ∧ [c][d ]σj ) ∨ [b](c ∧ [c][d ]σj ).
DAG(σ1) and DAG(σn) look as follows.
c
[b][a]
∨
c[d]
[c]
∧
[a] [b]
∨
DAG(σ′n−1)
Figure 6.7: DAG(σ1) (left) and DAG(σn) (right).
• The formulae in set Θ[∩] and the respective equivalent on the set of models G (see
Definition 5.9) ML-formulae are:
θ1
def
= 〈∩{a,b}〉c equivalent to θ′1 def= 〈a〉c ∧ 〈b〉c;
θn
def
= 〈∩{a,b}〉〈c〉〈d〉θn−1 equivalent to θ′n def= 〈a〉〈c〉〈d〉θ′n−1 ∧ 〈b〉〈c〉〈d〉θ′n−1.
DAG(θ′1) and DAG(θ′n) are shown below.
c
〈a〉 〈b〉
∧
〈d〉
〈c〉
〈b〉〈a〉
∧
θ′n−1
Figure 6.8: DAG(θ′1) (left) and DAG(θ
′
n) (right).
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• The formulae in set Θ[∩] and the respective equivalent ML-formulae are:
ω1
def
= 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b))) equivalent to ω′1 def= 〈c〉(c ∧ 〈d〉(d ∧ (〈a〉a ∨ 〈b〉b)));
ωn
def
= 〈ωn−1〉ω1 equivalent to the formula
ω′n
def
= ωn−1 ∧ 〈c〉(ωn−1 ∧ c ∧ 〈d〉(ωn−1 ∧ d ∧ (〈a〉(ωn−1 ∧ a) ∨ 〈b〉(ωn−1 ∧ b)))).
The respective linearly growing DAGs are shown below.
abdc
〈a〉〈b〉
∨
∧
〈d〉
∧
〈c〉
DAG(ω′n−1)
∧ ∧
abdc
〈a〉〈b〉
∨
∧
∧
〈d〉
∧
∧
〈c〉
∧
Figure 6.9: DAG(ω1) (left) and DAG(ωn) (right).
We can use Proposition 6.1 and our previous results from Chapters 4 and 5 to obtain
the next theorem.
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Theorem 6.2. DAG(ΦML) is at least exponentially more succinct than ΦML on the
class of models S5.
Proof. On way of proving this statement is to consider the set of formulae ∆[∪] defined
in Table 5.1 and the set of models A from Definition 5.3. According to Theorem 5.1,
the tree-size of every ψn ∈ ΦML that is equivalent to δn ∈ ∆[∪] is at least 2n . However,
for every n, the size of the DAG(δ′n) ∈ DAG(ΦML) from Figure 6.6 is linear in n.
Of course, using Proposition 3.8 and the above Theorem 6.2, we see that DAG(ΦML)
is at least exponentially more succinct than ΦML on the class K, too
1.
Intuitively, Proposition 6.1 says that the exponential shrinkage of space with respect
to ΦML offered by the formulae from Tables 4.1, 4.2, 5.1, and 5.2 is lost if ΦML is replaced
with DAG(ΦML) and we face the natural question whether the operators [∪Γ], [∃Γ], [∩Γ],
and [ϕ] could still cause any space compression on some class of models but this time
with respect to DAG(ΦML). As far as the first two operators are concerned, we show in
Theorem 6.4 below that, in fact, DAG(ΦML) is at least exponentially more succinct on
K than both Φ[∪]ML and Φ[∃]ML. For this we need some preliminary work
When we defined the length |ϕ| of a formula ϕ in Chapter 3 (see Definition 3.12),
we did not take into account the size of the set Γ in formulae like [∪Γ]ϕ, [∃Γ]ϕ, and
[∩Γ]ϕ. This was done mainly in order to connect smoothly the number of nodes in
the syntax tree of ϕ and the size |ϕ| (as defined in Definition 3.12) of ϕ. Of course,
defining |[∪{i1,...,in}]ϕ| as n + |ϕ| instead of 1 + ϕ can increase the length of the formula
considerably if n is a large number but note that, even if we had defined the length of
the formulae in Tables 4.1, 4.2, 5.1, and 5.2 in this new way, it would still have been
linear in their indices because, in all modal operators of the type [∪Γ], [∃Γ], and [∩Γ],
the set Γ contains just two elements.
For the purposes of the next proposition however we are going to define the length
of formulae of the form [∪{i1,...,in}]ϕ and [∃{i1,...,in}]ϕ as n + |ϕ|.
Proposition 6.3. For every class of models M ⊆ K and every formula ϕ ∈ Φ[∪]ML (or
ϕ ∈ Φ[∃]ML), there is an equivalent on M formula ψ ∈ ΦML such that ||DAG(ψ)|| ≤
2× |ϕ|.
Proof. The (almost trivial) proof is by induction of the structure of ϕ. Let M be given.
Base case. If ϕ is a propositional symbol p, then ψ
def
= p and the statement is obvious
since DAG(p) consists of a single vertex (corresponding to p) and no edges.
Induction hypothesis. Let us assume that for i ∈ {1, 2} and ϕi ∈ Φ[∪]ML (or ϕi ∈
Φ[∃]ML), there are equivalent on M formulae ψi ∈ ΦML such that ||DAG(ψi)|| ≤
2× |ϕi |.
Induction step. We have to consider the following cases.
1This result can be proven indipendantly with the help of, e.g, the set of formulae Ξ[∪] from Table
4.1.
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(ϕ
def
= ϕ1 ∨ ϕ2) Let ψ def= ψ1 ∨ ψ2, where, ψ1 and ψ2 are as described in the In-
duction hypothesis. DAG(ψ) is shown in Figure 6.10. As in Proposition 6.1,
DAG(ψ1∨ψ2) is constructed by taking the directed acyclic graphs for ψ1 and
ψ2 (represented by the dashed arrows with labels DAG(ψi)) and connecting
the leaf of each DAG(ψi) to the vertex ∨ as shown.
∨
DAG(ψ2)DAG(ψ1)
Figure 6.10: DAG(ψ1 ∨ ψ2).
We have
||DAG(ψ)|| = (||DAG(ψ1)||+ ||DAG(ψ2)||+ 2) ≤ 2× (|ϕ1|+ |ϕ2|+ 1).
(ϕ
def
= ¬ϕ1) Let ψ def= ¬ψ1, where, ψ1 is as in the Induction hypothesis. DAG(ψ)
is shown in Figure 6.11.
¬
DAG(ψ1)
Figure 6.11: DAG(¬ψ1).
Again, we have
||DAG(ψ)|| = (||DAG(ψ1)||+ 1) < 2× (|ϕ1|+ 1).
(ϕ
def
= [i ]ϕ1) Let ψ
def
= [i ]ψ1, where, ψ1 is as described in the Induction hypothesis.
The reasoning in this case is identical to the one above but with the use of
DAG(ψ) shown in Figure 6.12.
[i]
DAG(ψ1)
Figure 6.12: DAG([i ]ψ1).
Chapter 6. Formulae as Directed Acyclic Graphs 113
(ϕ
def
= [∪i1,...,in ]ϕ1) Let us suppose that ψ1 ∈ ΦML is as described in the Induction
hypothesis and let ψ = [i1]ψ1∧ [i2]ψ1∧ . . .∧ [in ]ψ1. The directed acyclic graph
DAG(ψ) associated with ψ is shown in Figure 6.13 below.
[in]. . .[i2][i1]
∧
DAG(ψ1)
Figure 6.13: DAG(ψ).
It is obvious that
||DAG(ψ)|| = (||DAG(ψ1)||+ 2× n) ≤ 2× (|ϕ1|+ n).
(ϕ
def
= [∃i1,...,in ]ϕ1) The reasoning in this case is absolutely identical to the one
above modulo the fact that we set ψ
def
= [i1]ψ1 ∨ [i2]ψ1 ∨ . . . ∨ [in ]ψ1 for some
ψ1 as in the Induction hypothesis and we use Figure 6.14 below.
[in]. . .[i2][i1]
∨
DAG(ψ1)
Figure 6.14: DAG(ψ).
Theorem 6.4.
• DAG(ΦML) is at least exponentially more succinct on K than Φ[∪]ML;
• DAG(ΦML) is at least exponentially more succinct than Φ[∃]ML on K.
Proof. The first item is proven as follows. Let us consider the set of formulae Θ[∃] from
Table 4.2. According to Theorem 4.6, we have that Θ[∃] is exponentially more succinct
than Φ[∪]ML on the set of models O ∪ P ⊂ K from Definition 4.3. Since there are
ML-formulae such that their DAG representation is linear in the length of the formulae
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in Θ[∃] (this follows from both Proposition 6.1 or the more general Proposition 6.3) the
statement is immediate from Proposition 3.8.
The reasoning in the proof of the second item is identical. Indeed, let us consider the
set of formulae Ξ[∪] from Table 4.1. We know from Theorem 4.5 that Ξ[∪] is exponen-
tially more succinct than Φ[∃]ML on the models A ∪B ⊂ K from Definition 4.1. Again,
Proposition 6.1 or Proposition 6.3) imply that there are ML-formulae such that their
DAG representation is linear in the length of the formulae in Ξ[∪] and the statement
follows from Proposition 3.8.
Chapter 7
Conclusion and Open Problems
In this chapter we are going to summarise our results, list some open problems, and
suggest some possible ways of generalising our work. We will be less formal than in the
previous chapters and rely on intuitive explanations rather than on precise formulations.
7.1 Summary of the Results from Chapters 4 and 5 and
Related Open Problem
Provided that the length of formulae of the logics we considered is identified with the
number of nodes in their syntax trees as defined in Definition 3.19, our results can be
summarised as shown in Figures 7.1 and 7.2. Both figures depict graphs in which the
nodes correspond to the logics we studied while an arrow starting at one logic L1 and
pointing to another L2 means that L1 is exponentially more succinct than L2 on the
relevant class of models defined in Chapter 4 and Chapter 5.
[ϕ]ML[∩]ML
[∪]ML [∃]ML
ML
Figure 7.1: Summary of the succinctness results from Chapter 4.
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It is obvious that the succinctness results in the case of S5-models are much weaker
than the ones proven in Chapter 4. For example, we have that [∪]ML is exponentially
more succinct than [∃]ML and vice versa on K but whether this is true on the class S5
is unknown.
[ϕ]ML[∩]ML
[∪]ML [∃]ML
ML
Figure 7.2: Summary of succinctness results from Chapter 5.
7.1.1 Open Problems
The open problems directly related to the work presented in Chapters 4 and 5 are
summarised in Figures 7.3 and 7.4 respectively. Again, both figures, depict graphs where
the nodes are the logics we studied but this time a dashed arrow starting from L1 and
pointing to L2 means that it is an open problem whether L1 is exponentially more
succinct than L2 on the relevant class of models.
[ϕ]ML[∩]ML
[∪]ML [∃]ML
Figure 7.3: Summary of the open problems on the class of models K.
Of course, when the relative succinctness of the logic [∩]ML and another logic L is
concerned, we are actually asking whether there is a class of models M that is a sub-
set of K or S5 such that some semantic properties of the models in M are expressed
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[ϕ]ML[∩]ML
[∪]ML [∃]ML
Figure 7.4: Summary of the open problems on the class of models S5.
exponentially more efficiently with formulae from [∩]ML (L) than with formulae from L
([∩]ML) while at the same time we assume that the properties in question are expressible
in both L and [∩]ML.
We conjecture that [∪]ML is exponentially more succinct than [∃]ML and vice versa
on S5-models. What is more, we believe that this result will probably require just a
slight modification of the methods and the models used in Chapter 5. However, the
question whether there is a class of models M on which at least one of the logics [∪]ML,
[∃]ML or [∩]ML is exponentially more succinct than [ϕ]ML is considerably more difficult
and we cannot offer any conjectures in this case. Intuitively, it is unclear whether there
is some semantic property that can be more efficiently expressed in some of the former
logics than in [ϕ]ML. If there is such a property, an argument based on extended syntax
trees for [ϕ]ML seems to involve very difficult combinatorial considerations due to the
semantics of the [ϕ] modality. Of course, it is perfectly conceivable that none of the
logics [∪]ML, [∃]ML or [∩]ML is exponentially more succinct than [ϕ]ML on any class
of Kripke models. In this case however, it is not very clear how an equivalence-preserving
polynomial translation from the logics [∪]ML, [∃]ML, [∩]ML to [ϕ]ML can be obtained.
7.2 Summary of the Results from Chapter 7 and Some
Open Problem
To the best of our knowledge, the fact that modal formulae represented as DAGs are
at least exponentially more succinct than modal formulae in tree-representation seems
to be taken for granted by many researchers (see, for example, [28] and the discussion
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there on p. 10) but we were unable to find a published proof despite considerable efforts.
Nevertheless, we consider our Theorem 6.2 to be yet another confirmation of a widely-
known folklore fact rather than an original new result. It is perhaps worth pointing out
that the corresponding problem in the Boolean setting, namely, whether Boolean circuits
are more succinct (and by how much) than Boolean formulae is still open and believed to
require significant new mathematical ideas for its solution (for the connection between
this question and a fundamental open problem in computational complexity see [49] p.
386). The results from Theorem 6.4, namely, that DAG(ΦML) is at least exponentially
more succinct than both Φ[∪]ML and Φ[∃]ML, seem to be new.
7.2.1 Open Problems
The material found in Chapter 7 is best viewed as the initial stage of a work in progress
rather than a polished exposition of a solid body of results. There are many open ques-
tions here. One such family of problems is whether, if we consider the formulae of the
logics [∪]ML, [∃]ML, [∩]ML, [ϕ]ML as DAGs, our exponential succinctness results from
Chapters 4 and 5 are still valid in this new setting. These questions seem difficult at
present and we cannot offer any meaningful conjectures or possible ways of attacking
them. Another question which might be easier to solve is whether DAG(ΦML) is at least
exponentially more succinct than the tree representation of [ϕ]ML-formulae which we
think is possible.
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