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ABSTRACT 
Two-wave mixing (TWM) via a dynamic hologram recorded in a photorefractive crystal allows 
the implementation of adaptive interferometers. These interferometers can achieve high sensitivity 
of detection of phase shifts under unstable environmental conditions even when phase shifts are 
encrypted in speckled waves such as those reflected from rough surfaces or emerging from 
multimode optical fibers. Such abilities find potential applications in the field of vibration sensing
for industrial, military and other purposes. 
In this thesis we present three novel configurations for adaptive interferometers which are based 
on the vectorial wave mixing (VWM) technique in a CdTe photorefractive crystal. The WVM is a 
special case of the TWM in which the mixing of light waves in the photorefractive crystal involves 
different polarization states of waves in order to achieve linear phase-to-intensity transformation and 
the highest SNR. We have developed those configurations for the detection of multimode fiber 
strain induced by mechanical vibrations. 
Two of these configurations use the reflection and orthogonal geometry of hologram recording 
respectively and each of them employs a single multimode optical fiber as a sensitive element. It is 
shown that the reflection geometry of hologram recording is characterized by a better combination 
of detection limit and adaptability than the transmission geometry which is more commonly used. 
We have found that the installation of a polarizer, which is needed in any classical configuration of 
TWM, results in the appearance of a strong noise. Such a noise, which we term polarization noise, 
relates to the polarization instability of the dynamic speckle pattern emerging from the fiber, which 
cannot be compensated for by the dynamic hologram. However, it has been demonstrated that this 
noise can be diminished by using an optical fiber with a larger core. The orthogonal geometry of 
hologram recording allows the linear regime of the phase-to-intensity transformation even when 
phase shifts are encrypted in a depolarized wave without using any polarizing element. Using a 
depolarized beam without a polarizing element strongly diminishes the level of the noise related to 
instabilities in the speckle pattern emerging from multimode optical fiber, thus increasing the 
sensitivity to phase transients. The third configuration represents a multiplexing scheme for sensing 
dynamic strains excited in different multimode optical fibers. The multiplexing of the sensors is 
implemented by using the vectorial wave mixing technique in the reflection geometry of hologram 
recording. For this configuration it is shown that we can minimize the crosstalk between the 
channels by choosing the appropriate crystallographic orientation that the interfering beams travels 
through.  Moreover, we analyzed the physical mechanisms which lead to the appearance of the noise 
between the measuring channels in this configuration. 
PACS Classification: 42.25.Hz, 42.40.Pa, 42.40.Ht, 42.40.Kw, 42.65.Hw, 42.81.Pa, 42.40.Lx, 46.40.-f 
Universal Decimal Classification: 531.715, 534.1, 535.41, 681.7.068, 778.38 
INSPEC Thesaurus: light interference; holography; interferometers; interferometry; holographic interferometry; photorefractive 
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Introduction 
When a source creates sound in media like metal, liquid, gas, etc, there will be energy transfer of 
mechanical energy from the source to the adjacent molecules. The energy travels through the media 
by compression and expansion of outlying molecules in it. Such behavior is generally described by 
the physical model of the sounds waves. Usually, conventional transducers convert the mechanical 
energy of a sound wave into an electrical. However, because of their nature, such systems are 
sensitive to electromagnetic fields which can influence the electric signal travelling in metallic 
cables. Moreover, the electrical signal produced by the transducer has to be enhanced by a pre-
amplifier installed close to the transducer.  
Fiber optics represents an alternative and simpler way to implement transducers. Fiber optics 
sensors does not convert directly acoustical waves into electrical signals as it happens with 
conventional transducers, but instead they convert first the sound in changes of the intensity or of 
the phase of light travelling through the optical fiber. For example, during operation in fiber optic 
microphones, light from a laser source travels through an optical fiber to illuminate the surface of a 
thin diaphragm which is sensitive to the sound and which is reflective to the light. The light which is 
reflected from the diaphragm is partially collected by another optical fiber. When impact of the 
sound wave let the diaphragm vibrate, the mechanical displacements of the diaphragm shift the 
position of the reflected light, thus changing the intensity of the light collected by the second fiber. 
The intensity modulation of the transmitted light traveling in the second fiber is afterwards sent to a 
photodetector. 
Optical fiber sensors show specific advantages with respect conventional transducers. Their 
advantages relates with the physical nature of light propagation in the optical fiber; no metal parts, a 
less time consuming, no electric power is needed, immunity from electromagnetic fields and listed a 
few. Due to the low light losses in optical fiber, the distance between sensor, light source and 
photodetector may be up to several kilometers.  
Optical fibers are not used only for conveying light but they can also be used as sensors for 
detection of many physical parameters (i.e temperature, pressure, sound waves, etc). The impact of 
sound waves on the optical fiber induces fiber strains and consequently change the length of the path 
in which the light travels.  Consequently, changes of the path in which light travels are transferred in 
variations of the phase of the light wave emerging from fiber’s output. When the light traveling in 
the optical fiber is originated by a highly coherent source (i.e. laser), high sensitivity of phase 
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detection can be achieved by using an interferometer. However, the detection of phase shifts from 
optical fiber is not an easy task when a classical interferometer is employed. 
Classical interferometers operate a phase-to-intensity transformation only by combining the objet 
wave containing the phase modulation with a reference wave. Fiber optic sensors usually employ the 
single mode optical fiber although the multimode fiber (MMF) represents a better solution for a 
stable coupling with the light source. The reason is that classical interferometers do not ensure 
highly visible interference with the reference wave when the object wave has a speckled wavefront 
like that emerging from MMF. Another problem for classical interferometers is the stabilization of 
the working point under unstable environmental conditions. A stable working point is necessary to 
preserve in time the linear regime of the detection of phase shifts. It is well known that the linear 
regime of the phase-to-intensity transformation is achieved when a phase difference of /2 radians 
exists between the object wave and the reference wave. However, slow time-varying environmental 
parameters like temperature or pressure affect the optical fiber for all its length, thus inducing slow 
phase changes with magnitude much bigger than phase changes induced by sound waves (i.e. 
ultrasounds). Such big phase changes may strongly affect the averaged phase shift, thus shifting the 
position of the working point. Therefore, different electronic systems may be used to stabilize the 
interferometer. 
The two-wave-mixing (TWM) is a technique that can be used for the implementation of self-
adaptive interferometers which are able to detect phase changes encrypted in speckled waves such 
those reflected from rough surfaces or emerging from MMF under unstable environmental 
conditions without the need of any electronic stabilization system. The TWM involves the mixing of 
an object wave containing phase modulation and reference waves in a photorefractive crystal (PRC) 
where they create a light field known also as the interference pattern. The interference pattern is 
responsible for the recording of a dynamic hologram which is the periodical change of the refractive 
index. The hologram matches the wavefronts of the interfering waves and at the same time acts as 
an active filter which transforms in amplitude modulation only the fast phase changes while it 
rejects slow phase changes of the object wave. The linear transformation of the phase shifts relates 
with mechanism of hologram formation. In the drift mode of hologram formation, the linear regime 
of phase detection is achieved by applying an external dc-electric field to the crystal. Alternatively, 
the diffusion regime allows the less sensitive quadratic regime of the phase to intensity 
demodulation. However, also in the diffusion regime the linear detection of the phase shift can be 
achieved when the object and the reference wave have different polarization states. This last 
technique that we have mentioned is known as vectorial wave mixing (WVM).  
In this thesis we present three novel configurations for multimode optical fiber sensor for the 
sensing of fiber strains induced by mechanical vibrations. Each sensor employs the VWM technique 
in a CdTe for the linear detection of multimode fiber strains. The first sensor that we present in 
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Papers II, III and IV is a one-channel sensor which is has been implemented by using the reflection 
geometry of hologram recording. The main features of principle of VWM in the reflection geometry 
of hologram recording are discussed in Papers I, III and IV. In Paper II we analyzed the 
performance of the sensor by using two fibers which have two different sizes of their cores. The 
second configuration of one-channel sensor which is introduced in paper VI uses VWM in the 
orthogonal geometry of hologram recording. In Paper VI and VII, we analyze the result of the 
holographic diffraction in the orthogonal geometry of wave mixing for CdTe. The third sensor, 
which we present in Paper V, is a multiplexed measuring system which employs several multimode 
optical fibers for the detection of mechanical vibrations. Each measuring channel of the sensor 
presented in Paper V is implemented by using the same scheme as it is shown in Paper II, III and 
IV. 
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Photorefractive effect 
The photorefractive effect is a nonlinear optical phenomenon which locally changes the refractive 
index of a photorefractive material which is illuminated by a spatially non-uniform light field [1-3].
To observe this effect, the material must possess both photoconductive and electro-optic properties. 
Materials which possess both these properties are called photorefractive. The photorefractive effect 
was first discovered in LiNdO3, and it was considered to be an undesirable phenomenon because it 
was seen as a distortion of the transmitted light wave [4]. Nevertheless, since the discovery of such 
an effect many applications have been proposed. Photorefractive materials find potential 
applications in fields such as optical memory systems [5,6], optical information processing [7-9] and 
dynamic holography  [10-12]. Materials which show photorefractive properties include 
ferroelectrics (LiNbO3, BaTiO3, KNbO3,), sillenites (Bi12GeO20, Bi12TiO20, Bi11SiO20) and 
semiconductors (GaP, GaAs, InP,CdTe). The photorefractive effect is fundamental in the TWM 
technique because it is responsible for hologram formation. In this chapter we briefly explain how 
the wave coupling phenomenon gives rise to the formation of a hologram through the 
photorefractive effect. 
2.1 Band transport Model 
The most commonly used physical model, which describes the behavior of a photorefractive 
material, is the band transport model proposed by Kukhtarev et al. [13]. This model assumes that 
impurities contained in the material can be ionized under excitation of a light having a suitable 
wavelength, thus producing charges which can freely move in the material. More specifically, 
electrons from donor impurities are excited to the conduction band where they are free to move 
owing to the diffusion or the drift mechanism. The band transport model also assumes that all donor 
impurities have the same energetic levels, which are localized between the conduction and valence 
band as it is shown in figure (2.1). When the light does not have uniform distribution, the electrons 
generated in the brighter regions will obviously have higher concentrations than electrons generated 
in darker regions. Therefore, if no electric field is applied to the material, electrons generated in the 
brighter region will diffuse in the darker regions where they are recombined with other donor 
vacancies.  
Let ND be the concentration of donor impurities, +DN be the density of ionized donors, n the 
concentration of free electrons in the conduction band, and I the optical intensity. If we neglect the 
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contribution of the thermal excitation, the rate of electrons generated in the conduction band is
)( iDD NNsI − , where s is the cross section. 
Fig. 2.1 Band transport model of the photorefractive effect 
On the other hand, since electrons are re-trapped due to the concentration of the vacancies iDN , the 
recombination rate is iDnNγ , where  is the recombination rate of the ionized vacancies. Therefore, 
the rate of ionized donors can be expressed by the equation 
i
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∂ )(     (2.1) 
and the rate of free electrons by the equation  
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where t is the time, e is the charge of the electron,  j the current density and x is the space. Equation 
(2.2) states that the concentration of free electrons is equal to that of ionized donors except for those 
electrons which are transported to the conduction band due to the current density j. When electrons 
migrate, there will be a change in the charge neutrality of the material. As a consequence, an electric 
field will appear. Such an electric field is termed the space charge field ESC. When the space charge 
field appears, a drift current also appears. Such a drift current has the opposite direction to the 
diffusion current. Therefore, there will be a net electron current j which depends on both the 
diffusion of electrons in the material and the space charge field. The dependency is given as  
conduction band
valence band
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e
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where Bk  is the Boltzmann constant, μ is the mobility of charge carriers in the material and T is the 
absolute temperature. The Poisson equation provides the dependence between the electric field and 
the total charge  
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where NA is the concentration of the acceptor impurities and oεε the dielectric constant of the 
photorefractive media. The model developed by Kukhtarev et al. presumes that the acceptor 
impurities do not participate in the conduction and they are present in the material only in order to 
preserve the charge neutrality when the photorefractive material is not illuminated. Equations (2.3) 
and (2.4) describe the behavior of the photorefractive material when no external electric field E0 is 
applied to the material. If an external electric field is applied to the crystal in the direction of the x-
axis, then for both the equations we have to substitute ESC with (ESC+E0). The equations shown 
above represent a simplified analytical model for analyzing the band transport model developed by 
Kukhtarev et al.  
2.2 Space charge field 
In this section we analyze the formation of the space charge field when two coherent light waves 
create an interference pattern in a sample of a photorefractive material (see figure 2.2). If the two 
light waves are represented by the vectors A and B with wave vectors Ak  and Bk  respectively. The 
spatial distribution of the intensity can be written as 
( )( )xKmII ⋅+= cos10     (2.5) 
where 
22
0 BAI += is the total intensity, Λ=−= π2BA kkK , K  is the grating vector, Λ is the 
grating period of the grating vector and m is the visibility defined by 
0
2
I
BAm
∗
⋅
=      (2.6) 
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Fig. 2.2 Two-dimensional view of beams interaction inside the photorefractive crystal. 
When the interference pattern arises, electrons are excited to the conduction band due to the 
absorption of photons in the bright regions. The electrons with energy in the conduction band are 
free to move, thus leaving behind donor impurities which remain positively charged. The charge 
redistribution gives rise to the space charge field which has distribution shifted by 0ϕ  in respect the 
interference pattern. The phase shift 0ϕ  is defined by the transport mechanism of the electrons in the 
conduction band during the process of formation of the space charge field. We will only consider the 
recording of the space charge field under stationary conditions. If during this process no external 
electric field is applied to the photorefractive material, the electrons move only due to diffusion 
mechanism. This last case is named to as the pure diffusion dominated regime of hologram 
recording [9,12,14,15]. 
Let us first estimate the amplitude of the space-charge field and the phase 0ϕ  for the pure diffusion 
dominated regime mechanism. The solution can be calculated from equations. (2.1)-(2.4) by 
assuming a small modulation index .1<<m  This last assumption is verified in most experiments 
because the intensity of one of the two waves has usually smaller amplitude than the other wave 
22 AB << . Let ESC be the amplitude of the first harmonic of the space charge field. The equation 
which gives the solutions for the amplitude is given as [2]  
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where Mτ  is the Maxwell relaxation time, 0E is the external electric field. The terms Ed, Eq, and EM
are the characteristic fields expressed as 
e
KTkE bd =   0εεK
eNE tq =   K
EM μτ
1
=   (2.8) 
where kb is Boltzmann constant, Nt is the effective concentration of trap sites,  is the mobility of 
electrons and  is the life-time of electrons in the conduction band, Ed is the diffusion field which is 
proportional to the value of vector grating, Eq is the saturation field which is proportional to the trap 
sites and which defines the maximal amplitude of the space charge field that can be achieved in the 
crystal. The concentration of trap sites is equal to that of the donor acceptors, when the crystal is not 
illuminated. From equation (2.2) the solution for the steady state 








=
∂
∂ 0
t
E SC is given as
qd
qdSC
EE
EEmiE
+
−=
2
     (2.9) 
The equation (2.9) shows that the amplitude of the space charge field is purely imaginary. 
Therefore, in the diffusion dominated regime there is a constant phase shift 2/0 πϕ =  between the 
distribution of the space charge field and that one of the interference pattern. In contrast to the 
previous case, let us now consider case when an external dc-electric field is applied to the 
photorefractive crystal in the same direction of the vector grating. This case is named to as the drift 
dominated regime of hologram recording. Similarly as we have done in previous case, the solution 
for the steady state is now given by 
0
0 )(
2 iEEE
iEEEmE
dq
dqsc
−+
+
−=     (2.10) 
as one can see from equation (2.10) the amplitude of the space charge field is complex function of 
the applied field OE . In most experiments it is usually verified the condition that Ed << E0 << Eq. 
Therefore, the equation (2.10) takes the simpler form given by 
02
EmE sc −=        (2.11) 
The equation (2.11) shows that the space charge field is real. Therefore, when the electrons move 
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predominantly due to the drift mode the distribution of the space charge field is in phase or counter 
phase (o = 0,) with the distribution of the interference pattern. The last case that we analyze is the 
recording of the space charge field by applying an external alternating field with amplitude 0E to the 
photorefractive crystal. This technique enhances the stationary grating of the space charge field by 
applying a square-wave alternating external electric field with period T to the photorefractive crystal 
[17-19]. Typically, the lifetime of the charge carriers (τ ) is far shorter than response time ( Rτ ). If 
the condition RT ττ <<<< is satisfied, we can assume that
SCE has a constant value ( 0/ =∂∂ tEsc ) 
[17]. 
After averaging equation (2.7) over the period T and assuming that we have a small modulation 
index 1<<m , in the steady state, amplitude of the first harmonic of the space charge field is given 
by [17] 
)(2 2
2
MdqO
qOsc
EEEE
EEmiE
++
−=    (2.12) 
The equation (2.12) shows that the amplitude of the space charge field is purely imaginary. 
Therefore, space charge field is /2 phase shifted with respect the interference pattern like in case of 
the pure diffusion regime. However, as one can see from equation (2.12) the external electric field 
0E  enhances the amplitude of the space charge field 
SCE whereas the maximum value is the 
saturation field Eq. 
2.3 Electrooptic effect 
The space charge field in the photorefractive crystal modulates the refractive index of the crystal via 
the electro-optic effect. This causes a spatially varying refractive index grating to occur throughout 
the crystal. The pattern of the grating that is formed follows the light interference pattern originally 
imposed on the crystal by the interfering waves. In most cases of wave mixing in photorefractive 
crystals, we have the linear change of the refractive index (Pockel effect). The reason of that is that 
the space charge field is small compared with the internal field in the atom. As a result the quadratic 
and higher order effects are expected to be small compared with the linear effect. Moreover, the 
quadratic effect is usually neglected when the linear effect is present [20]. Note that such a condition 
is not valid for crystals which possess centro-symmetric structure. For those last crystals the 
quadratic effect is predominant. Therefore, the electro-optic behavior of the crystal which does not 
have centro-symmetric structure can be mathematically described by using the linear electro-optic 
tensor ijkr  [3,20]. This thesis focus the attention when recording of the space charge field is 
performed in a crystal of CdTe which belongs to cubic symmetry of m34 . It is well known that the 
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symmetric properties of the tensor can reduce the complexity of its components because of the 
interchangeability of the first indices i and j. As consequence of these properties, the third order 
tensor rijk degenerates to a matrix of 6 x 3 elements, and some of these elements can be zero or 
identical depending on the point symmetry group to whom the crystal belongs. Therefore, the 
change of the tensor’s permittivity ijε  is given by  
SC
kijkij Eprn 41
4
0−=Δε      (2.13) 
where n0 is the unperturbated refractive index, pijk is the normalized electrooptic tensor, and
SC
kE is 
the k-th component of the space charge field. In summary, the result of the mixing of two coherent 
light waves in a photorefractive crystal can be represented by five different processes: 1) photo-
ionization of the donor impurities with consequent generation of free electrons having energy in the 
conduction band, 2) the free electrons migrate due to the diffusion or drift mechanism, 3) The 
electrons recombine with vacancies thus changing the charge distribution, 4) recording of the space 
charge field, and 5) recording of the index grating. After the electrons recombine with vacancies 
they can be re-excited and re-trapped, and so over and over again. Therefore, the index grating is a 
dynamic distribution continuously recorded in the photorefractive crystal. 
2.4 Time of hologram recording 
The time which occurs between the appearance of the interference pattern and the recording of the 
index grating is referred to as the response time of the photorefractive crystal. The response time of 
the photorefractive crystal is direct proportional to the Maxwell relaxation constant. The Maxwell 
relaxation constant is a measure for determining how fast the conducting medium reaches the 
electrostatic equilibrium [21]. Such measure takes into account the material properties and the 
average illumination intensity I0 in the following manner 
0
0 1
Ie
h r
M








=
τμαβ
ενε
τ     (2.14) 
where h is the energy of the absorbed light,  is the absorption coefficient of the photorefractive 
crystal,  	 is the quantum efficiency and the term in brackets represents the properties of the 
material. The coefficient of proportionality between the response time and Maxwell relaxation 
constant is defined by the transport mechanism of the free electrons. The response time is an 
important parameter which enables photorefractive material for adaptive interferometric purposes. 
This last aspect of photorefractive materials is discussed in section (3.3). 
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Photorefractive wave-mixing
3.1 Coupled wave equations in scalar form 
An interesting feature of the photorefractive effect is the possibility to manipulate the propagation of 
two light waves when they interfere in a photorefractive crystal. According to the theory described 
in chapter 2, the result of the wave mixing in a photorefractive crystal is the formation of the 
periodical index distribution, which is a replica of the interference pattern. The refractive index 
distribution diffracts both interfering waves because of the fulfillment of the Bragg condition [3,22]. 
Let us consider figure (2.2). The result of the diffraction is that wave A is scattered in the direction 
of wave B and vice verse, thus leading to the energy exchange between the two waves. Such a 
physical phenomenon is termed two-wave mixing (TWM) [23,24], whereas the index distribution is 
also termed a hologram. During diffraction from the hologram, the energy can flow from A to B or 
vice verse depending on the phase shift between the incident waves and the diffracted waves. The 
phenomenon of energy exchange during the diffraction from the hologram can be generally 
described by the scalar form of the system of coupled wave equations [3]. The scalar form of the 
coupled wave equations is a simplified mathematical model which treats the interfering beams as 
planar waves with scalar amplitude and which does not take into account their polarization 
properties. Nevertheless, it remains a very important mathematical tool for understanding the basic 
principle of energy exchange in TWM. Let us consider the case when the interfering waves 
propagate at a small angleθ  along the y-direction as shown in figure (2.2). Let us also consider the 
same notation for optical wave amplitude used in section (2.2) but with the difference that now we 
are dealing with scalar quantities. The set of coupled wave equations in the scalar form is given by 
[3] as 
A
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where 
 is a complex number representing the coupling constant which is given by  
0
cos
2 φ
θλ
π
κ jeni −Δ=     (3.2) 
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where nΔ  is the amplitude of the modulated part of the refractive index,  the wavelength and 0φ  is 
the phase shift between the space charge field and the interference pattern. Let us assume that the 
absorption of the material is negligible. Under this assumption, from the first equation of (3.1) we 
can deduce that the amplitude of A is an increasing function of the coordinate y provided by a 
negative value of the real part of the coupling constant. Note that the maximal value of Re {
} is 
obtained when the phase shift 0φ  between the space charge field and the interference pattern is /2 
radians. In this case we achieve the maximal energy transfer. The most fascinating application of the 
energy exchange in TWM is the demodulation of small phase shifts contained in one of the two 
interfering waves which are usually referred to as the object wave and the reference wave, the latter 
being unmodulated . 
3.2 Coupled wave equations in vectorial form 
Among the photorefractive materials, ferroelectrics (LiNbO3, BaTiO3) show the best light coupling 
properties. However, they do not possess the fast photorefractive response which is a necessary 
requirement for most industrial applications. Nowadays, much attention is being focused on cubic 
crystals such as sillenites ((Bi12TO20 (BTO), Bi12SiO20 (BSO), Bi12GeO20 (BGO)) or semiconductors 
(CdTe, InP, GaAs), which are much faster than ferroelectrics, thus satisfying the necessary 
requirements for most practical applications. Unfortunately, the coupled wave equations in scalar 
form cannot fully describe the photorefractive wave mixing in crystals of cubic symmetry. One 
reason for this is that the result of the energy exchange in cubic crystals is highly sensitive to the 
polarization state of the input waves. Therefore, the energy exchange and the polarization states 
cannot be treated separately. Hence, the interfering waves must be treated as vectors describing both 
the amplitude and polarization state of the light field.  
Several studies have been devoted to the vectorial nature of the energy exchange in photorefractive 
wave mixing [16,25-29]. Among these, the theory developed by Sturman et al.[16,30] is the most 
relevant because it describes almost all the phenomena of photorefractive mixing in cubic crystals. 
Such a theory underlines the importance of the polarization degree of freedom of the interfering 
waves and the orientation of the hologram with respect to the axes of the crystal in order to optimize 
the readout process.  
The classical scheme of TWM is organized in the transmission geometry of hologram recording 
where the input waves enter the PRC from the same face of the crystal, thus co-propagating along 
the crystal at a small angle (see figure (3.1a)). Most studies on the photorefractive wave mixing 
have been focused on the transmission geometry of hologram recording. In this thesis we present the 
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results of the study of the photorefractive wave mixing field for different geometries of wave 
mixing.  
In Paper I we present the results of the studies concerning the reflection geometry of wave mixing. 
In the reflection geometry of wave mixing, the input waves enter the crystal from opposite faces, 
thus counter-propagating inside the crystal, as shown in figure (3.1b). Let s,p be the unit vectors 
which define the directions of the polarization components of the input waves. Since we are 
considering the transverse nature of light propagation, we can define both the transmission and 
reflection geometry as collinear geometries due to the fact that polarization components of the 
interfering waves lie in the same plane, being perpendicular to the direction of propagation. In 
Paper VI we have shown the main advantages of the orthogonal geometry of wave mixing. In 
contrast to collinear geometries, in the orthogonal geometry the interfering waves enter the PRC 
from orthogonal faces, thus propagating in the PRC at ninety degrees to each other. In all our papers 
we restrict ourselves to the study of the pure diffusion regime of hologram recording in a CdTe 
cubic crystal which does not present optical activity. If A and B are Jones vectors describing the 
interfering waves, the set of coupled wave equations in vectorial form for all three geometries can be 
written as 
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where lA and lB are the directions of propagation of the waves A and B respectively, κm is the 
coupling constant, 
∧
H is a dimensionless 2×2 matrix which depends on the relative orientation of the 
vector grating of the hologram in the photorefractive crystal. In Paper I, III and IV we compare the 
performances of the reflection with the transmission geometry of hologram recording. For the 
transmission geometry we have lA = lB = x (see figure (3.1.a)), while for the reflection geometry we 
have lA = –lB = x (see figure (1.b)), due to the fact that interfering wave counter-propagate. To 
observe efficient anisotropic diffraction from a reflection hologram, the grating vector should be 
oriented along one of the principal crystallographic axes of the crystal (the vector grating is oriented 
along the [ ]001 -axis). Note that this condition is different for the transmission geometry, where the 
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anisotropic diffraction is most pronounced if the interfering waves propagate at a small angle with 
respect to the [ ]011 axis, in which case the grating vector is parallel to the [ ]110 -axis. Since in the 
collinear geometry the waves travel in the same direction (see figure (3.1a)), the matrix 
∧
H  is the 
same for both waves and for the orientation of the vector grating 2: 








=
∧
01
10
H       (3.4) 
Equation (3.4) states that the s-direction component (vertically polarized component) diffracts to the
p-direction component (horizontally polarized component) and vice versa. In contrast to collinear 
geometries, the matrix
∧
H can differ for different waves in orthogonal geometry. At the same time, 
one can find a configuration where the coupling matrices for two waves are identical. For instance, 
it is fulfilled for the orthogonal geometry represented in figure (3.1c): 
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H     (3.5) 
In Paper I, III and IV we show that the energy exchange of the interfering wave can be improved 
by using the reflection geometry of hologram recording. The coefficient 
 in the presence of the 
pure diffusion regime of hologram recording can be expressed as  
qd
d
EE
Ern
/1
41
3
0
+
= λ
π
κ      (3.6) 
Let us consider both equations (3.6) and the first equation of (2.8). From those equations we deduce 
that a simple way to increase the coupling coefficient is to increase the spatial frequency of the 
interference pattern by switching from the transmission to the reflection geometry of hologram 
recording. However, the increase of the coupling coefficient is achievable only for high values of the 
saturation field (Eq >> ED). As shown in equation (2.8), the amplitude of the saturation field is 
directly proportional to the concentration of Nt. Therefore, by switching from transmission to 
orthogonal or reflection geometries, we are able to improve the coupling coefficient only if the PRC 
possesses quite high concentrations of photorefractive centers.  
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Fig. 3.1 Representation of the (a) transmission, (b) reflection and (c) orthogonal geometry 
when the orientation of the hologram allows anisotropic diffraction. 
3.3 Self-adaptive holographic interferometers 
Classical homodyne interferometers have two main limitations: they do not perform efficient phase 
demodulation when the object beam has a speckled wave front, and the instability of the working 
point when the interferometer operates in an unstable environment. There is no solution to the first 
limitation when conventional interferometers are employed. To stabilize the working point, the 
interferometer usually needs an electronic feedback system which makes the whole arrangement 
more complex [31,32]. 
The two-wave mixing technique represents a simple and elegant way for implementing self-adaptive 
interferometers [33,34]. These interferometers are also called self-adaptive holographic 
interferometers. The main difference between the classical homodyne interferometer and the self-
adaptive holographic interferometer is that in the latter the beam splitter which combines the 
reference and object wave has been replaced with a hologram continuously recorded in a PRC (see 
figure (3.2)).  One of the advantages of writing holograms in a PRC is the perfect reconstruction of 
light field wavefronts [35]. Owing to this principle, the wave front of the diffracted part of the 
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reference beam is the exact copy of the transmitted part of the object beam, and this also applies to 
the other couple of transmitted beams. Moreover, due to the dynamic nature of the hologram 
recorded in a photorefractive crystal, the wave fronts of transmitted beams are continuously matched 
even when one or both wavefronts of the input beams have a speckled time-varying distribution 
[36]. Another advantage of the dynamic hologram is its ability to preserve the phase difference of 
the matched waves in the steady state. When environmental parameters such as temperature or 
pressure affect one or both arms of the self-adaptive interferometer, a new phase difference appears 
between the input waves which enter the photorefractive crystal. Such phase difference shifts the 
distribution of the interference pattern. Therefore, as the new hologram is recorded within a time Rτ , 
the phase difference of the matched wavefront returns to its previous state. When we have periodical 
changes of the phase difference between the interfering beams with period T (i.e. the length of the 
measuring path is periodically modulated), there are two different behaviors of the crystal. If the 
period T is smaller than the response time R of the crystal, the hologram cannot follows shifts of the 
interference pattern. Therefore, the moving interference pattern interacts with the frozen distribution 
of the hologram, thus permitting changes of intensity in the transmitted light. If the period T is larger 
than the response time Rτ , the hologram has time to be rerecorded and to follow the shifts of the 
interference pattern. Therefore, no intensity modulation takes place in the output beams. The 
properties mentioned above which are referred to as adaptability allow the elimination of low 
frequency noise caused by environmental parameters such as temperature or pressure.  
Fig. 3.2 Schemes of (a) classical homodyne interferometer and (b) self adaptive 
holographic interferometer. 
3.4 Linear phase demodulation
The linear demodulation of small phase shifts encrypted in the object wave is a necessary 
requirement for any interferometer to achieve the highest sensitivity. This requirement is satisfied 
Hologram
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when the phase difference between the non-diffracted object wave and diffracted reference wave is 
±/2 radians (the quadrature condition). For a self adaptive holographic interferometer, the phase 
difference between the diffracted beams strongly depends on the mechanism of the hologram 
formation. As we have seen in section (3.2), for the drift mode of hologram recording the index 
grating distribution is in phase or counter-phase with the distribution of the interference pattern. 
Since the reference wave acquires an additional phase shift of /2 radians after being diffracted from 
the hologram (Fresnel phase shift due to reflection), there will be a phase shift of ± /2 radians with 
respect to the transmitted object wave. Therefore, the hologram recorded in the drift dominate 
regime allows the direct fulfillment of the quadrature condition (i.e. when both waves have linear 
and parallel polarization state) [33]. However, applying a strong dc-external field has some 
disadvantages: the screening effect and the overheating of the photorefractive crystal’s sample due 
to the strong dc-electric field which has typical amplitude of a few kV [37]. Therefore, such a 
technique may not be acceptable for many practical applications.  
For the diffusion mode of hologram recording, the distribution of the hologram is /2-phase shifted 
with respect to the interference pattern as shown in equation (2.9). Therefore, after diffraction there 
will be a 0 or -phase shift between the diffracted reference wave and the transmitted object wave. 
Therefore, the hologram recorded in the diffusion regime does not directly support the linear phase 
demodulation.  
Many schemes of two wave mixing have been proposed to achieve the linear phase demodulation in 
the diffusion mode [14,38-39]. For all those cases the linear regime of the phase demodulation is 
achieved either by installation of a polarizer or a polarization beam-splitter before the photo-
detector. Unfortunately, the presence of a polarizer filtering before the photodetector introduces 
optical losses, leading to worsening of the sensitivity of the interferometer. In reference [40] it is 
shown that the linear phase demodulation can be achieved in the diffusion mode of hologram 
recording and in the geometry of anisotropic diffraction when the object and reference wave have 
linear and elliptically polarization states, respectively. In contrast to previous proposals [14,38-39], 
in the scheme of photorefractive wave mixing presented in reference [40] no polarizing element is 
placed before the photodetector.  
When light diffraction has an anisotropic character (diffraction is accompanied by rotation of the 
polarization state of ninety degree), we can achieve the quadrature conditions even in the diffusion 
mode of hologram recording because the inherent /2 phase difference between the orthogonal 
components of the (x and y) of the elliptically polarized wave is transferred into an interference term 
of the transmitted and the diffracted wave. The technique which is presented in reference [40] is 
termed vectorial wave mixing (VWM). In Papers I-VI we have employed the VWM for the linear 
demodulation of phase shifts contained in the light wave emerging from a MMF. Since in those 
configurations a linearly polarized object wave is required for the achievement of the quadrature 
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condition, a polarizing element has to be installed at the fiber’s output. Unfortunately, as we have 
shown in Paper II, the presence of the polarizer leads to the appearance of polarization noise. In 
section (4.2) there is a detailed discussion of the polarization noise and how to diminish its level. 
In contrast to the collinear geometry of wave mixing, in Paper VI we show that the orthogonal 
geometry of wave mixing allows linear phase demodulation even when phase transients are 
encrypted in a depolarized wave without using any polarizing element. Using the vectorial wave 
coupling theory [16], the analytic solutions for the output intensities of the interfering waves can be 
obtained in the presence of fast phase modulation in one of the interfering waves.  
In Paper VII we have analyzed and compared different geometries of wave mixing by using a 
common approach which studies the intensity of the object transmitted through the PRC with a 
thickness L. In our analysis we considered the undepleted pump approximation. Moreover, we also 
considered that both the amplitude of the reference wave and the half-contrast m do not depend on 
the direction of propagation. Let us consider again the Jones vectors of the waves A  and B . From 
the first equation (3.3) we can estimate the amplitude of the object wave at the crystal output:  
BHmLAAAA A ⋅−=Δ+=
∧
κ´     (3.7) 
where AΔ is the change of the intensity of the object wave at the crystal’s output,  AL is the crystal’s 
length along the direction of propagation lA. Now let us consider the interaction of two waves in 
collinear and orthogonal geometries. Taking into account the transverse nature of an electro-
magnetic wave, we represent their amplitudes by Jones vectors having two polarization components: 
one of them (s) is orthogonal to the plane formed by wave vectors kA and kB, while the other (p) 
belongs to the plane (kA, kB). Let us first consider the case when the object wave and the reference 
waves are linearly and elliptically polarized, respectively.  The wave amplitudes can be represented 
as 
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Where α  and δ  are phase differences between orthogonal components of the object and reference 
waves, respectively. In the collinear geometry of wave mixing the vectors A  and B  lie in the same 
plane (see fig. (4.1.a,b)). Therefore, the half-contrast can be written as 
{ } 10)](exp[ −−+= Iibabam ppss δα    (3.9) 
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As one can deduce from equation (3.9), the hologram recorded in the collinear geometry can be 
considered to be the superposition of two mutually orthogonal gratings shifted by a phase δα − . 
Each polarization component of the interfering waves can diffract from both of these gratings, 
producing an interference signal. Now, let us suppose that we introduce in the object wave a fast 
phase transient with a transient time shorter than recording time of the hologram. This situation is 
analytically described by just multiplying the vector A  by a phase factor )exp(φi  in equations (3.8) 
while m is kept constant. After the mixing of the object wave with the elliptically polarized 
reference wave in collinear geometry, the intensity of the of the phase-modulated object wave mixed 
with the reference wave in the photorefractive crystal wave is given by 
)(2 2 φγ IIII BAA Δ++=′     (3.10) 
where )exp( δγγγ ips += , ss
A
s baI
L
0
κγ = , ppAp baI
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κγ =  and )(φIΔ  is the intensity change caused 
by phase modulation of the object wave, which is given by 
)]cos()cos()cos()cos([2)( δφγαφγαφγδφγφ ++++−+−−=Δ pspsspppssps babababaI  (3.11) 
As one can see from equation (3.11), the interference signal )(φIΔ has four components. Each 
component of the interference signal )(φIΔ is the product of a diffracted component of reference 
wave and a transmitted component of the signal wave. It is clear from equation (3.11) that if both 
input waves have the same linear polarization state (i.e., if = 0 and δ = 0), we have only the 
quadratic regime of phase demodulation )21(~)( 2φφ −Δ I , for 1<<ϕ . In contrast to this last 
condition, if the reference wave is elliptically polarized ( 2/πδ = ), from equation (3.11) we obtain 
  [ ])2/1)((cos)(sin)(2)( 222222210 φαφαφκφ −+⋅+−⋅+−−≈Δ − pspspspspspsA bbaabbaaaabbILI    (3.12) 
As one can see from first term of equation (3.12), the first two terms between square brackets are 
both proportional toφ . Therefore, the collinear geometry provides linear phase demodulation.  
When the object wave is depolarized, we can characterize it by two mutually orthogonally and 
independent polarization components with almost equal intensity (as  ap). Consequently, the first 
term in equation (3.12) becomes zero. Therefore, if the reference wave has circular polarization state
(bs = bp), we have again only a quadratic regime. It is worth noting that the linear phase 
demodulation disappears as well if the signal wave is linearly polarized but at 45 degrees to the s-
(or p-) direction (as = ap and  = 0). Thus, in collinear geometry, the linear demodulation of phase is 
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possible if the signal wave has only an s or p polarization component, or one of these components 
prevails.  
In the orthogonal geometry of wave mixing, only the s-polarization components of the input waves 
interfere and record the hologram because the p-components are mutually orthogonal. Therefore, 
only one term appears in equation (3.9): 
1
0
−
= Ibam ss      (3.13) 
If we mix a linearly polarized object wave and elliptically polarized reference in the orthogonal 
geometry of wave mixing, the intensity of the object wave at the crystal’s output can be expressed as 
)(
2
2
φγ IIII BsAA Δ++=′     (3.14) 
If we consider again the case of an elliptically polarized reference wave where 2/πδ = and 1<<φ , 
we can calculate the change in the intensity of the signal wave thus: 
[ ].)2/1(cossin2)( 2φαφαφγφ −⋅+⋅−−=Δ spsppss bababaI   (3.15) 
As one can see from equation (3.15), the first term, which is responsible for linear phase-to-intensity 
transformation, is nonzero for any polarization state of the object wave except when this wave is 
linearly polarized along the p-direction (i.e. when as = 0). Therefore, in contrast to collinear 
geometries, in the orthogonal geometry we can achieve linear phase demodulation for any 
orientation of linearly polarized object waves except the case when the linear polarization state is 
oriented along the p-direction (i.e. when as=0). It is worth nothing that when as=0 in the orthogonal 
geometry, no hologram will be recorded.  Consequently, in this case we will not have even a 
quadratic regime of phase demodulation. In all other cases we have a linear regime of phase-to-
intensity transformation. Therefore, we can conclude that orthogonal geometry of wave mixing 
provides the linear phase demodulation even for depolarized object waves.  
3.5 Sensitivity 
A desired requirement for any interferometer is the ability to detect the smallest phase shifts which 
encode the physical parameter to be measured. Qualitatively, the performance of any interferometer 
can be estimated by comparing its sensitivity with that of the classical lossless interferometer 
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[41,42]. The minimal detectable phase shift is defined by the biggest source of noise present in the 
measuring system. There are several sources of noise which can limit the sensitivity of the 
interferometer [43,44]. However, when the intensity of the light beam which reaches the 
photodetector is quite high, the shot noise becomes predominant over all the other sources of noise.  
The shot noise in optical devices is related to the quantum nature of light. When light reaches the 
photodetector, the shot noise manifests itself through instabilities in the electric current caused by
statistical fluctuations of the photons. Therefore, such a noise depends on the average intensity of 
the light beam which reaches the photodetector. The dependence is given as 
fP
h
ei Dshot Δ= ν
η22 2      (3.16) 
where  is the quantum efficiency, PD is the intensity of light which reaches the photodetector, and 
f is the frequency bandwidth of the measuring electronic system. Now let us consider the classical 
interferometer as shown in figure (3.2.a). Let us suppose that we introduce a small phase shift (
1<<φ ) in one of the input waves. The intensity of the light which reaches the photodetector is the 
sum of the non-modulated part PS and of the modulated part PS. The modulated part PS contains 
the linear modulation which encodes the informative signal proportional of the physical parameter to 
be measured. The non-modulated part PS is responsible for the shot noise.  The general form of the 
signal-to-noise ratio is given by [44] as 
S
S
PQ
PSNR Δ=       (3.17) 
where ηνfhQ Δ= 4 . The minimal detectable phase shift can be theoretically calculated by 
equalizing the SNR to the unit. If the power of the reference wave is much bigger than power of the 
object wave '0P , we can assume that
'
02PPS =  and φ'02PPS =Δ .  Therefore, the minimal detectable 
phase shift for the classical lossless interferometer adjusted to the quadrature condition with is given 
as  
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0
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Let us now consider the minimal detectable phase shift limAφΔ  of the interferometer under analysis. 
In our case the interferometer under analysis is the self-adaptive holographic interferometer (see 
figure (3.2.b).The theoretical estimation of limAφΔ  should be carried out by considering the same 
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power of the object and reference waves entering the crystal, the same photodetector, and the same 
electronic measuring system as for the classical homodyne interferometer. It is obvious that the 
result of this estimation depends on many factors such as the particular setup which has been used to 
implement the interferometer, the coupling coefficient and absorption of the crystal. Once we find 
the proper expression of limAφΔ , we can describe the performance of the interferometer under study 
by introducing the parameter 
A
C
C
A
rel SNR
SNR
== lim
lim
φ
φδ      (3.19) 
Equation (3.19) is referred to as the relative detection limit of the interferometer under study. Since 
the SNRC in the classical lossless interferometer is theoretically the highest achievable, the ratio in 
equation (3.19) is always bigger than 1. Therefore, the smaller its value, the more sensitive is the 
interferometer to the smallest phase shifts. It is clear that equation (3.20) provides only a theoretical 
estimation of the sensitivity.  
Let us now see how to measure the detection limit in experiments. When a phase shift is introduced 
in the object beam, the photodetector will measure a variation of the intensity of the object beam SPΔ
whereas the nonmodulated part of the object beam will be '0PTP tS = , where tT  is the transmission 
coefficient which takes into account losses in the photorefractive crystal, and '0P  is the intensity of 
the object beam before the crystal. If we substitute SP  in equation (3.18) we obtain 
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Equation (3.20) gives the experimental measure of SNRA. At this point, the experimental value of the 
relative detection limit can be calculated by substituting  equations (3.18) (calculated for the lossless 
interferometer) and (3.20) in equation (3.19). The result is given by  
φδ
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t
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P
T Δ
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2
     (3.21) 
The detection limit of a self-adaptive holographic interferometer depends on the light coupling 
efficiency. The higher the latter, the higher is the sensitivity to small phase excursions. 
Semiconductor materials such as GaAs, CdTe, and InP do not have efficient light coupling. 
Therefore, in these materials the light coupling must usually be enhanced by applying a strong ac-
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field to the crystal. In Paper I we show that the efficiency of the holographic diffraction in CdTe 
can be further improved by switching from the transmission to the reflection geometry of the 
hologram recording. As a result, we will increase the detection limit of the interferometer to the 
smallest phase excursions. In Paper I we have experimentally measured the detection limit of the 
self-adaptive holographic interferometer as a function of the holographic grating period , which 
determines the coupling constant in accordance with equation (3.6). Moreover, we compared the 
measurements of rel for the transmission and the reflection geometry for two different samples of 
CdTe photorefractive crystals. The samples of CdTe were distinguished by the abbreviations BR-
4Z-05 and BL-07-B1. The experimental graphs of figure (3.3) show the decreasing of rel for both 
samples of CdTe, when  decreases. However, after switching from the transmission to the 
reflection geometry the decrease is more pronounced for sample BR-4Z-05 than for BL-07-B1. Such 
a difference appears because of the higher concentration of photorefractive centers (Nt) in BR-4Z-
05. Similar results are also shown in Papers III and IV. 
Fig. 3.3 Relative detection limits of the interferometer as a function of the grating 
period. Circles relate to sample BR-4Z-05, squares to sample BL-07-B1; filled shapes 
are for reflection geometry, open shapes for transmission geometry.  
3.6 Photorefractive response 
Due to the inertia of the hologram recording, a self-adaptive holographic interferometer can be 
described by the same typical transfer function used for a high pass RC filter [45]. Therefore, we can 
characterize the holographic interferometer by using the lower cutoff frequency  
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R
cutf πτ2
1
=       (3.22) 
As we have pointed out in section (2.4), the time constant Rτ is proportional to the Maxwell 
relaxation time. If we substitute equation (2.14) in equation (3.22), we get the following expression:
0
02
I
h
efcut ν
αμτβ
πεε
≈      (3.23) 
Equation (3.23) shows that fast materials should have a high mobility-lifetime product and/or high 
absorption. Moreover, the cutoff frequency can be enhanced by increasing the total light intensity I0. 
In industrial applications, it is very often required to achieve a high rejection rate of noise at 50/60 
Hz. Consequently, the response time should be faster than 300 s, which corresponds to the low 
cutoff frequency of 500 Hz.  
In Paper I we have experimentally investigated the dependency of the cutoff frequency as a 
function of the averaged intensity I0 for both samples of CdTe. When the total average intensity was 
40 W/cm2, we have measured a cutoff frequency of 300 Hz for BR-4Z-05 and 1250 Hz for BL-07-
B1. The sample BR-4Z-05 has a smaller cutoff frequency because of the larger concentration of 
photorefractive centers. These last results show the trade-off between detection limit and cutoff 
frequency in the interferometer. When the interferometer uses a faster crystal, it gains a higher 
rejection rate to slow noisy phase shifts. However, such a gain involves a sacrifice in terms of 
detection limit, as was shown in the previous section. 
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Self-adaptive fiber-optic sensors
During the past thirty years, the growth of fiber-optic communications and optoelectronic industries 
has contributed hugely to the development and commercialization of many types of optical fiber 
sensors. Nowadays, fiber sensor systems have benefited the most from such technologies [46-48]. 
The main advantages of fiber sensors are compactness, lightweightness, robustness, passiveness, 
immunity to electromagnetic interference, and high sensitivity. Compared with conventional 
transducers, optic-fiber sensors perform quite well and in principle are cost effective. However, the 
new technology for the production of optic-fiber sensors is usually more costly than the well-
established technology for producing conventional transducers. Consequently, fiber sensors are 
particularly used in applications with special requirements, such as non-electrically active sensor 
heads, extremely light devices, and efficient multiplexed sensor systems. In their simplest 
implementation, optical fibers may be used only to convey the optical signal to and from the headset 
of the optical sensor. Nevertheless, optical fibers can also be used as sensors for the detection of 
various physical parameters such as temperature, pressure or mechanical stresses [49,50].These 
physical parameters change the properties of light such as intensity, phase, polarization state and 
frequency. The main advantage of a fiber-optic sensor is the ability to detect these changes with high 
sensitivity.  
4.1 Sensing of multimode optical fiber strains 
One of the mechanisms of optical-fiber sensing is to convert the fiber strains caused by external 
parameters into changes of the phase ( φΔ ) of the light traveling inside the optical fiber. Hence, 
interferometric measuring systems should be employed to detect phase changes with high 
sensitivity. Conventional interferometers require two interacting waves with identical polarization 
state to ensure highly fringes visibility. Such a requirement is easily achievable when, for instance,
the sensitive arm of the interferometer is a single mode fiber (i.e. polarization-maintaining optical 
fiber). However, in some practical cases using a multimode optical fiber (MMF) is much more 
convenient than using a single mode fiber.  
Compared with a single mode fiber, the multimode type possesses higher numerical aperture and 
higher light power carrying capacity. Moreover, multimode optical fibers allow the easier 
implementation of efficient multiplexed fiber sensors. However, as we have outlined in section 
(3.3), during operative conditions conventional interferometer do not perform well with MMF. Since 
a MMF has a bigger core than a single mode fiber, the light propagation in a MMF is characterized 
by more than one propagation mode. When highly coherent light travels through the MMF, the 
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resulting wave at the fiber’s output is characterized by a random distribution of the intensity and
polarization state of the light due to the intermodal interference. Whenever external parameters such 
as temperature, pressure or even mechanical vibrations affect the MMF, they also affect the 
propagations of spatial modes in MMF, thus changing the distribution of the light field at its output. 
T. Hall et al. [36] were the first to propose the use of photorefractive wave mixing in PRC as a 
technique to implement self-adaptive interferometers for efficient demodulation of phase shifts 
encoded in a depolarized object wave emerging from MMF. Later, other proposals [51,52] have 
confirmed that photorefractive wave mixing is one of the most efficient techniques for compensating 
for instabilities of wavefront such as those emanating from MMF.  
In Paper II we have reported on the performance of a sensor configuration for efficient detection of 
MMF strains induced by mechanical vibrations. The sensor configuration has been implemented by 
using the VWM in the reflection geometry of hologram recording in CdTe photorefractive crystal. 
In contrast to previous proposals [36,51,52], the great advantage of our configuration is that the 
VWM in the reflection geometry in CdTe allows the linear detection of phase shift without applying 
any external field to PRC. The scheme of the sensor is schematically shown in figure (4.1). In the 
configuration, the object and the reference waves are both originated from a light beam which has 
high coherence length (100 m) and which is generated by a CW Nd:YAG laser ( = 1064). 
In experiments, the MMF was tightly reeled onto a piezoelectric ring which was electrically driven 
by a sinusoidal voltage with frequency f, thus modulating the phase of the light at the same 
frequency. The polarization states of the waves which enter the PRC are elliptical and linear for the 
reference and object wave, respectively. To this end, a polarizer has to be installed to select the 
linear polarization state from the depolarized wave emerging from the MMF, whereas the 
polarization state of the reference wave is controlled by an adjustable wave plate. After the 
polarization filtering, the waves are launched in the PRC (CdTe), where they propagate along the 
<001> crystallographic axis. As was mentioned in section (3.2), this arrangement of the wave 
mixing allows efficient holographic diffraction in the reflection geometry of hologram recording 
without applying any external field to the PRC. A conventional photodiode is placed after the crystal 
to measure the intensity of the transmitted wave. Owing to the principle of VWM, the phase 
modulation of the object wave emerging from the MMF is linearly transferred in intensity 
modulation of the transmitted wave after holographic diffraction. Consequently, the signal detected 
by the photodiode is modulated at the same frequency as the excited dynamic strains. When voltage 
is applied to the piezoelectric cylinder, we modulate a small displacement of the outer surface.  
The ability of the sensor to measure such small displacements depends on many factors. One is the 
ability of the MMF to transform mechanical vibrations into phase shift of light traveling through the 
fiber. Another is the interferometer’s ability to detect the smallest phase shift caused by fiber strains. 
As we have seen in section (3.5), this last factor depends on the noise level of the measuring system.  
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Fig. (4.1) Optical scheme of the multimode-fiber strain sensor stabilized via vectorial wave mixing 
in a photorefractive CdTe crystal operating in the reflection mode.  
4.2 Polarization noise 
In Paper II the performance of the optic fiber sensor was studied for two different fibers with 
different core diameters, 50 µm and 560 µm. Such fibers are typically used in optic 
communications. During the sensitivity study, it was observed that the biggest source of noise was 
related to the instabilities in the distribution of the light emerging from the MMF. This noise 
appeared when a polarizer was placed in front of the output of the MMF, and it manifested itself 
through the appearance of instabilities in the amplitude of the signal detected by the photodiode 
during the phase demodulation. These instabilities were much slower (tens of seconds) than the 
response time of our fast crystal in spite of the fact that slow phase changes of the speckle pattern 
are expected to be compensated for by the dynamic hologram.  
The noise could be isolated by blocking the reference wave. In this case, the signal detected by the 
photodiode appeared at the same frequency f but with smaller amplitude. This amplitude was 
unstable with a stochastic appearance of 2f-modulation and sometimes with the opposite sign. Note 
that this kind of modulation is typically observed when a light beam emerging from the MMF 
strikes any spatial aperture before being captured by a photodiode. In our experiment, all the light 
emerging from the fiber was completely collected into the active area of the photodiode so that no 
modulation was observed without a polarizer and reference wave. Though this unstable signal was 
modulated at the excitation frequency f, we classified it as a “polarization” noise because it leads to 
uncertainty in phase excursions measurement. 
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The origin of this noise is the stochastic distribution of the polarization state among different 
speckles at the output of the MMF. When we install the polarizer which is needed in the 
configuration of VWM, we select the main component of the set of all speckles of the wavefront.  
Any external impact on the fiber (such as temperature, pressure, or bending, including periodically 
introduced strains) affects the mode propagation, thus changing the size and polarization state of 
each individual speckle. Consequently, there will be a change of the amplitude and polarization state 
of the main component. In this way, periodically modulated strains of any multimode fiber produce 
not only phase modulation but also intensity modulation at the frequency of f. At the same time, 
since the orientation of the main polarization component slowly changes due to slower 
environmental parameters such as temperature or pressure, we can also observe the appearance of 
the second harmonic at 2f. 
In Paper II we have reported on the experimental measurement of the polarization noise for both 
fibers. We have found that the noise level in the thick fiber was one order of value smaller than in 
the case of thin fiber. As we have already mentioned, the amplitude of the polarization noise is 
related to the statistical distribution of the finite number of speckles at the fiber output. The larger 
the core of the fiber, the higher the number of spatial modes travelling into the fiber, and 
consequently also the higher the number of speckles at the fiber’s output. Therefore, the higher the 
number of speckles, the smaller the probability that all speckles will have a polarization state 
oriented in the same direction.  
The fiber with a thin core can support 420 spatial modes at a wavelength of 1064 nm. In contrast to 
the thin fiber, the thick fiber can support 53,000 spatial modes at the same wavelength. Therefore, 
we deduce that when the fiber with a thick core is employed, the amplitude of the main component 
should be smaller, resulting in a decrease of the polarization noise. The diminishing of the 
polarization noise enables the interferometer to measure the smaller phase shifts. Figure (4.2) shows 
the dependence of the signal-to-noise ratio (SNR) on the amplitude of phase modulation at f = 1 kHz 
and f = 10 kHz for both fibers.  
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Fig. 4.2 Signal-to-noise ratio as a function of the phase-modulation amplitude in 50-µm-core fiber at 
1 kHz (squares), at 10 kHz (circles), and in 550-µm-core fiber at 1 kHz (triangles), and at 10 kHz 
(crosses). 
As can be seen from figure (4.2), the signal to noise ratio is bigger for the fiber with a thick core due 
to the smaller amplitude of the polarization noise. The minimal detectable strain in the thin fiber 
(8.5⋅10-5 ) was higher than that for the thick fiber (1.5⋅10-5 ). However, when the amplitude of 
phase modulation was bigger than the minimal detectable phase shift, the sensitivity of both fibers 
was the same (0.083±0.008 radians/ per centimeter). 
In Paper VI we have proposed the orthogonal geometry of wave mixing sensor for the detection of 
strains of the MMF. The sensor is schematically shown in fig. (4.3). As we have seen in section 
(3.4), the most important advantage of the proposed geometry of waves mixing in PRC is its ability 
to provide linear demodulation of small transient phase changes encrypted even from object 
depolarized waves without any polarizing element and without applying any external electric field to 
PRC. The performance of the orthogonal geometry of wave mixing was studied when phase shifts 
emerge from the fiber having a thick core. 
The experimental setup was similar to that one used in Paper II, whereas the vector grating of the 
hologram recorded in the orthogonal geometry is oriented along the crystallographic axis [010], as it 
is shown in Fig. (3.1c). The performance of the sensor was studied for the both cases when no 
polarizer was installed and when polarizer was installed in front the output of the MMF. Like in 
experiment described in Paper II, all the light emerging from the fiber was completely focused in 
the active area of the photodiode. We found that the level of the polarization noise was one order of 
value smaller when polarizer was not installed. The presence of residual noise probably related with 
factors such as the imperfections of the crystal or no perfect polishing of the MMF´s output. Such 
factors may cause scattering of the light emerging from MMF. Consequently, the light emerging 
from the fiber cannot be completely collected into the photoreceiver. 
0.2 0.4 0.6 0.8 1 1.2
0
20
40
60
0
SN
R
(dB
)
Phase modulation (rad)
————————————————————————————————————————
Self-adaptive fiber-optic sensors 
————————————————————————————————————————
38 
Fig. 4.3 Optical scheme of the multimode-fiber strain sensor for linear detection of phase shifts from 
depolarized object wave operating in the orthogonal geometry of wave mixing. 
4.3 Multiplexing 
In many practical situations (e.g. vibration monitoring in industrial environments), it is desired to 
use a multiplexing sensor in order to address many transducers situated in different points of the 
area under study. Some important requirements for multiplexing sensor are: the possibility to 
implement a large number of measuring channels, high sensitivity for each measuring channel, the 
compensation of environmental instabilities and the low crosstalk. Due to these requirements the 
implementation of multiplexing sensor can be a very tough task.  
The TWM technique is very advantageous technique because it offers the possibility for easy 
multiplexing of different self-adaptive interferometers using a single PRC. This variant of 
photorefractive wave mixing has been named to as multi two-wave mixing (MTWM). In MTWM a 
single reference wave is coupled in a single PRC with several object waves which emerge from the 
different measuring channels. This approach of sensor multiplexing allows the simultaneous phase 
detection from all measuring channels. A survey on scientific literature reveals that MTWM has 
been employed for multiplexing of sensors for detection of mechanical vibrations [53-55]. In those 
configurations, the wave coupling was implemented by using the transmission geometry of wave 
mixing whereas the object and reference waves enter the PRC from the same face of the crystal. 
Each object records a hologram with the reference for demodulation of the phase shifts of the wave 
emerging from its respective measuring channel. However, since the object-to-object interference 
records secondary holograms, such holograms couple the object waves thus leading to crosstalk 
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between different measuring channels. Moreover, since all the object waves interfere with a single 
reference, it is usually necessary to focus them in the same portion of crystal. By this way, it is 
obvious that the higher the number of measuring channels the higher the crosstalk. Therefore, the 
maximum number of measuring channels is defined by the maximal crosstalk level that we can 
accept. Moreover, as reported in references [53-55] the linear phase demodulation was supported by 
applying a strong electric external field to the PRC.  
In Paper V we present a configuration of multiplexed fiber optic sensor for detection of mechanical 
vibrations. The sensor uses a novel geometry of multi wave coupling based on the VWM in the 
reflection geometry of hologram recording in single photorefractive crystal of CdTe without 
applying any extermal electric field. In Paper V the implementation of each measuring channel is 
done exactly in the same way as shown in Paper II. The figure (4.4) shows case when the sensor 
incorporates only two measuring channels.  
The most important feature of the multiplexing sensor presented in Paper V is the very low 
crosstalk between the measuring channels. In configuration, the object waves emerging from MMF 
enter the PRC from the same face of the sample while the reference wave enters the crystal from the 
opposite face. The reference wave is elliptically polarized while the object waves have the same 
linear polarization states. The linear polarization state for all object waves emerging from MMFs 
can be selected by positioning a single polarizer before the PRC. All the waves travel in the crystal 
at small angle along the crystallographic axis [001]. Therefore, the reference and each object waves 
record a hologram with vector grating oriented to the axis [001]. As we have mentioned in section 
(3.2), this last condition is optimal to achieve efficient holographic diffraction in the reflection 
geometry, thus allowing efficient phase demodulation from each measuring channel. The object-to-
object wave pairs also record holograms of the transmission type in our geometry of wave mixing. 
However, since such secondary holograms has vector grating also perpendicular to the axis [001], 
they do not couple the object waves. The reason why is because of the specific feature of the electro-
optic tensor of cubic crystals like CdTe. The transverse electric field does not change the 
propagation constant of the light wave when it propagates along one of the principal axis [20]. 
Therefore, our configuration should not allow crosstalk between different measuring channels.  
Another advantage of our sensor is that the reflection geometry possesses a higher angle-degree of 
freedom than transmission geometry. In the reflection geometry, the angle of incidence of the object 
beams may vary arbitrarily in two dimensions without dramatically changing the orientation of 
reflection holograms. In contrast, only one plane of incidence for all object beams is allowed in the 
transmission geometry. For more clearness the geometry of multiple wave interaction is shown in 
figure (4.5). 
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Fig. 4.4  Layout of the experimental setup for crosstalk measurements when only two 
measuring channels are incorporated in the sensor. 
Fig. 4.5  Schematic of the multi wave interaction using the vectorial wave mixing in 
reflection geometry of hologram recording. 
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4.4 Crosstalk analysis. 
As we have already mentioned above, the appearance of crosstalk in MTWM is mostly related to the 
photorefractive coupling between the different object waves. Therefore, it is obvious that by 
diminishing the efficiency of the wave coupling of the secondary holograms, we can diminish the 
crosstalk. The reference wave represents an additional illumination term which affects the visibility 
of the holograms recorded by the object-to-object interaction. Consequently, by increasing the 
intensity of the reference wave, we can decrease the visibility of secondary holograms, reducing the 
crosstalk.  
In the configuration proposed in Paper V, the secondary holograms should not couple the object 
waves. However, we measured a small crosstalk. The experimental investigation revealed that the 
strongest physical reason for the crosstalk were the internal stresses in the PRC. Such an 
investigation was done by using the simplified experimental setup which uses only two measuring 
channels. We used the experimental setup similar to that one described in Paper II, whereas the 
sensor incorporated two separate MMFs with the same core diameter (550 m) (see figure (4.4)). 
Each fiber was reeled on its respective piezoelectric cylinder. The two object and reference waves 
were focused in the same portion of the volume of the crystal’s sample. When we applied sinusoidal 
voltage at the frequency f to any piezoelectric cylinders, we modulate the phase of the light 
transmitted through the respective fiber. This phase modulation causes the appearance of a harmonic 
signal at the same frequency f from the corresponding photodiode in the similar way, as reported in 
Paper II. After crossing the PRC, each object wave was focused on its respective photodetector. To 
estimate the crosstalk between the two measuring channels, we modulated the strains (at the 
frequency f) of only one fiber (the object wave 1) whereas we measured the response of the 
photodiode (PD2) corresponding to the other object wave emerging from the fiber which was non-
excited. The measurements were done by means of a lock-in amplifier.  
The response of the second photodiode at frequency f and 2f was considered as a crosstalk which 
was evaluated by 
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We observed that when the object wave 1 was modulated at frequency f the PD2 detected both first 
and second harmonic of intensity modulation with the amplitude of first harmonic even bigger than 
the amplitude of second harmonic (see figure 4.6). In the following subsections, we explain the 
physical reasons for the appearance of the crosstalk. 
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Fig. 4.6 Dependence of the signal from PD2 on the intensity ratio of the reference 
wave and the object wave 1. Measurements were carried out at the crystal area where 
the effect of stresses was the strongest. The periodical strains were excited in the fiber 
1 at the frequency f so that the amplitude of the phase modulation of the object wave 1 
is 1.1 radians. The object wave 2 had no modulation and its intensity at the crystal 
input was equal to that of the object beam 1. Squares are peak-to-peak modulation of 
the photocurrent at the frequency f and circles are the modulation amplitude at the 
frequency 2f. 
Fig. 4.7 Amplitude of the PD2-photocurrent modulation as a function of the 
reference-to-object waves intensity ratio measured in the crystal area where the effect 
of the internal stresses was the weakest. The other experimental parameters are the 
same as for measurements shown in figure (4.6). Squares are peak-to-peak 
modulation of the photocurrent at the frequency f and circles are the modulation 
amplitude at the frequency 2f. 
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4.4.1 Crosstalk due to coupling via transmission hologram 
The main reason for the appearance of the crosstalk in our configuration is the presence of internal 
stresses in our particular sample of CdTe. The presence of the stresses was proved by placing the 
PRC between two crossed polarizers. When the sample was uniformly illuminated, there were 
portions of the crystal more transparent. The internal stresses may locally change the structure of the 
electrooptic tensor of the PRC, thus allowing the coupling of the object waves even if it is not 
allowed in our overall configuration. When the object wave 1 contains phase modulation with 
amplitudeφ, its coupling with the object wave 2 having the same polarization state via the 
transmission hologram recorded in the diffusion regime results in quadratic phase demodulation 
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where Atran. is the proportionality coefficient of the transmission hologram which takes into account 
the crystal geometry, amplitude of the space-charge field, and the polarization states of the 
interacting waves( IS1 is the intensity of the object wave 1, IS2 the intensity of the object wave 2 and 
IR intensity of the reference wave). The equation (4.2) shows that the object-to-object coupling leads 
to the appearance of the second harmonic of the PD2-photocurrent modulation whereas the 
reference beam just decreases the object-to-object beam coupling. 
The appearance of the first harmonic relates with several physical reasons. One reason is the 
presence of stresses in the PRC. When the object waves travel in the crystal, the stresses may 
partially change the linear polarization state of each object wave to the elliptical, thus leading to 
linear phase demodulation owing the principle of VWM. Since the stresses are not uniformly 
distributed in the volume of the PRC, there will be portions of the crystal where their effect is 
stronger than in other portions. Such model was confirmed by executing two different measurements 
of the crosstalk in two different portions of the crystal’s volume. One portion was that one where the 
effect of the internal stresses was the strongest (most transparent portion of the sample). The 
experimental curves which are shown in figure (4.6) represent the amplitude of first and second 
harmonic detected by PD2, when measurement were done in the portion where the effect of the 
stresses was the strongest, whereas the experimental curves which are shown in figure (4.7) 
represent the amplitude of first and second harmonic detected by PD2, when measurement were 
done in the portion where the effect of the stresses was the weakest. As one can see from figure 
(4.7), when the reference wave is absent the amplitudes for both second and first harmonic detected 
by PD2 are smaller in the second measurement. 
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4.4.2 Crosstalk due to scattering  
Another mechanism which contributed to the crosstalk measured by PD2 is related to the light 
scattered from the object wave 1. Such a scattering appears due to the imperfections at the surface 
and/or in the volume of the photorefractive crystal. As we have seen in section (4.2), the presence of 
a polarizer results in the appearance of intensity modulation in the linearly polarized object wave. 
Since the intensity of such modulation manifests itself at same frequency f as the phase modulation, 
we measure a small signal at the same frequency from PD2 because of the scattered light. The 
intensity of the scattered light was detected when both the reference wave and object wave 2 were 
blocked. When the reference wave is switched on, it interferes with the scattered part of the first 
object wave thus recording a reflection-type hologram in the PRC. After being diffracted from this 
hologram, the reference beam is /2-phase shifted in respect to the scattered part of the object wave 
1 because both beams have different polarization states optimized by the VWM. Therefore, the 
phase modulation of the scattered part of the object wave 1 is linearly transferred into intensity 
modulation which is detected by the photodiode PD2. This explains the ten-fold increase of the 
modulation at the first harmonic shown in figure (4.6) and its independence from the presence of the 
object wave 2. 
4.4.3 Intensity modulation of the reference wave 
In Paper V we also present a third possible mechanism of the crosstalk which leads to the intensity 
modulation at the first harmonic. This third mechanism, which may occur even without direct 
object-to-object coupling or light scattering, relates to the intensity modulation of the reference 
wave. Such a modulation inevitably appears due to its coupling with the phase-modulated object 
wave 1. After diffraction from the diffusion hologram recorded by the object wave 1 and the 
reference wave, the latter is modulated at the first harmonic because of the fulfillment of the 
quadrature conditions owing the principle of VWM. However, the reference wave is also 
simultaneously diffracted in the direction of the photodiode PD2 by the second reflection-type 
hologram. Therefore, it contributes to the modulation of the PD2-photocurrent at the first harmonic.  
The intensity of the modulated part of the reference wave diffracted from the first reflection 
hologram recorded with the object wave 1 is given as 
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 where Arefl. is the proportionality coefficient, which is different from Atran., because it describes the 
efficiency of a hologram of the reflection type. The amplitude of the intensity modulation of the 
reference wave S1(f) in equation (4.3) is exactly the same as the intensity modulation detected by the 
photodiode PD1, which is considered to be an informative signal. The intensity of the modulated 
part of the reference wave after diffraction from the second reflection hologram recorded with the 
object wave 2 is given as
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The term 2212
2
. )( SSRSRrefl IIIIIA ++ can be thought of as the diffraction efficiency of a single 
hologram. However, it includes the properties of the first and second interference pattern of the two 
reflection holograms. Such a term is zero when the reference wave is blocked, reaches its maximum 
at IR/IS1 = 4, and decreases to zero for large values of the intensity ratio. However, in all 
measurements we observed only continuous decreasing or increasing of the first harmonic, as shown 
in experimental curves. Therefore, we supposed that in our sample of CdTe the contribution to the 
first harmonic of the crosstalk due to this last mechanism is negligible compared with the others
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Conclusions
This thesis presents three novel configurations for self-adaptive interferometers which are based on 
the (VWM) technique in a CdTe photorefractive crystal. In WVM the interfering light waves are 
mixed in the photorefractive crystal with different polarization states in order to achieve linear 
phase-to-intensity transformation in the diffusion-dominated mechanism (without external field). 
The wave mixing in a PRC records a dynamic hologram which acts as a self-adjusted combiner of 
both interfering waves, which allows only the fast phase transients of the object wave to be 
transformed into intensity modulation of the waves transmitted through the PRC. Moreover, the 
dynamic hologram is able to match the fronts of the reference wave with that of any speckled object 
wave and to compensate for both temporal and spatial instabilities in the intensity distribution of the 
object wave front.  The properties of the dynamic hologram allow the MMF to be used as a sensitive 
element for measuring ultra-small displacements or deformations.  
Usually, the photorefractive wave mixing is organized by using the transmission geometry of 
hologram recording. However, a strong electric AC-field has typically to be applied to enhance the 
wave coupling. Unfortunately, applying a strong external field to the PRC may be unacceptable for 
many practical applications. In this thesis, it is shown that the wave coupling in a self-adaptive 
holographic interferometer can be essentially improved by switching from transmission to reflection 
geometry of hologram recording in the PRC when it possesses enough concentration of 
photorefractive centers NA. In experiments, two crystal samples with different concentrations of 
photorefractive centers were tested. In the reflection geometry, it was found that such an 
improvement was accompanied by a 4- to 5-fold increase of the interferometer relative detection 
limit for the sample BR-4Z-05 and a 1- to 5-fold increase for the sample BL-07-B1 compared with 
the best sensitivity which was found for the transmission geometry.  
It is shown that the wave mixing in CdTe allows the achievement of high cutoff frequencies at 
relatively low intensities of interacting waves, due to the fast response time of the crystal.  In 
experiments,  cutoff frequencies of 300 Hz and 1250 Hz were measured for the BR-4Z- 05 and the 
BL-07-B1 samples, respectively, with a total optical intensity of interacting waves of 70 mW/cm2. It 
is worth noting that cut-off frequencies higher than 1 kHz are required for industrial on-line 
applications. In spite of the fact that the hologram compensates for both temporal and spatial 
instabilities in the intensity distribution of the speckle pattern emerging from the fiber, it cannot 
compensate for instabilities in the polarization state of speckles of light emerging from the MMF. 
The MMF produces the largest source of noise affecting strain measurements when it is used as the 
sensitive element. However, this noise is significantly diminished by using a fiber with a larger core 
diameter. In this thesis, it has been shown that the 550 µm core fiber operates better as a strain 
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sensor than a fiber with a 50 µm core. The 11-fold increase of the core size led to a 5-fold reduction 
of the noise level. As a consequence, the dynamic range was increased from 17 to 30 dB. The 
obtained sensitivity allows a range measurement from 0.09 to 113 nm with a broadband of 50 MHz. 
In this thesis it is shown that the orthogonal geometry of wave interaction in photorefractive CdTe 
crystal allows the linear detection of small phase shifts encrypted in a depolarized wave emerging 
from the MMF without any polarizing element. In experiments, when a depolarized wave was 
mixed in the PRC with an elliptically polarized reference wave, the rate of the phase-to-intensity 
transformation was 10% smaller than in the case of a linearly (vertically) polarized object wave. 
However, the absence of any polarizing element resulted in diminishing of the noise. 
Classical TWM can be employed as a technique to multiplex several interferometers by using a 
single PRC [references]. However, such measuring systems are affected by appreciable crosstalk, 
which limits the sensitivity of each measuring channel. Moreover, a strong electric field has to be 
applied to the crystal to enhance the efficiency of the wave coupling. This thesis presents a novel 
configuration of a multiplexed self-adaptive interferometer that allows for simultaneous detection of 
dynamic strains excited in different multimode optical fibers. The multiplexing of adaptive 
interferometers is implemented in a single photorefractive crystal by using vectorial wave mixing in 
the reflection geometry of hologram recording without any external field. This configuration has 
potentially low crosstalk between the measuring channels. It is shown, that residual stresses and 
imperfections of particular photorefractive crystal of CdTe:V are the main reasons of the crosstalk in 
the proposed system. Nevertheless, it is possible to design a sensor consisting of 10 adaptive 
interferometers in the same volume of the crystal with a diminished dynamic band of measurements. 
Use of higher quality photorefractive crystals could improve the parameters of the multiplexed 
sensor. 
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Summary of publications 
The main goal of our studies was the implementation and optimization of fiber-optic interferometers 
for the detection of ultra-small mechanical vibrations. All the sensors presented in this thesis use 
multimode optical fibers as sensitive elements. In our sensors, the mechanical vibrations induce 
phase shifts of highly coherent light traveling through the fiber. The detection of those phase shifts 
is done by employing self-adaptive holographic interferometers which are implemented by using the 
vectorial wave mixing in a CdTe photorefractive crystal.  
The vectorial wave mixing involves mixing of the reference and object waves with different 
polarization states. By choosing the proper orientation of the hologram in the crystal and the 
polarization state for both the object and reference wave, we can achieve the highest detection limit 
in the linear regime of the phase demodulation. We have analyzed the vectorial wave mixing for 
different geometries of hologram recording. In all our papers we show the performance of the pure 
diffusion regime of hologram recording.  
The pure diffusion regime of hologram recording prevents the application of a strong electric field to 
the crystal, which may be unacceptable for many practical applications. Traditionally, by applying 
an ac-field it is possible to obtain higher amplitude of the space charge field in the crystal than in the 
case of a pure diffusion regime of hologram recording. In Papers I, III and IV we have shown that 
by employing the reflection geometry instead of the transmission geometry of hologram recording 
we can enhance the amplitude of the space charge field even without applying an external electric 
field. By enhancing the amplitude of the space charge field, we increase the coupling constant, thus 
resulting in better efficiency of the phase demodulation.  
In Papers I , III and IV we have also demonstrated that the high cut-off frequency of the 
interferometer achieved by using low-power light sources due to fast response of CdTe crystal 
allows the elimination of temperature fluctuations and other industrial noises.  
In Paper II we have presented an interferometric sensor for sensing dynamic strains of multimode 
optical fiber caused by mechanical vibrations. Such a sensor is the first to use grating recording 
without applying any external field, which was made possible by the fact that it uses the reflection 
geometry of hologram recording. During our experiments we discovered that the largest source of 
noise in the dynamic-strains sensor with multimode fiber is the polarization instability of the 
dynamic speckle pattern emerging from the fiber. Due to its nature, we called it polarization noise. 
In the sensor presented in Paper II, the presence of polarization filtering at the fiber output is a 
necessary requirement for the achievement of linear phase demodulation. Therefore, the polarization 
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noise is inevitable. At same time, in Paper II we have experimentally demonstrated that using a 
fiber with a thicker core leads to diminishing of the polarization noise. Consequently, use of fiber 
with the thicker core enables the detection of smaller fiber strains. Experimental results on the 
polarization noise have also been studied in Papers III and IV.  
In Paper VI we have proposed a configuration of a fiber optic sensor which has been implemented 
by using the vectorial wave mixing in the orthogonal geometry of hologram recording. The 
orthogonal geometry of wave mixing enables the linear detection of phase shift even from 
completely depolarized waves without using any polarizer filtering. The absence of polarizer 
filtering at the fiber output results in strong diminishing of the polarization noise. 
In Paper VII we use the theory of vectorial wave coupling to explain the results obtained in Paper 
VI. Moreover, we compare the orthogonal geometry with the transmission and reflection 
geometries. 
In Paper V we have proposed a scheme of sensor multiplexing which uses the VWM reflection 
geometry of hologram recording. The main feature of this configuration is the low crosstalk between 
measuring channels. The low crosstalk level relates to the crystal orientation in our configuration. In 
Paper V we have presented a detailed description of the physical mechanisms which lead to the 
appearance of the very small crosstalk between the measuring channels. 
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