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AUGMENTATION DU NIVEAU POUR U(3)
JOE¨L BELLAI¨CHE ET PHILIPPE GRAFTIEAUX
Re´sume´ : Nous de´montrons pour la forme compacte a` l’infini du groupe unitaire
a` trois variables attache´ a` une extension CM un re´sultat d’augmentation du niveau
analogue a` celui obtenu par Taylor ([Tay]) dans le cas de GL2. Nous donnons une
application aux repre´sentations automorphes non tempe´re´es.
Abstract : We prove, for the unitary group in three variables attached to a CM
extension which is compact at infinity, a level-raising theorem analogous to the one of
Taylor ([Tay]) in the case of GL2. We give an application to non tempered automorphic
forms.
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1. Introduction
Soit E/F une extension CM, et G = U(3) le groupe unitaire a` trois variables sur F
attache´ a` E qui est compact a` toutes les places a` l’infini (cf. 2.2). Pour toute place finie
v de F , on note Fv le comple´te´ de F en v et Gv = G(Fv).
SoientK =
∏
v place finie de F Kv un sous-groupe compact ouvert deG(AF,f ) (le niveau),
Σ l’ensemble fini des places v ou` Kv n’est pas un sous-groupe compact maximal hy-
perspe´cial, J une repre´sentation complexe lisse irre´ductible de
∏
v∈ΣKv (le type), et ρ
une repre´sentation complexe continue irre´ductible de G(AF,∞) (le poids). Pour tout en-
semble fini Σ′ de places de F contenant Σ, soitHΣ
′
l’alge`bre de HeckeH(
∏′
v 6∈Σ′ Gv ,
∏
v 6∈Σ′ Kv).
Soient v0 6∈ Σ une place finie de F inerte dans E, q le cardinal du corps re´siduel
de Fv0 , Bv0 un sous-groupe d’Iwahori de Kv0 , B = Bv0
∏
v 6=v0
Kv et Tv0 ∈ H(Gv0 ,Kv0)
l’ope´rateur de Hecke standard en v0.
Nous notons SK,J,ρ,C (resp. SB,J,ρ,C) l’espace vectoriel complexe des formes automor-
phes pour G de niveau K (resp. B), type J et poids ρ, et OB,J,ρ,C (resp. NB,J,ρ,C) le
sous-espace de SB,J,ρ,C des formes anciennes (resp. nouvelles) en v0 (cf. 5.1.2 et 5.3.6).
Ces espaces sont munis d’une action naturelle de HΣ. En particulier, on dispose d’une
de´composition en sous-espaces propres ge´ne´ralise´s (cf. 2.4)
SK,J,ρ,C = ⊕ηSK,J,ρ,C(η),(1)
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ou` η de´crit un ensemble fini de caracte`res complexes deHΣ, ainsi que d’une de´composition
analogue de OB,J,ρ,C.
Il existe un corps de nombres L ⊂ C et un ensemble fini S de place de L (L et S ne
de´pendant que de (K,J, ρ) et pas de v0) tels que pour toute place finie µ de L hors de S,
l’espace SB,J,ρ,C (resp. OB,J,ρ,C, NB,J,ρ,C) admette un mode`le SB,J,ρ,Oµ (resp. OB,J,ρ,Oµ ,
NB,J,ρ,Oµ) sur Oµ, stable sous l’action de H
Σµ , ou` Σµ de´signe la re´union de Σ et des
places finies v de F de caracte´ristique re´siduelle distincte de celle de µ, et Oµ l’anneau
des entiers du comple´te´ Lµ de L en µ. Les caracte`res η intervenant en (1) sont alors a`
valeurs dans Oµ et on a une de´composition OB,J,ρ,Oµ = ⊕ηOB,J,ρ,Oµ(η).
The´ore`me 1. Soient ψ un caracte`re de HΣ tel que SK,J,ρ,C(ψ) est non nul et µ une place
de L. Supposons que µ est premie`re a` v0 et que λ := ψ(Tv0) ∈ Oµ ve´rifie λ 6= q(q
3 +1).
Notons c le plus petit entier ve´rifiant
c ≥ valµ(λ− q(q
3 + 1))/2.
Il existe alors une congruence1 modulo µc entre OB,J,ρ,Oµ(ψ) et NB,J,ρ,Oµ dans SB,J,ρ,Oµ.
Nous renvoyons le lecteur au the´ore`me 5.4.1 et au paragraphe 5.4.2 pour des comple´ments
a` cet e´nonce´.
Le cas c = 1 du the´ore`me 1, combine´ avec le fameux lemme de Deligne-Serre, donne
en particulier le re´sultat suivant.
Corollaire 2. Soient π une repre´sentation automorphe pour G, de dimension infinie et
non ramifie´e en v0, et λ la valeur propre de Tv0 sur πv0 . Il existe un corps de nombres
L et un ensemble finie de place S de L (ne de´pendant que de π) tel que si µ 6∈ S est une
place finie de L ve´rifiant
λ ≡ q(q3 + 1) (mod µ),
alors il existe une repre´sentation automorphe π′, de meˆme poids et de meˆme niveau hors
v0 que π, ve´rifiant π
Bv0
v0 6= 0 mais π
Kv0
v0 = 0 et qui est congrue
2 a` π modulo µ. De plus,
si π contient un certain type hors v0, on peut aussi supposer qu’il en va de meˆme pour
π′.
Ce corollaire ge´ne´ralise [Clo, the´ore`me 2.4], qui traite le cas3 ou` le poids de π et le
type conside´re´ sont triviaux, et qui surtout suppose que µ est une place banale pour
Gv0 , i.e. (q − 1)(q
3 + 1) 6≡ 0 (mod µ). Dans [Bel1, The´ore`me VII.1.4.6], l’hypothe`se de
banalite´ de µ avait e´te´ affaiblie en une hypothe`se de normalite´ (q3 + 1) 6= 0 (mod µ).
La me´thode que nous utilisons pour prouver le the´ore`me n’est pas la meˆme que celle
de [Clo] (ou de [Bel1]) base´e sur les proprie´te´s du module universel et sur un argument
de densite´, inspire´ de Serre, jouant le roˆle du lemme d’Ihara. Il semble aux auteurs que
cette me´thode ne peut permettre de lever l’hypothe`se de normalite´ de µ, ni d’obtenir
des congruences modulo µc avec c > 1. Notre me´thode se rapproche au contraire de celle
de [Tay], avec quelques diffe´rences importantes. La principale est que le lemme d’Ihara
([Tay, lemme 4]) est faux pour G = U(3) en caracte´ristique non normale, meˆme pour des
1i.e. il existe f ∈ OB,J,ρ,Oµ (ψ), g ∈ NB,J,ρ,Oµ , avec f − g ∈ µ
cSB,J,ρ,Oµ , f 6∈ µSB,J,ρ,Oµ .
2i.e. les polynoˆmes caracte´ristiques des matrices de Hecke de pi et de pi′ en toute place non ramifie´e
sont a` coefficients dans L et congrus modulo µ
3A` vrai dire, Clozel e´nonce son the´ore`me pour la forme quasi-de´ploye´e du groupe unitaire G. Mais
c’est bien le the´ore`me analogue pour le groupe compact qui est prouve´, et Clozel en de´duit son e´nonce´
pour la forme quasi-de´ploye´e par un argument de transfert entre les formes inte´rieures.
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formes de poids trivial. Nous devons en quelque sorte majorer son de´faut (lemme 5.4.5),
a` l’aide d’une e´tude combinatoire d’ope´rateurs entres espaces de fonctions sur l’arbre
bihomoge`ne attache´ a` Gv0 (lemme 3.5.3). Le fait de traiter des poids quelconques, qui ne
sont pas ne´cessairement auto-duaux au caracte`re central pre`s comme dans la situation
de [Tay], ne´cessite aussi quelques arguments supple´mentaires.
Notons enfin que le the´ore`me 1 et son corollaire restent valables, avec la meˆme preuve,
pour n’importe quel groupe alge´brique connexe G sur F , compact aux places a` l’infini
et de rang un en la place v0 de F . Il suffit de remplacer dans l’e´nonce´ du the´ore`me et
de son corollaire q(q3+1) par qd
′
(qd+1), ou` qd
′
+1 et qd+1 sont les valences de l’arbre
de Bruhat-Tits4 de Gv0 , avec d
′ ≤ d.
Revenons au cas G = U(3). A` l’aide de la repre´sentation galoisienne attache´e par
Blasius et Rogawski a` une repre´sentation automorphe π de G, on peut montrer qu’il
existe une infinite´ de places v0 ou` l’on peut augmenter le niveau de π. Plus pre´cise´ment :
The´ore`me 3. Gardons les notations du the´ore`me 1. Pour tout entier n, il existe un
ensemble de densite´ non nulle de places v de F inertes dans E telles que ψ(Tv) ≡
q(q3 + 1) (mod µn) et q + 1 ≡ 0 (mod µn).
En combinant les the´ore`mes 1 et 3, on obtient que les re´ductions modulo µn du
caracte`re ψ apparaissent dans des espaces de formes nouvelles pour presque tout µ et
pour n arbitrairement grand. A` cause de l’hypothe`se de banalite´, Clozel ne pouvait
de´montrer un tel re´sultat (avec n = 1) que sous une hypothe`se de surjectivite´ de la
repre´sentation galoisienne attache´e a` ψ modulo µ.
Comme application arithme´tique du the´ore`me 1, on obtient que toute repre´sentation
endoscopique non tempe´re´e de G est congrue en presque toute place a` une repre´sentation
tempe´re´e (voir le the´ore`me 6.4.2). Les congruences entre formes endoscopiques non
tempe´re´es et formes tempe´re´es ont une signification arithme´tique importante, en ce
qu’elles traduisent et permettent de montrer des cas des conjectures de Bloch-Kato.
Dans ce but, une version plus faible du the´ore`me pre´ce´dent, valable seulement pour un
ensemble de densite´ non nulle de places, e´tait obtenue par une augmentation du niveau
en une place de´compose´e dans [Bel1, chapitre VIII], par l’utilisation de familles l-adiques
de repre´sentations automorphes dans [Bel-Che]. Obtenir ce re´sultat pour presque toute
place e´tait une des motivations initiales de ce travail.
Dans un article en pre´paration, nous montrons comment on peut utiliser le the´ore`me 1
pour montrer en toute place la compatibilite´ (a` semi-simplification pre`s) de la construc-
tion de Blasius-Rogawski ([Bla-Rog]) d’une repre´sentation galoisienne attache´e a` une
repre´sentation automorphe pour G avec la correspondance de Langlands locale (com-
patibilite´ qui n’est connue jusqu’a` pre´sent que pour les places non ramifie´es, ou bien en
toute place si l’on suppose que la repre´sentation automorphe a son changement de base
a` E de carre´ inte´grable en au moins une place finie, d’apre`s les travaux de Harris et
Taylor [H-T])
Remerciements : Les auteurs remercient chaleureusement Laurent Clozel et Gae¨tan
Chenevier pour de nombreuses et e´clairantes conversations.
4Rappelons ([Tit]) que cet arbre est soit homoge`ne, soit bihomoge`ne. On rame`ne le premier cas au
second en introduisant un sommet au milieu de chaque areˆte, ce qui revient a` poser d′ = 0.
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2. Notations
Sauf mention explicite du contraire, tous les anneaux ou alge`bres conside´re´s sont
commutatifs et unitaires.
2.1. Corps. Dans tout l’article, E/F de´signe une extension CM, OE (resp. OF ) l’an-
neau des entiers de E (resp. F ), et c l’e´le´ment non trivial de Gal (E/F ). On fixe une
cloˆture alge´brique E¯ de E. Pour toute repre´sentation ρ de Gal (E¯/E), on note ρc la
repre´sentation g 7→ ρ(γgγ−1), ou` γ est un releve´ de c dans Gal (E¯/F ) ; la repre´sentation
ρc ne de´pend du choix de γ qu’a` isomorphisme pre`s.
La lettre v (resp. w), e´ventuellement munie d’indices, de´signe une place finie de F
(resp. de E) ; on note Fv (resp. Ew) le comple´te´ de F en v (resp. de E en w), d’anneau
d’entiers Ov (resp. Ow). La lettre σ de´signe une place archime´dienne de F , ce que l’on
note σ|∞.
On note AF (resp. AF,f , AF,∞) l’anneau des ade`les de F (resp. les sous-anneaux des
ade`les triviaux a` l’infini, aux places finies).
La lettre L de´signe un sous-corps de C, dont les places sont de´signe´es par la lettre µ.
On note L0 le corps L ∩ R et Lµ le comple´te´ de L en µ, d’anneau d’entiers Oµ.
2.2. Groupe unitaire. On note G l’unique groupe unitaire a` trois variables sur F ,
compact a` l’infini associe´ a` l’extension E/F , qu’on peut de´finir ainsi : pour toute F -
alge`bre R, on pose G(R) = {g ∈ GLn(E⊗F R), c(g)g = 1}. On note encore G le mode`le
de G sur OF obtenu en posant G(R) = {g ∈ GLn(OE ⊗OF R), c(g)g = 1} pour toute
OF -alge`bre R.
Pour toute place finie v de F , on note Gv le groupe G(Fv) et Zv son centre.
2.3. Applications line´aires localement finies. Soit R un anneau. Pour tout ensem-
ble X, on note C(X,R) (resp. CC(X,R)) le R-module des fonctions sur X a` valeurs
dans R (resp. nulles en dehors d’un sous-ensemble fini de X). Nous munissons R de la
topologie discre`te et C(X,R) de la topologie produit, de sorte que CC(X,R) est dense
dans C(X,R). Pour tout x ∈ X, on note δx la fonction caracte´ristique de {x} ⊂ X.
Si X et Y sont deux ensembles, on dit qu’une application line´aire U : C(X,R) →
C(Y,R) est localement finie si elle est continue et prolonge une application line´aire
CC(X,R) → CC(Y,R). Ceci e´quivaut a` dire que la famille U(δx)x∈X est a` valeurs dans
CC(Y,R) et de´termine U .
Si U : C(X,R) → C(Y,R) est une application line´aire localement finie, on de´finit sa
transpose´e U∗ : C(Y, k) → C(X, k) comme l’application line´aire localement finie de´finie
par U∗(δy) =
∑
x∈X U(δx)(y)δx pour tout y ∈ Y . L’application U
∗ est l’adjoint de U
pour les produit naturels de C(X,R) et C(Y,R) et on a l’e´galite´ (U∗)∗ = U .
2.4. Espaces propres ge´ne´ralise´s. Soit R un anneau, M un R-module et H un an-
neau agissant sur M par R-endomorphismes.
Pour tout caracte`re η deH a` valeurs dans R, on de´finit le sous-espace propre ge´ne´ralise´
M(η) de M pour η comme le sous-module des vecteurs m de M tels que pour tout
T ∈ H, il existe n ≥ 0 ve´rifiant l’e´galite´ (T − η(T ))n(m) = 0. Si R est un corps et
M est de dimension finie, il existe une extension finie R′ de R et une de´composition
M ⊗ R′ = ⊕η(M ⊗ R
′)(η), ou` η de´crit une famille finie de caracte`res de H a` valeurs
dans R′.
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3. Pre´liminaires locaux
Dans toute cette partie (sauf en 3.8), on fixe une place finie v de F inerte dans E.
On note w la place de E au dessus de v et q le cardinal re´siduel du corps Fv, comple´te´
de F en v. Le groupe G(Fv) est alors l’unique groupe unitaire a` trois variables sur Fv
qui se de´ploie sur Ew.
Pour ne pas alourdir les notations, et dans cette partie uniquement, on note simple-
ment G le groupe Gv = G(Fv), et Z le centre de G, qui est compact.
3.1. Arbre. Soit X l’immeuble de Bruhat-Tits de G. D’apre`s [Tit] ou [Cho, 1.4], c’est
un arbre, et l’on a une de´composition de l’ensemble de ses sommets en deux parties
X
∐
X ′, tout sommet de X (resp. X ′) a q3 + 1 (resp. q + 1) voisins qui sont tous dans
X ′ (resp. X). Les points de X sont les points hyperspe´ciaux au sens de [Tit], ceux de
X sont les points spe´ciaux qui ne sont pas hyperspe´ciaux. On de´signe par A l’ensemble
des areˆtes (non oriente´es) de X .
L’arbre X est muni d’une action par automorphisme de G, le centre Z agissant par
l’identite´. L’action de G sur X (resp. X ′) est transitive et le stabilisateur d’un sommet
x agit encore transitivement sur l’ensemble des sommets de X a` distance n de x ([Cho,
1.4, 1.5]), et donc sur l’ensemble des e´le´ments de A d’origine x.
3.2. Sous-groupes compacts.
3.2.1. Compacts maximaux. D’apre`s [B-T], un sous-groupe compact maximal de G fixe
un sommet de X et un seul, ce qui de´finit une bijection entre l’ensemble des compacts
maximaux de G et X
∐
X ′. Il y a donc deux classes de conjugaisons de sous-groupes
compacts maximaux deG, ceux qui fixent un sommet deX, qu’on appelle hyperspe´ciaux,
et ceux qui fixent un sommet de X ′, qu’on appelle spe´ciaux.
On suppose de´sormais donne´ O ∈ X (resp. O′ ∈ X ′). On note K (resp K ′) le sous-
groupe compact maximal de G qui fixe O (resp O′), de sorte que l’on a les identifications
canoniques X = G/K = K\G (resp. X ′ = G/K ′ = K ′\G), la seconde e´tant induite par
l’application inverse de G.
3.2.2. Sous-groupe d’Iwahori. On suppose aussi queO et O′ sont voisins. Le stabilisateur
B = K ∩ K ′ de l’areˆte (O,O′) est un sous-groupe d’Iwahori de G et, par 3.1, on a
l’identification canonique G/B = A.
3.3. Alge`bres de Hecke.
3.3.1. Alge`bre de Hecke sphe´rique. On note H l’alge`bre de convolution (pour la mesure
de Haar µK de volume 1 surK) des fonctions sur G a` valeurs dans Z, a` support compact,
bi-K-invariantes
H = CC(K\G/K,Z).
Soit T la fonction caracte´ristique dans CC(G/K,Z) = CC(X,Z) de l’ensemble des
sommets a` distance 2 de O. On a T ∈ H et les proprie´te´s de transitivite´ de 3.1 impliquent
l’e´galite´ H = Z[T ].
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3.3.2. Alge`bre de Hecke-Iwahori. On appelle alge`bre de Hecke-Iwahori le Z-module muni
du produit de convolution
H(G,B) = CC(B\G/B,Z) = CC(B\A,Z).
Soit a ∈ CC(B\A,Z) (resp. a′) la caracte´ristique de l’ensemble des e´le´ments de A d’o-
rigine O (resp. O′) et distincts de (O,O′). On de´finit TB ∈ H(G,B) par la formule
TB := −a
′a− aa′ − (q3 − 1)a′ − (q − 1)a− q3(q − 1).
On ve´rifie aise´ment que a et a′ engendrent la C-alge`bre H(G,B)⊗C et que TB est dans
le centre de H(G,B).
Remarque. En fait, TB en est meˆme un ge´ne´rateur (sur C), mais nous n’utiliserons pas
ce fait. Ceci, ainsi que le lemme 3.5.3 (vi), est d’ailleurs un petit fragment de la the´orie
du centre de Bernstein ([Ber]).
3.4. Combinatoire des formes anciennes.
3.4.1. Dans CC(X,Z), soit U1 la fonction caracte´ristique de O, et U2 la fonction car-
acte´ristique de l’ensemble des voisins de O′ distincts de O. Il est clair que U1 et U2 sont
B-invariantes, i.e. appartiennent a` CC(B\X,Z) = CC(B\G/K,Z), qui est canonique-
ment muni d’une structure de H-module par convolution a` droite.
Proposition 3.4.2. Le H⊗Z C-module CC(B\X,C) est libre de base (U1, U2).
De´monstration — D’apre`s [Laz, prop. 7.2.4], le module CC(B\X,C) est libre de rang 2
sur H⊗C. Pour conclure que (U1, U2) est une base, il suffit de prouver que cette famille
est ge´ne´ratrice, ce qui se ve´rifie apre`s passage au quotient par tous les ide´aux maximaux
deH⊗C = C[T ]. Autrement dit, il suffit de montrer que pour tout λ ∈ C, (U1, U2) est une
base, c’est-a`-dire une famille libre, du C-espace vectoriel [CC(X,C)/(T − λ)CC(X,C)]B
qui est de dimension 2. Or, l’e´galite´ λ1U1 + λ2U2 = (T − λ)f , avec λ1, λ2 ∈ C et
f ∈ CC(X,C) implique λ1 = λ2 = 0 par un argument de support. 
Remarque. Dans [Bel1, IV.4.8.2], cette proposition est de´montre´e plus ge´ne´ralement
en remplac¸ant C par un anneau quelconque.
Lemme 3.4.3. Si l’on voit U1 et U2 comme des fonctions de CC(K\G/B,Z) = CC(K\A,Z),
Alors U1 est la fonction caracte´ristique de l’ensemble des areˆtes passant par O, et U2
est l’ensemble des areˆtes passant par un voisin de O, mais pas par O.
De´monstration — C’est un calcul e´vident. 
3.5. Ope´rateurs et relations. Soit R un anneau commutatif. Les fonctions a sup-
port fini T ∈ H, TB ∈ H(G,B), U1, U2 ∈ CC(K\G/B,Z) induisent par convolution a`
droite des ope´rateurs localement finisG-e´quivariants a` gauche entres les espaces C(X,R),
C(X ′, R) et C(X ′, R) que l’on note par les meˆmes lettres. Le lemme suivant est une tra-
duction imme´diate des de´finitions.
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Lemme 3.5.1. Notons d la distance entre les sommets de X . On a
T : C(X,R) → C(X,R)
δx 7→
∑
d(y,x)=2
δy
U1 : C(X,R) → C(A,R) U2 : C(X,R) → C(A,R)
δx 7→
∑
d(x,x′)=1
δ(x,x′) δx 7→
∑
d(x′,x)=1, d(y,x)=2
δ(x′,y)
et TB = −a
′a− aa′ − (q3 − 1)a′ − (q − 1)a − q3(q − 1)Id,
ou` a, a′ : C(X,A)→ C(X,A) sont de´finis par les formules
a : δ(x,x′) 7→
∑
d(y′,x)=1,y′ 6=x′
δ(x,y′) et a
′ : δ(x,x′) 7→
∑
d(y,x′)=1,y 6=x
δ(y,x′)
pour toute areˆte (x, x′) avec x ∈ X et x′ ∈ X ′.
3.5.2. De´finition. On de´finit les ope´rateurs finis G-e´quivariants
U : C(X,R) → C(X ′, R) et U ′ : C(X ′, R) → C(X,R)
δx 7→
∑
d(x′,x)=1
δx′ δx′ 7→
∑
d(x′,x)=1
δx.
Lemme 3.5.3. (i) U ′U = T + (q3 + 1).
(ii) L’ope´rateur T est auto-adjoint et U est l’adjoint de U ′.
(iii) Soient f1, f2 ∈ C(X,R). On a U1f1 + U2f2 = 0 si et seulement si il existe une
constante C ∈ R telle que Uf2 = C et f1 − f2 = −C.
(iv) Si R est un corps, U1f1 + U2f2 = 0, et Tf2 = λf2, avec λ ∈ R et f2 6= 0, on a
λ = q(q3 + 1) ou bien λ = −(q3 + 1).
(v) Les ope´rateurs U1 et U2 sont injectifs.
(vi) UiT = TBUi pour i = 1, 2.
De´monstration — Les preuves de (i), (ii) et (vi) sont des calculs e´vidents et laisse´es
au lecteur et (v) est triviale. Prouvons (iii). Soit (x, x′) une areˆte de A, x ∈ X, x′ ∈ X ′.
Le fait que (U1f1 + U2f2)(δx′,x) = 0 s’e´crit aussi
f1(x) +
∑
y 6=x, y voisin de x′
f2(y) = 0,
soit
f1(x)− f2(x) + (Uf2)(x
′) = 0.
Comme X est connexe, on en de´duit qu’il existe C ∈ R tel que Uf2 = C sur X
′,
f1 − f2 = −C sur X.
Prouvons (iv). On a d’apre`s (i) U ′Uf2 = U
′(C) = (q3 + 1)C = Tf2 + (q
3 + 1)f2 =
(λ+ q3 + 1)f2, d’ou` nous tirons
(q3 + 1)C = (λ+ q3 + 1)f2.(2)
Si λ 6= −(q3 + 1), alors la relation (2) implique que f2 est constante, d’ou` Tf2 =
q(q3 + 1)f2, et comme f2 est non nul, il vient λ = q(q
3 + 1). 
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Proposition 3.5.4.(
U∗1U1 U
∗
1U2
U∗2U1 U
∗
2U2
)
=
(
q3 + 1 T
T q(q3 + 1) + (q − 1)T
)
De´monstration — Pour toute areˆte (x, x′) de A, avec x ∈ X, l’adjoint U∗1 (resp. U
∗
2 )
de U1 (resp. U2) envoie δ(x,x′) sur δx (resp. sur
∑
y 6=x, d(y,x′)=1 δy). La proposition est
alors un calcul e´vident et laisse´ au lecteur. 
Remarque. Le de´terminant de cette matrice est un polynoˆme en T dont les racines
sont −(q3 + 1) et q(q3 + 1).
3.6. Repre´sentations non ramifie´es.
3.6.1. Notations. Soit R un anneau commutatif et π une repre´sentation lisse a` droite
de G sur R. Pour tout vecteur u de l’espace de π et toute fonction f sur G localement
constante a` support compact, on de´finit
u ∗ f :=
∫
G
f(g)(π(g)v)dµK (g)
et pour tout sous-espace vectoriel V de l’espace de π, on pose V ∗ f := {u ∗ f ; u ∈ V }.
Lorsqu’il n’y a pas d’ambigu¨ıte´, on note encore f l’ope´rateur u 7→ u ∗ f . Ainsi, T (resp.
TB) de´signe l’ope´rateur de convolution par T (resp. TB) sur l’ensemble π
K (resp. πB)
des K-invariants (resp. B-invariants) de π.
Proposition 3.6.2. Soit π une repre´sentation complexe lisse de G (e´ventuellement
re´ductible) d’espace V , π′ la sous-repre´sentation de G engendre´e par le sous-espace πK
de V . Alors π′B = πK ∗ U1 + π
K ∗ U2.
De´monstration — L’espace de π′ est l’image de l’application
πK ∗ CC(K\G,C)→ V,
et π′B est donc l’image de l’application πK ∗ CC(K\G/B,C) → V . Le re´sultat de´coule
donc de la proposition 3.4.2. 
3.6.3. Tore maximal et sous-groupe de Borel. On choisit un vecteur non nul e1 ∈ E
3
w
isotrope pour la forme hermitienne standard, e2 tel que e1 et e2 engendrent (e1)
⊥, et
enfin e3 tel que (e1, e2, e3) soit une base. Dans toute cette section, on de´crit les e´le´ments
de G par leur matrice dans la base (e1, e2, e3). Le tore diagonal
D = {diag(a, b, c(a)−1) ; a ∈ E∗w, b ∈ E
∗
w, bc(b) = 1}
est un tore maximal de G, qui contient Z = {diag(b, b, b) ; bc(b) = 1}. Soit P le stabil-
isateur dans G de la droite (e1) : c’est un sous-groupe de Borel contenant D.
3.6.4. Induites non ramifie´es. Pour tout α ∈ C, on de´finit I(α) comme la repre´sentation
induite unitaire de P a` G du caracte`re de D :
diag(a, b, c(a)−1) 7→ αval(a).
Comme ce caracte`re est trivial sur Z, I(α) est de caracte`re central trivial.
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3.6.5. Structure des induites non ramifie´es. Soit α ∈ C ; d’apre`s [Key, page 126] ou
[Cho, th. 2.4.6 et prop 2.4.7], la repre´sentation I(α) est inde´composable et ve´rifie les
proprie´te´s suivantes.
(1) Si α 6= q±2 et α 6= −q±1, alors I(α) est irre´ductible.
(2) Si α = q±2, alors I(α) a deux facteurs de Jordan-Ho¨lder, la Steinberg St et la
repre´sentation unite´.
(3) Si α = −q±1, alors I(α) a deux facteurs de Jordan-Ho¨lder, l’un non ramifie´ note´
πn et l’autre ramifie´ note´ πs. D’apre`s [Rog2, page 396], la repre´sentation πn est
non tempe´re´e et la repre´sentation πs est de carre´ inte´grable.
3.6.6. Invariants des induites non ramifie´es.
(1) Une repre´sentation admissible irre´ductible posse`de un vecteur B-invariant si et
seulement si c’est un facteur de I(α) pour un certain α ∈ C ([Car]).
(2) Pour tout α ∈ C, dim I(α)K = dim I(α)K
′
= 1 et dim I(α)B = 2 ([Car] ou [Bel1,
IV.4.8.2 et IV.6.2.5]).
(3) StK = dimStK
′
= 0, dim(πn)K = dim(πs)K
′
= 1, (πn)K
′
= (πs)K = 0 ([Cho,
prop. 2.4.7] ou [Bel1, IV.4.8.2 et IV.6.2.5]).
3.6.7. Matrices de Hecke. Pour tout α ∈ C, de´finissons la matrice de Hecke matpi (a`
conjugaison pre`s) de l’unique sous-quotient non ramifie´ π de I(α) comme
matpi = diag(α, 1, α
−1) ∈ SL3(C).
Ainsi matpin = diag(−q, 1,−q
−1).
Par exception, dans la the´orie globale (partie 6), on note matpi,w pour matpi au lieu
de matpi,v : cela tient a` ce que, a` strictement parler, matpi est la matrice de Hecke du
changement de base de π a` Ew et non celle de π.
3.7. Transformation de Satake.
Lemme 3.7.1. Soit α ∈ C ; l’ope´rateur T agit sur la droite I(α)K par l’homothe´tie de
rapport
q2(α+ α−1) + q − 1.
En particulier, si α = q±2 (resp. α = −q±1), alors la valeur propre de T est q(q3 + 1)
(resp. −(q3 + 1)).
De´monstration — Voir [Cho, prop 3.1.2]. 
Lemme 3.7.2. L’ope´rateur TB agit sur St
B (resp. (πs)B) par l’homothe´tie de rapport
q(q3 + 1) (resp. −(q3 + 1)).
De´monstration — Comme I(α) est inde´composable (cf. 3.6.5), il de´coule de [Bor2]
que I(α)B est un module inde´composable sur H(G,B)⊗C, donc TB y agit par une ho-
mothe´tie. En particulier, par le lemme 3.5.3 (vi), le rapport de TB agissant sur I(α)
B est
e´gal a` celui de T agissant sur I(α)K . Le lemme 3.7.2 de´coule donc du lemme pre´ce´dent.

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3.8. The´orie locale en une place de´compose´e. Soit v une place de´compose´e de F .
Le choix d’une place w de E divisant v de´termine (a` isomorphisme inte´rieur pre`s) un
isomorphisme Gv ≃ GL3(Ew) = GL3(Fv). Si π est une repre´sentation non ramifie´e de
Gv, on note matpi,w la matrice de Hecke de π vue comme repre´sentation de GL3(Ew) via
l’isomorphisme pre´ce´dent. Si w¯ est l’autre place de E au-dessus de v, on a, a` conjugaison
pre`s, matpi,w = mat
−1
pi,w¯.
4. Sorites sur les congruences
Dans cette section on rappelle pour le confort du lecteur quelques re´sultats faciles,
bien connus et souvent utilise´s dans le contexte des congruences entre formes automor-
phes (voir les travaux de Hida, Ribet, etc.), et on les e´tend quelque peu.
Dans cette partie,O de´signe un produit fini d’anneaux de valuation discre`te et L (resp.
µ0) le produit des corps de fractions (resp. des ide´aux maximaux) de ces anneaux. On
de´signe par M un O-module libre de type fini.
4.1. Sous-modules sature´s. Pour tout sous-module N de M , on pose N sat := (N ⊗
L) ∩M dans M ⊗ L. On a N = N sat si et seulement si N est facteur direct de M .
Lemme 4.1.1. Soit u : N →M un morphisme injectif de O-module libre de rang fini.
Pour tout entier α assez grand, u(N)sat/u(N) et Ker (u⊗ (O/µ0
α)) sont isomorphes en
tant que O-modules.
De´monstration — On peut supposer que O est un anneau de valuation discre`te et que
u(N)sat = M . Par le the´ore`me des diviseurs e´le´mentaires, nous sommes ramene´s a` ne
traiter que le cas e´vident ou` M = O. 
4.2. Congruences. Jusqu’a` la fin de cette partie, A et B de´signent des sous modules
de M ve´rifiant A = Asat, B = Bsat et A ∩ B = 0, µ de´signe un ide´al maximal de O et
c ≥ 1 un entier.
4.2.1. On dit qu’il existe une congruence modulo µc entre A et B dans M , s’il existe
f ∈ A \ µA, g ∈ B \ µB, avec f − g ∈ µcM . On appelle module de congruence entre A
et B (dans M) le O-module (A ⊕ B)sat/(A ⊕ B). Ce module tient son nom du lemme
suivant.
Lemme 4.2.2. Il existe des congruences modulo µc entre A et B dans M si et seulement
si le module de congruence contient un sous-module isomorphe a` O/µc.
De´monstration — Soit π un ge´ne´rateur de µ. Si le module de congruence contient un
sous-module isomorphe a` O/µc alors il existe h ∈ (A ⊕ B)sat, avec πch ∈ A ⊕ B mais
πc−1h 6∈ A⊕ B. On a alors πch = f + g avec f ∈ A et g ∈ B, et puisque B = Bsat, on
a f ∈ πA si et seulement si g ∈ πB, ce qui n’est pas car πc−1h 6∈ A+B. On a donc une
congruence modulo πc entre f et g.
Re´ciproquement, si f et g sont en congruences modulo πc, alors l’e´le´ment h := (f −
g)/πc ∈ (A⊕B)sat est tel que πc−1h 6∈ (A⊕B). 
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4.3. Produit hermitien et congruences. Soit γ : O → O un automorphisme invo-
lutif d’anneaux. Pour tout module N libre de type fini sur O, on note N∗ le O module
des formes γ-line´aires (i.e. telles que f(an) = γ(a)f(n) pour a ∈ O, n ∈ N) sur N et
on appelle produit hermitien sur N tout morphisme O-line´aire pN : N → N
∗ tel que
pN (x)(y) = γ(pN (y)(x)) pour tout x, y ∈ N ; on dit que pN est non de´ge´ne´re´ s’il est
bijectif. Pour toute partie P de N , on note alors P⊥ l’ensemble des x ∈ N tel que
pN (P )(x) = 0 ; c’est un sous-module facteur direct de N . Si P est un sous-module de
N , on note pP : P → P
∗ la restriction de pN a` P .
Jusqu’a` la fin de cette partie, on de´signe par pM un produit hermitien non de´ge´ne´re´
sur M tel que B ⊂ A⊥.
Lemme 4.3.1. On suppose que (A+B)⊥⊕A est facteur direct dans M . Alors le module
de congruence entre A et B dans M est isomorphe a` A∗/pA(A).
De´monstration — Le morphisme naturel deO-modules (A⊕B)sat/(A⊕B)→ A∗/pA(A)
induit par pM est injectif car B est orthogonal a` A et surjectif car toute forme antiline´aire
sur A se prolonge par hypothe`se en une forme antiline´aire surM nulle sur (A⊕B)⊥, qui
du fait de la non-de´ge´ne´rescence de pM est l’image par pM d’un e´le´ment de (A⊕B)
sat.

Si u : N →M est un morphisme injectif de modules libres munis de produit scalaires
pN et pM non de´ge´ne´re´s, on note
tu : M∗ → N∗ la transpose´e de u et on appelle adjoint
de u le morphisme u∗ = p−1N ◦
tu ◦ pM .
Lemme 4.3.2. Pour tout entier α et tout ide´al maximal µ de O, on a
long
(
Ker (u⊗ (O/µα))
)
≤
1
2
valµ(det(u
∗u)).
De´monstration — Soit P = u(N)sat. Par le lemme 4.1.1, la longueur a` calculer est
majore´e par la µ-valuation du de´terminant de uP : N → P dans deux bases quelconques
de N et P . Or, puisque pN est non de´ge´ne´re´, u
∗
P : P → N est bien de´fini et u
∗u = u∗PuP .
Puisque det(uP ) divise det(u
∗
P ) dans O, le lemme est prouve´. 
5. Augmentation du niveau
5.1. Espaces de formes automorphes.
5.1.1. Niveau, type et poids. On fixe un sous-groupe compact ouvert K =
∏
vKv de
G(AF,f ) (le niveau). On note Σ l’ensemble fini ([Tit]) des places v ou` Kv n’est pas
un compact maximal hyperspe´cial et pour toute place µ d’un corps de nombres L, on
de´signe par Σµ la re´union de Σ et des places finies v de F de meˆme caracte´ristique
re´siduelle que µ. Pour tout ensemble Σ′ de places de F contenant Σ on de´finit l’alge`bre
de Hecke
HΣ
′
:= H(
∏′
v 6∈S Gv ,
∏
v 6∈S Kv)
qui est aussi le produit tensoriel restreint des H(Gv ,Kv) pour v 6∈ Σ
′. Cette alge`bre
contient l’ope´rateur de Hecke Tv de´fini en 3.3, pour toute place v 6∈ Σ
′ inerte dans E.
On fixe aussi une repre´sentation complexe lisse irre´ductible (J, V ) de
∏
v∈ΣKv (le
type), que l’on voit indiffe´rement comme une repre´sentation de K. Enfin, on fixe une
repre´sentation complexe continue irre´ductible (ρ,W ) de G(AF,∞) (le poids). On note ρ
∗
(resp. J∗) la repre´sentation duale de ρ (resp. J).
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5.1.2. Espaces de formes automorphes complexes. On appelle espace des formes auto-
morphes complexes de niveau K, de type J et de poids ρ l’espace vectoriel
SK,J,ρ,C := HomK×G(AF,∞)(J ⊗ ρ,B),
ou` B de´signe l’espace des fonctions complexes lisses (i.e. invariante par translation par
un ouvert de G(AF,f ) et C
∞ sur G(AF,∞)) sur G(F )\G(AF ). De manie`re trivialement
e´quivalente, on peut voir SK,J,ρ,C comme l’espace des fonctions complexes lisses f sur
G(F )\G(AF ) a` valeur dans V
∗ ⊗W ∗ et ve´rifiant
f(gku∞) = (J
∗(k)−1 ⊗ ρ∗(u∞)
−1)f(g) pour g ∈ G(AF ), k ∈ K, u∞ ∈ G(AF,∞).(3)
On peut ainsi voir SK,J,ρ,C comme le sous-espace des
∏
v 6=ΣKv-invariants d’un espace
de fonctions complexes sur G(F )\G(AF ) sur lequel G(AF ) agit a` gauche par translation
a` droite, de sorte que SK,J,ρ,C est muni d’une structure de H
Σ-module a` gauche.
Si f ve´rifie l’e´quation fonctionnelle (3), la restriction f ′ de f a` G(AF,f ) ve´rifie
f ′(ugk) = (J∗(k)−1 ⊗ ρ∗(u∞))f(g) pour tout g ∈ G(AF,f ), u ∈ G(F ), k ∈ K.(4)
et de´termine f par densite´.
5.1.3. Mode`le sur un corps de nombres. La repre´sentation (J, V ) de K se factorise par
un quotient fini. Il existe donc un corps de nombres L ⊂ C et un L-mode`le (JL, VL) de
(J, V ). Quitte a` grossir L, on peut supposer qu’il est stable par la conjugaison complexe,
ce qui donne un sens a` la notion de produit hermitien sur VL. Utilisant que JL(K) est
fini, nous choisissons un produit hermitien sur VL stabyle par JL.
Soit ρC le prolongement de la repre´sentation ρ du groupe alge´brique re´el G(AF,∞) =∏
σ|∞G(R) sur W en une repre´sentation de
∏
σ|∞G(C) sur le meˆme espace W . Comme
ρC est alge´brique, elle admet un mode`le sur un corps de nombres. Quitte a` grossir L,
on peut supposer qu’il existe un tel L-mode`le (ρL,WL), ρL e´tant une repre´sentation de∏
σ|∞G(σ : F → L), que l’extension L/Q est galoisienne et qu’enfin L contient F et
n’est pas inclus dans R.
Notons L0 le sous-corps L ∩ R de L, de sorte que [L : L0] = 2. Comme G(AF,∞) est
compact, ρ laisse stable un produit hermitien sur W , et il en va donc de meˆme de la
restriction de ρL a`
∏
σ|∞G(L0). Nous munissons WL d’une telle structure hermitienne.
Pour tout u ∈ G(F ), et tout plongement σ de F dans C, on a σ(u) ∈ L0 ; il s’ensuit
que l’e´le´ment σ∗(u∞) de GL(W ) est en fait un e´le´ment unitaire de GL(WL). Par ailleurs,
[Bor, 5.1] assure que G(F )\G(AF,f ) est compact, et donc est muni d’une unique mesure
de probabilite´ invariante a` droite. Ceci donne un sens a` la de´finition suivante.
De´finition . Soit SK,J,ρ,L le L-espace vectoriel des fonctions lisses de G(AF,f ) dans
V ∗L ⊗W
∗
L ve´rifiant l’e´quation fonctionnelle (4), muni du produit hermitien obtenu en
inte´grant celui de V ∗L ⊗W
∗
L sur G(F )\G(AF,f ). Pour toute L-alge`bre R, on de´finit le
R-module SK,J,ρ,R des formes automorphes a` valeurs dans L par
SK,J,ρ,R := SK,J,ρ,L ⊗L R,
c’est un R-module hermitien si R est muni d’une involution prolongeant la conjugaison
complexe de L.
Proce´dant comme en 5.1.2, on peut voir SK,J,ρ,R comme le sous-espace des
∏
v 6=ΣKv
invariants d’une repre´sentation unitaire de
∏′
v 6=ΣGv. Puisque H
Σ est commutative, ses
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e´le´ments agissent normalement sur SK,J,ρ,R, qui est donc un H
Σ ⊗Z R-module semi-
simple lorsque R est un corps.
5.1.4. Explicitons maintenant cette de´finition. Puisque G(F )\G(AF,f ) est compact, il
existe des e´le´ments x1, . . . , xh de G(AF,f ) tels que
G(AF,f ) =
h∐
i=1
G(F )xiK.
Pour tout i = 1, . . . , h, le groupe Γi = (x
−1
i G(F )xi) ∩K est fini car compact et discret,
et on a un isomorphisme
SK,J,ρ,L → ⊕
h
i=1(V
∗
L ⊗W
∗
L)
Γi(5)
f 7→ (f(x1), . . . , f(xh)).
D’autre part, le produit hermitien sur SK,J,ρ,L est a` une constante rationnelle pre`s la
somme sur i = 1, . . . , h de ceux des espaces (V ∗L ⊗W
∗
L)
Γi , ponde´re´e par les inverses des
cardinaux des sous-groupes Γi.
On a montre´ l’e´nonce´ suivant.
Lemme 5.1.5. L’espace SK,J,ρ,L est un H
Σ-mode`le de SK,J,ρ,C.
5.1.6. De´composition de SK,J,ρ,L. Appliquant 2.4 au H
Σ ⊗ L-module SK,J,ρ,L, on peut
supposer, quitte a` remplacer L par une extension finie, qu’il existe un ensemble fini
EK,J,ρ,L de caracte`res de H
Σ a` valeurs dans L et une de´composition
SK,J,ρ,L = ⊕ηSK,J,ρ,L(η)
(en fait, puisque SK,J,ρ,L est un H
Σ ⊗ L-module semi-simple, les sous-espaces propres
ge´ne´ralise´s SK,J,ρ,L(η) sont de simples sous-espaces propres pour l’action de H
Σ).
En particulier, dans le cas ou` J = 1C et ρ = 1C sont les actions triviales sur C, la
droite des fonctions constantes est un sous-HΣ⊗ZL-module de SK,1C,1C,L sur lequel H
Σ
agit par un caracte`re a` valeurs dans Z note´ ηconst. Pour toute place inerte v 6∈ Σ, on a
ηconst(Tv) = q(q
3 + 1), ou` q de´signe le cardinal re´siduel de Fv .
Rappelons qu’on dit que deux e´le´ments x et y de L sont congrus modulo µ si x− y ∈
µOL, ou` OL de´signe l’anneau des entiers de L. Le lemme suivant est utile pour se´parer
les caracte`res de HΣ.
Lemme 5.1.7. Soient η, η′ deux caracte`res de EK,J,ρ,L. Si pour presque toute place µ
de L, les restrictions de η et η′ a` H(Gv,Kv) sont congrues modulo µ, alors η et η
′ sont
congrus modulo µ.
De´monstration — Cela re´sulte imme´diatement de l’existence des repre´sentations ga-
loisiennes de Gal (E¯/E) attache´es a` η et a` η′ (cf. 6.3.1) et du the´ore`me de Cˇebotarev.

Lemme 5.1.8. Il existe un ensemble fini S1 de nombres premiers (ne de´pendant que de
(K,J, ρ)) tel que pour toute place µ de L ne divisant aucun e´le´ment de S1 et tout couple
de caracte`res η, η′ de EK,J,ρ,L ∪ {ηconst}, η est congru a` η
′ si et seulement si η = η′.
De´monstration — C’est e´vident. 
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5.2. Mode`les entiers. Nous n’allons pas de´finir de structures entie`res “globales” des
espaces pre´ce´dents, mais seulement en presque toute place µ de L.
5.2.1. De´finition de ρµ0 . Soit µ0 une place finie de L0 = L∩R. Notons Lµ0 le comple´te´
de L en µ0 et Oµ0 son anneau d’entiers, qui est une alge`bre semi-locale sur l’anneau des
entiers du corps local (L0)µ0 , munie d’une unique involution prolongeant celle de OL.
Pour toute place infinie σ de F correspondant a` un plongement F → L0, notons
σ−1(µ0) la trace de µ0 sur F par ce plongement, de sorte que Fσ−1(µ0) est plonge´ dans
Lµ0 . On a donc un morphisme naturel de groupes, compatible aux plongements deG(F ),
G(AF,f )→
∏
σ|∞
G(Fσ−1(µ0))→
∏
σ|∞
G(Lµ0).(6)
De´finissons une repre´sentation ρµ0 de G(AF,f ) sur W
∗
Lµ0
en composant (6) avec
ρLµ0 :
∏
σ|∞
G(Lµ0)→ GL(W
∗
Lµ0
).
Pour tout u ∈ F , l’e´le´ment ρµ0(u) de GL(W
∗
Lµ0
) est en fait dans GL(W ∗L) et on a l’e´galite´
ρµ0(u) = ρ(u∞).(7)
Enfin, on fixe un OL-re´seau V
∗
OL
(resp. W ∗OL) de V
∗
L (resp. W
∗
L).
5.2.2. De´finition des mode`les entiers.
De´finition. Pour toute place µ0 de L0, soit SK,J,ρ,Oµ0 le sous Oµ0 -module de SK,J,ρ,Lµ0
constitue´ des fonctions f telles que
ρ∗µ0(g)
−1f(g) ∈ V ∗Oµ0
⊗W ∗Oµ0
pour tout g ∈ G(AF,f ).
Par de´finition, ρµ0 se factorise par
∏
v G(Fv), ou` v de´crit l’ensemble des places de F de
meˆme caracte´ristique re´siduelle que µ0, de sorte que l’on peut donc encore voir SK,J,ρ,Oµ0
comme l’ensemble des
∏
v 6∈Σµ0
Kv-invariants d’un espace de fonctions sur G(AF,f ) sur
lequel
∏′
v 6∈Σµ0
Gv agit par translation a` droite. On en de´duit que l’action de H
Σµ0 sur
SK,J,ρ,Lµ0 laisse stable SK,J,ρ,Oµ0 .
5.2.3. De´finition de S2. Le morphisme de L-sche´mas en groupes∏
σ|∞
G×σ SpecL→ GL(V
∗
L ⊗W
∗
L)
induisant ρL se prolonge en un morphisme∏
σ|∞
G×σ SpecOL → GL(V
∗
OL
⊗W ∗OL)
au dessus d’un ouvert de SpecOL, d’ou` l’existence d’un ensemble fini S2 de nombres
premiers, ne de´pendant que de (K,J, ρ), tel que pour toute place finie µ0 de L ∩ R ne
divisant aucun e´le´ment de S2, le re´seau V
∗
Oµ0
⊗W ∗Oµ0
de V ∗Lµ0
⊗W ∗Lµ0
est stable sous la
restriction de J∗Lµ0
⊗ ρ∗Lµ0
au sous-groupe
∏
σ|∞G(Oµ0) de
∏
σ|∞G(Lµ0).
5.2.4. De´finition de S3. Par de´finition de la topologie ade´lique, il existe un ensemble S3
de nombres premiers tel que pour toute place finie v de F ne divisant aucun e´le´ment
de S3, on a l’e´galite´ Kv = G(Ov). Pour toute place finie µ0 de L0 ne divisant aucun
e´le´ment de S2 ∪ S3, 5.2.3 montre alors que la restriction de ρµ0 ⊗ JL a` K est a` valeurs
dans GL(V ∗OL ⊗W
∗
OL
).
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5.2.5. De´finition de S4. Comme en 5.1.4, conside´rons une famille x1, . . . , xh de repre´sen-
tants de G(F )\G(AF,f )/K et, pour i = 1, . . . , h, posons
Γi = (x
−1
i G(F )xi) ∩K.
Le sous-OL-module (V
∗
OL
⊗W ∗OL)
Γi du L-espace vectoriel (V ∗L ⊗W
∗
L)
Γi en est un re´seau.
De plus, il existe un ensemble fini de nombres premiers S4, tel que pour toute place
µ0 de L ∩ R ne divisant aucun e´le´ment de S4 et pour tout i = 1, . . . , h, la restriction
du produit scalaire de V ∗Lµ0
⊗W ∗Lµ0
a` (V ∗Oµ0
⊗W ∗Oµ0
)Γi est a` valeurs dans Oµ0 et non-
de´ge´ne´re´e. Quitte a` remplacer S4 par un ensemble le contenant, on suppose de plus que
S4 ne contient aucun des diviseurs des cardinaux des groupes finis Γ1, . . . ,Γh.
Lemme 5.2.6. Soit µ0 une place finie de L0 ne divisant aucun e´le´ment de S2∪S3∪S4,
alors SK,J,ρ,Oµ0 est un H
Σµ0 -mode`le de SK,J,ρ,Lµ0 , sur lequel le produit hermitien est
non de´ge´ne´re´.
De´monstration — Montrons que SK,J,ρ,Oµ0 est un re´seau de SK,J,ρ,Lµ0 . Pour tout
f ∈ SK,J,ρ,Oµ0 , g ∈ G(AF,f ), u ∈ G(F ) et k ∈ K, on a par (4) et (7)
ρ∗µ0(ugk)
−1f(ugk) = (J∗(k)−1 ⊗ ρ∗µ0(k)
−1ρ∗µ0(g)
−1ρ∗µ0(u)
−1ρ∗(u∞))f(g)
= (J∗(k)−1 ⊗ ρ∗µ0(k)
−1)(ρ∗µ0(g)
−1f(g)).
Sous les notations de 5.2.5, le calcul pre´ce´dent et 5.2.4 impliquent que f ∈ SK,J,ρ,Oµ0 si et
seulement si ρ∗µ0(xi)
−1f(xi) ∈ VOµ0⊗WOµ0 pour i = 1, . . . , h, et donc l’isomorphisme (5),
avec R = Lµ0 , induit un isomorphisme
SK,J,ρ,Oµ0 ≃
h⊕
i=1
(
ρ∗µ0(xi)(V
∗
Oµ0
⊗W ∗Oµ0
)
)Γi
.
Or, pour i = 1, . . . , h, le Oµ0 -module
(
ρ∗µ0(xi)(V
∗
Oµ0
⊗W ∗Oµ0
)
)Γi
est un re´seau du Lµ0-
espace vectoriel (V ∗Lµ0
⊗W ∗Lµ0
)Γi .
Il reste a` prouver que la restriction du produit hermitien SK,J,ρ,Oµ0 a` SK,J,ρ,Oµ0 est
a` valeurs dans Oµ0 et non de´ge´ne´re´e, ce qui de´coule de 5.2.5 puisque ce produit hermi-
tien est une somme directe, ponde´re´e par des e´le´ments inversibles de Oµ0 , de produits
hermitiens a` valeurs dans Oµ0 et non de´ge´ne´re´s. 
5.2.7. De´finition. On pose SK,J,ρ,R := SK,J,ρ,Oµ0 ⊗Oµ0 R pour toute Oµ0-alge`bre R.
Cette de´finition est compatible avec 5.1.3 par le lemme pre´ce´dent.
Remarque. Le lemme 5.2.6 montre en particulier que la restriction a` HΣµ0 des car-
acte`res de HΣ de´finis en 5.1.6 est a` valeurs dans l’anneau localise´ en µ de OL pour
presque toute place finie µ de L.
5.3. Formes anciennes et nouvelles en v0.
5.3.1. De´finition. On appelle corps de de´finition pour le triplet (K,J, ρ) tout corps
de nombres L ⊂ C comme en 5.1.3 et 5.1.6. On appelle bonne place relativement a`
(K,J, ρ) toute place finie de L ou L0 ne divisant aucun nombre premier des ensembles
Si, i = 1, . . . , 4, de´finis en 5.1.8, 5.2.3, 5.2.4 et 5.2.5.
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5.3.2. Notations. Dans ce paragraphe, on conserve toutes les notations de 5.1.1, on fixe
un corps de de´finition L pour (K,J, ρ) et une bonne place µ0 de L0. On fixe aussi une
place finie v0 6∈ Σµ0 , un sous-groupe compact maximal spe´cial K
′
v0 de Gv0 tel que les
points de Xv0 fixe´s par Kv0 et K
′
v0 soient voisins, et nous notons Bv0 le sous-groupe
d’Iwahori Kv0 ∩ K
′
v0 . Nous reprenons les notations X = Gv0/Kv0 , X
′ = Gv0/K
′
v0 et
A = Gv0/Bv0 du paragraphe 3 pour la place v0.
Nous posons enfin K ′ :=
∏
v 6=v0
Kv ×K
′
v0 et B :=
∏
v 6=v0
Kv × Bv0 . Puisque v0 6∈ Σ,
la repre´sentation J de K induit une repre´sentation de K ′ et B) que l’on de´signe par la
meˆme lettre et le corps de nombres L (resp. la place µ0 de L∩R) satisfait aussi a` 5.1.3
(resp. 5.2.3, 5.2.4 et 5.2.5) pour les triplets (K ′, J, ρ) et (B, J, ρ), de sorte que SK ′,J,ρ,L
et SB,J,ρ,L (resp. SK ′,J,ρ,Oµ et SB,J,ρ,Oµ) sont des mode`les de SK ′,J,ρ,C et SB,J,ρ,C (resp.
SK ′,J,ρ,Lµ et SB,J,ρ,Lµ).
On de´signe par R une Oµ0 -alge`bre.
5.3.3. Interpre´tation locale en termes d’arbre. Soit Γ l’image dans Gv0 du sous groupe
de G(F ) de´fini par l’intersection G(F ) ∩
∏
v 6=v0
Kv dans G(AF,f ). Comme G(F )Gv0 est
dense dans G(AF,f ), et puisque la restriction de la repre´sentation ρµ0 a` Gv0 est triviale,
on a l’e´galite´
SK,J,ρ,R = HomΓ(JL ⊗ ρL, C(X,R)).
Ceci nous permet voir SK,J,ρ,R comme le sous-module de C(X,R) ⊗Oµ0 (V
∗
Oµ0
⊗ V ∗Oµ0
)
des fonctions covariantes sous Γ. Lorsque R est muni d’une involution prolongeant celle
de Oµ0 , le produit hermitien sur SK,J,ρ,R est l’inte´grale sur Γ\X du produit tensoriel du
produit C(X,Z)×C(X,Z) → C(X,Z) par le produit hermitien de (V ∗Oµ0
⊗W ∗Oµ0
)⊗Oµ0R.
De meˆme, on a
SK ′,J,ρ,R = HomΓ(JL ⊗ ρL, C(X
′, R)),
SB,J,ρ,R = HomΓ(JL ⊗ ρL, C(A,R)).
5.3.4. Ope´rateurs entre espaces de formes automorphes. Les R-morphismes T , U1, U2,
U , U et TB de´finis en 3.5 entres les modules C(X,R), C(X
′, R) et C(A,R) commutent
a` l’action de Gv0 , donc de Γ, sur X, X
′, A′ respectivement. Les morphismes qu’ils
induisent par tensorisation par V ∗Oµ0
⊗W ∗Oµ0
de´finissent donc des R-morphismes entre
SK,J,ρ,R, SK ′,J,ρ,R et SB,J,ρ,R que nous notons par les meˆmes lettres. Ainsi, l’ope´rateur
T : SK,J,ρ,R→ SK,J,ρ,R est simplement l’ope´rateur de Hecke Tv0 ∈ H(Gv0 ,Kv0Zv0) de´fini
en 3.3 et 5.1.1.
Notons que HΣµ0 (resp. HΣµ0∪{v0}) agit sur SK,J,ρ,R (resp. SK ′,J,ρ,R et SB,J,ρ,R). On
fait de SB,J,ρ,R un H
Σ
µ0-module en faisant agir T par TB .
Lemme 5.3.5. Les R-morphismes T , TB, U1, U2, U , U
′ satisfont les assertions du
lemme 3.5.3. De plus, U1 et U2 (resp. U et U
′) sont des morphismes de HΣµ0 -modules
(resp. HΣµ0∪{v0}).
De´monstration — La premie`re assertion du lemme re´sulte de 5.3.3. La deuxie`me re´sulte
de ce que les e´le´ments de Gv et Gv0 commutent dans G(AF,f ) pour tout v 6= v0. 
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5.3.6. Formes anciennes et formes nouvelles. Nous de´finissons l’espace OB,J,ρ,R des
formes anciennes et l’espace NB,J,ρ,R des formes nouvelles a` valeurs dans R.
On pose tout d’abord
OB,J,ρ,Oµ0 := (U1 ⊕ U2)(S
2
K,J,ρ,Oµ0
)sat ⊂ SB,J,ρ,Oµ0 ,
NB,J,ρ,Oµ0 := O
⊥
B,J,K,Oµ0
⊂ SB,J,ρ,Oµ0 .
Puis, pour toute Oµ0 -alge`bre R,
OB,J,ρ,Oµ0 := OB,J,ρ,Oµ0 ⊗Oµ0 R ⊂ SB,J,ρ,R,
NB,J,ρ,Oµ0 := NB,J,ρ,Oµ0 ⊗Oµ0 R ⊂ SB,J,ρ,R,
Si R est une Lµ0-alge`bre, alors on a l’e´galite´ OB,J,ρ,R := (U1 ⊕ U2)(S
2
K,J,ρ,R) et,
puisque le produit hermitien sur SB,J,ρ,C est de´fini positif, la de´composition SB,J,ρ,R =
OB,J,ρ,R⊕NB,J,ρ,R. Ces assertions ne sont plus vraies a priori si R = Oµ0 , par exemple.
5.4. Le the´ore`me.
The´ore`me 5.4.1. Soit (K,J, ρ) un niveau, un type, et un poids comme dans 5.1.1.
Soit L un corps de de´finition pour (K,J, ρ) et µ une bonne place de L relativement a`
(K,J, ρ) au sens de la de´finition 5.3.1. Soit Σ la re´union de l’ensemble des places ou`
K n’est pas hyperspe´cial et soit ψ un caracte`re de HΣ tel que SK,J,ρ,L(ψ) soit non nul.
Soit enfin v0 une place de F inerte dans E, hors de Σ et de caracte´ristique re´siduelle
distincte de celle de µ, et λ = ψ(Tv0) ∈ Oµ. Si λ 6∈ {q(q
3 + 1),−(q3 + 1)}, notons c le
plus petit entier ve´rifiant
c ≥ valµ(λ− q(q
3 + 1))/2,
et si λ = −(q3+1), soit c = valµ(q
3+1) ; alors il existe une congruence modulo µc entre
OB,J,ρ,Oµ(ψ) et NB,J,ρ,Oµ dans SB,J,ρ,Oµ.
5.4.2. Remarques.
(1) Si λ = −(q3+1), alors valµ(q
3+1)2 ≥ valµ(λ− q(q
3+1)), de sorte que l’on peut
toujours prendre pour c la partie entie`re supe´rieure de valµ(λ− q(q
3+1))/2, ce qui
donne bien le the´ore`me 1 de l’introduction. Ce cas correspond aux repre´sentations
endoscopiques non tempe´re´es (cf. 6.4.1).
(2) Si q3 + 1 n’est pas nul modulo µ, i.e. si l’on est en caracte´ristique normale, alors
le the´ore`me reste vrai en prenant c = valµ(λ− q(q
3 + 1)) (voir 5.4.10).
(3) Soit H un anneau commutatif contenant HΣ et agissant sur SK,J,ρ,L et SB,J,ρ,L
de manie`re compatible aux structures entie`res et aux ope´rateurs U1 et U2 de´finis
en 5.3.4. Dans l’e´nonce´ du the´ore`me, on peut remplacer le caracte`re ψ par un
caracte`re de H tel que le sous-espace propre ge´ne´ralise´ SK,J,ρ,L(ψ) (cf. 2.4) est non
nul. On obtient ainsi des formes nouvelles sur lesquelles on connaˆıt l’action modulo
µc de l’alge`bre H tout entie`re. Cette pre´cision peut eˆtre utile dans les applications,
en particulier si on prend pour H le produit tensoriel de HΣ, avec un ou plusieurs
anneaux Zv, v ∈ Σ, ou` Zv est le centre de l’alge`bre de Hecke du type (Kv , Jv)
(voir 5.4.11).
(4) On peut vraisemblablement e´tendre le the´ore`me a` toutes les places µ de L a`
condition de prendre pour c le plus petit entier plus grand que valµ(λ − q(q
3 +
1))/2 − nµ, ou` nµ est un entier de´pendant de µ ∈ S (et de (K,J, ρ)) mais pas de
v0. Les de´tails sont laisse´s au lecteur inte´resse´.
Le reste de cette partie est consacre´e a` la preuve du the´ore`me pre´ce´dent.
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5.4.3. Notations. On pose
m := valµ(λ+ (q
3 + 1)),
n := valµ(λ− q(q
3 + 1))
d := dimL SK,J,ρ,L(ψ)
On note µ0 la trace de µ sur L0 = L ∩R et Oµ0 le comple´te´ de OL en µ0, et on pose
M0 := (U1 ⊕ U2)(SK,J,ρ,Oµ0 (ψ)
2)
et
M := (U1 ⊕ U2)(SK,J,ρ,Oµ(ψ)
2) =M0 ⊗Oµ0 Oµ.
Par le lemme 5.3.5, on a M sat0 = OB,J,ρ,Oµ0 (ψ) et M
sat = OB,J,ρ,Oµ(ψ) =M
sat
0 ⊗Oµ0 Oµ.
Comme en (4.3), on note M∗0 (resp. (M
sat
0 )
∗) l’ensemble des formes Oµ0 -antiline´aires
sur M0 (resp. M
sat
0 ) et pM0 : M0 →M
∗
0 (resp. pMsat
0
) la restriction du produit hermitien
de SB,J,ρ,Oµ0 a` M0 (resp. M
sat
0 ).
Lemme 5.4.4.
(i) Si λ 6= q(q3 + 1),−(q3 + 1), alors le morphisme de L-espaces vectoriels U1 ⊕ U2 :
SK,J,ρ,L(ψ)
2 → OB,J,ρ,L est injectif. En d’autres termes, les Oµ-re´seaux M et M
sat de
OK,J,ρ,Lµ(η) sont de rang 2d.
(ii) Si λ = −(q3 + 1), alors l’image de U1 ⊕ U2 : SK,J,ρ,L(ψ)
2 → OB,J,ρ,L est celle du
morphisme injectif U1 et les deux re´seaux M et M
sat de rang d sont e´gaux.
De´monstration — Soient (f1, f2) ∈ Ker (U1 ⊕ U2) ∩ SK,J,ρ,L(ψ) et u ∈ VL ⊗ WL.
Alors f1(u) et f2(u) appartiennent a` C(X,L) et ve´rifient U1f1(u) + U2f2(u) = 0 et
Tfi(u) = λfi(u) pour i = 1, 2.
Dans le cas (i), le lemme 3.5.3 (iv), applique´ a` R = L, implique que f1(u) et f2(u)
sont nulles. Comme ceci vaut pour tout u ∈ VL⊗WL, c’est que f1 et f2 sont nulles d’ou`
la premie`re partie du lemme.
Dans le cas (ii), alors le lemme 3.5.3, (i), implique l’e´galite´ U ′Ufi(u) = 0 pour i = 1, 2.
Par l’assertion (ii) du meˆme lemme, et puisque le produit hermitien sur SK ′,J,ρ,L est
de´fini positif, on a donc Uf1(u) = Uf2(u) = 0. Enfin, l’assertion (iii) montre que
f1(u) = f2(u), ce qui prouve que M est l’image de U1. Comme le lemme 3.5.3, (v),
montre que U1 est injectif sur SK,J,ρ,R pour toute Oµ-alge`bre R, le lemme 4.1.1 donne
enfin l’e´galite´ M =M sat. 
Lemme 5.4.5. Si λ 6= q(q3 + 1),−(q3 + 1), alors longOµ(M
sat/M) ≤ dm/2.
De´monstration — Le lemme 4.1.1 implique que pour tout entier α assez grand, le
Oµ-module M
sat/M est isomorphe au noyau de (U1 ⊕ U2)|SK,J,ρ,R(ψ)2 avec R = O/µ
α.
D’apre`s le lemme 3.5.3, (iii), ce module est encore isomorphe a`
{f ∈ SK,J,ρ,R(ψ), Uf est constante}
Par le lemme 5.3.5, on a pour tout f ∈ SK,J,ρ,R(ψ) telle que Uf est constante et tout
τ ∈ HΣµ0 l’e´galite´
(ηconst(τ)− ψ(τ))Uf = τUf − ψ(τ)Uf = Uτf − ψ(τ)Uf = 0.
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Or, comme les caracte`res ηconst et ψ ne sont pas congrus modulo µ, le lemme 5.1.7
implique que leurs restrictions a` H(Gv,Kv) sont distinctes pour une infinite´ de places
v 6∈ Σ. L’ensemble Σµ0 e´tant fini, on a ne´cessairement Uf = 0.
On a donc prouve´ que le Oµ-moduleM
sat/M est isomorphe a` KerU|SK,J,ρ,R(ψ). Or, le
lemme 3.5.3, (i) et (ii), implique l’identite´ U∗U = T + (q3 + 1) = λ+ (q3 + 1). Puisque
valµ(λ+ (q
3 + 1)) = m, on a valµ(detU
∗U) = md, et le lemme de´coule du lemme 4.3.2.

Lemme 5.4.6. (i) Si λ 6= q(q3 + 1),−(q3 + 1), alors
longOµ((M
∗
0 /pM0(M0))⊗Oµ0 Oµ) = d(m+ n).
(ii) Si λ = −(q3 + 1), alors longOµ((M
∗
0 /pM0(M0))⊗Oµ0 Oµ) = dvalµ(q
3 + 1).
De´monstration — (i) Par le lemme 4.1.1, longOµ(M
∗
0 /pM0(M0)) est la µ-valuation du
de´terminant de pM0 . Soit e1, . . . , ed est une base orthonorme´e de SK,J,ρ,Oµ0(ψ). Par le
lemme 5.4.4, la famille U1(e1), U2(e1), . . . , U1(ed), U2(ed) de vecteurs de M0 en est une
base sur laquelle la matrice de pM0 est, d’apre`s la proposition 3.5.4, la matrice (2d, 2d)
diagonale en des blocs (2, 2) tous e´gaux a`(
q3 + 1 λ
λ q(q3 + 1) + (q − 1)λ
)
.
Le point (i) re´sulte donc du fait que le de´terminant de la matrice (2,2) ci-dessus a pour
µ-valuation n+m (voir la remarque suivant la proposition 3.5.4).
Pour prouver (ii), remarquons que, par le lemme 5.4.4 et la proposition 3.5.4, la
matrice de pM0 est q
3 + 1 fois la matrice identite´ de dimension d. 
Proposition 5.4.7. Le module (M sat0 )
∗/pMsat
0
(M sat0 ) contient un sous-module isomor-
phe a` Oµ/µ
c.
De´monstration — Notant i l’injection canonique de M0 dans M
sat
0 , et i
∗ son adjoint
pour pM0 et pMsat
0
, on a la suite d’injections
M0
i
// M sat0
p
Msat
0
// (M sat0 )
∗ i
∗
// M∗0 ,
dont la compose´e est pM0 . Si λ 6= q(q
3 + 1), alors (M sat0 /M0) ⊗ Oµ = M
sat/M , et les
lemmes 5.4.6 (i) et 5.4.5 impliquent
longOµ
(
(M sat0 /pMsat
0
(M sat0 ))⊗Oµ
)
= longOµ((M
∗
0 /pM0(M0))⊗Oµ)− 2 longOµ(M
sat/M))
≥ d(n+m)− 2(dm/2)
= dn.
Comme (M sat0 )
∗/pMsat
0
(M sat0 ) est engendre´ par 2d e´le´ments commeOµ0 -module, la propo-
sition en de´coule.
Si λ = −(q3 + 1), alors le lemme 5.4.4 montre que (M sat0 /M0) ⊗ Oµ = 0, et la
proposition de´coule donc du lemme 5.4.6 (ii) et du fait que (M sat0 )
∗/pMsat
0
(M sat0 ) est
engendre´ par d e´le´ments. 
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Lemme 5.4.8. On a la de´composition orthogonale :
OB,J,ρ,Oµ0 = ⊕ηOB,J,ρ,Oµ0 (η)
De´monstration — L’inclusion OB,J,ρ,Oµ0 ⊃ ⊕ηOB,J,ρ,Oµ0 (η) et l’orthogonalite´ provi-
ennent de la de´composition du paragraphe 5.1.6 et du lemme 5.3.5. Le lemme 5.1.8
montre de plus que les caracte`res η qui interviennent sont deux-a`-deux distincts modulo
toutes les places divisant µ0. Le lemme de Nakayama permet alors d’en de´duire l’autre
inclusion. 
5.4.9. Preuve du the´ore`me 5.4.1. Posons A = SB,J,ρ,Oµ0 (ψ) = M
sat
0 et B = NB,J,ρ,Oµ0 .
Par le lemme 5.4.8, on a
(A⊕B)⊥ ⊕A = OB,J,ρ,Oµ0 .
On peut donc appliquer le lemme 4.3.1 aux sous-Oµ0-modules A et B de SB,J,ρ,Oµ0 , dont
on de´duit que (A⊕B)sat/A⊕B est isomorphe a` A∗/pA(A). Or, par la proposition 5.4.7.
A∗/pA(A)⊗Oµ0 contient un sous-module isomorphe a` Oµ/µ
c. Le lemme 4.2.2 applique´
aux sous-Oµ-modules A⊗Oµ et B ⊗Oµ de SB,J,ρ,Oµ ache`ve la preuve.
5.4.10. Preuve de la remarque 5.4.2 (2). Si q3+1 n’est pas nul modulo µ, prouvons qu’on
peut prendre c = n. On peut supposer n ≥ 1, auquel cas λ ≡ q(q3 + 1) 6≡ −(q3 + 1)
(mod µ). La formule (2) dans la preuve duu lemme 3.5.3 (iv) montre alors que le noyau
de l’ope´rateur U1 ⊕ U2 avec R = Oµ/µ est constitue´ de fonctions constantes, et est
donc nul puisque ηconst 6≡ ψ. Par le lemme 5.4.6, on en de´duit l’e´galite´ M = (U1 ⊕
U2)(SK,J,ρ,Oµ(ψ)
2) =M sat, c’est-a`-dire M sat0 ⊗Oµ =M0 ⊗Oµ.
Par ailleurs, la preuve du lemme 5.4.6 (i) montre que la matrice du produit hermitien
pM0 sur M0 dans une base ade´quate est diagonale par blocs (2,2) tous e´gaux a`(
q3 + 1 λ
λ q(q3 + 1) + (q − 1)λ
)
.
Comme cette matrice (2,2) a un de´terminant de µ-valuation m+ n = n et un premier
mineur inversible dans Oµ, ses diviseur e´le´mentaires sur Oµ sont les ide´aux Oµ et µ
n.
On en de´duit que (M0)
∗/pM0(M0) contient un sous-module isomorphe a` Oµ/µ
n, et qu’il
en va de meˆme de (M sat0 )
∗/pMsat
0
(M sat0 ). On conclut comme en 5.4.9.
5.4.11. Preuve de la remarque 5.4.2 (3). Dans ce cas, la de´composition de SK,J,ρ,L en
sous-espaces propres ge´ne´ralise´es pour H donne´e par 2.4 est plus fine que celle de 5.1.6
(notons que cette fois, la notion de sous-espaces propres ge´ne´ralise´s est ne´cessaire, car
l’action de H n’est pas semi-simple a priori) et les e´nonce´s 5.4.4 a` 5.4.7 restent donc
valables. Suivant le lemme 5.1.8, si l’on de´finit S de sorte que pour toute place µ ne
divisant aucun e´le´ment de S, les caracte`res η de H intervenant dans cette de´composition
sont distincts modulo µ, alors la preuve du lemme 5.4.8 fonctionne sans changement.
6. Repre´sentations automorphes et repre´sentations galoisiennes
La repre´sentation unitaire L2(G(F )\G(AF )) de G(AF ) est somme directe orthogonale
de repre´sentations unitaires irre´ductibles
L2(G(F )\G(AF )) ≃ ⊕m(π)π
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et les repre´sentations π qui apparaissent dans cette somme avec une multiplicite´ m(π) ≥
1 sont appele´s les repre´sentations automorphes de G. A` cette de´composition correspond
une de´composition (cf. 5.1.2)
B = ⊕m(π)πlisse,
ou` πlisse de´signe l’ensemble (dense) des vecteurs lisses de π.
6.1. Preuve du corollaire 2.
6.1.1. Des repre´sentations aux formes propres. Soient K, (J, V ), (ρ,W ) comme en 5.1.1
et soit π une repre´sentation automorphe telle que π∞ ≃ ρ et HomK(J, π) 6= 0. Alors
HomK×G(AF,∞)(J ⊗ ρ, π) = SK,J,ρ,C (en effet, pour tout f ∈ HomK×G(AF,∞)(J ⊗ ρ, π),
(v,w) ∈ V ×W , f(v⊗w) appartient a` πlisse, donc a` B). De plus, si η de´signe le caracte`re
donnant l’action de HΣ sur π
∏
v 6∈ΣKv , alors HomK×G(AF,∞)(J ⊗ ρ, π) ⊂ SK,J,ρ,C(η).
6.1.2. Des formes nouvelles propres aux repre´sentations. Soient de plus v0 et B comme
en 5.3, Σ′ un ensemble fini de places de F contenant Σ et η un caracte`re de HΣ
′
. Si
NB,J,ρ,C(η) est non nul, alors on peut construire une repre´sentation automorphe π
′ telle
que π′∞ ≃ ρ et HomK(J, π
′) 6= 0, telle que l’action de HΣ
′
sur π
∏
v 6∈Σ′ Kv soit donne´e
par η, et ve´rifiant de plus π′B 6= 0 et π′K = 0.
Soit en effet 0 6= f ∈ NB,J,ρ,C(η), soit (v,w) ∈ V ×W tel que f(v ⊗ w) 6= 0 et soit
π la repre´sentation unitaire engendre´ par f(v ⊗ w) dans L2(G(F )\G(AF )). Alors π a
une de´composition finie orthogonale (avec e´ventuellement des multiplicite´s) π = ⊕li=1πi
a` laquelle correspond une de´composition f(v ⊗ w) =
∑l
i=1 fi, avec fi ∈ π
B
i pour i =
1, . . . , l. Comme f ∈ NB,J,ρ,C, il existe un indice j, 1 ≤ j ≤ l, tel que fj n’appartienne
pas a` l’image de U1 ⊕ U2 (cf. §3.4 et de´finition 5.3.6). Comme πj est irre´ductible, la
proposition 3.6.2 implique que πKj = 0. Les autres assertions sont claires.
6.1.3. Preuve du corollaire 2. Soient π, v0 et µ ve´rifiant les hypothe`ses du corollaire 2,
π e´tant telle que π∞ ≃ ρ et HomK(J, π) 6= 0. Si η de´signe le caracte`re de H
Σ attache´
a` π, alors SK,J,ρ,C(η) 6= 0 par 6.1.1. Si l’on suppose que η(Tv0) ≡ q(q
3 + 1) (mod µ),
alors le the´ore`me 1, et le lemme de Deligne-Serre, donnent l’existence d’un caracte`re η′
de HΣµ congru a` η modulo µ et d’une forme 0 6= g ∈ NB,J,ρ,L(η
′) propre pour η′. La
construction 6.1.2 permet de conclure a` l’existence de π′.
En comple´ment du corollaire, on obtient :
Proposition 6.1.4. Gardons les notations du corollaire 2. Alors π′v0 est isomorphe soit
a` πs, soit a` St. Si q3 + 1 6≡ 0 (mod µ), on peut assurer que π′v0 ≃ St.
De´monstration — La premie`re assertion re´sulte imme´diatement du corollaire et de 3.6.6.
Pour la seconde, notons que la preuve du corollaire montre qu’on construit π′ telle que
TB agit sur (π
′
v0)
Bv0 par λ ≡ q(q3+1) (mod µ). Or, d’apre`s le lemme 3.7.2, TB agit sur
(πs)B par −(q3 + 1), et donc on ne peut avoir π′v0 ≃ π
s. 
6.2. Un lemme de the´orie des repre´sentations. Le but de ce paragraphe est de
montrer le re´sultat suivant, que nous utilisons dans la preuve du the´ore`me 3 (§6.3).
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6.2.1. Notations. Soit L ⊂ C un corps de nombres stable sous la conjugaison complexe
et µ une place de L. Soit τ une repre´sentation de Gal (E¯/E) de dimension d ≤ 3 sur
Lµ, telle qu’il existe un re´seau sur Oµ stable sous τ . Si Λ de´signe un tel re´seau, on note
τΛ la repre´sentation sur Oµ d’espace Λ induite par τ .
Proposition 6.2.2. Si τ est telle que τ c ≃ τ∗, alors elle admet un re´seau stable Λ tel
que τ cΛ ≃ τ
∗
Λ apre`s une extension des scalaires ramifie´e de degre´ ≤ 3.
6.2.3. La preuve de la proposition 6.2.2 utilise les deux lemmes suivants, pour lesquels
nous introduisons quelques notations.
Soient X l’immeuble de Bruhat-Tits attache´ a` GL3(Lµ),X l’ensemble de ses sommets,
S la partie de X fixe par τ et S = S ∩X. Rappelons que les points de X correspondent
aux classes d’homothe´ties [Λ] de Oµ-re´seaux Λ dans L
3
µ, et que ceux de S sont les classes
[Λ] avec Λ stable sous τ ([Bel2, lemme 3.1.2]).
Lemme 6.2.4. Il existe un automorphisme de complexe polysimplicial b de X , qui laisse
stable S, et tel que, pour tout [Λ] ∈ S, l’e´galite´ b([Λ]) = [Λ′] implique
τ cΛ ≃ τ
∗
Λ′ .
De´monstration — Voir [Bel-Che, 7.3.3]. 
Lemme 6.2.5. Si τ est irre´ductible et ve´rifie τ c ≃ τ∗, alors il existe un point de S fixe
par b apre`s une extension des scalaires ramifie´e de degre´ ≤ 3.
De´monstration — Comme τ est irre´ductible, l’ensemble S est fini d’apre`s [Bel2, prop.
3.2.1 et remarque suivante]. Par [B-T], il existe donc une facette F ⊂ S telle que
b(F ) = F . L’isobarycentre x de F ve´rifie b(x) = x et il est clair qu’apre`s une extension
ramifie´e de degre´ 1 + dimF de Lµ, on a x ∈ S. 
6.2.6. Preuve de la proposition 6.2.2. Si τ est irre´ductible, il suffit de combiner les deux
lemmes ci-dessus. Si τ ≃ τ1 ⊕ τ2, ou` τ1 et τ2 sont irre´ductibles de dimension 1 et 2
respectivement, alors on a τ ci ≃ τ
∗
i pour i = 1, 2 et on est ramene´ au cas ou` τ est
irre´ductible. Enfin, si τ est somme de caracte`res, alors S = S est re´duit a` un seul point
et le re´sultat re´sulte directement du lemme 6.2.4.
6.3. Preuve du the´ore`me 3.
6.3.1. Repre´sentations galoisiennes attache´es aux repre´sentations automorphes. Soit π
une repre´sentation automorphe pour G. D’apre`s les travaux de Rogawski, Blasius et
Rogawski (cf. [Bla-Rog, th. 1.9.1]), on peut attacher a` π un corps de de´finition L, et
un syste`me compatible ρµ : Gal (E¯/E) → GL(Mµ) de repre´sentations continues de
Gal (E¯/E) de dimension 3 sur Lµ, µ parcourant l’ensemble des places finies de L, qui
ve´rifient :
Pour toute place finie µ de L et toute place finie v de F non ramifie´e dans E ou` π
est non ramifie´e, et toute place w de E au-dessus de v, ρµ est non ramifie´e en w, et le
polynoˆme caracte´ristique de ρµ(Frob w) co¨ıncide avec celui de matpi,w.
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Fixons dore´navant une place finie µ de L. Compte tenu de la forme des matrices de
Hecke (3.6.7 et 3.8), il vient facilement que la repre´sentation ρµ ve´rifient
ρcµ ≃ ρ
∗
µ.
Appliquant la proposition 6.2.2, et en remplac¸ant e´ventuellement Lµ par une extension
ramifie´e de degre´ ≤ 3, on en de´duit qu’il existe un re´seau Λ de L3µ, stable sous ρµ, tel que
la repre´sentation ρΛ de dimension 3 sur Oµ d’espace Λ induite par ρµ ve´rifie ρ
c
Λ ≃ ρ
∗
Λ.
6.3.2. (Le lecteur pourra comparer avec [Clo, partie 6].) Choisissons une base de Λ, ce
qui nous permet de voir ρΛ comme un morphisme Gal (E¯/E)→ GL3(Oµ) et rappelons
que γ est un e´le´ment d’ordre 2 de Gal (E¯/F ) relevant la conjugaison de Gal (E/F ),
cf. 2.1. Pour toute matrice M de GL3(Lµ), on pose M
∗ := tM−1. L’existence d’un
isomorphisme ρcΛ ≃ ρ
∗
Λ, se traduit par celle d’une matrice A ∈ GL3(Oµ) telle que pour
tout g ∈ Gal (E¯/E)
ρΛ(γgγ
−1) = AρΛ(g)
∗A−1.(8)
Notons H l’image de ρΛ, C le groupe a` deux e´le´ments {1, c} La relation (8) permet de
faire agir C sur le sous-groupe H de GL3(O/µ
n) en faisant ope´rer c parM 7→ AM∗A−1.
On de´finit H˜ := H ⋊ C comme e´tant le produit semi-direct attache´ a` cette action.
La relation (8) implique que ρΛ se prolonge en un morphisme ρ˜Λ : Gal (E¯/F ) → H˜ en
posant {
ρ˜Λ(σ) := ρΛ(σ)⋊ 1, σ ∈ Gal (E¯/E)
ρ˜Λ(γ) := 1⋊ c
6.3.3. Soit n ≥ 1 un entier. Notons Hn la re´duction de H modulo µ
n, c’est-a`-dire
l’image de H par le morphisme GL3(Oµ) → GL3(Oµ/µ
n), notons H˜n le produit semi-
direct Hn⋊C et ρ˜n : G˜al (E¯/F )→ H˜n le morphisme de groupes induit par ρ˜Λ. Soit l la
caracte´ristique re´siduelle de µ et ωln : Gal (E¯/F )→ (Z/l
nZ)∗ le caracte`re cyclotomique.
Comme l’e´le´ment (1⋊c,−1) de H˜n×Z/l
nZ est l’image de γ par ρ˜n×ωln , le the´ore`me de
Cˇebotarev implique l’existence d’un ensemble de densite´ analytique strictement positive
de places v de F telles que ρ˜n(Frob v) = 1 ⋊ c et ωln(Frob v) = −1. Or, toute place v
de F de´compose´e dans E ve´rifie Frob v ∈ Gal (E¯/E) soit ρ˜n(Frob v) ∈ GL3(Oµ/µ
n)⋊ 1,
d’ou` l’existence d’un ensemble de densite´ analytique strictement positive de places v de
F inertes dans E telles que ρ˜n(Frob v) = 1⋊ c et ωln(Frob v) = −1.
Soit v une place de cet ensemble et q le cardinal re´siduel de Fv ; ve´rifions que v ve´rifie
la conclusion du the´ore`me 3. D’une part, on a l’e´galite´ q + 1 ≡ 0( mod µn) puisque
q = ωl∞(Frob v) ≡ −1 (mod µ
n). D’autre part, en notant w la place de E au dessus de
v, on a Frob w = Frob
2
v, d’ou` l’e´galite´ dans GL3(Oµ/µ
n)
ρn(Frob w) = (ρ˜n(Frob v))
2 = (1⋊ c)2 = 1 =

 q
2
1
q−2

 ,
ce qui par 3.7 implique que l’ope´rateur de Hecke Tv agit sur π
Kv
v par q(q
3+1) (mod µn).
6.4. Applications aux repre´sentations endoscopiques non tempe´re´es.
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6.4.1. Rappels. Une repre´sentation automorphe pourG est dite endoscopique non tempe´re´e
si elle ve´rifie les proprie´te´s e´quivalentes suivantes
(a) πv est isomorphe a` π
n en une place v inerte dans E.
(b) πv est isomorphe a` π
n en presque toute les places v inertes dans E.
(b’) πv est isomorphe a` π
n en presque toute les places v inertes ou` π est non ramifie´e.
(c) Il existe deux caracte`res de Hecke χ et φ de E, ve´rifiant χc = χ−1 et φc = φ−1,
tels que pour toute place w de E la matrice de Hecke matw(π) soit
diag(χ(̟w)φ(̟w)|̟w|
1/2, φ(̟w), χ(̟w)φ(̟w)|̟w|
−1/2),
ou` ̟w de´signe une uniformisante de Ew.
(d) π est non tempe´re´e en presque toute place et est de dimension infinie.
L’e´quivalence entre (a) et (b) re´sulte de [Rog3, th. 13.3.6 (c)], l’e´quivalence entre (b)
et (c) de [Rog2, pages 395-398] ; que (c) implique (d) est clair, car les matrices de Hecke
des repre´sentations 1-dimensionnelles sont de la forme
diag(φ(̟w)|̟w|, φ(̟w), φ(̟w)|̟w|
−1)
et (d) implique (c) re´sulte de la classification des A-paquets de G rappele´e en [Rog1,
2.9], de la construction de la repre´sentation galoisienne associe´e et des conjectures de
Weil, prouve´es par Deligne.
On conjecture en ge´ne´ral que les repre´sentations automorphes qui sont tempe´re´es en
presque toutes places le sont partout. Pour G = U(3), nous montrerons ce re´sultat a`
l’aide du the´ore`me 1 dans un prochain travail. Sans recourir a` ce re´sultat, convenons
d’appeler abusivement tempe´re´es les repre´sentations automorphes qui le sont en presque
toute place.
The´ore`me 6.4.2. Soit π une repre´sentation automorphe non tempe´re´e et L un corps
de de´finition pour π. Pour presque toute place µ de L il existe une repre´sentation auto-
morphe tempe´re´e π′ telle que π′ ≡ π (mod µ).
De´monstration — Le corollaire 2 et le the´ore`me 3 montrent pour presque toute place
µ de L, l’existence d’une repre´sentation π′, d’une place inerte v0 ou` π est non ramifie´e
telles que (π′v0)
Bv0 6= 0 et (π′v0)
Kv0 = 0 ve´rifiant π′ ≡ π (mod µ).
Reste a` montrer qu’on peut imposer que π′ soit tempe´re´e.
La forme des matrices de Hecke interdit que π′ soit de dimension 1, quitte a` ex-
clure encore un nombre fini de l. Supposons par l’absurde que π′ est endoscopique
non tempe´re´e, et soit χ′,φ′ les caracte`res de Hecke de E attache´e a` π′. On a χ ≡ χ′
(mod µ), ψ′ ≡ ψ; (mod µ). En particulier, les signes des e´quations fonctionnelles ǫ(χ)
et ǫ(χ′) sont les meˆmes (cf. [Del1]). D’apre`s [Rog2, the´ore`me 1.2], la multiplicite´ de π
(resp. π′) est donne´e par
m(π) = 1/2(1 + ǫ(χ)(−1)N+degQ F )
(resp. m(π′) = 1/2(1 + ǫ(χ′)(−1)N
′+degQ F )) ou` N (resp. N ′) est le nombre de places
inertes ou ramifie´es ou` π est du type πs (cf. loc. cit pour le sens exact de “de type πs”).
En la place v0, on a π
′
v0 ≃ π
s car π′v0 ≃ St exclurait que π
′ soit endoscopique (cf. [Rog3,
th. 14.6.4]), tandis que πv0 ≃ π
n. Au places v 6= v0, un choix ade´quat de poids K et du
type J assure que π′v de type π
s si et seulement si πv l’est. On a donc N
′ = N +1. Ceci
exclut que m(π)m(π′) ≥ 1, et cette contradiction prouve le the´ore`me. 
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