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ABSTRACT
ABSTRACT
The main objective of this thesis is to develop relatively simple but reasonable 
engineering models within a CFD software framework to simulate fire in a 
compartment and fire growth and propagation in enclosures in which solid 
combustibles are involved through wall or ceiling linings. Gas phase combustion, 
radiation and solid fuel combustion are addressed in this study. At the heart of this 
study is the integration of the three sub-models representing the key elements 
mentioned above in compartment fire development and other auxiliary calculations 
such as the evaluation of the radiative properties of gas-soot mixture, temperature 
calculation for non-burning solid surfaces, etc. into a complete fire spread model.
Shortcomings in the conventional six-flux radiation model are highlighted. These 
were demonstrated through a simple artificial test case and corrected in the modified 
six-flux model. The computational cost and accuracy of the six-flux model and the 
discrete transfer method (DTM) using different number of rays are also investigated.
A simple empirical soot model is developed based on experimental observations that 
soot formation occurs in the fuel rich side of the chemical reaction region and the 
highest soot concentration is found in the same region. The soot model is important to 
evaluate the radiative properties of the gas-soot mixture in fires.
By incorporating the gas-phase combustion model, the radiation models and the soot 
model, substantial improvement in the predicted upper layer temperature profiles is 
achieved in the simulations of one of the Steckler's room fire test. It is found that
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radiation plays an important, perhaps dominant role in creating the nearly uniform 
temperature distribution in the upper layer.
The integral method to calculate temperatures of non-combustible solids is extended 
to be capable of dealing with the non-linearity of the reradiation at the solid 
surface(top surface) exposed to a fire and the convective heat loss at the opposite 
surface. The integral method is economic and simple for the calculation of 
temperatures of non-combustible solids.
Pyrolysis models for nonchaning and charring solid combustibles are developed. The 
mass loss rates produced by the noncharring model for PMMA are in excellent 
agreement with experimental data. The charring model produced predictions for the 
mass loss rates and temperature distribution of a wood sample in very close 
agreement to that measured.
Finally, qualitative and quantitative verifications for the integrated fire spread model 
are carried out. The model is demonstrated to be capable of both qualitatively and 
quantitatively predicting fire, fire growth and development within compartment fire 
scenarios.
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Chapter 1
INTRODUCTION
1.1 Background
Fire is a process of combustion in which combustible species react intensely with 
oxygen in air. Combustion reactions liberate the potential energy stored in the 
chemical bonds holding together the molecules of fuel. Consequently, burning of a 
typical fuel releases energy. As a result of incomplete combustion, fires also generate 
soot and toxic gases. In an enclosure scenario, the high temperature of the hot gases, 
strong radiation emitted primarily from small soot particles, and toxic gases arising 
from incomplete combustion, all pose a lethal environment to the people remaining in 
the enclosure.
Unwanted fires not only claim a great toll in terms of property damage, but also 
endanger people's lives. Throughout the world, 65-75,000 people die in fire 
annually[Brushlinsky, 1997]. The cost of fires including direct damage, indirect 
damage, fire service maintenance, fire protection to building and fire insurance is 
about 1% of each country's gross national product(GNP)[Brushlinsky, 1997]. In 1995 
in the United Kingdom, 808 fire deaths were reported in which nearly 600 people 
were killed in dwelling fires [Home Office Statistics Bulletin, 1997]. In China(the 
home of the author), in 1994, 2748 people died in fires, while direct property losses 
were about 1240M Yuan(approximately £100M), accounting for 3.8 per cent of 
GNP[Wang and Fan, 1997]. Particularly devastating fires include the fire in the Kings 
Cross underground station(November, 1988) in London which claimed 31 people's
Chapter 1________________________________________________INTRODUCTION
lives. While, in 1977, a fire at the Beverley Hill Supper Club in Kentucky killed 164 
people[Canter, 1990]. Furthermore, "80 percent of the people killed by fires are at 
home or at leisure elsewhere in hotels or other publics places; a full 80 percent of 
these are killed in their own homes"[Lyons, 1985]. Therefore protection of life and 
property from enclosure fires has become a major concern.
In real enclosure fires, following the initiation of the fire, three phases of fire 
development generally occur:
a) growth stage, in which the local fire grows smoothly, the end of this phase is usually 
followed by flashover which is marked by a sharp increase in fire growth rate;
b) fully developed stage, in which all combustible materials are involved in 
combustion, this is marked by a period of almost steady burning, and finally;
c) decay stage, in which the fire begins to decline having consumed most of the fuel. 
If there is not sufficient oxygen available during the early stage of fire development, 
the fire may self extinguish. But an extremely devastating event backdraft may also 
be possible to occur due to the shortage of oxygen. Although the flaming combustion 
is restrained due to insufficient supply of oxygen, the pyrolysis of combustible 
materials may still continue to release combustible gases. A sudden fresh air supply, 
for instance the opening of a door or breaking of a window by a fire fighter, may 
create an explosive fire due to the mixing of the extremely vitiated combustible 
mixture in the room with the fresh air.
Flashover is a hazardous phenomenon since once it takes place the people remaining 
in the fire compartment are unlikely to survive. The initial phase of fire growth is 
essential for people to evacuate, and so concerns arise to predict fire growth in its
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early stage. In recent years, there has been considerable experimental and theoretical 
research regarding the growth of compartment fires and fire spread. This has 
generated considerable experimental data about fires and flammability of 
combustibles and understanding of fire behaviour. This in turn has lead to the 
development and use of mathematical models to simulate and predict fire 
development in buildings. The motivation to utilise fire models is twofold. Firstly, for 
a specified room fire scenario, due to low cost and ease of use compared with 
experiments, it is desirable to predict the fire development using mathematical models 
in terms of measurable material properties, the geometric configuration of the 
compartment and the physical state of the environment. Secondly and perhaps more 
importantly, "from a life-safety and operational standpoint, the ability to make 
accurate predictions of the spread of fire, smoke, and toxic gases opens up many 
possibilities for combating these problems, as well as for taking effective preventive 
measures. The ability to prevent the hazards from developing becomes especially 
important as new and exotic materials become available"[Jones, 1984].
There are essentially two types of fire models. One kind of fire modelling is called 
zone modelling. This approach divides the fire compartment into several distinct 
zones deemed relatively uniform in temperature and composition. Generally two 
zones are used: "upper layer zone" for hot upper layer beneath the ceiling and the fire 
plume and "lower layer zone" for the remaining part of the compartment. In each zone 
variables are assumed to be uniform but can vary with time. Conservation equations 
for mass and energy in each zone are derived in the form of ordinary differential 
equations and solved numerically. Advanced zone models include the effects of the 
fire plume, radiation, convective energy losses through walls, ceiling and the floor and
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the fire spread over solid fuel surf aces [Karlsson, 1992; Quintiere et al., 1995]. 
However, the shortcomings of zone models stand out as the problems grow more 
complex. First of all, it is not easy to determine the number and locations of zones 
representing the fire situation since they are not always obvious. Secondly, zone 
models include empirical relationships and constants derived from experiments. They 
may not be valid in certain applications as configurations change and become more 
complex. Thirdly, the underling assumption that the uniform fire characteristics such 
as air temperature, density and smoke concentration are held in each zone may break 
down in complicated fire scenarios[Galea, 1989].
As relatively inexpensive powerful computers emerge, the mathematical modelling 
based on computational fluid dynamics (CFD) becomes an alternative attractive 
approach to investigate the behaviour of the enclosure fire growth. This kind of 
modelling technique is often called "field modelling". Compared with zone models, it 
appears the more versatile and involves a minimum of empiricism and builds the 
empiricism on a more fundamental level. The fluid flow is described by a set of three- 
dimensional, partial differential equations that govern fluid flow. This set consists, in 
general, of the following equations: the continuity equation, the three momentum 
equations that govern the conservation of momentum per unit mass in each of the three 
space dimensions, the equation for conservation of energy, the equations for a 
turbulence model and other equations for scalar variables such as species concentration, 
soot concentration and so on. A general purpose CFD package numerically solves these 
governing equations at discrete moments in time and points in space. Field models can 
provide quantitative differences in physical variables throughout the computational grid. 
Fire field models have been used to investigate the development of hazardous conditions
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within fire enclosures such as high rise building[Galea et al., 1996], 
underground[Simcox et al., 1988], aircraft cabin[Galea and Markatos, 1991], road 
tunnel[Kumar and Cox, 1985] and fire-sprinkler interactions[Hoffman et al., 1988]. A 
description of other fire field model applications can be found in Stroup[1995].
Simulation results produced by fire field models have the potential of providing more 
detailed information than what can easily be gathered from real fire tests. The 
numerical simulations may be repeated several times with the same geometric 
configuration but different environmental conditions. This will help establish the 
conditions leading to flashover or backdraft and hence take effective preventive 
measures accordingly. However, fire field modelling is still in its preliminary stage of 
development. The potentials of this technique have not been fully exploited. The fire 
simulation problems represent one of the most difficult areas in CFD: the numerical 
solution of recirculating, three-dimensional turbulent buoyant fluid flow with heat and 
mass transfer. Combustion is often ignored in engineering applications and the fire is 
treated as a simple prescribed source of heat and smoke. Generally, when combustion is 
included, it is approximated using relatively simple one-step reaction mechanisms for 
gaseous or liquid fuels such as methane. While these combustion models increase the 
complexity of the simulation, they still ignore or greatly simplify many important 
combustion aspects. One of the major simplifications is the use of fluid rather than solid 
fuels. In these cases, in addition to the simplifications associated with turbulence, 
chemical mechanisms, reaction rate, soot formation and thermal radiation, the charring 
and pyrolysis processes, as well as the flame spread over solid surfaces are ignored.
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1.2 The Aims of My PhD Study
This study is motivated by the desire to construct a potentially useful tool to 
quantitatively predict the fire growth and propagation in enclosures. Reasonably 
accurate predictions to fire spread process in room fires are helpful to understand the 
fire behaviour and its interactions to the environmental conditions. More importantly, 
however, as the protection of life in home is a central concern, fire prevention 
technology must address the earliest stages of the ignition and growth of the unwanted 
fire.
Fire and fire spread are extremely complex processes involving chemical and physical 
changes of combustible materials and surrounding conditions, simplifications must be 
made when simulating the development of fire in enclosures. A fundamental question 
arises when it is expected to develop an integrated model incorporating major essential 
aspects of fire spread such as gaseous combustion, soot formation and thermal radiation 
and solid phase processes:
  Is it possible to arrive at reasonably accurate predictions of fire behaviour in a 
compartment from using relatively simple models representing these aspects 
mentioned above?
  Furthermore, will it be possible to use these models to predict the onset of
flashover and backdraft conditions?
This question is associated with the confidence in use of this advanced modelling 
technique. To answer it systematic validation should be done by comparing model 
predictions with experimental results and theoretical analyses. If the answer is yes, the 
practical problems are:
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  Is it affordable to integrate the primary essential elements of fire spread into the 
simulations of fire spread processes if only limited computing power is available 
which is not uncommon in the applications of engineering purpose?
  Is it possible to reduce the cost by introducing relatively simple sub-models to 
simulate fire development for engineering application purposes?
  What kind of data are required as an input of the integrated model? It is important 
for engineering applications that the input data required in the integrated model are 
measurable and can be obtained from bench or small-scale experiments or can be 
found from the literature.
An essential phenomenon in enclosure fires, in particular domestic fires, is that most of 
fuel is in condensed phase such as wood tables, chairs, lining materials etc.. Fire spread 
over lining materials will reduce the time to flashover especially when vertical upward 
fire progress is involved. And standard full-scale tests of fire spread over lining 
materials have been designed to evaluate the flamniability of building materials. When 
solid fuels are burning, interactions between the gas-phase and solid-phase processes 
become important. An elemental problem is:
How to express these interactions in some relatively simple way so that reasonable 
predictions of fire development can be obtained from the integrated fire spread 
model?
Many materials char when burnt. The mass loss processes of charring materials involve 
many very complicated physical and chemical material interactions and the associated 
mathematical description of these changes may be extremely complex. Reasonable 
approximations are demanded to form a relatively simple mathematical representation of
_ .
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the complex mass loss processes. This relatively simple formulation is also required if a 
potentially versatile integrated fire spread model applicable to various engineering 
purposes is to be developed.
Due to the very high temperature (usually above 1000K) at the char surface, the 
boundary condition at the surface becomes highly non-linear due to the surface 
reradiation. Numerically, this high non-linearity needs to be dealt with carefully if 
reasonably accurate, yet flexible and efficient predictions of mass loss rates are to be 
made.
Radiation is the dominant mode of heat transfer in a large-scale enclosure fire. Radiation 
models should be included in the integrated fire spread model to improve the prediction 
accuracy. However, radiation calculations are tedious and time consuming. Since better 
accuracy requires more calculations in general, a balance between the accuracy and the 
expense must be taken into consideration to select an appropriate radiation model.
Nowadays, field models have few limitations in terms of geometrical configuration that 
can be considered. Accordingly the component models used in the integrated model and 
the associated input data required are expected to fit this high level of flexibility to 
increase the possibility to numerous engineering applications.
Efforts have been made in this thesis to develop simple but reasonable engineering 
models within a CFD software framework to simulate gas fires in a compartment and 
fire growth and propagation in enclosures in which solid combustibles are lined on walls 
or ceiling. Attention has been focused on all the problems and issues presented above.
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1.3 Layout of the Thesis
An overview of the key aspects of fire behaviour together with a summary of the 
relevant experimental data is provided in chapter 2. In addition, a review of the field 
modelling approach to fire simulation is also provided in chapter 2.
A simple heat source fire field model of the type commonly used in engineering 
applications is developed and through comparison with experimental data its 
shortcomings are analysed in chapter 3. This model forms a basis of comparison for the 
more complex models developed in later chapters.
In chapter 4, a simple gas phase combustion model is developed and its capabilities are 
demonstrated through comparison with one such similar model.
Chapter 5 is devoted to the soot formation process and the thermal radiation. The soot 
formation process is briefly described and a simple soot model is developed. The 
calculations of the radiative energy exchanges are then presented.
In chapter 6, the models, the gaseous combustion model, the radiation models and the 
soot formation models, described in the preceding chapters are incorporated into an 
integrated model to simulate the experimental test used in chapters 3. These simulations 
serve as part of validation for the final integrated fire spread model that is presented in 
chapter 8.
In chapter 7, a pyrolysis model for non-charring material is developed and compared
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with experimental data, The model is then extended to include the effects of char that is 
also compared with experimental data.
An integrated model for the simulation of fire development within enclosures is finally 
developed and presented in chapter 8. This model contains all the work performed in the 
previous chapters and is a result of the efforts trying to resolve all the questions raised in 
the last section. To partially verify the model, the model is used to simulate two real fire 
tests involving the burning of the non-charring and charring combustible solids.
Finally, a summary of the achievements of work reported in this thesis is presented in 
chapter 9.
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Chapter 2
COMPARTMENT FIRES AND MODELLING
2.1 Compartment Fires
A compartment fire refers to a fire that starts, grows and develops within a room or 
similar scenario within a building. The fire that eventually burns down a house or a 
large building first starts as a localised fire. The localised fire is small at its initial 
stage and grows smoothly. Depending on availability of sufficient oxygen the fire 
may develop into two different patterns after incipience. A schematic description of 
fire development is depicted in figure (2.1.1). If sufficient fresh air is supplied through 
ventilation, the fire growth will continue. When the fire is large enough, radiation 
becomes the dominant mode of heat transfer. Radiation from the fire, the hot upper 
layer and the hot solid surfaces will preheat remote combustible objects that may 
eventually become involved in the fire. Thus the fire will increase rapidly.
Temperature
decaying
growing
*« jnay lead to backdraft
Time
Fig. 2.1.1: Schematic of the course of the fire development within enclosures.
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At the end of the growth stage, a sharp increase in fire growth rate takes place. In a 
very short space of time, all combustible surfaces and objects erupt into flames. This 
phenomenon is called flashover. Time to flashover is critical for life since after 
flashover occurs people remaining in the fire compartment are unlikely to escape. At 
onset of flashover, the temperature of the upper hot layer typically approaches over 
500 °C[Hagglund et. aL, 1974] and the heat flux at the floor may reach a level of
^20kW/m [Waterman, 1968], thus making the atmosphere lethal.
Another type of flashover may occur within the combustible gases themselves. 
Unburnt combustible gases may form a deepening hot upper layer beneath the ceiling. 
The concentration of unburnt pyrolysed fuel within the layer increases with time. A 
critical point will be reached when the combination of the concentration of these 
gases and their temperature is such that they themselves rapidly combust creating a 
flashover which engulfs the entire compartment.
After flashover, the fire is in a fully developed stage. All combustible objects are 
involved in burning. The fire is usually ventilation controlled since much more 
pyrolysis products are released than can be consumed by the fire. The unburned 
gasified volatiles flow out the fire room through openings and may burn outside the 
compartment. Eventually the combustibles are consumed one by one and the fire dies 
away.
If there is insufficient oxygen to allow flaming combustion to continue, or flashover 
to occur, the fire will be throttled back and vitiated burning may develop. This is 
extremely hazardous, for while flaming combustion may be greatly reduced, pyrolysis
12
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of the fuel may continue to produce combustible gases within the hot compartment. A 
sudden in rush of fresh air created by for example, the opening of a door or breaking 
of a window by a fire fighter, may cause the room to erupt into flame with large 
flames emerging from the opening posing a significant threat to firefighters. This 
phenomenon is known as backdraft.
As protection of life from fires is the central concern of the fire safety and protection 
engineering, fire prevention technology must address the earliest stage of growth of 
the unwanted fires. In recent years, considerable research has been performed 
regarding the spread of fires within compartments. Bench, small-scale and full-scale 
fire experiments have been conducted to understand and establish the conditions at 
which a fire develops and spreads.
Flashover is the short transition from a growing fire to a fully developed fire. During 
this short period, all solid combustible surfaces erupt into flame and the fuel 
controlled fire becomes a ventilation controlled fire. Since the unburnt combustible 
volatiles flow out of the fire compartment with the hot gas mixture, it is very often 
observed that there is an intense fire protruding from the fire compartment after 
flashover. It is generally accepted that flashover occurs when the gas temperature 
beneath the ceiling is above approximately 500 °C. Based on experimental results, 
Waterman[1968] concluded that at the onset of flashover the heat flux at the floor 
may reach around 20k W/m. Experiments [Waterman, 1968; Hagglund et al., 1974] 
suggest that there is a critical burning rate which must be exceeded for a flashover 
occurrence. Another important condition for the occurrence of flashover concerns the 
heat release rate from the fire. Several correlation have been derived to estimate the
13
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heat release rate required for flashover, the most common of which are: 
l)Babrauskas[1980]
(2.1.1) 
where A0 is the area of the door opening and H0 is the height of the door.
2)McCaffreyetal.[1981]
1/2 , (2.1.2) 
where /zk is an effective heat transfer coefficient and Aw is an effective surface area.
3)Thomas[1981]
Q = 0.78AT + 378A0 Jfj^ (2.1.3) 
where AT is the total internal surface area.
These correlation are derived from the concept of the two-layer zone model. The 
coefficients appearing in the correlation are based on data from a limited number of 
experiments. For Babrauskas's correlation(equation (2.1.1)), the ventilation factor
(A0 JH0 ) ranged from 0.03 to 7.51 m5/2 and the surface area to ventilation factor 
ratios (Ar/A0 ^H0 ) ranged from 9 to 65 m~ 1/2 . The derivation of McCaffrey's
correlation(equation (2.1.2)) did not take the heat loss through radiation into account 
and the experiments used to obtain data did not contain combustible lining material on 
walls and ceiling. The fires in those experiments were generally located near the 
centre of the room.
Although the backdraft phenomenon has not been as widely investigated as flashover,
14
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some characteristics have been obtained from experiments[Fleischmann et al., 1994; 
Gottuk et al., 1997]. Gottuk et al.'s study showed that the fuel mass fraction is the key 
factor for backdraft development. Gottuk et al. conducted a series of full-scale 
backdraft experiments using diesel as fuel. They concluded that the critical fuel mass 
fraction for backdraft is 0.16 for fully vitiated conditions. This conclusion may be 
expected to extend to other hydrocarbon fuels due to the same lower flammability 
limit on a mass basis[Gottuk et al., 1997]. A series of small scale backdraft 
experiments were carried out by Fleischmann et al.[1994]. The tests were carried out 
in a half scale residential room that was 1.2m high, 1.2m wide and 2.4m long. The 
window or door was simulated by a 0.4m high and l.lm wide opening hatch centred 
in the short wall opposite the burner. A methane burner was placed against the wall 
opposite the opening. In each experiment the fuel flow to the burner was left on for a 
predetermined time period. 5 seconds after the gas flow was terminated the hatch was 
opened. A spark to re-ignite the fuel was either left on the entire time or not turned on 
until the hatch was opened. In the experiments, it was observed that the vertical 
temperature distribution is nearly uniform after the sealed compartment is fully 
vitiated. Before the hatch was opened, the gaseous fuel concentration increased 
steadily and the 62 and CO2 levelled off. A gravity current immediately moves into 
the room after opening the hatch. After re-ignition, a flame travels through the mixed 
layer driving the combustible gases out of the room. The re-ignited flame burns along 
the front and the top of the entrained air. It takes about 2 to 3 seconds to observe a 
large fireball exiting the compartment. During this short period of the backdraft 
explosion, there are intense pressure pulses generated. When flames exit the 
compartment the pressure reaches its first peak value. Then the second significant rise 
of the pressure takes place as the large fireball erupts outside the compartment. The
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pressure then drops rapidly due to a repercussion of the fireball. After the backdraft 
explosion, the fuel mass fraction dramatically drops to a very low level.[Fleischmann 
et al., 1994]
Sufficient data and insight into the fire evolution within compartments obtained from 
bench, small-scale and full-scale experiments have made it possible to numerically 
simulate fires in compartments. The simulation results produced by a model may 
provide us more detailed information than could have been learnt from a real fire test. 
As more powerful computers emerge, the mathematical modelling based on 
computational fluid dynamics (CFD) becomes an alternative attractive approach to 
investigating the behaviour of the enclosure fire growth because of its ease of use and 
low cost compared to fire trials. For a specified room fire scenario, it is desirable to be 
able to predict the fire development in terms of measurable material properties, the 
geometric configuration of the compartment and the physical state of the 
environment. However, this is not to say that models are capable of replacing 
experimentation entirely. Experimentation is still vital for validation purpose and for 
the collection of fundamental data to be used in these models. Computer models can 
be used to better target the scenarios that need experimental investigations.
2.2 CFD Fire Modelling for Enclosure Fires
Simulation of fire growth and spread within enclosures is a very difficult task. Not 
only are the gas-phase and solid-phase combustion processes complex in their own 
right, but in addition we must also contend with the interaction between turbulence, 
gas-phase combustion, radiation and solid phase behaviours. Over the past 15 years
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considerable effort has been expended in developing fire field models capable of 
predicting the development of hazardous conditions within fire enclosures [Galea, 
1989; Galea and Markatos, 1991; Markatos and Cox 1984; Simcox et al., 1988; Yeoh 
et. al., 1995]. At the heart of these fire field models is the Computational Fluid 
Dynamics (CFD) code and a large proportion of these models are based on commercial 
CFD software such as PHOENICS [Spalding, 1981] and CFX [Burns and Wilkes, 
1987]. The former is, for example, the core of the JASMINE [Markatos et al., 1982] 
code and an aircraft cabin fire model [Galea and Markatos, 1991] while the latter has 
been used, for example, in the Kings Cross Underground fire [Simcox et al., 1992] 
investigation, as well as aircraft [Galea et al., 1993] and high rise building fire scenarios 
[Galea et al., 1996].
The CFD based fire field model is essentially made up of two components, i.e., 
transport and combustion. The transport phenomena are core to the fire field model 
and consider the manner in which mass, momentum and energy is transported and 
conserved throughout the flow domain. The convection (and conduction) component 
is generally provided by the CFD code to which is added a radiation model.
The majority of practical fire modelling applications has been concerned with the 
spread of heat and smoke in complex structures and so combustion has either been 
ignored or greatly simplified. In cases where combustion is ignored the fire is treated as 
a simple prescribed source of heat and smoke. While this approximation may appear 
crude it can produce good agreement with experimentally derived temperature 
measurements [Kerrison et al., 1994a,b] for room fire scenarios. Generally, when 
combustion is included, it is approximated using relatively simple one-step reaction
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mechanisms [Kumar et al., 1991; Yeoh et al., 1995] for liquid or gaseous fuels such as 
methane. While these simple combustion models increase the complexity of the 
simulation, they still ignore or greatly simplify many important combustion aspects. 
One of the major simplifications is the use of fluid rather than solid fuels. In these 
cases, in addition to the simplifications associated with turbulence, chemical 
mechanisms, reaction rate, soot formation and thermal radiation, the charring and 
pyrolysis processes, as well as flame spread over solid surfaces are ignored. Some 
recent work has attempted to predict fire spread in enclosures through the use of field 
models incorporating the primary elements affecting fire spread within compartments 
such as turbulence, gas-phase combustion, radiative energy exchanges, solid fuel 
combustion and so on [Luo and Beck, 1996; Opstad, 1995; Yan and Holmstedt, 1996; 
Jiaetal., 1997, 1999a, 1999b].
The motivation to develop such fire spread models that are capable of producing 
reasonably accurate predictions to fire growth and development within enclusours is 
twofold. For a specified room fire scenario, it is desirable to predict the fire 
development in terms of measurable material properties, the geometric configuration 
of the compartment and the physical state of the environment. Reasonably accurate 
predictions to fire spread process in room fires are helpful to understand the fire 
behaviour and its interactions to the environmental conditions. Perhaps more 
importantly, from a life-safety and operational standpoint, as the protection of life in 
home is a central concern, fire prevention technology must address the earliest stages 
of the ignition and growth of the unwanted fire. "The ability to make accurate 
predictions of the spread of fire, smoke, and toxic gases opens up many possibilities 
for combating these problems, as well as for taking effective preventive
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measures" [Jones, 1984].
In the work of Luo and Beck[1996], a very simple empirical flame spread model on 
polyurethane surfaces was used. The radiative energy exchanges were described by the 
discrete transfer method and radiative properties of the gas-soot mixture were calculated 
by considering the local concentrations of CC>2, H2O and soot. The sooting processes 
were modelled using the soot formation model proposed by Magnussen et al.[1977]. 
This compartment fire spread model was used to simulate the full-scale multi-room 
fire spread experiments conducted by the authors. In these tests foam mattresses were 
used as fuel. Reasonable predictions of the trends for the experiments were obtained.
Attempts to model fire spread within enclosures have been reported by Opstad[1995]. 
His idea was to apply small-scale measurements into CFD-modelling. Cone 
Calorimeter test data were used to derive the thermal properties of building products 
and burning of lining materials was modelled by direct use of heat release 
measurements obtained from the tests. The ignition temperature concept was 
employed to determine the ignition of solid fuels. The ignition temperature was 
supposed to be a function of exposure as a way of correction of fixed thermal 
properties and simplification of deriving thermal properties from the heat conduction 
equation. In this treatment the obvious assumption is that the behaviour of burning 
building materials in a large room fire is the same as that in the bench scale tests. 
However, in reality the reaction of combustible materials in a large-scale fire to the 
exposure may be significantly different from that in a small-scale fire. And the 
behaviour of combustible solids also depends on the exposure time, in particular when 
the heat wave in the solid hits the back face. Therefore it is very important to select
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proper heat release data as input to produce reasonable predictions.
Recognising the disadvantages of the method above, Yan and Holmstedt[1996] used a 
pyrolysis model to simulate the mass loss processes of the combustible solid. The 
ablation approach was adopted. The material properties, called the optimised 
equivalent properties, were derived from the Cone Calorimeter test results. By using 
these properties, it was expected that the pyrolysis model could be applicable to 
realistic composite materials. However, it was not clear how they dealt with the 
interactions between the gas phase combustion and the solid phase response. 
Furthermore, it was not clear how the highly non-linearity of the solid surface 
reradiation was treated.
The recently developed CFD software SOFIE[Rubini, 1996] was utilised by Lewis et. 
al.[1997] to simulate a real compartment fire experiment[Steckler et. al., 1982] using 
methane. The simulations included systematic variations of model elements such as 
with/without radiation, use of different models to represent the burner and different mesh 
densities. The most distinguished feature of the work is the demonstration of the flamelet 
gas phase combustion model that "offers the additional prospect of incorporating more 
detailed chemistry such as in relation to the generation of CO into the room fire 
prediction"[Lewis et. al., 1997]. However, application of the flamelet approach to the 
more complex process of fire spread over solid fuel surfaces still remains questionable.
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2.3 The Governing Equations of Turbulent Diffusion Flames
Fires within enclosures involve turbulent diffusion flames. The fluid flows of 
turbulent diffusion flames contain aspects of fluid dynamics, transport processes, 
thermodynamics and chemistry. The central equations governing the phenomena of 
interest here consist of the Navier-Stokes equations and supplementary consevation 
equations for species concentrations. They are a set of three dimensional, time- 
dependent, non-linear partial differential equations, representing conservation of 
mass, momentum, energy and chemical species. Due to the random fluctuations in the 
turbulent flow pattern, statistical rather than instantaneous treatment is used to 
develop these conservation equations. This is achieved by averaging the fluctuations 
of both flow and thermochemical properties.
The mean value 0 of a variable 0 can be defined as
  «+l/2Ar
0 = I/At | 0dt (2.2.1)
where At is the time interval which is large compared with the time scale of the 
turbulent fluctuations while is small relative to the time scale of macroscopic change 
of the variable. This is referred to as ensemble averaging.
The time dependent variables are split into mean and fluctuating parts. For 
compressible flows the Favre average is density-weighted averaging, defined by
0 = /?0/P (2.2.2) 
0=0+0* (2.2.3)
with p(f>" = 0, where 0 is the fluctuating part and the superposed bar indicates the
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mean value. For simplicity, in the following discussion the tilde over any single 
variable is omitted and the superposed bars over the tensor product and the product of 
a variable and a vector indicate Favre averages.
With Favre averaging, the equations of continuity, momentum equation and scalar are 
given by
dp/31 + V(p s ) = 0 (2.2.4)
3 (p a )/3t + V(p s <8> u ) = b +V(a-p a ® s ) (2.2.5)
a (p<j>)/at + V(p sQ = V(rv<|) -p aj ) + s^ (2.2.6)
where b is the body force vector, F is the diffusion coefficient, S$ is the source term 
and a is the stress tensor.
The two unkonwn terms p u <8> u and p ~u^ are respectively called the Reynolds stress
and the Reynolds flux. They need modelling to close the governing equations. The k-e 
turbulence model is one of the most widely used turbulence models. Based on the 
eddy viscosity hypothesis, two additional variables k, the turbulent kinetic energy, and 
£, the dissipation rate, are introduced to model directly the Reynolds stress and 
Reynolds flux. The transport equations for k and e [AEA Technology, 1991] are
3(pe)/3t +V(p s e)-V((^T/a£)Ve) = Cie/ fc(P+C3max(G,0))-C2p£2/ k (2.2.7) 
and
3(pfc)/3t +V(p s fc)-V((|LH-|iT/ak)V^) = P+G-pe (2.2.8) 
respectively, where P is the shear production defined by
P = \L'Vs (Vs +(V<7 )T) -1 Vu (\i'Vt +pk) (2.2.9)
3
and G is the buoyant production defined by
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G = -|Li7pgVp (2.2.10)
which, with the Boussinesq buoyancy approximation, can be written as
(2.2.11)
where g is the gravity vector.
Using the k-£ turbulence model, the governing equations can be rewritten as
3p/3t + V(p u ) = 0 (2.2.12)
3 (p u )/3t + V(p u ® u ) = b -Vp' + V(^(V u + (V ti )T)) (2.2.13)
a(p0)/at + v(p«0-rv$= s^ (2.2.14)
where |i' = ji + JIT, H = F + FT with u.T = C^k2le and FT = (IT/^T where GT is the 
turbulent Prandtl number.
The governing equations for all fluid variables can be expressed in the general form:
S (2.2.15)
where 50 is the source term and <j) stands for any one of the following variables: the
velocities u, v, w in three co-ordinate directions, the enthalpy h, the turbulent kinetic 
energy k, its dissipation rate £, the mixture fraction £ the mass fraction of fuel mf ,
the soot concentration and so on. For the continuity equation (() takes the value of one. 
The four terms in the general form of governing equations represent accumulation, 
convection, diffusion and source respectively.
Since fire is a gas phase phenomenon involving the production and destruction of 
chemical species and small particles, heat release and radiative heat transfer, it is
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necessary to represent all these processes in the governing equations. They may be 
incorporated as a part of the source term of the appropriate individual governing 
equation. The flow can only be determined from the governing equations with models 
describing these complex processes.
In a fire system, heat is released during the processes of chemical reactions. It should 
be represented as a part of the source term in the equation of energy conservation. In 
cases where combusiton is ignored the fire is treated as a simple prescribed source of 
heat release. When combustion is included, gas-phase combustion models will 
provide the mathematical expressions of the rate of the heat release. Chapter 4 will 
present a brief review of combustion models aimed at identifying a represnetative gas- 
phase combustion model for the simulation of fire growth and spread within 
enclosures.
Radiative heat transfer is the dominant mode of heat transfer in most fire systems. It 
creates source and sink terms in the energy equation. Radiation models should be 
included in numerical simulations for these fire systems to calculate the source and 
sink terms in the energy equation due to the contributons from radiation. In Chapter 5, 
two radiation models commonly used in fire simulations are briefly described and the 
method used to incorporate the model into the CFD based fire model is outlined.
The chemical species and particles such as soot may be created and destroyed in the 
chemical reactions associated with combustion. These phenomena are described by 
source terms in the corresponding conservation equation for each individual species 
or particle. To complete the closure of the governing equations, models for the
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creation and destruction of these species and particles are needed. These models may 
be gas-phase models or soot formation models. Some sooting models are presented in 
Chapter 5.
Flame spread over solid fuel surfaces is controlled by two central mechnisms heat 
tranfer to the solid fuel and the gas-phase combustion [Fernandez-Pello and Hirano, 
1983]. It is a result of complex interactions between the gas-phase behaviour and the 
solid-phase behaviour. The solid-phase behaviour can be modelled by solid-phase 
models which may describe the heat conduction in the solid fuel and mass loss 
processes involving complex physical and chemical changes and transport processes 
in the condensed phase, while the gas-phase behaviour may be represented by the 
governing equations. Furthermore, the solid-phase processes and the gas-phase 
processes may be coupled together by the boundary conditions at the interface of the 
gas phase and solid phase. These boundary conditions embody the interactions 
between the two phases. A detailed description of the boundary conditions at the 
gas/solid surface will be mathematically expressed in Chapter 7 and 8.
The CFD code used in this study, i.e. CFDS-FLOW3D(an early version of the CFX 
code) did not include gas-phase combustion models, radiation models and solid fuel 
pyrolysis models. The main objective of this research was to develop and test these 
models and corresponding computer codes within the framework of the selected CFD 
software. The models developed in the present studies and their integration within the 
CFD software are expected to be able to quantitatively predict the fire growth and 
propagation within enclosures for engineering applications.
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2.4 The Numerical Solutions to the Governing Equations
The governing equations for turbulent reacting flows described in the preceding section 
consist of a set of three dimensional, time dependent, non-linear partial differential 
equations. In general their exact solutions can not be obtained by analytical methods. 
Consequently, the numerical techniques called Computational Fluid Dynamics(CFD) 
have been developed to solve them numerically and approximately.
The basic principle of CFD is to replace the continuous differential governing equations 
with simple discretised algebraic equations that can be solved with relative ease. The 
first step is to partition the calculation domain into a number of small volumes or cells. 
This partition also creates a number of grid points associated with the small cells. The 
discretised algebraic equations derived from the governing differential equations 
represent the relations of the values of the dependent variables at a group of grid points. 
Thus the solutions of these algebraic equations are expected to come close to the exact 
solutions of the governing equations with increase in the number of the small volumes 
or the grid points.
A general purpose CFD software is a suite of programs for the simulation of complex 
processes involving fluid flow, heat transfer and chemical reactions. It provides 
numerical codes to solve these discretised algebraic equations in each cell to obtain the 
various parameters of interest such as temperature, pressure, flow velocities, species 
concentrations, etc.
The CFDS-FLOW3D software Version 2.3.3 [Burns and Wilkes, 1987] (Note: later
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version of this software is called CFX) was selected as a numerical tool for these 
studies. This is a general purpose CFD package. Compressibility is assumed and the 
perfect gas law is used to describe the equation of state. In this software, all solid 
surfaces are modelled with non-slip conditions for the velocities. The usual 'wall 
functions' [AEA Technology, 1991] are used to compute shear stresses at solid 
surfaces.
Since the differential governing equations and hence the derived discretised algebraic 
equations are, in general, non-linear and coupled, it is not practical to solve them 
simultaneously. Actually a sequential rather than simultaneous procedure is adopted 
for calculating fluid flow. This numerical procedure is called outer iteration, in 
contrast to the so-called inner iteration in which the algebraic equations for one 
dependent variable at a time are solved. In the outer iteration, the equation for each 
variable is solved in sequence. A set of nominally linear algebraic equations for the 
particular variable at the nodes of the mesh is obtained by substituting the current 
values of the other variables into the corresponding discretised equation. The linear 
algebraic equation at a control volume is mathematically expressed as [AEA 
Technology, 1991]
(2.4.1)
where the summation is over the neighbouring cells of the control volume p. In 
equation (2.4.1), Am is commonly known as the coefficients and the source term is 
linearized. An updated solution for this particular variable is generated by iteratively 
solving the linear equations by using a particular linear equation solver that is 
designated to the equations by the CFD software or by the user. For example, the 
CFDS-FLOW3D code has the following linear equation solver: LINE SOVLVER,
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ICCG(preconditioned conjugate gradients), STONE(full field stone's method) and so 
on[AEA Technology, 1991]. In principle, the inner iteration for each variable is not 
completely converged since the calculation for the flow is at an intermediate stage and 
hence excessive amount of work for each variable at this stage is a waste of time and 
effort. In the next outer iteration, the tentative coefficients, Am , in the algebraic 
equations will be refined using the updated values of the variables. This process will 
carry on until a stopping criterion for the outer iteration is satisfied or the maximum 
number of iteration is performed.
In this way, it appears that the approximate solutions of one particular variable can be 
obtained without major difficulties provided the flow field is known. However, the 
central obstruction blocking the obtainment of the flow field is the unknown pressure 
field. The source terms for the momentum equations contain the pressure gradient and 
no equation is particularly specified to obtain the pressure field. But the pressure field 
is indirectly governed by the continuity equation. The velocity field generated from 
the momentum equations by using appropriate pressure field values must satisfy the 
continuity equation. Thus, a mechanism of iterative pressure correction and velocity 
correction is established aimed at reducing the mass residual source term of the 
continuity equation to zero. The best known method implementing this mechanism is 
called the SIMPLE algorithm. Its detailed description can be found in [Patankar, 
1980].
In CFDS-FLOW3D(Version 2.3.3), the sequence of the equations solved in the outer 
iteration is listed below in terms of the variables: 
1) u the velocity component in the x co-ordinate;
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2) v the velocity component in the y co-ordinate;
3) w the velocity component in the z co-ordinate;
4) the pressure. The pressure field is obtained using the pressure correction 
algorithm. Two options, SIMPLE and SMPLEC[AEA Technology, 1991], of the 
algorithm are provided by the software;
5) the turbulence kinetic energy (if the flow is turbulent);
6) the turbulence dissipation rate(if the flow is turbulent);
7) the temperature;
8) the enthalpy;
9) ,..., n) extra scalars.
Of course, the technique is of no value if a converged solution cannot be reached. In 
the CFDS-FLOW3D software (Version 2.3.3) the standard convergence criterion for 
the outer iteration is based on the mass source residual reducing to a tolerance specified 
by the user. If the outer iteration is not stopped by the measure, then a maximum 
number of iteration set by the user will be performed.
Under-relaxation is a technique to enhance the possibility of generating convergent 
solutions at the end of the outer iteration. Under-relaxation slows down the changes of 
the variables and coefficients. Thus, instability due to nonlinearity and interlinkage of 
the governing equations may be surmounted. Linear under-relaxation may be 
implemented by letting the updated values of one dependent variable being between 
the previous values and the values newly obtained from the inner iteration for the 
corresponding dependent variable. The linear under-relaxation is in a range of 0 to 1. 
In addition, linear under-relaxation can also be applied to other quantities and
29
Chapter 2 ______________________________COMPARTMENT FIRES AND MODELLING
coefficients such as density, diffusion coefficient, source terms and even boundary 
conditions.
When the source term in equation (2.2.15) depends on the corresponding variable 
(j), should be linearised in terms of (j) since the discretised equation for <|) solved in
the inner iteration is required to be linear algebraic and diagonally dominant. This is 
done also because in many applications it is too crude to treat the source term as a 
constant. In this way, can be expressed as
« Sp<|>. (2.4.2)
The basic rule for this expression is that must be negative. Negative may help 
yield a strongly diagonally dominant matrix [Patankar, 1980], and hence, is conducive 
to obtain more accurate and stable solutions from the nominally linear algebraic 
equation for (}).
The wall shear stress and convective heat transfer at the wall are calculated using the 
so-called wall functions[AEA Technology, 1991]. This is because there is a thin 
laminar sub-layer close to the wall in which "turbulent motion must be damped down 
by the action of viscosity and the shear stress must ultimately be transmitted to the wall 
in the same manner as in a laminar boundary layer"[Kay and Nedderman, 1985]. 
Consequently, the governing equations for the turbulent main flow do not accurately 
represent the flow motion in the region near the wall. The description below for the wall 
functions follows the treatment in the user manual of The CFDS-FLOW3D software 
Version 2.3.3[AEA Technology, 1991]. Let T denote the wall shear stress. By 
introducing a new quantity defined as
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the dimensionless velocity and the dimensionless distance from the wall are defined as
(PT*) 1/2«/T (2.4.4) 
and
/ = (PT*) 1^. (2.4.5)
The dimensionless velocity has a functional relation with the dimensionless distance 
as
if/ < /o, or, =l/Kln(£ /) if/ > /0 (2.4.6) 
where K and are constants, /o is the upper root of
. (2.4.7)
Similarly, a dimensionless temperature is defined as
r = (pT,) 1/2cp(rw-7y2w (2.4.8)
where Tw and <2w are the wall temperature and the wall heat flux respectively. The 
dimensionless temperature is a function of / as
7+ = / if / < /T, or, r = oT/Kln(F /) if / > v+T , (2.4.9) 
where Pr = <JT and are constants, and /T is the larger root of
/>r / = aT/Kln(F/). (2.4.10)
2.5 Verification of the CFD Based Fire Models
While field models of compartment fires incorporate increasing number of complex 
elements of physical and chemical processes which may occur, concerns are arising 
about the accuracy and credibility of the models and elaborate numerical methods 
essentially associated with these models. The systematic comparison of fire field
Chapter 2_______________________________COMPARTMENT FIRES AND MODELLING
model predictions with experimental data (often termed 'validation') is a crucial step 
in the general acceptance of this technique and in determining the scope of its 
application. While no degree of successful validation will prove a fire model correct, 
confidence in the technique is established the more frequently it is shown to be 
successful in as wide a range of applications as possible.
The experimental data selected to validate the model developed in this study will 
briefly be described below. The detailed description for these experiments will be 
provided in the appropriate chapters.
One set of experimental benchmark fire data that has been used to validate fire field 
models[Kerrison, 1994a,b; Lewis et. al., 1997] is provided by the series of 
compartment fire tests investigated by Steckler et. al.[1982]. This involved a gas 
burner located at various positions on the floor of a small room with various openings. 
The burner was supplied with commercial grade methane at a fixed rate to produce a 
constant fire strength. In the series of fire tests the size of the ventilation, the burner 
power and position were systematically changed to investigate the nature of the fire 
induced flows in the compartment. The experimental data consists of the detailed 
velocity and temperature distribution in doorway, the vertical temperature distribution 
at the room corner and mass flux flowing into and out of the room. Data from this 
series of tests are often used to validate basic fire models.
Quintiere et al.[1979] carried out a series of small-scale compartment fire tests using 
PMMA as fuel. The door width and the PMMA sample size were systematically 
varied. Some key measured data characterising the steady state of the compartment
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fire, such as upper layer gas temperature, ceiling temperature, heat flux at the floor, 
air entrained rate etc., were provided. This series of tests is satisfactory to validate 
models describing the burning of non-charring solid fuel in a compartment.
Bench scale tests of burning PMMA [Rhodes, 1994] can be used to validate sub- 
models attempting to simulate non-charring solid fuel pyrolysis. The PMMA samples 
were burned in a Cone Calorimeter at three different levels of external radiation 
fluxes. The comparing quantity is the mass loss rate.
Charring model can be verified by comparing the model predictions with the 
experiment conducted by Kashiwagi et al.[1987]. Kashiwagi et al. carried out several 
experiments to investigate wood burning under different surrounding conditions. The 
varied conditions included the oxygen concentration in the air flow and the external 
radiation flux level. In these cases the comparison can focus on the history of the mass 
loss rate and temperatures of the solid fuel at different positions.
Finally, a series of experiments[Jia et al., 1999e] were conducted by the Home Office 
Fire Experimental Unit, Fire Research and Development Group(FRDG), specially for 
the task of validating the fire spread model developed as part of this research. A sheet 
of chipboard was lined over the whole expansion of the ceiling of a half scale 
compartment. The experimental data consists of temperatures in the solid fuel, the 
vertical air temperature distribution near the door, upper layer temperature and 
radiation fluxes at different positions.
As mentioned before, the aim of this study is to develop a fire growth and spread
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model integrating sub-models representing gaseous combustion, radiative energy 
exchanges and solid phase combustion. This integrated model has been developed and 
validated step by step and the results are presented in this thesis. First, a model 
including the gas phase combustion model and radiation model will be verified in 
Chapter 6 by comparing the model predictions for the Steckler's room fire with the 
experimental data. Then the pyrolysis sub-models of non-charring and charring 
material burning are examined in Chapter 7 by comparing the model predictions with 
the experimental data obtained from the specifically designed bench scale 
tests[Rhodes, 1994; Kashiwagi et al., 1987] for the two different types of solid fuels. 
Finally, the integrated model for fire spread over solid surfaces will be validated in 
Chapter 8 by comparing the model results with appropriate measured data obtained 
from the fire experiments in compartments conducted by Quintiere et al.[1979] for 
PMMA burning and by FRDG, Home Office, for wood products[Jia et al., 1999e].
2.6 Concluding Remarks
A small fire at the initial stages of fire growth and spread in an enclosure may end up 
producing hazardous outcomes flahsover or backdraft. The early stage of the fire 
growth is crucial to evacuate people from the fire room. Therefore, the simulation and 
prediction of the early stage of the fire spread in enclosures is the most concern of fire 
modellers. CFD fire modelling is a promising approach due to its flexibility and low 
cost compared with conducting real fire experiments. However, this technique is at an 
early stage of development. The simplest fire field models treat fire as a prescribed 
heat and smoke source. Some primary elements in fire development such as gas phase 
combustion, radiation, soot formation and transportation, solid fuel combustion, etc.
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are often neglected due to complication associated with their incorporation into the 
basic model. The driving force of the present study is to surmount the weakness of 
these simplifications in a fire field model by incorporating the primary aspects of fire 
spread into the model.
In the remainder of this thesis a fire field model will be developed that takes account of 
fire propagation over solid surfaces. The model is being developed as a possible means 
of including simple solid fuel combustion consideration into practical engineering fire 
field models. Thus, the aim is to use relatively simple radiation and combustion models 
in order to keep computational overheads down to a practical level. The process 
commences with the development and analysis of a standard heat release model of the 
type often used in simple engineering applications.
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Chapter 3
A HEAT SOURCE FIELD MODEL 
FOR A ROOM FIRE SCENARIO
3.1 Introduction
In this chapter the simplest form of fire field models will be developed and the 
predictions from the model will be compared with experimental data. The 
experimental data corresponds to a room fire scenario involving a non-spreading 
fire[Steckler et al., 1982]. The model, in which radiation is ignored, simulates the fire 
as a volumetric heat source. This model represents the simplest form of fire field 
model of the type often employed in engineering applications. The fire model is 
developed within the framework of the commercial CFD code CFDS- 
FLOW3D(version 2.3.3)[Burns and Wilkes, 1987]. The purpose of this study is to 
provide a starting point and a point of reference for the proposed model development 
that constitutes this thesis. This work is also intended to highlight the limitations of this 
approach and suggest areas of possible further model development.
3.2 Steckler Room Fire Tests
Steckler et al.[1982] carried out a series of fire experiments within a compartment to 
investigate fire induced flows. The experimental data obtained from these fire tests 
are of sufficient quality to be used to validate fire field models of non-spreading fires 
in small compartments. In this chapter, one of the Steckler room fire tests is simulated 
using a simple heat source model established within CFDS-FLOW3D and a
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comparison is made of the model predictions with the experimental data.
MOVABLE BIDIRECTIONAL VELOCITY 
PROBES AND THERMOCOUPLES
ASPIRATED THERMOCOUPLES
Fig. 3.2.1: Schematic room fire experiment(copied from Steckler 
A series of 45 experiments were conducted by Steckler et al.[1982] to investigate the 
characteristics of fire induced flows within a compartment. The compartment used in 
the experiments was 2.8m x 2.8m in plan and 2.18m in height. Figure (3.2.1) is a 
schematic view of the experimental set-up of the Steckler room fire tests. The walls 
and ceiling were O.lm thick and they were covered with a ceramic fibre insulation 
board to establish near steady state conditions within 30 minutes. In the series of 
experiments, a 0.3m diameter gas burner supplied with commercial grade methane at 
a fixed rate producing constant fire strengths of 31.6, 62.9, 105.3 and 158 kW was 
systematically placed in 8 different floor locations and the opening was varied ranging 
from small windows to wide doors. The door openings were 0.24m to 0.99m.
Bi-directional velocity probes and bare-wire thermocouples were placed within the 
room opening on a two-dimensional grid of 28 to 144 depending on the size of the 
opening to measure velocities and temperatures within the centre of the door jamb.
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The measured velocities may be subject to up to 10 percent error. A stack of aspirated 
thermocouples was placed in the front corner of the room to measure the gas 
temperature profile.
Mass flow rates within the opening were reported there. They were determined by 
integrating the local mass velocities (pv) over the area of the opening either above or 
below the neutral plane level. The local velocity (v) and the local temperature 
were obtained from the corresponding experimental data and the local density (p) was 
calculated by ideal gas law. The error in the mass flow measurements may be up to 
approximately 10 percent.
In the test selected here, the door measured 0.74m wide and 1.83m high and the fire, 
which was centrally located on the floor, was represented by a gas burner measuring 
0.3m in diameter. The burner power selected was 62.9 kW.
3.3 The Simulation of the Selected Steckler Room Fire Test
The fire is simulated as a simple volumetric source of heat appropriate to the case 
under consideration. The heat source representing the fire is described as a rectangular 
burner of which the surface area is the same as the round burner used in the 
experiment. As the wall boundary conditions are adiabatic, the heat release rate is 
modified in order to account for heat loss through the walls and ceiling and via 
radiation during the experiment. This is achieved by calculating from the provided 
experimental data, for each configuration examined, the heat convected out of the 
room during the experiment and using this value as the heat release rate for the
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numerical calculations. The mathematical formula for the calculation of the heat
convected out of the room is given by
= If pvcp(r-r0)dA (3.3.1)
where is the area in the door way above the neutral plane and TO is the ambient 
temperature. The local mass flow (pv) and the local temperature were obtained 
from the corresponding experimental data. Equation (3.3.1) is numerically integrated 
over the grid of thermocouples and bi-directional velocity probes placed within the 
opening. In this simulation the heat loss is approximately 3.9 kW.
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Fig. 3.3.1: The mesh used in the model. 
Note: the black region in the second figure represents the soffit.
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A mesh of 10120 cells in total (7480 internal and 2640 external cells) is used to 
discretise the geometry. The mesh consists of 23 cells in length, 22 cells in width and 
20 cells in height. The mesh is non-uniformly distributed with refinements in the wall, 
floor, ceiling, fire and doorway regions. In order to correctly model the flow through 
the open door, the numerical grid is extended by 1.6m to include a region outside the 
fire compartment. A fixed pressure boundary condition is applied on all external 
boundaries.
The differential equations involved in this simulation include the momentum 
equations for three velocity components, the continuity equation, the energy 
conservation equation and two equations for K and e describing turbulence. These 
equations are expressed in a general form in equation (2.2.15).
CFDS-FLOW3D is run in transient mode until steady-state conditions were achieved. 
Only the steady-state results are considered here, typically requiring 200 time steps to 
reach steady-state conditions. Within each time step, a convergence criterion is if the 
mass source residual falls below 1x10"* (and the other key residual measures, e.g. 
enthalpy by corresponding amounts). If the time step iteration is not stopped by these 
measures then a maximum of 100 iterations will be performed during the time step. 
Steady-state is assumed to be achieved when the maximum change between spot 
values is below 1% between time steps.
The simple fire field model presented here will be referred in chapter 6 for a 
comparison with an improved fire field model. For the ease of the comparison, this 
model is called the base fire field model.
40
Chapter 3 A HEAT SOURCE FIELD MODEL FOR A ROOM FIRE SCENARIO
While these results are not strictly mesh independent, small variation in model results 
were found with mesh refinement. For the purposes of this thesis, the mesh is 
considered to be adequate.
3.4 Results and Discussion
Some main characteristics of a room fire observed by the experiment and the 
simulation are summarised in table (3.4.1) for comparison.
Table 3.4.1 The predicted and experimental data of some main characteristics
in the room fire.
model elements
Prediction
Experiment
upper layer 
temperature
°C
144
129
Neutral plane 
height
m
1.0
1.027
inflow
kg/s- 1
0.546
0.554
outflow
kg/s' 1
0.551
0.571
The experimental upper layer temperature was determined by averaging the 
experimental temperature values in a column through the upper layer as measured by 
the thermocouple stack located in the comer of the room. In table (3.4.1), the 
predicted upper layer temperatures represent a mean temperature determined in a 
similar manner to the experimental value, i.e., the same thickness of the upper layer is 
used to calculate the average upper layer temperature for both the measured and 
predicted values.
The neutral plane within the opening is the position at which the flow velocity is zero. 
The hot gas mixture flows out of the room through the portion of the opening above 
the neutral plane while the fresh air enters the room through the portion of the 
opening below the neutral plane. Thus the outflow (inflow) rate was determined by
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integrating the local mass velocities (pv) over the area of the opening above (below) 
the neutral plane level. The location of the neutral plane is determined by calculating 
the approximate location of the zero velocity line within the doorway. The prediction 
of the location of the neutral plane is in very good agreement with the experiment. 
The predictions of mass flux into and out of the room also show good agreement with 
experimental data.
height (m)
2.5 -i
2.0 - 
1.5 - 
1.0 -
... ^
0.0
305 355 405 455 
temperature (K)
Fig. 3.4.1: Vertical temperature profiles measured and predicted
in the corner of the Sleekier room. 
  : predicted by the heat source model; x : measured.
The measured and predicted vertical stack temperature profiles in the corner of the 
Steckler room are depicted in figure (3.4.1). While the predicted temperatures in the 
lower layer agree very well with the measured values and in the upper part the 
predicted temperatures are of the same order as the measured values, the basic 
characteristic of the temperature distribution in the upper layer is completely missed 
by the predictions. The measured stack temperatures show a nearly uniform 
distribution in the upper layer and a small drop near the ceiling, while the simulation 
temperatures present a monotonic increasing trend. The temperatures in the upper
layer produced by the simulation are considerably higher than the experimental data.
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The maximum difference reaches 10.2%.
The sharp transition of the temperature distribution from the cool low part to the hot 
upper part is somewhat smeared by the simulation. The numerical inaccuracies of 
false diffusion due to coarseness of the mesh could make a contribution to it. 
However, Kerrison et al.[1994a,b] have shown that a fine mesh would not help 
produce much improvement.
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Fig. 3.4.2: The measured and predicted vertical temperature profiles
in the doorway central line. 
  : predicted by the heat source model; x : measured.
Figure (3.4.2) plots the temperature profiles along the doorway centreline. The 
simulation quantities are in reasonable agreement with the experimental data. The 
existence of the cold and hot layer in the doorway is predicted. The simulation 
captures the sharp increase of the temperature from the cold lower part to the hot 
upper layer. However, the upper layer temperatures are overpredicted again with 
differences of up to 7.5%.
43
Chapter 3 A HEAT SOURCE FIELD MODEL FOR A ROOM FIRE SCENARIO
height (m)
2.0 i
1.5 -
1.0 -
0.5 -
n n
  X
ft
« 
 <
 <
vi
-1 01 
velocity (m/s)
Fig. 3.4.3: The measured and predicted velocity profiles
of the vertical middle line in the doorway. 
  : predicted by without radiation models; x : measured.
The vertical velocity profile in the middle of the door is depicted in figure (3.4.3). 
Except just under the upper edge of the door the model predictions produce excellent 
agreement with the experimental data. The velocity just under the upper edge of the 
door is underpredicted. This behaviour was also found in several other model 
predictions[Kumar et al., 1991; Hadjisophocleous, 1993; Kerrison et al., 1994a,b]. 
The accuracy of the experimental data in this region was questioned by Kerrison et 
al.[1994a,b]. "In order to achieve meaningful results, the bi-directional velocity 
probes must be aligned parallel to the velocity streamlines. The velocity probes in the 
experiment were placed with their axes horizontal - i.e. parallel to the floor. However, 
in the vicinity of the door edges - particularly the top edge where the hot buoyant 
gases exit the room - the streamlines intercept the door plane at acute angles leading 
to the possibility of substantial measurement errors."[Kerrison et al., 1994a,b]
Figure (3.4.4) plots the predicted flow velocities in the plane passing the doorway 
central line and the centre of the Steckler room. It is obvious that there is a neutral
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plane within the door. It is clearly demonstrated that within the doorway the fresh air 
flows into the room through the lower portion below the neutral plane while the hot 
gases rush out of the room through the upper portion above the neutral plane. The 
incoming fresh air is accelerated towards the fire due to entrainment. As a result, the 
fire is tilted backwards. The fresh air is entrained into the fire from its front and the 
hot gases are pumped into the upper layer due to buoyancy.
1000 K
700 K 
600 K
500 K 
450 K 
400 K
320 K
Fig. 3.4.4: The predicted flow velocities in the plane passing the doorway central line
and the centre of the Steckler room.
Note: the solid lines in the figure are temperature contours. The colour of the velocity vectors 
represents the flow temperature.
1000K
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450 K 
400 K
320 K
Fig. 3.4.5: The flow velocities in the xy plane
0.15m behind the burner.
Note: the solid lines in the figure are temperature contours. The colour of the velocity vectors 
represents the flow temperature.
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In figure (3.4.5), the velocities in the xy plane 0.15m behind the burner is depicted. 
The hot gas flow of the buoyant plume of the fire is deflected horizontally due to the 
confinement of the ceiling. Two large re-circulation regions of hot gas flow are 
clearly observed in the hot upper layer beside the upper part of the fire plume. It is 
also shown that the fresh air near the base of the fire is pushed away due to the 
expansion of the hot gases in the fire. But the fresh air is entrained into the fire from 
its flanks above the firebase.
1000K
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?500K 
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Fig. 3.4.6: the temperature contours in the plane passing the doorway central line 
and the centre of the Steckler room (Unit: K).
Finally, figure (3.4.6) illustrates clearly that the thermal plume is blown backwards by 
the induced incoming flow and that the flame drifts back away from the burner. This 
effect was also observed in the experiment and earlier numerical results[Kerrison et 
al., 1994a,b]. Furthermore, from this figure, the angle of inclination of the fire to the 
horizontal can be estimated. This is estimated to be approximately in the range of 40° 
to 44°. This result is close to the flame angle in the range of 33° to 43° observed by 
Quintiere et al.[1981] in an earlier series of experiments using an identical experiment 
setup.
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3.5 Concluding Remarks
The field model predictions using the simple heat source to simulate the burner fire 
capture the main trends of a non-spreading room fire situation. The predicted neutral 
plane height, the mass flow into and out of the room and the profiles of velocity and 
temperature in the doorway centreline are in good agreement with the experimental 
results. The qualitative predictions of the effects of the incoming fresh air and the 
ceiling jet are also consistent with the observation of real burner fires.
However, large differences occur between the predicted and measured vertical 
temperatures in the hot upper part region of the room. The predicted temperatures in 
this region are quite higher than those measured. The overpredicted temperatures may 
result from the neglect of radiation in the simulation. In fact, radiation plays a 
significant part in the heat transfer in room fire situations. Upper layer temperatures 
will reduce due to radiative heat losses. Radiation heat losses also decrease the 
temperature of the burner fire. Thus less energy will pump into the upper layer 
through the fire plume. However, of greater significance is the fact that the simulation 
completely missed the approximately uniform characteristic of the upper layer 
temperature distribution. Once again, the possible reason for the incorrect predictions 
of these trends is that radiation in the simulation was neglected. Radiation may help 
create a nearly uniform temperature distribution in the upper layer since higher gas- 
soot mixture temperatures cause more radiative heat losses.
Another factor contributing to the higher predicted vertical temperatures is the neglect 
of conduction heat losses through the walls and ceiling. Although the energy loss due
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to radiation and conduction through bounding surfaces was taken into account by 
using the reduced fire power of the heat source, the estimated energy loss may be too 
crude to represent the real energy losses. Since heat losses through the ceiling was not 
considered, the predicted vertical temperatures produce a monotonic increasing trend 
that is against the observed trend of the measured vertical temperature distribution.
Improvement of the simulation predictions of the Steckeler room fire tests may be 
achieved by taking the radiative energy exchanges and conduction heat losses through 
walls and ceiling into account. However the radiative properties of the gas-soot 
mixture will not be appropriately evaluated without the simulation of gas-phase 
combustion since the concentrations of soot, CC>2 and H2O are centrally important for 
the evaluation. Gas-phase combustion models are also required to simulate fire spread 
over solid fuel surfaces since the gas-phase combustion is one of the two central 
mechanisms to control the flame spread over a solid surface.
Concerning the heat loss through the walls, it is very computationally expensive and 
unnecessary to calculate the temperature distribution within the non-burning solid 
walls by solving the conduction equation for solids using the finite difference method. 
An easy and economical method to calculate the solid surface temperature must be 
found and used.
Most fuels involved in room fires are solid fuels such as lining materials on walls and 
ceiling, upholstered furniture and so on. Solid combustion models must be included to 
simulate a real fire development within an enclosure.
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Thus, while capable of producing reasonable results, the fire model presented in this 
chapter needs further development before it can reliably be used in fire engineering 
calculations. The elements mentioned above need to be incorporated into an 
integrated model to form a useful tool to predict fire growth and spread within 
enclosures. These elements and their models will be discussed and developed in the 
following chapters.
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Chapter 4
GAS PHASE COMBUSTION AND MODELLING
4.1 Introduction
Most fuels involved in compartment fires are combustible solids such as upholstered 
furniture, wall and ceiling lining materials. At high surface temperature, the solid fuel 
is gasified by absorbing heat from the fire to yield combustible gases that meet oxygen 
and burn in the fire. These combustible gaseous products flow and diffuse to the 
reaction zone where they react with oxygen and liberate heat. Sufficient heat must be 
transferred back to the solid fuel in order to maintain the endothermic pyrolysis 
process. Thus gas phase chemical reaction is one of the central controlling 
mechanisms of solid fuel burning. Consequently it is important to incorporate an 
appropriate gas phase combustion model into the integrated model simulating 
compartment fire spread which involves solid fuels. Gas-phase combustion models 
are also required to evaluate the radiative properties of the gas-soot mixture since the 
concentrations of soot, CC>2 and H2O are centrally important for the evaluation.
In this chapter, a characteristic description of diffusion flames is given. Some gas 
phase combustion models for diffusion flames are reviewed. Then the gas phase 
combustion model used in this study is described and a verification of the model is 
presented.
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4.2 Diffusion Flames
Fire is a combustion process in which chemical reactions between fuels and oxidisers 
occur and heat is released. Most enclosure fires involve solid material as fuels. Since 
fire is a gas phase phenomenon, solid fuels must be gasified under high temperature to 
form combustible volatiles before mixing and reacting with oxidants in the gas phase. 
Therefore fires are diffusion flames in nature. In diffusion flames, fuel and oxidant are 
separate initially before the chemical reactions occur. At the mixing layer, the fuel and 
oxidant diffuse into each other(hence the name "diffusion flame").
The study of diffusion flames concerns their internal structure, their rate of energy 
release, the rate of transport of fuel and oxidant into the flame(buming rate) and the 
necessary conditions of their existence and extinction[Linan and Williams, 1993].
The real mechanisms of gas phase combustion are very complex. Gas phase 
combustion may create tens even hundreds of short living intermediate species during 
a series of elementary steps. It is extremely difficult to describe and model the detailed 
kinetics of real chemical reactions due to the lack of current knowledge and data 
concerning the mechanism. For the well understood fuels, the large number of 
elementary chemical steps and associated intermediate radicals usually prevents 
modelling the chemical kinetics in detail due to the limit of computer capacity in 
engineering applications. To reduce this complexity and hence lead to reduction of 
computation, one step global chemical reaction is generally assumed to represent the 
chemical reaction of a diffusion flame. For example, the following representation of
the methane and air diffusion flame is widely used in engineering applications,
.  
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CH4 + 2O2 -» CO2 + 2H2O + heat.
m
m.
Tr,
0
Fig. 4.2.1: Illustration of the structure of a laminar diffusion flamelet
with infinite fast chemistry.
Under the assumption of one-step reaction and infinite fast chemistry, chemical 
equilibrium means that the fuel and oxidant can not coexist. This leads to that the 
mass fraction of fuel (m/) or oxidant (m0) must be zero, where m/ = c/p and c</p 
are the mass fractions of the fuel and oxidant, c/ and are the concentrations of the 
fuel and the oxidant respectively and p is the density of the gas mixture. This situation 
is only valid when 0 for/</s and = 0 for/>/5 , where/= (%-X0oo)/(X/io-%<>oo) is 
the mixture fraction a conserved scalar, (= l/(l+s)) is its stoichiometric value, is 
the stoichiometric ratio of fuel to oxidant, % = m/- and the subscripts of/oo and 
0oo refer to the initial conditions of the fuel and the oxidant. Within the thin sheet 
where /=/*, fuel and oxidant meet and react at an infinite fast rate and all the energy 
stored in the bonds of molecules is released and conducted away from the flame sheet. 
Oxygen diffuses into the flame from the zone/</5 while fuel diffuses into the flame 
from the zone/>/5 . The laminar flamelet structure is illustrated in figure (4.2.1). 
Within the reaction sheet the accumulation and convection are negligible compared 
with the diffusion and the latter are balanced with the reaction. Thus the singular
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reaction zone is a reactive-diffusive zone.[Linan and Williams, 1993]
Soot particles may be formed due to incomplete combustion. The soot formation 
process is extremely complex. However, C2H2 is commonly recognised as an 
important, probably dominant intermediate species in the sooting processes. Soot 
particles are the dominant source of heat losses from the flame. Consequently, flame 
temperature is considerably lower than the adiabatic flame temperature.
Diffusion flames are usually turbulent. So great interests lie in turbulent combustion. 
When the Reynolds number of a fluid flow is sufficiently high, turbulence is generated 
in the flow. The distinctive feature of a turbulent flow is the highly random or 
irregular nature of the fluid motion. Within the turbulent flow, the larger eddies 
generate smaller eddies due to vortex stretching. The smallest eddies have an isotropic 
nature. The process in which the kinetic energy is transferred into internal energy 
takes the form of an energy cascade[Kay and Nedderman, 1985]. The kinetic energy is 
extracted from the mean flow by the largest eddies. Energy is then transferred to 
smaller eddies. This energy transferring process continues until in the smallest eddies 
the kinetic energy is finally dissipated into internal thermal energy by the direct action 
of viscous stress.
In turbulent flames, the chemical reactions interact with the turbulence. So the 
combustion process is very complex. Turbulent diffusion flames appear to be highly 
wrinkled, bumpy and rough. Several experiments have demonstrated that the large- 
scale vortices transport the unmixed ambient fluid across the entire extent of the 
mixing layer[Pivovarov 1993]. The mixing layers are therefore strongly
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corrugated. The eddy mixing results in more efficient combustion as it enhances the 
reactant mixing process.
In turbulent reactive flow, intermittence is a distinctive phenomenon. In turbulent 
diffusion jet flames, it is found that curves of measured time-averaged fuel mass 
fraction and oxidant mass fraction significantly overlap[Spalding, 1979]. Spalding 
argued that the fluctuations result in one reactant being in large excess at one moment, 
and the other one at next moment.
A non-dimensional parameter to describe the feature of combustion is Damkohler 
number which is defined as the ratio of a flow time to a chemical reaction time[Linan 
and Williams, 1993]. Let denote the chemical reaction time and the flow time is
expressed in where / is the integral scale of turbulence and is the 
turbulent kinetic energy. Then the Damkohler number is defined as
(4.2.1)
Two limiting cases are discussed here. When « 1, the chemical reaction rate is
slow compared with the fluid dynamics. The concentration fluctuations of the 
reactants are smoothed by the turbulent eddy mixing before the chemical reactions 
take place. Consequently, the combustion proceeds slowly and occurs throughout the 
region in which the reactants exist and are well mixed due to the turbulence. On the 
other hand, when is sufficiently large(Z)a » 1), the reaction rate is rapid in
comparison with the fluid dynamics. The combustion reactions occur in wrinkled thin 
sheets where the fuel and oxidant meet and diffuse into each other. [Linan and
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Williams, 1993]
Another complexity created by turbulence is the interaction between radiation and 
turbulence. Firstly, the temperature fluctuations cause significant variation of radiative 
heat losses as radiative heat losses are a function of J4 . Secondly, the temperature 
fluctuations also substantially affect soot concentration in the flame as soot formation 
is sensitive to temperature. In turn, the variation of soot concentration produce 
changes of absorptivity and emisitivity of the reactive flow. Since soot particles play a 
dominant role in the radiation from the fire, the fluctuations of the soot concentrations 
will then significantly affect the radiation from the fire.
Buoyancy is important in fires. Buoyant flow is created by differences in density 
between the hot gases and the relatively cool surrounding atmosphere. Buoyancy is 
the driving force which makes hot combustion products move upwards in fires. In the 
situation of fire spread over combustible solids, buoyancy dominates the flame spread 
type(wind aided or opposed spread) and even changes the chemistry involved.
4.3 Gas-phase Combustion Models
4.3.1 Introduction
Since the number of parameters involved is enormous, it is generally too difficult to 
completely describe the chemical reactions in fires. Combustion models are 
introduced to model them under simplifications. A common practice is to use the 
probability density functions to store the statistical information of turbulent flames. A
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key task of combustion models is to determine the combustion rate at which the 
reactants are consumed and products are produced. In this section several combustion 
models commonly used in fire safety engineering applications are reviewed.
4.3.2 The probability density functions
Because of the random nature of turbulent flames, it is useful to introduce the 
probability density functions (pdf) to maintain the statistical information of turbulent 
flames. A wide range of pdfs are discussed by Tuovinen[1995].
According to the classification made by Linan and Williams [1993], the pdfs are used 
in two strategies, the approximation of pdfs using moments and calculation of the 
evolution of pdfs. When the first strategy is employed, a specific pdf form is selected. 
The parameters in the pdf are obtained from the properties of a pdf and equations 
derived from flow properties. For example, if the reaction rate is assumed to be 
infinite, the chemical equilibrium means that the fuel and the oxidizer can not coexist 
at the same point and moment. Thus, all of state variables are uniquely determined in 
terms of the mixture fraction / such that the intermittence can be described by the pdf 
for/. Suppose the pdf of /takes the form of a delta function, i.e.,
where /_= / -ct,/+= / +oc, / stands for the mean value of/ which is governed by
ap//at+V(pU/)-V((|i / /a f +|Li / /a / )V/) = 0 (4.3.2) 
where LL, and LL, are laminar and turbulent viscosities, and G, and a, are the
effective Prandtl/Schmidt numbers respectively. The constants a, b and a are
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calculated from the following equations
p(/)d/=l (4.3.3)
(4-3.4)
(/-/)p(/)d/=G (4.3.5)
where G is the variance of the mixture fraction which satisfies the equation below 
[Tuovinen, 1995]
3pG/3t+V(pUG)- V(Qi,/a r +|Li / /a / )VG) = c 1 JI,/G, V/»V/-c 2 pe/kG.
(4.3.6)
In the second strategy, the turbulent combustion process is treated as a stochastic 
process governed by the transport equations. All the statistical information of the 
turbulent flame is stored in a joint pdf of the velocity and state variables. The pdf is 
governed by an equation derived from the basic transport equations.
When a pdf, for instance p(/), for the mixture fraction is introduced to contain the 
statistical information of a turbulent flame, the mean value and the variance of 
fluctuations of a scalar variable *F can be expressed by
¥ = f ¥p(/)d/ (4.3.7)
(4.3.8)
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4.3.3 The flamelet model
In laminar flames, the chemical equilibrium is reached provided infinite rate chemistry 
is presented. Then all of the state variables such as reactant concentrations and 
temperature are uniquely determined by a conserved scalar, the mixture fraction/. The 
laminar flamelet model treats the turbulent flame as an assembly of microscopic 
laminar flame elements interacting with vortices. In each of these elements, the 
instantaneous state variables are expressed in terms of the mixture fraction/, i.e. \j/ = 
\j/(/(x,t)) where \|/ stands for a scalar variable. The mean values of these scalars are 
obtained through a calculated probability density function. A second parameter, the 
dissipation rate of the mixture fraction is introduced to describe the strain effects.
The mixture fraction and mass transport are governed by equation (4.3.2) and
dpra /dt+V(PuyB )-V(pz>vra )= (4.3.9)
respectively[Tuovinen, 1995; Linan and Williams, 1993], where is the mass 
fraction of the species , is the common diffusion coefficient and is the
source term of the species due to chemical reaction. In the mixing layer of a 
laminar flame, the accumulation and convective effects are of little importance 
compared with the diffusion effects, thus a diffusive-reactive balance is established. 
Hence equation (4.3.9) can be approximately simplified to describe this balance as
-pDIV/l 2 (4.3.10)
is called scalar dissipation rate %[Buriko et al., 1994; Linan and Williams, 
1993].
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From equation (4.3.10), it is obvious that the chemical calculation is decoupled from 
the turbulent flow field calculation. At each strain rate a table of the scalars versus 
mixture fraction is calculated and stored in a look-up table prior to the calculation of 
the flow field.
The flamelet model is widely used to investigate the structure of diffusion or premixed 
flames [Sanders and Lamers, 1994; Bradley et al., 1994; Moss et. al., 1995].
4.3.4 The eddy break-up model
Spalding[1971] found that the Arrhenius form did not represent the chemical reaction 
rate correctly. The predicted flame spread rate and concentration profiles were not in 
agreement with experimental data simultaneously. He suggested that the influence of 
the local turbulence level on the reaction rate should be taken into account. The larger 
eddies are broken down into smaller ones. It was supposed that the reaction rate must 
be controlled by the rate at which the larger unburned gas eddies are successively 
broken down into smaller ones until the size of the small eddies allow the chemical 
reaction to occur. This suggests that the chemical reactions take place in the fine 
turbulent structure. The rate of energy decay in the turbulence be estimated 
by[Spalding, 1971]
(4.3.11) 
where and denote the rate of energy decay and local energy respectively, 
stands for density and   is the local velocity gradient.
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To combine the influences of the chemical kinetic and the eddy break-up process on 
the combustion rate, Spalding introduced the concept of reactedness T, defined by
T=(m/ - ) (4.3.12)
where is the mass fraction of fuel and the subscripts u and b stand for the
unbumed and burned conditions respectively. Obviously, T changes from 0 to 1 
according to the unburned and completely burned state respectively. The reactedness T 
characterises the intermittence of turbulent flames because the fluid in the combustion 
region is composed of alternating fragment of unburned gas and almost fully burned 
gas. The instantaneous reaction rate mj is a function of T. At a given point, the
reactedness can have a reaction rate 'iinax , which can be relatively high[Spalding, 
1971].
Spalding assumed that the eddy break-up rate could be expressed in the same form as 
the rate of energy decay. Thus, the eddy break-up rate is equal to C(l-T)p 13u/3y |, 
where C is a constant. When the simultaneous influences of chemical kinetic and eddy 
mixing on combustion rate are considered, the combustion rateis given by[Spalding, 
1971]
(4.3.13)
4.3.5 The eddy dissipation model
To the author's best knowledge, the eddy dissipation model was first proposed by 
Magnussen and Hjertager[1977]. Like the eddy break-up model, the eddy dissipation
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model assumes that the chemical reactions occur at the smallest eddy level, i.e. where 
the molecular transfer process is significant to heat conduction and chemical reaction. 
When the chemistry is fast, Magnussen et al.[1977] suggested that the combustion 
process be dominated by eddy mixing processes. Therefore, the combustion rate can 
be determined by the rate of intermixing on a molecular scale of fuel and oxygen 
eddies, in other words, by the rate of dissipation of the eddies [Magnussen et al., 
1977]. Unlike the pdf s approach, Magnussen et al. tackled the mean scalar variables 
directly. Thus, the combustion rate is expressed by[Magnussen et al., 1977]
~ £ (4.3.14)
where is the time-averaged fuel concentration, and are the turbulent kinetic
energy and the turbulence dissipation rate respectively. Equation (4.3.14) represents 
the lean fuel and rich oxygen situation. If the time-averaged oxygen concentration is 
low and the time-averaged fuel concentration is high, oxygen will show a remarkable 
intermittence. Therefore, the combustion rate in this region is given by
e (4.3.15)
where stands for the time-averaged oxidant concentration, and is the
stoichiometric ratio of oxidant to fuel. Thus, the real time-averaged combustion rate is 
the combination of equations (4.3.14) and (4.3.15), given by[Magnussen et al., 1977]
,C (4.3.16) 
It is obvious that the eddy dissipation model has a close relation with the eddy break- 
up model. However, the difference between the two models requires some comments.
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In the eddy break-up model, the intermittence of the turbulent flame is expressed by 
the reactedness T, while in eddy dissipation model, the intermittence is embodied in
the formulation Amin( , Because the time-averaged reactant concentrations
are dealt with directly, this model does not include the equations for concentration 
fluctuations. Magnussen et al.[1977] argued that this is a great advantage, especially 
when taking into consideration the lack of certainty with which concentration 
fluctuations of reactants can be determined.
4.4 A Combustion Model of Turbulent Diffusion Flames
4.4.1 Description of the model
Since the chemical mechanism involved in most enclosure fires is extremely 
complicated and there is insufficient knowledge and kinetic data to model the 
chemical reactions of fires in detail, the common assumption, in engineering 
applications, is that the chemistry involved in fires is infinitely fast. Consequently, it 
is assumed that the combustion rate is dominated by the mixing rate. Among the 
models reviewed in the previous section, the eddy dissipation concept is most suitable 
to model the combustion in fires given the above limitation as the time-averaged 
reactant concentrations are dealt with directly in this model and in most fire situations 
of interest the statistical information about turbulent fluctuations is uncertain. 
Therefore, the eddy dissipation concept is selected in the present study to simulate the 
gas phase combustion. In this section, a combustion model of turbulent diffusion 
flames is described by using the eddy dissipation concept.
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A simple one-step global chemical reaction is adopted, i.e.,
+sO^(l+s)P + heat (4.4.1)
where is the fuel, is the oxidant, is the product and is the stoichiometric 
constant. The heat released through the consumption of one unit mass fuel is denoted 
by//.
The numerical simulation of combustion is governed by a set of partial differential 
equations: continuity, momentum, energy and mass transport equations. These 
equations have already been described in detail in section 2.3.
Four scalar variables are used in this model. They are mixture fraction(/), mass 
fraction of fuel(m / ), mass fraction of air(ma ) and mass fraction of products(mp ).
The source term of the governing equation for mass fraction of fuel employs the eddy 
dissipation concept, i.e.,
= Amin( , (4.4.2)
where takes 4.0[Magnussen et al., 1977]. To guarantee the numerical stability, the 
source term is linearized using the method proposed in Patankar[1980]. The mass 
fraction of air and products are determined by the algebraic equations
1 - (4.4.4)
= 1 - m/ - (4.4.5)
rather than differential equations, where/s is the stoichiometric value of/, defined by
Since flow is assumed to be compressible, the ideal gas law is adopted
_
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(4.4.6)
where is the universal gas constant and W is the molecular weight of the gas
o
mixture, given by
(4.4.7)
where and are the molecular weights of the fuel, air and products 
respectively.
The static enthalpy is calculated using
(4.4.8)
fTref
where is the specific heat of the gas mixture, and h 0 = I , is
the specific heat of air and is a reference temperature at which the static enthalpy 
of the air is zero.
The specific heat of each component is assumed to be a polynomial function of 
temperature, which is expressed as
= a + dr 3 . (4.4.9)
The specific heat of the gas mixture is defined by
+ (4.4.10)
where , , and are the specific heat of the fuel, air and the products 
respectively.
A disadvantage of the model presented above is to neglect the chemical kinetics of the
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combustion. In fact, this model can not simulate the complex processes of extinction 
and ignition of diffusion flames. Therefore, as long as fuel and oxidant statistically co- 
exist at a point, i.e., the average local mass fraction w/ and are not zero at the same 
time, this combustion model predicts that chemical reactions take place even if the 
mixture is beyond the range of flammability. However, since the aim of the present 
study is to predict the fire growth and spread within enclosures after ignition of 
flames, the model presented here is suitable for this aim. Actually combustion models 
based on the eddy dissipation concept are widely used in fire engineering applications. 
Future work is directed at this deficiency.
4.4.2 Implementation of the model within CFDS-FLOW3D
A computer programme of the gas phase combustion model described above has been 
developed by the author using the FORTRAN language and has been incorporated in 
the commercial CFD software CFDS-FLOW3D(version 2.3.2).
To implement the model described in the previous subsection, two additional scalars 
are introduced to represent the fuel mass fraction m/ and the mixture fraction /. 
Consequently, two additional governing equations are added. This is activated by 
using a keyword under OPTIONS subcommand in the data file of Command 
Language Frontend of CFDS-FLOW3D. The air mass fraction and the products 
mass fraction are algebraically calculated in terms of the equations (4.4.4) and 
(4.4.5).
CFDS-FLOW3D provides a user subroutine named USRSRC to allow users to add
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sources and sinks of the governing equations. Since the mixture fraction is a 
conserved variable, no source and sink terms are added into its governing equation. 
But a sink term is added into the governing equation for the fuel mass fraction. The 
sink term is calculated according to equation (4.4.2). Since in the USRSRC subroutine 
the discrete equation is dealt with, the actual sink term is the product of in
equation (4.4.2) and the current cell volume, i.e.,
volume(w) = -Amin( x volume(rc)£
£
-Apmin(w/, )   x volume(n) (4.4.11)
where is the index of the current cell and stands for the oxygen mass fraction in 
the fresh air. To enhance numerical stability, equation (4.4.11) is linearised according 
to Patankar[1980], as follows:
(4.4.12) 
where
if 0, = 0; (4.4.13) 
if ra/,
£
-Apmin(m/°, m/5 /( - m/° )  x volume(/i), (4.4.14)
= Apmin(m/°, /( - m/° )  x volume(rc), (4.4.15)
where m/° and are the current values of the fuel mass fraction and the air mass 
fraction respectively, is the mass fraction of oxygen in the fresh air and ra^ [=(/"- 
is the stoichiometric value of the fuel mass fraction.
Since the heat released due to combustion is represented by the modified
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enthalpy(equation (4.4.8)), there is no source term added into enthalpy equation for 
combustion. Furthermore, the gas temperature is calculated by solving equation 
(4.4.8). After the enthalpy equation is solved in each outer iteration of a time step, the 
tentative enthalpy (h) at every node of the mesh is known. The local temperature is 
then calculated from equation (4.4.8) using the Newton iterative method. The 
temperature calculation is performed in three user subroutines provided by CFDS- 
FLOW3D named USRDEN, USRDND and USRDNN. The subroutine USRDEN is 
for internal nodes of the mesh while the subroutines USRDND and USRDNN are for 
the Dirichlet boundary conditions and the Neumann boundary conditions respectively. 
In addition, the density calculations in terms of equations (4.4.6) and (4.4.7) are also 
performed in the same three user subroutines.
4.5 A Demonstration of the Gas Phase Combustion Model
In this section the capabilities of the computer programme of the eddy dissipation model 
used for gaseous combustion described in the previous section is demonstrated. The 
demonstration involves a standard test case known as the Harwell Furnace[Harwell 
Lab., 1994]. Predictions from the model are compared with results generated by the 
standard commercial package. The results have been reported in [Jia et. al., 1995].
The Harwell Furnace is a standard test case included in the CFDS-FLOW3D (version 
3.3) software. This version of CFDS-FLOW3D has an eddy dissipation combustion 
model as a standard component of the software. Comparison data is generated for this 
test case using this software. The geometry of the furnace is cylindrical and is 1m in 
length and 0.15m in radius(figure (4.5.1)). The fuel (methane) and oxidant (air) are
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injected into the furnace from its circular base. The fuel enters the furnace from a 
circular inlet while the oxidant flows into the furnace through a concentric annulus inlet. 
An outlet is provided at the opposite circular end of the furnace.
FLOW
AIR
FUEL
AIR
Fig. 4.5.1: schematic representation of the Harwell Furnace.
The geometry is modelled using a cylindrical coordinate system. The flow is 
symmetrical to the central line of the furnace thus allowing a two dimensional 
representation. Both the CFDS-FLOW3D combustion model and the model presented 
here use identical computational meshes, boundary conditions, initial conditions and 
physical properties.
the central axis
Fig. 4.5.2: The mesh used for the computation of the Harwell Furnace.
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The two dimensional mesh consists of 18x22(396) cells. The mesh is plotted in figure 
(4.5.2). A cylindrical coordinate system is used. The boundary condition for the central 
axis of the furnace is set as a symmetry plane. The walls are assumed to be isothermal 
with a temperature of 400K. Both the models are run in steady-state mode and 
convergence is assumed when the mass source residual falls below 5 xlO"6 .
Figure 4.5.3: Temperature contours in the Harwell Furnace(unit:K):
a) produced by the CFDS-FLOW3D combustion model(MODEL2),
b) produced by the model described in section 4.4 of this thesis(MODELl).
To facilitate the discussion below, the model presented in this study is named as 
MODELl while the standard model in the CFDS-FLOW3D (version 3.3) is named as 
MODEL2.
The temperature contours and the flame structure produced by both models are depicted 
in figure (4.5.3). While as may be expected, both models produce similar predictions, 
the numerical performance of each model is significantly different. MODELl produced 
a converged solution in 125 seconds and required only 441 iterations while MODEL2
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required 258 seconds and 562 iterations. The difference in efficiency is possibly due to 
the nature of the linearization of the source term for the fuel mass fraction.
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Fig. 4.5.4: The mixture fraction profiles along the central line. 
+ : predicted by the model in CFDS-FLOW3D (MODEL2); 
o : predicted by the model described in section 4.4 of this thesis(MODELl).
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Fig. 4.5.5: The fuel mass fraction profiles along the central line. 
+ : predicted by the model in CFDS-FLOW3D(MODEL2); 
o : predicted by the model described in section 4.4 of this thesis(MODELl).
Figure (4.5.4) plots the mixture fraction profiles along the axis of the furnace. Except 
at the 8th cell, both the models produced nearly identical results. MODEL1 predicts a 
lower mixture fraction at the 8th cell when compared with MODEL2. The fuel mass 
fraction profiles along the axis of the furnace are presented in figure (4.5.5). 
Corresponding to lower MODEL 1 prediction of the mixture fraction, MODEL 1
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produces lower fuel mass fraction than MODEL2 while the two models generate 
almost the same predictions of fuel mass fraction elsewhere along the axis of the 
furnace. From figures (4.5.4) and (4.5.5) it can be inferred that the flame sheet along 
the central line locates at the 8th cell because there is a steep drop in the values for the 
mass fraction of fuel and the mixture fraction at that cell.
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Fig. 4.5.6: The temperature profiles along the central line. 
+ : predicted by the model in CFDS-FLOW3D(MODEL2); 
o : predicted by the model described in section 4.4 of this thesis(MODELl).
Figure (4.5.6) outlines the temperature profiles along the axis of the furnace. The fact 
that MODEL 1 generates the lower mixture fraction and fuel mass fraction at the 8th 
cell along the axis indicates that MODEL 1 predicts more intense chemical reaction at 
this cell than MODEL2. Consequently, MODEL 1 yields a higher temperature 
prediction at this cell. Meanwhile, the temperatures along the axis calculated from 
both models are very close elsewhere.
Finally, the comparison between the two models for the values of the mixture fraction 
at the cross section plane of the flame tip are demonstrated in figure (4.5.7). Once 
again the predictions from both the models are almost identical.
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Fig. 4.5.7: The cross-section mixture fraction profiles at the flame tip.
+ : predicted by the model in CFDS-FLOW3D(MODEL1);
o : predicted by the model described in section 4.4 of this thesis(MODELl).
Figures (4.5.3) to (4.5.7) demonstrate that the results of the two models are in 
extremely good agreement except the values at the flame sheet. This fact verifies the 
computer programme for the gas phase combustion model developed in the present 
study.
A brief description of diffusion flames has been presented. Most compartment fires 
involve combustion in the regime of the diffusion flame. Consequently, in order to 
simulate the flame spread within the enclosures, it is essential to model diffusion 
flames. Several gas phase combustion models have been reviewed. The gaseous 
combustion model based on the eddy dissipation concept was selected to simulate the 
gas phase combustion in the present study. A field model code was developed using 
the eddy dissipation concept. The code was examined by comparing the predictions 
from the code with the predictions from the eddy dissipation combustion model as 
supplied in the commercial CFD software CFDS-FLOW3D (version 3.3) for the 
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Harwell Furnace which is a standard test case in the software. The two models 
produce results in excellent agreement. The model code for the gas phase combustion 
developed here will be further validated in chapter 6 by using it to simulate the same 
Steckler room fire as the one reported in chapter 3.
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SOOT FORMATION AND RADIATION
Thermal radiation is an important, often the dominant, heat transfer mode in 
compartment fires. The amount of the radiative heat losses from the flames is 
substantial and is transmitted by electromagnetic waves to the surroundings. Radiation 
from the hot layer, accumulated beneath the ceiling, and the fire is responsible for 
preheating distant objects and even heating them up to a condition ready to burn. The 
energy required to sustain the endothermic solid gasification processes are also mainly 
transferred by radiative flux from the fire to the solid surface.
Due to radiative heat losses, the flame temperature is less than the adiabatic flame 
temperature. Simulations using models with and without radiation components may 
produce quite different results[Kaplan et al., 1994]. This is because the model with 
radiation will yield lower flame temperatures due to the radiative heat losses, leading 
to a lower chemical heat release rate. Consequently, the reduced heat release rate 
decreases the volumetric expansion causing the flame to shrink. As a result, the 
overall temperature distribution within the flame changes, which further alters the 
distribution of species concentrations and soot volume fraction.[Kaplan et al., 1994]
Except energy exchange by radiation between surfaces(i.e. walls, ceilings, floors 
furniture, etc.), participating media also emit, absorb or scatter radiation. From the 
thermal radiation viewpoint, the primary gaseous species in hydrocarbon fires are
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water vapour and carbon dioxide. They strongly absorb and emit in the thermal 
radiation spectrum of 1 to 100 UMn[Tien et al., 1995]. Soot particles usually form as 
the result of incomplete combustion of the hydrocarbon fuels and their contribution 
often becomes important and dominant in many radiation calculations.
Exact calculations of radiative heat transfer are often very tedious and time consuming 
due to the spectral structure of radiative properties of the combustion products and the 
huge calculations required by the resolution of the transfer equation. To alleviate this 
problem, simplifications are needed. The simplifying assumptions and models used in 
the integrated flame spread model to evaluate the radiative properties and resolve the 
radiative transfer equation will be presented in this chapter.
In section 5.2, the mechanisms of soot formation and the soot model used in this study 
are briefly discussed. Some basic conceptions of radiation and the transfer equation 
will be outlined in section 5.3. The evaluation of the radiative properties of the soot- 
gas mixture is presented in section 5.4. The two radiation models used in the present 
study, the six-flux model and the discreet transfer method are described in section 5.5. 
Section 5.6 is concerned with the technical treatments in the radiation models used in 
this study. Finally, some concluding remarks are made in section 5.7.
5.2 
The formation of soot has attracted considerable attention due to its importance. It is 
associated with incomplete combustion. It not only reduces combustion efficiency, but 
also generates hazardous effects on human health and environments. Due to radiative
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heat losses, the flame temperature is reduced. And surrounding combustible solid 
material can be heated and ignited by radiative heat fluxes from the fire. Soot volume 
fraction is essential to obtain radiative properties to predict radiative heat flux in fire. 
In fire, soot plays a dominant role in radiative heat transfer.
The formation of soot is an extremely complicated series of chemical and physical 
processes. In these sequential or paralleling processes, a hydrocarbon fuel molecule 
containing few carbon atoms is converted into a carbonaceous agglomerate containing 
some millions of carbon atoms through interactions of intermediate radicals, 
coagulation and agglomeration and surface reactions. Before stepping into modelling 
these complex processes, it is necessary to have a basic understanding of their features 
although soot processes are poorly understood in many aspects.
The formation of soot can be roughly described in four distinct phases: 1) precursor 
formation; 2) particle inception; 3) particle growth; and 4) particle oxidation 
[Classman, 1988]. First of all, hydrocarbon fuel molecules are broken down to small 
intermediate radicals, which leads to precursors from these species. Through 
interactions of these small hydrocarbon radicals, aromatic rings are created. They 
further grow to larger polycyclic aromatic hydrocarbons (PAH) mainly via addition of 
acetylene. When the aromatic structures contain sufficiently large number of carbon 
atoms, particle nuclei are formed. Such condensed phase carbon particles coagulate 
simultaneously and surface growth by adsorbing gaseous hydrocarbon species takes 
place. Surface growth causing a large soot mass increase mainly determines the final
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soot concentration. Coagulation leads to an increase of particle size and decrease of 
the particle number density. Paralleling to all these chemical and physical processes, 
the precursors and all subsequent structures are also attacked by OH radicals and 62 
molecules. [Glassman, 1988]
"The chemistry of fuel pyrolysis, and thus fuel structure, plays an important, and 
possibly dominant role, in sooting diffusion flames "[Glassman, 1988]. However, the 
decisive influence of the fuel molecular structure occurs only at the early stages of the 
formation of soot, "first by providing more efficient reaction partners for formation of 
aromatic molecules and second by affecting the generation of hydrogen 
atoms"[Frenklach et al., 1986],
"There must be an underlying fuel independent general mechanism that is modified 
only with respect to alternative routes to intermediates. These routes are simply 
affected by the combustion system temperature and the general character of the initial. 
The relative propensity of one fuel to soot compared to another may arise primarily 
from a difference in the initial rate of formation of the first and second ring structures 
and that the mechanisms controlling the growth of large condensed ring aromatics, 
soot nucleation, soot growth, etc., remain not only essentially unchanged, but that the 
growth steps of the large aromatic structures leading to soot nucleation are 
significantly faster than the formation of the initial rings. Thus the formation of the 
initial rings controls the rate of incipient soot formation. Consequently, the incipient 
soot formation particle concentration determines the soot volume fraction or the total 
amount of soot formed"[Glassman, 1988].
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It is noted that the process of soot formation is relatively slow compared with the 
production of other chemical species(H2O, CO2)[Coppalle et al., 1994]. Due to this 
chemically kinetic limited character, the effects of temperature and concentration on 
soot formation are important. "The higher the temperature the greater is the pyrolysis 
rate and precursor formation and thus the incipient soot formation rate". "Since the 
soot formation mechanism could involve a relatively high activation energy step, the 
whole process could be so highly temperature dependent that there may be a critical 
temperature for soot onset that only above this threshold temperature are the kinetic 
rates fast enough for soot to be formed."[Glassman, 1988]
Soot formation starts on the fuel rich side in the reaction zone. This process takes 
place in thin sheets with comparatively narrow range of mixture fractions and high 
temperatures [Moss et al., 1988; Honnery et al., 1992; Gore and Faeth, 1988]. 
Nucleation takes place on the fuel side close to the flame front[Kim et al., 1984]. 
Unlike gaseous molecules, soot particles are not diffused due to the concentration 
gradients. The existence of soot particles in fuel lean region is attributed to 
convection. It appears that soot growth is temperature-time history 
dependent[Honnery et al., 1992], which may cause complexity and uncertainty to 
models. In turbulent diffusion flames, soot production is influenced by the turbulent 
mixing. Experimental data show that the soot volume fraction can not be expressed as 
a unique function of the mixture fraction[Coppalle et al., 1994; Kent and Honnery, 
1987]. Unlike gaseous species whose concentrations are functions of the mixture 
fraction, a conserved variable in the flamelet approach, soot formation rate rather than 
concentration is supposed to be functional dependence on the mixture fraction and 
temperature[Moss et al., 1988].
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Since soot volume fraction is essential to obtain radiative properties to predict 
radiative heat flux and soot plays dominant roles in radiation heat transfer in fire, it is 
necessary to model soot formation.
5.2.2 
There are two kinds of sooting models - kinetic soot models and empirical models. 
Even though parameters of models in the first category need calibrating based on 
experimental data to produce good agreement with experimental measurements, these 
models try to simulate kinetically the processes of nucleation, surface growth, 
coagulation and oxidation. They incorporate the flamelet or PDF technique hopefully 
creating good predictions in the soot concentration and the flame structure. One of 
their aims is to provide a tool to give insight into the processes of soot formation. 
Detailed or reduced chemical mechanisms are employed leading to tens of chemical 
steps and species involved in the computation. Consequently powerful computers are 
required. Models in the second category are expected to produce rough but reasonable 
soot concentration. They are aimed at engineering applications where only limited 
computer power is available and reasonable predictions are required.
Generally, empirical soot models do not take detailed kinetic mechanisms of soot 
formation into account. However, some key features of soot formation such as the 
locations of this process are included in models. Only one equation for soot volume 
fraction or soot concentration is used to describe soot transport. The production rate of 
soot is derived directly from experimental data. Therefore, these soot models are 
simple, rely on empirical data and are expected to produce only reasonable results.
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Mechanisms of soot formation and oxidation are taken account into these models. 
Detailed measurements of soot and species distributions and temperatures in flames 
provide the basis of constructing the model structure and variables and calibration of 
model parameters.
Magnussen et al.[Magnussen et al., 1977; 1978] proposed a soot model for turbulent 
diffusion flame based on the eddy dissipation concept, which assumed combustion 
takes place in the fine structures with Kolmogorov microscale responsible for the 
dissipation of turbulence into heat. "Soot was assumed to form both in the heated fine 
structures and in the surrounding fluid"[Magnussen et al., 1978]. Soot formation is 
assumed to undergo two stages - radical nuclei formation and soot particle formation. 
The rates of nuclei and particle formation are determined by the local fuel 
concentration, temperature, nuclei density and particle density. The oxygen is 
supposed to be responsible for the destruction of the soot particles and radical nuclei. 
The oxidation rate is determined by the rate of dissipation of the eddies. This soot 
formation and oxidation model was used to simulate jet C2H2 diffusion flames. With 
the rate constants adjusted to match the corresponding experimental data, the model 
produced reasonable levels of soot concentrations.
A simple soot model was developed by Kenndey et al.[1990]. Only a single equation 
for soot volume fractions was used to describe the soot transportation process in 
laminar flames. The rates of soot volume formed by nucleation, surface growth and 
destruction due to oxidation were taken into account. Particle number density was
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assumed constant based on the two following experimental measurements: a) similar 
number densities in different flames and b) the weak dependence of the rate of surface 
area on the particle number density. The rate of surface growth was expressed in terms 
of the mixture fraction. Both the molecular oxygen and OH radicals were assumed to 
attack the soot particles in the oxidising process. The model was calibrated by 
experimental data.
A model proposed by Moss et al.[Moss et al., 1988; 1995] included all essential steps 
of soot formation: nucleation, surface growth, coagulation and oxidation. Soot volume 
fraction and particle number density were selected to represent the balance between 
the soot transport and production. This model exploited the key feature of soot 
formation that soot formation is confined in a comparatively narrow range of mixture 
fraction values. "The critical features to be established in respect of the model are 
evidently the mixture fraction and temperature fields in the sooting region and, in 
particular, the extent to which the simplification afforded by flamelet modelling can 
be sustained in the presence of increasing soot formation"[Moss et al., 1988]. Like the 
models outlined above, the parameters in this model were also adjusted from detailed 
experimental measurements.
The pyrolysis of the fuel plays a dominant role in soot formation. Based on this fact, 
Leung et al.[1991] proposed a model "in which global reaction rates for soot 
formation are related to the concentration of a characteristic pyrolysis product, taken 
to be acetylene". Nuclei are formed as acetylene is broken down and surface growth is 
attributed to adsorption of acetylene on the surface of the particles. To take the ageing 
effect on soot particles into account, a function of surface area was used to determine
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the growth rate.
The model parameters in the models referred to previously need calibrating from 
individual experimental data to produce reasonable estimates of soot formation in the 
specific flame. "Since the amount of soot formed from a particular fuel has a complex 
dependence on the overall combustion process, there is no one characteristic 
parameter that can define the amount formed per unit weight of fuel consumed. Both 
the flame type and various physical parameters determine the extent of soot formation 
from a given fuel"[Glassman, 1988]. Therefore, it is questionable and uncertain to 
directly apply these models to different flames, particularly to building fires. 
Consequently, some empirical soot models were proposed to fit the circumstances of 
building fires or flames in which solid fuels are involved.
5.2.2.2 
Generally, empirical soot models do not take detailed kinetic mechanisms of soot 
formation into account. However, some key features of soot formation such as the 
locations of this process are included in models. Only one equation for soot volume 
fraction or soot concentration is used to describe soot transport. The production rate of 
soot is derived directly from experimental data. Therefore, these soot models are 
simple and expected to produce only reasonable results.
A soot model proposed by Novozhilov et al.[1996] contains carbon as a kind of 
product in the one-step global chemical reaction. The carbon represents soot formed in 
flames. Soot is created near the reaction zone and transported by convection. The soot
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concentrations are derived from the local mixture fraction. However, how to 
empirically obtain the coefficient before the carbon in the formula of the one-step 
global reaction was not mentioned in the article.
In Yan and Holmstedt's paper[1996], the converting efficiency from fuel to soot was 
assumed constant and chosen with reference to some experimental measurements. 
"The soot formation rate is simply assumed to be locally proportional to either fuel 
supply rate or fuel consumption rate. No oxidation is considered." A transport 
equation for soot concentration was used and the soot volume fraction was calculated 
from the soot concentration with a constant soot density.
5.2.3 
The soot model used in this study is based on the fact that soot formation takes place 
in the fuel rich side of chemical reaction region and the highest soot concentration is 
found in the same region[Moss et al., 1988; Honnery et al., 1992; Gore and Faeth, 
1988]. The measured mean soot concentration in the region of soot formation is 
considered as a final result of the soot formation processes: nucleation, surface 
growth, coagulation and oxidation. Therefore, in this region soot concentrations are 
assumed to remain constant, taken as the measured mean values. While outside the 
soot formation region it is assumed that soot formation and oxidation has ceased due 
to the lower temperatures thus soot particles are transported by convection.
According to the description in chapter 4, when the gas phase combustion is used, two 
scalar variables, the mixture fraction(/) and the fuel mass fraction(mf), are employed.
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When the soot formation and transportation are to be modelled, in addition to the 
already used two scalars, one extra scalar variable is introduced in this study to 
represent the mass fraction of soot particles(msoot). An arbitrarily small value is 
assigned to the diffusion coefficient of this scalar since the soot particles do not 
diffuse due to the difference of the soot concentration. The soot volume fraction(/v) 
essentially required for the radiation calculation is obtained by
/v = msootp/psoot, (5.2.1)
where p and psoot are the densities of the gas mixture and the soot respectively. A 
constant soot density (2000kg/m3)[Fairweather et al., 1992] is used. Measurements 
show that the soot formation takes place in thin sheets representing a narrow mixture 
fraction range. Moss et al.[1988] suggested that this range be between 0.07 to 0.2 for 
ethylene-air flames. The soot model used in this study assumes that within this 
mixture fraction range the soot volume fractions remain constant, taking the measured 
mean values which vary from one solid fuel to another. Mean soot volume fractions in 
various flames have been measured by Hubbard and Tien[1978]. Soot particles are 
then transported somewhere else in the flow domain by convection.
Radiative heat transfer is the dominant pattern of heat transfer in many combustion 
systems. It is known that radiation becomes the dominant mode of heat transfer when 
the characteristic lengths of fires exceed 0.2m[Tien et al., 1995]. In the room fire 
scenario, radiation from the hot layer, accumulated beneath the ceiling, and the fire is 
responsible for preheating distant objects and even heating them up to a condition 
ready to burn. The energy required to sustain the endothermic solid gasification
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processes are also mainly transmitted by radiation from the fire to the solid surface.
To calculate radiation for a room fire scenario, we need to know radiative properties 
of the participating medium. In this section, some basic concepts of thermal radiation 
are introduced and some methods to calculate the radiative properties of participating 
media are described.
The monochromatic radiant intensity per unit area from a blackbody will be denoted 
by /bv . By Planck's law, 7bv is given as
7bv (5.3.1)
where is the Planck constant, is the frequency of the radiation, is the index of 
refraction for the medium and c0 is the speed of light in the medium.
The total radiant intensity per unit area from a blackbody, 4, can be obtained by 
integrating over all frequencies, giving
7b = f /bv dv = (5.3.2) Jo
Since the radiation intensity of a blackbody is independent of direction and the 
differential solid angle = sin6d0d<j), the total hemispherical power per unit area of 
a blackbody, is given by the integration over the entire hemisphere
-> _,,
/bcos0 sin0d6d(t> = aT4 (5.3.3) Jo Jo
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Fig. 5.3.1: Coordinate system for radiation intensity.
The radiative heat transfer in a medium is described by
  7(Q,r) = Jn'= (5.3.4)
where is a specified direction; / represents the physical pathlength along is the 
position of a point; stands for radiation intensity along at position and 
are absorption and scattering coefficients of the medium respectively; 4(r) is the 
blackbody radiation intensity; and O(Q' »Q) is the scattering phase function. This 
equation is the base of developing any reasonable numerical calculations of radiative 
heat transfer.
In many engineering applications, the effect of scattering are negligible, since "scatter 
is important only when considering the impact of fly ash in coal combustion systems
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and sometimes in the dense oil spray in diesel engines or the near burner region of 
furnaces"[Sarofim, 1986]. When scatter is neglected, the equation (5.3.4) is simplified 
as
/(a,r) = -a/(Q,r) + (5.3.4a) 
The monochromatic radiation from a blackbody represents the maximum amount of 
radiant energy emitted at a given temperature and a given frequency(or wavelength). 
The monochromatic emissive power of a real surface (non-blackbody) is expressed as
/x = S/bX (5.3.5)
where £X is the monochromatic emissivity of the real surface and is the wavelength 
of the radiation. £X is less than unity.
Real surfaces also absorb a fraction of the energy reaching on them. By Kirchhoff s 
law, the emissivity and absorptivity must be equal to maintain thermodynamic 
equilibrium, i.e.
(5.3.6)
The spectral dependence of emissivity of a real body is simplified by introducing the 
concept of a grey body for which the emissivity is independent of wavelength. In this 
case, the subscript is hence removed and the equal relationship between emissivity 
and absorptivity is still held, i.e.
(5.3.7)
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The emissivity of a participating medium is defined as
Si = /x//bx (53.8)
When a monochromatic beam of radiation with zero incident radiation passes through 
a medium having uniform temperature and radiative properties, the emissivity for 
pathlength is explicitly expressed by
1- exp(-KxS) (5.3.9)
where K^ is the spectral extinction coefficient which includes the effects of both 
absorption and scattering within the medium.
is called the optical thickness. For nonhomogeneous media it is defined as
(5.3.10)
The optically thin limit occurs when TX « 1. In this situation any intervening 
absorption of radiation by the medium will be negligible. The radiant beam will freely 
travel to the bounding surfaces. Radiative interaction between various parts of the 
medium is trivial. The Planck mean absorption coefficient for optically thin media is 
defined as
f Kx/b^dX (5.3.11) Jo
, representing the average property over the whole range of wavelength.
The opposite extreme of TX « 1 is the optically thick limit under the condition of TA. 
» 1. In this case the radiant flux is only affected by the local emission and the
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radiation transfer within the medium can be treated as a diffusion process, i.e.,
-4/(3KX)d£bX/d5 (5.3.12)
where is the radiant flux [Tien et al., 1995]. Correspondingly, the mean absorption 
coefficient for optically thick media, called Rosseland mean absorption coefficient, is 
defined as
I/KR = f~ I/KJL d£bx/d£bd>. (5.3.13) Jo
For the media neither optically thin nor optically thick, the total emissivity of a 
medium is defined as
J~ sJbxdX (5.3.14) 
which is an average property over all wavelength.
For homogeneous and isothermal mixture of soot, CC>2 and t^O, the total mixture 
emissivity, , is approximated by[De Ris, 1979]
£m= £; + %-£;% (5.4.1)
where £^ is the gaseous emissivity of CO2 and H2O, £; is the soot emissivity. The 
absorption coefficient, of the mixture is given under gray assumption by
(5.4.2)
where and Og are the absorption coefficient of soot and gases respectively. The 
evaluation of the radiative properties of soot and CO2 and H2O is described below.
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The dominant gaseous species for absorption and emission in fires are CC>2 and
As the calculation of the integration over the entire wavelength in equation (5.3.14) is
complicated and time consuming, some approximate models have been proposed.
A very simple expression for the absorption(emission) of CC>2 and t^O in 
hydrocarbon fires was proposed by Magnussen and Hjertager[1977]. The absorption 
coefficient of CC>2 and K^O is evaluated by
= 0.1 (mc + raw) (5.4.3) 
where rac and mw are the mass concentration of CC>2 and H^O respectively.
More accurate evaluation of radiative properties of CC>2 and H2O was reported by 
Modak[1979]. The emissivity of the gaseous mixture of CC>2 and t^O is given by
where is the emissivity of a pathlength of CC>2 at a temperature and partial 
pressure £w is the eimissivity of a pathlength of H2O at a temperature and 
partial pressure pw ; A^w is the 2.7 and 15 |im overlap correction for a pathlength 
and are approximated by three parameter(partial pressure, pressure-pathlength and 
temperature) curve fits to spectral calculation of and at 1 atmosphere total 
pressure[Modak, 1979]. "The curve fits for emissivities are accurate to within 5% in 
the temperature range 300 to 2000 K for a gas partial pressure range of 0 to 1 atm and 
a pressure-pathlength range of 0 to 6 atm. These ranges encompass most practical 
combustion systems"[Modak, 1979].
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It is well established that "soot absorption and emission is proportional to the soot 
volume fraction(/v) provided the radiation wavelength is greater than the soot particle 
diameter." "This is usually the case for infrared radiation from flames. Under these 
conditions scattering of radiation by the particles is also negligible"[De Ris, 1979]. 
Under these assumptions the soot emissivity becomes
1-15/7C4X|/(3)(1+*) (5.4.5) 
with the definition where \|/3)(z) is the pentagamma function
J~ r3exp(-zO/(l-exp(-Odr (5.4.6)
and c is a dimensionless constant between 4 and 10 associated with the soot chemical 
composition. [De Ris, 1979]. It is very difficult to derive the value of from 
experimental data. The recommended value of c is 7 which lies in the middle of the 
reported range 4-10[Hottel and Sarofim, 1967].
Under gray-soot assumption, a further simplified calculation of soot emissivity is 
given by[Yuen and Tien, 1977]
= l-exp(-ics) (5.4.7)
where is the physical pathlength and K is the effective soot-emission parameter 
independent of 5. And K is given as
K = 3.6y77c2 (5.4.8)
where is the Planck second constant and y is the effective soot-concentration 
parameter defined as
y = (5.4.9)
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According to equation (5.4.9), soot extinction coefficient can be also expressed as
(5.4.10)
where a is a constant depending on the soot chemical composition. A similar 
expression for soot extinction coefficient was obtained by Kent and Honnery[1990] 
based on their experimental data for ethylene-air diffusion flames. As scattering is 
neglected, the extinction coefficient represents only absorption. Kent and Hennery 
expressed the absorption coefficient for soot as
Os = 2.66const/vr(cm~1 ) (5.4.11)
Under gray-soot assumption, equation (5.4.1) is further simplified as
[l-expHcS)] + %exp(-KS) (5.4.12)
[Yuen and Tien, 1977], where is the emissivity of the radiating gases calculated 
easily from the method presented in subsection 5.4.1.
5.5 
Due to the huge calculations required by the resolution of the transfer equation (5.3.4), 
it is prohibitively expensive to obtain exact radiative energy exchanges in a fire 
system. Consequently approximate numerical calculations of radiation transfer are 
demanded.
Among the radiation models are the zone method[Hottel and Sarofim, 1967] and
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Monte Carlo method[Howell, 1968]. In the zone method, the flow domain and the 
bounding surfaces are partitioned by a number of small zones. Exact radiation transfer 
can be approached by increasing the zone number. However, since all radiative 
exchanges between each zone pair are considered, this method becomes very 
expensive as the number of zone increases. To lessen the cost, Monte Carlo method 
can be used for obtaining the exchange factors between each zone pair. A large 
number of random rays are required to obtain satisfactorily accurate radiation fluxes. 
As a result, demanding calculations are needed. Therefore both methods are only 
practically used for relatively coarse meshes. It is not efficient to incorporate these 
two methods into field fire models without modification since quite fine grids are used 
in this modelling technique.
More suitable (i.e. computationally less demanding) models have been proposed for 
incorporating into fire field models. The six-flux model and the discrete transfer 
method are two radiation models widely used. Because these two models are also 
employed in this study, they are outlined here in detail.
5.5.2 
As a first approximation, the six-flux model [Hoffmann and Markatos, 1988] has 
successfully been applied to a number of practical problems involving radiation 
[Sarofim, 1986], including fires [Hoffmann and Markatos, 1988; Jia et al., 1997; 
1999a, b]. Since "scatter is important only when considering the impact of fly ash in 
coal combustion systems and some times in the dense oil spray in diesel engines or the 
near burner region of furnaces"[Sarofim, 1986], scatter is ignored in the following
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model description.
The six radiation fluxes in the positive and negative directions of and are 
denoted by , , , Fv", and respectively. Thus
= -aF; (5.5.1) 
(5.5.2)
where a represents the coordinate directions, is the absorption coefficient and 
is the black-body radiation power and <jis the Stefan-Boltzmann constant.
By adding equation (5.5.1) and equation (5.5.2) we have the result that
d(F; + F;)/ds = -a(F;-F;) (5.5.3) 
Subtracting equation (5.5.2) from equation (5.5.1) gives
d( )/ds = -«( F;) + (5.5.4) 
From equation (5.5.3) we have
d[ 1 /ad( F; + F; )/ds]/ds = -d( F; - )/ds (5.5.5)
(Fv+ + F;-)/2, Then if we now
substitute equation (5.5.4) in equation (5.5.5), we have the following second-order 
ordinary differential equation
d[l/fld/?ff /ds]/ds (5.5.6) 
where 
At a bounding surface, the leaving flux is expressed by
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(5.5.7) 
where ew is the emissivity of the wall surface and is the incident flux. Thus at
the wall boundary is given
ew£b/2 + (2-ew)F72 (5.5.8)
By rearranging above equation, we obtain
ew£b)/(2-ew) (5.5.9) 
From equation (5.5.7) we also have the relation below
r- ew( (5.5.10)
Substituting for from equation (5.5.9) in equation (5.5.10) gives
(£*-- ew(£b-#J/(2-ew) (5.5.11)
Finally, from equation (5.5.3) and equation (5.5.11) we have the boundary condition 
at the wall
d -aew(£b- )/(2-ew) (5.5.12) 
where is the outward going unit normal direction to the solid surface.
The primary attraction of this model is that it is easily incorporated into the finite 
volume scheme of the numerical solution procedure adopted by fire field models and 
is much less demanding of computational power than other advanced radiation models 
such as the discrete transfer method.
5.5.3 
The discrete transfer method was proposed by Lockwood and Shah[1981]. The 
radiative transfer equation is solved along a number of prescribed rays that discretise
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the total 4?i steradians. By ignoring the scatter effect, radiation along a ray is 
determined by
  7(Q,r) = -a 7(Q,r) + o7*(r) (5.5.13)
ds
where Q is the ray direction; 5 represents the physical pathlength along Q; is the 
position of a point; 7(H,r) stands for radiation intensity along at position r; a is the 
absorption coefficient of the medium.
Each cell through which the ray passes is treated as isothermal, i.e., the temperature 
and properties are uniform in the cell. Thus the radiation intensity along the ray is 
calculated by the following recurrence equation that is the exact solution to equation 
(5.5.13) within the cell
7n+i = 7nexp(-<2§s) + [ l-exp(-a8s)]7b (5.5.14)
where 7n and 7n+J are respectively the radiation intensities of entering and leaving the 
cell along the ray and 8S is the ray segment within the cell.
Assuming a grey wall surface, the wall boundary is calculated by
7 = ew7b/7i + (l-£w)7- (5.5.15) 
where is the incident radiation intensity at the wall surface.
The discrete transfer method is recognised as a method accurate, relatively economical 
and applicable to arbitrary geometrical configurations. It is now widely used in fire 
field models to calculate the radiative energy exchanges.
A standalone computer code for the DTM is developed in FORTRAN by the author.
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The input includes the ray number, the directions of the rays, the black body radiative 
intensity or power(for the six-flux model) field, the absorption coefficient field, 
radiation intensities from bounding surfaces and emissivities of solid surfaces. If there 
is any solid object in the flow domain, its position, surface temperature and emissivity 
are required to be input into the code. The mesh used for the calculation of the 
radiation intensity or power(for the six-flux model) is the same one as for the flow 
domain. The rays used in the DTM are either particularly specified by users or are 
them described in section 5.6.2. The radiation intensity or flux after going through a 
cell along a ray is given by the recurrence equation (5.5.14). Along a ray, from each 
cell at a solid surface where the initial radiation intensity is given by equation (5.5.15), 
the calculation defined by equation (5.5.14) is continued until the ray reaches another 
solid surface. This procedure is gone through for all the rays and all solid surface 
cells. The linkage of the code with the selected CFD software lies on the fact that 
radiation creates source and sink terms in the enthalpy equation. This will be 
discussed in detail in section 5.6.3.
As will be shown in the following section, in a Cartesian co-ordinate system the six- 
flux model is, after some minor alterations, implemented using the same code 
developed for the DTM in which six rays parallel to the co-ordinate directions are 
used.
This section outlines some concrete considerations to implement the radiation models 
in the selected CFD software.
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The absorption coefficient of a gas-soot mixture is involved in equation (5.5.12) that 
is the radiation boundary condition at a wall surface in the six-flux model. Actually, it 
is the limit value of the absorption coefficient of the gas-soot mixture at the wall 
surface. As the exact limit value is not known, approximations of it will be taken 
when numerically fulfilling the six-flux model. An approximation that is usually made 
in the standard six-flux model is to use the absorption coefficient in the cell next to 
the wall surface. However, since the absorption coefficient is dependent on the 
temperature of the gas-soot mixture and the temperature variation near the wall 
surface is possibly rapid in turbulent flows, this approximation may be crude. 
Furthermore, equation (5.5.12) makes the model predictions depend on the 
approximation of the limit value of the fluid absorption coefficient at the wall surface. 
This introduces an extra source of uncertainty and inaccuracy of the radiation model. 
This is highlighted by the following simple test case.
0 7 X 
Fig. 5.6.1: The schematic view of the simple test case.
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The test case involves two parallel walls separated by a distance of 1.0m(figure 
(5.6.1)). The wall emissivities are taken as one and the radiation fluxes emitting from 
the walls are (W/m2) at the cooler left wall and (W/m2) at the hotter right wall. 
The media between the walls has a variable absorption coefficient and constant
blackbody radiation power of (W/m ). The absorption coefficient is formulated as
fl=jc(l/m) (5.6.1)
This is a simple one-dimensional problem. The formula for the conventional model is
(5.6.2)
with boundary conditions
dtf/d* | x=0 = -08w(£i-fl)/(2-ew) = 0 (5.6.3)
and
x=1 = 08W(£2 -#)/(2-ew) (5.6.4)
For this simple test case there exist analytic solutions for the conventional model 
(equations (5.6.2), (5.6.3) and (5.6.4)). The analytical solutions are
£ ) <?~° + 0.5(£2- £b) V'5 * 2 (5.6.5) 
where is an arbitrary real number. Therefore the conventional model produces an 
ill-posed differiential problem since there are infinite number of solutions for it. This 
means, according to the conventional model, the radiation flux distribution in the 
medium has infinite possibilities. However in reality, the radiaton flux distribution in 
the medium is uniquely determined by the properties of the medium and the walls.
Another disadvantage is that the conventional model transforms the one-way
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parabolic problem equations (5.5.1) and (5.5.2) to a two-way elliptic problem 
equation (5.5.6). When equation (5.5.6) is discretised over a control volume P(see 
figure(5.6.2)), the discretisation of the left-hand side of the equation is
Left-hand side L - 1/0 L | (5.6.6)
W
x
Fig. 5.6.2: Three successive control volumes.
The absorption coefficient at the cell faces and in equation (5.6.6) need be 
evaluated in terms of the values of the absorption coefficients at grid-point P, E and 
W. Thus the radiation flux value at point P is partially determined by the properties 
in the cells of W and E. Since it is impossible to separate the radiation flux along 
the positive x direction and along the negative x direction from equation (5.6.6) 
means that F*" is partially determined by the properties in cell E that is in the down 
stream along the positive x while is partially determined by the properties in cell W 
that is in the down stream along the negative x. Obviously, it is unrealistic that the 
one-way radiation flux F*" or is determined by the properties of the down stream. 
Errors due to the problem transformation are inevitably introduced by the 
discretisation for the conventional model. This is demonstrated in the following 
example.
The following test case is similar to the previous test case except for the specification 
of the absorption coefficient of the medium. In this test case the absorption coefficient 
is given by
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0.2 20(x-0.5)2 (1/m) (5.6.7)
The analytical solution for the conventional model is
0.5(£i- £b) Jo + 0.5(£2~ £b) (5.6.8)
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Fig. 5.6.3: The relative errors of the net gain of radiative energy in the cells.
For the numerical calculation of the conventional model, we assume that 5000 
W/m2, 8000 W/m2 and 500 W/m2 . The differential form of the model is 
numerically solved using a mesh which is uniformally distributed with O.lm cell 
length(the total cell number is 10). The errors produced by the model relative to the 
exact values for the net gains of the radiative energy in each cell are depicted in figure 
(5.6.3). The net gain of the radiative energy in each cell is defined by
v our m ' ^ ou; (5.6.9)
where represents the radiative flux arriving at the cell while is the radiative 
flux leaving the cell. Figure (5.6.3) clearly demonstrates that the solution of the
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conventional model has significant differences from the analytical solution. The 
maximum relative error produced by the conventional model is up to 120%.
As demonstrated earlier, the conventional six-flux model suffers two kinds of errors  
the uncertainty due to the dependency of the boundary conditions at walls on the limit 
value of the absorption coefficient of the media and the unrealistic transformation 
from one-way parabolic problems to a two-way elliptic problem. Therefore, 
modification will be made while still adhering to the principles of the conventional 
method.
In the modified six-flux model, the equations (5.5.1) and (5.5.2), representing the 
quintessence of the conventional six-flux model, are still used in the flow domain. 
However, the variables in the model are F+ , , Fv+ , , and rather than
 * «* 
, and , the average of the positive and negative flux along the coordinate
directions. The boundary condition at the wall surface is therefore directly given by 
equation (5.5.7), i.e.,
Ff = ew£b + (l-ew)F" . (5.6.10)
Since the incident flux in the above equation is calculated from equation (5.5.1) or 
(5.5.2) depending on the position of the wall, an iterative method has to be employed 
to obtain radiation fluxes if the wall emissivities are not equal to one.
By comparing equations (5.5.1), (5.5.2) and (5.5.13), it is obvious that the modified 
six-flux model is almost identical to the DTM using six rays parallel to the 
coordinates. The difference between the two models is that in the modified six-flux
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model £b =074 , the radiation power of black body, is used while in the latter model 
/b=0!r*/7i, the radiation intensity of black body, is used. In each cell, if the temperature 
is assumed to be uniform, following the equations (5.5.1) and (5.5.2), the radiation 
flux after going through the cell along a direction parallel to one of the coordinates is 
given by the following recurrence relation.
fS+&
-\a(x)dx
IS (5.6.11)
where and are respectively the radiation fluxes of entering and leaving the cell 
through which the ray passes and 8S is the ray segment within the cell and = aT4 is 
the black body radiation power. If the absorption coefficient in the cell is further 
assumed to be uniform, equation (5.6.11) becomes
(5.6.12)
10
the sequential number of cells 
Fig. 5.6.4: The relative errors of the net gain of radiative energy in the cells.
Equation (5.6.12) is identical to equation (5.5.14) if using Fn , Fn+i and to replace 7n ,
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/n+ i and /b respectively. Therefore, there is no particular code developed for the 
modified six-flux model. The six-flux model is implemented using the same code 
developed for the DTM in which the ray number is defined particularly for the 
modified six-flux model as six and the directions of the rays are specified to be 
parallel to the coordinates and the black body power field is input. This is also another 
reason why the conventional model is modified.
The differences between the modified and the conventional six-flux models are 
demonstrated by the second test case described previously. For this simple test case 
there exist analytic solutions for both of the modified and conventional models. The 
analytic solution for the modified model is
-f 
= £b + Jo (5.6.13)
- J* (5.6.14) 
while the analytical solution for the conventional model is given by equation (5.6.8). 
The errors produced by the two models relative to the exact values for the net gains of 
the radiative energy in each cell are depicted in figure (5.6.4). In the calculations for 
the modified model, equation(5.6.11) is used, i.e., the absorption coefficient in each 
cell is not assumed to be uniform. Figure (5.6.4) clearly demonstrates that the errors of 
the numerical solution of the modified model to the analytical solutions is nearly zero 
while the solution of the conventional model has significant differences from the 
analytical solution.
In the following chapters, the six-flux model refers to the modified model defined in 
this section.
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The rays and weights used in the DTM were recommended by Lathrop and 
Carlson[1965]. The rays are symmetric and are constructed to satisfy a number of key 
moments of the radiative intensity. Suppose that the steradians are subdivided by 
rays (jLin,^n,T|n), n = 1, ..., and their weights are denoted by vvn, n = 1, ..., The 
required key moments are:
1) zeroth moment of full range(0 < 0 < and 0 < (|> < 2ft), i.e. ^ vvn = 4ft;
2) first moment of half range(0 < 0 < ft/2 and 0 < <j) < 2ft), i.e.
nn wn = J7r/2 (J2*cos9sined<{>)de = ft; (5.6.15)
i
3) first moment of full range(0 < 0 < ft and 0 < (() < 2ft), i.e.
27r|nwn = f cos6dQ= f (f27r cos6sined(j))de = 0. (5.6.16)
Jii=4^ JO JO
As the rays are selected symmetrically, all the rays can be classified into groups in 
terms of their symmetric relationship. The third requirement is automatically satisfied 
provided that the weights of the rays in the same group are designed to be equal.
Violation of these requirements will result in incorrect prediction of boundary heat 
flux, leading to improper numerical solid surface temperature. The quadrature rays 
and weights for 1, 3, 6 and 10 rays in the first quadrant are listed in table 
(5.6.1)[Fiveland, 1988].
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2
3
Table 5.6.1: Rays and weights in the first quadrant.
0.2958759
0.9082483
0.2958759
ordinates of rays
0.2958759
0.2958759
0.9082483
0.9082483
0.2958759
0.2958759
weights
1.5707963
0.5235987
0.5235987
0.5235987
1
2
3
4
5
6
7
8
9
10
0.1422555
0.5773503
0.8040087
0.9795543
0.1422555
0.5773503
0.8040087
0.1422555
0.5773503
0.1422555
0.1422555
0.1422555
0.1422555
0.1422555
0.5773503
0.5773503
0.5773503
0.8040087
0.8040087
0.9795543
0.9795543
0.8040087
0.5773503
0.1422555
0.8040087
0.5773503
0.1422555
0.5773503
0.1422555
0.1422555
0.1712359
0.0992284
0.0992284
0.1712359
0.0992284
0.4617119
0.0992284
0.0992284
0.0992284
0.1712359
Radiative energy exchanges create a source-sink term in the total energy conservation 
equation. The source-sink term can be expressed as
(5.6.17)
where is the monochromatic absorption coefficient of the medium, and
are the monochromatic radiation intensity and the blackbody radiation intensity along 
the direction Q respectively. The integration is over all wavelengths and throughout
steradians. Obviously, calculation of the integration (5.6.17) at all grid points of
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the CFD mesh is extremely expensive and impractical at present. A simplificaiton 
widely used is the gray medium in which the absorption coefficient and radiant 
intensity are independent on wavelengths. Under the gray medium assumption, the 
source-sink term is rewritten as
Sr = (Q)-/b(«)]dQ (5.6.18)
Provided the flow field is known, the radiation intensity in the medium and the 
blackbody radiation intensity are computed according to the selected radiation model 
such as the six-flux model or the discrete transfer model described in the previous 
subsections. A code implementing the radiation model may be separated from the 
CFD code computing the flow field. Then the integration (5.6.18) is carried out to 
calculate the radiation source-sink term in the energy equation according to the radiant 
intensities resulted from the radiation model. In fact, after the completion of one outer 
iteration the tentative flow field is known. Using the radiation model the absorption 
coefficient of the medium and radiation intensities are then calculated from the 
tentative flow field. Then the radiation source-sink term is computed for the next 
outer iteration according to equation (5.6.18). When the DTM is used, the 
steradians are discretised by the rays specified by the radiaion model. Numerical 
integration for equation (5.6.18) is carried out according to this discretisation, that is,
/ +,-/J6-AAAQ (5.6.19)
where is a ray direction and AA is the normal face area of a cell volume. When the 
six flux model is employed, the integration is expressed as
F; + (5.6.20) 
where V is the volume of a cell.
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To ensure a stable iteration to solve the governing equations of the flow the radiative 
heat loss source term in the energy conservation equation is linearized. Radiative heat 
losses are expressed as
-XSn f /b dQ = -XSnOT4 (5.6.21)JQ=4ir
where % is a model constant, taken as 6 for the six flux model and 4 for the four flux 
model(a two-dimensional modification of the six flux model) and the DTM.
As the temperature of the gas-soot mixture is presumably a function of the enthalpy, 
can be linearized in terms of the enthalpy. Assume that ¥{/*), where stands
for the enthalpy of the gas-soot mixture. Then by substituting ¥{/z) for equation 
(5.6.21) becomes
(5.6.22) 
Thus the heat losses source term can be linearized in terms of enthalpy 
Sooting mechanisms were briefly examined and some soot models reviewed. A 
simple empirical treatment for the soot formation in fires was proposed. This sooting 
model is based on the experimental observations that soot formation takes place in the 
fuel rich side of chemical reaction region and the highest soot concentration is found 
in the same region. This model will be partially validated in chapter 6 by using it as a 
part of the model simulating one of the series of Steckler's room fire tests.
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The principal concepts of radiation and key assumptions and models used in this study 
in the calculations of radiative properties were presented. All these assumptions and 
models have been proved by other modellers and users to be rational and capable of 
evaluating sufficiently accurate radiative properties of gas-soot mixture in fires.
Two radiation models the six-flux model and the discrete transfer method (DTM) 
were discussed in detail. Some technical treatments in the six-flux model and the 
DTM model were described. Shortcomings in the conventional six-flux radiation 
model were highlighted. These involves the introduction of an extra source of 
inaccuracy and uncertainty due to the radiation boundary condition at wall surfaces 
and the unrealistic transformation from one-way parabolic problems to a two-way 
elliptic problem. These problems were demonstrated through a simple artificial test 
case. The problems were corrected in the modified six-flux model and the improved 
accuracy was demonstrated using the same test case. For the DTM, some 
recommendations for selecting rays are discussed. The aim of these treatments is to 
produce reasonable radiative heat flux.
The combination of the radiation models and the CFD code was discussed. The 
linearisation for the radiation loss term in the energy equation was recommended to 
enhance the stability of iterations.
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In chapter 3 a simple heat source fire field model was developed and its capabilities in 
simulating a room fire scenario were demonstrated. The demonstration consisted of a 
comparison of the model predictions with experimental data from the Steckler room 
fire tests [Steckler et al., 1982]. The model was found lacking in several areas with 
particular attention being drawn to
1) the lack of a description of gaseous combustion;
2) the lack of a radiation model;
3) the crude treatment of the wall thermal boundary condition. 
In order to address the first two deficiencies a gaseous combustion model has been 
developed (see chapter 4) and two alternative radiation models have been developed 
in chapter 5. In this chapter the heat loss through the walls is addressed. Furthermore, 
all these components are integrated into a fire field model.
While field models of compartment fires incorporate increasing number of complex 
elements of physical and chemical processes which may occur, concerns are arising 
about the accuracy of the models and elaborate numerical methods essentially 
associated with these models. Although field models have many advantages over zone 
models[Galea, 1989], field models cannot be used with much confidence in enclosure 
fire situations until systematic comparison of fire field model predictions with 
experimental data (often called 'validation') is carried out. The validation of fire field
no
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model predictions is essential to the continual development and acceptance of this 
complex procedure[Galea, 1989; Markatos and Cox, 1984]. By using the same 
Steckler room fire scenario as the one described in chapter 3, the performance of the 
integrated model is assessed by comparing with the experimental data of interest and 
the simple fire field model developed in that chapter. Comment is also made on the 
relative merits of the six-flux radiation model and the discrete transfer method.
The fire field model presented in chapter 3 using the volumetric heat source method to 
represent the fire source did not include a radiation model and treated the walls as a 
perfectly insulating (i.e. adiabatic) boundary. In this chapter we improve on these 
coarse treatments through the introduction of a gaseous combustion model, a radiation 
model and a heat loss calculation through the walls.
The volumetric heat source model previously used to represent the fire is replaced 
with the gaseous combustion model described in chapter 4. The model is intended to 
simulate the gas phase combustion involved in enclosure fires. Two scalar variables 
represent the mixture fraction/and the fuel mass fraction m/respectively. Assume that 
the one step global chemical reaction is
+v<9-> P + heat (6.2.1.1) 
where and represent the reactants the fuel and the oxidant respectively and is
the mixture of products. The oxidant mass fraction and product mass fraction are then
_
Chapter 6___________________SIMULATIONS OF ONE OF STECKLER ROOM FIRES
determined algebraically by equations
(6.2.1.2) 
(6.2.1.3)
where /s is the stoichiometric value of /. When the detailed information about the 
product is required, for instance that the mass fraction of water and carbon dioxide are 
wanted, the composition expression for the product is needed. Using the complete 
combustion assumption, the product can be expressed as
VWH2O + VCC02 (6.2.1.4)
where vw and vc are the stoichiometric values of water and carbon dioxide in the 
combustion product respectively. Let and denote the mole fraction of the inert 
dilutant in the fuel and oxidant respectively. And assume the dilutant molecular 
weight is The mass fractions of water and carbon dioxide, mw and mc , are then 
given by
mw = 18.0vw mp/(18.0vw + 44.0vc + (6.2.1.5) 
mc = 44.0vc mp/(18.0vw + 44.0vc + (6.2.1.6)
The combustible gas fuel may be generated from the gasification of combustible solid 
fuels(see chapter 7 and 8) or provided by a gas burner for non-spreading fire tests. If 
the burning of a gas burner is intended modelled, the burner will be represented as an 
inlet from which the gas fuel is emitted. Under the assumption of complete 
combustion, the fuel mass flux m" from the inlet is determined by
m" (6.2.1.7)
where //f is the burner strength, is the heat of combustion of the fuel and is the 
inlet area. The values of the two scalars used in the gas phase combustion model, the
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mixture fraction/and the fuel mass fraction w/, are both set to one at the inlet.
Two different radiation models are included in the integrated fire field model, the six- 
flux model and the discrete transfer method (DTM)(see sections 5.5 and 5.6). To 
calculate radiation flux or intensity according to the radiation model used, the 
emissivity or the absorption coefficient of the participating medium is required. 
Section 5.4 presented some methods to compute the radiative properties of the 
medium. Generally, the total radiative properties of the soot-gas mixture are 
calculated in terms of the soot and gases radiative properties. For most fires scattering 
can be neglected[Sarofim, 1986].
When the DTM is employed, it is necessary to specify the number of rays to be 
incorporated and the directions of the rays. The recommended number and directions 
of the rays are presented in table (5.6.1).
Both radiation models can be run with or without the soot formation sub-model 
described in sections 5.2.3. When soot formation is not modelled, it is necessary to 
specify a fixed value for the emissivity or the absorption coefficient of soot in the hot 
upper layer.
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Since the heat losses through the non-combustible walls, floor or ceiling of a 
compartment affect the course of the fire spread within the compartment, the 
temperatures at these non-combustible solid surfaces need evaluating. From the 
computational cost point of view, however, it is uneconomic and unnecessary to 
calculate temperature distribution within the non-burning solid walls or ceiling by 
solving the conduction equation for the solid. An easy and economical way to 
calculate the solid surface temperature must be found and used. The integral 
method[Ozi§ik, 1980] is simple, straightforward and easily applicable to transient heat 
conduction in non-combustible solid materials. It has been successfully used in fire 
modelling[Lockwood and Malalasekera, 1988; Bagnaro, 1983]. In this section the 
integral method is extended to be capable of dealing with the high non-linearity of the 
surface reradiation at the top surface and the convective heat loss at the bottom 
surface.
The non-steady conduction in the solid is described in the following mathematical 
form
. (6.2.3.1)
or
dr/9t = o3277ax2 . (6.2.3. la) 
where a = fc/(pCp). The boundary conditions are 
1) at the top surface which is exposed to external incident heat flux
x=0 = -eocf-ro4) = (6.2.3.2)
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where 8 is the emissivity of the solid surface, a is the Stefan-Boltzmann constant, 
is the incident radiative heat flux at the solid surface and is the convective heat 
transfer coefficient at the surface. 
2) at the bottom surface
-*dr/ax I X=L = (6.2.3.3) 
or
(6.2.3.4)
where is the thickness of the solid material, is the convective heat transfer 
coefficient at the bottom surface and is the ambient temperature. The initial 
condition is
r(0,x)=7b. 0<x<L (6.2.3.5)
Let 8 denote the thermal penetration depth. At x = 8, the following equations are held.
x=8 = 0 (6.2.3.6) 
and
r| x=j=r0 (6.2.3.7)
The integral method assumes a prescribed temperature profile in the solid. Here we 
use a quadratic profile of the temperature distribution from 0 to 8, i.e., the one 
dimensional temperature distribution is presumed as
7(x, t) = fl(t) + fc(t)x + c(t)x2 0 < x <8 (6.2.3.8) 
and
I(x, t) = T0 8<x<L (6.2.3.9)
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By integrating equation (6.2.3.la) with respect to the space variable from 0 to 5, we 
have
(6.2.3.10)
Substituting equation (6.2.3.8) for Tin equation (6.2.3.10) we obtain
dfl(t)/dt +l/2Sdfc(t)/dt +l/382dc(t)/dt = 2oc(t). (6.2.3.11) 
From equations (6.2.3.2), (6.2.3.6) and (6.2.3.7) we have
= -<?!/* (6.2.3.12) 
= -2c(t)S (6.2.3.13) 
fl(t) + 8 + c(t) 82 . (6.2.3.14)
Since only surface temperature, denoted by Ts , is important for the flow domain 
calculation, we shall derive an equation in which is a variable. From equation 
(6.2.3.8) a(t) can be written as
fl(t) = rs (6.2.3.15)
Substituting equations (6.2.3.15) for and equation (6.2.3.12) for in equation 
(6.2.3.14) gives
c(t) = (rs-r0)/S2 . (6.2.3.16) 
From equations (6.2.3.13) and (6.2.3.14) we obtain
= -2(rs-7b)/8 . (6.2.3.17) 
The derivatives of and c(t) are then obtained
dfc(t)/dt = -2/6d(rs-r0)/dt + 2(rs-r0)/82d8/dt (6.2.3.18)
dc(t)/dt = l/82d(rs-r0)/dt - 2(rs-r0)/83d8/dt (6.2.3.19)
Substituting equations (6.2.3.15), (6.2.3.16), (6.2.3.18) and (6.2.3.19) in equation
(6.2.3.11) gives
__
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d[S(7s-r0)3/dt = 6a(rs-ro)/6 (6.2.3.20)
Since two variables, and 8, are involved, an additional equation is required to 
determine these two variables. By substituing equation (6.2.3.17) we have
2(rs-r0)/6 = -Ea(rs4 -r04)]/fc (6.2.3.21)
Both equations (6.2.3.20) and (6.2.3.21) are used to determine the solid surface 
temperature when 5<L. The initial condition for equation (6.2.3.20) is
[8(rs-r0)] t=0 = 0 (6.2.3.22)
When 8=L, equations (6.2.3.20) and (6.2.3.21) will be invalid. 6 becomes constant. 
Equations (6.2.3.11) and (6.2.3.12) are still held. The equation for will be 
determined by the boundary condition at the bottom surface. If equation (6.2.3.4) is 
held for the bottom boundary condition, we have
r0 = c(t) L2 . (6.2.3.23) 
Thus
c(t) = (6.2.3.24)
The derivatives of and c(t) are obtained from equation (6.2.3.12) and (6.2.3.24) 
respectively,
d £(t)/dt = , (6.2.3.25)
and
d c(t)/dt = -l/L2d(rs - r0)/dt - l/Ld£(t)/dt
= -l/L2d(7s - r0)/dt + (6.2.3.26)
Substituting equations (6.2.3.24), (6.2.3.25) and (6.2.3.26) in equation (6.2.3.11) gives
drs/dt = -3a(rs-r0)/ L2 + 3a/OJk) /dt. (6.2.3.27)
__ 
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From equation (6.2.3.2) we have
M^Vdt - 4ears3drs/dt (6.2.3.28)
By substituting equation (6.2.3.28) in equation (6.2.3.27) we obtain
drs/dt = A/B (6.2.3.29) 
where
A = -3a(rs-70)/ 
and
B = 
If equation (6.2.3.3) is held for the bottom boundary condition, we have
fc(t) + 2c(t)L = c(t) (6.2.3.30) 
Thus
c(t) = (6.2.3.31) 
and
dc(t)/dt = -[ (6.2.3.32)
From equations (6.2.3.2), (6.2.3.11), (6.2.3.25) and (6.2.3.32) we obtain
drs/dt = C/D (6.2.3.33) 
where
C = 
and
D = 
r0)-(l+ 
Let denote the time when 5=L. From equations (6.2.3.12) and (6.2.3.17) the top
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surface temperature at the time t = t/, is
(6.2.3.34)
Then the initial condition for equation (6.2.3.29) or (6.2.3.33) is
(6.2.3.35)
We summarise the discussion above in brief. When the thermal penetration depth is 
less than the solid thickness, i.e., 5<L, the surface temperature and 5 are determined 
from equations (6.2.3.20) and (6.2.3.21) with initial condition (6.2.3.22).
d[6(rs-r0)]/dt = 6a(rs-r0)/5 (6.2.3.20)
2(rs-r0)/6 = -8a(7s4 (6.2.3.21)
[S(rs-70)]t=o = 0 (6.2.3.22)
When 6=L, is calculated from equation (6.2.3.29) for the isothermal bottom 
boundary condition(i.e. equation (6.2.3.4))
drs/dt = A/B (6.2.3.29) 
where
A = -3a(rs-r0)/ 3a/(Lfc) + 
and
B =
or from equation (6.2.3.33) for the convective bottom boundary condition(i.e. 
equation (6.2.3.3))
drs/dt = C/D (6.2.3.33) 
where
C = 
and
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D = 
7bMl+ 
The initial condition for both equations (6.2.3.29) and (6.2.3.33) is equation (6.2.3.35)
(6.2.3.35)
Equations (6.2.3.20), (6.2.3.29) and (6.2.3.33) can be easily solved by the fourth-order 
Runge-Kutta method or more economically by the modified Euler method. The 
surface temperature will be used to determine the boundary conditions at the 
interface between the solid and the flow.
In order to demonstrate the integrated fire model described in section 6.2, the model is 
used to simulate the Steckler room fire scenario previously described in chapter 3. 
Here we outline the model specifications used to generate the results presented in 
section 6.4.
All the simulations in this chapter use the same mesh as the one used in chapter 3 
consisting of 22x20x23(10120) cells. The mesh is non-uniformly distributed with 
refinements in the wall, floor, ceiling, fire and doorway regions. In order to correctly 
model the flow through the open door, the grid is extended by 1.6m to include a 
region outside the compartment. Fixed pressure boundary conditions are used on all 
external boundaries.
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The simulations were run in transient mode until steady-state conditions were 
achieved. Only the steady-state results are considered here, typically requiring 200 
time steps before reaching steady-state conditions. Steady-state is considered to be 
achieved when the maximum change between spot values falls to less than 1% 
between time steps. Within each time step, convergence is assumed if the mass source 
residual falls below IxlO"4 (and the other key residual measures, e.g. enthalpy by 
corresponding amounts). If the time step iteration is not stopped by these measures 
then a maximum of 100 iterations will be performed during the time step. These 
stopping criteria are the same as those used in chapter 3.
The floor is assumed to be well insulated and the temperatures of the walls and the 
ceiling are calculated by the integral model for non-combustible solid materials 
described in section 6.2.3. The external incident heat flux calculated from the flow
domain is input into the integral model. After the wall surface temperature is 
obtained, the convective heat loss through the wall can be calculated by
(6.3.1)
where is the convective heat transfer coefficient and is the gas temperature next 
to the wall. The convective heat transfer coefficient can be derived from the wall 
function for the turbulent flow(see section 2.4). Then the convective heat flux 
calculated in terms of equation (6.3.1) is used to set up the boundary conditions for 
the flow domain. In fact this reciprocal procedure is placed into the iterative process 
of the CFD software CFDS-FLOW3D software (Version 2.3.3) in each time step.
The fuel (commercial methane) is emitted from a square inlet which surface area is
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the same as the burner used in the experiment. The inlet is in the centre of the floor 
and flush with the floor level. Under the assumption of complete combustion, the fuel 
mass flux from the inlet is determined by equation (6.2.1.7). Using 62.9 kW of 
the fire strength, 0.07065 m2 of the inlet area and 45.5 MJ/kg of the heat of 
combustion of the fuel, the mass flux emitted from the inlet is 0.01957 kg/m2s.
All the models presented in this section include the gaseous combustion model and 
wall heat loss calculation. In addition, the results in section 6.4 are generated from the 
following radiation model configurations:
(a) - Radiation is ignored
(b) - Two different radiation model options are examined, i.e., the six-flux radiation
model and the DTM model(24 rays)
- Soot formation ignored and hence constant a soot absorption coefficient for the 
upper layer that assume the values: (i) 0.1; (ii) 0.2; (iii) 0.4
(c) - using the six-flux model with the soot formation model and hence the soot 
absorption coefficient for the upper layer depends on the soot volume fraction 
and temperature(equation (6.3.2))
(d) - as (c) but the radiation model is the DTM using 6, 8 and 24 rays.
When the DTM uses six rays, the rays are fixed to the co-ordinate directions, as in the 
six-flux model. When 8 or 24 rays is used, the directions of the rays are presented in 
table (5.6.1).
Where the sooting submodel is included, the absorption coefficient for soot is
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calculated by equation (5.4.10)
Osoot = C/vr (6.3.2)
where C is a constant, taken as 1114.5 in the simulations which was estimated from 
the measured mean soot volume fraction and mean soot absorption coefficient for 
methane fires[Hubbard and Tien, 1978; Yuen and Tien, 1977], /v and stand for soot 
volume fraction and temperature respectively. Where the soot formation is not 
modelled, constant values(0.4, 0.2 and 0.1) are assigned for soot absorption 
coefficient in the hot upper layer. These values are close to the range of pure soot 
absorption coefficient at temperature 400K estimated from the curves provided by 
Hubbard and Tien[1978] under the assumption that the upper layer is optically thin. 
While in the burner plume, the expression (equation (5.4.8)) for soot absorption 
coefficient is adopted
0«oot = 3.6Yr/C2 (6.3.3) 
with y= 0.002 recommended by Yuen and Tien [1977].
The evaluation for the absorption coefficient of CO2 and H^O developed by 
Magnussen and Hjertagerf 1977](equation (5.4.3)) is used in the simulations, i.e.,
Og = 0.1(mc + mw) (6.3.4)
where rac and mw are the mass concentration of COz and t^O respectively which are 
calculated algebraically by equations (6.2.1.5) and (6.2.1.6).
Finally, the absorption coefficient for the soot-gas mixture is given by[De Ris, 1979]
(6.3.5)
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In this section the predictions produced by the integrated fire field model (presented in 
section 6.2 and 6.3) are compared with experimental data from the Steckler fire 
scenario(described in section 3.2) and predictions produced by the base fire field 
model(see section 3.3). Throughout this section, the BASE MODEL (BM) will refer 
to the simple fire field model previously described in section 3.3 in which the gas 
phase combustion, the radiation heat exchanges and the heat losses through the walls 
are ignored.
The comparison with experiment includes the main trends of the induced flow, 
vertical temperature profiles in the corner and in the doorway central line and the 
vertical central velocity profiles in the doorway.
Some main characteristics of a room fire observed by the experiment and the 
simulations are summarised in table (6.4.1) for comparison. The upper layer 
temperature, the neutral plane height and the mass flow rates are determined in the 
same manner as previously described in section (3.4). All the predicted values are in 
reasonably good agreement with the measured.
It is clear that the upper layer temperatures predicted by ignoring radiation are 
considerably higher than the measured and the predicted ones with radiation models. 
This indicates that radiation is very important to determine the hot upper layer
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temperature and the radiative heat losses from the hot layer and the fire plume are 
significant.
Table 6.4.1. The predicted and experimental data of some main characteristics
in the room fire.
Model 
Elements
Experiment Data
BASE MODEL
No Radiation
Upper Layer 
Temperature
°C
129
144
137
err(%)
0.0
11.6
6.2
Neutral Plane 
Height
m
1.027
1.0
1.01
err(%)
0.0
2.6
1.7
Inflow
kg/s' 1
0.554
0.546
0.536
err(%)
0.0
1.4
3.2
Outflow
kg/s' 1
0.571
0.551
0.542
err(%)
0.0
3.5
5.1
Six-flux Models
Soot Model
No 
Soot 
Model
05 = 0.1
05 = 0.2
05 = 0.4
115
114
111
110
10.9
11.6
14.0
14.7
0.935
0.935
0.933
0.931
9.0
9.0
9.2
9.3
0.523
0.521
0.519
0.517
5.6
6.0
6.3
6.8
0.534
0.532
0.530
0.528
6.5
6.8
7.2
7.5
DTM(24 Rays)
Soot Model
No 
Soot 
Model
0^ = 0.1
0^ = 0.2
05 = 0.4
121
118
117
115
6.2
8.5
9.3
10.9
0.938
0.942
0.941
0.938
8.7
8.3
8.4
8.7
0.530
0.524
0.523
0.521
4.4
5.6
5.6
6.0
0.540
0.534
0.533
0.532
5.4
6.5
6.6
6.8
Note: the error in the table represents the relative error between the prediction and the experiment.
It is noticeable that when radiation models are included, the predicted neutral plane 
heights fall in a narrow variation range(lcm). The type of the radiation model appears 
to have only slight effects on this value. However, a significant difference in the 
neutral plane was made when radiation is not taken into account. There is an 
approximate 7cm gap between the predicted neutral planes produced with and without 
radiation models. The model without radiation produces the best agreement with 
experiment.
The predictions of mass flux into and out of the room show good agreement with 
experimental data. Here again, the predicted mass fluxes (inflow and outflow) are in 
general sensitive to the radiative heat losses.
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A common trend predicted by both the six flux model and the DTM for the upper 
layer temperature, the neutral plane height and the mass fluxes is that these values 
increase as the constant soot absorption coefficient in the upper layer (without the soot 
model) decreases and including the soot model generates the best results. In addition, 
the DTM creates predictions marginally closer to the measured than the six-flux 
model.
From the radiative energy exchange point of view, there are two competing 
mechanisms within the upper layer the absorption of the radiative energy from the 
fire and the radiative heat losses to the cold lower layer. The decreasing trend of the 
upper layer temperature with the increasing absorption coefficient in this region 
indicates that the latter mechanism is dominant within this area compared with the 
former one. Since the two radiation models capture this characteristic of the two 
mechanisms in the upper layer, both of them predict the similar variation of the upper 
layer temperature changing with the absorption coefficient in this region.
One plausible explanation for the decreasing trend of the inflow mass flux lies in the 
following equation[Drysdale, 1985]
=2/3CdB(/io)3/2po[2g(po-pr)/po] 1/2 (6.4.1) 
where is the inflow mass rate, C<j is a discharge coefficient, is the width of the 
opening, is the neutral plane height, g is the scale of the gravitational acceleration, 
and po, pr are the density of the ambient air and the hot gases respectively. Since the 
declining trend of the upper layer temperature results in higher values of the density in 
the upper layer, (po-pr)/po decreases. Thus by combining the decreasing trend of the
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neutral plane height, it is concluded from equation (6.4.1) that the inflow mass flux 
decreases as the upper layer absorption coefficient increases.
From table (6.4.1), it is obvious that the differences of predictions between the two 
radiation models are not significant. This indicates that similar magnitude of radiative 
energy exchange within the Steckler room scenario is predicted by both models. In 
fact, both models produce very close heat losses due to convective flow through the 
opening. For example, the simulation using the DTM and the soot model yields a 
convective heat loss of 48 kW while the simulation using the six-flux model and the 
soot model produce a 46 kW convective heat loss. This implies that both models 
predict similar quantities of radiation losses. Generally, the DTM is considered as 
more accurate model than the six-flux model. However, since the burner power (62.9 
kW) of the selected Steckler fire test is relatively low, the extent of the total radiation 
is not sufficiently large. Furthermore, non-spreading fire is involved in Steckler fire 
tests. The accuracy of the incident heat flux at the walls and ceiling is not essential. 
The energy loss through radiation from the fire is more important. Thus it is not 
unexpected that both radiation models produce similar numerical results considering 
that they predict almost same radiation heat losses. It is nevertheless promising that 
the simpler six-flux model produces results that are equivalent of the DTM with 24 
rays as the computational effort for the former is significantly less than that required 
by the latter(see section 6.5).
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Chapter 7 MODELS FOR COMBUSTIBLE MATERIALS 
analysis of section 7.6.2.1 was extended to consider time step sensitivity. This 
involved comparing the numerical mass loss rates determined using three different 
time steps - 0.1 sec, 1.0 sec and 2.0 sec. The spatial mesh resolution used in these 
three simulations remained fixed at 190 cells. 
mass loss rate (mglcm2s) 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
o .. 
o 200 400 
time (sec.) 
600 800 
Figure 7.6.5: Numerical mass loss rates using three different time steps, 
O.lsecond - square, 1.0 second - diamond and 2.0 second - cross. 
Figure (7.6.5) shows that the numerical mass loss rates calculated from the three time 
steps are very close. As a result, for the simulations presented in section 7.6.3, a one 
second time step was selected. 
7.6.3 Comparison with experimental results 
In this subsection the charring pyrolysis model is compared with a set of experimental 
results produced as part of a series of experiments conducted by Kashiwagi et al. 
[1987]. 
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