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Abstrat
We investigate mathematially a nonlinear approximation type approah reently
introdued in [1℄ to solve high dimensional partial dierential equations. We show
the link between the approah and the greedy algorithms of approximation theory
studied e.g. in [4℄. On the prototypial ase of the Poisson equation, we show that
a variational version of the approah, based on minimization of energies, onverges.
On the other hand, we show various theoretial and numerial diulties arising with
the non variational version of the approah, onsisting of simply solving the rst order
optimality equations of the problem. Several unsolved issues are indiated in order to
motivate further researh.
1 Introdution
Our purpose here is to investigate mathematially a numerial approah reently intro-
dued in [1℄ to solve high dimensional partial dierential equations.
The approah is a nonlinear approximation type approah that onsists in expanding
the solution of the equation in tensor produts of funtions sequentially determined as the
iterations of the algorithm proeed. The original motivation of the approah is the wish of
its authors to solve high-dimensional Fokker-Plank type equations arising in the modelling
of omplex uids. Reportedly, the approah performs well in this ase, and, in addition,
extends to a large variety of partial dierential equations, stati or time-dependent, linear
or nonlinear, ellipti or paraboli, involving self-adjoint or non self- adjoint operators pro-
vided the data enjoy some appropriate separation property with respet to the dierent
oordinates (this property is made preise in Remark 1 below). We refer the reader to [1℄
for more details.
In the present ontribution foused on mathematial analysis, we restrit ourselves to
the simplest possible ase, namely the solution of the Poisson equation set with Dirihlet
homogeneous boundary onditions on a two dimensional parallelepipedi domain Ω =
1
Ωx × Ωy with Ωx ⊂ R and Ωy ⊂ R bounded. In short, the approah under onsideration
then determines the solution u to
−∆u(x, y) = f(x, y) (1)
as a sum
u(x, y) =
∑
n≥1
rn(x) sn(y), (2)
by iteratively determining funtions rn(x), sn(y), n ≥ 1 suh that for all n, rn(x) sn(y)
is the best approximation (in a sense to be made preise below) of the solution v(x, y)
to −∆v(x, y) = f(x, y) + ∆
(∑
k≤n−1 rk(x) sk(y)
)
in terms of one single tensor produt
r(x)s(y). We show that it is possible to give a sound mathematial ground to the approah
provided we onsider a variational form of the approah that manipulates minimizers of
energies instead of solutions to equations. In order to reformulate the approah in suh a
variational setting, our arguments thus ruially exploit the fat that the Laplae operator
is self-adjoint. It is to be already emphasized that, beause of the nonlinearity of the
tensor produt expansion (2), the variational form of the approah is not equivalent to
the form (1)-(2) (whih is exatly the Euler-Lagrange equations assoiated to the energy
onsidered in the variational approah). Our analysis therefore does not apply to the
atual implementation of the method as desribed in [1℄. At present time, we do not know
how to extend our arguments to over the pratial situation, even in the simple ase of
the Poisson problem. The onsideration of some partiular pathologial ases, theoretially
and numerially, shows that the appropriate mathematial setting is unlear. Likewise, it is
unlear to us how to provide a mathematial foundation of the approah for non variational
situations, suh as an equation involving a dierential operator that is not self-adjoint.
On the other hand, the analysis provided here straightforwardly extends to the ase of
a N -dimensional Poisson problem with N ≥ 3 (unless expliitly mentioned). Likewise, our
analysis extends to the ase of ellipti linear partial dierential equations set on a ylinder in
R
N
, with appropriate boundary onditions. The only, although substantial, diulty that
may appear when the dimension N grows is the algorithmi omplexity of the approah,
sine a set of N oupled non-linear equations has to be solved (see Remark 2). At least, the
number of unknowns involved in the systems to be solved does not grow exponentially, as it
would be the ase for a naive approah (like for a nite dierenes method on a tensorized
grid). This is not the purpose of the present artile to further elaborate on this.
Our artile is organized as follows. Setion 2 introdues the approah. The variational
version of the approah (along with a relaxed variant of it) is desribed in Setion 2.1. Ele-
mentary properties follow in Setions 2.2 and 2.3. The non variational version is presented
in Setion 2.4. In Setion 3 we show the onvergene of the variational approah and give
an estimate of the rate of onvergene. Our arguments immediately follow from standard
arguments of the literature of nonlinear approximation theory, and espeially from those
of [4℄. The partiular approah under onsideration is indeed losely related to the so-alled
greedy algorithms introdued in approximation theory. We refer to [2, 3, 8℄ for some rele-
vant ontributions, among many. The purpose of Setion 4 is to return to the original non
variational formulation of the approah. For illustration, we rst onsider the ase when
the Laplae operator −∆ in (1) is replaed by the identity operator. The approah then
redues to the determination of the Singular Value Deomposition (also alled rank-one
deomposition) of the right-hand side f . This simple situation allows one to understand
various diulties inherent to the non variational formulation of the approah. We then
disuss the atual ase of the Laplae operator, and present some intriguing numerial
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experiments, in partiular when a non-symmetri term (namely there an advetion term)
is added.
As will be lear from the sequel, our urrent mathematial understanding of the numer-
ial approah is rather inomplete. Our results do not over real pratie. Some ingredients
from the literature of nonlinear approximation theory nevertheless already allow for un-
derstanding some basis of the approah. It is the hope of the authors that, laying some
groundwork, the present ontribution will sparkle some interest among the experts, and
allows in a not too far future for a omplete understanding of the mathematial nature
of the approah. Should the need arise, it will also indiate possible improvements of the
approah so that it is rigorously founded mathematially and, eventually, performs even
better that the urrently existing reports seemingly show.
Aknowledgments: The authors wish to thank A. Ammar and F. Chinesta for intro-
duing them to their series of works initiated in [1℄, A. Cohen for stimulating disussions,
and A. Lozinski for pointing out referene [4℄. This work was ompleted while the rst au-
thor (CLB) was a long-term visitor at the Institute for Mathematis and its Appliations,
Minneapolis. The hospitality of this institution is gratefully aknowledged.
2 Presentation of the algorithms
Consider a funtion f ∈ L2(Ω) where Ω = Ωx×Ωy with Ωx ⊂ R and Ωy ⊂ R two bounded
domains. To x ideas, one may take Ωx = Ωy = (0, 1). Consider on Ω the following
homogeneous Dirihlet problem:
Find g ∈ H10 (Ω) suh that
{ −∆g = f in Ω,
g = 0 on ∂Ω.
(3)
It is well known that solving (3) is equivalent to solving the variational problem:
Find g ∈ H10 (Ω) suh that g = arg min
u∈H1
0
(Ω)
(
1
2
∫
Ω
|∇u|2 −
∫
Ω
fu
)
. (4)
In the following, for any funtion u ∈ H10 (Ω), we denote
E(u) = 1
2
∫
Ω
|∇u|2 −
∫
Ω
fu. (5)
Notie that
E(u) = 1
2
∫
Ω
|∇(u− g)|2 − 1
2
∫
Ω
|∇g|2 (6)
where g is dened by (3), so that minimizing E is equivalent to minimizing ∫Ω |∇(u− g)|2
with respet to u. We endow the funtional spae H10 (Ω) with the salar produt:
〈u, v〉 =
∫
Ω
∇u · ∇v,
and the assoiated norm
‖u‖2 = 〈u, u〉 =
∫
Ω
|∇u|2.
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2.1 Two algorithms
We now introdue two algorithms to solve (3). The rst algorithm is the Pure Greedy
Algorithm: set f0 = f, and at iteration n ≥ 1,
1. Find rn ∈ H10 (Ωx) and sn ∈ H10 (Ωy) suh that
(rn, sn) = arg min
(r,s)∈H1
0
(Ωx)×H10 (Ωy)
(
1
2
∫
Ω
|∇(r ⊗ s)|2 −
∫
Ω
fn−1 r ⊗ s
)
. (7)
2. Set fn = fn−1 +∆(rn ⊗ sn).
3. If ‖fn‖H−1(Ω) ≥ ε, proeed to iteration n+ 1. Otherwise, stop.
Throughout this artile, we denote by r⊗ s the tensor produt: r⊗ s(x, y) = r(x)s(y).
Notie that
fn = f +∆
(
n∑
k=1
rk ⊗ sk
)
.
The fontion fn belongs to H
−1(Ω) and the tensor produt r⊗s is in H10 (Ω) if r ∈ H10 (Ωx)
and s ∈ H10 (Ωy) (see Lemma 1 below), so that the integral
∫
Ω fn−1 r ⊗ s in (7) is well
dened.
A variant of this algorithm is the Orthogonal Greedy Algorithm: set f o0 = f, and at
iteration n ≥ 1,
1. Find ron ∈ H10 (Ωx) and son ∈ H10 (Ωy) suh that
(ron, s
o
n) = arg min
(r,s)∈H1
0
(Ωx)×H10 (Ωy)
(
1
2
∫
Ω
|∇(r ⊗ s)|2 −
∫
Ω
f on−1 r ⊗ s
)
. (8)
2. Solve the following Galerkin problem on the basis (ro1⊗so1, . . . , ron⊗son): find
(α1, . . . , αn) ∈ Rn suh that
(α1, . . . , αn) = arg min
(β1,...,βn)∈Rn

1
2
∫
Ω
∣∣∣∣∣∇
(
n∑
k=1
βkr
o
k ⊗ sok
)∣∣∣∣∣
2
−
∫
Ω
f
n∑
k=1
βkr
o
k ⊗ sok

 .
(9)
3. Set f on = f +∆(
∑n
k=1 αkr
o
k ⊗ sok).
4. If ‖f on‖H−1(Ω) ≥ ε, proeed to iteration n+ 1. Otherwise, stop.
Let us also introdue gn satisfying the Dirihlet problem:{ −∆gn = fn in Ω,
gn = 0 on ∂Ω.
(10)
Notie that
gn = gn−1 − rn ⊗ sn. (11)
so that gn = g −
∑n
k=1 rk ⊗ sk. Likewise, we introdue gon = g −
∑n
k=1 r
o
k ⊗ sok, whih
satises −∆gon = f on in Ω and gon = 0 on ∂Ω. Proving the onvergene of the algorithms
amounts to proving that gn and g
o
n onverge to 0.
The terminology Pure Greedy Algorithm and Orthogonal Greedy Algorithm is borrowed
from approximation theory (see [2, 3, 4, 8℄). Suh algorithms have been introdued in a
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more general framework, namely for an arbitrary Hilbert spae and an arbitrary set of
funtions (not only tensor produts). Reall for onsisteny that, in short, the purpose of
suh nonlinear approximations tehniques is to nd the best possible approximation of a
given funtion as a sum of elements of a presribed ditionary. The latter does not need to
have a vetorial struture. In the present ase, the ditionary is the set of simple produts
r(x)s(y) for r varying in H10 (Ωx) and s varying in H
1
0 (Ωy) (All this will be formalized
with the introdution of the spae L1 in Setion 3 below). The metri hosen to dene the
approximation is the natural metri indued by the dierential operator, here the H1 norm.
The algorithm proposed by Ammar et al. [1℄ is atually related to the Orthogonal Greedy
Algorithm: it onsists in replaing the optimization proedure (8) by the assoiated Euler-
Lagrange equations. We shall give details on this in Setion 2.3 below. For the moment,
we onentrate ourselves on the variational algorithms above.
2.2 The iterations are well dened
We will need the following three lemmas.
Lemma 1 For any measurable funtions r : Ωx → R and s : Ωy → R suh that r ⊗ s 6= 0
r ⊗ s ∈ H10 (Ω) ⇐⇒ r ∈ H10 (Ωx) and s ∈ H10 (Ωy).
Lemma 2 Let T ∈ D′(Ω) be a distribution suh that, for any funtions (φ,ψ) ∈ C∞c (Ωx)×
C∞c (Ωy),
(T, φ⊗ ψ)(D′(Ω),D(Ω)) = 0
then T = 0 in D′(Ω). Moreover, for any two sequenes of distributions Rn ∈ D′(Ωx)
and Sn ∈ D′(Ωy) suh that limn→∞Rn = R in D′(Ωx) and limn→∞ Sn = S in D′(Ωy),
limn→∞Rn ⊗ Sn = R⊗ S in D′(Ω).
Lemma 3 Let us onsider a funtion f ∈ L2(Ω). If f 6= 0, then ∃(r, s) ∈ H10 (Ωx)×H10 (Ωy)
suh that
E(r ⊗ s) < 0,
where E is dened by (5).
Lemma 2 is well-known in distribution theory. We now provide for onsisteny a short
proof of Lemmas 1 and 3, respetively.
Proof of Lemma 1 Notie that∫
Ω
|∇(r ⊗ s)|2 =
∫
Ωx
|r′|2
∫
Ωy
|s|2 +
∫
Ωx
|r|2
∫
Ωy
|s′|2
where
′
denotes heneforth the dierentiation with respet to a one-dimensional argument.
Thus, it is lear that if r ∈ H10 (Ωx) and s ∈ H10 (Ωy), then r ⊗ s ∈ H10 (Ω). Now, when
r ⊗ s ∈ H10 (Ω), we have
∫
Ωx
|r′|2 ∫Ωy |s|2 < ∞ and ∫Ωx |r|2 ∫Ωy |s′|2 < ∞. This implies
r ∈ H10 (Ωx) and s ∈ H10 (Ωy), sine r 6= 0 and s 6= 0. ♦
Proof of Lemma 3 Fix f ∈ L2(Ω) and assume that for all (r, s) ∈ H10 (Ωx) × H10 (Ωy),
E(r ⊗ s) ≥ 0. Then, for a xed (r, s) ∈ H10 (Ωx)×H10 (Ωy), we have, for all ǫ ∈ R,
ǫ2
2
∫
|∇(r ⊗ s)|2 ≥ ǫ
∫
fr ⊗ s.
By letting ǫ → 0, this shows that f ∈ {r ⊗ s, (r, s) ∈ L2(Ωx) × L2(Ωy)}⊥ whih implies
f = 0 (by Lemma 2) and onludes the proof. ♦
The above lemmas allow us to prove.
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Proposition 1 For eah n, there exists a solution to problems (7) and (8).
Proof. Without loss of generality, we may only argue on problem (7) and assume that
n = 1 and f0 = f 6= 0. First, using (6), it is lear that
1
2
∫
Ω
|∇(r ⊗ s)|2 −
∫
Ω
f r ⊗ s = 1
2
∫
Ω
|∇(r ⊗ s− g)|2 − 1
2
∫
Ω
|∇g|2
≥ −1
2
∫
Ω
|∇g|2.
Thus, we an introdue m = inf(r,s)∈H1
0
(Ωx)×H10 (Ωy)
(
1
2
∫
Ω |∇(r ⊗ s)|2 −
∫
Ω f r ⊗ s
)
and a
minimizing sequene (rk, sk) suh that limk→∞ E(rk ⊗ sk) = m. Notie that we may
suppose, again without loss of generality (up to a multipliation of sk by a onstant), that∫
Ω
|rk|2 = 1.
Sine E(u) ≥ 14
∫
Ω |∇u|2−
∫
Ω |∇g|2, the sequene (rk ⊗ sk) is bounded in H10 (Ω): there
exists some C > 0 suh that, for all k ≥ 1,∫
Ωx
|(rk)′|2
∫
Ωy
|sk|2 +
∫
Ωx
|rk|2
∫
Ωy
|(sk)′|2 ≤ C. (12)
From this we dedue the existene of w ∈ H10 (Ω), r ∈ L2(Ωx) and s ∈ H10 (Ωy) suh that
(up to the extration of a subsequene):
• rk ⊗ sk onverges to w weakly in H10 (Ω), and strongly in L2(Ω),
• rk onverges to r weakly in L2(Ωx),
• sk onverges to s weakly in H10 (Ωy), and strongly in L2(Ωy).
Sine rk ⊗ sk onverges to w weakly in H10 (Ω) and E is onvex and ontinuous, we have
E(w) ≤ lim infk→∞ E(rk ⊗ sk). This yields E(w) ≤ m. Moreover, by Lemma 3, we know
m < 0. Therefore,
E(w) < 0. (13)
The onvergenes rk → r and sk → s in the distributional sense imply the onvergene
rk ⊗ sk → r⊗ s in the distributional sense (see Lemma 2), and therefore w = r⊗ s. Thus,
if w 6= 0, Lemma 1 onludes the proof, showing that indeed r ∈ H10 (Ωx). Now, we annot
have w = 0, sine this would imply E(w) = 0, whih would ontradit (13). This onludes
the proof. ♦
The optimization step (9) admits also a solution by standard arguments and we there-
fore have proven:
Lemma 4 At eah iteration of the Pure Greedy Algorithm, problem (7) admits (at least)
a minimizer (rn, sn). Likewise, at eah iteration of the Orthogonal Greedy Algorithm,
problem (8) admits (at least) a minimizer (ron, s
o
n).
It is important to note that, in either ase, uniqueness of the iterate is unlear. Through-
out the text, we will thus be refering to the funtions (rn, sn) (resp. (r
o
n, s
o
n)) although we
do not know whether they are unique. However, our arguments and results are valid for
any suh funtions.
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2.3 Euler-Lagrange equations
Our purpose is now to derive the Euler-Lagrange equations of the problems onsidered,
along with other important properties of the sequenes (rn, sn) and (r
o
n, s
o
n). We only state
the results for (rn, sn). Similar properties hold for (r
o
n, s
o
n), replaing fn and gn by f
o
n and
gon.
The rst order optimality onditions write:
Proposition 2 The funtions (rn, sn) ∈ H10 (Ωx) × H10 (Ωy) satisfying (7) are suh that:
for any funtions (r, s) ∈ H10 (Ωx)×H10 (Ωy)∫
Ω
∇(rn ⊗ sn) · ∇(rn ⊗ s+ r ⊗ sn) =
∫
Ω
fn−1(rn ⊗ s+ r ⊗ sn). (14)
This an be written equivalently as

−
(∫
Ωy
|sn|2
)
r′′n +
(∫
Ωy
|s′n|2
)
= rn
∫
Ωy
fn−1 sn,
−
(∫
Ωx
|rn|2
)
s′′n +
(∫
Ωx
|r′n|2
)
= sn
∫
Ωx
fn−1 rn,
(15)
or, in terms of gn, as:
〈gn, (r ⊗ sn + rn ⊗ s)〉 = 0. (16)
Proof. Equation (14) is obtained dierentiating (7). Namely, for any (r, s) ∈ H10 (Ωx) ×
H10 (Ωy) and any ǫ ∈ R, we have
1
2
∫
Ω
|∇ ((rn + ǫr)⊗ (sn + ǫs)) |2 −
∫
Ω
fn−1 (rn + ǫr)⊗ (sn + ǫs)
≥ 1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
fn−1 rn ⊗ sn. (17)
It holds:
1
2
∫
Ω
|∇ ((rn + ǫr)⊗ (sn + ǫs)) |2 −
∫
Ω
fn−1 (rn + ǫr)⊗ (sn + ǫs)
=
1
2
∫
Ω
|∇(rn ⊗ sn) + ǫ∇(r ⊗ sn + rn ⊗ s) + ǫ2∇(r ⊗ s)|2 −
∫
Ω
fn−1 (rn + ǫr)⊗ (sn + ǫs)
=
1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
fn−1 rn ⊗ sn
+ ǫ
(∫
Ω
∇(rn ⊗ sn) · ∇(r ⊗ sn + rn ⊗ s)−
∫
Ω
fn−1(rn ⊗ s+ r ⊗ sn)
)
+ ǫ2
(
1
2
∫
Ω
|∇(r ⊗ sn + rn ⊗ s)|2 +
∫
Ω
∇(rn ⊗ sn) · ∇(r ⊗ s)−
∫
Ω
fn−1r ⊗ s
)
+O(ǫ3)
=
1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
fn−1 rn ⊗ sn + ǫI1 + ǫ2I2 +O(ǫ3).
Using (17), we get, for any ǫ ∈ R,
ǫI1 + ǫ
2I2 +O(ǫ
3) ≥ 0, (18)
whih implies that I1 is zero, that is, (14).
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Equation (15) is the strong formulation of (14). On the other hand, (16) is an immediate
onsequene of the following simple omputations:
〈gn, (r ⊗ sn + rn ⊗ s)〉 = 〈gn−1 − rn ⊗ sn, (r ⊗ sn + rn ⊗ s)〉
=
∫
Ω
∇(gn−1 − rn ⊗ sn) · ∇(r ⊗ sn + rn ⊗ s)
= −
∫
Ω
∆gn−1(r ⊗ sn + rn ⊗ s)−
∫
Ω
∇(rn ⊗ sn) · ∇(r ⊗ sn + rn ⊗ s)
= 0,
sine −∆gn−1 = fn−1 in Ω and gn−1 = 0 on ∂Ω. ♦
Note that, taking r = rn and s = 0 in the Euler-Lagrange equations (16) yields
〈rn ⊗ sn, gn−1〉 = ‖rn ⊗ sn‖2, (19)
sine gn = gn−1 − rn ⊗ sn. This will be useful below.
Let us now state two other properties of (rn, sn). The seond order optimality ondi-
tions write:
Lemma 5 The funtions (rn, sn) ∈ H10 (Ωx)×H10 (Ωy) satisfying (7) are suh that: for any
funtions (r, s) ∈ H10 (Ωx)×H10 (Ωy)
1
2
∫
Ω
|∇(r ⊗ sn + rn ⊗ s)|2 +
∫
Ω
∇(rn ⊗ sn) · ∇(r ⊗ s)−
∫
Ω
fn−1r ⊗ s ≥ 0, (20)
whih is equivalent to: for any funtions (r, s) ∈ H10 (Ωx)×H10 (Ωy)(∫
Ω
∇(rn ⊗ sn − gn) · ∇(r ⊗ s)
)2
≤
∫
Ω
|∇(r ⊗ sn)|2
∫
Ω
|∇(rn ⊗ s)|2. (21)
Proof. Returning to Equation (18), we see that I1 = 0 and I2 ≥ 0, whih is exatly (20).
For any λ ∈ R, taking (λr, s) as a test funtion in (20) shows
1
2
∫
Ω
|λ∇(r ⊗ sn) +∇(rn ⊗ s)|2 +
∫
Ω
λ∇(rn ⊗ sn) · ∇(r ⊗ s)−
∫
Ω
fn−1λr ⊗ s ≥ 0.
This equivalently reads
λ2
2
∫
Ω
|∇(r ⊗ sn)|2 + λ
(∫
Ω
(∇(r ⊗ sn) · ∇(rn ⊗ s) +∇(rn ⊗ sn) · ∇(r ⊗ s))−
∫
Ω
fn−1r ⊗ s
)
+
1
2
∫
Ω
|∇(rn ⊗ s)|2 ≥ 0,
hene (∫
Ω
(∇(r ⊗ sn) · ∇(rn ⊗ s) +∇(rn ⊗ sn) · ∇(r ⊗ s))−
∫
Ω
fn−1r ⊗ s
)2
≤
∫
Ω
|∇(r ⊗ sn)|2
∫
Ω
|∇(rn ⊗ s)|2.
This yields (21). ♦
We will also need the following optimality property of (rn, sn):
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Lemma 6 The funtions (rn, sn) satisfying (7) are suh that: ∀(r, s) ∈ H10 (Ωx)×H10 (Ωy)
‖rn ⊗ sn‖ = 〈rn ⊗ sn, gn−1〉‖rn ⊗ sn‖ ≥
〈r ⊗ s, gn−1〉
‖r ⊗ s‖ .
Proof. We may assume without loss of generality that n = 1. The rst equality is (19).
To prove the inequality, let us introdue the supremum:
M = sup
(u,v)∈H1
0
(Ωx)×H10 (Ωy),‖u⊗v‖=1
〈u⊗ v, g〉.
Using (19), we have
‖r1 ⊗ s1‖ = 〈r1 ⊗ s1, g〉‖r1 ⊗ s1‖ ≤M, (22)
by denition of M . On the other hand, onsider (uk, vk)k≥0 a maximizing sequene as-
soiated to the supremum M : ‖uk ⊗ vk‖ = 1 and limk→∞〈uk ⊗ vk, g〉 = M . We have,
using (7), for all k ≥ 0,
‖g − r1 ⊗ s1‖2 ≤ ‖g − 〈g, uk ⊗ vk〉uk ⊗ vk‖2
= ‖g‖2 − 〈g, uk ⊗ vk〉2,
and, letting k →∞,
‖g − r1 ⊗ s1‖2 ≤ ‖g‖2 −M2. (23)
Combining (22) and (23), we get
‖g − r1 ⊗ s1‖2 ≤ ‖g‖2 −M2
≤ ‖g‖2 − ‖r1 ⊗ s1‖2
= ‖g‖2 − 2〈g, r1 ⊗ s1〉+ ‖r1 ⊗ s1‖2
= ‖g − r1 ⊗ s1‖2
so that all the inequalities are atually equalities. By using the fat that, by (22), M ≥ 0,
we thus have
M = ‖r1 ⊗ s1‖ = 〈r1 ⊗ s1, g〉‖r1 ⊗ s1‖ .
This onludes the proof. ♦
2.4 Some preliminary remarks on the non variational approah imple-
mented
Before we get to the proof of the onvergene of the approah in the next setion, let us
onlude Setion 2 by some omments that relates the theoretial framework developed
here to the pratie.
It is important to already note, although we will return to this in Setion 4 below, that
the Euler-Lagrange equation is indeed the form of the algorithm manipulated in pratie
by the authors of [1℄. The above variational setting is somewhat diult to implement
in pratie. It requires to solve for the minimizers of (7) (and (8) respetively), whih
an be extremely demanding omputationally. In their implementation of the approah
(developed independently from the above nonlinear approximation theoreti framework),
Ammar et al. therefore propose to searh for the iterate (rn, sn) (and respetively (r
o
n, s
o
n))
not as a minimizer to optimization problems (7) and (8), but as a solution to the assoiated
Euler-Lagrange equations (rst order optimality onditions). The Pure Greedy algorithm
is thus replaed by: set f0 = f , and at iteration n ≥ 1,
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1. Find rn ∈ H10 (Ωx) and sn ∈ H10 (Ωy) suh that, for all funtions (r, s) ∈
H10 (Ωx)×H10 (Ωy), (14) (or its equivalent form (15)) holds.
2. Set fn = fn−1 +∆(rn ⊗ sn).
3. If ‖fn‖H−1(Ω) ≥ ε, proeed to iteration n+ 1. Otherwise, stop.
The Orthogonal Greedy Algorithm is modied likewise.
As already explained in the introdution, and in sharp ontrast to the situation en-
ountered for linear problems, being a solution to the Euler-Lagrange equation does not
guarantee being a minimizer in this nonlinear framework. We will point out diulties
originating from this in Setion 4.
In addition to the above theoretial diulty, and in fat somehow entangled to it, we
have to mention that of ourse, the Euler-Lagrange equations (15), as a nonlinear system,
need to be solved iteratively. In [1℄, a simple xed point proedure is employed: hoose
(r0n, s
0
n) ∈ H10 (Ωx)×H10 (Ωy) and, at iteration k ≥ 0, ompute (rkn, skn) ∈ H10 (Ωx)×H10 (Ωy)
solution to: 

−
∫
Ωy
|skn|2(rk+1n )′′ +
∫
Ωy
|(skn)′|2rk+1n =
∫
Ωy
fn−1s
k
n,
−
∫
Ωx
|rk+1n |2(sk+1n )′′ +
∫
Ωx
|(rk+1n )′|2sk+1n =
∫
Ωx
fn−1r
k+1
n ,
(24)
until onvergene is reahed. We will also disuss below the onvergene properties of this
proedure on simple examples.
Remark 1 In pratie (bearing in mind that the approah has been designed to solve high-
dimensional problems), in order for the right-hand side terms in (24) to be omputable,
the funtion f needs to be expressed as a sum of tensor produts. Otherwise, omputing
high dimensional integrals would be neessary, and this is a task of the same omputational
omplexity as the original Poisson problem. The funtion f thus needs to enjoy some
appropriate separation property with respet to the dierent oordinates.
If f is not given in suh a form, it may be possible to rst apply the Singular Value
Deomposition algorithm to get a good estimate of f as a sum of tensor produts (see
Setion 4.1).
Remark 2 In dimension N ≥ 2 (on a parallelepipedi domain Ω = Ωx1 × . . . × ΩxN ),
the Euler-Lagrange equations (14) beome: nd funtions (r1n, . . . , r
N
n ) ∈ H10 (Ωx1) × . . . ×
H10 (ΩxN ) suh that: for any funtions (r
1, . . . , rN ) ∈ H10 (Ωx1)× . . .×H10 (ΩxN ),
∫
Ω
∇(r1n ⊗ . . . ⊗ rNn ) ·
N∑
k=1
∇(r1n ⊗ . . .⊗ rk−1n ⊗ rk ⊗ rk+1n ⊗ . . . ⊗ rNn )
=
∫
Ω
fn−1
N∑
k=1
(r1n ⊗ . . .⊗ rk−1n ⊗ rk ⊗ rk+1n ⊗ . . .⊗ rNn ). (25)
This is a nonlinear system of N equations, whih only involves one-dimensional integrals
by Fubini theorem, provided that the data f is expressed as a sum of tensor produts (see
Remark 1).
Remark 3 We presented the algorithms without spae disretization, whih is required for
the pratial implementation. In pratie, nite element spaes V hx (resp. V
h
y ) are used to
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disretized H10 (Ωx) (resp. H
1
0 (Ωy)), where h > 0 denotes a spae disretization parameter.
The spae disretized version of (14) thus writes: nd (rhn, s
h
n) ∈ V hx × V hy suh that, for
any funtions (rh, sh) ∈ V hx × V hy∫
Ω
∇(rhn ⊗ shn) · ∇(rhn ⊗ sh + rh ⊗ shn) =
∫
Ω
fhn−1(r
h
n ⊗ sh + rh ⊗ shn). (26)
3 Convergene
To start with, we prove that the approah onverges. Then we will turn to the rate of
onvergene.
3.1 Convergene of the method
Theorem 1 [Pure Greedy Algorithm℄
Consider the Pure Greedy Algorithm, and assume rst that (rn, sn) satises the Euler-
Lagrange equations (14). Denote by
En =
1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
fn−1 rn ⊗ sn (27)
the energy at iteration n. We have
∑
n
∫
Ω
|∇(rn ⊗ sn)|2 = −2
∑
n
En <∞. (28)
Assume in addition that (rn, sn) is a minimizer of (7). Then,
lim
n→∞
gn = 0 in H
1
0 (Ω). (29)
Immediate onsequenes of (28) and (29) are
lim
n→∞
En = lim
n→∞
‖rn ⊗ sn‖ = 0,
and
lim
n→∞
fn = 0 in H
−1(Ω).
Proof. Let us rst suppose that (rn, sn) only satises the Euler-Lagrange equations (14).
We notie that, using (16)
‖gn−1‖2 = ‖gn + rn ⊗ sn‖2
= ‖gn‖2 + ‖rn ⊗ sn‖2. (30)
Thus, ‖gn‖2 is a nonnegative non inreasing sequene. Hene it onverges. This implies
that
∑
n |∇(rn ⊗ sn)|2 <∞.
Next, notie that
En =
1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
fn−1 rn ⊗ sn
=
1
2
∫
Ω
|∇(rn ⊗ sn)|2 −
∫
Ω
∇gn−1 · ∇(rn ⊗ sn)
= −1
2
∫
Ω
|∇(rn ⊗ sn)|2,
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sine by (19),
∫
Ω∇gn−1 · ∇(rn ⊗ sn) =
∫
Ω |∇(rn ⊗ sn)|2. This proves the rst part of
the theorem. At this stage, we have only used that (rn, sn) satises the Euler-Lagrange
equations (15).
To onlude that limn→∞ fn = 0, we now need to assume that (rn, sn) indeed satises
the minimization problem (7). We know that ‖gn‖2 is a bounded sequene, and therefore,
we may assume (up to the extration of a subsequene) that gn onverges weakly in H
1
0 (Ω)
to some g∞ ∈ H10 (Ω). For any n ≥ 1 and for any funtions (r, s) ∈ H10 (Ωx)×H10 (Ωy),
1
2
∫
Ω
|∇(r ⊗ s)|2 −
∫
Ω
∇gn−1 · ∇(r ⊗ s) ≥ En.
By passing to the limit this inequality, we have
1
2
∫
Ω
|∇(r ⊗ s)|2 −
∫
Ω
∇g∞ · ∇(r ⊗ s) ≥ 0.
This implies that for any funtions (r, s) ∈ H10 (Ωx)×H10 (Ωy),∫
Ω
∇g∞ · ∇(r ⊗ s) = 0.
Thus, by Lemma 2, −∆g∞ = 0 in the distributional sense, whih, sine g∞ ∈ H10 (Ω),
implies g∞ = 0. This shows that there is only one possible limit for the subsequene gn
and thus that the whole sequene itself weakly onverges to 0.
The onvergene of gn to 0 is atually strong in H
1
0 (Ω). The argument we use here is
taken from [5℄. Using Lemma 6, we have: for any n ≥ m ≥ 0
‖gn − gm‖2 = ‖gn‖2 + ‖gm‖2 − 2
〈
gn,
(
gn +
n∑
k=m+1
rk ⊗ sk
)〉
= ‖gn‖2 + ‖gm‖2 − 2‖gn‖2 − 2
n∑
k=m+1
〈gn, rk ⊗ sk〉
≤ −‖gn‖2 + ‖gm‖2 + 2
n∑
k=m+1
‖rk ⊗ sk‖‖rn+1 ⊗ sn+1‖.
Dene φ(1) = 1, φ(2) = argminn>φ(1){‖rn ⊗ sn‖ ≤ ‖rφ(1) ⊗ sφ(1)‖}, and, by indution,
φ(k + 1) = arg min
n>φ(k)
{‖rn ⊗ sn‖ ≤ ‖rφ(k) ⊗ sφ(k)‖}.
Notie that limk→∞ φ(k) =∞ sine limk→∞ ‖rk ⊗ sk‖ = 0. For example, if (‖rk ⊗ sk‖)k≥1
is a dereasing sequene, then φ(k) = k. Now, we have: for any l ≥ k ≥ 0
‖gφ(l)−1 − gφ(k)−1‖2 ≤ −‖gφ(l)−1‖2 + ‖gφ(k)−1‖2 + 2
φ(l)−1∑
i=φ(k)
‖ri ⊗ si‖‖rφ(l) ⊗ sφ(l)‖
≤ −‖gφ(l)−1‖2 + ‖gφ(k)−1‖2 + 2
φ(l)−1∑
i=φ(k)
‖ri ⊗ si‖2.
Sine
∑
k≥1 ‖rk ⊗ sk‖2 < ∞ and (‖gn‖)n≥1 is onverging, the previous inequality shows
that the subsequene (gφ(l)−1)l≥0 is a Cauhy sequene, and therefore strongly onverges
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to 0 (reall it is already known that gn weakly onverges to 0). Sine ‖gn‖ is itself a
onverging sequene, this shows that
lim
n→∞
‖gn‖ = 0.
♦
A similar result holds for the Orthogonal Greedy Algorithm.
Theorem 2 [Orthogonal Greedy Algorithm℄
Consider the Orthogonal Greedy Algorithm, and assume rst that (ron, s
o
n) only sat-
ises the Euler-Lagrange equations (14) assoiated with (8) (thus with (rn, sn, fn−1) =
(ron, s
o
n, f
o
n−1) in (14)). Denote by
Eon =
1
2
∫
Ω
|∇(ron ⊗ son)|2 −
∫
Ω
f on−1 r
o
n ⊗ son (31)
the energy at iteration n. We have∑
n
∫
Ω
|∇(ron ⊗ son)|2 = −2
∑
n
Eon <∞. (32)
Assume in addition that (ron, s
o
n) is indeed a minimizer to the optimization problem (8).
Then,
lim
n→∞
gon = 0 in H
1
0 (Ω). (33)
Immediate onsequenes of (32) and (33) are
lim
n→∞
Eon = limn→∞
‖ron ⊗ son‖ = 0,
and
lim
n→∞
f on = 0 in H
−1(Ω).
Proof. Let us rst assume that (ron, s
o
n) only satises the Euler-Lagrange equations (14)
(with (rn, sn, fn−1) = (r
o
n, s
o
n, f
o
n−1) in (14)). Notie that by (9) and (19):
‖gon‖2 =
∥∥∥∥g −
n∑
k=1
αkr
o
k ⊗ sok
∥∥∥∥
2
≤ ‖gon−1 − ron ⊗ son‖2
= ‖gon−1‖2 − ‖ron ⊗ son‖2.
Thus, ‖gon‖2 is a nonnegative non inreasing sequene. Hene it onverges. This implies
that
∑
k≥1 ‖rok ⊗ sok‖2 < ∞, and proves the rst part of the theorem, using the same
arguments as in the proof of Theorem 1.
Let us now assume in addition that (ron, s
o
n) is a minimizer to (8). For xed r and s,
we derive from (8):
−1
2
∫
Ω
|∇(ron⊗son)|2 =
1
2
∫
Ω
|∇(ron⊗son)|2−
∫
Ω
f on−1 r
o
n⊗son ≤
1
2
∫
Ω
|∇(r⊗s)|2−
∫
Ω
f on−1 r⊗s.
Letting n go to innity, and using the same arguments as in the proof of Theorem 1, this
implies that gon weakly onverges to 0 in H
1
0 (Ω). The proof of the strong onvergene of
gon to zero is then easy sine, using the Euler Lagrange equations assoiated to (9):
‖gon‖2 = 〈gon, g〉,
and the right-hand side onverges to 0. ♦
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3.2 Rate of onvergene of the method
We now present an estimate of the rate of onvergene for both the Pure and the Orthogonal
Greedy Algorithms. These results are borrowed from [4℄. We begin by only iting the
result for Pure Greedy Algorithm. On the other hand, with a view to showing the typial
mathematial ingredients at play, we outline the proof of onvergene of the Orthogonal
Greedy Algorithm, ontained in the original artile [4℄.
We rst need to introdue a funtional spae adapted to the onvergene analysis
(see [2, 4℄).
Denition 1 We dene the L1 spae as
L1 =

g =
∑
k≥0
ckuk ⊗ vk, where uk ∈ H10 (Ωx), vk ∈ H10 (Ωy), ‖uk ⊗ vk‖ = 1 and
∑
k≥0
|ck| <∞

 ,
and we dene the L1-norm as
‖g‖L1 = inf


∑
k≥0
|ck|, g =
∑
k≥0
ckuk ⊗ vk, where ‖uk ⊗ vk‖ = 1

 ,
for g ∈ L1.
The following properties may readily be established:
• The spae L1 is a Banah spae.
• The spae L1 is ontinuously embedded in H10 (Ω).
Notie that, in the denition of L1, the funtion g =∑k≥0 ckuk⊗ vk is indeed well dened
in H10 (Ω) as a normally onvergent series. This also shows that L1 ⊂ H10 (Ω), and this
imbedding is ontinuous by the triangle inequality ‖∑k≥0 ckuk ⊗ vk‖ ≤∑k≥0 |ck|.
We do not know if there exists a simple haraterization of funtions in L1. Let us
however give simple examples of suh funtions.
Lemma 7 For any m > 2, Hm(Ω) ∩H10 (Ω) ⊂ L1.
Proof. Without loss of generality, onsider the ase Ωx = Ωy = (0, 1). Using the fat that
{φk ⊗ φl, k, l ≥ 1}, where φk(x) =
√
2 sin(kπx), is an orthonormal basis of L2(Ω), we an
write any funtion g ∈ L2(Ω) as the series g =∑k,l≥1 gk,lφk⊗φl, where gk,l = ∫Ω g φk⊗φl.
It is well known that
g ∈ H10 (Ω) ⇐⇒
∑
k,l≥1
|gk,l|2(k2 + l2) <∞
and, more generally, for any m ≥ 1,
g ∈ Hm(Ω) ∩H10 (Ω) ⇐⇒
∑
k,l≥1
|gk,l|2(k2 + l2)m <∞.
On the other hand,
‖g‖L1 =
∥∥∥∥ ∑
k,l≥1
gk,lφk ⊗ φl
∥∥∥∥
L1
=
∥∥∥∥ ∑
k,l≥1
gk,l‖φk ⊗ φl‖ φk ⊗ φl‖φk ⊗ φl‖
∥∥∥∥
L1
≤
∑
k,l≥1
|gk,l|π
√
k2 + l2,
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sine ‖φk ⊗ φl‖ = π
√
k2 + l2. Thus, by the Hölder inequality, we have, for any m > 2, if
g ∈ Hm(Ω) ∩H10 (Ω),
‖g‖L1 ≤ π
∑
k,l≥1
|gk,l|(k2 + l2)m/2(k2 + l2)(1−m)/2
≤ π

∑
k,l≥1
|gk,l|2(k2 + l2)m


1/2
∑
k,l≥1
(k2 + l2)1−m


1/2
<∞,
sine
∑
k,l≥1(k
2 + l2)1−m <∞ as soon as m > 2. ♦
Remark 4 More generally, in dimension N ≥ 2, the same proof shows that: for any
m > 1 +N/2, Hm(Ω) ∩H10 (Ω) ⊂ L1.
Let us now give the rate of onvergene of the Pure Greedy Algorithm. For the details
of the proof, we again refer to [4℄. The proof is based on the fundamental lemma:
Lemma 8 ([4, Lemma 3.5℄) Let us assume that g ∈ L1. Then, for any n ≥ 0, gn ∈ L1
and we have:
‖rn+1 ⊗ sn+1‖ = 〈gn, rn+1 ⊗ sn+1〉‖rn+1 ⊗ sn+1‖ ≥
‖gn‖2
‖gn‖L1
.
The following tehnial result (easily obtained by indution) is also needed.
Lemma 9 ([4, Lemma 3.4℄) Let (an)n≥1 be a sequene of non-negative real numbers and
A a positive real number suh that a1 ≤ A and an+1 ≤ an
(
1− anA
)
. Then, ∀n ≥ 1,
an ≤ A
n
.
Using Lemma 8 and Lemma 9, it is possible to show:
Theorem 3 ([4, Theorem 3.6℄) For g ∈ L1, we have
‖gn‖ ≤ ‖g‖2/3‖g‖1/3L1 n−1/6. (34)
A better rate of onvergene an be proven for the Orthogonal Greedy Algorithm. For
the Orthogonal Greedy Algorithm, the following Lemma plays the role of Lemma 8.
Lemma 10 Assume that g ∈ L1. Then, for any n ≥ 0, gon ∈ L1 and we have:
‖ron+1 ⊗ son+1‖ =
〈gon, ron+1 ⊗ son+1〉
‖ron+1 ⊗ son+1‖
≥ ‖g
o
n‖2
‖g‖L1
.
Proof. Sine gn = g −
∑n
k=1 αkrk ⊗ sk, it is lear that gn ∈ L1. The equality ‖ron+1 ⊗
son+1‖ =
〈gon,r
o
n+1⊗s
o
n+1〉
‖ron+1⊗s
o
n+1‖
is obtained as a onsequene of the Euler-Lagrange equations asso-
iated to the optimization problem on (ron+1, s
o
n+1) (see (19)).
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Sine g ∈ L1, for any ε > 0, we an write g =∑k≥0 ckuk ⊗ vk with ‖uk ⊗ vk‖ = 1, and∑
k≥0 |ck| ≤ ‖g‖L1 + ε. By (9), we have 〈g − gon, gon〉 = 0, and therefore, using Lemma 6:
‖gon‖2 = 〈gon, g〉
=
〈
gon,
∑
k≥0
ckuk ⊗ vk
〉
=
∑
k≥0
ck〈gon, uk ⊗ vk〉
≤
∑
k≥0
|ck|
〈gon, ron+1 ⊗ son+1〉
‖ron+1 ⊗ son+1‖
= (‖g‖L1 + ε)
〈gon, ron+1 ⊗ son+1〉
‖ron+1 ⊗ son+1‖
,
from whih we onlude letting ε vanish. ♦
Theorem 4 ([4, Theorem 3.7℄) For g ∈ L1, we have
‖gon‖ ≤ ‖g‖L1 n−1/2. (35)
Proof. We have, using (16) and Lemma 10:
‖gon+1‖2 =
∥∥∥∥g −
n+1∑
k=1
αkr
o
k ⊗ sok
∥∥∥∥
2
≤ ‖gon − ron+1 ⊗ son+1‖2
= ‖gon‖2 − ‖ron+1 ⊗ son+1‖2
= ‖gon‖2
(
1− ‖r
o
n+1 ⊗ son+1‖2
‖gon‖2
)
≤ ‖gon‖2
(
1− ‖g
o
n‖2
‖g‖2
L1
)
.
The onlusion is reahed applying Lemma 9 with an = ‖gon−1‖2 and A = ‖g‖2L1 . ♦
Remark 5 The rate of onvergene of the Pure Greedy Algorithm in (34) may be improved
to n−11/62 [6℄. For both algorithms, it is known that there exists ditionaries and right-hand
sides f (even simple ones, like a sum of only two elements of the ditionary) suh that the
rate of onvergene n−1/2 is attained (see [7, 4, 2℄). In that sense, the Orthogonal Greedy
Algorithm realizes the optimal rate of onvergene. Notie that this rate of onvergene
does not depend on the dimension of the problem. However, the assumption g ∈ L1 seems
to be more and more demanding, in terms of regularity, as the dimension inreases (see
Remark 4).
4 Disussion and open problems
We begin this setion by onsidering the ase when the Laplae operator is replaed by
the identity operator. We examine on this simplied ase the disrepany between the
variational approah onsisting in minimizing the energy and the non variational approah
solving the Euler-Lagrange equation.
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4.1 The Singular Value Deomposition ase
The algorithms we have presented above are losely related to the Singular Value Deom-
position (SVD, also alled rank one deomposition). More preisely, omitting the gradient
in the optimization problem (7) yields: nd rn ∈ L2(Ωx) and sn ∈ L2(Ωy) suh that
(rn, sn) = arg min
(r,s)∈L2(Ωx)×L2(Ωy)
∫
Ω
|gn−1 − r ⊗ s|2, (36)
with the reursion relation
gn = gn−1 − rn ⊗ sn,
and g0 = g.
In view of the exat same arguments as in the previous setions, the series
∑
n≥1 rn⊗sn
an be shown to onverge to g in L2(Ω). This problem has a well-known ompanion
disrete problem, namely the SVD deomposition of a matrix (see for example [9℄). This
orresponds to the ase Ωx = {1, . . . , p}, Ωy = {1, . . . , q}, the integral
∫
Ω is replaed by
the disrete sum
∑
(i,j)∈1,...,p×1,...,q, G is a matrix in R
p×q
and (Rn, Sn) are two (olumn)
vetors in R
p×Rq. In this ase the tensor produt Rn⊗Sn is simply the matrix Rn(Sn)T .
The matries Gn ∈ Rp×q are then dened by reursion: G0 = G and Gn = Gn−1−Rn(Sn)T .
4.1.1 Orthogonality property
An important property of the sequene (rn, sn) generated by the algorithm in the SVD
ase is the orthogonality relation: if n 6= m∫
Ωx
rnrm =
∫
Ωy
snsm = 0. (37)
In order to hek this, let us rst write the Euler-Lagrange equations in the SVD ase
(ompare with (14)): for any funtions (r, s) ∈ L2(Ωx)× L2(Ωy),∫
Ω
rn ⊗ sn(rn ⊗ s+ r ⊗ sn) =
∫
Ω
gn−1(rn ⊗ s+ r ⊗ sn). (38)
This also reads (ompare with (15)):

(∫
Ωy
|sn|2
)
rn =
∫
Ωy
gn−1 sn,
(∫
Ωx
|rn|2
)
sn =
∫
Ωx
gn−1 rn.
(39)
It is immediate to see that (38) for n = 1 and n = 2 implies,∫
Ω
(r2 ⊗ s2)(r2 ⊗ s1) =
∫
Ω
(r2 ⊗ s2)(r1 ⊗ s2) = 0.
Likewise, it an be shown, for any n ≥ 2 and any l ∈ {2, . . . n}
∫
Ω
n∑
k=l
(rk ⊗ sk) (rn ⊗ sl−1) =
∫
Ω
n∑
k=l
(rk ⊗ sk) (rl−1 ⊗ sn) = 0. (40)
The orthogonality property (37) is then easy to hek using the Fubini Theorem and
arguing by indution.
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Remark 6 A simple onsequene of the orthogonality of the funtions obtained by the algo-
rithm is that, in the disrete version (SVD of a matrix G ∈ Rp×q) the algorithm onverges
in a nite number of iterations (namely max(p, q)). As usual in this situation, pratie
may signiantly deviate from the above theory if round-o errors due to oating-point
omputations are taken into aount. This is espeially true if the matrix is ill onditioned.
4.1.2 Consequenes of the orthogonality property
The orthogonality property has several onsequenes: Assume the SVD to be nondegener-
ate in the sense
g =
∑
n≥1
λn un ⊗ vn, (41)
with∫
Ωx
unum =
∫
Ωy
vnvm = δn,m,∀n,m, and (λn)n≥1 positive, stritly dereasing, (42)
where δn,m is the Kroneker symbol. Then
• (i) The Pure Greedy Algorithm and the Orthogonal Greedy Algorithm are equivalent
to one another in the SVD ase.
• (ii) The SVD deomposition g =∑n≥1 rn ⊗ sn is unique.
• (iii) At iteration n, ∑nk=1 rk ⊗ sk is the minimizer of ∫Ω |g −∑nk=1 φk ⊗ ψk|2 over all
possible (φk, ψk)1≤k≤n ∈
(
L2(Ωx)× L2(Ωy)
)n
.
In addition, simple arguments show that,
• (iv) The only solutions to the Euler Lagrange equations (38) are the null solution
(0, 0) and the tensor produts λnun ⊗ vn (for all n ≥ 1) in the SVD deomposition
of g.
• (v) The solutions to the Euler-Lagrange equations whih maximize the L2-norm(∫
Ω |r ⊗ s|2
)1/2
are exatly the solutions to the variational problem (36).
• (vi) In dimension N = 2, the solutions to the Euler-Lagrange equation that satisfy the
seond order optimality onditions are exatly the solutions of the original variational
problem (36).
Notie that there is no loss of generality in assuming λn > 0, and (λn)n≥1 dereasing
in (41) (up to a hange of the (un, vn)). The fundamental assumption in nondegeneray
is thus that λn 6= λm if n 6= m. When the deomposition has some degeneray (i.e.
several n orrespond to the same λn in (41)) then properties (i)-(iii)-(v)-(vi) still hold true.
On the other hand, in (ii) the SVD is only unique up to rotations within eigenspaes and
property (iv) must be modied aordingly. In short, the only other solutions beyond those
mentioned above onsist of tensor produts of linear ombinations of funtions within a
given eigenspae. We skip suh tehnialities. The degenerate ase indeed does not dier
muh from the non degenerate ase above in the sense that a omplete understanding of
the algorithm, both in its variational and in its non variational forms, is at hand.
Let us briey outline the proofs of assertions (iv)-(v)-(vi).
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We rst prove assertion (iv). It is suient to onsider the rst iteration of the algo-
rithm. Using the SVD deomposition of g, the Euler-Lagrange equations write: for any
funtions (r, s) ∈ L2(Ωx)× L2(Ωy),∫
Ω
r1 ⊗ s1(r1 ⊗ s+ r ⊗ s1) =
∑
n≥1
λn
∫
Ω
un ⊗ vn(r ⊗ s1 + r1 ⊗ s).
Using the orthogonality property, and suessively (r, s) = (0, vn) and (r, s) = (un, 0) as
test funtions, we get 

∫
Ωx
|r1|2
∫
Ωy
s1vn = λn
∫
Ωx
r1un,
∫
Ωy
|s1|2
∫
Ωx
r1un = λn
∫
Ωy
s1vn,
whih yields: ∀n ≥ 1
∫
Ωy
s1vn
∫
Ωx
r1un
(∫
Ωx
|r1|2
∫
Ωy
|s1|2 − (λn)2
)
= 0.
Sine for n 6= m, λn 6= λm, this shows that either r1 ⊗ s1 = 0, or there exists a unique n0
suh that λn0 =
√∫
Ω |r1 ⊗ s1|2 and ∀n 6= n0,
∫
Ωy
s1vn =
∫
Ωx
r1un = 0 (beause the produt∫
Ωy
s1vn
∫
Ωx
r1un anels and thus eah of the term anels beause of the Euler Lagrange
equations). Sine by the Euler-Lagrange equations, r1 (resp. s1) an be deomposed on the
set of orthogonal funtions (un, n ≥ 1) (resp. (vn, n ≥ 1)), we get r1 ⊗ s1 = λn0un0 ⊗ vn0 ,
whih onludes the proof of assertion (iv). Assertion (v) is readily obtained using (iv)
and the orthogonality property. Notie that assertion (ii) is a onsequene of assertions
(iv)-(v). To prove assertion (vi), we reall that the seond order optimality ondition writes
(see Lemma 5, adapted to the SVD ase): ∀(r, s) ∈ L2(Ωx)× L2(Ωy),(∫
Ω
(rn ⊗ sn − gn)r ⊗ s
)2
≤
∫
Ω
|r ⊗ sn|2
∫
Ω
|rn ⊗ s|2. (43)
It is again enough to onsider the ase n = 1. Let us onsider a solution of the Euler-
Lagrange equation: r1 ⊗ s1 = λn0un0 ⊗ vn0 , and let us take as test funtions in (43)
(r, s) = (un, vn), for all n ≥ 1. We obtain that for all n ≥ 1, (λn)2 ≤ (λn0)2 whih
onludes the proof of assertion (vi). Notie that in dimension N ≥ 3, assertion (vi)
seemingly does not hold: the solutions to the Euler-Lagrange equation that satisfy the
seond order optimality onditions may not neessarily be global minimizers.
4.1.3 Link between the Euler-Lagrange equations and the variational problem
Properties (iv)-(v)-(vi) above tend to indiate that, at least in the SVD ase, the onsidera-
tion of the solutions to the Euler-Lagrange equations is somehow lose to the onsideration
of the minimization problems.
Indeed, if we assume that at eah iteration, non zero solutions of the Euler-Lagrange
equations are obtained (of ourse under the assumption gn−1 6= 0 in (38)), then the non
variational form of the algorithm, if it onverges, will eventually provide the orret de-
omposition. We however would like to mention two pratial diulties.
First, it is not lear in pratie how to ompute the norm ‖gn‖ to hek the onvergene,
sine this is in general a high dimensional integral. A more realisti onvergene riterion
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would read: ‖rn⊗sn‖ is small ompared to
∥∥∥∑n−1k=1 rk ⊗ sk∥∥∥. However, using this riterion,
it is possible to erroneously onlude that the algorithm has onverged, while a term with
an arbitrarily large ontribution has been missed. Indeed, onsider again, to onvey the
idea, the ase (41)-(42). Assume that the tensor produt λ2u2⊗v2 is piked at rst iteration
(instead of the tensor produt λ1u1⊗v1 whih would be seleted by the variational version
of the algorithm). Assume similarly that λ3u3 ⊗ v3 is piked at seond iteration, and so
on and so forth. In suh a situation, one would then deide the series
∑
n≥2
λnun⊗ vn solves
the problem, while obsviously it does not. We will show below (see Setion 4.1.4) that
in the simple xed-point proedure we have desribed above to solve the nonlinear Euler-
Lagrange equations, the fat that λ1u1 ⊗ v1 is missed, and never obtained as a solution,
may indeed happen as soon as the initial ondition of the iterative proedure has a zero
omponent on the eigenspae assoiated to λ1.
Seond, without an additional assumption reminisent of the minimizing harater of
the solution, iteratively solving the Euler-Lagrange equations may result in piking the
tensor produts λnun ⊗ vn in an order not appropriate for omputational eieny. Suh
an assumption is present in assertions (v) and (vi). For the illustration, let us indeed
onsider a SVD deomposition
g =
∑
n≥1
λnun ⊗ vn
for some funtions un and vn that beome highly osillatory when n grows. It is lear
that we may obtain an error in H1 norm that is arbitrarily large at eah iteration of the
algorithm. In partiular, it may happen (in partiular if smooth funtions are hosen as
initial guesses for the nonlinear iteration loop solving the Euler-Lagrange equation) that
the highly osillatory produts are only seleted in the latest iterations, although they on-
tribute to the error in a major way. A poor eieny of the algorithm follows. Inevitably,
reahing omputational eieny therefore requires to aount for some additional assump-
tions to selet the appropriate solutions among the many solutions of the Euler-Lagrange
equations.
In the spirit of the above disussion, one an notie that
• (vii) The null solution (0, 0) to the Euler-Lagrange equation (38) is generially not
isolated within the set of all solutions.
Indeed, onsider a SVD g =
∑
n≥1
λn un⊗ vn, suh that un and vn are non-zero funtions for
all n ≥ 1 (and λn > 0). Then, any (λnun, vn) is a solution of the Euler Lagrange equation
at the rst iteration, and the norm of the (λnun, vn) whih is seleted may be arbitrarily
small sine the series
∑
n≥1 λn un ⊗ vn onverges, and therefore ‖λnun ⊗ vn‖ goes to zero.
A similar argument applies to all iterations of the algorithm. Therefore, a riterion of
onvergene of the type ‖rn ⊗ sn‖ is small ompared to
∥∥∥∑n−1k=1 rk ⊗ sk∥∥∥ may again yield
an erroneous onlusion and lead to a prematurate termination of the iterations.
Remark 7 Note of ourse that the relaxation step performed in the orthogonal version of
the algorithm does not solve any of the above diulties.
4.1.4 Resolution of the Euler-Lagrange equations
A last omment we would like to make on the SVD ase again onerns the pratial
implementation of the solution proedure for the Euler-Lagrange equations. Consider the
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disrete ase for larity. The xed point proedure then simply writes (for a xed n): at
iteration k ≥ 0, ompute two vetors (Rkn, Skn) ∈ Rp × Rq suh that:{
(Skn)
TSknR
k+1
n = Gn−1S
k
n,
(Rk+1n )
TRk+1n S
k+1
n = (Gn−1)
TRk+1n .
(44)
One an hek that this proedure is similar to the power method to ompute the largest
eigenvalues (and assoiated eigenvetors) of the matrix (Gn−1)
TGn−1. Let us explain this.
The reursion writes:
Sk+1 = (GTG)Sk
‖Sk‖2
‖GSk‖2 ,
where ‖ · ‖ here denotes the Eulidean norm and where we have omitted the subsripts
n and n − 1 for larity. To study the onvergene of this algorithm one an assume that
G is atually a diagonal matrix up to a hange of oordinate. Indeed, let us introdue
the SVD deomposition of G: G = UΣV T where U and V are two orthogonal matries,
and Σ is a diagonal matrix with non-negative oeients. Without loss of generality, we
may assume that q ≤ p, U ∈ Rp×q, Σ ∈ Rq×q, V ∈ Rq×q and Σ1,1 ≥ Σ2,2 ≥ . . . ≥ Σq,q.
For simpliity, assume that Σ1,1 > Σ2,2 > 0. Then, setting S˜
k = V TSk, the reursion
reads S˜k+1 = (ΣTΣ)S˜k ‖S˜
k‖2
‖ΣS˜k‖2
and the onvergene is easy to study. One an hek that
if the initial ondition S0 has a non-zero omponent along the vetor assoiated to the
largest value Σ1,1, then S
k
onverges to this vetor. The onvergene is geometri, with
a rate related to
Σ2,2
Σ1,1
(at least if the initial ondition S0 has a non-zero omponent along
the vetor assoiated to Σ2,2, otherwise Σ2,2 should be replaed by the appropriate largest
Σk,k, with k > 1). Of ourse, if the initial ondition is not well hosen (namely, if S
0
has a
zero omponent along the vetor assoiated to Σ1,1), then this algorithm annot onverge
to the solution of the variational version of the algorithm.
We would like to mention that this method to ompute the SVD of a matrix is atually
known to poorly perform in pratie. More preisely, the approah is very sensitive to
numerial perturbations, see [9, Leture 31℄) sine the ondition number of (Gn−1)
TGn−1
is typially large. Alternative methods exist that ompute the SVD deomposition, and it
would be interesting to use these tehniques as guidelines to build more eient proedures
to solve the nonlinear Euler-Lagrange equations (15).
4.2 Euler-Lagrange approah for the Poisson problem
We now return to the solution of the Poisson problem. Our purpose is to see whih of the
above mentioned diulties survive in this ase. We shall also see new diulties appear.
We rst observe, on a general note, that a property similar to (40) holds in the Poisson
ase, namely:
∫
Ω
∇
(
n∑
k=l
rk ⊗ sk
)
· ∇(rn ⊗ sl−1) =
∫
Ω
∇
(
n∑
k=l
rk ⊗ sk
)
· ∇(rl−1 ⊗ sn) = 0. (45)
This, however, does not seem to imply any simple orthogonality property as (37). In
partiular, in the Poisson ase, it is generally wrong that, for n 6= m, ∫Ωx ∇(rn ⊗ sn) ·∇(rm ⊗ sm) = 0.
Next, we remark that none of the properties (i)-(ii)-(iii) holds in the Poisson ase. Like-
wise, we are not able to haraterize the list of solutions to the Euler-Lagrange equations
as we did in (iv)-(v)-(vi).
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This is for the generi situation, but in order to better demonstrate the onnetions
between the SVD ase above and the Poisson ase, let us show that, in fat, the Poisson
ase neessarily embeds all the diulties of the SVD ase. For this purpose, we onsider
the original algorithm (for the Poisson problem) performed for a partiular right-hand-side
f = −∆g, namely

g =
∑N
k=1 αkφk ⊗ ψk where αk ∈ R,
φk (resp. ψk) are eigenfuntions of
the homogeneous Dirihlet operator −∂xx (resp. −∂yy)
and satisfy ∀k, l, ∫ φkφl = ∫ ψkψl = δk,l,
(46)
where δk,l is again the Kroneker symbol. Then, it an be shown that, as in the SVD ase,
rk⊗sk = αkφk⊗ψk are indeed solution to the Euler-Lagrange equations (14). This sues
to show the non uniqueness of the solution. Furthermore, and in sharp ontrast to (iv),
there even exist solutions to the Euler Lagrange equations that are not of the above form.
Here is an example of the latter laim. Consider the ase φ1 = ψ1, assoiated with an
eigenvalue λ1 and φ2 = ψ2, assoiated with an eigenvalue λ2 6= λ1. We suppose αk = 0 for
k ≥ 2. We are looking for r and s solution to the Euler-Lagrange equations

−
∫
|s|2r′′ +
∫
|s′|2r =
∫
fs,
−
∫
|r|2s′′ +
∫
|r′|2s =
∫
fr.
Then, it an be heked that r = r1φ1+r2φ2 and s = s1ψ1+s2ψ2 are solution to the Euler-
Lagrange equations, with the following set of parameters: r1 = 1, r2 = 1/2, s1 = 2, s2 = 1,
α1 =
9λ1+λ2
4λ1
and α2 =
2λ1+3λ2
2λ2
. Likewise, it is immediate to see that (vii) still holds. In
view of the above remarks, it seems diult to devise (and, even more diult, to prove
the onvergene of) eient iterative proedures to orretly solve the Euler-Lagrange
equation.
4.3 Some numerial experiments and the non self-adjoint ase
We now show some numerial tests. Even though the algorithms presented above have
been designed for solving problems in high dimension, we restrit ourselves to the two-
dimensional ase. For numerial results in higher dimension, we refer to [1℄. Moreover,
we onsider the disrete ase mentioned in Setion 4.1, whih writes (ompare with (3)):
for a given symmetri positive denite matrix D ∈ Rd×d (whih plays the role of the one-
dimensional operator −∂xx), and a given matrix F ∈ Rd×d (whih plays the role of the
right-hand side f ):
Find G ∈ Rd×d suh that DG+GD = F. (47)
Here, the dimension d typially orresponds to the number of points used to disretize the
one-dimensional funtions rn or sn. To this problem is assoiated the variational problem
(ompare with (4))
Find G ∈ Rd×d suh that G = arg min
U∈Rd×d
(
DU + UD
2
− F
)
: U, (48)
where, for two matries A,B ∈ Rd×d, A : B =∑1≤i,j≤dAi,jBi,j . The matrix G is built as
a sum of rank one matries RkS
T
k with (Rk, Sk) ∈ (Rd)2, using the following Pure Greedy
Algorithm (ompare with the algorithm presented in Setion 2.1): Set F0 = F and at
iteration n ≥ 1,
22
1. Find Rn and Sn two vetors in R
d
suh that:
(Rn, Sn) = arg min
(R,S)∈(Rd)2
(
D(RST ) + (RST )D
2
− Fn−1
)
: (RST ). (49)
2. Set
1 Fn = Fn−1 − (DRnSTn +RnSTnD).
3. If ‖Fn‖ > ε, proeed to iteration n+ 1. Otherwise stop.
As explained in Setion 2.3, Step 1 of the above algorithm is replaed in pratie by the
resolution of the assoiated Euler-Lagrange equations. This onsists in nding two vetors
Rn and Sn in R
d
solution to the nonlinear equations:{
‖Sn‖2DRn + ‖Sn‖2D Rn = Fn−1Sn,
‖Rn‖2DSn + ‖Rn‖2D Sn = F Tn−1Rn,
(50)
where, for any vetors R ∈ Rd, we set ‖R‖2D = RTDR. This nonlinear problem is solved
by a simple xed point proedure (as (24)). We have observed in pratie that hoosing
a random vetor as an initial ondition for the xed point proedure is more eient
than taking a given deterministi vetor (like (1, . . . , 1)T ). This is of ourse related to the
onvergene properties of the xed point proedure we disussed in Setion 4.1.4.
4.3.1 Convergene of the method
In this setion, we take D diagonal, with (1, 2, . . . , d) on the diagonal, and a random matrix
F . The parameter ε is 10−6. We observe that the algorithm always onverges. This means
that, in pratie, the solutions of the Euler-Lagrange equations (50) seleted by the xed
point proedure are appropriate.
On Figure 1, we plot the energy
(
DUn+UnD
2 − F
)
: Un, where Un =
∑n
k=1RkS
T
k . We
observe that the energy rapidly dereases and next reahes a plateau. This is a general
feature that we observe on all the tests we perfomed.
In Table 1, we give the number of iterations neessary for onvergene, as a funtion
of d. We observe a linear dependeny, whih unfortunately we are unable to explain
theoretially.
d 10 20 30
Number of iterations 22-23 45-46 69-70
Table 1: Number of iterations typially needed for onvergene as a funtion of d, for
various random matries F (D = diag([linspace(1, 2, d)]), ε = 10−6).
4.3.2 The non self-adjoint ase
In [1℄, it is atually proposed to use the Orthogonal Greedy Algorithm for non self adjoint
operators.
Consider, for the prototypial ase of an advetion diusion equation:
Find g ∈ H10 (Ω) suh that
{
a · ∇g −∆g = f in Ω,
g = 0 on ∂Ω,
(51)
1
In pratie, to avoid numerial anellation, we atually set Fn = F − (DUn + UnD) where Un =Pn
k=1
RkS
T
k .
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Figure 1: Evolution of the energy as a funtion of iterations (d = 10, D =
diag([linspace(1, 2, d)]), ε = 10−6).
where a : Ω → R2 is a given smooth veloity eld. When a = ∇V for some real-valued
funtion V , problem (51) is equivalent to minimizing the energy
1
2
∫
Ω
|∇u|2 exp(−V )−
∫
fu exp(−V ).
When this is not the ase, it is not in general possible to reast (51) in terms of a mini-
mization problem. However, a variational formulation an be written as: Find g ∈ H10 (Ω)
suh that, for all v ∈ H10 (Ω), ∫
Ω
(a · ∇g)v +∇g · ∇v =
∫
Ω
fv.
It is proposed in [1℄ to use this variational formulation in step 1 and 2 of the Orthogonal
Greedy Algorithm. The iterations then write: set f0 = f, and at iteration n ≥ 1,
1. Find rn ∈ H10 (Ωx) and sn ∈ H10 (Ωy) suh that, for all funtions (r, s) ∈
H10 (Ωx)×H10 (Ωy),∫
Ω
(a·∇(rn⊗sn))(rn⊗s+r⊗sn)+∇(rn⊗sn)·∇(rn⊗s+r⊗sn) =
∫
Ω
fn−1(rn⊗s+r⊗sn).
(52)
2. Find un ∈ Vect(r1⊗s1, . . . , rn⊗sn) suh that for all v ∈ Vect(r1⊗s1, . . . , rn⊗
sn) ∫
Ω
(a · ∇un)v +∇un · ∇v =
∫
Ω
fv. (53)
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3. Set fn = fn−1 − (a · ∇un −∆un).
4. If ‖fn‖H−1(Ω) ≥ ε, proeed to iteration n+ 1. Otherwise, stop.
The orresponding disrete formulation reads:
Find G ∈ Rd×d suh that BG+GBT = F, (54)
where B is not supposed to be symmetri here (ompare to (47)). The numerial method
reads: Set F0 = F and at iteration n ≥ 1,
1. Find Rn and Sn two vetors in R
d
suh that:{
‖Sn‖2 BRn + ‖Sn‖2B Rn = Fn−1Sn,
‖Rn‖2BSn + ‖Rn‖2B Sn = F Tn−1Rn.
(55)
2. Set Fn = Fn−1 − (BRnSTn +RnSTnBT ).
3. If ‖Fn‖ > ε, proeed to iteration n+ 1. Otherwise stop.
We onsider the ase when B = D + A with D symmetri positive denite, and A
antisymmetri, so that we know there exists a unique solution to (54). On the numer-
ial tests we have performed, the algorithm seems to onverge. In the absene of any
energy minimization priniple, it is however unlear to us how to prove onvergene of this
algorithm.
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