Small area estimation techniques are now routinely used to generate local-level poverty estimates for aid allocation and poverty monitoring in developing countries. However, the widely implemented World Bank (WB) or Elbers, Lanjouw and Lanjouw [Econometrica 71 (2003) 355-364] (ELL) method can only be used when a survey and census are conducted at approximately the same time. The empirical best prediction (EBP) method of Molina and Rao [Canad. J. Statist. 38 (2010) 369-385] also requires a new census for updating. Hence, if small area estimation methods that use both survey and census unit record data are required, and the survey is rerun some years after the census, how to update small area estimates becomes an important issue. In this paper, we propose an intercensal updating method for local-level poverty estimates with estimated standard errors which we call Extended Structure PREserving Estimation (ESPREE). This method is a new extension of classical Structure PREserving Estimation (SPREE). We test our approach by applying it to inter-censal municipal-level poverty estimation and carrying out a validation exercise in the Philippines, comparing the estimates generated with an alternative ELL or EBP updating method due to Lanjouw and van der Wiede [Determining changes in welfare distributions at the microlevel: Updating poverty maps. (2006) Powerpoint presentation at the NSCB Workshop for the NSCB/World Bank Intercensal Updating Project] which uses time-invariant variables. The results show that the ESPREE estimates are preferable, generally being unbiased and concurring well with local experts' opinion on poverty levels at the time of the updated survey.
Introduction. Effective targeting schemes for aid allocation in Third
World countries and monitoring progress toward the Millennium or Sustainable Development Goals (UN website) require reliable information on the poor at the local or community level. This pressing demand for local-level estimates of poverty measures led to the development of various small area estimation techniques for poverty measures in Third World countries. In general, small area estimation uses auxiliary data to improve the precision of subdomain estimates from national survey data [Rao (2003) ]. Currently, the most widely used small area estimation technique for poverty measures, proposed by Elbers, Lanjouw and Lanjouw (2003) , is the ELL (Elbers, Lanjouw and Lanjouw) method which has been extensively used by the World Bank in its poverty mapping projects in collaboration with national statistical agencies in Third World countries. An alternative small area estimation method, Empirical Best Prediction (EBP), which like ELL uses survey and census unit record data, has been developed by Molina and Rao (2010) and Molina, Nandram and Rao (2014) . EBP, unlike ELL, includes predictions of area-specific random effects. This extension is useful if small areas are comparatively large so that they contain a sufficient sample, and there are no contextual variables at area level [see Haslett (2016) , Namazi-Rad and Steel (2015) ], although this is not usually the case for Third World aid allocation.
The focus here is how small area estimates from either method (or any other that uses sample and census unit record data) can be updated when there is a new survey but not a new census.
The poverty measures that are generally included in poverty maps are economic or monetary based, such as poverty incidence, gap and severity. These measures are all generated based on the premise that a household is poor if its income or expenditure falls below a specified monetary standard, known as the poverty line. The three measures mentioned above can be put into a framework proposed by Foster, Greer and Thorbeck (1984) , the so-called FGT measures:
where N is the size of the population in an area, Y h is the income or consumption of individual or household h, is the poverty line (which could vary depending on the area within a particular country) and I (Y h < ) is an indicator function (equal to 1 when income or expenditure is below the poverty line and 0 otherwise). Poverty incidence, gap and severity correspond to i = 0, 1 and 2, respectively.
Extensions to under-nutrition measures such as kilocalorie consumption, and stunting, underweight and wasting in children under five years of age are also possible. See, for example, Haslett, Jones and Sefton (2013) .
Both EBP and ELL methods combine the sample survey and the census data to produce small area estimates of poverty measures. Both methods assume the two data sets are gathered at the same time period. This assumption is particularly important since the variable of interest (income/consumption or poverty status) is not measured in the census; the model is formulated using the survey data and is then applied in the form of a predictor at unit-record level to the census data, after which predictions are aggregated to small area level. Variations and improvements have been proposed by Haslett, Isidro and Jones (2010) , , Tarozzi and Deaton (2009) and Haslett (2013 Haslett ( , 2016 . In most countries, especially in the Third World, a census is only conducted once every ten years. This poses the problem, addressed in this paper, of updating EBP and ELL-type small area estimates in intercensal years, that is, in noncensus years between censuses. The proposed method provides policymakers and other stakeholders with an updated estimate of poverty measures for Third World countries when new survey data becomes available, even if there is no new census. Our intercensal updating method is an extension of the structure preserving estimation (SPREE) method of Purcell and Kish (1980) , hence called Extended SPREE (ESPREE).
An alternative updating method for small area poverty estimates, given new survey data, is used for the Small Area and Poverty Estimates (SAIPE) program in the United States. SAIPE produces small area estimates of poverty at the county and at the finer school district level. It uses published and unpublished single year estimates from the American Community Survey (ACS), Internal Revenue Service (IRS) individual-level Federal Income Tax Return information, the US Census-based Current Population estimates, data from the Supplemental Nutrition Assistance Program (SNAP), aggregate personal income estimates from the Bureau of Economic Analysis (BEA) and the number of recipients of Supplemental Security Income (SSI) benefits. For example, among other information, the IRS data gives family size via tax exemptions, and the decennial Censusbased Current Population estimates provide information on the number of schoolage children. For further details, see http://www.census.gov/did/www/saipe/ data/model/info/index.html. The small area estimates are Empirical Bayes, based on weighting via relative estimated precision of the ACS estimates and regression type estimates from the other data sources. The SAIPE method is simple and has been successfully applied to estimate poverty incidences where there may not be survey data available for all the small areas. Considerable research has been involved in developing SAIPE, which utilizes the regular repeated ACS surveys and sound census-type information from administrative and other sources, for example, from the IRS tax data and the census population projections. SAIPE's statistical properties have also been extensively explored [e.g., Bell et al. (2007) , Hawala and Lahiri (2012) ]. However, sound census population estimate updates, which are required in SAIPE, are seldom available in third world countries. Similarly, in the third world, for example, in countries such as Cambodia, Bangladesh, Nepal, Pakistan, Timor-Leste and Bhutan, limited and variable annual resources stymie regular surveys, so that surveys are not generally repeated as part of a fixed work program. Without sound population projections, good additional data sources and regular surveys, despite their providing a "gold standard," SAIPE methods cannot easily be used.
ESPREE is more suitable for third world application because it has more limited new data requirements for small area estimate updating. ESPREE utilizes only new survey data from a single repeated survey and various fine-level aggregations of the unit-level predictions generated via the small area model developed from the original, contemporaneous survey and census. Fine-level, postcensal population predictions are not explicitly required as in SAIPE for the denominator in revised poverty rates because the ESPREE is based principally on updating percentages.
SPREE itself is a generalization of the synthetic estimation proposed by Gonzalez (1973) . It makes better use of direct estimates and uses the method of iterative proportional fitting (IPF) of margins. IPF is used to adjust the census cell counts of a multi-way table called the association structure (census data), such that the adjusted counts satisfy specified margins, called the allocation structure (survey margins). The cell counts are obtained from the last census, while the specified margins represent reliable direct survey estimates of current margins. In this way, SPREE provides intercensal estimates of small area totals of characteristics also measured in the census [Rao (2003) ].
However, the variable of interest under small area estimation for poverty measures in Third World countries is not usually measured in the census. The ESPREE method, as presented in Section 2, extends the SPREE method so that updated estimates can be generated by using "pseudo-census data," as produced by an earlier application of the EBP or ELL method, instead of requiring new census data. Since the pseudo-census data has many replicates, ESPREE also relaxes the assumption of fixed census data under SPREE, by using a superpopulation approach that allows standard error estimation to incorporate both census and sample variation. Data from the Philippines is used to illustrate the ESPREE method, presented in Section 3. An alternative updating method developed by Lanjouw and van der Wiede (2006) (LW), and discussed in Christiaensen et al. (2010) , was carried out in the Philippines using the same data sources. A validation study conducted in one of the regions in the Philippines, which allows assessment of the quality of the ESPREE and LW estimates, in comparison with the real poverty situation on the ground, is presented in Section 4.
Our results for the Philippines suggest that the ESPREE method generates updated small area estimates that are unbiased (unlike LW) with standard errors that are smaller than the survey-based estimates for the new period, both at the desired small area (municipal) level and at the more aggregated provincial and regional levels. Moreover, the estimates from the ESPREE method were also found to be closer to the key informants assessment than those from the LW updating method for the municipalities of the region visited in a validation study.
Intercensal updating methods.
2.1. The SPREE method. The SPREE method can be implemented by fitting a generalized linear model (GLM) with a log link function as follows:
where g() is the log function and μ is the expected value of the vector of the dependent variable. For poverty estimation, μ could be the number of households or people (which we denote here by the superscript Y for the new survey period t 1 andZ for the previous census period t 0 ) cross-classified by poverty status, province and other related variables. X is the design or model matrix corresponding to the explanatory variables and is partitioned into [X 1 : X 2 ], so that the first component X 1 contains the elements of the design matrix associated with what are usually the main effects in the parameter vector β and the second component X 2 is associated with the higher order effects.
For SPREE applied to poverty estimation, the general model for the census data is g μZ = X 1,t 0 β 1,t 0 + X 2,t 0 β 2,t 0 , (2.2) with the subscript t 0 indicating that the data comes from an earlier period, while the survey model
with the subscript t 1 indicating that the data comes from a more recent period. We note specially for SPREE that X 1,t 0 = X 1,t 1 = X 1 and X 2,t 0 = X 2,t 1 = X 2 are the partition of the design matrix corresponding to the parameter vector β in the GLM model, which is β 1,t 0 and β 2,t 0 for the census model and β 1,t 1 and β 2,t 1 for the survey model. As noted above, the first term in (2.3) generally represents the main effects and/or lower order parameters which can be accurately estimated from the survey data, while the second represents the higher order effects which cannot be accurately re-estimated from the survey.
Considering model (2.2) and model (2.3), SPREE is equivalent to fitting model (2.2), after which some of the lower order parameters in the model (first component in partition) are adjusted or updated in line with the most recent information available from the survey data, while the higher order parameters (second component), for which new information from the survey is not available, remains the same, that is, β 2,t 0 = β 2,t 1 = β 2 by assumption. In this way SPREE is used to generate updated small area estimates. This process is also equivalent to fitting model (2.3) and then equating the higher order parameters (second partition) to the values generated from the census model (2.2), that is,
2.2. The ESPREE method. The SPREE model described above is extended by allowing for a misspecification error or an error in the association structure, γ t 1 , that is, X 2 β 2 = X 2 β 2,t 1 = X 2 β 2,t 0 + γ t 1 . Using the pseudo-census data, the estimation problem is considered in the context of a superpopulation, that is, we assume that the pseudo-census data which, as indicated by (2.2), applies at the time of the census t 0 are realizations of a superpopulation that produces μZ, the dependent variable measured at time t 0 . Note that X but not μZ is known from the census at t 0 , which is why there are sets of pseudo-census values generated for μZ rather than census data. In the ELL method there are commonly around 100 pseudo-censuses, that is, 100 predictions of income or expenditure for every census household based on the model fitted to the survey data and for the EBP there is also a set of pseudo-censuses. Under the assumption that the pseudo-census data forms a superpopulation, the coefficients β 1,t 0 and β 2,t 0 of the census model are now considered random with respect to the superpopulation and with expectation ξ [β 1,t 0 ] and ξ [β 2,t 0 ], respectively. The census model can now be written as
where u t 0 is a random variable with respect to the superpopulation assumed for the census data. Note that here μZ is a vector of counts, not a continuous variable such as income or expenditure (or the log or some other continuous transformation of them).
For the survey data, we also assume that a superpopulation exists for the population from which the survey data is drawn. As in the census model, the parameters β 1,t 1 and β 2,t 1 of the survey model are now random with respect to the superpopulation and with expectation ξ E[β 1,t 1 ] and ξ E[β 2,t 1 ], respectively. E is the expectation related to the sampling design of the survey data, while ξ is the expectation related to the superpopulation assumed for the census. However, we could
provided that the survey estimation method is unbiased and the sampling design is noninformative. Hence, the survey model will now be
where u t 1 is a random error term for the survey model and γ t 1 is a misspecification error. Hence, our proposed updating model which we call extended SPREE (ESPREE) is as follows:
where ε t 1 = u t 1 + γ t 1 .
Fitting GLMs for ESPREE to generate small area estimates can be cumbersome and tedious, as it entails fitting two models, one for the survey data and one for the census data, and this is especially so when dealing with many explanatory variables and the large data sets (e.g., national survey and census) common when using ELL-type methods. Hence, we adapted one of the model-fitting procedures for classical SPREE, which basically employs the method called table standardization described by Agresti (2002) . 
This model is fitted with log μZ ab as an offset (equal to the log of the pseudocensus data). We note that g(μ Y ) = log μ Y ab , u t 1 is a random error from the pseudocount replicates for each table cell generated from the survey margins, β 1 = β 1,t 1 − β 1,t 0 and the other parameters are as defined earlier. Fitting model (2.8) is equivalent to scaling the mean of the replicates of the pseudo-census data to agree with the survey estimates of the margin counts in the period t 1 .
Note that fitting model (2.8) requires replicates of the pseudo-census and pseudo-counts data. The pseudo-census data here are the cell-level counts generated via the ELL method for the entire census. As metioned earlier, the usual practice is to generate around 100 replicates of these to incorporate the uncertainty in the predictions. The pseudo-counts are cell-level data from the survey which we denote here as (Ŷ ab ). Pseudo-counts are computed from the available survey margins and are generated based on the structure of the design matrix X 1 . For example, if we have two sets of reliable margins y a· and y ·b for two variables such that one has A categories and the other has B categories, the pseudo-counts will beŶ ab = (y a· y ·b )/y ·· , where, a = 1, . . . , A denotes areas, b = 1, . . . , B denotes categories of the variable of interest and (·) represents a sum over that index. The computed pseudo-counts do not necessarily satisfy the assumption of independence; these values depend on the combination of survey margins available for estimation. Examples of computing pseudo-counts corresponding to specific loglinear models are presented in Table 8 .13 of Agresti (2002). 2.3. Variance estimation. As indicated in (2.6), there are two sources of variation for the updated small area estimates-the survey data and the pseudo-census data. Hence, the variance of the updated small area estimates under the ESPREE method needs to take into account uncertainty in both the survey margins and in the pseudo-census data, and should be viewed as the sum of the two variances (survey margins variance and pseudo-census variance). Any of the variance estimation methods (i.e., linearization and replication methods) can be used to compute the variances of both the survey and pseudo-census data.
Here we derive the overall variance of the ESPREE estimates using the linearization method. The following notation is used for convenience and simplicity of exposition in presenting the variance estimation procedure:p is the column vector of the required cell estimates, that is,p = (p 111 , . . . ,p ABC ) with dimensions ABC × 1 where ABC is the total number of cells; p * is the vector containing the survey margins (elements arep ·bc ); and π is the vector with dimensions similar tô p containing the pseudo-census data (relative cell frequencies) π abc established in the most recent census year.
We let be the expected value of π [i.e., E(π ) = ] and P * be the expected value of p * [i.e., E(p * ) = P * ]. Using the first order Taylor series, we will havê
where F is defined by the generalized linear model. Assuming independence of p * and π , the variance-covariance matrix ofp is then approximated by the variancecovariance matrix of the linear function (2.9), that is,
where V (p * ) and V (π) are the covariance matrix for p * and π , respectively. That
We note that V (p * ) under the superpopulation model can be obtained either directly or by using any of the replication methods. From equation (2.10), under ESPREE the estimated variance is the sum of the variability from the pseudo-census and the survey margins. A related result for the variance derived from the linearization method could be attained by the approach proposed by Haslett, Green and Zingel (1998) . The approach formulated was based on the mean square error formula:
whereP denotes the set of cell estimates based on their long-term averages. The estimated mean square error gives an estimate of the joint design/model (superpopulation) variance by treating both terms in the equation as estimates of conditional variances; see Appendix for detailed derivation and proof. The first term on the right-hand side of the equation can be considered to be the variability from the survey margins and the second term from the pseudo-census as in the variance formula in (2.10).
The variance estimator in (2.10) and (2.11) is based on a large sample. However, a stable estimator of the squared bias in (2.11) can be difficult to obtain [Rao (2003) ]. Gonzalez and Waksberg (1973) and Marker (1999) proposed methods, extended to generalized linear models by Arnold (2002, 2006) , but these methods have not proved generally satisfactory for bias estimation either. Here, however, there are two important points of difference. First, there are many pseudo-censuses in ELL (the standard is 100 pseudo-census values for each original census unit record and a similar number can be used for EBP), so that estimation of bias is not based on a small number of replicates. Second, and perhaps more importantly, EBP is certainly not a synthetic method, as it includes nonzero small area specific random effects. Further, ELL and ESPREE are not synthetic estimates in the usual sense because, via survey cluster level census averages, they can both make use of contextual effects to supplement the candidate variables for the regression fitted to the original survey data. These contextual variable averages, which are better used in the survey modeling at cluster than the more aggregated small area level, are required in model fitting only for unit records from the small areas that are in the sample. However, they are available from the census for every small area, whether those small areas are sampled or not, and so adjust the small area estimate in every small area using an adjustment specific to the small area, even when that small area is not sampled. Such contextual effects then provide an explicit alternative to the nonzero random effect predictions at small area level used for EBP in Molina and Rao (2010) , whose method consequently requires that there be a reasonably substantial sample in every small area. This substantial sample requirement severely reduces the number of small areas for which it is possible to produce reliable small area estimates in Molina and Rao (2010) , but not for ELL or necessary for ESPREE. Further details on the central role of such contextual effects in a range of types of small area estimation, and the comparison with Molina and Rao (2010) , are given in Namazi-Rad and Steel (2015) and Haslett (2016) . For ESPREE updating, whether EBP or ELL has been used at the initial time period, Appendix provides a formal proof of (2.11). The estimation, applied via (2.10), allows for the variation in the new estimate of X 1 β 1 via the replicates of the new survey margins using balanced repeated replication, and for the variation of the pseudo-censuses (in the estimation of X 2 β 2 ) through varying the offset using the bootstrap. See (2.2) and (2.3) for explicit model details. More commonly in the literature on GLMs, an offset is specified as fixed, so what (2.10) is providing via linearization is an estimate of mean square error that is not downwardly biased as would be using a fixed offset. That the mean square error estimation of (2.10) and (2.11) can in practice produce a sufficiently accurate assessment of mean square error for ESPREE is detailed and discussed in the simulation of Section 4.
For the Philippine data presented in the next section, we used the balanced repeated replicates (BRR) method as described fully in Isidro (2010) to compute the variance component from the survey data. Since the survey data has a large number of strata, partial balancing [Wolter (1985) ] was used. The variance component from pseudo-census data is computed using the set of bootstrap estimates from the small area estimation project based on 2000 survey and census data, as described in Haslett and Jones (2005) , with the 2003 survey data regarded as fixed. The two variance estimates are then added to get an estimate of the variances of the updated small area estimates via ESPREE that allows both for the variation in the pseudo-census and new survey data.
The other ELL updating methods.
There are two other types of updating technique for ELL-based poverty measures that have been implemented. One uses panel survey data and the other one (LW) uses "time-invariant" auxiliary variables.
The panel data approach has been used in Uganda [Hoogeveen, Emwanu and Okwi (2006) ] and in Thailand [Jitsuchon and Lanjouw (2005) ], while the LW approach has been implemented in Vietnam and the Philippines [Lanjouw and van der Wiede (2006) ]. The panel data approach requires the availability of a longitudinal data set, while the time-invariant approach requires two cross-sectional surveys.
The implementation of the time-invariant updating method in the Philippines as described by Lanjouw and van der Wiede (2006) takes the per capita income/expenditure data at the household level from the most recent survey (y ch,t 1 ) and combines it with what are assessed (but not fully tested) to be time-invariant variables, common to the survey and census data, collected in the census year (t 0 ). The survey model based on the subsample of households that are in both surveys (at times t 0 and t 1 ) is as follows:
where x ch,t 0 refers to characteristics that are time invariant (i.e., x ch,t 0 = x ch,t 1 ; in practice, x ch,t 1 is used for fitting the survey regression); β is the regression parameter and u ch,t 1 is the random error term where c denotes clusters and h households within clusters. The survey-based model is then applied to the old census (at time t 0 ) since the survey model contains only time invariant variables. This methodology depends on two assumptions: (1) independent or explanatory variables in the survey model are time invariant, that is, household characteristics and municipality/village means do not change from the census period to the most recent survey; and (2) migration (at least among small areas) between the census period and the most recent survey is negligible.
Migration also has the potential to affect ESPREE. The core issue is that, between the original survey and its repeat, internal and/or external migration has not produced structural change in the relevance of variables in X 2,t 0 (or, equivalently, X 2,t 1 ) or changes in the estimate of β 2 in the models of (2.2) and (2.3). Assessment is difficult in practice, as few countries have reliable internal migration statistics. However, it is not migration per se that would affect the ESPREE model, but that migration has induced a change in the relationship between the variable of interest and either the variables in X 2,t 0 or the variables that have been excluded from it but have now become important at time t 1 . Major disasters or wars may induce such change, for example. Periods of relative structural stability between t 0 and t 1 and shorter time differences between the first survey and the census at t 0 and the second survey at t 1 are advisable. The core assumption is that those who migrate are like in kind to those who stay.
In summary, the LW updating method involves fitting a new survey-based model at t 1 using only time-invariant variables and then, much like the ELL method, applying this model to a census at t 0 , and then aggregating. The Hoogeveen, Emwanu and Okwi (2006) updating method is very similar except that, because the second survey is a panel survey, all the units in the second survey were present in the original survey.
Application to the Philippines data.
3.1. The data. The ESPREE method is applied here to the Philippines national survey and census data. There are two sets of survey data used-Family Income and Expenditure Survey (FIES) and Labor Force Survey (LFS) which are both conducted by the National Statistics Office (NSO). The FIES collects information on family income and expenditures as well as information affecting them. The LFS, on the other hand, collects data on employment and related information on demographic and socio-economic characteristics of the population over 15 years old. In this study we used the 2000 and 2003 FIES/LFS data. The 2000 survey and census data is used for creating the pseudo-census data via a variation of the ELL method and the 2003 data is used for updating (i.e., as the most recent survey margins). Note that there were no major national disasters leading to mass internal migration in the Philippines during the 2000-2003 period.
The 2000 Census of Population and Housing (CPH) used in this study is also conducted by the NSO. The CPH in the Philippines is done once every ten years with a more limited Census of Population every 5 years. A common questionnaire (short form) for the CPH is given to all households, with an extended questionnaire (long form) completed by a random sample of about 10 percent of the population. The sampling design employed for this 10 percent sample is a systematic cluster design, with the sampled fraction being 100, 20 or 10 percent depending on the size of the municipality. The administrative areas covered by the CPH include 1623 municipalities in 83 provinces which are grouped into 16 regions.
The characteristics of the superpopulation are inferred from a set of 100 bootstrap estimates of poverty status classification of the population generated by the poverty mapping project conducted by the World Bank (WB) in collaboration with the National Statistical Coordination Board (NSCB) in the Philippines employing the ELL method; see Haslett and Jones (2005) and Haslett, Isidro and Jones (2010) for details. We call this set of household-level predictions or replicates from the period in which the earlier survey coincided with the census the pseudo-census. Based on analysis of the survey data, they are strongly correlated with household per capita income, and hence with the poverty status of the household members. Due to limited computer memory capacity for running the program for generating the estimates, we restricted the number of variables used to a maximum of six. With six auxiliary variables, the number of cells in the contingency table is already about 850,000, given that there are 1623 municipalities included in the analysis. An example of a set of 6 variables considered is as follows: urbanity (urban or rural); high school educational attainment (at least one family member 10 years and Various models were fitted, some of which are presented in Table 2 . Choosing between models is a difficult issue. The loglinear model used in ESPREE is a hybrid with components estimated from both survey and pseudo-census data; a naive Akaike Information Criterion (AIC) can be calculated as
where L is the overall loglikelihood,ṗ is the number of covariates in the model (including intercept) andÑ is the number of cells in the contingency table, but it is hard to see how this can be adapted to account properly for the survey design (note that the offset changes for each model). Alternatively, the model can be chosen by fitting to the survey data alone, in which case the design-adapted AIC of Lumley and Scott (2015) can be used. This is implemented in the function svyglm() in the R package survey [Lumley (2014) ] and can be fitted as a logit model for poverty using the equivalence of the logit and loglinear models. Both approaches are given in Table 2 . Notice that using six variables for the loglinear model gives the best fit by both criteria. Note that for the loglinear model used in ESPREE, the margins are changed, but the overall model also includes interactions of all orders via the census (or pseudo-census) data in the association structure.
3.3.
Intercensal small area estimates of poverty incidence. In this section the ESPREE intercensal estimates of poverty incidence, with their estimated standard error (SE) and coefficient of variation (CV), are presented along with those from the LW method obtained from the NSCB report [NSCB (2009) ]. These results are compared with the direct survey-based (FIES) estimates at the provincial and regional levels. Because FIES is not a panel survey, the panel data updating method of Hoogeveen, Emwanu and Okwi (2006) and Jitsuchon and Lanjouw (2005) was not used.
The ESPREE-based municipal-level estimates of poverty incidence are mapped in Figure 1 . A summary of the statistical properties of the municipal-level estimates is presented in Table 3 . The mean of the poverty incidence computed from the ESPREE method is higher than the one generated from the LW method. This is further supported by the scatter plot in Figure 2 which shows that this LW method tends to generate lower values of poverty incidence estimates than the ESPREE method in most of the municipalities or small areas. We can also observe that the average estimated standard errors of poverty incidence estimates from the ESPREE and the LW methods are similar. However, the average CVs computed from the two methods indicate that the ESPREE method generates more precise estimates than the LW method. Note that standard errors for a proportion averaging below 0.05 are generally considered to be acceptable in poverty mapping.
Presented in Table 4 is a statistical comparison of the direct estimates generated from the survey data at a higher level of aggregation using the survey-based estimation procedure in STATA [StataCorp (2007) ], ESPREE and LW methods. We note that the direct survey-based estimates generated differ slightly from the official estimates released by the NSCB since our survey-based estimates are based on the combined FIES/LFS data using the Philippine standard geographic codes for the year 2000. It appears that the average poverty incidence estimates computed using the ESPREE method are closer to the survey-based estimates than the LW estimates. This is seen more clearly in the scatter plots (Figure 3 ) of the ESPREE and LW estimates versus the survey-based poverty incidence estimates for all the provinces.
It can be observed from Table 4 that ESPREE generated estimated standard errors and coefficient of variation are on average slightly smaller than those generated from the LW method. It is also clear that the two methods (ESPREE and LW) generated much lower estimated SE and CV than the survey-based estimates, the average CVs being around 6% and 12% respectively. The large values of estimated CVs for the survey-based estimates are due to the sample sizes at the provincial level being too small for accurate estimation.
Although the aim is to produce small area estimates at levels lower than regional, for comparison purposes the ESPREE estimates were also accumulated to generate estimates at the regional level. Note that the direct survey estimates are regarded as having acceptably small standard errors at this level. Our regional- level estimates were compared with the estimates from the LW method and the direct survey-based (combined FIES/LFS) estimates (Table 5 ). The differences between the survey-based and LW estimates, as well as between survey-based and ESPREE, are summarized by Z scores which represent the standardized distance between the two sets of estimates. The Z-scores for the ESPREE estimates are computed as follows:
FIG. 2. Scatter plot of 2003 updated municipal-level estimates by LW and ESPREE methods.
In the formula for the Z-scores, although the components of the ESPREE (censusbased) and FIES (survey-based) estimates may appear to be correlated, ELL and ESPREE are both based on updates of predictions of the full census information rather than on the survey data, per se. The ELL and ESPREE small area estimates are based on a model, even for households in the sample. In practice, linking respondent IDs between survey and census is almost never feasible. However, even if feasible, the census is several orders of magnitude larger in size than the survey, so linking would make essentially no difference to the ELL or ESPREE based small area estimates because they are based on aggregates of a set of predictions for every census respondent. Unlike the small area estimation methods detailed in Rao (2003) then, which do not incorporate unit record census data or use it for prediction, the correlation between the survey data and the small area estimates (here the updated census predictions from ESPREE) is essentially negligible, both at small area level and also when aggregated further to regional level to control the otherwise high standard errors of the survey-based estimates. In essence, the whole census, not just the survey respondents' data, is predicted using the original ELL model and this is used in ESPREE. The very low correlation between the direct and the small area estimates is what makes the Z-scores a useful diagnostic when aggregated to a higher level. The same low correlation would apply to ESPREE updating of EBP small area estimates. For aggregated small area estimates, it is noticeable from Table 5 that some regional-level estimates from both the ESPREE and LW methods are more than two standard errors away from the corresponding survey-based estimates, and that this is more common with the LW estimates. In addition, the average of the absolute values of the Z-scores is higher for the LW method, which means that in general the ESPREE method generates regional-level poverty incidence estimates closer to the survey-based ones.
The high level of aggregation necessary for these comparisons with direct survey estimates loses much of the advantage of the small area methods, so in some cases at the higher levels of aggregation, direct estimates may be more accurate. Considering the estimated standard errors computed for the different methods, the ESPREE method tends to have lower estimated standard error compared to the survey-based except for two regions (Region II and Region XI). The LW method tends to have the lowest estimated standard error among the three methods. The lower values of the estimated standard error suggest better precision, however, the LW method appears to generate biased estimates which can be observed from the scatter plots of the regional-level estimates shown in Figure 4 . The same pattern can be observed from the scatter plot of the survey-based versus the ELL updating regional-level estimates (using the revised geographic codes, i.e., the 2002 changes in regional boundaries incorporated) presented in the WB/NSCB report [see NSCB (2009), page 58] . We can see that the LW poverty incidence estimates tend to be lower than the survey-based estimates. Hence, the LW method estimates may be more precise, but they are not necessarily accurate. In any event, all estimated standard errors are conditional on the relevant model being correct.
The ESPREE poverty incidence estimates at the provincial and regional levels are evidently close to the survey-based estimates with no evidence of bias, suggesting that this property is also retained at the small area level. Thus, we can claim that the ESPREE method appears to be unbiased and performs better than the LW method. In this application, the ESPREE method is only using a model with six auxiliary variables; nevertheless, it is able to incorporate the new information from the most recent survey in an optimal manner. It appears then that the ESPREE method can be a very useful updating method for poverty estimates based on ELL and EBP given new survey but no new census data, and would be even more useful given additional computation power that would allow inclusion of more variables in the underlying multiway table. A software template for implementation of ESPREE in Stata and SAS is available from the authors.
Simulation study.
To assess the accuracy of the variance estimates generated by the ESPREE method, a simulation study based on the Philippines data was conducted to generate empirical standard errors to be compared with the ESPREE standard error estimates. We used a model with two explanatory variables-wall type and urbanity, and selected one province with 23 municipalities for the simulation study.
We used the full survey data to estimate β 1,t 1 and its associated covariance, Cov(β 1,t 1 ), and the mean of the corresponding set of pseudo-census data as an estimate of β 2,t 0 . Then we drewβ 1,t 1 from a multivariate normal distribution with parameters β 1,t 1 and Cov(β 1,t 1 ) and randomly chose a value from the set of 100 pseudo-census bootstrap estimates forβ 2,t 0 . A total of 1000 draws was conducted and an ESPREE estimate was calculated for each of these draws. The standard deviation of these simulated values (empirical standard error) was compared with the estimated standard errors derived from the ESPREE method in Table 6 . Results show that the values of the estimated standard errors from both methods are very close to each other.
5. Validation study. Acceptability and consistency of the estimates were assessed during a field visit for validation purposes by comparing the ESPREE estimates with the expert opinion of key informants and their perception of available poverty-related indicators at the small area or municipal level. These validation activities are adapted from the validation exercises conducted for the results (small area estimates of poverty measures) of the collaborative poverty mapping project of the World Bank and National Statistical Coordination Board in the Philippines [NSCB (2005) ].
The validation exercise was carried out by having a one-on-one interview with each of the identified participants or key informants (representatives from local government units such as the Municipal and Provincial Planning and Development Office, Provincial Social Welfare and Development Office, Provincial Health Office, City Planning and Development Office, and offices of National Statistics Office and National Police) using a validation form or questionnaire, an adaptation of the validation form used in the WB/NSCB poverty mapping project [NSCB (2005) ]. This validation form contained the poverty related variables used in formulating the ESPREE model, other correlates of poverty and indicators of the Millennium Development Goals (MDGs). A total of thirty participants from the four provinces of Region 1 were interviewed.
One of the advantages of doing the validation study in this region is that it has comparatively stable administrative boundaries at the small area (municipality) level and provinces have not moved from one region to another in the last five years. Moreover, its Regional Development Council (RDC) was one of the earliest groups to respond to the call of the Philippine Government for improvement of the implementation of poverty alleviation programs in the country. The RDC has created a masterlist of municipalities in the four provinces which are now the beneficiaries for the various poverty alleviation programs in the region [RDC-I (2008) ]. There were two sets of municipal rankings gathered from the participants: (1) the indicator-based and (2) the overall level of poverty assessment. The indicator-based rank is computed as an average of the participants' ranking of municipalities in a particular province based on the indicators included in the validation form. The overall rank, on the other hand, is a single question in the validation form asking the participants to rank the municipalities in their province based on their perception of the poverty situation of the said areas. The two sets of munici- pal ranks were then compared with the ranking of the updated small area estimates generated from the ESPREE and LW methods. The rank correlations (Rs) of the participants' assessment and the ESPREE and LW estimates are presented in Table 7 . The ranking generated from the ESPREE method tends to be in agreement with at least one (indicator-based or overall level of poverty) of the participants' ranking in all the provinces. In addition, among those provinces in which both the ESPREE-based and LW-based ranks are significantly correlated with the participants' assessment, the ESPREE-based ranking tends to have a higher correlation coefficient estimate, signifying that the participants' assessment generally agree with the estimates generated from the ESPREE method more than the estimates generated from the LW method.
Based on the table above, we can deduce that the ESPREE estimates are in general concurring with the participants' perception of the real poverty situation of the municipalities in the provinces visited for the validation study, although there seem to be differences in Ilocos Sur and the overall ranking for Pangasinan that warrant further investigation. Details of the results per province are presented in Isidro (2009) 
6. Conclusions and recommendations. In this paper a novel updating method for small area estimates of poverty measures in Third World countries has been developed. The problem of updating or generating small area estimates of poverty measures during noncensus years is an offshoot of the small area estimation procedures for poverty measures in Third World countries that use census data, such as the ELL method, which requires a survey and a census assumed to have been conducted at the same time period. Parallel considerations apply to updating EBP-based estimates from Molina and Rao (2010) . Such survey-pluscensus unit record-based methods cannot be used for generating small area estimates when we have a new survey but no new census. The ESPREE method provides a means of circumventing the fact that, in Third World countries, a census is usually conducted only once every ten years, while a national survey is conducted more often (once every three years in the Philippines) and updates are required.
A case study in the Philippines suggests that the method can provide adequately precise estimates which are approximately unbiased and agree well with experts' assessments. ESPREE should therefore be a valuable tool for providing timely information on the spatial distribution of poverty in the years between censuses. This applies whether the original survey-plus-census estimation was by ELL or EBP.
Classical SPREE can be used to generate updated small area estimates, but the ESPREE method has the advantage of allowing for a stochastic association structure (census or pseudo-census data) and a superpopulation model which incorporate the uncertainty in the association structure that is ignored under SPREE. Comparison of the small area estimates of poverty measures in the Philippines generated from the ESPREE and LW methods with the survey-based estimates at the provincial and regional levels showed that ESPREE estimates are unbiased and more accurate than those from the LW method based on time-invariant variables. The validation study results suggest that the ESPREE method is able to generate estimates reflecting the real poverty situation on the ground.
The current model used for ESPREE application to the Philippines data might be further improved by including area-level effects to account for the correlation between households within small areas (i.e., fitting a GLMM). It might be appropriate to include both structured and unstructured random effects, perhaps with a conditional autoregressive (CAR) or simultaneous autoregressive (SAR) model for the former accounting for the spatial correlation between small areas (although CAR models can obscure model deficiencies if not checked properly). Alternatively, geographically weighted regression (GWR), which accounts for spatial heterogeneity in model coefficients, could be considered. In addition, research would be useful on effective ways to combine ESPREE-based intercensal estimates with estimates from other data sources or estimation techniques that could lead to improvement of small area updated estimates of poverty measures.
Poverty gap and severity cannot be treated the same way as poverty incidence via a contingency table where margins and internal structure are adjusted as in ESPREE, essentially because half the multiway table would contain zeros (representing the poverty gap or severity for those people above the poverty line). It would be possible in principle to carry out an alternative analysis at household rather than aggregate level for poverty gap and severity, but this would be multiplicative computationally rather than additive [i.e., if there are r pseudo-censuses and q survey replicates, ESPREE produces (q + r) sets of small area estimates, but this method would require qr sets], so would be a different method to ESPREE and generally would not be computationally feasible. Nevertheless, ESPREE can be used for a wide variety of variables of common interest that are based on proportions, for example, incidence of food poverty, proportion of people below the minimum kilocalorie requirement, and child stunting, underweight and wasting.
Further investigation is also needed on various diagnostic or evaluation methods for assessing competing small area updating methods or small area models. This might include exploration of some of the diagnostics employed by Brown et al. (2001) and more recently by Inglese, Russo and Russo (2008) . A standardized methodology for conducting a validation study for assessing acceptability and consistency of small area poverty measures estimates in Third World countries would also be useful.
APPENDIX: PROOF OF EQUATION (2.11)
The accuracy of estimation using SPREE has traditionally been formulated by defining an estimate of mean square error with respect to the survey design [Ghosh and Rao (1994) , Purcell (1979) ]:
MSE(p|π ) = V (p|π) + Ê (p|π ) −P Ê (p|π) −P .
The first term on the right-hand side estimates the sample survey variance ofp wherep is the solution vector of the small area estimates based on SPREE given the census association structure π , and the second term estimates the bias of the expected value ofp given π relative to some estimateP of the true relative frequencies P. Note that other parameters in the equation above are as defined in Sections 2.2 and 2.3.
Despite tradition, however, the true relative frequencies P are better considered as a superpopulation rather than a parameter fixed with respect to the survey design, since P is a parameter for a distribution that depends on the stochastic properties of π as well asp, rather than only on the survey design itself.
Letting ξ denote the expectation with respect to the ζ superpopulation distribution and E denote the usual expectation with respect to the survey design, with υ ζ and V d denoting the corresponding variances, we then have the following alternative interpretation of [ MSE(p|π )] as an approximately unbiased estimate of the combined superpopulation and survey design variance ofp.
Taking the joint expectation of equation (2.11) or the equation above first over the design (for which π is fixed) then over the superpopulation and assuming that the variance term is design unbiased yields
which is the (unconditional) ζ d variance ofp. Note that the first approximation replacesÊ(p|π) by E(p|π ) since the bias term being estimated in equation (2.11) is E(p|π) − P, the second approximation drops the terms involving (P − P) as being rather smaller in magnitude than the quadratic term in (E(p|π ) − P), and the last line follows from the usual formula for conditional variance.
