Nuclear Pasta Formation by Schneider, A. S. et al.
Nuclear Pasta Formation
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The formation of complex nonuniform phases of nuclear matter, known as nuclear pasta, is studied
with molecular dynamics simulations containing 51 200 nucleons. A phenomenological nuclear inter-
action is used that reproduces the saturation binding energy and density of nuclear matter. Systems
are prepared at an initial density of 0.10 fm−3 and then the density is decreased by expanding the
simulation volume at different rates to densities of 0.01 fm−3 or less. An originally uniform system
of nuclear matter is observed to form spherical bubbles (“swiss cheese”), hollow tubes, flat plates
(“lasagna”), thin rods (“spaghetti”) and, finally, nearly spherical nuclei with decreasing density. We
explicitly observe nucleation mechanisms, with decreasing density, for these different pasta phase
transitions. Topological quantities known as Minkowski functionals are obtained to characterize the
pasta shapes. Different pasta shapes are observed depending on the expansion rate. This indicates
non equilibrium effects. We use this to determine the best ways to obtain lower energy states of the
pasta system from MD simulations and to place constrains on the equilibration time of the system.
PACS numbers: 26.60.-c,26.60.Dd,26.50.+x,64.70.M-
I. INTRODUCTION
During a supernova, the core of a massive star under-
goes an extraordinary transformation, from 1055 sepa-
rate nuclei to a single gigantic nucleus that forms the
proto-neutron star. This transformation likely involves
a series of nuclear pasta phase transitions that occur
at densities somewhat below nuclear saturation density,
n0 ' 0.16 fm−3, and involve a range of exotic nuclear
shapes. Knowing how matter organizes itself as its den-
sity increases from n . 0.1n0 to ∼ n0 has been a long
standing problem in nuclear physics [1, 2]. The descrip-
tion of nuclear matter at these subnuclear densities is
relevant for a variety of problems such as determination
of the structure and properties of neutron stars [1, 3, 4],
the equation of state of nuclear matter [2, 5] and neutrino
transport in supernovae [6, 7].
It is well established that at low densities, n . 0.1n0,
attractive short-range strong interactions correlate nucle-
ons into (almost) spherical nuclei. The size and shape of
these nuclei are limited by Coulomb repulsion between
protons and the surface energy of the system [8]. Also
well established is the fact that at high densities, n & n0,
nuclear matter saturates and becomes uniform. However,
in between these two limits the picture is much less clear
and considerable effort has been devoted to determine the
phase transitions of matter as it goes from one extreme
to the other.
Works using a liquid-drop model for the nuclei showed
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that a system with fixed temperature and proton frac-
tion favors the formation of large nuclei, Z > 100, as the
density increases [1, 5]. Lamb et al. [5] then showed that
when the fraction of volume occupied by nuclei reached
∼ 1/2 matter would “turn inside out” and the system
would then be composed of dense matter with bubbles
of less-dense matter immersed in it. Later on, pioneering
work by Ravenhall et al. [8] and Hashimoto et al. [9]
showed that, at densities just below nuclear saturation
density, matter can organizes itself into other complex
shapes besides spheres and spherical holes. This collec-
tion of shapes which includes rods, slabs and cylindrical
holes is caused by frustration of the system and is now
referred to as nuclear pasta. The reason for frustration,
the inability of a system to minimize all its fundamen-
tal interactions, is the competition between short-range
nuclear attraction and long-range Coulomb repulsion [3].
Many works based on a compressible liquid-drop model
[4, 8–10] have explicit assumptions about the geometrical
shapes of nuclear pasta. Some even include more exotic
phases such as gyroid and double-diamond morphologies
[11]. Approaches to the problem that do not explicitly as-
sume any shape for the nuclear pasta have also been con-
sidered. They include calculations based on the Thomas-
Fermi approximation [2, 12–14], Hartree-Fock methods
[15–17], density-functional theory [18], relativistic mean
field approximation [10, 19], quantum molecular dynam-
ics (QMD) [20–26] and semi-classical molecular dynamics
(MD) [6, 7, 27–30].
All the works described in the paragraph above con-
clude that matter just below nuclear saturation den-
sity forms unusual structures with geometrical shapes
that depend on temperature, proton fraction and density.
Some of these works, mainly the ones using a liquid-drop
model and Thomas-Fermi approximation, use a Wigner-
Seitz cell approximation to determine the periodicity of
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2the pasta shapes [4, 8, 10, 11, 14, 18] while other works
use a unit cell to account for the periodicity of the system
[2, 9, 13, 15–17]. Meanwhile, works based on QMD and
MD methods use larger volumes and do not assume any
periodicity in the pasta shapes besides the one imposed
by periodic boundary conditions [6, 7, 20–30]. Still, some
QMD simulations were able to achieve some degree of
periodicity within their simulation volumes [23–26]. Re-
cently Okamoto et al. used the Thomas-Fermi approxi-
mation to calculate pasta shapes not limited to a single
unit cell [12] and also obtained periodic configurations
smaller than their simulation volume.
One reason for so many studies on the pasta phase
is its relevance for properties of neutron stars and core
collapse supernovae. For one, neutrino-pasta scattering
helps determine the neutrino opacity in core collapse su-
pernovae [6, 7]. This is because supernova neutrinos have
wavelengths comparable to pasta sizes and can scatter co-
herently from the pasta. Also, electron pasta scattering
is important for determining the shear viscosity, thermal
conductivity [28] and electrical conductivity. The elec-
trical conductivity of the pasta may be relevant for the
decay of neutron star magnetic fields [31].
Possible hysteresis in pasta shapes with changes in den-
sity will contribute to the bulk viscosity. This could be
important for the damping of collective r-mode oscilla-
tions of rapidly rotating neutron stars. The excitation
spectrum is important for the pasta heat capacity, see
also [27]. Meanwhile, the shear modulus of the pasta is
important for the speed of shear waves and crustal oscilla-
tion frequencies of neutron stars. The breaking strain of
the pasta helps determine the maximum sized mountain
that can be supported on a neutron star [32]. It may also
be relevant for star quakes and crust breaking models of
magnetar giant flares. In general the strength increases
with increasing density and, therefore, the pasta is ex-
pected to make a significant contribution to the strength
of the neutron star crust because of its high density.
In the next sections, we will discuss some proper-
ties of the pasta phases at different densities obtained
from molecular dynamics (MD) simulations. We use
the molecular dynamics formalism of Horowitz et al.
[6, 7, 27, 28]. However, while their main focus was trans-
port properties of the pasta, our focus here is the study of
the equilibration mechanisms and the topological struc-
tures formed by the pasta phases as they transition from
low to high densities. As the initial conditions are much
simpler when the system is nearly uniform, we start our
simulations at high densities near half the nuclear sat-
uration density and then slowly expand the simulation
volume to obtain lower densities. We use Minkowski
functionals to quantify how the pasta shapes change as
a function of the expansion rate. We believe this allows
us to address some questions related to the equilibration
time of the pasta and its transition from one phase to
the other. A couple of papers by Watanabe et al. have
already explored the mechanisms of pasta phase transi-
tions and their equilibration/transition times using QMD
[25, 26]. In these papers Watanabe et al. started their
simulations from low density and compressed the system
adiabatically or isothermally to determine the time scale
of transitions between different pasta shapes. As we will
see the time scales they find using QMD are significantly
faster than the ones we obtain with MD.
To study the pasta and its phase transitions it is help-
ful to provide some simple metrics that quantify their
geometrical shapes. This can be achieved by making use
of integral-geometric formulae [33] often referred to as
Minkowski functionals [34]. Minkowski functionals are a
robust way to describe complex structures. They were
first used to describe the topology of nuclear pasta struc-
tures by Watanabe et al. in the context of quantum
molecular dynamics [22, 23, 25]. More recently Dorso
et al. calculated the Minkowski functionals for pasta
structures obtained from classical molecular dynamics
[30] while Schuetrumpf et al. did the same using a time-
dependent Hartree-Fock approach [16].
In this paper we use MD to simulate nuclear matter for
densities of ∼ 0.010 fm−3 to 0.10 fm−3 for a proton frac-
tion of Yp = 0.40 at a temperature of T = 1 MeV. This
temperature and Yp are roughly comparable to those in
the collapsing dense core of a supernova, before the mat-
ter is heated further by a shock wave. We start Sec. II
reviewing the formalism used to describe nucleon-nucleon
interactions, Sec. II A, and then move on to explain the
methods used to obtain the topological properties of the
pasta, Sec. II B. In Sec. III we present the main results
of our simulations with Sec. III A devoted to a descrip-
tion of our runs and Sec. III B to a discussion of how the
topology of the pasta changes as a function of density.
We conclude in Sec. IV.
II. FORMALISM
In Sec. II A we review our MD simulation formalism.
Section II B is devoted to the methods used to obtain
the topology of the pasta while Sec. II C describes an
algorithm to determine which nucleons belong to which
nuclei.
A. Semiclassical nuclear pasta model
Here we briefly describe the formalism used in our MD
simulations. This is essentially the same as the one used
by Horowitz et al. and others in previous works [6, 7, 27–
30]. The system is composed of neutrons, protons and
electrons. The electrons are assumed to be noninteract-
ing and, thus, are described as a degenerate free Fermi
gas. Meanwhile, the nucleons are treated as point-like
particles that interact via an “elementary” two-body in-
teraction. The interaction between any two nucleons i
and j can be separated into nuclear, vnij , and electromag-
netic (Coulomb) vcij , components; that is
vij = v
n
ij + v
c
ij . (1)
3The nuclear component of the interaction is
vnij = ae
−r2ij/Λ + [b+ cτz(i)τz(j)] e−r
2
ij/2Λ. (2)
Here, rij = |ri − rj | is the distance between particles i
and j and τz = +1 (−1) is the isospin projection of the
particle if it is a proton (neutron). The constants a, b,
c and Λ describing the two-body potential are the same
ones used in Ref. [6]. Their values are given in Table I
and were adjusted to approximately reproduce some bulk
properties of pure neutron matter and symmetric nuclear
matter as well as the binding energies of selected nuclei.
TABLE I: Nuclear interaction parameters. The parameter
a defines the strength of the short-range repulsion between
nucleons, b and c the strength of their intermediate-range at-
traction and Λ the length scale of the nuclear potential.
a (MeV) b (MeV) c (MeV) Λ (fm2)
110 −26 24 1.25
The Coulomb component of the interaction is
vcij =
α
rij
e−rij/λτp(i)τp(j), (3)
where α is the fine structure constant, τp ≡ (1+τz)/2 the
nucleon charge and λ is the screening length that results
from the slight polarization of the background electron
gas [35]. The relativistic Thomas-Fermi screening length
is given by
λ =
pi1/2
2α1/2
(
kF
√
k2F +m
2
e
)−1/2
(4)
where kF = (3pi
2ne)
1/3 is the Fermi momentum of the
electrons with ne the electron density andme the electron
mass. However, to be consistent with previous works, we
fix λ at a constant value λ = 10 fm. This is somewhat
smaller than Eq. 4 and allows us to decrease the size
of our simulations without introducing large finite size
effects.
All of our simulations have a fixed number of parti-
cles N = 51 200, a proton fraction of Yp = 0.40 and a
temperature of T = 1 MeV. We use periodic boundary
conditions where a nucleon interacts only with the near-
est periodic image of the other nucleons. We also use a
cut-off radius of 8λ for the Coulomb part of the potential
and 11.5 fm for the nuclear potential. Both potentials are
assumed to be zero for distances larger than their cut-off
radius.
Knowing the positions of each particle along with the
inter-particle potentials allows us to calculate the total
force on each nucleon. The new particle positions and
velocities are then obtained using a velocity-verlet algo-
rithm [36]. After every time step ∆t we increase each
side li of the box (i = x, y, z) by ∆l = li(0)ξ˙i∆t. That
is, the side li of the box at a time t is
li(t) = li(0)
(
1 + ξ˙it
)
(5)
where li(0) is the initial length of the box and ξ˙i is the
expansion rate. Particle positions are not adjusted ar-
tificially, rather, are allowed to respond dynamically to
the changing simulation volume. The velocities are un-
affected by the stretching.
B. Topology
A powerful and general method to quantify the topo-
logical structures present in a system is provided by
the Minkowsky Functionals. In N dimensions there are
N + 1 Minkowski functionals which completely describe
the morphological properties of an object. In three di-
mensions the Minkowski functionals are quantities pro-
portional to the volume V , surface area A, mean breadth
B and Euler characteristic χ, see table II.
TABLE II: Minkowski functionals in three dimensions.
Adapted from Ref. [16]. K is the domain where the function-
als are evaluated while κ1 and κ2 are the principal curvatures
on ∂K.
V Volume
A =
∫
∂K
dA Surface Area
B =
∫
∂K
(κ1 + κ2) /4pi dA Mean Breadth
χ =
∫
∂K
(κ1 · κ2) /4pi dA Euler Characteristic
Though there are four Minkowski functionals two are
sufficient to characterize the shapes of the pasta, the
mean breadth B and the Euler characteristic χ. The
mean breadth B is a measure of the average curvature of
the structures that form the pasta and is proportional to
the surface integral of the mean curvature (κ1 + κ2)/2.
Here, κ1 and κ2 are the principal curvatures on the sur-
face ∂K that defines the pasta. Recall that for a con-
cave system the curvatures are negative while for convex
systems the curvatures are positive. The Euler charac-
teristic χ, though proportional to the surface integral of
the Gaussian curvature (κ1 · κ2), is related to the num-
ber of structures in the system. In the three dimensional
case it can be shown to be given by the number of con-
nected components plus the number of cavities minus the
number of tunnels in the system [34], that is
χ = #(connected components)
+ #(cavities)−#(tunnels). (6)
The eight possible structures according to their curva-
tures are discussed in Tab. III. For images of these struc-
tures see Fig. 1 of Ref. [16].
In our simulations we considered nucleons to be point
particles. However, this makes the problem of calculat-
ing the four Minkowsky Functionals intractable as point
particles do not define a surface. To circumvent this we
change our treatment of the particles from point-like to
normal distributions centered at the position determined
4TABLE III: Description of the possible pasta phases accord-
ing to the values of the mean breadth B and Euler char-
acteristic χ. Adapted from Refs. [16, 30]. Shapes include
nearly-spherical nuclei (sph), three cylindrical or spaghetti
phases classified according to their connectivity (rod-1,2, and
3), a flat sheet phase (slab), two hollow-tube or anti-spaghetti
phases (rod-1 b and rod-2 b) and a nearly-spherical bubble
phase (sph b).
B < 0 B ∼ 0 B > 0
χ > 0 sph b sph
χ ∼ 0 rod-1 b slab rod-1
χ < 0 rod-2 b rod-3 rod-2
by the simulations. Thus, the number density of a nu-
cleon i and, similarly, the charge density of a proton
transforms as
δ(r − ri)→ 1
(2piσ)
3/2
exp
(
− (r − ri)
2
2σ2
)
. (7)
where σ is the standard deviation of the distribution.
With this in mind we follow the recipe laid out by
Langet al. [33] to obtain the four Minkowski functionals.
A short explanation of the method follows.
We start by dividing each side l(t) of our cubic system
into n segments of edge length ∆, that is, l(t) = n∆.
Now that the system has been divided into n3 cubes with
vertices at r = (i∆, j∆, k∆) with i, j, k = 0, ..., n− 1 we
fold a gaussian over each proton to determine the charge
density nijk at the vertex of each cube. Our choice for
charge density over nuclear density was made as there
is more contrast in the former than the latter. If the
charge density nijk is larger than a pre-defined threshold
value nth that vertex is considered occupied and assigned
a value bijk = 1. Otherwise the vertex is considered
unoccupied and bijk = 0. Thus, we have a discrete binary
image of our system.
Once all voxels, values of bijk, are determined we ana-
lyze its 2×2×2-neighboorhood configuration. The neigh-
boorhood consists of eight voxels: bijk, bij+1k, bijk+1,
bij+1k+1, bi+1jk, bi+1j+1k, bi+1jk+1 and bi+1j+1k+1. Due
to our choice of periodic boundary conditions if i = n−1
then i + 1 = 0. The same is valid for j and k. This
analysis consists of applying a filter to determine the
grey-tone gijk of each voxel. The filter is chosen so that
gijk =
∑1
l,m,n=0 2
l+2m+4nbi+l,j+m,k+n. While the voxels
bijk define a 2-bit image as bijk = 0 or 1 the gijk values
define an 8-bit image as gijk can assume any value from
0 to 255. A simple histogram hl of the values of gijk is
enough to obtain the four Minkowski functionals. For
example, the occupied volume V of the system is simply
given by
V = ∆3
127∑
l=0
h2l+1 (8)
while the Euler characteristic χ is given by
χ = ∆3
pi
6
255∑
l=0
νlhl (9)
for a suitable choice of vector νl. For a more in depth
discussion and expressions for the surface area A and the
mean breadth B see Ref. [33].
In our analysis we set the value of σ, which can be
thought of as the nucleon radius, to 1.5 fm. Though this
value for σ is rather large for a nucleon radius it was
chosen to ensure that at low densities, n . 0.010 fm−3,
regions of very low charge density do not appear inside
nucleon clusters. Here, inside refers to regions bound by
the threshold charge density nth, discussed below. The
nucleon clusters at low densities, meanwhile, can be iden-
tified to be (almost) spherical nuclei, as shown later. Re-
gions of low charge density inside these clusters would
be identified by our algorithm as holes inside a nucleus
and we clearly should avoid that when determining the
topology of the system.
Next we determine the threshold charge-density isosur-
face nth which will be used to to obtain the Minkowski
functionals. A comparison of normalized values for the
four Minkowski functionals as a function of nth for one
of our simulations is shown in Fig. 1. The volume V
and surface area A were normalized to the total volume
of the system Vtot while the mean breadth B and the
Euler characteristic were normalized to the total surface
area A. The procedure described by Michielsen and De
Raedt in Ref. [34] was shown to provide somewhat sim-
ilar qualitative (though quantitatively different) results
for our choice of σ.
In order to chose a value for nth to use we describe what
sort of behavior we expect from the topology analysis of
a low density system, n . 0.010 fm−3. We want nth small
enough that at these low densities, when nuclei can be
clearly separated from each other, the charge isosurfaces
n = nth determines a closed surface that contains all of
the protons in a given cluster. However, nth should also
be large enough so that none of the protons in nearby
clusters are contained within these isosurfaces. This is
similar to match at low densities the number of clusters
obtained from the algorithm described in Sec. II C to the
value of χ obtained from the analysis described in this
section. For these reasons we choose a threshold proton
density of nth = 0.030 fm
−3 as this value seems to satisfy
both of the above requirements at low densities. This
value also makes the nuclei surfaces smooth enough that
the Minkowski functionals converge for ∆ . 0.5 fm using
the method outlined above. We note that this procedure
contrasts with the work of Watanabe et al. in Ref. [22]
where they choose the isosurface n = nth, which defines
the shape of nuclear structures, to be based on nuclear
density and as a function of the quantities A and V .
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FIG. 1: (Color on line) Normalized Minkowski functionals as
a function of the threshold charge density nth for systems at
different densities obtained stretching the pasta system from
0.10 fm−3 to 0.01 fm−3 at a rate of ξ˙ = 1.0×10−7 c/fm. Lines
are for the ten different densities n indicated at the top.
C. Cluster Algorithm
Now we explain our algorithm to determine the number
of neutrons and protons in each cluster formed in the
system. The algorithm is very similar to the “Minimum
Spanning Tree” (MST) described by Dorso et al. in Ref.
[30] and Horowitz et al. in Ref. [7]
Our algorithm starts by looking for correlations be-
tween the positions of protons. A proton i is said to be
part of a cluster C if it is within a cut-off distance rpp
of at least one proton j that is part of C. That is, if
nucleons i and j are protons then i ∈ C if and only if
∃j ∈ C such that |ri − rj | ≤ rpp. We take rpp = 4.5 fm
as this is is very close to the first non-zero minimum of
the proton-proton correlation function gpp(r). We note
that the position of this minimum does not appear to
depend on the density of the system as can be seen on
the bottom plot of Fig. 2.
After separating the protons into clusters we count the
neutrons in each of the clusters. We say a neutron is part
of cluster C if it is within a distance rnp of at least one
proton j that is part of C. That is, if i is a neutron
and j is a proton then i ∈ C if and only if ∃j ∈ C
and |ri − rj | ≤ rnp. We take the cut-off distance rnp =
3 fm, approximately the first non-zero minimum of the
neutron-proton correlation function gnp(r) as seen on the
top plot of Fig. 2. Neutrons that are not part of any
cluster are considered free neutrons.
For completeness we also plot the neutron-neutron cor-
relation function gnn(r) on the center of Fig. 2.
III. RESULTS
This section is devoted to the results of our simula-
tions. In Sec. III A we detail the initial conditions and
aspects of the different runs performed using the MD
formalism. Meanwhile, in Sec. III B we describe the
differences in pasta shapes at densities of 0.010, 0.025,
0.050, 0.075 and 0.090 fm−3 according to the type of
simulation from which they were obtained. We finish the
section with a comparison of the Minkowski functionals
as a function of density followed by a discussion of the
equilibration time of the pasta.
A. Simulations
Every simulation described here has 51 200 particles, a
proton fraction Yp = 0.40 and is isothermally evolved at
a temperature of 1 MeV. Two types of simulation were
performed in this work, stretching or expansion runs and
constant-density runs.
For all of our expansion runs we set an initial density
of 0.10 fm−3. This makes our initial simulation volume
a cube 80 fm on a side. Each particle is given an ini-
tial random position inside the box and a velocity ran-
domly selected from a Boltzmann distribution such that
its temperature is 1 MeV. The system is evolved at con-
stant density for a total time of 10 000 fm/c using a time
step of ∆t = 1 fm/c. The temperature is kept constant
by rescaling the velocities of nucleons every one hundred
time steps. Though the topological characteristics of
these short equilibration runs do not change much after
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FIG. 2: (Color on line) Nucleon pair-pair auto-correlation
function as a function of pair distance for our five constant-
density runs. See Sec. III A for description of the five runs.
The top plot shows neutron-proton correlations, the center
plot shows neutron-neutron correlations while the bottom one
shows proton-proton correlations.
10 000 fm/c compared to much longer runs, 500 000 fm/c,
it is not clear whether the system has equilibrated. Fur-
ther simulations, possibly starting at nuclear saturation
density or above and slowly expanded to 0.10 fm−3, are
needed in order to study the equilibrium configuration of
the system. This will be done in future works. After the
short equilibration time the final configuration is evolved
using three different stretching rates, ξ˙ = 10−5, 10−6 and
10−7 c/fm, until it reaches a density of about 0.01 fm−3.
An output file with the positions and velocities of all par-
ticles in the system is written every 1 000 fm/c and its
topological characteristics obtained. An expansion run
without the Coulomb interaction and a stretching rate
of ξ˙ = 1.0× 10−6 c/fm was also performed following the
same procedure as the runs described above.
Five constant-density runs were performed at fixed
densities of 0.010, 0.025, 0.050, 0.075 and 0.090 fm−3.
Initially we assign each particle a random position in-
side a cubic box with sides l = 3
√
N/n. Each particle
is also given an initial velocity randomly selected from a
Boltzmann distribution such that the system has a tem-
perature close to 1 MeV. The system is evolved at con-
stant density for a total time of 500 000 fm/c using a time
step of 1 fm/c. The velocities of the nucleons are rescaled
every one hundred time steps to keep a 1 MeV temper-
ature. The topological characteristics of the system are
obtained every 1 000 fm/c for the last 100 000 fm/c of the
run and are observed to not change significantly during
that time.
With the exception of our slowest expansion run, ξ˙ =
1.0×10−7 c/fm, all of our simulations were performed on
the BigRed supercomputer at Indiana University using
typically 128 cores for a few days to about a week. The
expansion run with ξ˙ = 1.0 × 10−7 c/fm was performed
on the Kraken supercomputer [37] using about 1152 cores
for a total of about 150 hours.
B. Discussion
In Fig. 3 we compare the isosurfaces of charge den-
sity for four different runs at densities of 0.010, 0.025,
0.050, 0.075 and 0.090 fm−3. For the constant-density
run we show the isosurfaces obtained for the configu-
ration at 500 000 fm/c. For the two stretching runs in-
cluding Coulomb potential, ξ˙ = 1.0 × 10−5 c/fm and
ξ˙ = 1.0×10−7 c/fm, and for the run that does not include
the Coulomb potential, ξ˙ = 1.0×10−6 c/fm, we show the
configuration closest to the desired density. Values for
the normalized Minkowski functionals B/A and χ/A are
listed in Tab. IV and Tab. V, respectively. These values
can be used to describe the predominant phase of each
configuration as discussed in Tab. III.
We now describe the differences between the four sys-
tems shown in Fig. 3 for each of the five densities men-
tioned. This is intended to enlighten the reader about
how the equilibration time affects our simulations. We
will then discuss the evolution of the Minkowski func-
tionals as a function of density and stretch rate.
TABLE IV: Values for the normalized mean breadth B/A for
our simulations at densities of 0.010, 0.025, 0.050, 0.075 and
0.090 fm−3.
n B/A (fm−1)
(fm−3) No Coulomb Constant ξ˙ = 10−5 ξ˙ = 10−7
0.090 −1.5× 10−2 −8.0× 10−2 −1.0× 10−1 −9.6× 10−2
0.075 −4.3× 10−3 −3.4× 10−2 −6.8× 10−2 −4.4× 10−2
0.050 −2.6× 10−3 +4.3× 10−2 +1.2× 10−2 +1.1× 10−2
0.025 +5.9× 10−3 +1.2× 10−1 +1.0× 10−1 +1.1× 10−1
0.010 −4.6× 10−3 +2.1× 10−1 +1.5× 10−1 +1.6× 10−1
7ξ˙ = 1.0× 10−6 c/fm
No Coulomb Constant Density ξ˙ = 1.0× 10−5 c/fm ξ˙ = 1.0× 10−7 c/fm
FIG. 3: (Color on line) Side by side comparison of charge density isosurfaces of configurations with densities of 0.010,
0.025, 0.050, 0.075 and 0.090 fm−3 obtained from four different runs. On the left side we show configurations that were
obtained neglecting Coulomb interactions. Next we show constant density runs, and then configurations with the fastest of
our stretching rates, ξ˙ = 1.0× 10−5 fm/c. Finally, to the right we show configurations with the slowest of our stretching rates,
ξ˙ = 1.0× 10−7 fm/c. This figure was generated using ParaView [38].
8TABLE V: Values for the normalized Euler characteristic
χ/A for our simulations at densities of 0.010, 0.025, 0.050,
0.075 and 0.090 fm−3.
n B/A (fm−1)
(fm−3) No Coulomb Constant ξ˙ = 10−5 ξ˙ = 10−7
0.090 +2.5× 10−5 +1.5× 10−4 +7.5× 10−4 +6.8× 10−4
0.075 −2.2× 10−5 −7.4× 10−4 −2.9× 10−5 −4.5× 10−4
0.050 −1.5× 10−5 −1.1× 10−3 −7.6× 10−4 −1.2× 10−4
0.025 +2.0× 10−10 +4.3× 10−4 −4.6× 10−4 +5.0× 10−5
0.010 +1.5× 10−12 +3.5× 10−3 +9.0× 10−4 +1.9× 10−3
1. Systems at n = 0.090 fm−3
At a density of 0.090 fm−3 the four systems being
compared have a negative value for B/A and a posi-
tive value for χ/A. This is typical of systems formed
mostly by spherical bubbles, see Tab. III, and it hap-
pens because over most of the isosurface defined by nth
both principal curvatures are negative, that is, κ1 < 0
and κ2 < 0. Another thing to notice is how different
the simulation that does not include the Coulomb po-
tential looks from the simulations that include Coulomb
potential, see first line of Fig. 3. While the runs that in-
clude the Coulomb potential are mostly uniform with sev-
eral spherical and cylindrical bubbles, the system without
Coulomb is formed by two phases: one uniform matter
phase and one large spherical bubble. This differences
can also be noted in the much smaller absolute values
for B/A and χ/A for that system when compared to the
others.
Focusing on the simulations that include the Coulomb
potential, we note that the one simulation ran at constant
density has smaller absolute values forB/A and χ/A than
the ones obtained from stretching the box, see Tabs. IV
and V. This is explained by the fact that the bubbles
in this system are more elongated than the ones in the
systems obtained from stretching the box from a higher
density. Also, the simulation ran at a constant density
contains some hollow-tubes, cylindrical holes that stretch
over the whole length of the box, while the others do not.
Comparing just the two systems obtained from stretching
we observe that the slower the stretch rate the smaller
the absolute values for B/A and χ/A. This is because
the system stretched at a rate of ξ˙ = 1.0 × 10−7 c/fm
has had more time to equilibrate and, thus, some of the
spherical bubbles that existed in that system at a higher
density had enough time to merge and form more elon-
gated bubbles and even some tunnels.
2. Systems at n = 0.075 fm−3
As the density decreases to 0.075 fm−3 the spherical
bubbles merge to form tunnels and the value of the Eu-
ler characteristic χ in the four systems change from posi-
tive to negative. Again the simulation without Coulomb
potential has only two phases and absolute values for
both average curvatures much smaller than the other
simulations. As for the constant density simulation
that included the Coulomb potential, the large value of
|χ/A| for the constant density run implies that system is
mainly formed of interconnected connected tunnels, rod-
2 b phase in Tab. III.
Meanwhile, the configuration obtained from stretching
the box quickly, ξ˙ = 1.0× 10−5 c/fm, could be identified
looking up the average curvatures and Tab. III as a sys-
tem of hollow tubes, rod-1 b phase. However, a glance
at Fig. 3 shows that is not the case. The system struc-
ture, besides hollow tubes, χ/A < 0, contains spherical
bubbles, χ/A > 0 and is, thus, a mixture of the sph and
rod-2 b structures. As both of these phases contribute
similarly to the Euler characteristic χ/A at this density
a small value for this quantity is observed, see Eq. (6).
The simulation that was stretched slowly, ξ˙ = 1.0 ×
10−7 c/fm, is mainly formed of tunnels that stretch over
the whole length of the box. Like the constant density
run it can also be identified as a rod-2 phase, despite
their different values for the average curvatures. In this
case the smaller absolute value for χ/A implies a lower
interconnectivity between the tunnels.
3. Systems at n = 0.050 fm−3
At 0.050 fm−3 the run without Coulomb potential ex-
hibits the same behavior it does at 0.075 fm−3. Mean-
while, all simulations with Coulomb interactions change
from being mostly concave to mostly convex as show by
the change in sign for the values of B/A. The slowly
stretched simulation, 1.0× 10−7 c/fm, has formed sheets
that are almost parallel to each other, “lasagna phase”,
with some connectivity between the slabs. Thus, the very
small value of |χ/A| when compared to the fast stretched
or constant density simulations. The system stretched at
a rate of 1.0 × 10−5 c/fm also exhibits plane-like struc-
tures. However, since the planes in this system have
more connectivity amongst themselves than the slowly
stretched system, the value of |χ/A| is much larger. The
constant-density run, though, has much larger values for
B/A and |χ/A| than the stretched systems. The reason
is that, unlike the other two systems, this one does not
have plane-like structures and is formed of elongated nu-
clei connected to each other, rod-3 phase. This behavior
that produces slab or rod-3 phases depending on the ini-
tial condition has already been observed by Schuetrumpf
et al. in Ref. [16]. As they observed, in these two phases
the liquid and solid phases have the structures that are
symmetrical complements of each other.
94. Systems at n = 0.025 fm−3
At even lower densities, n = 0.025 fm−3, the simulation
ran without Coulomb potential has transitioned to a sin-
gle liquid phase with nearly flat surfaces that have little
curvature. Therefore, both the mean and Gaussian aver-
age curvatures B/A and χ/A are very close to zero. The
configurations obtained for the other three simulations
have similar values for the average mean breadth B/A.
This is because the systems with Coulomb interactions
are formed of elongated nuclei, known as the “spaghetti
phase”, of about the same thickness. However their val-
ues for χ/A differ by large amounts. The reason for this
is discussed below.
The configuration obtained by quickly stretching the
box has a large negative value for χ/A. This value can
be explained by a system made of one large nucleus that
splits and reconnects several times, rod-2 phase. Because
of the many splits and reconnections the value of χ is neg-
ative and large1. According to our clustering algorithm
this system is formed of a nucleus with A ∼ 47 000 and
about 15 smaller nuclei with mass number in the range of
A = 2 to A ∼ 2 000. On the other hand, the simulation
ran at constant density has a large positive value for χ/A
as it is formed of several elongated nuclei with little to no
splits and reconnections. From our clustering algorithm
we see that this system is formed of 47 nuclei with mass
number A in the range of A ∼ 150 to A ∼ 3 200. In
between these two extremes is the system obtained from
slowly stretching the box which has a value for χ/A close
to zero. Because of periodic boundary conditions, this
system is formed by only three large spaghetti-like nuclei
with A ∼ 7 000, 17 000 and 27 000. Since these nuclei do
not curve or split/reconnect and are for the most part
parallel to each other one of its principal curvatures will
always be close to zero. Thus, the small value for χ/A for
the slowly stretched system when compared to the other
two systems.
5. Systems at n = 0.010 fm−3
At a density of 0.010 fm−3 both the system obtained
from slowly stretching, ξ˙ = 1.0 × 10−7 c/fm, and the
system obtained from constant-density equilibration ex-
hibit only (almost) spherical nuclei. This is known as the
“gnocchi phase”. From the top and bottom plots of Fig.
4 one can tell that there is a difference in the size of the
1 To understand this better we recall that an orientable surface R
has an Euler characteristic given by χ(R) = 2−2g(R). Here g(R)
is the genus of that surface, that is, the number of “handles” in
the surface. Thus, while a nucleus in empty space with g(R) = 0,
or a cavity in uniform matter also with g(R) = 0, have χ = 2, a
torus with g(R) = 1, has χ = 0 and a double-torus or “pretzel”
with g(R) = 2, has χ = −2.
spherical nuclei formed. While the slowly stretched sys-
tem has spherical nuclei mostly in the range of A ∼ 120
to 300, the constant-density run produces smaller nuclei,
A ∼ 40 to 150. We note that there are barely any free
neutrons in these systems and, therefore, the mass num-
ber and charge are related by A ∼ 5Z/2. Meanwhile,
the system stretched at a fast rate ξ˙ = 1.0 × 10−5 c/fm
exhibits spherical nuclei of several sizes as well as elon-
gated nuclei. The center plot in Fig. 4 shows that this
system exhibits several very large nuclei, A & 300, as
well as several very small ones, A . 20. These difference
are discussed below. Finally for the simulation without
Coulomb interactions, the single liquid phase now occu-
pies a smaller fraction of the total simulation volume then
at a density of 0.025 fm−3.
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FIG. 4: Probability of finding a nuclus with mass number A
at a density of about 0.010 fm−3 for three different runs: one
at a constant-density (bottom), one obtained from stretch-
ing the box at ξ˙ = 1.0 × 10−5 c/fm (center) and one from
stretching the box at ξ˙ = 1.0× 10−7 c/fm (top).
As mentioned, the system obtained from stretching the
box at a slow rate has very few small nuclei A . 10
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while most have mass number in the range A ∼ 120 to
300. Also, the nuclei form a solid-like structure, possibly
a bcc lattice. One of the planes of the lattice can be
seen clearly in Fig. 5. A reason to believe the lattice
has a bcc structure is its temperature T , average charge
〈Z〉 and the ratio κ = a/λ of the inter-ion spacing a
to screening length λ. At 0.010 fm−3 the system has an
average of 〈Z〉 ' 78, temperature of 1 MeV and inter-ion
spacing a = (3/4pinion) ' 16.7 fm. The ion density nion
is obtained from nion = Ypn/〈Z〉. Thus, κ ' 1.67 and
the Coulomb parameter Γ is
Γ =
〈Z〉2e2
aT
' 530. (10)
According to Fig. 1 of Ref. [39] a system with these
parameters should form a bcc lattice, provided we ignore
the free energy of mixing of ions of different charges [40].
We note here that the definitions of κ and λ in Ref. [39]
are slightly different from ours. Vaulina et al define a =
n−1/3 so our value of κ (Γ) should be multiplied (divided)
by a factor of (3/4pi)1/3 in order to be compared to theirs.
This, however, does not change our conclusion.
FIG. 5: System at a density of 0.010 fm−3 obtained from
stretching the box at a rate of ξ˙ = 1.0 × 10−7 c/fm from
0.10 fm−3. The system is shown at an angle that makes it
easier to see that the nuclei form some type of lattice. This
figure was generated using ParaView [38].
The system obtained from a random start and evolved
at constant density also has very few small nuclei A . 10,
while most nuclei are in the range A ∼ 40 to 150, see bot-
tom plot of Fig. 4. The nuclei in this sytem do not form
a lattice structure, but rather form a liquid-like struc-
ture as its average charge 〈Z〉 = 35.7 implies a value of
Γ ' 142 and κ ' 1.29. Clear differences between this
system and the one generated from slowly stretching the
box can be seen by comparing Figs. 5 and 6. This sys-
FIG. 6: System at a density of 0.010 fm−3 obtained from an
initial random configuration at the same density. This figure
was generated using ParaView [38].
tem forms smaller nuclei than the slowly stretched sys-
tem because of the effects of the Coulomb barrier. From
their initial random positions nucleons start to correlate
to form nuclei. As they group together the charge of the
nuclei reaches a value that makes it increasingly difficult
for other small nuclei to merge with it. This may be a
disadvantage of treating the system classically because
quantum tunneling is neglected.
Unlike the two systems just discussed at 0.010 fm−3,
the configuration obtained from stretching the box at
a rate of ξ˙ = 1.0 × 10−5 c/fm has both several small
nuclei A . 20 and some large elongated nuclei, A &
300 with a peak in mass number of A ∼ 150, see the
center plot in Fig. 4. This difference arrises because this
system did not have enough time to equilibrate. The
large elongated nuclei have not had time to fission into
smaller nuclei. It is likely that the equilibration time for
the pasta structures shown here is much larger than the
very roughly t ≈ 100, 000 fm/c time scale for significant
density changes in a system stretching at a rate of ξ˙ =
1.0× 10−5 c/fm.
6. Simulation Visualizations
Movies that show charge density isosurfaces versus
density for the above simulations are available on line
(and we anticipate directly from Physical Review should
this article be published). Description of the movies and
web page address where they are available can be found
in Tab. VI.
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TABLE VI: Web page addresses for visualization of simulations described in the text. Each line describes the file name, the
stretching rate of the run and its URL and size in MB. Visualizations files were generated using ParaView Software [38].
File ξ˙ (c/fm) URL Size (MB)
51200 40 1 1e-7 720 no stereo.avi 1.0× 10−7 https://iu.box.com/s/rusp1yiqpba39rfhgo9m 90.8
51200 40 1 1e-6 720 no stereo.avi 1.0× 10−6 https://iu.box.com/s/eq29snty9a9w73v8pfr7 90.8
51200 40 1 1e-5 720 no stereo.avi 1.0× 10−5 https://iu.box.com/s/9tgme4ti2h9y35h3876p 45.8
51200 40 1 1e-6 720 no coulomb.avi 1.0× 10−6a https://iu.box.com/s/f6ld58n8z0336ix8e53n 29.8
aDoes not include the Coulomb potential.
7. Minkowski Functionals
The evolution of the normalized mean breadth B/A
and Euler characteristic χ/A as a function of the den-
sity n for three runs done using different stretching rates,
ξ˙ = 1.0×10−5, 1.0×10−6 and 1.0×10−7 c/fm, are shown
in Figs. 7 and 8, respectively. Also shown in these fig-
ures are the results obtained for the constant density runs
at 0.010, 0.025, 0.050, 0.075 and 0.090 fm−3 and for a
stretching run with ξ˙ = 1.0 × 10−6 and no Coulomb in-
teractions.
First we note that by comparing the systems that in-
clude and do not include the Coulomb potential, it be-
comes clear that it is the competition between nuclear
and Coulomb forces that gives rise to the richness of the
pasta shapes. Without this competition the shapes ac-
cessible to the pasta phase are very limited, as noted by
the small values for the normalized Minkowski function-
als for the simulation that does not include the Coulomb
potential.
We also note that systems stretched at rates ξ˙ of
1.0× 10−5 and 1.0× 10−6 c/fm do not have enough time
to equilibrate so that the transitions between shapes
are not as sharp as in the system stretched at ξ˙ =
1.0× 10−7 c/fm. If the system is stretched slow enough,
ξ˙ = 1.0 × 10−7 c/fm, the pasta shapes have more time
to equilibrate and the transitions between shapes are
sharper.
In the plot shown in Fig. 7 for the normalized mean
breadth B/A we see that the faster a system is stretched
the smoother is the mean breadth dependence on the
density n. For a stretch rate of ξ˙ = 1.0 × 10−5 c/fm,
B/A increases almost linearly as the density decreases.
If the expansion rate is decreased to ξ˙ = 1.0× 10−6 c/fm
some kinks in the curve of B/A appear. The two most
prominent ones are at 0.040 fm−3, the transition region
from the lasagna to the spaghetti phase and 0.015 fm−3,
the transition region from the spaghetti to the gnocchi
phase.
When the expansion rate is decreased further, ξ˙ =
1.0 × 10−7 c/fm, the kinks in the curve of B/A become
even larger and are displaced to slightly higher densi-
ties. The mean breadth B in the region from 0.040 fm−3
to 0.060 fm−3 is close to zero indicating that the pasta
shapes have almost zero curvature in all directions. This
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FIG. 7: (Color online) Normalized mean breadth B/A as a
function of the density n for three full calculation using differ-
ent stretch rates and one calculation ignoring Coulomb inter-
actions. Results are compared to five computations done at
constant densities of 0.010, 0.025, 0.050, 0.075 and 0.090 fm−3.
is characteristic of the lasagna phase as it is formed of
nearly flat sheets of nuclear matter. At a density of
0.040 fm−3 the transition region from the lasagna to the
spaghetti phase becomes even sharper than before. Also
the transition from the spaghetti to the gnocchi phase
happens at a higher density, 0.015 fm−3, than for the
system stretched at ξ˙ = 1.0× 10−6 c/fm, 0.012 fm−3.
Figure 8 shows the normalized Euler characteristic χ/A
as a function of density n. We note again that the curves
become smoother as the expansion rate increases showing
the system does not have time to reach equilibrium when
stretched too fast. In this plot the transitions from the
spaghetti to the gnocchi phase becomes clearer for the
slowest expansion rate. Another important thing to note
is that, when looking at both plots, it is clear that for
lower densities the topology of the systems obtained from
expansion runs do not converge to the values obtained
from the constant-density runs. This suggests that the
constant density runs (al least) have not equilibrated.
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FIG. 8: (Color online) Lines represent the normalized Euler
characteristic χ/A as a function of the density n for three full
calculation using different stretch rates and one calculation
ignoring Coulomb interactions. Results are compared to five
computations done at constant densities of 0.010, 0.025, 0.050,
0.075 and 0.090 fm−3.
IV. CONCLUSIONS
In this paper we studied the dynamics of pasta phase
transitions using an MD formalism to isothermally ex-
pand nuclear matter from densities of 0.100 fm−3 to
0.010 fm−3 or less. Expansions were performed at a tem-
perature of T = 1 MeV and proton fraction of Yp = 0.40
using stretching rates of ξ˙ = 10−5, 10−6 and 10−7 c/fm,
see Eq. 5. These runs were then compared to constant-
density runs at densities of 0.010, 0.025, 0.050, 0.075 and
0.090 fm−3.
For each run we obtained the Minkowski functionals
as a function of density and learned that, for MD sim-
ulations such as ours, the methods used to prepare the
pasta alter the resulting pasta shapes significantly. First,
we noticed that the Coulomb force is essential for the for-
mation of pasta-like configurations. Without Coulomb,
the pasta shapes are confined to small values of both the
mean breadth B and Euler characteristic χ.
When the Coulomb potential is included, we obtain
pasta configurations similar to the ones obtained by other
works using several other methods as discussed in Sec. I.
These shapes are spherical-holes, cylindrical-holes, sheets
(lasagna), cylinders (spaghetti) and spheres (gnocchi).
However, the geometrical shapes accessible to the pasta
phases in our simulations as well as their arrangement
were dependent on the expansion rates. In the simu-
lation with the slowest expansion rate, ξ˙ = 10−7 c/fm,
close to periodic structures are formed in the gnocchi,
spaghetti and lasagna phases in addition to the peri-
odicity imposed by the periodic boundary conditions.
Meanwhile the pasta shapes obtained from fast expan-
sion rates, ξ˙ = 10−5 and 10−6 c/fm, did not exhibit any
additional translational symmetry beyond the enforced
ones. We recall here that calculations that used vol-
umes larger than the Wigner-Seitz cell obtained these
additional translational symmetries for the pasta shapes
[12, 23–26] which had not been observed by the larger
MD calculations of Horowitz et al. [6, 7, 27, 28].
Another point to note is that the two simulations with
fastest expansion rates have not reached equilibrium.
This can be argued from the fact that the faster the ex-
pansion rate the longer, as a fraction of total run time,
different pasta phases coexisted. However, for the slow
expansion rate, the coexistence of pasta shapes did not
last as long, as a fraction of total run time. Thus, for fixed
temperature and proton fraction, as the expansion rate
gets closer to being quasi-static the transition between
phases become more abrupt. This suggests that the tran-
sition between different pasta phases is first-order. The
plots of B/A and χ/A for the slowest expansion run show
that the transitions between lasagna to spaghetti and
spaghetti to gnocchi phases are much sharper than in
the fast expansion runs.
The sudden changes in pasta shapes, B/A and χ/A, as
the density of the system is decreased can help us place
lower limits on the density where each pasta phase oc-
curs. Because of the way the system is evolved a pasta
phase may be kept in a metastable state at a lower den-
sity than it would normally exist. By this reasoning we
claim that for a proton fraction of Yp = 0.40 and temper-
ature T = 1 MeV the lasagna phase occurs for densities
of n ' 0.040−0.060 fm−3. The spaghetti phase occurs for
densities of n ' 0.018 − 0.40 fm−3. Finally the gnocchi
phase occurrs below a density of 0.018 fm−3.
These simulations also set a time scale for the
transition between the lasagna/spaghetti phases and
the spaghetti/gnocchi phases. The transition from
gnocchi to spaghetti phase happens between n '
0.0145 − 0.018 fm−3 and takes a time of approxi-
mately 1 300 000 fm/c. Meanwhile, the transition from
spaghetti to lasagna phase happens between n '
0.038 − 0.044 fm−3, and takes a time of approximately
600 000 fm/c.
In Ref. [26] Watanabe et al. obtained the transi-
tion time using QMD from adiabatic compression runs
starting at a temperature of T = 0.25 MeV for the
transition between the spherical (gnocchi) and cylin-
drical (spaghetti) phases for a similar proton fraction,
Yp = 0.39. In their work, the transition between these
two phases happens between n ' 0.040− 0.045 fm−3 and
the transition time was of the order of 10 000 fm/c. This
much shorter transition time may be because of the mo-
mentum dependent QMD interactions that may increase
the nucleon momenta in comparison to our momentum
independent interactions. Furthermore some of the dif-
ference in transition time may arise because the QMD
simulations were for significantly smaller systems using
fewer nucleons than the 51 200 that we use.
We also observed that constant-density runs with nu-
cleons initially assigned random positions exhibit some
pasta-like shapes such as cylindrical-holes, cylinders and
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spheres. These runs, however, where not able to pro-
duce spherical-holes and flat sheets as the expansion-runs
did. It is likely that the spherical-hole phase appears
at higher density for this type of simulation while the
lasagna phase may take a very long time to form from
the initial conditions chosen. Also, for the low density
run n = 0.010 fm−3, the Coulomb barrier and the classi-
cal character of our simulation prevented the formation
of large nuclei.
Our simulations explicitly demonstrate nucleation
mechanisms for each of the observed pasta phase tran-
sitions. First spherical holes were observed to nucleate
from density fluctuations in an originally uniform system.
This is very similar to the nucleation of vapor bubbles for
a conventional liquid-gas phase transition. However, the
Coulomb interaction keeps the spherical holes from grow-
ing to very large sizes, as occurred in our simulation with
out Coulomb interactions.
These spherical holes were observed to merge, with
a further decrease in density, to form cylindrical holes
(“anti-spaghetti”). Next the anti-spaghetti became cross
linked and finally quickly merged to form the lasagna
phase. As the density was decreased still further, holes
appeared in the lasagna planes and these holes grew
to convert the lasagna into a cross linked network of
spaghetti. These holes, in the cross linked network of
spaghetti, lead to a negative excursion in χ/A shown
in Fig. 8 near n = 0.04 fm−3 for the run with ξ˙ =
10−7 c/fm. The cross links disappeared at lower density
to produce isolated nearly straight spaghetti strands. Fi-
nally these spaghetti strands rapidly fissioned to form
nearly spherical nuclei.
If the transition, with changing density, from spaghetti
to spherical nuclei is reversible, then the criteria for the
first formation of non-spherical pasta phases is related to
when the spaghetti strands become unstable to fission.
This depends on the sizes of the coulomb and surface en-
ergies. Thus pasta formation is related to nuclear fission.
In future work we will perform simulations with even
slower expansion rates starting above saturation den-
sity to further determine when the pasta is equilibrated.
Once the pasta is equilibrated we may study the observed
low energy bending modes of the spaghetti and lasagna
shapes that may contribute significantly to the heat ca-
pacity even at low temperatures. In addition, we will
explore finite size effects by performing larger simula-
tions with more than 51200 nucleons. Finally, we will
perform simulations with a range of smaller proton frac-
tions. These simulations will then be used to calculate
a variety of observable. Neutrino opacities can be de-
termined using the formalism in Refs. [6, 7] while the
bulk viscosity may be obtained by homogeneous peri-
odic compressions and expansions of the system [41]. We
also intend to determine the shear modulus and breaking
strain of the pasta phases by observing the response of
the system to deformations of the simulation volume.
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