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A dimension-breaking phenomenon for water waves
with weak surface tension
M. D. Groves∗ S. M. Sun† E. Wahle´n‡
Abstract
It is well known that the water-wave problem with weak surface tension has small-
amplitude line solitary-wave solutions which to leading order are described by the nonlinear
Schro¨dinger equation. The present paper contains an existence theory for three-dimensional
periodically modulated solitary-wave solutions which have a solitary-wave profile in the di-
rection of propagation and are periodic in the transverse direction; they emanate from the
line solitary waves in a dimension-breaking bifurcation. In addition, it is shown that the
line solitary waves are linearly unstable to long-wavelength transverse perturbations. The
key to these results is a formulation of the water wave problem as an evolutionary system
in which the transverse horizontal variable plays the role of time, a careful study of the
purely imaginary spectrum of the operator obtained by linearising the evolutionary system
at a line solitary wave, and an application of an infinite-dimensional version of the classical
Lyapunov centre theorem.
1 Introduction
In this article we consider the three-dimensional irrotational flow of a perfect fluid of unit density
subject to the forces of gravity and surface tension. The fluid is bounded below by a rigid
horizontal bottom {y = 0} and above by a free surface {y = h + η(x, z, t)}. Our primary
interest is in travelling waves moving without change of shape and with constant speed c > 0
from left to right in the x-direction. In a moving frame of reference in which such waves are
stationary the equations of motion are Laplace’s equation
φxx + φyy + φzz = 0, 0 < y < 1 + η, (1)
for the Eulerian velocity potential φ describing the flow, with boundary conditions
φy = 0, y = 0, (2)
φy = ηt − ηx + ηxφx + ηzφz, y = 1 + η, (3)
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φt−φx+ 1
2
(φ2x+φ
2
y+φ
2
z)+αη−β
[
ηx√
1 + η2x + η
2
z
]
x
−β
[
ηz√
1 + η2x + η
2
z
]
z
= 0, y = 1+η. (4)
Here we have introduced dimensionless variables, choosing h as length scale and h/c as time
scale; the parameters α and β are defined in terms of the Froude and Bond numbers F = c/
√
gh
and τ = σ/gh2 by the formulae α = 1/F 2 and β = τ/F 2, in which g is the acceleration due to
gravity and σ is the coefficient of surface tension.
Before describing the present contribution, let us briefly review the classical weakly nonlinear
theory with weak surface tension (that is, 0 < τ < 1/3) for stationary wave packets consisting
of a slowly varying envelope modulating a periodic wave train. Figure 1 shows the linear dis-
persion relation for a sinusoidal travelling wave train with wave number µ; for each fixed value
τ0 ∈ (0, 1/3) of τ the dispersion curve has a unique minimum at (µ, α−1) = (µ0, α−10 ). (The
relationship between α0, β0 = τ0α0 and µ0 can be expressed in the form
α0 =
µ20
2
cosech2 µ0 +
µ0
2
cothµ0, β0 = −1
2
cosech2 µ0 +
1
2µ0
cothµ0,
which defines a curve in the (α, β)-plane parameterised by µ ∈ (0,∞).) Substituting
α = α0 + ε
2, β = β0, η(x, z) =
1
2
εζ(εx, εz)eiµ0x +
1
2
εζ(εx, εz)e−iµ0x
into equations (1)–(4), one finds that to leading order ζ satisfies the elliptic-elliptic Davey-
Stewartson system
ζ − A1ζXX − A2ζZZ − A3|ζ|2ζ + 4A4ζψX = 0,
−(1− α−10 )ψXX − ψZZ − A4(|ζ|2)X = 0,
where X = εx, Z = εz (see Djordjevic & Redekopp [8], Ablowitz & Segur [1], noting the
misprint in equation (2.24d), and Sulem & Sulem [27, §11.1.1]); formulae for the coefficients
A1, A3 and A4 are given in the Appendix, while A2 = µ−10 cothµ0. In the special case of
z-independent waves these equations reduce to the cubic nonlinear Schro¨dinger equation
ζ − A1∂2Xζ − A5|ζ|2ζ = 0,
where A5 = A3 + 4(1− α−10 )−1A24.
The water-wave problem (1)–(4) with weak surface tension has two families of z-independent,
small-amplitude, symmetric solitary-wave solutions (η?ε , φ
?
ε). We refer to these waves, which
were discovered by Iooss and Kirchga¨ssner [19] (see also Dias & Iooss [7] and Iooss & Pe´roue`me
[20]), as line solitary waves; they are stationary solutions of (1)–(4) with
α = α0 + ε
2, β = β0, η
?
ε(x) = εζ
?(εx) cos(µ0x) +O(ε
2),
where the function
ζ?(X) = ±
(
2
A5
)1/2
sech
(
X
A
1/2
1
)
2
α−1
α−10
µµ00
Figure 1: The linear dispersion relation for a sinusoidal travelling wave train with wave number
µ and τ = τ0, where τ0 ∈ (0, 1/3).
is a symmetric solution of the cubic nonlinear Schro¨dinger equation (and of course a symmetric
line solitary-wave solution of the Davey-Stewartson system). The line solitary waves are wave
packets consisting of a decaying envelope which modulates an underlying periodic wave train
with wave number µ0 (see Figure 2).
In this paper we again consider weak surface tension (0 < τ < 1/3) and prove the existence
of three-dimensional periodically modulated solitary waves which have a solitary-wave profile
in the x-direction and are periodic in the transverse direction z. These waves emanate from the
Iooss-Kirchga¨ssner line solitary waves in a dimension-breaking bifurcation — a phenomenon
in which a spatially inhomogeneous solution of a partial differential equation emerges from a
solution which is homogeneous in one or more spatial dimensions (Haragus & Kirchga¨ssner
[17]) — and are sketched in Figure 2. Periodically modulated solitary waves have also been
computed numerically, albeit for water of infinite depth, by Milewski & Zhang [24].
Our existence proof is based upon spatial dynamics, a framework for studying stationary
boundary-value problems by treating them as evolution equations in which an unbounded spa-
tial variable plays the role of time. The method was pioneered by Kirchga¨ssner [22] and used
extensively in the study of two-dimensional travelling water waves (see e.g. Groves [11] and the
references therein). It was extended to the three-dimensional water-wave setting by Groves &
Mielke [15] and has been used to construct a wide variety of three-dimensional gravity-capillary
waves (see Groves & Haragus [12]). We use the method by formulating the hydrodynamic prob-
lem for travelling waves as a reversible evolutionary equation
uz = f(u), (5)
where u belongs to a space X of functions which converge to zero as x→ ±∞ and f : D(f) ⊆
X → X is an unbounded, densely defined vector field. Observe that the nonzero equilibria
of equation (5) are precisely the line solitary-wave solutions of the water-wave problem; of
particular interest in this respect are the equilibria u?ε corresponding to the Iooss-Kirchga¨ssner
line solitary waves. A solution to equation (5) of the form
u(x, z) = u?ε(x) + u
′(x, z), (6)
where u′ has small amplitude and is periodic in z, corresponds to a periodically modulated
solitary wave which is generated by a dimension-breaking bifurcation from a Iooss-Kirchga¨ssner
3
Figure 2: The periodically modulated solitary wave on the right emerges from the line solitary
wave on the left in a dimension breaking bifurcation.
line solitary wave. Accordingly, we construct a family of small-amplitude periodic solutions to
the equation
u′z = f(u
?
ε + u
′) (7)
for each sufficiently small value of ε. Explicit formulae for equations (5) and (7) (together with
the definitions of suitable function spaces in which to study them) are presented in Section 2.1
below.
Small-amplitude periodic solutions of reversible evolutionary equations are classically found
using the Lyapunov centre theorem, which asserts the existence of a family of these solutions
with frequency near ω0 provided that ±iω0 are nonresonant imaginary eigenvalues of the cor-
responding linearised system. The theorem remains true for infinite-dimensional systems with
finite-dimensional linear central subspaces under additional hypotheses on the decay rate of the
resolvent operator along the imaginary axis (Devaney [6]). In the present setting the central
subspace is however infinite-dimensional due to the presence of essential spectrum at the ori-
gin (a feature typical of spatial dynamics formulations for problems in unbounded domains). It
was pointed out by Iooss [18] that this difficulty does not automatically rule out an application
of the reversible Lyapunov centre theorem. Denoting the linear and nonlinear parts of the re-
versible vector field in question by respectively L and N , one finds upon examining the proof
of the Lyapunov centre theorem that it is not required that L is invertible on the whole of phase
space, rather merely on the range of N (‘the Iooss condition at the origin’). We thus arrive at
the following generalisation of the reversible Lyapunov centre theorem, which we refer to as
the Lyapunov-Iooss theorem (see also Bagri & Groves [3] for an application to doubly periodic
surface waves).
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Theorem 1.1 Consider the differential equation
vτ = L(v) +N(v), (8)
in which v(τ) belongs to a Banach space X . Suppose that Y , Z are further Banach spaces with
the properties that
(i) Z is continuously embedded in Y and continuously and densely embedded in X ,
(ii) L : Z ⊆ X → X is a closed linear operator,
(iii) there is an open neighbourhood U of the origin in Y such that L ∈ L(Y ,X ) and
N ∈ C3b,u(U ,X ) (and hence N ∈ C3b,u(U ∩ Z,X )) with N(0) = 0, dN [0] = 0.
Suppose further that
(iv) equation (8) is reversible: there exists an involution S ∈ L(X ,X ) with SLv = −LSv
and SN(v) = −N(Sv) for all v ∈ U ,
and that the following spectral hypotheses are satisfied.
(v) ±iω0 are nonzero simple eigenvalues of L;
(vi) inω0 ∈ ρ(L) for n ∈ Z\{−1, 0, 1};
(vii) ‖(L− inω0I)−1‖X→X = o(1) and ‖(L− inω0I)−1‖X→Z = O(1) as n→∞;
(viii) For each v† ∈ U the equation
Lv = −N(v†)
has a unique solution v ∈ Y and the mapping v† 7→ u belongs to C3b,u(U ,Y).
Under these hypotheses there exist an open neighbourhood N of the origin in R and a
continuously differentiable branch {(v(s), ω(s))}s∈S of reversible, 2pi/ω(s)-periodic solutions
in C1per(R,Y ⊕ X ) ∩ Cper(R,Y ⊕ Z) to (8) with amplitude O(|s|). Here the direct sum refers
to the decomposition of a function into its mode 0 and higher-order Fourier components, the
subscript ‘per’ indicates a 2pi/ω(s)-periodic function and ω(s) = ω0 +O(|s|2).
Our main task is now to study the purely imaginary spectrum of the linearisation L of the vec-
tor field on the right-hand side of (7) (see Sections 3 and 4). Motivated by the weakly nonlinear
scaling for modulated wave packets, we use the decomposition η = η1 + η2, where the supports
of the Fourier transforms of η1 and η2 lie respectively in S = [−µ0−δ,−µ0 +δ]∪ [µ0−δ, µ0 +δ]
and R \ S, and write
η1(x) =
1
2
εζ(εx)eiµ0x +
1
2
εζ(εx)e−iµ0x.
We find, after a lengthy calculation, that the pair ±iεk, k > 0, are eigenvalues of L if and only if
the operator
Bε,k(ζ, ψ) :=(
A−12 ζ − A−12 A1ζxx + k2ζ − A−12 (A3 + A5)ζ?2ζ − A−12 A3ζ?2ζ + 4A−12 A4ζ?ψx −Rε,k(ζ)
−(1− α−10 )ψxx + k2ψ − 2A4 Re(ζ?ζ)x
)
5
has a zero eigenvalue, whereRε,k(ζ) is a remainder term which is O(ε) in an appropriate sense;
note thatB0,k(ζ, ψ) is precisely the operator obtained by linearising the Davey-Stewartson system
at its line solitary wave and taking the Fourier transform with respect to z. A comparison with
well-studied operators in mathematical physics shows that B0,0 = B0,k − k2I has precisely
one simple negative eigenvalue −k20 , so that B0,k has a simple zero eigenvalue precisely when
k = k0, and we deduce from a spectral perturbation argument that Bε,k is invertible for k ∈
[kmin,∞) \ {kε}, where kmin is a fixed small, positive number and |k0 − kε| = O(ε), while Bε,kε
has a simple zero eigenvalue; the corresponding eigenvector is invariant under the symmetry
R˜ : (ζ(x), ψ(x)) 7→ (ζ(−x),−ψ(−x)), thus corresponding to a linear water wave whose surface
profile is symmetric in x.
A similar argument is used to verify the Iooss condition at the origin. Applying the above
reduction to the equation
Lv = −N(v†),
where N is the nonlinear part of the vector field on the right-hand side of (7), we obtain the
reduced equation
Cε(ζ) = ζ†,
where C0 is the operator obtained by linearising the cubic nonlinear Schro¨dinger equation at its
solitary wave and Cε − C0 is O(ε) in an appropriate sense. The operator C0 is invertible in the
class of functions which are invariant under the symmetry ζ(x) 7→ ζ(−x), and it follows that the
reduced equation is solvable in this class. We also show that Bε,k|Fix R˜ has no zero eigenvalue in
the interval (0, kmin). Working in function spaces corresponding to symmetric surface waves, we
therefore obtain the following existence result for periodically modulated solitary waves from
Theorem 1.1.
Theorem 1.2 There exist an open neighbourhood N of the origin in R and a family of peri-
odically modulated solitary waves {(ηs(x, z), φs(x, y, z))}s∈N which emerges from the Iooss-
Kirchga¨ssner line solitary wave in a dimension-breaking bifurcation. Here
ηs(x, z) = η
?
ε(x) + η
?
s(x, z),
in which η?s(· , ·) has amplitude O(|s|) and is even in both arguments and periodic in its second
with frequency εkε +O(|s|2); the positive number kε satisfies |kε − k0| = O().
The spectral information necessary for the Lyapunov-Iooss theorem can also be used to study
the stability properties of line solitary waves. The spatial dynamics formulation (5) can be gen-
eralised to time-dependent waves; the result is an equation of the form
uz = dut + f(u), (9)
where d : D(f) ⊂ X → X is a linear operator (see Section 2.1). We say that a line solitary wave
u? (that is, a solution of (9) which is independent of x and t) is ‘transversely linearly unstable’ if
the linear equation
uz = dut + df [u
?](u)
has a solution of the form eσtuσ(z), where Reσ > 0 and uσ is bounded (see Section 2.1 for a
precise definition). The following theorem, which is due to Godey [10], shows that the existence
of a pair of simple purely imaginary eigenvalues of L = df [u?] implies the transverse linear
instability of u?.
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Theorem 1.3 Consider the differential equation
vτ = d1vt + d2vtt + Lv, (10)
in which v(τ, t) belongs to a Banach space X . Suppose that Z is a further Banach space with
the properties that
(i) Z is continuously and densely embedded in X ,
(ii) L : Z ⊆ X → X and dj : Z ⊆ X → X are closed linear operators,
(iii) the equation is reversible: there exists an involution S ∈ L(X ,X ) with LSv = −SLv
and djSv = −Sdjv for all v ∈ Z ,
(iv) L has a pair ±iω0 of isolated purely imaginary eigenvalues with odd algebraic multi-
plicity.
Under these hypotheses equation (10) has a solution of the form eσtvσ(τ), where vσ ∈ C1(R,X )∩
C(R,Z) is periodic, for each sufficiently small positive value of σ; its period tends to 2pi/ω0 as
σ → 0.
This result applies to the Iooss-Kirchga¨ssner line solitary waves and confirms a prediction
made by Ablowitz & Segur [1, p. 704] on the basis of the Davey-Stewartson approximation;
note that it is not necessary to restrict to symmetric surface waves to apply Theorem 1.3.
Theorem 1.4 The Iooss-Kirchga¨ssner line solitary wave (η?ε , φ?ε) is transversely linearly unsta-
ble with respect to periodic perturbations with sufficiently large period.
The stability properties of line solitary waves with weak surface tension with respect to two-
dimensional perturbations were studied by Buffoni [4, 5] and Groves & Wahle´n [16]. They
proved the conditional energetic stability of the set of minimisers of the energy subject to the
constraint of fixed momentum. The precise relation between the set of minimisers and the Iooss-
Kirchga¨ssner waves still remains unclear, however.
The case of strong surface tension (that is, τ > 1/3) is rather different. The linear dispersion
curve for a sinusoidal travelling wave train has its minimum at wavenumber µ = 0 (and α = 1),
and the appropriate weakly nonlinear approximation is the Kadomtsev-Petviashvili (KP-I) equa-
tion, which reduces to the Korteweg-deVries equation in the special case of z-independent waves.
This equation admits explicit line and periodically modulated solitary-wave solutions (Tajiri &
Murakami [28]); the line solitary waves are symmetric waves of depression with monotonically
and exponentially decaying tails. An existence theory for line solitary waves in the parameter
regime α = 1 + ε2 and β = β0, where β0 > 1/3, was given by Kirchga¨ssner [23] and Amick &
Kirchga¨ssner [2], while their dimension breaking to periodically modulated solitary waves was
established by Groves, Haragus & Sun [14] (see also Groves, Haragus & Sun [13] and Pego &
Sun [25] for a discussion of their linear transverse instability and Rousset and Tzvetkov [26]
for a proof of their nonlinear instability with respect to three-dimensional perturbations). The
present treatment of the weak surface tension case follows the strategy of Groves, Haragus &
Sun for strong surface tension, and we indeed refer to their paper for the derivation of our spatial
dynamics formulation and some a priori linear estimates. Our mathematics, however, differs
from theirs in several respects: we use simpler function spaces for the spatial dynamics formu-
lation and work directly with the variable η, an approach which leads to conceptually simpler
calculations and illuminates the connection with the weakly nonlinear model more clearly.
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2 Dimension-breaking phenomena
2.1 Spatial dynamics
In this section we formulate equations (1)–(4) as an evolutionary equation in which the un-
bounded horizontal direction z plays the role of time. The first step is to use the change of
variable
φ(x, y, z, t) = Φ(x, y′, z, t), y = y′(1 + η(x, z, t))
to map the variable fluid domain {(x, y, z) : x, z ∈ R, 0 < y < 1 + η(x, z, t)} into the fixed strip
{(x, y′, z) ∈ R× (0, 1)× R}; we drop the primes for notational convenience. Defining
ω = −
∫ 1
0
(
Φz − yηzΦy
1 + η
)
yΦy dy +
βηz√
1 + η2x + η
2
z
,
ξ =
(
Φz − yηzΦy
1 + η
)
(1 + η),
one finds that equations (1)–(4) can be formulated as
uz = dut + f(u) (11)
for u = (η, ω,Φ, ξ) with boundary conditions
Φy = yηt +B(u) on y = 0, 1. (12)
Here
du = (0,Φ|y=1, 0, 0),
f(u) = (f1(u), f2(u), f3(u), f4(u)) with
f1(u) = W
(
1 + η2x
β2 −W 2
)1/2
,
f2(u) =
W
(1 + η)2
(
1 + η2x
β2 −W 2
)1/2 ∫ 1
0
yΦyξ dy −
[
ηx
(
β2 −W 2
1 + η2x
)1/2]
x
+ αη − Φx
∣∣
y=1
+
∫ 1
0
{
ξ2 − Φ2y
2(1 + η)2
+
1
2
(
Φx − yηxΦy
1 + η
)2
+
[(
Φx − yηxΦy
1 + η
)
yΦy
]
x
+
(
Φx − yηxΦy
1 + η
)
yηxΦy
1 + η
}
dy,
f3(u) =
ξ
1 + η
+
WyΦy
1 + η
(
1 + η2x
β2 −W 2
)1/2
,
f4(u) = − Φyy
1 + η
−
[
(1 + η)
(
Φx − yηxΦy
1 + η
)]
x
+
[(
Φx − yηxΦy
1 + η
)
yηx
]
y
+
W (yξ)y
1 + η
(
1 + η2x
β2 −W 2
)1/2
,
and
B(u) = −yηx + yηxΦx + ηΦy
1 + η
− y
2η2xΦy
1 + η
+
Wyξ
1 + η
(
1 + η2x
β2 −W 2
)1/2
,
8
where
W = ω +
1
1 + η
∫ 1
0
yΦyξ dy;
note the helpful identity
f4(u) = −[(1 + η)Φx − yηxΦy]x + [−Φy + yηx +B(η, ω,Φ, ξ)]y. (13)
In keeping with our study of the Iooss-Kirchga¨ssner line solitary waves we henceforth work in
the parameter regime
α = α0 + ε
2, β = β0.
To identify an appropriate functional-analytic setting for these equations, let us first specialise
to stationary solutions, which satisfy
uz = f(u) (14)
with boundary conditions
Φy = B(u) on y = 0, 1. (15)
Define
Xs = Hs+1(R)×Hs(R)×Hs+1(Σ)×Hs(Σ), s ≥ 0,
where Σ is the stripR×(0, 1), and letM be an open neighbourhood of the origin inX1 contained
in the set
{u ∈ X1 : |W (x)| < β, η(x) > −1 for all x ∈ R}
(note that M is a manifold domain of X0). The results presented by Bagri & Groves [3, Propo-
sition 2.1]) show that B, f : M → H1(Σ) are analytic mappings. Equations (14), (15) therefore
constitute an evolutionary equation in the infinite-dimensional phase space X0 with
D(f) = {u ∈M : Φy = B(u) on y = 0, 1}.
Furthermore, f is the Hamiltonian vector field for the Hamiltonian system (X0,Ω, H), where
the position-independent symplectic form Ω on X0 is given by
Ω(u1, u2) =
∫
R
(ω2η1 − η2ω1) dx+
∫
Σ
(ξ2Φ1 − Φ2ξ1) dy dx
and H : M → R is the analytic function defined by
H(u) =
∫
Σ
{
(1 + η)Φx − yηxΦy +
ξ2 − Φ2y
2(1 + η)
− (1 + η)
2
(
Φx − yηxΦy
1 + η
)2}
dy dx
+
∫
R
{
−1
2
(α0 + ε
2)η2 + β0 − (β20 −W 2)1/2(1 + η2x)1/2
}
dx
(see Groves, Haragus & Sun [14, §2]). This Hamiltonian system is reversible, that is, Hamilton’s
equations are invariant under the transformation
z 7→ −z, u 7→ S(u),
where the reverser S : Xs → Xs is defined by S(η, ω,Φ, ξ) = (η,−ω,Φ,−ξ).
9
Equation (14) is also invariant under the reflection R : Xs → Xs given by
R(η(x), ω(x),Φ(x, y), ξ(x, y)) = (η(−x), ω(−x),−Φ(−x, y),−ξ(−x, y)),
and one may seek solutions which are invariant under this symmetry by replacing Xs by
Xsr := X
s ∩ FixR
= Hs+1e (R)×Hse (R)×Hs+1o (Σ)×Hso(Σ),
where
Hse (R) = {w ∈ Hs(R) : w(x) = w(−x) for all x ∈ R},
Hso(Σ) = {w ∈ Hs(Σ) : w(x, y) = −w(−x, y) for all (x, y) ∈ Σ},
(with corresponding definitions for Hso(R) and Hse (Σ)) and M by Mr := M ∩ FixR. It is also
possible to extend Mr by replacing X1r in its definition with the extended function space X
1
? ,
where
Xs? = H
s+1
e (R)×Hse (R)×Hs+1?,o (Σ)×Hso(Σ)
and
Hs+1?,o (Σ) = {w ∈ L2loc(Σ) : wx, wy ∈ Hs(Σ), w(x, y) = −w(−x, y) for all (x, y) ∈ Σ}
(a Banach space with norm ‖u‖?,s+1 := (‖ux‖2s+‖uy‖2s)1/2); note the relationshipMr = M?∩X1r
between Mr and its extension M?. This feature allows one to consider solutions to (14), (15)
whose Φ-component is unbounded; in particular line solitary waves fall into this category.
The line solitary waves found by Iooss & Kirchga¨ssner are equilibrium solutions of equation
(14), (15) of the form u? = (η?, 0,Φ?, 0) ∈ M?, where η? : R→ R and Φ? : Σ→ R are smooth
functions whose derivatives are all O(ε) (see the Appendix), and we seek solutions of the form
u = u? + u′, u′ ∈M ′,
where M ′ is an open neighbourhood of the origin in X1 chosen small enough so that u? +M ′ ⊆
M ; note that we can here replace M with Mr or M?. Substituting this Ansatz into (14), (15) and
again dropping the prime for notational convenience, we find that
uz = f(u
? + u) (16)
with boundary conditions
Φy = Bl(η,Φ) +Bnl(η, ω,Φ, ξ) on y = 0, 1, (17)
where
Bl(η,Φ) = dB[η
?, 0,Φ?, 0](η, ω,Φ, ξ)
= y(−ηx + η?xΦx + Φ?xηx)
+
η?Φy
1 + η?
+
Φ?yη
(1 + η?)2
+
y2(η?x)
2Φ?yη
(1 + η?)2
− y
2(η?x)
2Φy
1 + η?
− 2y
2η?xΦ
?
yηx
1 + η?
10
and
Bnl(η, ω,Φ, ξ) = B(η
? + η, ω,Φ? + Φ, ξ)−B(η?, 0,Φ?, 0)−Bl(η,Φ).
A small-amplitude periodic solution of (16), (17) corresponds to a periodically modulated soli-
tary wave in the form of a three-dimensional perturbation of a line solitary wave.
Let us now return to (11), (12). Observing that d ∈ L(X0, X0), one finds that these equations
constitute a reversible evolutionary equation with phase space H1((−T, T ), X0); the domain of
its vector field is
{u ∈ H2((−T, T ), X0) ∩H1((−T, T ),M) : Φy = yηt +B(u) on y = 0, 1}
and its reverser is given by the pointwise extension of S : X0 → X0 to H1((−T, T ), X0).
Seeking solutions of the form u = u? + u′, where u′ has pointwise values in M ′, we find that
uz = dut + f(u
? + u)
with boundary conditions
Φy = yηt +Bl(η,Φ) +Bnl(η, ω,Φ, ξ) on y = 0, 1,
where we have again dropped the primes. We say that the solution u? of (11), (12) is transversely
linearly unstable if the linear equation
uz = dut + df [u
?](u) (18)
with linear boundary conditions
Φy = yηt +Bl(η,Φ) on y = 0, 1 (19)
has a solution of the form eσtuσ(z), with uσ ∈ C1b(R, X0) ∩ Cb(R, X1) and Reσ > 0.
2.2 Boundary conditions
Equations (16), (17) cannot be studied using standard methods for evolutionary equations be-
cause of the nonlinear boundary conditions. This difficulty is handled using a change of variable
which leads to an equivalent problem in a linear space. For (η, ω,Φ, ξ) in M , Mr or M? define
Q(η, ω,Φ, ξ) = (η, ω,Γ, ξ), where
Γ = Φ + Θy
and Θ ∈ H3(Σ) is the unique solution of the boundary-value problem
−∆Θ +Bl(0,Θy) = Bnl(η, ω,Φ, ξ) in Σ,
Θ = 0 on y = 0, 1
(the linear operator on the left-hand side of this boundary-value problem is uniformly strongly
elliptic with smooth coefficients); note in particular that
− Φy +Bl(η,Φ) +Bnl(η, ω,Φ, ξ) = −Γy +Bl(η,Γ)−Θxx. (20)
The following result is established by the method used by Groves, Haragus & Sun [14, Lemma
2.1].
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Lemma 2.1
(i) The mapping Q is a near-identity, analytic diffeomorphism from a neighbourhood M of
the origin in X1 onto a neighbourhood M˜ of the origin in X1.
(ii) For each u ∈ M the operator dQ[u] also defines an isomorphism d̂Q[u] : X0 → X0,
and the operators d̂Q[u], d̂Q[u]−1 ∈ L(X0, X0) depend analytically on u ∈M .
(iii) Statements (i) and (ii) also hold whenM , M˜ are replaced byMr, M˜r orM?, M˜?, where
Mr = M ∩ FixR = M? ∩X1r and M˜r = M˜ ∩ FixR = M˜? ∩X1r .
The above change of variable transforms (16) into the equation
vz = Lv +N(v) (21)
with linear boundary conditions
Γy = Bl(η,Γ) on y = 0, 1 (22)
for the variable v = Q(u), in which L := df˜ [0] = df [u?] and N := f˜ − L are the linear and
nonlinear parts of the transformed vector field
f˜(v) := d̂Q[Q−1(v)](f(u? +Q−1(v))).
Here
D(L) = Y1 :=
{
(η, ω,Γ, ξ) ∈ X1 : Γy = Bl(η,Γ) on y = 0, 1
}
andD(N) is the neighbourhood U := M˜∩Y 1 of the origin in Y 1, and we may replace M˜ , Y 1, U
by M˜r, Y 1r , Ur or M˜?, Y
1
? , U? in the usual fashion. The linear operator L is given by the explicit
formula
L

η
ω
Γ
ξ
 =

ω
β0
+ h1(ω, ξ)
(α0 + ε
2)η − Γx|y=1 − β0ηxx + h2(η,Γ)
ξ +H1(ω, ξ)
−Γxx − Γyy +H2(η,Γ),
 ,
where
h1(ω, ξ) =
(1 + (η?x)
2)1/2
β0
(
ω +
1
1 + η?
∫ 1
0
yΦ?yξ dy
)
− ω
β0
,
h2(η,Γ) = β0ηxx − β0
[
ηx
(1 + (η?x)
2)3/2
]
x
+
∫ 1
0
{
Φ?xΓx −
Φ?yΓy
(1 + η?)2
+
(Φ?y)
2η
(1 + η?)3
− y
2(η?x)
2Φ?yΓy
(1 + η?)2
− y
2η?x(Φ
?
y)
2ηx
(1 + η?)2
+
y2η?x(Φ
?
y)
2η
(1 + η?)3
+
[
yΦ?yΓx + yΦ
?
xΓy −
2y2η?xΦ
?
yΓy
1 + η?
− y
2(Φ?y)
2ηx
1 + η?
+
y2(Φ?y)
2η?xη
(1 + η?)2
]
x
}
dy,
H1(ω, ξ) = − η
?ξ
1 + η?
+
(1 + (η?x)
2)1/2
β0(1 + η?)
(
ω +
1
1 + η?
∫ 1
0
yΦ?yξ dy
)
yΦ?y,
H2(η,Γ) = (F1(η,Γ))x + (F3(η,Γ))y
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and
F1(η,Γ) = −η?Γx − Φ?xη + yΦ?yηx + yη?xΓy,
F3(η,Γ) = yηx +Bl(η,Γ).
Furthermore, the change of variable preserves the reversibility of the evolutionary equation.
A similar issue arises when seeking solutions of (18), (19) which depend analytically upon t,
which we regard as a parameter. In this setting the equations constitute an evolutionary system
with phase space X˜0, the domain of whose vector field is the subset of functions in X˜1 which
satisfy (19); here the tilde denotes the analytic dependence upon t. Standard methods cannot
be applied because of the dependence of the boundary conditions upon the parameter, and this
problem is also resolved using a change of variables. Define
Γ = Φ + Θyt,
where Θ is the unique solution of the boundary-value problem
−∆Θ +Bl(0,Θy) = yη in Σ,
Θ = 0 on y = 0, 1.
The change of variable u = (η, ω,Φ, ξ) 7→ (η, ω,Γ, ξ) = v is a linear isomorphism X˜0 → X˜0
and X˜1 → X˜1. Note in particular that
−Φy + yηt +Bl(η,Φ) = −Γy +Bl(η,Γ)−Θxxt,
so that this change of variable transforms (18), (19) into
vz = d1vt + d2vtt + Lv (23)
with boundary conditions
Γy = Bl(η,Γ) on y = 0, 1, (24)
where d1, d2 ∈ L(X˜0, X˜0) are given by
d1

η
ω
Γ
ξ
 =

0
Γ|y=1 + Θxy|y=1 − h2(0,Θy)
Θ˜y
−η − (F1(0,Θy))x
 , d2

η
ω
Γ
ξ
 =

0
−Θy|y=1
0
0

and Θ˜ is the unique solution of the boundary-value problem
−∆Θ˜ +Bl(0, Θ˜y) = y
(
ω
β0
+ h1(ω, ξ)
)
in Σ,
Θ˜ = 0 on y = 0, 1.
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2.3 Existence results
We construct periodically modulated solitary waves by applying the Lyapunov-Iooss theorem
(Theorem 1.1) to (21), (22), taking X = X0r , Y = Y 1? , Z = Y 1r and U = U?; similarly, we
demonstrate the transverse linear instability of the Iooss-Kirchga¨ssner solitary waves by applying
Theorem 1.3 to (23), (24), taking X = X0 and Z = Y 1, to construct a solution of the form
eσtvσ(z), where vσ ∈ C1(R, X0) ∩ C(R, Y 1) is periodic. (In both cases we of course take
τ = z and S(η, ω,Γ, ξ) = (η,−ω,Γ,−ξ).) The spectral hypotheses are verified by studying the
resolvent equations
(L− iλI)u = u†, λ ∈ R,
for L, that is
ω
β0
+ h1(ω, ξ) = iλη + η
†, (25)
(α0 + ε
2)η − Γx|y=1 − β0ηxx + h2(η,Γ) = iλω + ω†, (26)
ξ +H1(ω, ξ) = iλΓ + Γ
†, (27)
−Γxx − Γyy + (F1(η,Γ))x + (F3(η,Γ))y = iλξ + ξ† (28)
with
Γy = 0 on y = 0, (29)
Γy = −ηx + F3(η,Γ) on y = 1; (30)
since L is real and anticommutes with the reverser S it suffices to examine non-negative values
of λ, real values of η, Γ, ω†, ξ† and imaginary values of ω, ξ, η†, Γ†.
The arguments given in Section 1 suggest that the support of the Fourier transform ηˆ = F [η]
of η is concentrated near wavenumbers µ = ±µ0; we therefore decompose it into the sum of a
function ηˆ1 with spectrum near µ = ±µ0 and a function ηˆ2 whose support is bounded away from
these points. To this end choose δ ∈ (0, µ0/3), let χ0 be the characteristic function of the interval
[−δ, δ] and define
η1 = χ(D)η := F−1[χηˆ], η2 = (1− χ(D))η := F−1[(1− χ)ηˆ],
where χ(µ) = χ0(µ− µ0) + χ0(µ + µ0). In Section 3 we reduce (25)–(30) to a linear equation
of Davey-Stewartson type by determining η2, ω, Γ and ξ as functions of η1 and writing
η1(x) =
1
2
εζ(εx)eiµ0x +
1
2
εζ(εx)e−iµ0x,
for some ζ ∈ χ0(εD)L2(R), so that η1 ∈ χ(D)L2(R). The results of these calculations are
summarised in the following theorem.
Theorem 2.2
(i) There exists a constant kmax > 0 such that equations (25)–(30) have a unique solution
u ∈ Y 1 for each λ > εkmax and each u† ∈ X0.
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(ii) Suppose that λ = εk, where 0 < k ≤ kmax. There exist ζ†ε,k ∈ L(X0, χ0(εD)L2(R))
and an injection uˇε,k ∈ L(χ0(εD)L2(R)×X0, Y 1) such that u ∈ Y 1 solves the resolvent
equations
(L− iλI)u = u†
if and only if u = uˇε,k(ζ, u†) for some solution of the reduced equation
Bε,k(ζ, ψ) = (ζ†ε,k(u†), 0).
The operator Bε,k : DB ⊆ W → W is given by
Bε,k(ζ, ψ) =(
A−12 ζ − A−12 A1ζxx + k2ζ − A−12 (A3 + A5)ζ?2ζ − A−12 A3ζ?2ζ + 4A−12 A4ζ?ψx −Rε,k(ζ)
−(1− α−10 )ψxx + k2ψ − 2A4 Re(ζ?ζ)x
)
,
whereW = L2(R)×L2(R),DB = H2(R)×H2(R) andRε,k ∈ L(H2(R), L2(R)) satisfies
the estimate
‖Rε,k(ζ)‖0 ≤ cε‖ζ‖1;
each solution (ζ, ψ) of the reduced equation satisfies ζ ∈ χ0(εD)H2(R). In particular,
L − iεkI is (semi-)Fredholm if Bε,k is (semi-)Fredholm, and the kernels of L − iεkI and
Bε,k have the same dimension.
Furthermore, the reduction preserves the invariance of the resolvent equations under the
reflection R; its action on W is given by R˜ : (ζ(x), ψ(x)) 7→ (ζ(−x),−ψ(−x)).
(iii) Define Z0r = H
1
e (R)× L2e(R)×H1o (Σ)×H1e (Σ)× H˚1o (Σ), where
H˚1o (Σ) = {u ∈ H1o (Σ) : u|y=0 = u|y=1 = 0},
and
Hsc (R) = {u ∈ Hs(R) : u(−x) = u(x) for all x ∈ R}, s ≥ 0.
There exist ζ†ε,0 ∈ L(Z0r , χ0(εD)L2c(R)) and an injection uˇε,0 ∈ L(χ0(εD)L2c(R)×Z0r , Y 1? )
such that u ∈ Y 1? solves
Lu = u†,
where ξ† = −(ξ†1)x − (ξ†3)y, if and only if u = uˇε,0(ζ, η†, ω†,Γ†, ξ†1, ξ†3) for some solution
of the reduced equation
Cεζ = ζ†ε,0(η†, ω†,Γ†, ξ†1, ξ†3).
The operator Cε : H2c (R) ⊆ L2c(R)→ L2c(R) is given by
Cεζ = A−12 ζ − A−12 A1ζxx − 2A−12 A5ζ?2ζ − A−12 A5ζ?2ζ −Rε,0(ζ)
andRε,0 ∈ L(H2c (R), L2c(R)) satisfies the estimate
‖Rε,0(ζ)‖0 ≤ cε‖ζ‖1;
each solution of the reduced equation lies in χ0(εD)H2c (R).
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Part (i) of Theorem 2.2 implies that iλ ∈ ρ(L) for λ > εkmax, while parts (ii) and (iii) show
in particular that iεk ∈ ρ(L) if Bε,k (for k > 0) or Cε (for k = 0) is invertible. We study the
invertibility of these operators in Section 4, establishing the following results, whose corollaries
relate them to the operator L.
Lemma 2.3 For each sufficiently small kmin > 0 there exists a unique number kε ∈ [kmin, kmax]
with the following properties.
(i) The operator Bε,k : DB ⊆ W → W is an isomorphism for each k ∈ [kmin, kmax] \ {kε}.
(ii) The operator Bε,kε : DB ⊆ W → W is Fredholm with index 0 and has a one-
dimensional kernel which lies in Fix R˜.
Corollary 2.4 The imaginary number iεk belongs to ρ(L) for each k ∈ [kmin,∞) \ {kε}, while
iεkε is a simple eigenvalue of L whose eigenspace lies in FixR.
Proof. It remains only to show that the eigenvalue iεkε is algebraically simple. Observe that
Ω(Lu1, u2) = −Ω(u1, Lu2) and in particular that Ω((L − iεkε)u1, u2) = −Ω(u1, (L + iεkε)u2)
for u1, u2 ∈ D(L). It follows that Ω(f, u¯ε) = 0 is a necessary condition for f ∈ X0r to lie in the
range of L − iεkεI , where uε is an eigenvector corresponding to the eigenvalue kε. Using the
formulae
ω =
iεkεβ0ηε
(1 + (η?x)
2)1/2
− iεkε
∫ 1
0
yΦ?yΓε dy +
iεkεηε
1 + η?
∫ 1
0
yΦ?y dy,
ξ = (1 + η?)iεkεΓε − iεkεηεyΦ?y
(see equations (31), (32)), we find that
Ω(uε, u¯ε) = −2iεkεβ0
∫
R
|ηε|2 dx− 2iεkε
∫
Σ
|Γε|2 dy dx+O(ε2(‖ηε‖20 + ‖Γε‖20)) 6= 0,
so that uε does not lie in the range of L− iεkεI . 2
Lemma 2.5
(i) The operator Cε : H2c (R) ⊆ L2c(R)→ L2c(R) is an isomorphism.
(ii) There exists kmin > 0 such that Bε,k|Fix R˜ is semi-Fredholm and injective for k ∈
(0, kmin).
Corollary 2.6 The operator L− iεkI : Y 1r → X0r is an isomorphism for each k ∈ (0, kmin).
Proof. Because k 7→ Bε,k is a continuous mapping (0, kmax) 7→ L(DB ∩ Fix R˜,Fix R˜) (see
Section 4.3) and the Fredholm index of Bε,k|Fix R˜ is 0 for k ∈ [kmin, kmax], the same is true for
k ∈ (0, kmin). Using Lemma 2.5, we find that Bε,k|Fix R˜ is invertible for k ∈ (0, kmin), and the
stated result follows from Theorem 2.2(ii). 2
The resolvent decay estimate is a consequence of the next lemma, whose proof is given by
Groves, Haragus & Sun [14, Lemma 3.25].
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Lemma 2.7 There exists a constant λ? > 0 such that the solution u ∈ Y 1 of equations (25)–(30)
satisfies the estimate
‖u‖2X1 + λ2‖u‖2X0 ≤ c‖u†‖2X0
for each λ > λ? and each u† ∈ X0r .
It remains to establish the Iooss condition at the origin. For this purpose we first record the
following consequence of Theorem 2.2(iii) and Lemma 2.5(i).
Proposition 2.8 For each η† ∈ H1e (R), ω† ∈ L2e(R), Γ† ∈ Hso(Σ) and
ξ† = −(ξ†1)x − (ξ†3)y,
where ξ†1 ∈ H1e (Σ) and ξ†3 ∈ H˚1o (Σ), the equation
Lu = u†
has a unique solution u ∈ Y 1? which satisfies the estimate
‖u‖Y 1? ≤ c(‖η†‖1 + ‖ω†‖0 + ‖Γ†‖1 + ‖ξ†1‖1 + ‖ξ†3‖1).
Lemma 2.9 For each v† ∈ U? the equation
Lv = −N(v†)
has a unique solution v ∈ Y 1? which satisfies the estimate
‖v‖Y 1? ≤ c‖v†‖Y 1? .
Proof. Choose v† ∈ U? and write u† = Q−1(v†).
Recall that
g(v) = d̂Q[u](f(u? + u)), u = Q−1(v)
and that Q, d̂Q[u] do not alter the fourth component of their arguments. The fourth component
of g(v†) is therefore given by
g4(v
†) = f4(u? + u†)
= −[(1 + η? + η†)(Φ?x + Γ†x)− y(η?x + η†x)(Φ?y + Γ†y)]x
+ [−Φ?y − Γ†y +B(η? + η†, ω†,Φ? + Γ†, ξ†) + y(η?x + η†x)]y
= −[(1 + η? + η†)Γ†x + Φ?xη† − y(η?x + η†x)Γ†y − yΦ?yη†x]x
+ [−Γ†y +Bl(η†,Γ†) +Bnl(η†, ω†,Γ†, ξ†) + yη†x]y
= −[(1 + η? + η†)Γ†x + Φ?xη† − y(η?x + η†x)Γ†y − yΦ?yη†x]x
+ [−Γ†y −Θ†xx +Bl(η†,Γ†) + yη†x]y
= −[Γ†x + (η? + η†)Γ†x + Φ?xη† − y(η?x + η†x)Γ†y − yΦ?yη†x]x
+ [−Γ†y +Bl(η†,Γ†) + yη†x]y,
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in which the first line follows from (13), the second from the fact that f4(u?) = 0 and the
definitions of Bl, Bnl, the third from (20) and the fourth from the identity Γ†xx = Φ
†
xx + Θ
†
xxy.
According to the definition N(v) = g(v)− Lv the fourth component of N(v†) is
N4(v
†) = f4(u? + u†)− L4v†
= −[F1(η†,Γ†) + (η? + η†)Γ†x + Φ?xη† − y(η?x + η†x)Γ†y − yΦ?yη†x]x
+ [−F3(η†,Γ†) +Bl(η†,Γ†) + yη†x]y
= −[F1(η†,Γ†) + (η? + η†)Γ†x + Φ?xη† − y(η?x + η†x)Γ†y − yΦ?yη†x]x.
Applying Proposition 2.8 with
ξ†1 = −
(
F1(η
†,Γ†) + (η? + η†)Γ†x + Φ
?
xη
† − y(η?x + η†x)Γ†y − yΦ?yη†x
)
, ξ†3 = 0,
one finds that the equation
Lv = −N(v†)
has a unique solution v ∈ Y 1? which satisfies
‖v‖Y 1? ≤ c(‖N1(v†)‖1 + ‖N2(v†)‖0 + ‖N3(v†)‖1 + ‖ξ†1‖1).
The assertion follows by combining this estimate with
‖ξ†1‖1 ≤ c(‖η†‖2 + ‖∇Γ†‖1 + ‖∇Γ†‖1) ≤ c‖v†‖Y 1?
and
‖N(v†)‖X0 ≤ c‖v†‖Y 1? . 2
3 Derivation of the reduced equation
3.1 Reduction to a single pseudodifferential equation
We begin by eliminating ω, Γ and ξ from (25)–(30) and deriving a single, equivalent equation
for η. Equations (25) and (27) clearly yield the explicit formulae
ω =
β0
(1 + (η?x)
2)1/2
(η† + iλη)− 1
1 + η?
∫ 1
0
yΦ?yξ dy, (31)
ξ = (1 + η?)(Γ† + iλΓ)− yΦ?y(η† + iλη). (32)
for ω and ξ, and substituting these formulae into (28)–(30), we obtain the boundary-value prob-
lem
−Γˆyy + q2Γˆ = Fˆ †(u†)− iµFˆ1(η,Γ)− iλFˆ2(η,Γ)− (Fˆ3(η,Γ))y, 0 < y < 1, (33)
Γˆy = 0 on y = 0, (34)
Γˆy = −iµηˆ + Fˆ3(η,Γ) on y = 1 (35)
for the Fourier transform Γˆ(µ, y) of Γ(x, y), where q =
√
µ2 + λ2,
F2(η,Γ) = −iλη?Γ + iλyΦ?yη,
F †(u†) = ξ† + iλ(1 + η?)Γ† − iλyΦ?yη†
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and ξ† = −ξ†1x − ξ†3y for λ = 0. On the other hand, substituting (31), (32) into (26) yields
(α0 + ε
2)η − Γx|y=1 − β0ηxx + h2(η,Γ)
= ω† + iλ
β0
(1 + (η?x)
2)1/2
(η† + iλη)
− iλ
1 + η?
∫ 1
0
yΦ?y[(1 + η
?)(Γ† + iλΓ)− yΦ?y(η† + iλη)] dy,
which we write as
gε(D,λ)η = N (η,Γ, u†), (36)
where
gε(µ, λ) = α0 + ε
2 + β0q
2 − µ
2
q2
q coth q
and
N (η,Γ, u†)
= ω† + iλβ0
η†
(1 + (η?x)
2)1/2
+ Γx|y=1 −F−1
[
µ2
q2
q coth q ηˆ
]
− β0
(
ηxx −
[
ηx
(1 + (η?x)
2)3/2
]
x
)
− λ2β0
(
1
(1 + (η?x)
2)1/2
− 1
)
η
− iλ
1 + η?
∫ 1
0
[−iλy2(Φ?y)2η − y2(Φ?y)2η† + iλyΦ?yΓ + yΦ?yΓ† + iλyΦ?yη?Γ + yΦ?yη?Γ†] dy
−
∫ 1
0
{
Φ?xΓx −
Φ?yΓy
(1 + η?)2
+
(Φ?y)
2η
(1 + η?)3
− y
2(η?x)
2Φ?yΓy
(1 + η?)2
− y
2η?x(Φ
?
y)
2ηx
(1 + η?)2
+
y2η?x(Φ
?
y)
2η
(1 + η?)3
+
[
yΦ?yΓx + yΦ
?
xΓy −
2y2η?xΦ
?
yΓy
1 + η?
− y
2(Φ?y)
2ηx
1 + η?
+
y2(Φ?y)
2η?xη
(1 + η?)2
]
x
}
dy.
The next step is to express Γ as a function of η. To this end we formulate the boundary-value
problem (33)–(35) as the integral equation
Γ = G1(F1(η,Γ), F2(η,Γ), F3(η,Γ), η) + G2(F †(u†)), (37)
where
G1(P1, P2, P3, p) = F−1
[∫ 1
0
{G(y, y˜)(−iµPˆ1 − iλPˆ2) +Gy˜(y, y˜)Pˆ3} dy˜ − iµG(y, 1)pˆ
]
,
G2(P ) = F−1
[∫ 1
0
G(y, y˜)Pˆ dy˜
]
and
G(y, y˜) =

cosh(qy) cosh(q(1− y˜))
q sinh q
, 0 ≤ y ≤ y˜ ≤ 1,
cosh(qy˜) cosh(q(1− y))
q sinh q
, 0 ≤ y˜ ≤ y ≤ 1.
The following proposition records the mapping properties of the integral operators appearing on
the right hand side of (37); it is proved using estimates for G(y, y˜) similar to those given by
Groves, Haragus & Sun [14, Proposition 3.2].
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Proposition 3.1
(i) The mapping (P1, P2, P3, p) 7→ G1(P1, P2, P3, p) defines a linear function{
H1(Σ)×H1(Σ)×H1(Σ)×H2(R)→ H2(Σ), λ > 0,
H1e (Σ)×H1o (Σ)×H1o (Σ)×H2e (R)→ H2?,o(Σ), λ = 0,
which satisfies the estimate
‖∇G1‖1 + λ‖G1‖1 + λ2‖G1‖0
≤ c(‖P1‖1 + ‖P2‖1 + ‖P3‖1 + λ(‖P2‖0 + ‖P2‖0 + ‖P3‖0) + (1 + λ2)‖p‖0 + ‖pxx‖0).
(ii) Suppose that λ > 0. The mapping P 7→ G2(P ) defines a linear function L2(Σ) →
H2(Σ) which satisfies the estimate
‖∇G2‖1 + λ‖G2‖1 + λ2‖G2‖0 ≤ c(1 + λ−1)‖P‖0.
(iii) Suppose that λ = 0 and P = −P1x − P3y, where P1 ∈ H1e (Σ) and P3 ∈ H˚1o (Σ). The
mapping (P1, P3) 7→ G2(P ) defines a linear function H1e (Σ) × H1o (Σ) → H2?,o(Σ) which
satisfies the estimate
‖∇G2‖1 ≤ c(‖P1‖1 + ‖P3‖1).
Theorem 3.2
(i) Suppose that λ > 0. For each sufficiently small value of ε and each η ∈ H2(R),
F † ∈ L2(Σ), equation (37) has a unique solution Γ˜ = Γ˜(η, u†) ∈ H2(Σ) which satisfies
the estimate
‖∇Γ˜‖1 + λ‖Γ˜‖1 + λ2‖Γ˜‖0 ≤ c((1 + λ2)‖η‖0 + ‖ηxx‖0 + (1 + λ−1)‖F †‖0).
(ii) Suppose that λ = 0. For each sufficiently small value of ε and each η ∈ H2e (R),
ξ†1 ∈ H1e (Σ), ξ†3 ∈ H˚1o (Σ), equation (37) has a unique solution Γ˜ = Γ˜(η, ξ†1, F †2 ) ∈ H2?,o(Σ)
which satisfies the estimate
‖∇Γ˜‖1 ≤ c(‖η‖2 + ‖ξ†1‖1 + ‖ξ†3‖1).
Proof. It follows from the estimates
‖F1‖1, ‖F3‖1 ≤ cε(‖η‖1 + ‖ηx‖1 + ‖∇Γ‖1)
≤ cε(‖η‖0 + ‖ηxx‖0 + ‖∇Γ‖1),
λ‖F1‖0, λ‖F3‖0 ≤ cε(λ‖η‖0 + λ‖ηx‖0 + λ‖∇Γ‖0)
≤ cε((1 + λ2)‖η‖0 + ‖ηxx‖0 + λ‖∇Γ‖0),
‖F2‖1 ≤ cε(λ‖η‖1 + λ‖Γ‖1)
≤ cε((1 + λ2)‖η‖0 + ‖ηxx‖0 + λ‖Γ‖1),
λ‖F2‖0 ≤ c(λ2‖η‖0 + λ2‖Γ‖0)
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and Proposition 3.1(i) that
‖∇G1(η,Γ)‖1 + λ‖G1(η,Γ)‖1 + λ2‖G1(η,Γ)‖0
≤ c(ε(‖∇Γ‖1 + λ‖Γ‖1 + λ2‖Γ‖0) + (1 + λ2)‖η‖0 + ‖ηxx‖0),
in which G1(η,Γ) is used an abbreviation for G1(F1(η,Γ), F2(η,Γ), F3(η,Γ), η). Using this esti-
mate together with Proposition 3.1(ii) or (iii) as appropriate and equipping H2(Σ) with the norm
Γ 7→ ‖∇Γ‖1 + λ‖Γ‖1 + λ2‖Φ‖0, one finds that (37) admits a unique solution which satisfies the
stated estimate. 2
Substituting Γ = Γ˜(η, u†) into (36), we obtain a single equation for η, namely
gε(D,λ)η = N˜ (η, u†), (38)
where
N˜ (η, u†) = N (η, Γ˜(η, u†), u†).
Finally, we record an estimate for gε(µ, λ) which is obtained by elementary calculus and use it
to solve (38) for large values of λ, thus proving Theorem 2.2(i).
Proposition 3.3 For each fixed λ? > 0 the quantity gε(µ, λ), which is even in both its arguments,
satisfies the estimates
c((µ− µ0)2 + λ2 + ε2) ≤ gε(µ, λ) ≤ 1
c
((µ− µ0)2 + λ2 + ε2), (µ, λ) ∈ S
and
c(1 + q2 + ε2) ≤ gε(µ, λ) ≤ 1
c
(1 + q2 + ε2), (µ, λ) ∈ [0,∞)2 \ S,
where S = [µ0 − δ, µ0 + δ]× [0, λ?].
Lemma 3.4 Choose λ? > 0. For each sufficiently small value of ε, each λ > λ? and each
u† ∈ X0, equation (38) has a unique solution η = η(u†) ∈ H2(R) which satisfies the estimate
(1 + λ2)‖η‖0 + ‖ηxx‖0 ≤ cλ‖u†‖X0 .
Proof. Write (38) as
gε(D,λ)η − N˜ (η, 0) = N˜ (0, u†)
and recall the estimates gε(µ, λ) ≥ c(1 + µ2 + λ2) (see Proposition 3.3) and
‖N˜ (η, 0)‖0 ≤ cε((1 + λ2)‖η‖0 + ‖ηxx‖0).
Equipping H2(R) with the norm η 7→ (1 + λ2)‖η‖0 + ‖ηxx‖0, one finds that the operator
gε(D,λ)− N˜ (·, 0) : L2e(R)→ H2e (R)
is invertible for each sufficiently small value of ε, and the result follows from this fact and the
estimate
‖N˜ (0, u†)‖0 ≤ cλ‖u†‖X0 . 2
In view of the previous lemma we now fix λ? > 0 and henceforth suppose that λ ≤ λ?. We
write (38) as
gε(µ, λ)ηˆ1 = χF [N˜ (η1 + η2, u†)] (39)
and
gε(µ, λ)ηˆ2 = (1− χ)F [N˜ (η1 + η2, u†)], (40)
where ηˆ1 = χηˆ and ηˆ2 = (1− χ)ηˆ.
21
Lemma 3.5 The linear operator
gε(D,λ)− (1− χ(D))N˜ (·, 0) : (1− χ(D))H2(R)→ (1− χ(D))L2(R)
is invertible for each sufficiently small value of ε.
Proof. This result follows from the estimates gε(µ, λ) ≥ c(1 + q2) for ||µ| − µ0| > δ (see
Proposition 3.3) and
‖N˜ (η, 0)‖0 ≤ cε‖η‖2. 2
Corollary 3.6
(i) Suppose that λ > 0. For each sufficiently small value of ε and each η1 ∈ χ(D)L2(R),
u† ∈ X0, equation (40) has a unique solution η2 = ηˇ2(η1, u†) ∈ H2(R) which satisfies the
estimate
‖ηˇ2‖2 ≤ cε‖η1‖0 + cλ‖u†‖X0 .
(ii) Suppose that λ = 0. For each sufficiently small value of ε and each η1 ∈ χ(D)L2e(R),
u† ∈ X0r , equation (40) has a unique solution η2 = ηˇ2(η1, u†) ∈ H2e (R) which satisfies the
estimate
‖ηˇ2‖2 ≤ c(ε‖η1‖0 + ‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1).
Proof. Write (40) as
gε(D,λ)(η2)− (1− χ(D))N˜ (η2, 0) = (1− χ(D))
(N˜ (η1, 0) + N˜ (0, u†))
and use Lemma 3.5 and the estimates
‖N˜ (η1, 0)‖0 ≤ cε‖η1‖0, ‖N˜ (0, u†)‖0 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
2
Substituting ηˇ2 = ηˇ2(η1, u†) into (39), we obtain a single equation for η1, namely
gε(µ, λ)ηˆ1 = χF [Nˇ (η1, u†)], (41)
where
Nˇ (η1, u†) = N˜ (η1 + ηˇ2(η1, u†), u†)
= N (η1 + ηˇ2(η1, u†), Γˇ(η1, u†), u†)
and
Γˇ(η1, u
†) = Γ˜(η1 + ηˇ2(η1, u†), u†).
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3.2 Solution of the reduced equation for intermediate spectral values
The next step is to derive more precise estimates for the functions introduced in the previous
section. We expand η? and Φ? as
η?(x) = η?1(x) + η
?
2(x) + η
?
r (x), Φ
?(x, y) = Φ?1(x, y) + Φ
?
2(x, y) + Φ
?
r (x, y)
and Γ˜ = Γ˜(η, u†) as
Γ˜(η, u†) = Γ˜(1)(η) + Γ˜(2)(η) + Γ˜(3)(η) + Γ˜r(η) + Γ˜†(u†).
Here η?1 , η
?
2 , η
?
r and Φ
?
1, Φ
?
2, Φ
?
r are given in the Appendix (equations (73)–(76)),
Γ˜(1)(η) = G1(0, 0, η), (42)
Γ˜(2)(η) = G1(F (2)1 (η), F (2)2 (η), F (2)3 (η), 0), (43)
Γ˜(3)(η) = G1(F (3)1 (η), F (3)2 (η), F (3)3 (η), 0) (44)
with
F
(2)
1 (η) = −η?1Γ˜(1)x (η)− Φ?1xη + yΦ?1yηx + yη?1xΓ˜(1)y (η),
F
(2)
2 (η) = −iλη?1Γ˜(1)(η) + iλyΦ?1yη,
F
(2)
3 (η) = yη
?
1xΓ˜
(1)
x (η) + yΦ
?
1xηx + η
?
1Γ˜
(1)
y (η) + Φ
?
1yη,
F
(3)
1 (η) = −η?1Γ˜(2)x (η)− η?2Γ˜(1)x (η)− Φ?2xη + yΦ?2yηx + yη?1xΦ˜(2)y (η) + yη?2xΓ˜(1)y (η),
F
(3)
2 (η) = −iλη?1Γ˜(2)(η)− iλη?2Γ˜(1)(η) + iλyΦ?2yη,
F
(3)
3 (η) = yη
?
1xΓ˜
(2)
x (η) + yη
?
2xΓ˜
(1)
x (η) + yΦ
?
2xηx + η
?
1Γ˜
(2)
y (η) + η
?
2Γ˜
(1)
y (η) + Φ
?
2yη
− (η?1)2Γ˜(1)y (η)− 2Φ?1yη?1η − y2(η?1x)2Γ˜(1)y (η)− 2y2η?1xΦ?1yηx,
and Γ˜r(η), Γ˜†(u†) are determined implicitly by
Γ˜r(η) = G1(F r1(η), F r2(η), F r3(η), 0) (45)
with
F rj (η) = Fj(η, Γ˜
(1)(η) + Γ˜(2)(η) + Γ˜(3)(η) + Γ˜r(η))− F (2)j (η)− F (3)j (η), j = 1, 2, 3,
and
Γ˜† = G1(F1(0, Γ˜†), F2(0, Γ˜†), F3(0, Γ˜†), 0) + G2(F †(u†)).
Lemma 3.7 The functions Γ˜(1), Γ˜(2), Γ˜(3), Γ˜r and Γ˜† satisfy the estimates
‖∇Γ˜(j)(η)‖1 + λ‖Γ˜(j)(η)‖1 + λ2‖Γ˜(j)(η)‖0 ≤ cεj−1‖η‖2, j = 1, 2, 3,
‖∇Γ˜r(η)‖1 + λ‖Γ˜r(η)‖1 + λ2‖Γ˜r(η)‖0 ≤ cε3‖η‖2,
‖∇Γ˜†‖1 + λ‖Γ˜†‖1 + λ2‖Γ˜†‖0 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
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We correspondingly write
N˜ (η, u†) = N˜ (2)(η) + N˜ (3)(η) + N˜ r(η) + N˜ †(u†),
where
N˜ (2)(η) = Γ˜(2)x (η)
∣∣∣
y=1
− iλ
∫ 1
0
yΦ?1yiλΓ˜
(1)(η) dy
−
∫ 1
0
{
Φ?1xΓ˜
(1)
x (η)− Φ?1yΓ˜(1)y (η) +
[
yΦ?1yΓ˜
(1)
x (η) + yΦ
?
1xΓ˜
(1)
y (η)
]
x
}
dy, (46)
N˜ (3)(η) = Γ˜(3)x (η)
∣∣∣
y=1
− 3β0
2
[
(η?1x)
2ηx
]
x
+
λ2β0
2
η?21xη
− iλ
∫ 1
0
{
−iλy2(Φ?1y)2η + iλyΦ?1yΓ˜(2)(η)− iλyΦ?2yΓ˜(1)(η)
}
dy
−
∫ 1
0
{
Φ?1xΓ˜
(2)
x (η)− Φ?1yΓ˜(2)y (η) + 2Φ?1yη?1Γ˜(1)y (η) + (Φ?1y)2η} dy
−
∫ 1
0
[
yΦ?1yΓ˜
(2)
x (η) + yΦ
?
1xΓ˜
(2)
y (η)− 2y2η?1xΦ?1yΓ˜(1)y (η)− y2(Φ?1y)2ηx
]
x
dy
−
∫ 1
0
{
Φ?2xΓ˜
(1)
x (η)− Φ?2yΓ˜(1)y (η) +
[
yΦ?2yΓ˜
(1)
x (η) + yΦ
?
2xΓ˜
(1)
y (η)
]
x
}
dy, (47)
N˜ (η) = N˜ (η, 0)− N˜ (2)(η)− N˜ (3)(η),
N˜ †(u†) = N˜ (0, u†).
Lemma 3.8 The functions N˜ (2), N˜ (3), N˜ r and N˜ † satisfy the estimates
‖N˜ (j)(η)‖0 ≤ cεj−1‖η‖2, j = 2, 3,
‖N˜ r(η)‖0 ≤ cε3‖η‖2,
‖N˜ †(u†)‖0 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
Similarly, we expand ηˇ2 = ηˇ2(η1, u†) as
ηˇ2(η1, u
†) = ηˇ(2)2 (η1) + ηˇ
r
2(η1) + ηˇ
†
2(u
†),
where
F [ηˇ(2)2 ] = gε(µ, λ)−1(1− χ)F [N˜ (2)(η1)]
and ηˇr2, ηˇ
†
2 are determined implicitly by
F [ηˇr2] = gε(µ, λ)−1(1− χ)F [N˜ (3)(η1) + N˜ r(η1) + N˜ (ηˇ(2)2 + ηˇr2, 0)],
F [ηˇ†2] = gε(µ, λ)−1(1− χ)F [N˜ (ηˇ†2, u†)],
24
and Γˇ = Γˇ(η1, u†) as
Γˇ(η1, u
†) = Γˇ(1)(η1) + Γˇ(2)(η1) + Γˇ(3)(η1) + Γˇr(η1) + Γˇ†(u†),
where
Γˇ(1) = Γ˜(1)(η1),
Γˇ(2) = Γ˜(2)(η1) + Γ˜
(1)(ηˇ
(2)
2 (η1)),
Γˇ(3) = Γ˜(3)(η1) + Γ˜
(2)(ηˇ
(2)
2 (η1)) + Γ˜
(1)(ηˇr2(η1)),
Γˇr = Γ˜r(η1 + ηˇ
(2)
2 (η1) + ηˇ
r
2(η1)) + Γ˜
(3)(ηˇ
(2)
2 (η1) + ηˇ
r
2(η1)) + Γ˜
(2)(ηˇr2(η1)),
Γˇ† = Γ˜(ηˇ†2(u
†), u†).
Proposition 3.9
(i) The functions ηˇ(2)2 , ηˇ
r
2 and ηˇ
†
2 satisfy the estimates
‖ηˇ(2)2 ‖2 ≤ cε‖η1‖0, ‖ηˇr2‖2 ≤ cε2‖η1‖0, ‖ηˇ†2‖2 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
(ii) The functions Γˇ(1), Γˇ(2), Γˇ(3), Γˇr and Γˇ† satisfy the estimates
‖∇Γˇ(j)‖1 + λ‖Γˇ(j)‖0 ≤ cεj−1‖η1‖0, j = 1, 2, 3,
‖∇Γˇr‖1 + λ‖Γˇr‖0 ≤ cε3‖η1‖0,
‖∇Γˇ†‖1 + λ‖Γˇ†‖0 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
Finally, we write
Nˇ (η1, u†) = Nˇ (2)(η1) + Nˇ (3)(η1) + Nˇ r(η1) + Nˇ †(u†),
where
Nˇ (2)(η1) = N˜ (2)(η1),
Nˇ (3)(η1) = N˜ (3)(η1) + N˜ (2)(ηˇ(2)2 (η1)),
Nˇ r(η1) = N˜ r(η1 + ηˇ(2)2 (η1) + ηˇr2(η1)) + N˜ (3)(ηˇ(2)2 (η1) + ηˇr2(η1)) + N˜ (2)(ηˇr2(η1)),
Nˇ †(u†) = N˜ (ηˇ†2(u†), u†).
Proposition 3.10 The functions Nˇ (2), Nˇ (3), Nˇ r and Nˇ † satisfy the estimates
‖Nˇ (j)(η1)‖0 ≤ cεj−1‖η1‖0, j = 2, 3,
‖Nˇ r(η1)‖0 ≤ cε3‖η1‖0,
‖Nˇ †(u†)‖0 ≤
{
cλ‖u†‖X0 , λ > 0,
c(‖ω†‖0 + ‖ξ†1‖1 + ‖ξ†3‖1), λ = 0.
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Observing that χ(D)Nˇ (2)(η) = 0 for all η1 ∈ χ(D)L2(R), we find that the reduced equation
(41) may be written as
gε(µ, λ)ηˆ1 = χF [Nˇ (3)(η1) + Nˇ r(η1) + Nˇ †(u†)]. (48)
Lemma 3.11 There exists a constant kmax > 0 such that the linear operator
gε(D,λ)− χ(D)
(Nˇ (3)(·) + Nˇ r(·)) : χ(D)L2(R)→ χ(D)L2(R)
is invertible for each λ ∈ [εkmax, λ?].
Proof. Write λ = εk and observe that
gε(µ, λ) ≥ cε2(1 + k2max)
(see Proposition 3.3), while
‖Nˇ (3)(η1) + Nˇ r(η1)‖0 ≤ cε2‖η1‖2.
It follows that the given operator is invertible for sufficiently large values of k. 2
Corollary 3.12 For each λ ∈ [εkmax, λ?] and each u ∈ X0, equation (48) has a unique solution
η1 ∈ χ(D)L2(R) which satisfies the estimate
‖η1‖0 ≤ cλ‖u†‖X0 .
In view of the previous corollary we now write λ = εk and henceforth suppose that k ≤ kmax.
3.3 Calculation of the leading-order terms in the reduced equation
In this section we calculate the leading-order terms in the quantity Nˇ (3)(η1) appearing in the
reduced equation (48), writing
η1(x) =
1
2
εζ(εx)eiµ0x +
1
2
εζ(εx)e−iµ0x,
where ζ ∈ χ0(εD)L2(R). For this purpose we first perform the corresponding calculation for
Nˇ (2)(η1) using the formula
Nˇ (2)(η1) = Γ˜(2)x (η1)
∣∣∣
y=1
+ kε
∫ 1
0
yΦ?1ykεΓˇ
(1) dy
−
∫ 1
0
{
Φ?1xΓˇ
(1)
x − Φ?1yΓˇ(1)y +
[
yΦ?1yΓˇ
(1)
x + yΦ
?
1xΓˇ
(1)
y
]
x
}
dy (49)
(see equation (46)) together with
Γˇ(1) = F−1[−iµG(y, 1)ηˆ1] (50)
and
Γ˜(2)(η1) = F−1
[∫ 1
0
{
G(y, y˜)(−iµF [Fˇ (2)1 ]− ikεF [Fˇ (2)2 ]) +Gy˜(y, y˜)F [Fˇ (2)3 ]
}
dy˜
]
, (51)
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where
Fˇ
(2)
1 = −η?1Γˇ(1)x − Φ?1xη1 + yΦ?1yη1x + yη?1xΓˇ(1)y , (52)
Fˇ
(2)
2 = −ikεη?1Φˇ(1) + ikεyΦ?1yη1, (53)
Fˇ
(2)
3 = yη
?
1xΓˇ
(1)
x + yΦ
?
1xη1x + η
?
1Γˇ
(1)
y + Φ
?
1yη1. (54)
At various stages of the calculation terms arise of the form G(y, 1)pˆ and G(y, y˜)Pˆ , where pˆ and
Pˆ have compact support. We decompose such terms into a leading-order part and a higher-order
remainder term using the following lemma.
Lemma 3.13
(i) Suppose that µ > 0. The Green’s function G admits the decomposition
G(y, y˜) = G(y, y˜;µ) +R(y, y˜),
where
G(y, y˜;µ) =

cosh(µy) cosh(µ(1− y˜))
µ sinhµ
, 0 ≤ y ≤ y˜ ≤ 1,
cosh(µy˜) cosh(µ(1− y))
µ sinhµ
, 0 ≤ y˜ ≤ y ≤ 1,
.
and R satisfies the estimates
|∂m1y ∂m2y˜ R(y, y˜)| ≤ c
(|µ− µ|+ ε2k2) , m1,m2 = 0, 1, 2, . . . ,
uniformly over y, y˜ in [0, 1] and q in each fixed interval [qmin, qmax] containing µ.
(ii) The Green’s function G admits the expansion
G(y, y˜) = G(y, y˜; 0) +R(y, y˜),
where
G(y, y˜; 0) =
1
q2
and R satisfies the estimate
|R(y, y˜)| ≤ c
uniformly over y, y˜ in [0, 1] and q in each fixed interval [0, qmax].
The next proposition is proved by applying Lemma 3.13(i) with µ = ±µ0 (and qmin = µ0−δ,
qmax = ((µ0 + δ)
2 + λ?2)1/2) to equation (50).
Proposition 3.14 The function Γˇ(1) is given by the formula
Γˇ(1) = −icosh(µ0y)
2 sinhµ0
(εζ(εx)eiµ0x − εζ(εx)e−iµ0x) +R2,
where the symbol Rj denotes a quantity which satisfies the estimate
‖Rj‖j ≤ cε3/2‖ζ‖1.
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Substituting this formula into equations (52)–(54) and approximating ζ? with
ζ?δ := χ0(εD)ζ
?
by means of the estimate
ε‖ζ(ε·)− ζδ(ε·)‖∞ ≤
∫ ∞
−∞
∣∣∣ζˆ? (µ
ε
)
− ζˆ?δ
(µ
ε
)∣∣∣ dµ = ∫
|µ|≥δ
∣∣∣ζˆ? (µ
ε
)∣∣∣ dµ = O(εn), n > 1,
(ζ is a Schwartz-class function) yields the following result.
Corollary 3.15 The functions Fˇ (2)1 , Fˇ
(2)
2 and Fˇ
(2)
3 are given by the formulae
Fˇ
(2)
1 = ε
2µ0(yµ0 sinh(µ0)− cosh(µ0y))
sinh(µ0)
ζ?δ (εx)
(
1
2
ζ(εx)e2iµ0x +
1
2
ζ(εx)e−2iµ0x
)
− ε2ζ?δ (εx)
µ0(µ0y sinh(µ0y) + cosh(µ0y))
sinh(µ0)
1
2
(ζ(εx) + ζ(εx)) + εR1,
Fˇ
(2)
2 = ε
3kζ?δ (εx)
yµ0 sinh(µ0y)− cosh(µ0y)
sinhµ0
(
1
4
ζ(εx)e2iµ0x − 1
4
ζ(εx)e−2iµ0x
)
− ε3kζ?δ (εx)
yµ0 sinh(µ0y) + cosh(µ0y)
sinhµ0
1
4
(ζ(εx)− ζ(εx)) + kε2R1,
Fˇ
(2)
3 = −iε2ζ?δ (εx)
µ0(sinh(µ0y)− µ0y cosh(µ0y))
sinh(µ0)
(
1
2
ζ(εx)e2iµ0x − 1
2
ζ(εx)e−2iµ0x
)
+ εR1.
Similarly, the next proposition is obtained from equation (51) using Lemma 3.13(i) with
µ = ±2µ0 (and qmin = 2µ0 − 2δ, qmax = ((2µ0 + 2δ)2 + λ?2)1/2), Lemma 3.13(ii) (with
qmax = (4δ
2 + λ?2)1/2) and Proposition 3.1.
Proposition 3.16 The function Γ˜(2)(η1) is given by the formula
Γ˜(2)(η1) = −2iε2ζ?δ (εx)
(
1
2
ζ(εx)e2iµ0x − 1
2
ζ(εx)e−2iµ0x
)
W (y)
+ ε
µ0 coshµ0
sinhµ0
F−1
[
iµ
µ2 + k2
F [Re(ζ?ζ)](µ)
]
(εx) + εS,
where
W (y) = −µ0 cosh(2µ0y)
4 sinh2(µ0)
+
µ0y sinh(µ0y)
2 sinh(µ0)
and the symbol S denotes a quantity which satisfies the estimate
‖∇S‖1 + kε‖S‖0 ≤ cε3/2‖ζ‖1.
Finally, we combine equation (49) with the representations of Γˇ(1) and Γ˜(2)(η1) in Proposi-
tions 3.14 and 3.16.
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Lemma 3.17 The quantity Nˇ (2)(η1) is given by the formula
Nˇ (2)(η1) = − ε2g0(2µ0, 0)B1ζ?δ (εx)
(
1
2
ζ(εx)e2iµ0x +
1
2
ζ(εx)e−2iµ0x
)
− ε2µ0 cosh(µ0)
sinh(µ0)
F−1
[
µ2
µ2 + k2
F [Re(ζ?δ ζ)]
]
(εx)
− ε2 µ
2
0
2 sinh2(µ0)
Re(ζ?δ (εx)ζ(εx)) + εR0,
where
B1 =
µ20(cosh(2µ0) + 2)
2g0(2µ0, 0) sinh
2 µ0
.
We now compute the leading-order terms in the quantity
Nˇ (3)(η1) = Γˇ(3)x (η1) + Γ˜(2)x (ηˇ(2)2 )
∣∣∣
y=1
− 3β0
2
[
(η?1x)
2η1x
]
x
+
1
2
k2ε2β0(η
?
1x)
2η1
− ikε
∫ 1
0
{−ikεy2(Φ?1y)2η1 + ikεyΦ?1yΓˇ(2) − ikεyΦ?2yΓˇ(1)} dy
−
∫ 1
0
{
Φ?1xΓˇ
(2)
x − Φ?1yΓˇ(2)y + 2Φ?1yη?1Γˇ(1)y + (Φ?1y)2η1} dy
−
∫ 1
0
[
yΦ?1yΓˇ
(2)
x + yΦ
?
1xΓˇ
(2)
y − 2y2η?1xΦ?1yΓˇ(1)y − y2(Φ?1y)2η1x
]
x
dy
−
∫ 1
0
{
Φ?2xΓˇ
(1)
x (η1)− Φ?2yΓˇ(1)y +
[
yΦ?2yΓˇ
(1)
x + yΦ
?
2xΓˇ
(1)
y
]
x
}
dy, (55)
which formula follows from equations (46), (47) and the relations
Nˇ (3)(η1) = N˜ (3)(η1) + N˜ (2)(ηˇ(2)2 (η1)), Γˇ(2) = Γ˜(2)(η1) + Γ˜(1)(ηˇ(2)2 ).
For this purpose we also use the formulae
Γ˜(1)(ηˇ
(2)
2 ) = F−1[−iµG(y, 1)F [ηˇ(2)2 ]], ηˇ(2)2 = gε(D,λ)−1(1− χ(D))N˜ (2)(η1),
and
Γ˜(3)(η1) + Γ˜
(2)(ηˇ
(2)
2 ) = F−1
[∫ 1
0
(G(y, y˜)(−iµF [Fˇ (3)1 ]− iλF [Fˇ (3)2 ]) +Gy˜(y, y˜)F [Fˇ (3)3 ]) dy˜
]
,
(56)
where
Fˇ
(3)
1 = −η?1Γˇ(2)x − η?2Φˇ(1)x − Φ?1xηˇ(2)2 − Φ?2xη1 + yΦ?1yηˇ(2)2x + yΦ?2yη1x
+ yη?1xΦˇ
(2)
y + yη
?
2xΓˇ
(1)
y ,
Fˇ
(3)
2 = −ikεη?1Γˇ(2) − ikεη?2Γˇ(1) + ikεyΦ?2yη1 + ikεyΦ?1yηˇ(2)2 ,
Fˇ
(3)
3 = yη
?
1xΓˇ
(2)
x + yη
?
2xΓˇ
(1)
x + yΦ
?
1xηˇ
(2)
2x + yΦ
?
2xη1x + η
?
1Γˇ
(2)
y + η
?
2Γˇ
(1)
y
+ Φ?1yηˇ
(2)
2 + Φ
?
2yη1 − (η?1)2Γˇ(1)y − 2Φ?1yη?1η1 − y2(η?1x)2Γˇ(1)y − 2y2η?1xΦ?1yη1x.
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Proposition 3.18 The quantity ηˇ(2)2 satisfies the estimate
ηˇ
(2)
2 = − ε2B1ζ?δ (εx)
(
1
2
ζ(εx)e2iµ0x +
1
2
ζ(εx)e−2iµ0x
)
− ε2B2 Re(ζ?δ (εx)ζ(εx))
− ε2B3F−1
[
µ2
(1− α−10 )µ2 + k2
F [2 Re(ζ?δ ζ)](µ)
]
(εx) + εR2,
where
B2 =
µ20
2α0 sinh
2 µ0
, B3 = α
−1
0 A4.
Proof. We apply the operator gε(D,λ)−1(1 − χ(D)) to the expression for Nˇ (2)(η1) given in
Lemma 3.17. The first term on the right-hand side of this expression is handled by the approxi-
mation
gε(µ, kε)
−1 = g0(2µ0, 0)−1 + T1(µ, ε),
where
|T1(µ, ε)| ≤ c(|µ− 2µ0|+ ε2), |µ− 2µ0| ≤ 2δ,
while the second and third are treated with the approximation
gε(µ, kε)
−1 =
q2
(α0 − 1)µ2 + α0k2ε2 + T2(µ, ε),
where
|T2(q, ε)| ≤ c(µ2 + ε2), |µ| < 2δ.
Turning to the fourth term, note that
gε(D,λ)
−1(1− χ(D))R0 = R2
because gε(µ, kε) > c(1 + q2) for µ ∈ supp(1− χ) (see Proposition 3.3). 2
The function Γ˜(1)(ηˇ(2)2 ) may now be computed using Lemma 3.13; combining the result with
Proposition 3.16 yields the following proposition.
Proposition 3.19 The function Γˇ(2) is given by the formula
Γˇ(2) = −iε2ζ?δ (εx)
(
1
2
ζ(εx)e2iµ0x − 1
2
ζ(εx)e−2iµ0x
)
M1(y) + εϑδ(εx) + εS,
where
ϑδ(x) = A4F−1
[
iµ
(1− α−10 )µ2 + k2
F [2 Re(ζ?δ ζ)]
]
(x),
M1(y) = M11
cosh(2µ0y)
sinh(2µ0)
+
µ0y sinh(µ0y)
sinh(µ0)
,
M11 = −µ
2
0(cosh(2µ0) + 2) + µ0g0(2µ0, 0) sinh(2µ0)
2 sinh2(µ0)g0(2µ0, 0)
.
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Corollary 3.20 The functions Fˇ (3)1 , Fˇ
(3)
2 and Fˇ
(3)
3 are given by the formulae
Fˇ
(3)
1 = ε
3(ζ?δ (εx))
2
(
1
2
(ζ(εx)U11(y) + ζ(εx)U12(y))e
iµ0x +
1
2
(ζ(εx)U12(y) + ζ(εx)U11(y))e
−iµ0x
)
+ ε3ζ?δ (εx)ϑδx(εx)U2(y)
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2T,
Fˇ
(3)
2 = εT,
Fˇ
(3)
3 = −iε3(ζ?δ (εx))2
(
1
2
(ζ(εx)U31(y) + ζ(εx)U32(y))e
iµ0x − 1
2
(ζ(εx)U32(y) + ζ(εx)U31(y))e
−iµ0x
)
− iε3ζ?δ (εx)ϑδx(εx)U4(y)
(
1
2
eiµ0x − 1
2
e−iµ0x
)
+ ε2T,
where
U11(y) =
µ0(cosh(µ0y) + 2µ0y sinh(µ0y))B1
2 sinh(µ0)
+
µ0 cosh(µ0y)(C2 +
1
2
B2)
sinh(µ0)
− C4 − µ0yM
′
1(y)
2
− µ0M1(y),
U12(y) =
µ0(cosh(µ0y) + 2µ0y sinh(µ0y))C1
2 sinh(µ0)
+
µ0 cosh(µ0y)B2
2 sinh(µ0)
− µ0C5(cosh(2µ0y) + µ0y sinh(2µ0y))
sinh(2µ0)
− µ
2
0y(yµ0 cosh(µ0y) + 3 sinh(µ0y))
4 sinh(µ0)
,
U2(y) = −1− µ0 cosh(µ0y)
α0 sinh(µ0)
,
U31(y) =
µ0(sinh(µ0y) + 2µ0y cosh(µ0y))B1
2 sinh(µ0)
− µ0 sinh(µ0y)(C2 +
1
2
B2)
sinh(µ0)
− C4µ0y + M
′
1(y)
2
+ µ20yM1(y)−
µ0 sinh(µ0y)(1 + 3µ
2
0y
2)
2 sinh(µ0)
,
U32(y) =
µ0(sinh(µ0y) + 2µ0y cosh(µ0y))C1
2 sinh(µ0)
− µ0 sinh(µ0y)B2
2 sinh(µ0)
+
µ0C5(µ0y cosh(2µ0y) + sinh(2µ0y))
sinh(2µ0)
+
yµ20(cosh(µ0y)− µ0y sinh(µ0y)
4 sinh(µ0)
,
U4(y) = −µ0y + µ0 sinh(µ0y)
α0 sinh(µ0)
and the symbol T denotes a quantity which satisfies the estimate
‖χ(D)T‖0 ≤ cε3/2‖ζ‖1.
The next proposition is obtained from equation (56) using Lemma 3.13 and Proposition 3.1.
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Proposition 3.21 The quantity Γ˜(3)x (η1) + Γ˜
(2)
x (ηˇ
(2)
2 )
∣∣∣
y=1
is given by the formula
Γ˜(3)x (η1) + Γ˜
(2)
x (ηˇ
(2)
2 )
∣∣∣
y=1
= µ0ε
2(ζδ(εx))
2
(
1
2
(ζ(εx)N1 + ζ(εx)N2)e
iµ0x +
1
2
(ζ(εx)N2 + ζ(εx)N1)e
−iµ0x
)
+ µ0ε
3ζ?δ (εx)ϑδx(εx)N3
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2T,
where
N1 =
µ0 cosh(2µ0)B1
2 sinh2(µ0)
+
µ0(C2 +
1
2
B2)
sinh2(µ0)
− cosh(µ0)C4
sinh(µ0)
− M11µ0
2 sinh2(µ0)
− µ
2
0 cosh(µ0)
2 sinh(µ0)
,
N2 =
µ0 cosh(2µ0)C1
2 sinh2(µ0)
+
µ0B2
2 sinh2(µ0)
− µ0C5
2 sinh2(µ0)
− µ
2
0 cosh(µ0)
4 sinh(µ0)
,
N3 =
−2µ0α−10 − sinh(2µ0)
2 sinh2(µ0)
.
Finally, we combine equation (55) with Propositions 3.19 and 3.21.
Lemma 3.22 The quantity Nˇ (3)(η1) is given by the formula
Nˇ (3)(η1) = ε3(ζ?δ (εx))2
(
(A3 + A5)ζ(εx) + A3ζ(εx)
) eiµ0x
2
+ ε3(ζ?δ (εx))
2
(
A3ζ(εx) + (A3 + A5)ζ(εx)
) e−iµ0x
2
− 4ε3A4ζ?δ (εx)ϑδx(εx)
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2T.
3.4 Derivation of the reduced equation in its final form
In this section we derive the reduced equation in its final form, thus completing the proof of
Theorem 2.2(ii) and (iii). For k > 0 we define uˇε,k : χ0(εD)L2(R)×X0 → Y 1 by the formula
uˇε,k(ζ, u
†) = (η1 + ηˇ2(η1, u†), ωˇ(η1, u†), Γˇ(η1, u†), ξˇ(η1, u†)),
while uˇε,0 : χ0(εD)L2c(R)× Z0r → Y 1? is defined by
uˇε,0(ζ, η
†, ω†,Γ†, ξ†1, ξ
†
3) = (η1 + ηˇ2(η1, u
†), ωˇ(η1, u†), Γˇ(η1, u†), ξˇ(η1, u†))
with ξ† = −(ξ†1)x − (ξ†3)y; here
η1 = εζ(εx)
eiµ0x
2
+ εζ(εx)
e−iµ0x
2
and ωˇ, ξˇ are given by equations (31), (32) with Φ = Γˇ(η1, u†), η = η1 + ηˇ2(η1, u†). The theory
in Sections 3.1–3.4 above shows that
η+1 (x) = εζ(εx)
eiµ0x
2
, ζ ∈
{
χ0(εD)L
2(R), k > 0,
χ0(εD)L
2
c(R), k = 0,
32
solves the reduced equation
gε(µ, kε)ηˆ
+
1 = χ+F [Nˇ (3)(η1) + Nˇ r(η1) + Nˇ †(u†)],
where η1 = η+1 + η
+
1 , if and only if u = uˇε,k solves the resolvent equations (25)–(30). It follows
that
η+1 (x) = εζ(εx)
eiµ0x
2
, ζ ∈
{
L2(R), k > 0,
L2c(R), k = 0,
solves the equation
gε(µ, kε)ηˆ
+
1 = χ+F [Nˇ (3)(χ(D)η1) + Nˇ r(χ(D)η1) + Nˇ †(u†)], (57)
where η1 = η+1 + η
+
1 , if and only if ζ ∈ χ0(εD)L2(R) (for k > 0) or ζ ∈ χ0(εD)L2c(R) (for
k = 0) and u = uˇε,k solves the resolvent equations (25)–(30).
Since all solutions of (57) have support in the interval [µ0 − δ, µ0 + δ], its solution set in
L2(R) coincides with its solution set in Hs(R) for any s ≥ 0, and we henceforth work in H2(R)
by writing it as a second-order pseudodifferential equation. Let
g˜ε(µ, λ) = ε
2 + A1(µ− µ0)2 + A2λ2
be the second-order Taylor polynomial of gε at the point (µ0, 0) and write (57) as
g˜ε(µ, εk)ηˆ
+
1 =
g˜ε(µ, εk)
gε(µ, εk)
χ+F [Nˇ (3)(χ(D)η1) + Nˇ r(χ(D)η1) + Nˇ †(u†)]
or equivalently as
g˜ε(µ0+εµ˜, εk)ζˆ(µ˜) = 2
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)F [Nˇ (3)(χ(D)η1)+Nˇ r(χ(D)η1)+Nˇ †(u†)](µ0+εµ˜).
Taking the inverse Fourier transform with respect to µ˜, we find that
A−12 ζ − A−12 A1ζxx + k2ζ
= F−1
[
2
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)ε
−2A−12
×F [Nˇ (3)(χ(D)η1) + Nˇ r(χ(D)η1)](µ0 + εµ˜) + ζˆ†ε,k(u†)(µ˜)
]
, (58)
where
F [ζ†ε,k(u†)](µ˜) = 2A−12
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)ε
−2F [Nˇ †(u†)](µ0 + εµ˜).
Observe that
Nˇ (3)(χ(D)η1)
= ε3(ζ?δ (εx))
2
(
(A3 + A5)(χ0(εD)ζ)(εx) + A3(χ0(εD)ζ)(εx)
) eiµ0x
2
+ ε3(ζ?δ (εx))
2
(
A3(χ0(εD)ζ)(εx) + (A3 + A5)(χ0(εD)ζ)(εx)
) e−iµ0x
2
+ ε3A4ζ
?
δ (εx)(χ0(εD)ϑδ)x(εx)
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2T,
33
and using the estimate
‖(χ0(εµ˜)− 1)fˆ(µ˜)‖20 =
∫
|µ˜|≥δ/ε
|fˆ(µ˜)|2 dµ˜ ≤ δ−2ε2
∫
|µ˜|≥δ/ε
|µ˜|2|fˆ(µ˜)|2 dµ˜ ≤ δ−2ε2‖f‖1, (59)
we find that
‖((χ0(εD)− 1)ζ)(εx)eiµ0x‖20 = ε−1‖(χ0(εµ˜)− 1)ζˆ(µ˜)‖20 ≤ δ−2ε‖ζ‖1
and
‖((χ0(εD)− 1)ϑδ)x(εx)eiµ0x‖20 = ε−1A4
∥∥∥∥ (χ0(εµ˜)− 1)µ˜2(1− α−10 )µ˜2 + k2F [2 Re(ζ?δ ζ)](µ˜)
∥∥∥∥
0
≤ cε−1‖(χ0(εµ˜)− 1)F [2 Re(ζ?δ ζ)](µ˜)‖0
≤ cε‖ζ‖1,
so that
Nˇ (3)(χ(D)η1) = ε
3
2
E(εx)eiµ0x +
ε3
2
F (εx)e−iµ0x + ε2T, (60)
where
E = (A3 + A5)(ζ
?
δ )
2ζ + A3(ζ
?
δ )
2ζ − 4A4ζ?δϑδx,
F = A3(ζ
?
δ )
2χ0(εD)ζ + (A3 + A5)(ζ
?
δ )
2χ0(εD)ζ − 4A4ζ?δ (χ0(εD)ϑδ)x.
Furthermore
χ0(εµ˜)F [εF (εx)e−iµ0x](µ0 + εµ˜) = χ0(εµ˜)Fˆ (µ˜+ 2ε−1µ0) = 0
because supp Fˆ ⊆ [−3ε−1δ, 3ε−1δ].
Using the estimate∣∣∣∣ g˜ε(µ, λ)gε(µ, λ) − 1
∣∣∣∣ ≤ c|(µ− µ0, λ)|2, |µ− µ0| ≤ δ, λ ≤ λ?, (61)
we find in particular that ∣∣∣∣ g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)χ0(εµ˜)
∣∣∣∣ ≤ c.
It follows that∥∥∥∥F−1 [ g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)χ0(εµ˜)ε−2F [Nˇ r(χ(D)η1)](µ0 + εµ˜)
]∥∥∥∥
0
≤ cε−5/2‖Nˇ r(χ(D)η1)‖0
≤ cε−1/2‖χ(D)η1‖0
≤ cε‖ζ‖0
and ∥∥∥∥F−1 [ g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)χ0(εµ˜)ε−2F [T ](µ0 + εµ˜)
]∥∥∥∥
0
≤ cε−1/2‖χ+(D)T‖0 ≤ cε‖ζ‖1.
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Finally, we write
F−1
[
2
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)ε
−2F
[
ε3
2
E(εx)eiµ0x
]
(µ0 + εµ˜)
]
= F−1
[(
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
− 1
)
χ0(εµ˜)Eˆ(µ˜)
]
+ F−1[(χ0(εµ˜)− 1)Eˆ(µ˜)] + E(x)
and note that∥∥∥∥F−1 [( g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk) − 1
)
χ0(εµ˜)Eˆ(µ˜)
]∥∥∥∥
0
≤ c(εδ‖E ′‖0 + k2ε2‖E‖0) ≤ cε‖ζ‖1,
(using estimate (61)), and
‖F−1[(χ0(εµ˜)− 1)Eˆ(µ˜)]‖0 ≤ cε‖E‖1 ≤ cε‖ζ‖1
(using estimate (59)).
According to the above calculations equation (58) can be written as
A−12 ζ − A1A−12 ζxx + k2ζ
= A−12 (A3 + A5)(ζ
?
δ )
2ζ + A−12 A3(ζ
?
δ )
2ζ − 4A−12 A4ζ?δϑδx + ζ†ε,k(u†) + R˜ε,k(ζ)
= A−12 (A3 + A5)(ζ
?)2ζ + A−12 A3(ζ
?)2ζ − 4A−12 A4ζ?ϑx + ζ†ε,k(u†) +Rε,k(ζ),
where
ϑ = A4F−1
[
iµ
(1− α−10 )µ2 + k2
F [2 Re(ζ?ζ)]
]
and
‖R˜ε,k(ζ)‖0, ‖Rε,k(ζ)‖0 ≤ cε‖ζ‖1.
In view of this calculation we now turn our attention to the solvability of the reduced equation
A−12 ζ − A−12 A1ζxx
− A−12 (A3 + A5)(ζ?)2ζ − A−12 A3(ζ?)2ζ + 4A−12 A4ζ?ϑx + k2ζ −Rε,k(ζ) = ζ† (62)
for arbitrary ζ† ∈ L2(R) (for k > 0) or ζ† ∈ L2c(R) (for k = 0). For k > 0 we also note that
each step in the reduction procedure preserves the invariance of the resolvent equations under the
reflection R; in the present coordinates the action of this symmetry is given by ζ(x) 7→ ζ(−x),
so that (62) is invariant under this transformation.
4 Spectral theory for the reduced equation
4.1 Invertibility of the reduced operator
In this section we reformulate the reduced equation (62) once more, reducing the question of
its solvability to determining the location of an eigenvalue of an unbounded linear operator. We
first present an auxiliary spectral result, one consequence of which is the solvability of (62) for
k = 0.
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Proposition 4.1 The formulae
C0,1(ζ1) = A−12
(
ζ1 − A1ζ1xx − 6 sech2(A−1/21 x)ζ1
)
,
C0,2(ζ2) = A−12
(
ζ2 − A1ζ2xx − 2 sech2(A−1/21 x)ζ2
)
define
(i) self-adjoint operators C0,1, C0,2 : H2(R) ⊆ L2(R)→ L2(R) whose spectrum consists of
essential spectrum [A−12 ,∞) and respectively two simple eigenvalues at −3A−12 , 0 and a
simple eigenvalue at 0;
(ii) self-adjoint operators C0,1 : H2e (R) ⊆ L2e(R)→ L2e(R), C0,2 : H2o (R) ⊆ L2o(R)→L2o(R)
whose spectrum consists of essential spectrum [A−12 ,∞) and, in the case of C0,1, a simple
eigenvalue at −3A−12 .
Proof. The spectra of the operators 1 − ∂2x − 6 sech2(x) : H2(R) ⊆ L2(R) → L2(R) and
1 − ∂2x − 2 sech2(x) : H2(R) ⊆ L2(R) → L2(R) consists of essential spectrum [1,∞) and
respectively two simple eigenvalues at −3 and 0 (with corresponding eigenvectors sech2(x) and
sech′(x)) and a simple eigenvalue at 0 (with corresponding eigenvector sech(x)) (see Drazin [9,
Chapter 4.11]). The assertions follow by a scaling argument and restricting to respectively even
and odd functions. 2
Lemma 4.2 Suppose that k = 0. The reduced equation (62) has a unique solution ζ ∈ H2c (R)
for each ζ† ∈ L2c(R).
Proof. Write equation (62) as
Cε(ζ) = ζ†,
where
Cε = C0 +Rε, C0(ζ) = (C0,1(ζ1), C0,2(ζ2))
and ζ1 = Re ζ , ζ2 = Im ζ , and observe that C0 : H2c (R) → L2c(R) is invertible (see Proposition
4.1(ii)) and ‖Rε(ζ)‖0 ≤ cε‖ζ‖2. 2
Let W be the real Hilbert space L2(R)× L2(R)× L2(R) equipped with the inner product
〈〈(ζ1, ζ2, ψ), (ζ˜1, ζ˜2, ψ˜)〉〉 = 〈ζ1, ζ˜1〉0 + 〈ζ2, ζ˜2〉0 + 2A−12 〈ψ, ψ˜〉0
and define unbounded operators Bε,k, B˜ε,k : DB ⊆ W → W by the formulae
B˜ε,k
ζ1ζ2
ψ
 =
A−12 ζ1 − A−12 A1ζ1xx − A−12 (2A3 + A5)(ζ?)2ζ1 + 4A−12 A4ζ?ψx − ReRε,k(ζ)A−12 ζ2 − A−12 A1ζ2xx − A−12 A5(ζ?)2ζ2 − ImRε,k(ζ)
−(1− α−10 )ψxx − 2A4(ζ?ζ1)x

and
Bε,k = B˜ε,k + k2I,
where DB := H2(R)×H2(R)×H2(R). In this framework equation (62) may be written as
Bε,k(ζ1, ζ2, ψ) = (Re ζ†, Im ζ†, 0),
where ζ1 = Re ζ , ζ2 = Im ζ; recall that this equation is invariant under the transformation
R˜ : (ζ1(x), ζ2(x), ψ(x)) = (ζ1(−x),−ζ2(−x),−ψ(−x)) (the action of the reflection R).
The spectra of the self-adjoint operators B0,k and B˜0,k (the second of which does not depend
upon k) can be determined precisely.
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Lemma 4.3 The spectrum of the operator B˜0,k consists of essential spectrum [0,∞) and a simple
negative eigenvalue −k20 whose eigenspace lies in Fix R˜ = L2e(R)× L2o(R)× L2o(R).
Proof. First note that B˜0,k is a compact perturbation of the constant-coefficient operator DB ⊆
W → W defined by
(ζ1, ζ2, ψ) 7→ (A−12 ζ1 − A−12 A2ζ1xx, A−12 ζ2 − A−12 A1ζ2xx,−(1− α−10 )ψxx),
whose essential spectrum is clearly [0,∞); it follows that σess(B˜0,k) = [0,∞) (see Kato, [21,
Chapter IV, Theorem 5.26]). Because B˜0,k is self-adjoint the remainder of its spectrum consists
of negative real eigenvalues with finite multiplicity. WriteW 1 = L2(R)×L2(R),D1B = H2(R)×
H2(R) and W 2 = L2(R), D2B = H2(R) and observe that (with a slight abuse of notation)
B˜0,k(ζ1, ζ2, ψ) = (B˜0,k,1(ζ1, ψ), B˜0,k,2ζ2),
where B˜0,k,1 : D1B ⊆ W 1 → W 1 and B˜0,k,2 : D2B ⊆ W 2 → W 2 are given by
B˜0,k,1
(
ζ1
ψ
)
=
(
A−12 ζ1 − A−12 A1ζ1xx − A−12 (2A3 + A5)(ζ?)2ζ1 + 4A−12 A4ζ?ψx
−(1− α−10 )ψxx − 2A4(ζ?ζ1)x
)
and
B˜0,k,2ζ2 = C0,2ζ2;
the eigenvalues of B˜0,k are therefore precisely the eigenvalues of B˜0,k,1 and B˜0,k,2.
According to Proposition 4.1 the operator B˜0,k,2 has no negative eigenvalues. Turning to the
spectrum of B˜0,k,1, one finds by an explicit calculation that
〈B˜0,k,1(ζ1, ψ), (ζ1, ψ)〉W 1 = 〈C0,1ζ1, ζ1〉0 + 2A−12 (1− α−10 )
∫
R
(
ψx +
2A4
1− α−10
ζ?ζ1
)2
dx,
which quantity is positive for (ζ1, ψ) ∈ W 1+, where
W 1+ = {(ζ1, ψ) ∈ W 1 : 〈(ζ1, ψ), ((sech2(A−1/21 x), 0)〉W 1 = 0}.
It follows that any subspace ofW 1 upon which B˜0,k,1 is strictly negative definite is one-dimensional.
The calculation
〈B˜0,k,1((sech(A−1/21 x), 0), (sech(A−1/21 x), 0)〉W 1 = −
16
√
A1A3
3A2A5
< 0
shows that inf σ(B˜0,k,1) < 0, so that the spectral subspace of W 1 corresponding to the part of the
spectrum of B˜0,k,1 in (−∞,−ε) is nontrivial and hence one-dimensional for every sufficiently
small value of ε > 0. We conclude that B˜0,k,1 has precisely one simple negative eigenvalue −k20 .
Finally, the same argument shows that B˜0,k|Fix R˜ also has precisely one simple negative eigen-
value. It follows that this eigenvalue is −k20 , whose eigenspace therefore lies in Fix R˜. 2
Noting that
‖B˜ε,k − B˜0,k‖L(DB,W ) ≤ cε, (63)
we now use a perturbation argument to obtain a qualitative description of a portion of the spec-
trum of B˜ε,k.
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Lemma 4.4 Let m and M be positive real numbers with m < k20 < M and γ be an ellipse
in the complex plane with major axis [−M,−m]. For each k ∈ [0, kmax] the portion of the
spectrum of B˜ε,k within γ consists of precisely one simple real eigenvalue κε,k with κ0,k = −k20;
its eigenspace lies in Fix R˜. In particular, B˜ε,k is closed and B˜ε,k − κI : DB → W is Fredholm
with index 0 for k ∈ [0, kmax] and κ ∈ [−M,−m].
Proof. The contour γ defines a separation of σ(B˜0,k): the portion of σ(B˜0,k) in the interior of γ
consists of precisely one simple eigenvalue −k20 and the remainder of σ(B˜0,k) lies in the exterior
of γ. In view of inequality (63) and the fact that B˜0,k does not depend upon k, we may apply a
standard argument in spectral perturbation theory (see Kato [21, Theorem 3.16]), which asserts
that γ defines the same separation of B˜ε,k. Since B˜ε,k is a real operator its eigenvalues arise in
complex-conjugate pairs; its simple eigenvalue κε,k in the interior of γ is therefore real. The
same argument applies to B˜ε,k|Fix R˜, whence the eigenspace corresponding to κε,k lies in Fix R˜.
This argument implies in particular that B˜ε,k is closed and that B˜ε,k − κI : DB → W is
Fredholm with index 0 for κ ∈ [−M,−m] (because [−M,−m] \ {κε,k} ⊆ ρ(B˜ε,k) and κε,k is a
simple eigenvalue of B˜ε,k). 2
Our next result is deduced from inequality (63) using the method given by Groves, Haragus
& Sun [14, Lemma 3.15].
Lemma 4.5 The spectral projection Pε,k ∈ L(W,DB) defined by
Pε,kw =
1
2pii
∫
γ
(κI − B˜ε,k)−1w dκ
satisfies the estimate
‖Pε,k − P0,k‖L(W,DB) ≤ cε
uniformly in k ∈ [0, kmax].
Finally, choose kmax > k0 and kmin ∈ (0, k0) and apply Lemma 4.4, choosingm,M such that
M > k2max and m < k
2
min, so that the point −k2 lies in the interior of γ for all k ∈ [kmin, kmax]
(see Figure 3). The following lemma follows from the relation Bε,k = B˜ε,k + k2I .
Lemma 4.6 Fix k ∈ [kmin, kmax].
(i) The operator Bε,k : DB ⊆ W → W is invertible provided that κε,k + k2 6= 0.
(ii) The operator Bε,k : DB ⊆ W → W has a simple zero eigenvalue whenever κε,k + k2 =
0.
In Section 4.3 below we show that the equation κε,k + k2 = 0 has precisely one solution kε
in the interval [kmin, kmax] (see Figure 3).
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−M −m−k2max −k2minκε,k
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Figure 3: The portion of σ(B˜ε,k) within γ consists of precisely one simple real eigenvalue κε,k ∈
[−k2max,−k2min] with κ0,k = −k20 .
4.2 Small spectral values
In this section we prove that Bε,k|Fix R˜ is semi-Fredholm and injective for k ∈ (0, kmin). Because
this operator is closed (see Lemma 4.4) it suffices to establish the a priori estimate
‖w‖W ≤ ck−2‖Bε,kw‖W , k ∈ (0, kmin),
for sufficiently small values of kmin. For notational simplicity we here abbreviate Fix R˜ and
DB ∩ Fix R˜ to respectively W and DB, so that W = L2e(R) × L2o(R) × L2o(R) and DB =
H2e (R)×H2o (R)×H2o (R).
The first step is to choose an eigenvector corresponding to the eigenvalue κε,k of Bε,k in a
perturbative fashion.
Lemma 4.7 There exists an eigenvector wε,k = (ζε,k, ψε,k) of B˜ε,k corresponding to the eigen-
value κε,k such that ‖wε,k‖W = 1 and ‖wε,k − w0,k‖DB ≤ cε. Furthermore, there exists a
primitive Ψε,k ∈ H3e (R) of ψε,k with ‖Ψε,k −Ψ0,k‖0 ≤ cε.
Proof. Choose the eigenvector wε,k using the formula
wε,k = ‖Pε,kw0‖−1W Pε,kw0,
where w0 is a unit eigenvector of Bk,0 corresponding to the eigenvalue −k20 . (The calculation
‖Pε,kw0‖W = ‖P0,kw0 + (Pε,k − P0,k)w0‖W
≥ ‖w0‖W − ‖(Pε,k − P0,k)w0‖W
≥ 1− cε
shows that Pε,kw0 6= 0.) It follows that
‖wε,k − w0,k‖DB ≤
∥∥∥‖Pε,kw0‖−1W Pε,k − P0,k∥∥∥L(W,DB)‖w0,k‖W
≤
∣∣∣‖Pε,kw0‖−1W − 1∣∣∣‖Pε,k‖L(W,DB) + ‖Pε,k − P0,k‖L(W,DB)
≤ cε.
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Define
Ψε,k = −κ−1ε,k(1− α−10 )ψε,k,x − 2κ−1ε,kA4ζ?ζε,k,1,
so that
Ψε,k,x = κ
−1
ε,k
(−(1− α−10 )ψε,k,xx − 2A4(ζ?ζε,k,1)x)
= ψε,k
and
‖Ψε,k −Ψε,0‖0 =
∥∥∥∥−(1− α−10 )(ψε,k,xκε,k − ψ0,k,xκ0,k
)
− 2A4
(
ζε,k,1
κε,k
− ζ0,k,1
κ0,k
)∥∥∥∥
0
≤ c
∥∥∥∥wε,kκε,k − w0,kκ0,k
∥∥∥∥
DB
≤ cε.
2
We now define the auxiliary operator Aε,k : DA ⊆ V → V by the formula
Aε,k
ζ1ζ2
φ
 =
A−12 ζ1 − A−12 A1ζ1xx − A−12 (2A3 + A5)(ζ?)2ζ1 + 4A−12 A4ζ?φ− ReRε,k(ζ)A−12 ζ2 − A−12 A1ζ2xx − A−12 A5(ζ?)2ζ2 − ImRε,k(ζ)
(1− α−10 )φ+ 2A4ζ?ζ1,

where V = L2e(R) × L2o(R) × L2e(R) and DA = H2e (R) × H2o (R) × L2e(R). Observe that
A0,k is self-adjoint with respect to the inner product 〈〈· , ·〉〉 for V , and repeating the arguments
used in the proof of Lemma 4.3, one finds that its spectrum consists of essential spectrum {1 −
α−10 } ∪ [A−12 ,∞) and a simple negative eigenvalue −ω21 (the point 1 − α−10 is an eigenvalue
with infinite-dimensional eigenspace {(0, 0)} × L2e(R)). Below we write v = (ζ, ψx) ∈ DA for
w = (ζ, ψ) ∈ DB and in particular set vε,k = (ζε,k, ψε,k,x).
Lemma 4.8 The operator A0,k : DA ⊆ V → V satisfies
〈〈A0,kv0,k, v0,k〉〉 = −k20, 〈〈A0,kv0,k, v〉〉 = 0, 〈〈A0,kv, v〉〉 ≥ c‖v‖2V
for each w ∈ DB with 〈〈w,w0,k〉〉 = 0.
Proof. Note that
A0,k(ζ0,k, ψ0,k,x) = −k20(ζ0,k,−Ψ0,k)
and therefore that
〈〈A0,kv0,k, v0,k〉〉 = −k20〈〈(ζ0,k,−Ψ0,k), (ζ0,k, φ0,k)〉〉
= −k20
(‖ζ0,k‖20 − 2A−12 〈Ψ0,k, ψ0,k,x〉0)
= −k20‖w0,k‖2V
= −k20 (64)
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and
〈〈A0,kv0,k, v〉〉 = −k20〈〈(ζ0,k,−Ψ0,k), (ζ, ψx)〉〉
= −k20
(〈ζ0,k, ζ〉0 − 2A−12 〈Ψ0,k, ψx〉0)
= −k20〈〈w0,k, w〉〉
= 0. (65)
Let {Pκ}κ∈R denote the spectral family of Aε,k and write
v0,k = c0e+
∫ ∞
1−α−10
d(Pκv0,k), v = d0e+
∫ ∞
1−α−10
d(Pκv).
where e is a unit eigenvector corresponding to the negative eigenvalue, c0 = 〈〈v0,k, e〉〉 and d0 =
〈〈v, e〉〉, so that
〈〈A0,kv0,k, v0,k〉〉 = −ω21c20 +
∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v0,k〉〉), (66)
〈〈A0,kv, v〉〉 = −ω21d20 +
∫ ∞
1−α−10
κ d(〈〈Pκv, v〉〉), (67)
〈〈A0,kv0,k, v〉〉 = −ω21c0d0 +
∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v〉〉). (68)
It follows from (64) and (66) that
c20 =
1
ω21
(
k20 +
∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v0,k〉〉)
)
6= 0,
and equations (65) and (68) imply that
ω1d0 =
1
ω1c0
∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v〉〉).
The estimate
〈〈A0,kv, v〉〉 = 1
c20ω
2
1
−
(∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v〉〉)
)2
+
(
k20 +
∫ ∞
1−α−10
κ d(〈〈Pκv0,k, v0,k〉〉)
)∫ ∞
1−α−10
κ d(〈〈Pκv, v〉〉)
}
≥ k
2
0
c20ω
2
1
∫ ∞
1−α−10
κ d(〈〈Pκv, v〉〉)
≥ 0,
shows in particular that
d20 ≤
1
ω21
∫ ∞
1−α−10
κ d(〈〈Pκv, v〉〉),
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(see equation (67)), whence
‖v‖2V = d20 +
∫ ∞
1−α−10
d(〈〈Pκv, v〉〉)
≤
(
1
ω21
+
1
1− α−10
)∫ ∞
1−α−10
κ d(〈〈Pκv, v〉〉)
≤ ω
2
1c
2
0
k20
(
1
ω21
+
1
1− α−10
)
〈〈A0,kv, v〉〉.
2
The a priori estimate announced at the start of this section (Theorem 4.10 below) is a corol-
lary of the following lemma.
Lemma 4.9 The operator Bε,k : DB ⊆ W → W satisfies the estimate
〈〈Bε,kw,w〉〉 ≥ ck2‖w‖21, k ≤ kmin
for each w ∈ DB such that 〈〈w,wε,k〉〉 = 0 and each sufficiently small value of kmin.
Proof. Write
w = aw0,k + w
⊥,
where a = 〈〈w,w0,k〉〉, 〈〈w⊥, w0,k〉〉 = 0 and note that
|a| = |〈〈w,w0,k〉〉|
= |〈〈w,w0,k − wε,k〉〉|
= |〈〈v, ((ζ0,k − ζε,k),−(Ψ0,k −Ψε,k))〉〉|
≤ cε‖v‖V .
Clearly
v = av0,k + v
⊥,
so that
‖v⊥‖2V = ‖v‖2V − 2a〈〈v, v0,k〉〉+ a2,
and follows from Lemma 4.8 that
〈〈A0,kv, v〉〉 = a2〈〈A0,kv0,k, v0,k〉〉+ 2a〈〈A0,kv0,k, v⊥〉〉+ 〈〈A0,kv⊥, v⊥〉〉
≥ c(‖v⊥‖2V − a2)
≥ c(‖v‖2V − 2a〈〈v, v0,k〉〉)
≥ c‖v‖2V
because
|2a〈〈v, v0,k〉〉| ≤ 2|a|‖v‖V ‖v0,k‖V ≤ 2cε‖v‖2V .
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On the other hand
〈〈A0,kv, v〉〉 = 1
A2
∫
R
(ζ21 + A1ζ
2
1x − 6 sech2(A−1/21 x)ζ21 ) dx
+ 2A−12 (1− α−10 )
∫
R
(
φ+
2A4
1− α−10
ζ?ζ1
)2
dx
+
1
A2
∫
R
(ζ21 + A1ζ
2
1x − 2 sech2(A−1/21 x)ζ21 ) dx
≥ A1
A2
‖ζx‖20 − c‖ζ‖20,
and combining the previous two estimates shows that
〈〈A0,kv, v〉〉 ≥ δA1
A2
‖ζx‖2 − cδ‖ζ‖20 + (1− δ)c‖v‖2
≥ c(‖ζ‖21 + ‖φ‖20)
for sufficiently small δ > 0. Using the estimate
‖Rε,k(ζ)‖0 ≤ cε‖ζ‖1,
one finds that
〈〈Aε,kv, v〉〉 = 〈〈A0,kv, v〉〉 − 〈〈(Rε,k(ζ), 0), (ζ, 0)〉〉
≥ c(‖ζ‖21 + ‖φ‖20),
We conclude that
〈〈Bε,kw,w〉〉 = 〈〈Aε,kv, v〉〉+ k2〈〈w,w〉〉
≥ c(‖ζ‖21 + ‖ψx‖20) + k2(‖ζ‖20 + ‖ψ‖20)
≥ k2(‖ζ‖21 + ‖ψ‖21)
for k < kmin and kmin sufficiently small. 2
Theorem 4.10 Choose k ∈ (0, kmin] and w† ∈ W . Any solution w ∈ DB of the equation
Bε,kw = w†
satisfies the estimate
‖w‖W ≤ ck−2‖w†‖W .
Proof. Write
w = cε,kwε,k + w
⊥, w† = dε,kwε,k + (w†)⊥,
where cε,k = 〈〈w,wε,k〉〉, dε,k = 〈〈w†, wε,k〉〉 and 〈〈w⊥, wε,k〉〉 = 0, 〈〈w†, wε,k〉〉 = 0, so that
cε,k(κε,k + k
2)wε,k + Bε,kw⊥ = dε,kwε,k + (w†)⊥. (69)
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Taking the inner product of equation (69) with w⊥, we find that
〈〈Bε,kw⊥, w⊥〉〉 = 〈〈(w†)⊥, w⊥〉〉,
and it follows from Lemma 4.9 that
‖w⊥‖1 ≤ c
k2
‖(w†)⊥‖W . (70)
On the other hand, taking the inner product of (69) with wε,k yields
|cε,k| = 1|κε,k + k2|(|dε,k|+ |〈〈B0,kw
⊥, wε,k〉〉|+ |〈〈Rε,k(ζ⊥), ζε,k〉〉|),
where w⊥ = (ζ⊥, ψ⊥), because Bε,k(w⊥) = B0,k(w⊥) + (Rε,k(ζ⊥), 0). Estimating
|〈〈B0,kw⊥, wε,k〉〉| ≤ c‖w⊥‖1‖wε,k‖1,
where we have integrated by parts,
|〈〈Rε,k(ζ⊥), ζε,k〉〉| ≤ ‖Rε,k(ζ⊥)‖0‖ζε,k‖0 ≤ c‖ζ⊥‖1‖ζε,k‖0,
and
|κε,k + k2| ≥ k20 − k2min > 0,
we find that
|cε,k| ≤ c(|dε,k|+ ‖w⊥‖1). (71)
Estimates (70) and (71) show that
‖w‖V = |cε,k|+ ‖w⊥‖V
≤ c
(
|dε,k|+ 1
k2
‖(w†)⊥‖V
)
≤ c
k2
‖w⊥‖V .
2
4.3 Solution of the eigenvalue equation
In this section we determine the solution set of the equation
κε,k + k
2 = 0 (72)
in the interval [kmin, kmax]. The solution set is known explicitly for ε = 0, and we approach the
problem for ε > 0 using a perturbation argument. Inequality (63) yields the necessary estimate
for κε,k, and to obtain the corresponding estimate for κ′ε,k we show that the linear mapping
Rε,k : H2(R) → L2(R) is a continuously differentiable function of k > 0 which satisfies the
estimate
‖Rε,k(ζ)′‖0 ≤ cε
uniformly over k ∈ [kmin, kmax] (which implies the corresponding result for B˜ε,k). This property
of Rε,k is established by systematically examining each step in its derivation in Section 3 and
checking the continuous differentiability of the operators appearing there.
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Proposition 4.11 The linear mappings Γ˜(·, 0), Γ˜(j), j = 1, 2, 3, and Γ˜r : H2(R) → H2(Σ) are
continuously differentiable functions of k > 0.
Proof. Recall that
Γ˜(η, u†) = G?(Γ˜(η, u†), η, u†),
where
G?(η,Γ, u†) = G1(F1(η,Γ), F2(η,Γ), F3(η,Γ), η) + G2(F †(u†)),
so that
Γ˜(η, 0) = (I − G?(0, ·, 0))−1G?(0, η, 0).
This formula and the fact that k 7→ G?(·, ·, 0) is continuously differentiable imply that the map
k 7→ Γ˜(·, 0) is also continuously differentiable. The continuous differentiability of k 7→ Γ˜(j)(·),
j = 1, 2, 3, follows from that of k 7→ G1(·, ·, ·, 0) and equations (42)–(44), while the continuous
differentiability of k 7→ Γ˜r(·) is a consequence of the formula Γ˜r(η) = Γ˜(η, 0) − Γ˜(1)(η) −
Γ˜(2)(η)− Γ˜(3)(η). 2
Corollary 4.12 The linear mappings N˜ (·, 0), N˜ (2), N˜ (3) and N˜ r : H2(R) → L2(R) are con-
tinuously differentiable.
Lemma 4.13 The linear mappings ηˇ2(·, 0), ηˇ(2)2 and ηˇr2 : χ(D)L2(R)→ L2(R) are continuously
differentiable functions of k > 0.
Proof. Recall that
ηˇ2(η1, 0) =
(
gε(D, εk)− (1− χ(D))N˜ (·)
)−1
(1− χ(D))N˜ (η1, 0).
The map k 7→ gε(D, εk) − (1 − χ(D))N˜ (·) : (1 − χ(D))H2(R) → (1 − χ(D))L2(R) is
continuously differentiable and invertible (Lemma 3.5). It follows that its inverse and hence
ηˇ2(η1) is continuously differentiable with respect to k. The continuous differentiability of k 7→
ηˇ
(2)
2 (·) follows from that of k 7→ gε(D, εk), and the continuous differentiability of k 7→ ηˇr2(·) is a
consequence of the formula ηˇr2(·)(η1) = ηˇ2(η1, 0)− ηˇ(2)2 (η1). 2
Corollary 4.14
(i) The linear mappings Γˇ(j), j = 1, 2, 3 and Γˇr : χ(D)L2(R) → H2(Σ) are continuously
differentiable functions of k > 0.
(ii) The linear mappings Nˇ (2), Nˇ (3) and Nˇ r : χ(D)L2(R) → L2(R) are continuously
differentiable functions of k > 0.
Corollary 4.15 The linear mappings R˜ε,k, Rε,k : H2(R) → L2(R) are continuously differen-
tiable functions of k > 0.
Having established the continuous differentiability of R˜ε,k(ζ) and Rε,k(ζ), we now turn to
the task of estimating their derivatives, again by systematically examining each step in their
derivation. The following result, which is established in the same way as Proposition 3.1, is used
in the first step.
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Proposition 4.16 The mapping (P1, P2, P3, P4, P5) 7→ H(P1, P2, P3, P4, P5), where
H(P1,P2, P3, P4, P5)
= F−1
[∫ 1
0
{G(y, y˜)(−2ε2kPˆ1 − iµPˆ2 − iεPˆ3 − ikεPˆ4) +Gy˜(y, y˜)Pˆ5} dy˜
]
defines a linear function H1(Σ)×H1(Σ)×H1(Σ)×H1(Σ)×H1(Σ)→ H2(Σ) which satisfies
the estimate
‖∇H‖1 + ε‖H‖1 + ε2‖H‖0 ≤ c
(
ε‖P1‖1 +
5∑
j=2
‖Pj‖1 + ε2‖P1‖0 + ε
5∑
j=2
‖Pj‖0
)
.
Lemma 4.17 The linear mappings Γ˜(·, 0), Γ˜(j), j = 1, 2, 3, and Γ˜r : H2(R) → H2(Σ) satisfy
the estimates
‖∇Γ˜(η, 0)′‖1 + ε‖Γ˜(η, 0)′‖0 ≤ c‖η‖2,
‖∇Γ˜(j)(η)′‖1 + ε‖Γ˜(j)(η)′‖0 ≤ cεj−1‖η‖2, j = 1, 2, 3,
‖∇Γ˜r(η)′‖1 + ε‖Γ˜r(η)′‖0 ≤ cε3‖η‖2
uniformly over k ∈ [kmin, kmax].
Proof. Differentiating the boundary-value problem (33)–(35) with respect to k, we find that
−Γˆ′yy + q2Γˆ′ = −2ε2kΓˆ− iµFˆ1(η,Γ)′ − iεF2(η,Γ)− ikεFˆ2(η,Γ)′ − (Fˆ3(η,Γ))′y, 0 < y < 1,
Γˆ′y = 0 on y = 0,
Γˆ′y = Fˆ3(η,Γ)
′ on y = 1,
where Γ′ is an abbreviation for Γ˜(η, 0)′ and Fj(η,Γ)′ is also obtained from Fj(η,Γ), j = 1, 2, 3,
by differentiating with respect to k. It follows that
Γ˜(η, 0)′ = H(Γ˜(η, 0), F1(η, Γ˜(η, 0))′, F2(η, Γ˜(η, 0)), F2(η, Γ˜(η, 0))′, F3(η, Γ˜(η, 0))′)
and similarly
Γ˜(1)(η)′ = H(Γ˜(1)(η), 0, 0, 0, 0),
Γ˜(2)(η)′ = H(Γ˜(2)(η), F (2)1 (η)′, F (2)2 (η), F (2)2 (η)′, F (2)3 (η)′),
Γ˜(3)(η)′ = H(Γ˜(3)(η), F (3)1 (η)′, F (3)2 (η), F (3)2 (η)′, F (3)3 (η)′),
Γ˜r(η)′ = H(Γ˜r(η), F r1(η)′, F r2(η), F r2(η)′, F r3(η)′),
where F (2)j (η)
′, F (3)j (η)
′, F rj (η)
′ are obtained from F (2)j (η), F
(3)
j (η), F
r
j (η), j = 1, 2, 3, by differ-
entiating with respect to k. The estimates stated in the lemma are obtained by applying Propo-
sition 4.16 to these formulae (estimates for Γ˜(η, 0) and Γ˜(j)(η), Γ˜r(η) are given in respectively
Theorem 3.2 and Lemma 3.7). 2
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Corollary 4.18 The linear mappings N˜ (·, 0), N˜ (2), N˜ (3) and N˜ r : H2(R)→ L2(R) satisfy the
estimates
‖N˜ (η, 0)′‖0 ≤ cε‖η‖2,
‖N˜ (j)(η)′‖0 ≤ cεj−1‖η‖2, j = 2, 3,
‖N˜ r(η)′‖0 ≤ cε3‖η‖2
uniformly over k ∈ [kmin, kmax].
The next estimates are obtained by differentiating the formulae defining ηˇ2(η1, 0), ηˇ
(2)
2 (η1)
and ηˇr2(η1) with respect to k and using Lemma 3.8, Proposition 3.9(i), Corollary 4.18 and the
fact that |∂kgε(µ, εk)| ≤ c for k ∈ [kmin, kmax].
Lemma 4.19 The linear mappings ηˇ2(·, 0), ηˇ(2)2 and ηˇr2 : χ(D)L2(R) → L2(R) satisfy the esti-
mates
‖(ηˇ2(η1, 0))′‖2 ≤ cε‖η1‖0, ‖(ηˇ(2)2 (η1))′‖2 ≤ cε‖η1‖0, ‖(ηˇr2(η1))′‖2 ≤ cε2‖η1‖0
uniformly over k ∈ [kmin, kmax].
Corollary 4.20
(i) The linear mappings Γˇ(j), j = 1, 2, 3 and Γˇr : χ(D)L2(R) → H2(Σ) satisfy the esti-
mates
‖∇Γˇ(j)(η1)′‖1 + ε‖Γˇ(j)(η1)′‖0 ≤ cεj−1‖η1‖0, j = 1, 2, 3,
‖∇Γˇr(η1)′‖1 + ε‖Γˇr(η1)′‖0 ≤ cε3‖η1‖0
uniformly over k ∈ [kmin, kmax].
(ii) The linear mappings Nˇ (2), Nˇ (3) and Nˇ r : χ(D)L2(R)→ L2(R) satisfy the estimates
‖Nˇ (j)(η1)′‖0 ≤ cεj−1‖η1‖0, j = 2, 3,
‖Nˇ r(η1)′‖0 ≤ cε3‖η1‖0
uniformly over k ∈ [kmin, kmax].
An estimate for Nˇ (2)(η1)′ as a function of ζ is given in Lemma 4.22. This result is established
by differentiating (49) and using Propositions 3.14, 3.16 and 4.21 below, which is derived from
the formulae
Γˇ(1)′ = F−1
[∫ 1
0
G(y, y˜)(−2ε2kF [Γˇ1]) dy˜
]
and
Γ˜(2)(η1)
′ = F−1
[ ∫ 1
0
{G(y, y˜)(−2ε2kF [Γ˜(2)(η1)]− iµF [Fˇ (2)′1 ]− iεF [Fˇ (2)2 ]− ikεF [Fˇ (2)′2 ])
+Gy˜(y, y˜)F [F (2)′3 ]} dy˜
]
by the methods used in Section 3.3.
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Proposition 4.21 The quantities Γˇ(1)′ and Γ˜(2)(η1)′ satisfy the estimates
Γˇ(1)′ = S,
Γ˜(2)(η1)
′ = −2εF−1
[
iµk
(µ2 + k2)2
F [Re(ζ?ζ)](µ)
]
(εx)µ0 cothµ0 + εS
uniformly over k ∈ [kmin, kmax].
Lemma 4.22 The quantity Nˇ (2)(η1)′ satisfies the estimate
Nˇ (2)(η1)′ = 2ε2F−1
[
µ2k
(µ2 + k2)2
F [Re(ζ?δ ζ)](µ)
]
(εx)
µ0 cosh(µ0)
sinh(µ0)
+ εR0
uniformly over k ∈ [kmin, kmax].
Lemma 4.23 The quantity ηˇ(2)′2 satisfies the estimate
ηˇ
(2)′
2 = 2ε
2B3F−1
[
µ2k
((1− α−10 )µ2 + k2)2
F [2 Re(ζ?δ ζ)](µ)
]
(εx) + εR2
uniformly over k ∈ [kmin, kmax].
Proof. Differentiating the formula
gε(µ, εk)F [ηˇ(2)] = (1− χ)F [Nˇ (2)(η1)] = F [Nˇ (2)(η1)]
with respect to k yields
g(µ, εk)F [ηˇ(2)′2 ] = F [Nˇ (2)(η1)′]− ∂kgε(µ, εk)F [ηˇ(2)(η1)]
= 2ε
(ε−1µ)2k
((ε−1µ)2 + k2)2
F [Re(ζ?δ ζ)](ε−1µ)
µ0 cosh(µ0)
sinh(µ0)
+ ε∂kgε(µ, εk)
(
1
2
B1F [ζ?δ ζ](ε−1(µ− 2µ0)) +
1
2
B1F [ζ?δ ζ](ε−1(µ+ 2µ0))
)
+ ε∂kgε(µ, εk)
(
B2 +B3
2(ε−1µ)2
(1− α−10 )(ε−1µ)2 + k2
)
F [Re(ζ?δ ζ)](ε−1µ)
+ ε(1− χ)Rˆ0,
in which we have used Proposition 3.18 and Lemma 4.22. Noting that
∂kgε(µ, εk) =
2k(ε−1µ)2
((ε−1µ)2 + k2)2
+O(ε)
uniformly over {|µ| ∈ [0, µmax]} for each fixed µmax > 0 (in particular for µmax = 2δ), whence
∂kgε(µ, εk) = O(ε) uniformly over {|µ| ∈ [µmin, µmax]} for each fixed µmin, µmax > 0 (in
particular for µmin = 2µ0 − 2δ, µmax = 2µ0 + 2δ), we find that
g(µ, εk)F [ηˇ(2)′2 ]
= 2ε
(ε−1µ)2k
((ε−1µ)2 + k2)2
(
µ0 cosh(µ0)
sinh(µ0)
+B2 +B3
2(ε−1µ)2
(α0 − 1)(ε−1µ)2 + α0k2
)
F [Re(ζ?δ ζ)](ε−1µ)
+ ε(1− χ)Rˆ0.
48
Finally, we use the estimate
gε(µ, kε)
−1 =
(ε−1µ)2 + k2
(α0 − 1)(ε−1µ)2 + α0k2 + T2(µ, ε),
where
|T2(µ, ε)| ≤ c(µ2 + ε2), |µ| < 2δ,
and the fact that
gε(D,λ)
−1(1− χ(D))R0 = R2
because gε(µ, kε) > c(1 + q2) for µ ∈ supp(1− χ) (see Proposition 3.3). 2
Finally, we compute estimates for Γˇ(2)′ and Γ˜(3)(η1)′ + Γ˜(2)(ηˇ
(2)
2 )
′ using the formulae
Γˇ(2)′ = Γ˜(2)(η1)′ + Γ˜(1)(ηˇ
(2)
2 )
′, Γ˜(1)(ηˇ(2)2 )
′ = F−1
[∫ 1
0
G(y, y˜)(−2ε2kF [Γ˜(1)(ηˇ(2)2 )]) dy˜
]
and
Γ˜(3)(η1)
′ + Γ˜(2)(ηˇ(2)2 )
′
= F−1
[ ∫ 1
0
{G(y, y˜)(−2ε2kF [Γ˜(3)(η1) + Γ˜(2)(ηˇ(2)2 )]− iµF [Fˇ (3)′1 ]− iεF [Fˇ (3)2 ]− ikεF [Fˇ (3)′2 ])
+Gy˜(y, y˜)F [F (3)′3 ]} dy˜
]
and deduce an estimate for Nˇ (η1)′ by differentiating equation (55).
Proposition 4.24
(i) The quantity Γˇ(2)(η1)′ satisfies the estimate
Γˇ(2)(η1)
′ = −ε(ϑδ(εx))′M2 + εS
uniformly over k ∈ [kmin, kmax], where
(ϑδ(x))
′ = −2A4F−1
[
iµk
((1− α−10 )µ2 + k2)2
F [2 Re(ζ?δ ζ)](µ)
]
(x).
(ii) The quantity Γ˜(3)x (η1)′ + Γ˜
(2)
x (ηˇ
(2)
2 )
′
∣∣∣
y=1
satisfies the estimate
Γ˜(3)x (η1)
′ + Γ˜(2)x (ηˇ
(2)
2 )
′
∣∣∣
y=1
= µ0ε
3ζ?δ (εx)ϑδx(εx)
′N3
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2T
uniformly over k ∈ [kmin, kmax].
Lemma 4.25 The quantity Nˇ (3)(η1)′ is given by the formula
Nˇ (3)(η1)′ = −4ε3A4ζ?δ (εx)ϑδx(εx)′
(
1
2
eiµ0x +
1
2
e−iµ0x
)
+ ε2R
uniformly over k ∈ [kmin, kmax].
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We now prove our main result using Lemmata 3.17, 3.22, 4.22 and 4.25.
Theorem 4.26 The linear mappings R˜ε,k,Rε,k : H2(R)→ L2(R) satisfy the estimate
‖R˜ε,k(ζ)′‖0, ‖Rε,k(ζ)′‖0 ≤ cε‖ζ‖1
uniformly over k ∈ [kmin, kmax].
Proof. Recall that
R˜ε,k(ζ) = A−12 F−1
[
2
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)ε
−2F [Nˇ (3)(χ(D)η1) + Nˇ r(χ(D)η1)](µ0 + εµ˜)
]
− A−12 E(x),
so that
R˜ε,k(ζ)′ = A−12 F−1
[
2
(
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
)′
χ0(εµ˜)ε
−2F [Nˇ (3)(χ(D)η1) + Nˇ r(χ(D)η1)](µ0 + εµ˜)
]
+ A−12 F−1
[
2
g˜ε(µ0 + εµ˜, εk)
gε(µ0 + εµ˜, εk)
χ0(εµ˜)ε
−2F [Nˇ (3)(χ(D)η1)′ + Nˇ r(χ(D)η1)′](µ0 + εµ˜)
]
− A−12 E(x)′.
Noting that
Nˇ (3)(χ(D)η1)′ = ε
3
2
E(εx)′eiµ0x +
ε3
2
F (εx)′e−iµ0x + ε2T,
one finds by repeating the arguments below equation (60) that∥∥∥∥F−1 [2 g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)χ0(εµ˜)ε−2F [Nˇ (3)(χ(D)η1)′ + Nˇ r(χ(D)η1)′](µ0 + εµ˜)
]
− A−12 E(x)′
∥∥∥∥
0
≤ c‖ζ‖1.
Moreover, the calculation(
g˜ε(µ, εk)
gε(µ, εk)
)′
=
1
gε(µ, εk)
((
1− g˜ε(µ, εk)
gε(µ, εk)
)
∂kgε(µ, εk) + ∂kgε(µ, εk)− ∂kg˜ε(µ, εk)
)
and the estimates
c|(µ− µ0, εk)|2 ≤ gε(µ, εk) ≤ 1
c
|(µ− µ0, εk)|2,
∣∣∣∣ g˜ε(µ, εk)gε(µ, εk) − 1
∣∣∣∣ ≤ c|(µ− µ0, εk)|2
|∂kg(µ, εk)| ≤ cε, |∂kgε(µ, εk)− ∂kg˜ε(µ, εk)| ≤ cε|(µ− µ0, εk)|3
for |µ− µ0| < δ imply that ∣∣∣∣( g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)
)′
χ0(εµ˜)
∣∣∣∣ ≤ cε,
50
whence ∥∥∥∥F−1 [2( g˜ε(µ0 + εµ˜, εk)gε(µ0 + εµ˜, εk)
)′
χ0(εµ˜)ε
−2F [Nˇ (3)(η1) + Nˇ r(η1)](µ0 + εµ˜)
]∥∥∥∥
0
≤ cε−3/2(‖Nˇ (3)(χ(D)η1)‖0 + ‖Nˇ r(χ(D)η1)‖0)
≤ cε1/2‖η1‖1
≤ cε‖ζ‖1.
According to the above calculation
‖R˜ε,k(ζ)′‖0 ≤ cε‖ζ‖1,
and the observation
Rε,k(ζ)′ − R˜′ε,k(ζ) = A4(ζ?δϑ′δx − ζϑ′x),
shows that
‖Rε,k(ζ)′ − R˜′ε,k(ζ)‖0 ≤ cε‖ζ‖1. 2
Corollary 4.27 The linear mapping B˜ε,k : DB → V satisfies the estimate
‖B˜′ε,k‖L(DB,V ) ≤ cε
uniformly over k ∈ [kmin, kmax].
The results in the next lemma are deduced from the estimates
‖B˜ε,k − B˜0,k‖L(DB,V ) ≤ cε, ‖B˜′ε,k‖L(DB,V ) ≤ cε
using the method given by Groves, Haragus & Sun [14, Lemma 3.15].
Lemma 4.28 The eigenvalue κε,k of B˜ε,k : DB ⊆ V → V is a differentiable function of k and
satisfies the estimates
|κε,k − κ0,k| ≤ c?ε, |κ′ε,k| ≤ c?ε
uniformly in k ∈ [kmin, kmax].
Finally, the solution set of (72) in the interval [kmin, kmax] can be determined from the es-
timates presented in the previous lemma using a perturbation argument and the contraction-
mapping principle (cf. Groves, Haragus & Sun [14, Theorem 3.16]).
Theorem 4.29 Equation (72) has precisely one solution kε in the interval [kmin, kmax]. This
solution lies in the set
S =
{
k : |k − k0| ≤ c
?ε
k0
}
.
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Appendix: The Iooss-Kirchga¨ssner line solitary waves
An asymptotic expansion of the Iooss-Kirchga¨ssner line solitary waves in powers of ε may be
computed in the framework of their existence theory (see Dias & Iooss [7], noting the omission
of certain terms in equation (3.41)). One finds that
η?(x) = η?1(x) + η
?
2(x) + η
?
r (x), Φ
?(x, y) = Φ?1(x, y) + Φ
?
2(x, y) + Φ
?
r (x, y),
where
η?1(x) = εζ
?(εx) cos(µ0x), (73)
η?2(x) = C0ε
2ζ?(εx)ξ?(εx) sin(µ0x)− C1ε2(ζ?)2(εx) cos(2µ0x)
− C2ε2(ζ?)2(εx) + C3ε2(ζ?)′(εx) sin(µ0x), (74)
Φ?1(x, y) = εζ
?(εx) sin(µ0x)
cosh(µ0y)
sinh(µ0)
, (75)
Φ?2(x, y) = −C0ε2ξ?(εx) cos(µ0x)
cosh(µ0y)
sinhµ0
+ ε2(ζ?)2(εx) sin(2µ0x)
µ0y sinh(µ0y)
2 sinh(µ0)
− C4ε∂−1x (ζ?2)(εx)− C5ε2(ζ?)2(εx) sin(2µ0x)
cosh(2µ0y)
sinh(2µ0)
, (76)
and η?r , ∇Γ?r = O(ε3), the symbol O(εα) denoting a smooth quantity whose derivatives are all
O(εαe−ρε|x|) for some ρ > 0 (uniformly over y ∈ [0, 1]). The functions ζ? and ξ? are given by
the formulae
ζ?(x) =
(
2
A5
)1/2
sech
(
x
A
1/2
1
)
, ξ?(x) = xζ?(x)
with positive constants
A1 = β0 + (1− µ0 coth(µ0)) cosech2(µ0), A5 = A3 + 4(1− α−10 )−1A24,
where
A3 = − µ
3
0
8σ3
(
(1− σ2)(9− σ2)α0 + β0µ20(3− σ2)(7− σ2)
α0σ2 − β0µ20(3− σ2)
+ 8σ2 − 2µ0
α0σ
(1− σ2)2 − 3β0µ0σ3
)
,
A4 =
µ0(α0 sinh(2µ0) + µ0)
4α0 sinh
2(µ0)
and
σ = tanh(µ0) =
µ0
α0 + β0µ20
.
Finally, the positive coefficients C1, C2, C4 and C5 are given by
C1 =
µ20(cosh(2µ0) + 2)
4 sinh2(µ0)g0(2µ0, 0)
, C2 =
µ0(sinh(2µ0) + µ0)
4 sinh2(µ0)(α0 − 1)
,
C4 =
µ0(α0 sinh(2µ0) + µ0)
4 sinh2(µ0)(α0 − 1)
, C5 =
µ20(cosh(2µ0) + 2)
4 sinh2(µ0)g0(2µ0, 0)
+
µ0 sinh(2µ0)
4 sinh2(µ0)
,
while the values (and signs) of the coefficients C0 and C3 are unimportant.
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