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1. INTRODUCTION 
Optimization has long been a significant part of engineering. After a new design is 
introduced, efforts are made to make it faster, less expensive, more efficient, or improve the 
design in some fashion. In 1975, Holland put forth the idea that computer code could be 
manipulated to mimic natural selection (Holland 1975). This was further explored by 
DeJong (1975), who proposed that this technique could be used to solve a wide variety of 
problems. These ideas have been merged with other concepts, such as evolution strategies, 
evolutionary programming and genetic programming, to allow for a larger selection of 
representations, making it possible to successfully attack a much broader range of problems. 
The resulting evolutionary algorithms (EAs) provide an approach to solving many 
mathematics, physics and engineering problems. 
EAs are a valuable optimization tool. They have been used in the design of gas 
turbine blades (Martin and Dulikravich 2002), airfoils (fang and Lee 2000), steam boilers 
(vavak, Jukes and Fogarty 1997), missile nozzle inlets for high-speed flow (Blaize, Knight 
and Rasheed 1998) and heat exchangers (Fabbri 1997). EAs are not as vulnerable to 
problems with early convergence as gradient search methods, and are able to find solutions to 
problems with discrete or discontinuous landscapes that are unsolvable by most other 
optimization techniques. They are also capable of solving high dimension problems that 
would thwart conventional methods, and can give a variety of good solutions rather than a 
single best. These algorithms work by blending different members of a solution population 
to generate new, novel and hopefully superior solutions through simulated evolution. 
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Combinatorial graphs have recently been combined with evolutionary algorithms to 
impose a "geography" on the population of solutions. These graph based evolutionary 
algorithms (GBEAs) allow for a better control of diversity and time to convergence, 
preventing early termination of the algorithm when asub-optimal solution to a deceptive 
problem is found. The members of the population are each placed on a vertex of a graph that 
is connected to a set number of other population members. When the program is started, 
population members are only allowed to mate with individuals that are connected to them by 
the graph's structure, controlling the rate that their information is spread. Slowing the rate of 
information spread is vital for problems where the optimal answer is difficult to find and it is 
easy to find a good but sub-optimal answer. By imposing a "geography" sub-optimal 
answers are prevented from rapidly spreading across the population, destroying diversity. 
Additionally, as asub-optimal answer spreads the average fitness increases. As a result it 
becomes more difficult for solutions that are significant different from the norm to survive. 
This creates a substantial barrier to creating an increase in diversity. Disparate individuals 
who mate with a creature nearer the average fitness are usually subject to replacement by 
their children, who are more similar to the sub-optimal leader. 
The mechanisms and measures of information flow within a GBEA are not well. 
understood. This research examines the dynamics involved in the controlling the spread of 
information across the solution set and develops a methodology for examining the rate of 
information spread. By understanding this transfer rate, an EA developer can select a graph 
that will give the best results depending on the problem at hand. In addition, this research 
investigates the interaction between population size and information spread in GBEAs. 
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The overall. organization of this thesis is as follows. Chapter Two provides an 
overview of evolutionary algorithms and the methodologies that led to their development, a 
review of the research that has been previously completed, and examines the issue of 
population sizing and information spread. Chapter Three discusses the development of a test 
suite to examine the effect of varying population size for the algorithms, and describes the 
computational experiments performed to measure the rate of information spread. Chapter 
Four provides results of the computational experiments. Chapter Five summarizes the 
conclusions and future work. An overview of graph theory to help in the understanding of 
this research and a description of the graphs used in this research are included in Appendix 
A. 
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2. EVOLUTIONARY ALGORITHMS 
As noted earlier, evolutionary algorithms attempt to mimic proposed natural 
evolution processes in computer code to develop novel and useful solutions to a variety of 
problems. Evolutionary algorithms encompass several earlier techniques that share similar 
attributes: evolution strategies, evolutionary programming, genetic algorithms (GAs), and 
genetic programming (GP) (Parmee 2001). All of these methods share common traits, such 
as having several solutions being developed at once (population based) and using current 
solutions in the populations (parents) to develop newer solutions (children). As these 
techniques are the key components that form today's methodology, a brief overview of each 
is in order. 
Evolution strategies (Schwefel 1975; Rechenburg 1984) and evolutionary 
programming (Fogel, Owens and Walsh 1966; Fogel 1994) are similar but independently 
developed methods for evolving solutions. Both use solutions of real valued strings, which 
could be compared to chromosomes, to form new solutions by changing one or more values 
in the string (mutation), typically using a normal distribution from the initial value. The 
differences between the two are that evolutionary strategies use every member of the 
population to develop children that are compared to the parents, possibly using more than 
one parent to make the children (similar to recombination in genetics, where genetic material 
is contributed from more than one parent.) Evolutionary programming uses only the most fit 
of a group of population members to produce children for the next generation. 
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Genetic algorithms (Holland 1975; DeJong 1975) use a form of natural selection to 
determine which individuals in the population mate. Chromosomes are replaced with data 
arrays that can hold variables in an equation, instructions for controlling a virtual agent, or 
many other forms of information. These data arrays are normally made up of binary strings 
that represent real numbers or integers, although they can contain real values or program 
directions for controlling artificial agents. The solution set is then populated with different 
creatures made up of one or more chromosomes, usually constructed randomly. The major 
difference between GAs and the previous methods is the selection method used. Evolution 
strategies and evolutionary programming used only the most fit members of the population to 
product offspring, while genetic algorithms allow for any member of the population to 
reproduce, although this is weighted to favor the more fit individuals. Those population 
members selected to breed then undergo one or more operators meant to simulate natural 
mating phenomenon, such as cross-over of parent chromosomes or random mutation of a 
data array values. In the simplest form, the children generated then replace the parents in the 
entire population, and the process is repeated until a satisfactory solution to the problem is 
achieved. The children are then compared to all or part of the population using a fitness 
value that gives some indication of how well they solve the problem at hand, replacing 
inferior solutions if they are found. 
Genetic programming (Koza 1992) is significantly different from genetic algorithms, 
evolution strategies and evolutionary programming. Whereas the previous methods operated 
on numerical values, either binary or real strings, genetic programming is intended to evolve 
computer code. This is accomplished by using parse trees to store formula, with the internal 
nodes being operators, and the terminals being either constants or variables (terminals). 
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Genetic programming is very similar to genetic algorithms in that it emulates natural 
selection in how parents are selected for breeding, and shares many of the same operators 
such as crossover and mutation. These operators, however, are necessarily altered slightly 
due to the differences in representation. When crossover is performed, care must be taken to 
ensure that the generated program is executable. This means that operands can only be 
crossed with operands, and terminals can only be switched with terminals. More information 
on genetic programming can be found in (Banzhaf et al. 1998; Kinnear 1994; Koza 1992). 
2.1 EVOLUTIONARY ALGORITHM PARAMETERS 
There have been several attempts to gain an insight into how different parameters in 
an evolutionary algorithm effect the time to convergence andlor the quality of the final 
answer. Some of these parameters effect how the evolutionary algorithm is initialized, such 
as problem representation and population size. The other parameters such as local mating 
rules dictate how the algorithm simulates natural mating. This includes selection method, 
crossover rate and type, mutation rate and type, and how the children are introduced into the 
population. 
2.1.1 Population Size 
The population size is the number of creatures in the population available to breed. 
The first estimation for an optimal population size was the Schema Theory introduced by 
Holland (1975), which estimated a population size of the order of magnitude of n~ would 
ensure that there was a sufficient representation of possible combinations to solve the 
problem, where n is the length of the bit string being used. Grefenstette (1986) studied the 
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effects of varying population size, as well as many other parameters, on the five problems 
introduced by DeJong in his doctorial dissertation (DeJong 1975), finding the optimal 
population size to range from 30 to 100. The most extensive testing of population variations 
was done by Goldberg (1989, 1992 and 2002) and Harik (1997}, who developed equations 
for estimating the best population sizes based on statistical analysis for the availability of 
necessary building blocks and probability of failure in selection. Arabas, Michalewicz and 
Mulawka (1994) developed GAVaPS (genetic algorithm with varying population size), 
giving each member of the population a lifespan in generations based on their fitness, 
causing the more fit members to last longer and therefore produce more offspring as the 
algorithm progressed. Nimwegen and Crutchfield (2001) conducted research into population 
size by examining the epochal behavior of genetic algorithms. They found that finding 
population size and mutation rate combinations that prevent highly superior creatures from 
developing rapidly allow for faster convergence to a true optimal solution in all but the 
simplest cases. 
All of these previous studies only examined populations of binary strings. While 
binary strings are useful in some applications, many real-world engineering problems require 
optimization of real valued functions. One example of the use of real valued functions is the 
work of Haupt and Haupt (1998; 2000), who performed experiments varying the population 
size and mutation rate for real valued functions, finding that for the real valued problems they 
studied a smaller population size and low mutation rate performed best. It should be noted 
that while the test problems used in their study (Haupt and Haupt 2000) are engineering 
problems, they are non-deceptive problems with simple fitness landscapes that can be solved 
with little difficulty. It is true that real values can be represented using a base two numerical 
8 
system, but a maj or draw back to this approach is that a bit flip at different locations on the 
string could have drastically different impact on the value of the string, making crossover and 
mutation highly disruptive. This is commonly avoided by the use of gray coding, (an 
implementation can be seen in Mathias and whitley's work (1994)) but this creates 
unnecessary overhead in the algorithm, as real value coding could be used as easily. 
2.1.2 Selection Method 
Selection method is normally associated with genetic algorithms and genetic 
programming. Also referred to as fitness proportionate reproduction, these are the methods 
in which GAs and genetic programming emulate natural selection. Some of the most popular 
are roulette selection (random selection of parent with higher fitness having a better chance 
of selection), rank selection (like roulette, but arranging the solutions by fitness and then 
using this "rank" for selection) and tournament selection (the population is divided into 
groups, with the most fit members of the group reproducing) (Parmee 2001). Closely related 
to selection method is the algorithm's replacement method, which can be absolute (child 
replaces a population member regardless of its fitness) or elite (child replaces a population 
member only if it is more fit). 
2.1.3 C rossove r 
The crossover operator is how most evolutionary algorithms perform recombination 
to generate offspring. It is normally performed by randomly choosing one or more points on 
the selected parents' strings, then producing a child by copying the data first from one parent, 
then switching to the other whenever a crossover point is reached (called single or multiple 
point crossover). Another method is uniform crossover, where at each location, the donating 
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parent is randomly determined. The chance of crossover being done, normally referred to as 
the crossover rate, and how the crossover is accomplished have been studied by several 
researchers. One of the first attempts to determine what crossover rate should be used for an 
evolutionary algorithm was done by Grefenstette (1986). He also studied mutation rate and 
selection method in determining GA parameters. DeJong and Spears (1990) compared 
multiple point crossover to uniform crossover, where they found that for small population 
sizes, uniform crossover performed better. Goldberg (et al.) (1989; 1993; 2002) studied the 
effects of crossover on the availability of building blocks. Wu, Lindsay and Riolo (1997) 
examined crossover and mutation as it occurred during a GA run, the results of which 
showed that diversity preservation was of great importance. 
2.1.4 Mutation 
Mutation is a means for adding diversity to an evolving population, especially after 
evolution has progressed a significant amount. Mutation is normally conducted by randomly 
changing one or more values in a newly produced child before its fitness is evaluated. Much 
of the work done investigating evolutionary algorithms previously mentioned also explored 
the effect of varying mutation rate and the mutation itself (Goldberg 1989; Wu, Lindsay and 
.Riolo 1997; Grefenstette 1986; Nimwegen and Crutchfield 2001). One area of interest that 
has recently been studied is varying the mutation rate as the algorithm proceeds in an attempt 
to fine-tune the use of the operator (Smith and Fogarty 1996). All research in genetic 
evolution can be considered studies in mutation, as this is the only operator used (Fogel., 
Owens and Walsh 1966). 
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2.2 GRAPH BASED EVOLUTIONARY ALGORITHMS 
There have been many theories as to why diversity is necessary and hasn't vanished 
in nature (Kimura and Crow 1963; Wright 1986). Many of these theories suggest that 
geographical obstacles imposing mating restrictions preserve diversity. These theories 
suggest that mating restrictions are imposed in nature by geographical obstacles. A case in 
point would be the variety of creatures that can be found in Australia, such as the platypus 
and kangaroo, which are different than creatures elsewhere in the world. When obstacles are 
applied to EAs, it helps to preserve the diversity and slow the time to convergence, which in 
turn helps keep the algorithm from getting stuck in local optima for deceptive problems 
(Ackley and Littman 1992; Miihlenbein 1991). 
One approach to preserve diversity in evolutionary algorithms is the GENITOR II 
algorithm, also referred to as island GAs (Whitley and Starkweather 1990). In this approach, 
several populations are evolved separately for a given number of generations. Selected 
members are then copied from one of these "islands" onto another in a certain pattern in a 
process called migration, adding new and hopefully useful information into the receiving 
population. The number of members moved in a migration is termed the migration size, and 
the number of generations between migrations is the migration interval. This method not 
only prevents early convergence for deceptive problems (problems where good sub-optimal 
answers are easy to find, while the true optimum is not), it is also easily implemented on 
parallel computers, greatly lowering the amount of time required for results. This is similar 
to the natural separation caused by landmasses separated by bodies of water. 
Another approach to diversity preservation is by using graphs to impose an artificial 
geography on the population. Appendix A gives an overview of the graph theory used to 
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design this geography. In these graph based evolutionary algorithms (GBEAs), the 
population members are separated by limiting the number of other members they are allowed 
to interact with. GBEAs control information flow, unlike the GENITOR II algorithm, which 
prohibits information flow except during migration. This is done by assigning each member 
of the population to a vertex V(G) of the graph G, and if that vertex shares an edge E(G) with 
another vertex, it is possible for it to mate with the individual assigned to the second vertex. 
A steady state evolutionary algorithm is then used, where the evolution occurs one mating 
event at a time (Reynolds 1992; Syswerda 1991; Whitley 1989). By varying the graph 
diameter and degree, the rate at which information spreads can be controlled, allowing a 
means for controlling diversity loss. 
Initial research has been done using various types of graphs with a population size of 
512 vertices (Bryden, Ashlock and Corns 2003). Of the graphs used, the complete graph had 
the smallest diameter, followed by the hypercube graph (Appendix A). The toroidal graphs 
and the Petersen graphs had the next larger diameters, with the cycle graph having the largest 
diameter (Appendix A). Figure 1 shows examples of the cycle graph (a), the Petersen graph 
for k=3 (b), the toroid graph for m=4 (c) and the hypercube graph (d) for a population size of 
32. This study showed that problems with a simple fitness landscape are best solved by 
graphs with the smallest diameters, with the complete graph performing best. For problems 
with a deceptive landscape, it was found that graphs with the largest diameters solved the 
problem fastest, with the cycle graph performing best. This gave results indicating that the 
number of mating events to solution grouped together into different families (similar types of 
graphs). While these results were promising, more investigation is necessary to test the 








GBEAs have been used in practical engineering problems. Bryden, Ashlock, 
McCorkle and Urban used a GBEA to improve the performance of a third world cookstove 
(2002, 2003). The goal of this study was to determine the optimal placement of baffles in a 
plancha stove. A maximum of three baffles were specified by the problem, so the population 
was composed of creatures of three chromosomes, each of length 5, containing integers that 
described the placement of the baffles in a three dimensional grid (starting X position, ending 
X position, starting Y position, ending Y position, and depth in the Z direction). An initial 
random population of size 32 was used to populate the search space. To evaluate the fitness, 
this string was read into a commercial CFD package where initial conditions are set. The 
fitness was a measure of how uniform the temperature of the surface of the stove was. The 
results of this research indicated that the optimization problem, when represented properly, 
was a fairly simple unimodal problem and was solved best by the complete graph. This 
agrees with the initial research into GBEAs (Bryden, Ashlock and Corns 2003). 
While it has been shown that the use of graphs in evolutionary algorithms can help 
preserve diversity and allow for faster solution times for deceptive problems, it would be 
beneficial to have a deeper understanding of the dynamics of these GBEAs. Not only would 
knowing the optimal parameter settings allow for a more rapid solution of problems, it would 
be possible to select parameters that would promote the development of a more diverse 
population of solutions that are all satisfactory. This would allow for a more robust design 
tool, readily capable of providing another solution to the given problem if an unforeseen 
constraint were imposed on the problem. The reverse could be applied to problems that are 
difficult to classify, giving some insight into the nature of the problem by determining which 
graph achieves a solution fastest. 
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3. COMPUTATIONAL EXPERIMENTS 
The goal of this computational experiment was to investigate the rate of information 
spread in GBEAs as a function of graph and population size. With the exception of island 
GAs, the evolutionary algorithms widely used today generally depend on two factors to 
prevent this loss of information: mutation and population size. Mutation has a chance to re-
introduce lost diversity as the algorithm progresses, but is generally kept at a low rate to 
prevent disruption of the algorithm (Spears 1993). Population size, however, starts the 
algorithm with an amount of diversity depending on the population size and limited by the 
problem representation (e.g. a length 4bit-string can only have 16 different population 
members). Island GAs add a third method by adding migration. GBEAs provide another 
method for preserving diversity by controlling the rate of information spread in evolutionary 
algorithms. 
The rate of information spread is a key variable. As the rate of information spread.
increases, diversity within the population is lost. For problems with a more difficult fitness 
landscape, this could result in the loss of good solutions, as this loss of diversity represents a 
loss of information and a loss of opportunity. Understanding the relationship between 
diversity and information spread rate is one of the goals of this research. 
3.1 Test Suite 
To conduct this experimentation, asuite of test problems is needed. One of the most 
popular test suites used to determine the effectiveness of an evolutionary algorithm were the 
original five problems proposed in DeJong's doctorial dissertation (DeJong 1.975), which 
were a unimodal function, Rosenbrock' s S addle, a step function, a quadratic function with 
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noise, and the "Shekel's Foxholes" problem. While these problems are solvable using 
evolutionary algorithms, they do not comprise a complete test suite and it has been 
questioned whether or not they were ever intended to be a test suite, or only provided proof 
that evolutionary algorithms were valid methods (Belew 1992). There have been several 
other test sets used in recent years (Ackley 1987; Schaffer, Caruana, Eshelman and Das 
1989; Mulenbein et al. 1991; Forrest and Mitchell 1993). These have been reviewed by 
Whitley et al. (1996), who found that many of these functions, such as the Rastrigin, 
Schwefel and Griewangk functions (Mulenbein et al. 1991), are ill suited for use as test 
problems. NASA/MDO (MDO Test Suite 2002) offers a test suite of engineering problems, 
but these are complicated problems that do not lend themselves well to extensive study. 
Whitley et al. proposes several characteristics of good test problems, such as being 
nonseparable, non-symmetrical, scalable, and nonlinear. 
Based on the characteristics of good test suite problems proposed by Whitley et al. 
(1996), five test problemswere chosen for this study. These are one-max, the Keane bump 
test, plus-one-recall-store, north wall builder and self avoiding walk. Each of these is 
discussed below. 
3.1.1 One-Max 
The one-max problem is a string evolver model. Chromosomes composed of 20 bits 
are generated randomly and used to populate the graph. One vertex is chosen at random, and 
roulette selection is then used to choose an eligible neighbor. Crossover is then applied to 
the two strings, and there is a 10% chance for mutation (one of the bits is flipped). Elite 
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replacement was used, where the child only replaced the randomly selected parent if the child 
was more fit. 
3.1.2 Variable Dimension Surface (Keane Bump Test) 
For the second test problem, a variable dimension surface problem (Egns. 1-4) as 
developed by Keane (1994) and used by Hacker, Eddy and Kemper (1992) for a benchmark 
test of their hybrid genetic algorithm hill climbers was used. It is designed to allow the user 
to adjust the degree of multi-modality, making the problem increasingly difficult and 
deceptive. Figure 2 shows a graph of the function with two variables. This research used 2 
and 10 design variables, matching the original experiment, and added experimental runs of 6 
to further investigate the equation. In this use of this test problem, the Keane Bump Test can 
be classified as a real valued string evolver using one point crossover and a 10°Io mutation 
rate. The mutation adds or subtracts a value ranging from 0.0 to 0.2 to the value stored in the 
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The plus-one-recall-store (PORS) problem was originally developed to be included in 
a test suite for research conducted by Ashlock and Lathrop (1998). It is a maximization 
problem, which applies a basic form of genetic programming. The problem involves the 
efficient use of nodes so that when it is executed, the largest integer value result possible is 
generated when given a fixed maximum number of parse tree nodes. There are two 
operations (integer addition and store) and two terminals (one and recall from a memory 
position) in the language. The difficulty of the PORS efficient node use varies depending on 
the congruence class (mod 3) of the maximum number of nodes. 
For this study, experiments were run for a number of nodes equal to n=15 and n=16, 
the hardest and easiest of the three classes respectively. Fitness for a parse tree was 
evaluated as the number produced when it was executed (computed in Ashlock and Lathrop 
(1998)). The initial population for this experiment was of randomly generated trees with a 
number of nodes equal to the maximum. The trees then underwent crossover by randomly 
picking two nodes of the same type (either operation or terminal) and switching them with 
their corresponding sub-trees. If this resulted in a parse tree with more nodes than the 
maximum, a chopping operation was performed on the tree, which replaced the root node 
with one of its sub-trees until the number of nodes is equal to or less than the maximum. 
There was then a 10% chance that a mutation would occur, in which a new random sub-tree 
of the same size replaced a randomly chosen sub-tree. For all of the PORS experiments, 
local elite roulette mating was used. 
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3.1.4 North Wall Builder 
The north wall builder problem uses computer-generated agents that are controlled by 
a genetic programming (Banzhaf et al. 1998, Kinnear 1994, Koza 1992) structure called an 
ISAc (If Skip-Action) list. An ISAc list is an array of four values [a, b, act, jump] . The first 
two values are indices to a data vector of the form [x 1, x2, ... ,x8, 0, 1, 2], which relate to the 
eight grid locations surrounding the agent and the values they can contain for comparison 
purposes. Each of these can have a value of zero (location is empty), one (location is 
occupied by a block) or two (location is not on the grid). The third is an action that may be 
taken, with the choices being no action, jump, move forward, turn right or turn left. The do 
nothing command is inserted as a check, and should be rapidly weeded out of the population. 
The fourth is a location to jump to if the action is a jump command. This results in an 
evolvable programming language that is customizable to the problem being solved. 
These agents are placed on a 7 x 7 grid, along the southern border and facing towards 
the spot marked `X' on figure 3. Blocks are introduced into the grid at this marked location, 
// 
Fig. 3. North wall builder sample board. 
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with a new block appearing whenever that space is empty. The agents move on the grid as 
specified by the controlling ISAc list, pushing any blocks that are in front of them. This trial 
is ended after either 283 actions have taken place, or the bot "falls" off of the grid by moving 
outside of the grid's constraints. The fitness of the individual agent is evaluated by counting 
the number of grid blocks from the top ("north wall") of the grid before a block is 
encountered, and subtracting that from the total number of grid spaces (49). The 
configuration shown in Fig. 3 shows a fitness of 42. 
The fitness is then used for determining the second parent in the crossover of the 
ISAc structures, and for determining the finishing criteria. The crossover operator was used 
much like that in the one-max problem, with a section of the array being swapped between 
the two parents. The local mating rule for this problem was local elite, roulette selection. 
This problem is of intermediate difficulty, with no mandatory building blocks as are found in 
the PORS 15 problem, but a high degree of solution interconnectivity as the early moves 
impact the effect of moves further along the ISAc list. 
3.1.5 Self Avoiding Walk 
The self avoiding walk (SAW) is a multi-modal problem with a linear string 
chromosome guiding an ~ agent to efficiently cover a rectangular grid. The grids are denoted 
as number of columns by number of rows. The cases of the SAW problem treated in this 
study include 3x3, 3x4, 4x4, 4x5, 5x5, 5x6, and 6x6. For a given grid size NxM the 
chromosome will store NxM-1 moves, as the starting square is given to the agent for free. 
Each array value ranges from zero to three, representing agent movements of down, right, up 
or left respectively. Starting in the lower left corner of the grid, the array dictates the path 
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followed across the grid. The number of grid blocks the path travels through determines 
fitness, with the maximum (and stopping criteria) reached when all blocks are visited. 
Attempts to move off of the grid are ignored, but are implicitly penalized because a move is 
wasted. The agent is permitted to cross his own path, but this also wastes moves. The 
problem is called the self avoiding walk problem because the optimal solutions are self 
avoiding. Crossover and mutation were performed in every mating event, with the crossover 
being two-point and the mutation operator being stochastic replacement of one array value 
with a new, randomly generated value. 
3.1.6 Summary of Test Suite 
The one-max problem was included as a base line for comparison. There is a large 
amount of research already conducted on bit string evolvers, and inclusion of the one-max 
problem allows for a comparison to previous research. Much like the one-max problem, the 
Keane bump test was included because it is areal-valued optimization problem, although it is 
nonseparable and nonlinear, and should give additional insight into the effects of population 
size. The Plus-One-Recall-Store (PORS) problem is a genetic programming optimization 
problem that was shown to have results favoring the extremes in initial study (Bryden, 
Ashlock and Corns 2003), and so was used to determine if this was population-size 
dependent. The north wall builder problem is a moderate difficulty agent based problem. 
Finally, the self avoiding walk program was included because of its ease of scalability. All 
of these final three problems fit recommended principles (Whitley, Mathias, Rana, Dzubera 
1996) for good test suite problems. 
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3.2 Rate of Information Spread Computational Experiment 
In previous research into the utility of GBEAs, it was noted that the rate of 
information spread is controlled by the graph structures (Bryden, Ashlock and Corns 2003). 
To better understand how this imposed geography effects this rate of information spread, a 
method was needed to evaluate it. It would be necessary to remove as much as possible the 
randomness that is normally associated with evolutionary algorithm operators such as 
crossover and mutation. To achieve this, two fitness values were used. Any mating between 
individuals of different fitness resulted in both individuals being assigned the higher of the 
two values. Syswerda's comparison of steady state and generational genetic algorithms 
(Syswerda 1991) was similar, in that he assigned fitness values with no actual fitness call. 
Goldberg, Deb and Thierens (1993) performed a similar isolation of factors, but they isolated 
recombination for the first part of their study, and then isolated the selection models. This 
study differs in that it is purely a measure of information spread based on graph structure and 
a fixed selection model (roulette selection). 
In each of these mixing experiments, 1000 runs for each population size and graph 
type were conducted. For each run, the graph is populated with a creature at each vertex, 
assigned a fitness of one. The run is started by injecting an individual with a higher fitness 
and performing a mating event. A mating event consists of selecting a population member 
(randomly after the introduction of the high fitness individual), and then selecting a mate 
using roulette selection of the available neighbors. If one individual has a lower fitness, a 
copy of the higher fitness individual then replaces it. After initialization, mating continues 
until the entire population has this higher fitness, recording the number of mating events after 
initialization required for the better solution to fill the entire population. Letting a be the 
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fitness ratio between the superior individual and the initial population, runs were performed 
for a values of 1.5, 1.75, 2, and 3 to determine what effects the degree of superiority an 
individual had effected the spread. In this way, the rate at which the superior solution 
spreads across the graph can be tracked. The data is reported as the number of mating events 
required as a function of percentage spread, and then as the number of mating events required 
divided by the population size as a function of percentage spread, to normalize the results. 
3.3 Population Size Computational Experiment 
The previously described test problems were used to explore the effects of varying 
the population size used in GBEAs. To facilitate the generation of graphs, population sizes 
were selected by powers of two. The sizes used were 32, 64, 128, 256, 512, 1024, 2048 and 
4096. 
To ensure statistical relevancy, 5000 runs were performed for each combination of 
the test problems, graph type and population size. After the experiments were completed, the 
mean and standard deviation were computed, and a 95% confidence interval was found. 
These results were plotted as a function of population size to give an indication of the 
combined effect of population size and graph type on time to solution. 
Appendix A describes the graphs used in the study. It should be noted that for the 
graphs with fewer than 256 vertices, the toroidal graphs had to be changed, and some deleted, 
since there is an insufficient number of vertices to construct that type of graph. The toroid 
graph with m=16 was dropped for these smaller sizes, and the m=8 toroid graph was dropped 
for population size 32. This is also true for the Petersen graph with a step size of seventeen 
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and population size 32, which would be a repeat of step size one. Table 1 lists the graphs 
used in the study, along with regularity, diameter (when a formula exists), and randomness. 
Table 1. Graphs used with their diameter and regularity. 




Hn Log~(n) Log~(n) No 
Kn n-1 1 No 
Pn, l 3 n/4+ 1 No 
Pn, l ~ 3 Varies No 
Pn,~ 3 Varies No 
Pn,~ 3 Varies No 
R(n,3, l) 3 Varies Yes 
R(n,3,2) 3 Varies Yes 
R(n,3,3) 3 Varies Yes 
R(n,4, l) 4 Varies Yes 
R(n,4,2) 4 Varies Yes 
R(n,4,3) 4 Varies Yes 
R(n,9, l) Log2(n) Varies Yes 
R(n,9,2) Log~(n) Varies Yes 
R(n,9,3) Log~(n) Varies Yes 
R(r, l) No Varies Yes 
R(r,2) No Varies Yes 
R(r,3) No Varies Yes 
Tlb,m 4 Varies No 
T4,m 4 Varies No 
Tg,m 4 Varies No 
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4. Experimental Results 
As shown in Figs. 4 and 5, it was found that for nearly all cases graphs belonging to 
the same graph family had performed similarly. Figure 4 shows the grouping of graph 
families seen in the PORS 15 problem with a population size of 256. Figure 5 shows how 
graph families grouped together for the PORS 16 problem with a population size of 128. 
Based on this, results are shown for graph family rather than for each individual graph. To 
make the graphs more legible, log vs. log scale has been used to better show some of the 
large ranges of values and error bars have been omitted. If there is no positive statistical 
difference between families of graphs (error bars overlap) it will be noted in the description. 
4.1 RATE OF INFORMATION SPREAD COMPUTATIONAL EXPERIMENT 
RESULTS 
As described in Chapter 3, this experiment was designed to investigate the rate of 
spread of information in a GBEA, as well as the effect the difference in fitness has on this 
rate of spread for an evolving system in which roulette selection is used. Figure 6 shows the 
information spread (percentage of vertices with higher fitness value) as a function of mating 
event for the cycle; Petersen n,l; Petersen n,3; and toroid graphs with a population size of 
512. Because of the scaling of Fig. 6, the performance of the additional graphs is shown, but 
not identified. These additional graphs are shown in Fig. 7. As shown in Figs. 6 and 7, the 
general relationship between the number of mating events and the extent of the information 
spread is initially slow. This occurs because the number of high fitness members in the 
population is small and the randomly selected individual and its neighbors will not include a 
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Random Toroid, Toroid and 
Petersen ~exce pt k=17} 
f  Hypercube 
Complete 
O.fl 500.Ok 1.OM 1.5M 2.OM 2.5M 
Mean Number of Mating Events to completion 
3.OM 
Fig. 4. The number of mating events to solution as a function of graph for the 
PORS 15 problem, 256 vertices. 
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~ ~ ~ 
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Mean 11~lating Events to Solution 
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Fig. 5. The number of matXng events to solution as a function of graph for the 
PODS 16 problem, 512 vertices. 
28 
high fitness member each time. As the number of high fitness members grows, the extent of 
the information spread grows nearly linearly, until the population is composed of primarily 
high fitness members. At this point, the rate of information spread slows, because of the 
difficulty of finding and selecting low fitness members to replace. 
In the case of the cycle graph, the rate of information spread is constant for the entire 
experiment until only one low fitness individual is left, as there are always two edges where 
change can occur. There is a slight slowing at the end of the run, when the final low fitness 
member must be found. For all other graphs, the rate of information spread slow to begin 
with, increases to a nearly linear rate, and then slows again as the last low fitness members 
are found. As the rate of information spread within the graph increases, the S-shape of the 
mating event curves becomes more pronounced. 
Figures 8 and 9 show the rate of information spread for a population of 4096. As 
shown, the general shape of the curves and ranking of the graphs remains the same for all 
population sizes. In addition, in all population sizes the ranking of the graphs by slowest to 
fastest rate of information spread is cycle, Petersen (k=1), toroid (m=4), Petersen (k=3), 
toroid (m=8), Petersen (k=7), toroid (m=16), Petersen (k=17), random toroids, hypercube, 
and complete (Fig. 7). While for smaller populations there are step increases in the 
percentage spread, this is due to the change in fitness of a single individual causing a 
noticeable increase in the percentage spread; the underlying relationship is still linear. The 
toroid and Petersen graphs were interspersed between the other graph families, with higher 
diameter graphs (Tables 2-4) having a slower spread rate, and lower diameter graphs having 
faster spread rates (Fig. 9). The rate of spread was proportional to a, with the effect 
appearing to diminish as a increased (Figs. 10 and 11). This effect, however, is significantly 
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Fig. 7. Information spread as a function of mating events and graph, 512 vertices, a= 2. 
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Fig. 9. Information spread as a function of mating events and graph, 4096 vertices, a=2. 
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Fig. lo. Information spread as a function of mating events and a for the hypercube graph, 512 vertices. 
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Fig. 11. Information spread as a function of mating events and a for the torpid 4 graph, 512 vertices. 
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Table 2. Graph Diameters and x for population size 32 to 256, a = 2. 
32 64 128 256 
Diameter x Diameter K Diameter K Diameter K 





32 31.22 64 63.03 128 127.08 
H-n 5 6 5.58 7 6.36 8 7.09 
Pn_1 9 17 14.24 33 27.39 65 53.81 
P n_3 6 8 8.96 14 13.41 24 22.41 
Pn_7 5 6 8.28 10 10.57 14 13.96 
Pn_17 N/A N/A 9 9.02 10 10.53 10 12.37 
T4_(n/4) 6 5.13 8 10.55 18 19.81 34 38.28 
T8_(n/8) N/A N/A 10 6.86 12 10.81 20 18.88 
T16_(n/16) N/A N/A N/A N/A N/A N/A 16 12.32 
RAN D3_1 6 5.99 7 8.12 8 10.15 9 11.74 
RAND3_2 6 5.89 7 8.46 8 10.16 9 11.88 
RAND3_3 6 5.78 7 8.38 8 9.91 10 11.81 
RAND4_1 4 4.58 5 6.23 6 7.48 6 8.64 
RAN D4_2 4 4.73 5 6.22 6 7.40 7 8.58 
RAN D4_3 4 5.03 5 6.27 6 7.47 6 8.68 
RAN D9_1 3 4.32 4 5.19 4 5.91 4 6.61 
RAN D9_2 3 4.24 4 5.21 4 5.93 4 6.60 
RAN D9_3 3 4.18 4 5.28 4 5.91 4 6.61 
RTor_1 4 5.24 8 7.08 10 8.86 13 16.23 
RTo r_2 4 6.02 6 6.82 9 9.39 26 16.73 
RTor_3 6 5.36 5 6.59 8 9.54 17 15.91 
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Table 3. Graph Diameters and x for population size 512 to 4096, a = 2. 
512 1,024 2,048 4,096 
Diameter K Diameter K Diameter K Diameter K 
Cyclic 256 255.60 512 512.22 1,024 1,022.36 2,048 2,047.17 
H-n 9 7.83 10 8.56 11 9.23 12 9.72 
Pn_1 129 106.74 257 211.80 513 423.21 1,025 986.54 
P n_3 46 40.37 88 76.34 174 147.90 344 340.85 
Pn_7 22 21.04 42 35.28 78 63.89 150 137.21 
Pn_17 18 15.97 25 21.11 34 32.07 67 59.50 
T4_(n/4) 66 75.33 130 149.48 258 297.62 514 461.22 
T8_(n/8) 36 34.88 68 66.96 132 131.01 260 208.36 
T16_(n/16) 24 19.65 40 34.60 72 64.70 136 102.38 
RAN D3_1 11 13.49 12 15.20 12 17.15 15 16.70 
RAN D3_2 10 13.44 12 15.18 13 17.05 14 16.60 
RAN D3_3 10 13.45 11 15.15 13 17.15 15 16.63 
RAN D4_1 8 9.80 8 10.89 9 12.04 10 12.53 
RAN D4_2 7 9.75 8 10.91 9 12.06 9 12.48 
RAND4_3 7 9.78 8 10.89 9 12.09 10 12.45 
RAN D9_1 4 7.30 5 8.00 5 8.68 5 9.27 
RAN D9_2 4 7.32 4 8.00 5 8.66 5 9.31 
RAN D9_3 4 7.31 4 7.99 5 8.70 5 9.34 
RTor_1 19 17.15 23 20.70 38 35.04 30 26.75 
RTor_2 20 17.08 29 23.44 47 29.70 50 26.40 
RTor_3 16 15.99 25 21.95 29 30.30 40 26.65 
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Table 4. Graph Diameters and x for population size 32 to 256, a = 3. 
32 64 128 256 
Diameter K Diameter K Diameter K Diameter K 
Cyclic 16 14.58 32 31.15 64 63.05 128 126.73 
H-n 5 3.18 6 5.21 7 5.94 8 6.77 
Pn 1 9 7.17 17 15.17 33 29.94 65 58.91 
P n 3 6 4.71 8 7.90 14 12.96 24 22.87 
Pn 7 5 4.69 6 6.69 10 8.92 14 12.76 
Pn 17 N/A N/A 9 8.40 10 9.19 10 10.87 
T4_(n/4) 6 4.17 8 8.35 18 15.00 34 28.47 
T8_(n/8) N/A N/A 10 6.41 12 9.21 20 15.04 
T 16_(n/16) N/A N/A N/A N/A 16 11.28 
RAND3 1 6 5.32 7 7.28 8 8.91 9 10.22 
RAN D3 2 6 5.31 7 7.40 8 8.92 9 10.45 
RAN D3 3 6 5.25 7 7.52 8 8.73 10 10.44 
RAND4 1 4 3.65 5 5.92 6 6.96 6 8.10 
RAND4 2 4 3.94 5 5.79 6 6.94 7 8.00 
RAND4 3 4 4.07 5 5.85 6 7.06 6 8.11 
RAN D9 1 3 3.26 4 5.09 4 5.81 4 6.56 
RAN D9_2 3 3.17 4 5.07 4 5.83 4 6.55 
RAND9_3 3 3.15 4 5.13 4 5.79 4 6.50 
RTo r 1 4 4.35 8 6.73 10 8.42 13 14.78 
RTor_2 4 4.94 6 6.50 9 8.91 26 15.28 
RTor 3 6 4.52 5 6.29 8 8.58 17 14.31 
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Table 5. Graph Diameters and K for population size 512 to 4096, a = 3. 
512 1, 024 2, 048 4, 096 
Diameter K Diameter K Diameter K Diameter K 
Cyclic 256 255.28 512 512.23 1,024 1025.16 2,048 2047.59 
H-n 9 7.51 10 8.22 11 9.01 12 9.69 
Pn_1 129 117.90 257 235.46 513 470.61 1,025 938.17 
P n_3 46 42.98 88 82.80 174 162.92 344 322.81 
Pn_7 22 20.54 42 36.07 78 .67.43 150 129.82 
Pn_17 18 14.63 25 20.08 34 32.13 67 56.50 
T4_(n/4) 66 54.81 130 107.99 258 214.44 514 427.35 
T8_{n/8) 36 26.94 68 50.57 132 97.96 260 192.61 
T 16_(n/16) 24 16.35 40 27.42 72 49.76 136 94.57 
RAN D3_1 11 11.77 12 13.27 12 14.68 15 16.43 
RAND3_2 10 11.79 12 13.22 13 14.74 14 16.37 
RAND3_3 10 11.76 11 13.16 13 14.69 15 16.39 
RAN D4_1 8 9.10 8 10.14 9 11.23 10 12.34 
RAND4_2 7 9.13 8 10.19 9 11.22 9 12.30 
RAN D4_3 7 9.06 8 10.17 9 .11.28 10 12.33 
RAN D9_1 4 7.27 5 7.91 5 8.65 5 9.33 
RAN D9_2 4 7.23 4 7.94 5 8.65 5 9.32 
RAND9_3 4 7.28 4 7.95 5 8.67 5 9.37 
RTor_1 19 15.58 23 18.81 38 26.79 30 24.26 
RTor_2 20 15.61 29 21.00 47 26.82 50 23.99 
RTor_3 16 14.77 25 20.06 29 29.77 40 24.22 
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smaller than that of changing graph family. When the number of mating events is divided by 
the population size (Eqn. 5), it can be seen that, for the hypercube graphs, the difference 
increases in fixed amounts as the population size is doubled (Fig. 12). For the other types of 
graphs, this increase appears to be a doubling of the difference per increment (Figs. 13 and 
14.) When K at 100% information spread is compared to the graph diameters as shown in 
Tables 2 through 5, they are found to be roughly equal for all graphs but the complete (Figs. 
15 and 16). 
K= 
Number of Mating Events 
Population Size 
(5) 
4.2 Population Size Computational Experiment Results 
The results for the population size study were examined, and the mean number of 
mating events to solution were calculated. A standard deviation was also calculated, and a 
95°~o confidence interval found. This information was then plotted on a log vs. log scale and 
used to determine which graph performed best for the following population size/test problem 
combinations. 
4.2.1 One-Max 
The one-max problem is a simple uni-modal problem, which has been shown to 
require very little diversity to be solved. The results showed that graphs with a higher level 
of connectivity and the smallest population size performed best, with the complete graph 
converging to a solution fastest, followed by hypercube family, Petersen, random toroid, 
toroid and the cyclic performing worst (Fig. 17). These ranking was also true for a 
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Fig. 12. Information spread as a function of kappa for the hypercube, a=2. 
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Fig. 13. Information spread as a function of Kappa for the Petersen 3 graph, a=2. 
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Fig. 17. The average number of mating events to solution as a function of population size and graph for 
the one-max problem. 
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population size of 64, but when the population size was increased to 128, the hypercube 
performed best with the complete ranking second and all of the other graphs remaining in the 
same order. The only other change was the toroidal family of graphs started to outperform 
the complete graph when population size increased to over one thousand members. It was 
noted that varying the population size for this problem had an almost exponential increase in 
the mean number of mating events to solution as the population size increased, but the graph 
shows that population size had a much more significant effect than graph type. Applying 
Goldberg's formula for optimal population size (Goldberg 1989), it was found that the 
optimal population for this problem without graphs would be around 4, which matches the 
trend shown on the graph. 
4.2.2 Variable Dimension Surface (Keane Bump Test) 
The results for the Keane bump test did show some interesting trends as the 
dimensionality and difficulty of the problem increases. Results were erratic for population 
size of 32, making it impossible for any statistical distinction between the graphs. This is 
thought to be due to the low dimensionality of the problem combined with a similarity of 
graph diameters at this population size. Because of this, the results for this population size 
are not shown. 
For 2 variables with a population size 64 (Fig. 18), there was difficulty 
distinguishing a difference in performance between any graph other than the cycle, which 
performed poorer than all others. This is most likely the same effect seen for a population 
size of 32. When the population size was increased to 128 and higher, the graph families 
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hypercube family and the toroid, random toroid and Petersen from each other. The rank for 
128 vertices and higher was the complete and hypercube family of graphs performing best, 
followed by the other graph families with the exception of cycle, which again performed 
worst. While it is difficult to make any definite conclusions on the trend of the graph, it 
seems to show that smaller population sizes with good information transfer work best. 
For 6 variables, the graph families again showed only moderate separation 
statistically. There was again no statistical proof of performance difference between any 
graph with the exception of the cycle for population size 64, where the cycle performed best. 
As the population was increased to 128 and higher the complete and hypercube graphs 
performed similarly, and the toroid and Petersen families performed similarly (Fig. 19). All 
graphs showed improved performance at population sizes of 128 and 256, with the cycle 
graph performing best, followed by the Petersen and toroid graphs, the random toroids, and 
then the hypercube and complete graphs. When the population size was increased to 512, the 
cyclic graph's performance was indistinguishable from the toroid and Petersen families, with 
these graphs performing best, followed by the random toroid, the complete and hypercube 
graphs, which were also similar in performance at this population size. When the population 
size was increased to 1024, all graphs but the cyclic showed improved performance, with the 
complete and hypercube family performing best, followed by the random toroid, then the 
toroid and Petersen families, and the cyclic performing worst. This trend continued as the 
population size increased, but with all graph family performances decreasing as population 
size was increased beyond 1024. 
It is interesting to note that with this higher dimensionality, the impact graph choice 






















Keane Bump Test, n=6 
--f— Cycl i c 
- - -~ - - Petersen 
~► Toroid 
-- ~ - RTor 
~ - Hypercube 
- ---{~- ---- Complete 
, , , , i
50 100 1040 
Population Size 
5400 
Fig. 19. The average number of mating events to solution as a function of population size and graph for 
the Keane bump test, n=6. 
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slow rate of information transfer is preferred, indicating that there is a need for a certain level 
of diversity. As the population size is increase, the corresponding increase in diversity makes 
the need to preserve diversity less important, so graphs with intermediate amounts of 
information transfer are preferred. At 1024 vertices, there is enough diversity in the initial 
population to allow graphs with the fastest information transfer rate to solve the problem in 
an optimal number of mating events. This is the "critical point" for the complete graph. The 
critical point is where the best performance for a graph is found as a function of population 
size, seen as the minimum point on the graph's line. 
For the 10 variable problem, the same general trends seen in the 6 variable problem 
were noted (Fig. 20), but the graph choice now has even more impact on time to solution as 
population size changes. Again there was difficulty separating the graphs at population size 
64, although the cycle graph performed best, followed by the toroid, Petersen and random 
toroid graphs performing roughly equally, with the complete and hypercube graphs 
performing worst. This trend continued for population sizes 128 and 256, with the graphs 
ranking in the same order but increasing in performance. When a population size of 512 was 
used, the cycle graph flipped from best performer to worst, with the toroid, Petersen and 
random toroid graphs grouped together as the best performers, followed by the complete and 
hypercube graphs. When the population size was increased to 1024, the complete and 
hypercube graphs performed best, followed by the toroid, Petersen and random toroid graphs 
and the cycle performed worst. This was the trend as the population size increased to 2048 
and 4096, although the random toroid graph did start to show some signs of outperforming 
the toroid and Petersen graphs at the highest population size. 























Keane Bump Test, n=10 
---~-- Cyclic 
- - -~ - - Petersen 
Toroid 
-- * -- F~Tor 
♦ -- Hypercube 






Fig. 20. The average number of mating events to solution as a function of population size and graph for 
the Keane bump test, n=1o. 
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graphs with intermediate information transfer rate (Petersen, toroid and random toroid), and 
one for graphs with high levels of information transfer (hypercube graphs and complete 
graph). This indicates again that with a smaller population size and a corresponding smaller 
diversity, the need for diversity preservation is higher. 
4.2.3 Plus-One-Recall-Store 
The PORS 16 problem showed a sharp improvement for all graphs as the population 
size was increased from 32 vertices to 64, with best performance coming from the complete 
graph with 128 vertices (Fig. 21). For a population size of 32, the cycle graph performed 
best, followed by the Petersen graphs, toroid graphs. The hypercube family and random 
toroid graphs performed similarly, ranking after the toroid graphs, and the complete graph 
had the poorest performance. When the population size was increased to 64, the cycle graph 
still outperformed the other graphs, with the Petersen and toroid families performing 
similary, followed by the hypercube graphs, the random toroids, and finally the complete 
graph. At the optimal population size of 128 the complete graph outperformed the other 
graphs, followed by the hypercube family and random toroids, which performed similarly. 
The Petersen and toroid graphs also performed similarly, and ranked next, followed by the 
cycle graph. This proved to be the trend for the remainder of the population sizes. For a 
population of 256, the complete graph performed best, while all the remaining graph families 
performed similarly with the exception of cycle, which performed worst. This also proved 
true for a population sizes of 512, 1024, 2048 and 4096, although the impact of correct graph 
choice decreased with the increase in population size similar to the results seen in the one-
max problem. It should be noted that the cyclic graph (the graph with the slowest rate of 
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Fig. 21. The average number of mating events to solution as a function of population size and graph for 
the PORS 16 problem. 
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information transfer) was the first graph to reach its maximum performance at a population 
size of 64. This was then followed by the optimum performer for the problem, the complete 
graph with 128 vertices and the graph with the fastest rate of information transfer. 
For the PORS 15 problem, results are only given for population size of 64 and higher. 
This is due to extremely poor performance of all graphs for population size 32. Most runs 
ran to the upper limit of 10,000,000 mating events imposed during the experiments. The 
PORS 15 problem also showed a significant improvement as the population size was 
increased to certain values, but showed a wider separation of graph performance (Fig. 22). 
For a population size of 64, the cycle graph performed much better than the others, followed 
by the Petersen graphs, the toroid graphs, random toroid graphs, the hypercube family, and 
finally the complete graph. This ranking continued for population sizes 128 and 256, but 
with an increasing separation between the graphs and graph families, including the only 
instances observed when an individual graph (Petersen k=17) performed significantly better 
than the rest of its family. The Petersen k=17 graph ranked second to the cycle graph, and 
was followed by the rest of the Petersen family, For a population size of 51.2, the cycle graph 
continued to show the best performance, with the Petersen and toroid graphs following with 
similar performance. The random toroid graphs were next, followed by the hypercube family 
and finally the complete graph. At a population size of 1024, all graphs performed equally 
well, with the exception of the complete graph, which had the poorest performance. This 
ranking continued for population sizes 2048 and 4096, with the complete graph performing 
closer, but still inferior to, all other graphs. 
The PORS 16 problem is a relatively simple genetic programming problem, and as 
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Fig. 22. The average number of mating events to solution as a function of population size and graph for 
the PORS 15 problem. 
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and complete at 128), and then followed a similar trend to the very simple one-max problem. 
This indicates that the problem is solved with a fairly modest amount of diversity. The 
PORS 15 problem, however, is a more difficult, deceptive problem. As figure 22 shows, the 
cycle graph was always the preferred graph, along with a higher preferred population size 
indicating a definite need for diversity preservation. 
4.2.4 North Wall Builder 
For the north wall builder problem, there was again a population size at which each 
graph made sharp increases in performance, but the preferred graph for this problem changed 
with population size (Fig. 23). For the smallest population size, the cyclic graph performed 
best, followed by the toroid graph, random toroid, Petersen family, hypercube family and 
then complete graph. The Petersen graphs were preferred when the population was changed 
to 64, followed by the cyclic graph, random toroid, toroid, hypercube and finally complete. 
Population size 128 was found to be the optimal, with the best performer being the toroid 
family, followed by the Petersen family, the random toroid, hypercube, cyclic and then the 
complete. When the population size was increased to 256, the hypercube family performed 
best, followed by the complete graph, random torioid, toroid, Petersen, and finally the cyclic. 
As noted before, the north wall builder problem is an intermediate difficulty problem, 
and as hoped the results show that the optimal graph for solving this problem would be a 
toroid, with a critical point around a population size of 128. While the graph performance 
remained separated more, it did show the same general trend as the one-max problem at 512 
vertices and higher, although the hypercube family was the preferred graph. 
57 
North Wall Builder 














- - ~- - - Petersen 
. . ~►- . Toroi~ 
--- #~ -~- RTor 
- ♦ Hypercube 







Fig. 23. The average number of mating events to solution as a function of population size and graph for 
the north wall builder problem. 
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4.2.5 Self Avoiding Walk 
The smaller population sizes performed best for the 3x3 grid (the smallest grid 
studied), with more mating events required up to 1024 vertices (Fig. 24). All graphs 
performed similarly at every population size, with the exception of the complete graph, 
which performed the poorest for every population size. Graph performance at 2048 vertices 
was roughly the same as at 1024, and with 4096 vertices some improvement was seen. This 
is a fairly simple implementation of this problem. There appeared to be some need for 
diversity preservation to develop solutions, but a small population size provided sufficient 
initial diversity to solve the problem. 
For grid size 3x4, the same trends observed earlier were also seen, with all graphs 
improving as population size was increased to an optimal point, and then performance 
lessening as the population size increases past the critical point (Fig. 25). The preferred 
graph followed the same trend as with the SAW 3x3 problem, with no statistically significant 
difference between graphs except. the complete graph, which performed worst. It is 
interesting to note that the preferred graph did not change when the problem difficulty was 
increased, but the optimal population size and the ability of the graphs to solve the problem 
as a function of population size changed significantly. 
The 4x4 SAW problem with 32 vertices was the first test problem in which less than 
95°0 of the runs successfully found the solution. For this reason, the results were not given on 
the graph. Otherwise, the trends seen matched those observed in the 3x4 SAW problem, with 
the critical point occurring at a population size of 128 (Fig. 26). With population sizes of 64 
and 128, all of the graphs showed similar results. As the population size was increased to 
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Fig. 24. The average number of mating events to solution as a function of population size and graph for 
the self avoiding walk, 3x3 grid. 
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Fig. 25. The average number of mating events to solution as a function of population size and graph for 
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Fig. 26. The average number of mating events to solution as a function of population size and graph for 
the self avoiding walk, 4x4 grid. 
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256, the complete graph was ranked last, while all other graphs performed similarly. For 
population sizes 512, 1024, 2048 and 4096, all of the graphs with the exception of the 
complete and hypercube family performed similarly, with the hypercube graphs slightly 
worse and the complete graph ranking last. 
As the grid size was increased to 4x5, graphs of population size 64 ceased to have 
more that 95% of the runs find satisfactory results, with the best population size being 128 
(Fig. 27). All of the graphs performed similarly at this optimal population size with the 
exception of the third random toroid and the complete, which failed to consistently solve the 
problem. When the population size was increased to 256, the complete graph started to 
perform worse than the other graphs. This continued with a population size of 512. When 
the population size was increased to 1024, the hypercube family started to perform poorer 
than all the other graphs except the complete graph, which was still the worst performer. 
This continued for population sizes 2048 and 4096. All graphs performed poorer as 
population size was increased beyond 128. 
For grid size 5x5, only the n=17 Petersen graph and the randomized Petersen graphs 
managed to succeed enough times at population size 256, and no graph of population size 
128 found sufficient solutions (Fig. 28). Again at this grid size there was no longer a 
population smaller than the best performer that could find the optimal solution reliably. There 
were, however, some significant differences in the graph choices. Those graphs that could be 
used to solve the problem with a population size of 256 were the best performers for the 
problem. With a population size of 512, the hypercube family performed best, followed by 
the toroid family, the random toroids and complete graph, which performed similarly. The 
Petersen family ranked next, with the cycle graph performing worst. When the population 
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Fig. 27. The average number of mating events to solution as a function of population size and graph for 
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Fig. 28. The average number of mating events to solution as a function of population size and graph for 
the self avoiding walk, 5x5 grid. 
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size was increased again to 1.024, the hypercube family, toroid family and random toroids 
performed similarly, the Petersen graphs ranked next, followed by the complete graph and 
then the cycle graph. With 2048 vertices, the random toroids performed best, with the toroid 
family ranking second, the Petersen family and hypercube graphs performing similarly well 
ranking third, with the cycle and complete graphs both similar and ranking last. When the 
population size was set to 4096, the complete and cycle graphs failed to find the solution 
reliably, while the random toroids were the best performers, followed by the toroids, then the 
Petersen and finally the hypercube graphs. 
When the grid size was increased to 5x6, only the complete, hypercube and the 
random hypercube graphs of size 1024 and the hypercube graph of size 2048 had a failure 
rate of lower than 5%, with the hypercube graph with 1024 vertices performing best. No 
graph of any population size could reliably solve the SAW problem for a grid size of 6x6. 
These results for the self avoiding walk were significantly different from previous test 
(Bryden, Ashlock and Corns 2003), where a mutation rate of two was used. While additional 
exploration of this problem is in order, it will be left for future work. 
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5. CONCLUSIONS AND FUTURE WORK 
Conclusions 
For nearly every problem, as the graph's population increases, there is a point at 
which the required number of mating events to solve the problem significantly decreases. 
This is then followed by a slower increase in the necessary number of mating events as the 
population increases. While the least difficult problem (one-max) does not show this 
behavior, the trend of the graphs suggests that for each graph applied to a problem, there is a 
given population size, a critical population, where the optimum performance is achieved. 
Although it is not shown from any of the test results, it would seem intuitive that there is also 
a critical population for the one-max problem, and that population is less than 32. When 
using the formulas presented by Goldberg (1989), the optimal population size for this 
problem would be about 4, verifying these results. There may be a way to connect this 
critical population to the difficulty of the problem. It could be seen in the PORS problems 
that the more difficult of the two had a critical population at a higher population size, but the 
results of Keane's bump test suggest that there are most likely other factors involved. 
A second phenomenon of interest is an apparent shift in the preferred graph as the 
population size increases. This can be seen on the PORS 16 graph, where initially the cyclic 
graph performed best, followed by the Petersen and toroidal graphs. This shifted to the 
complete graph performing best, followed by the hypercube, as the population size increased 
to 128. A similar shifting occurred with the north wall builder problem, although it occurred 
slower. This slower shift also showed that every graph was preferred at some population size 
except for the complete graph for the north wall builder problem. The population size of an 
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evolutionary algorithm determines the initial amount of diversity present in the population. It 
would appear that for these problems, a certain amount of diversity is required to arrive at a 
solution, and when that level of diversity is achieved in the initial population, the problem 
then is benefited most by a faster sharing of that information, as shown by the graph families 
with higher connectivity being preferred. Another observation pertaining to Keane's bump 
test was the diminishing of effect that the population size had, either positive or negative, as 
the dimensionality of the problem increased. This seems to indicate that as the number of 
variables in a multi-modal problem increases, the benefit of using a good topology has more 
effect on the time to convergence than using a proper population size. 
Examining the information spread problem, it could be seen that when the graph 
diameter and population size increase, the rate of information spread decreases, while 
increasing a has the opposite effect. The number of mating events for the entire graph to be 
exposed to a superior solution appears to be directly proportional to the population size and 
graph diameter, and roughly inversely proportional to alpha. While there is no obvious 
coefficient that would make this proportionality into an equation, this is to be expected, as 
there are several other factors that affect the algorithm's performance. 
This study provides additional evidence that graphs can be used to tune the rate of 
information spread in a population to maintain and control diversity. Earlier studies have 
indicated that diversity is a key parameter in determining the performance of an evolutionary 
algorithm. In addition, this type of study provides a relatively quick and easy methodology 
for comparing graph performance. These results indicate that if there is an initial estimate of 
the deceptiveness of a landscape, a significant speed up can be realized by utilizing the 
proper graph and population size combination. 
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Future Work 
This project is an extension of work already started in this area. A logical extension 
of this work would be to repeat the population size study using other parameters that apply to 
evolutionary algorithms, such as mutation rate and type, crossover rate and type, or adjusting 
other local mating rules. A larger number of problems that are only slightly different for 
each of the types of evolutionary algorithms tried here could show if there was a way to 
classify the problems. Work is already in progress using a variation of the information 
spread study, where the PORS problem is being investigated further by injecting correct 
PORS trees into a random population, and measuring the number of mating events for the 
correct tree to spread across the various graphs. This experiment could also be extended to 
other problems, giving a better indication of the internal dynamics of these problem 
representations. Answers to these experiments could lead to the development of a kind of 
taxonomy of problems would make it possible to select an optimal (or near optimal) 
population structure for a problem. Such an advantage could translate into hundreds of 
processor hours when applied to computationally expense problems such as computational 
fluid dynamics codes (Bryden, Ashlock, McCorkle and Urban 2002). 
Another logical work would be a refinement to the graph structures to develop 
something like archipelago, introducing sub-graphs of one family that are connected using a 
graph of a different family. An application of island theory (Whitley and Starkweather 1990) 
to these topologies may also be helpful for problems that require certain building blocks to 
solve, such as PORS 15, making it possible to develop different parts of the answer in graphs 
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APPENDIX A. GRAPH THEORY OVERVIEW 
A combinatorial graph or graph (G), is a collection of vertices (V(G)) and edges 
(E(G)) where E(G) is a set of unordered pairs from V(G). Two vertices of the graph are 
neighbors if they are members of the same edge. The degree of the vertex is the number of 
edges containing that vertex. If all vertices in a graph have the same degree, the graph is said 
to be regular, and if the common degree of a regular graph is k, then the graph is said to be k- 
regular. If you can go from any vertex to any other vertex traveling along vertices and edges 
of the graph, the graph is connected. The diameter of a graph is the longest that the most 
direct path between any two of the vertices can be, or in other words, the shortest path across 
the graph. A graph used to constrain mating in a population can be called the population 
structure. The general strategy for graph based evolutionary algorithms is to use the graph to 
specify the geography on which a population lives, permitting mating only between 
neighbors, and finding graphs that preserve diversity without hindering progress due to 
heterogeneous crossover. Additional information on combinatorial graphs can be found in 
(West 1996) 
List of graphs 
In this section, the graphs used in this study are defined, as well as those necessary to 
properly describe those used. 
Definition 1 The complete graph on n vertices, denoted Kn, has n vertices and all possible 
edges. 
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Definition 2 The n-cycle, denoted Cn, has vertex set Zn. Edges are pairs of vertices that 
differ by 1 (mod n) so that the vertices form a ring with each vertex having two neighbors. A 
C32 graph is shown in Fig 28(a). 
Definition 3 The n-hypercube, denoted Hn, has the set of all n character binary strings as its 
set of vertices. Edges consist of pairs of strings that differ in exactly one position. A S- 
hypercube is shown in Fig 28(d). 
Definition 4 The n x m-torus, denoted Tn,m, has vertex set Zn x Z,,,. Edges are pairs of 
vertices that differ either by 1 (mod n) in their first coordinate or by 1 (mod m) in their 
second coordinate, but not both. These graphs are n x m grids that wrap (as tori) at the 
edges. An 8 x 4-torus is shown in Fig 28(c). 
Definition 5 The generalized Petersen graph with parameters n, k, denoted Pn,k, has vertex 
set 0,1, ..., 2n-1. The two sets of vertices are both considered to be copies of Zn. The first n 
vertices are connected in a standard n-cycle. The second n vertices are connected in a cycle-
like fashion, but the connections jump in steps of size k(mod n). The graph also has edges 
joining corresponding members of the tvvo copies of Zj~. The graph P32,s is shown in Fig 
28(b). 
Four classes of random graphs were added to the graph set in hopes that more insight 
into the usefulness of the technique. The first three graphs are generated using edge moves 
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(Ashlock, Walker and Smucker 1999) in a randomized algorithm that corresponds to a type 
of random graph (a probability distribution on some set of graphs). 
Definition 6 An edge move is performed as follows. Two edges (a,bJ and (c,dJ are found 
that have the property that none of (a, c), {a,dJ, (b, c), or (c,d) are themselves edges. The 
edges (a,b~ and (c,d) are deleted from the graph, and the edges (a,cJ and (b,dJ are added. 
Notice that edge moves preserve the regularih~ of a graph if it is regular. 
Random Graphs 
The last of the random graphs was generated by randomly placing vertices on a unit 
torus (a unit square that is wrapped at the edges). In order to place a control on the degree of 
the graph, this distance was varied with the population size (Table 3). Three different 
instances of each graph class were produced for use in this research. 
Table A 1. Separation distances for random tori generation. 









The first three random regular graphs were generated using the following algorithm. 
Starting with a regular graph, 3000 edge moves are performed on vertices selected uniformly 
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at random from those that are valid edge moves. Initially, the random graphs were labeled 
according to the degree of the graph, but since the degree of the graphs may change when the 
number of vertices is changed, these numbers are now merely labels, only necessarily 
showing the degree of the graphs for population size of 512. For 3-regular graphs, the 
Petersen size one graph was the starting point. For 4-regular graphs, the starting point was 
Tn,m graph with the largest radius for that population size (ie T4,~ for 32 vertices, Tg,m for 64 
and 128 vertices, and T16,m for 256 vertices and above), and the 9-regular graph was started 
with a hypercube graph. These graphs are denoted R (n,k,i) in this study, with n being the 
number of vertices, k being the degree for population size 512 (as described above), and i is 
the instance of the graph. 
For the final set of three random graphs, a number of points equal to the population 
size were placed on a unit torus. Edges were created with these points if they were within a 
certain distance from each other, varying for each population size, as outlined in Table 3. 
These values were selected to try to maintain a roughly equal degree of graph for each 
population size. After generation, the graph was checked to see if it was connected, and 
rejected if the test failed. These graphs are denoted RT(r,i), where r is the maximum 
separation from another point where an edge would still be created, and i is the instance of 
the graph. 
Reference 
West, D. B. (1996) Introduction to Graph Theory. Prentice Hall, Upper Saddle River, NJ 
07458. 
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APPENDIX B. TABULATED RESULTS 
Table B 1. Results for one-max problem with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 669.8 5.38 1, 005.8 7.43 1, 647.7 11.76 2, 770.6 20.07 
H - n 606.8 5.04 903.0 6.78 1, 456.4 10.61 2, 445.0 17.70 
P n 1 645.6 5.17 967.8 7.18 1, 577.0 11.10 2, 643.3 19.11 
P n_3 647.6 5.20 965.4 7.01 1, 569.5 11.04 2, 627.8 18.36 
P n_7 647.7 5.19 964.2 6.92 1, 571.1 11.27 2, 629.2 18.58 
Pn 17 N/A N/A 963.4 7.02 1,547.1 11.37 2,614.8 18.58 
T4_(n/4) 625.9 5.13 944.0 7.06 1, 532.6 11.01 2, 579.1 18.46 
T8_(n/8) N/A N/A 926.9 7.08 1,529.7 10.75 2,559.3 18.40 
T16_(n/16) N/A N/A N/A N/A N/A N/A 2,555.4 18.30 
RAND3_1 689.0 5.62 982.7 7.19 1,573.8 11.35 2,628.3 18.89 
RAND3_2 716.1 5.80 984.6 7.29 1,595.9 11.14 2,620.9 18.88 
RA N D3_3 699.7 5.67 977.0 7.27 1, 583.4 11.46 2, 638.9 18.95 
RAND4_1 642.3 5.19 954.0 7.11 1,530.5 11.05 2,549.8 18.13 
RAND4_2 657.3 5.29 948.1 6.98 1,534.6 10.89 2,569.8 18.39 
RA N D4_3 663.4 5.48 947.6 7.03 1, 542.6 10.91 2, 549.4 18.46 
RAN D9_1 643.1 5.18 917.4 6.68 1,468.9 10.57 2,448.2 17.68 
RAN D9_2 642.2 5.25 914.4 6.95 1,471.6 10.68 2,470.2 17.45 
RAN D9_3 636.3 5.24 914.0 6.71 1,472.2 10.66 2,439.4 17.72 
RTor_1 659.6 5.40 936.4 7.04 1,511.8 10.79 2,550.8 18.26 
RTor_2 668.9 5.56 935.1 7.10 1,491.4 11.07 2,551.2 18.14 
RTo r_3 670.6 5.53 934.8 7.05 1, 498.9 11.05 2, 562.8 18.53 
Complete 519.4 3.90 873.6 6.20 1,480.1 10.18 2,536.8 17.35 
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Table B2. Results for one-max problem with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 4,724.7 33.75 8,012.1 58.90 13,601.8 106.59 22,916.1 190.65 
H - n 4,112.6 30.15 6, 969.2 53.14 11, 742.9 92.80 19, 766.5 165.17 
Pn_1 4,475.8 32.83 7,614.2 56.59 12,962.0 101.55 21,634.2 180.29 
P n_3 4, 488.2 31.75 7, 564.8 56.74 12, 847.8 101.08 21, 505.1 183.47 
P n_7 4, 437.2 32.42 7, 609.3 57.02 12, 806.2 100.93 21, 590.0 180.54 
Pn_17 4,456.3 32.35 7,529.6 57.22 12,758.5 102.27 21,503.7 180.68 
T4_(n/4) 4,320.8 31.43 7,413.3 55.80 12,447.0 98.13 21,101.7 175.20 
T8_(n/8) 4, 361.5 30.95 7, 411.4 54.60 12, 504.9 99.93 20, 918.5 178.60 
T 16_(n/16) 4, 329.1 31.52 7, 433.5 55.02 12, 458.5 97.57 20, 937.5 176.79 
RAND3_1 4,465.2 32.31 7,578.3 56.70 12,897.5 100.10 21,488.3 180.11 
RAN D3_2 4,494.4 32.31 7,611.7 56.82 12,790.2 101.27 21,584.9 181.34 
RAND3_3 4,477.8 32.54 7,568.3 57.58 12,814.8 100.55 21,612.4 178.75 
RA N D4_ 1 4, 338.3 31.62 7, 364.8 54.95 12, 445.9 97.94 20, 899.5 176.22 
RAND4_2 4,322.0 31.74 7,414.6 54.13 12,458.9 97.37 20,957.0 173.53 
RAND4_3 4,350.2 30.78 7,385.2 55.15 12,431.9 97.84 21,144.1 175.00 
RAND9_1 4,106.7 30.32 6,988.3 52.21 11,753.3 92.61 19,754.8 164.56 
RAND9_2 4,118.1 29.29 6,984.1 51.96 11,794.8 92.71 19,669.4 164.37 
RAND9_3 4,119.5 29.29 6,955.8 52.85 11,726.7 93.81 19,804.1 164.48 
RTor_1 4,265.2 31.67 7,222.4 55.58 12,175.5 96.97 20,041.4 169.83 
RTor_2 4,262.6 31.40 7,236.3 54.47 12,228.0 96.82 20,152.0 167.25 
RTo r_3 4, 251.3 30.66 7,157.9 54.91 12, 284.9 97.03 20, 019.5 169.43 
Complete 4,320.8 30.07 7,497.9 52.87 12,797.7 94.81 20,965.6 147.93 
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Table B3. Results for Keane bump test (n=2) problem with population sizes 64 to 256. 
64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyc I is 10, 600 2, 705.4 16, 084 4, 366.0 18, 793 585.1 
H - n 6, 965 458.7 7, 824 684.0 6, 803 364.4 
Pn_1 7,655 441.3 10,648 386.4 15,772 490.3 
Pn_3 7,116 434.4 8,215 556.0 11,756 539.8 
P n_7 7, 012 462.9 8, 095 606.5 9,118 346.2 
P n_ 17 7, 510 543.5 8, 491 1, 660.2 9, 010 403.1 
T4_(n/4) 6,743 404.2 9,160 557.9 14,017 2,441.6 
T8_(n/8) 7,579 964.3 7,394 439.2 10,680 619.0 
T16_(n/16) N/A N/A N/A N/A 8,944 440.5 
RAN D3_1 7,038 457.9 8,054 724.4 8,426 350.3 
RAND3_2 7,398 552.3 7,452 489.1 9,184 592.9 
RA N D3_3 12, 961 10, 764.4 8,198 1, 785.1 8, 746 437.4 
RAND4_1 6,883 433.2 7,400 915.8 7,715 408.8 
RAND4_2 7,326 559.6 7,265 500.4 7,969 395.6 
RAND4_3 7,402 560.1 12,425 9,644.8 7,821 366.7 
RAN D9_1 7,236 446.8 6, 902 536.8 7,191 403.8 
RAN D9_2 7,483 490.5 7,185 929.5 7,442 926.6 
RA N D9_3 7,115 476.9 7, 758 1, 846.0 7, 529 831.4 
RTor_1 8,235 818.8 8,681 1,680.3 13,084 2,614.5 
RTo r_2 7, 490 448.9 28, 433 1, 667.4 11, 807 1, 281.9 
RTor_3 7,259 437.3 10,918 5,962.3 11,981 1,766.3 
Complete 7,900 707.4 7,219 586.7 7,372 641.5 
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Table B4. Results for Keane bump test (n=2) problem with population sizes 512 to 4096. 
512 1, 024 2, 048 4, 096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 20,848 585.7 21,861 557.3 24,293 641.9 26,050 854.1 
H-n 8,159 432.5 9,753 357.3 9,887 384.8 9,354 369.9 
Pn_1 19,440 611.4 19,329 571.9 20,570 591.1 21,508 706.8 
Pn_3 16,215 513.4 17,681 589.4 17,609 542.7 17,929 584.8 
P n_7 13, 202 414.7 16, 436 545.0 15, 705 508.4 16, 903 499.4 
Pn_17 12,065 432.5 15,254 534.4 15,249 455.9 16,549 483.6 
T4_(n/4) 17,453 572.1 18,933 657.4 17,449 544.8 16,950 574.2 
T8_(n/8) 14,497 550.4 16,645 572.1 15,559 509.5 16,114 518.6 
T16_(n/16) 12,934 490.5 15,287 545.4 15,131 506.1 15,650 486.5 
RA N D3_ 1 11, 776 970.2 13, 259 407.0 14, 071 395.9 16, 340 452.5 
RAN D3_2 11,225 403.1 13,553 409.6 14,281 411.0 16,488 473.8 
RAND3_3 10,979 356.8 13,222 404.6 14,435 390.8 15,867 450.0 
RAND4_1 9,478 359.6 11,175 435.5 12,076 384.1 13,039 371.3 
RAN D4_2 10,310 653.9 11,599 381.9 12,025 366.5 13,357 404.3 
RA N D4_3 9, 941 797.1 13, 204 2, 972.3 12, 353 387.3 12, 987 372.3 
RAND9_1 7,869 333.0 9,711 396.1 9,471 368.1 8,862 334.7 
RA N D9_2 8, 470 526.8 9, 733 394.2 9, 583 373.8 8, 895 338.0 
RAN D9_3 8,189 380.5 9,269 384.7 9,632 379.2 9,082 331.1 
RTor_1 13,802 781.3 15,627 531.8 15,581 668.9 13,095 480.1 
RTor_2 14,062 444.1 31,780 7,250.7 15,655 535.6 12,821 439.9 
RTo r_3 12, 714 414.5 20, 221 2, 032.8 15, 896 532.7 13,129 476.3 
Complete 8,200 467.3 8,696 _ 377.5 9,319 236.4 11,048 276.3 
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Table B5. Results for Keane bump test (n=6) problem with population sizes 64 to 256. 
64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyc I is 1, 326,100 71, 382.9 483,151 44,171.7 124, 066 19,176.9 
H - n 2,147,130 85,111.0 1, 406, 760 82,189.5 477, 742 51,105.5 
P n_ 1 1, 460, 020 74, 444.2 580, 761 49, 607.1 165, 893 23,190.5 
P n_3 1, 747, 310 79, 485.7 876, 751 64, 082.4 187, 446 27,230.9 
P n_7 1, 893, 370 83, 346.0 934, 014 68, 772.2 234, 248 33,180.7 
Pn_17 1,822,900 82,106.8 912,193 67,459.0 228,244 32,322.4 
T4_(n/4) 1,714,830 77,790.3 805,395 61,047.2 210,610 28,252.9 
T8_(n/8) 1, 936,430 83, 608.7 1, 019, 970 70, 962.6 240, 952 32,190.1 
T 16_(n/16) N/A N/A NIA N/A 223, 994 31,131.5 
RAND3_1 1,658,430 76,196.7 900,736 64,811.2 263,530 34,774.3 
RAN D3_2 1,581,510 78,099.8 839,208 62,847.6 227,329 30,713.3 
RA N D3_3 1, 641,460 78,110.0 946, 374 67, 566.6 272, 636 35, 368.1 
RAND4_1 1,834,460 80,681.9 1,131,400 72,365.9 332,386 40,659.5 
RAND4_2 1,813,120 78,887.8 1,064,490 70,621.5 353,703 40,239.6 
RAND4_3 1,787,310 79,638.9 1,076,510 72,113.4 338,285 39,435.1 
RAN D9_1 1,929,300 83,137.5 1,336,100 78,022.6 536,551 52,332.6 
RAND9_2 1,922,030 81,111.4 1,356,170 78,058.6 551,063 52,933.3 
RAND9_3 1,957,750 81,688.4 1,349,880 78,215.9 507,346 51,869.2 
RTo r_1 1, 863,200 77, 889.6 1, 081, 080 68, 786.4 280, 763 34, 090.1 
RTo r_2 1, 699, 800 77, 982.4 879,197 57, 919.1 261, 206 33, 795.8 
RTo r_3 1, 869,450 80, 397.9 1, 057, 040 68, 204.0 274,141 34, 760.6 
Complete 1,928,440 85,503.2 1,217,880 77,918.0 420,943 47,951.2 
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Table B6. Results for the Keane bump test problem (n=6) with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 55,216 902.6 79,581 863.9 126,949 1,198.1 204,802 1,837.0 
H-n 83,622 18,740.0 26,179 4,888.3 31,809 280.3 51,567 383.4 
Pn_1 53,115 5,492.4 61,285 878.3 92,430 951.0 147,235 1,381.2 
P n_3 56, 513 10, 301.8 43, 331 537.1 67, 099 631.4 108,499 921.7 
P n_7 53,186 11, 953.3 37,125 3, 831.7 57, 338 474.4 94, 968 734.3 
P n_17 41,194 8, 997.8 34, 327 499.5 55, 418 443.1 92, 866 682.3 
T4_(n/4} 58, 977 10, 563.2 46, 592 1,180.2 70, 074 727.1 109, 902 1, 012.2 
T8_(n/8) 55,381 11,891.8 36,061 415.0 56,419 529.0 90,760 747.7 
T 16_(n/16) 46, 868 10, 670.5 34, 359 2, 712.5 53,165 450.5 88,181 691.1 
RAND3_1 47,619 11,321.9 32,613 1,266.2 52,063 384.1 88,779 645.0 
RAND3_2 49,414 11,927.8 32,774 2,078.9 52,246 382.3 89,312 627.9 
RAND3_3 47,247 10,828.4 32,283 870.7 52,405 388.7 90,081 631.7 
RAND4_1 76,013 17,077.6 26,859 1,409.1 41,658 314.2 71,064 500.5 
RAN D4_2 82, 918 17, 974.0 25, 880 343.9 41, 644 318.9 70, 905 498.9 
RAN D4_3 59, 894 14,403.6 27,166 2,487.1 41, 887 322.4 70, 962 506.8 
RAND9_1 107,833 21,068.2 27,416 6,429.3 30,989 278.9 50,373 387.6 
RA N D9_2 126, 915 23, 975.7 26, 990 5,241.3 31, 095 267.2 50, 683 387.2 
RAND9_3 123,878 23,257.9 24,352 3,620.7 31,084 279.4 50,406 380.3 
RTo r_1 74, 444 14, 641.8 35, 817 2, 307.2 54, 574 515.1 73, 620 608.4 
RTo r_2 65, 387 12, 741.5 36, 202 1, 663.6 54, 805 523.4 73, 586 607.0 
RTo r_3 61, 984 13, 070.8 38,122 3,184.4 54, 264 509.7 73, 610 618.6 
Complete 89,247 19,561.0 25,470 4,463.5 35,777 258.9 60,842 400.6 
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Table B7. Results for the Keane bump test problem (n=10) with population sizes 64 to 256. 
64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 1,125, 060 51, 791.9 356, 887 33, 786.2 72, 836 7, 300.0 
H-n 1,289,150 46,934.2 1,185,560 56,466.9 442,748 41,169.8 
P n_1 813, 049 38, 382.1 323, 752 29, 346.0 68, 560 8, 711.8 
P n_3 1, 087, 390 44, 353.8 624, 446 42, 610.0 104,128 16, 622.5 
P n_7 1,151, 270 46, 600.7 762, 336 47, 606.0 147, 831 22,136.0 
Pn_17 1,056,110 44,308.2 718,792 46,098.0 142,493 22,158.0 
T4_(n/4) 1, 023, 430 43, 283.6 533, 062 38, 202.6 103, 324 15, 639.3 
T8_(n/8} 1,133, 020 43,209.7 760, 611 46, 833.9 113, 943 17, 611.5 
T16_(n/16) 138,917 20,465.8 
RA N D3_ 1 962,160 40, 264.5 748, 714 47,111.4 164, 780 23, 038.3 
RAND3_2 988,107 40,434.1 649,950 42,074.8 147,629 21,561.1 
RAND3_3 906,282 38,481.7 740,257 44,887.9 143,018 20,864.5 
RAND4_1 1,030,250 39,353.8 822,328 45,964.3 285,772 31,967.1 
RA N D4_2 1, 053, 860 41,187.7 873, 323 48, 088.3 261, 005 30, 066.4 
RAND4_3 1,025,460 40,319.0 894,653 49,881.9 267,167 30,976.7 
RAND 9_ 1 1, 064, 970 38, 824.6 1, 013, 730 49, 865.7 451, 210 39, 551.9 
RAND9_2 1,027,330 37,650.7 1,014,040 49,994.7 453,281 40,253.1 
RA N D9_3 1, 065, 940 39, 748.2 963,199 48, 569.9 451, 786 40, 878.9 
RTo r_ 1 964, 967 37, 914.5 771, 239 44, 573.4 133, 540 17, 687.5 
RTo r_2 989, 874 39, 398.9 638, 466 38, 791.1 129, 795 18, 955.2 
RTo r_3 1, 061, 720 38,104.5 800, 331 46, 308.3 165, 882 23, 015.0 
Complete 1,323,580 47,369.9 1,216,370 58,074.1 434,665 40,506.4 
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Table B8. Results for the Keane bump test problem (n=10) with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 89, 999 870.0 144,477 1,145.4 242, 567 1, 699.2 414, 703 2, 743.3 
H-n 59,589 12,468.3 37,083 269.1 61,274 360.8 104,749 550.5 
P n_ 1 68,134 706.9 108, 545 900.6 177, 913 1, 330.6 303, 747 2, 036.5 
P n_3 47, 028 1, 735.6 74, 844 573.9 124, 672 814.4 216, 530 1, 327.4 
P n_7 38, 926 2,152.3 62, 087 415.9 106,139 626.8 186, 090 1, 007.5 
Pn_17 37,246 3,165.0 58,570 366.2 102,146 564.1 180,916 966.5 
T4_(n/4) 49, 991 527.6 79, 638 670.2 131, 855 965.6 222, 462 1, 504.0 
T8_(n/8) 39, 640 2,280.3 63, 247 465.4 105, 646 706.1 182, 712 1, 081.9 
T16_(n/16) 38,157 3,581.5 57,478 389.9 99,256 591.1 173,955 956.8 
RAN D3_1 35,966 2,476.4 55,129 325.3 95,670 497.0 172,361 838.3 
RAND3_2 36,831 3,588.8 55,231 326.0 95,638 496.6 170,997 843.4 
RAND3_3 35,474 2,305.0 55,274 327.7 95,586 512.8 172,429 848.7 
RAN D4_1 40,549 7,009.6 45,629 284.6 78,411 412.6 138,187 689.2 
RAN D4_2 46,175 9,164.8 45,581 286.9 77,731 416.4 138,384 688.1 
RA N D4_3 47,103 8, 813.3 45,183 280.2 77, 872 416.3 138, 334 675.6 
RAND9_1 84,931 16,605.4 37,982 1,476.4 60,421 360.9 103,571 561.9 
RAND 9_2 57, 222 11, 360.4 37, 672 932.9 60, 376 362.1 103, 300 562.9 
RAND9_3 71,671 14,262.3 37,033 386.9 60,515 358.2 103,379 562.1 
RTor_1 42,758 4,503.6 59,663 429.8 102,280 653.2 147,503 845.6 
RTo r_2 40, 793 1, 326.7 61, 479 439.2 102, 581 655.0 146, 641 841.1 
RTor_3 38,473 1,209.9 61,664 456.2 101,726 655.8 147,098 859.6 
Complete 61,538 12,340.3 38,627 532.3 65,353 335.9 116,460 541.2 
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Table B9. Results for the PORS 15 problem with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyc I i c 4, 807, 808 135, 341 2, 404, 365 361, 979 839, 442 73, 378 107, 957 19, 577 
H - n 6, 008, 803 131, 877 4, 896, 376 425, 537 3, 306, 011 126, 912 1, 458, 972 94, 681 
P n_ 1 6, 245, 372 130, 272 3, 624, 642 411,194 1, 480, 579 95, 630 273, 571 40, 075 
P n_3 6,124, 338 129, 542 4,151, 922 419, 023 1, 861, 343 104, 746 384,133 49,103 
P n_7 5, 756, 561 133,169 3, 948, 272 416, 254 1, 930, 877 106, 025 487, 564 55, 525 
Pn_17 N/A N/A 3,716,674 412,284 2,009,613 107,766 487,564 55,525 
T4_(n/4) 6, 263, 914 128, 447 4, 323, 856 421, 584 2, 013, 749 108,125 432, 824 52, 091 
T8_(n/8) N/A N/A 4,067,946 418,378 2,201,966 111,299 576,478 61,108 
T16_(n/16) N/A N/A N/A N/A N/A N/A 537,311 58,419 
RAND3_1 5,211,757 134,591 4,159,784 421,141 2,029,461 108,528 530,236 57,987 
RA N D3_2 5, 446, 786 133, 877 3, 877,160 416, 454 2, 071, 026 109, 309 508, 759 57, 307 
RA N D3_3 5, 021, 238 131, 478 3, 934, 402 420, 794 2, 054, 005 109, 082 503, 754 56, 486 
RAND4_1 6,009,869 132,606 4,605,176 423,490 2,596,304 118,251 867,368 74,659 
RA N D4_2 5, 894, 015 132, 898 4, 652,156 423, 708 2, 671, 473 119, 356 910, 013 76, 246 
RA N D4_3 5, 715, 293 132, 547 4, 505, 989 420, 003 2, 571,196 117, 948 860, 287 74, 565 
RAND9_1 6,529,757 127,607 5,033,817 425,496 3,564,867 129,296 1,522,206 96,208 
RAND 9_2 6,113, 497 130, 086 5, 003, 313 421, 243 3, 508, 879 12 8, 934 1, 637, 631 99,113 
RA N D9_3 6, 508, 436 127, 609 5, 675, 408 421,127 3, 401, 652 127, 914 1, 599,159 98, 692 
RTo r_1 5, 664, 738 130, 827 4, 500,157 421,153 2, 551,128 117, 781 645, 041 64, 421 
RTo r_2 5, 517, 621 132,122 4, 587, 099 425, 048 2, 574, 531 117, 995 545, 819 58, 707 
RTor_3 6,456,600 126,412 4,618,353 427,438 2,558,426 117,668 584,906 61,200 
Complete 6,669,876 124,623 5,870,879 416,493 4,469,870 134,118 2,693,188 119,679 
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Table B 10. Results for the PORS 15 problem with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyc I i c 70, 801 1, 228 94, 943 1, 377 136, 898 1, 843 198, 305 2, 532 
H-n 379,479 47,497 96,761 5,415 140,247 1,687 214,481 2,451 
Pn_1 67,324 1,103 94,521 1,380 134,713 1,769 199,188 2,431 
Pn_3 83,502 10,738 92,828 1,297 134,847 1,719 198,735 2,421 
P n_7 85, 502 11, 626 93, 054 1, 330 136, 048 1, 740 198, 781 2, 428 
Pn_17 81,057 9,996 92,287 1,277 134,301 1,753 197,202 2,445 
T4_(n/4) 82,314 10,738 93,037 1,267 134,780 1,708 199,632 2,395 
T8_(n/8) 88, 520 12, 503 93, 753 4, 089 132, 387 1, 658 199, 909 2, 381 
T 16_(n/16) 98, 841 15,107 93, 503 1, 319 135,163 1, 680 202, 017 2, 440 
RAND3_1 86,403 11,902 93,017 1,315 134,773 1,720 198,561 2,447 
RAND3_2 92,581 13,322 91,978 1,282 134,623 1,726 201,070 2,470 
RAND3_3 85,540 11,738 92,267 1,314 133,464 1,721 199,307 2,453 
RAND4_1 146,509 24,609 92,347 1,248 134,012 1,687 202,162 2,397 
RA N D4_2 147, 510 24, 399 94, 603 4, 086 134,237 1, 679 200, 074 2, 424 
RA N D4_3 120, 900 20, 008 93, 850 4, 075 134, 697 1, 718 202,170 2, 396 
RAN D9_1 388,516 48,457 117,786 13,118 140,623 1,660 212,174 2,374 
RAND9_2 395,964 48,921 117,276 12,911 140,223 1,676 213,333 2,417 
RAND 9_3 414, 601 49, 908 98, 316 5, 629 140, 583 1, 660 213, 755 2, 394 
RTor_1 109,850 17,591 92,847 1,266 135,069 1,717 207,028 2,388 
RTor_2 101,100 15,895 93,481 1,292 135,814 1,689 204,691 2,352 
RTo r_3 133, 567 21, 917 92, 953 1,268 135, 085 1, 665 205, 633 2, 382 
Complete 882,285 74,423 185,976 25,069 150,929 3,919 233,446 2,453 
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Table B 1 1. Results for the PORS 16 problem with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 51,019 13,345. 12,514 829 14,860 250 20,886 282 
H-n 173,083 29,419 21,302 7,696 11,612 173 16,786 199 
P n_ 1 92, 871 20,169 12,149 1, 033 13, 680 217 19, 055 244 
P n_3 116, 267 23, 063 16,183 5, 732 13,470 203 18, 903 244 
P n_7 111, 247 22, 378 20, 536 8,150 13, 078 189 18, 858 239 
P n_17 N/A N/A 13, 974 4,180 12, 920 190 18, 913 236 
T4_(n/4) 137,783 26,359 15,551 4,641 12,857 198 18,193 229 
T8_(n/8) N/A N/A 18,214 6,102 12,543 181 18,334 227 
T 16_(n/16) N/A N/A N/A N/A N/A N/A 18,184 228 
RAN D3_1 109,159 22,675 16,747 5,132 13,149 192 18,657 239 
RAND3_2 109,779 22,732 23,433 8,492 13,104 197 18,889 232 
RAND3_3 101,188 20,509 13,635 3,736 13,194 211 18,984 240 
RAN D4_1 167,029 28,371 21,329 8,115 12,484 192 17,957 219 
RA N D4_2 161, 839 27, 905 19,423 6, 643 12, 399 230 17, 983 221 
RA N D4_3 148, 317. 27,196 19, 046 6, 554 12, 395 178 18, 069 220 
RAN D9_1 158,670 26,740 20,249 7,365 11,770 438 16,877 200 
RAND9_2 152,032 26,965 27,418 10,080 13,432 3,036 16,875 198 
RAN D9_3 137,193 24,484 23,478 7,707 11,623 188 16,774 202 
RTor_1 165,838 28,254 24,502 8,170 12,052 191 17,978 225 
RTo r_2 129, 026 24, 972 20,196 6, 597 12,156 180 17, 920 230 
RTo r_3 132, 305 25, 505 14, 421 3, 954 12, 099 180 18,214 234 
Complete 209,713 31,171 31,516 9,371 _ 11,186 364 15,774 183 
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Table B 12. Results for the PORS 16 problem with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyc I i c 30,120 365 46, 007 522 69, 510 777 108, 841 1,182 
H-n 25,541 277 39,601 413 62,291 634 99,453 1,013 
Pn_1 28,688 336 43,991 486 67,727 724 105,688 1,129 
Pn_3 28,138 323 43,157 468 67,229 716 106,384 1,104 
Pn_7 28,223 327 43,369 468 67,262 717 105,600 1,133 
Pn_17 28,184 325 43,100 474 67,065 700 105,600 1,133 
T4_(n/4} 27,437 310 42,186 449 65,932 705 103,362 1,096 
T8_(n/8) 27,478 311 42,143 457 65,735 689 103,794 1,072 
T16_(n/16) 27,252 305 42,350 456 66,592 699 103,314 1,072 
RAN D3_1 28,086 324 43,138 476 67,180 714 105,078 1,109 
RA N D3_2 28, 315 328 43, 475 470 67,102 709 106, 602 1,122 
RAN D3_3 28,386 326 43,014 473 67,111 715 105,541 1,114 
RA N D4_1 27,105 305 41, 909 451 65, 758 688 103, 795 1, 084 
RAND4_2 27,340 303 42,102 451 65,459 694 102,943 1,084 
RAND4_3 27,275 309 41,754 448 65,851 698 103,556 1,068 
RAN D9_1 25,175 270 39,666 410 62,086 635 99,268 1,010 
RAND9_2 25,473 278 39,859 409 62,140 623 98,986 996 
RAND9_3 25,509 274 39,686 404 62,173 631 99,303 1,007 
RTor_1 26,367 303 41,179 444 64,296 671 100,105 1,031 
RTo r_2 26, 529 307 41, 096 440 64,143 680 100, 350 1, 021 
RTo r_3 26, 518 300 40, 936 443 64, 284 669 98, 751 1, 002 
Complete 24,321 255 37,970 388 60,710 584 97,317 989 
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Table B 13. Results for the north wall builder problem with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 78, 353 52, 771 27, 971 6, 609 24, 842 554 30, 813 518 
H - n 200, 330 101, 881 64, 070 20, 455 23, 397 7, 082 18, 884 2, 678 
P n_ 1 123, 926 65, 782 23, 871 4, 203 19, 397 531 23, 810 392 
P n_3 148, 693 84, 305 25, 530 4, 957 19, 370 2,110 21, 740 441 
P n_7 73, 749 44, 964 39, 070 11, 774 21, 436 3, 286 21, 450 921 
Pn_17 N/A N/A 38,737 12,963 20,668 4,229 21,503 1,196 
T4_(n/4) 88,152 50, 064 40, 708 13, 848 16, 568 684 20, 322 320 
T8_(n/8) N/A N/A 45,103 15,215 22,476 7,079 19,389 308 
T 16_(n/16) N/A N/A N/A N/A N/A N/A 19,600 577 
RA N D3_1 123, 438 79, 893 52, 627 16, 614 21,107 4, 381 23, 602 3, 331 
RAN D3_2 106,377 69,174 33,113 11,237 23,488 6,221 21,213 387 
RAND3_3 89,626 48,875 38,829 13,668 17,176 565 21,057 353 
RAN D4_1 258,126 112,916 57,705 19,269 23,519 6,240 22,803 5,549 
RA N D4_2 78, 414 46, 728 46, 337 16, 010 29,165 9, 461 20, 915 3, 976 
RA N D4_3 182, 695 92,128 71, 073 22, 973 22, 389 5, 360 23,143 5, 546 
RAND9_1 156,593 91,545 54,894 18,593 30,141 8,603 18,173 879 
RAND9_2 160,981 91,594 50,164 17,030 18,271 2,533 20,274 2,506 
RAND9_3 145,985 82,404 50,948 18,474 25,692 6,136 19,909 2,819 
RTor_1 129,060 74,425 31,699 11,829 19,417 4,312 19,883 341 
RTo r_2 62, 527 41, 082 65, 320 21, 556 19, 217 4, 342 20, 584 403 
RTor_3 151,283 75,495 45,289 15,877 17,919 3,089 20,517 344 
Complete 215,101 108,983 58,917 18,517 27,136 7,878 20,344 3,292 
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Table B 14. Results for the north wall builder problem with population sizes 512 to 4096. 
512 1024 2048 4096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 41,494 601 59,214 775 88,012 1,067 134,585 1,536 
H-n 22,727 396 33,299 457 49,398 567 76,555 812 
Pn_1 32,898 460 47,568 597 72,293 837 110,269 1,218 
P n_3 30,147 401 44, 346 533 67, 272 755 103, 538 1,101 
Pn_7 29,296 387 43,035 508 66,432 741 101,613 1,084 
Pn_17 29,439 400 43,507 530 65,616 734 102,149 1,066 
T4_(n/4) 28, 503 387 41, 663 521 63, 325 715 97, 614 1, 066 
T8_(n/8) 27,132 359 40, 009 482 61, 561 697 95, 940 1, 003 
T 16_(n/16) 27, 332 364 39, 976 480 61, 598 687 94, 551 1, 012 
RAND3_1 29,647 394 42,796 519 65,994 732 102,820 1,104 
RAND3_2 28,821 377 43,928 518 65,610 727 102,184 1,080 
RA N D3_3 29, 078 388 42, 802 529 65, 881 735 101, 976 1, 088 
RAN D4_1 25,584 340 38,482 462 58,172 639 90,249 950 
RAND4_2 27,159 2,707 38,365 460 58,261 635 91,394 940 
RAN D4_3 25,963 478 38,277 463 57,933 642 90,157 964 
RAND9_1 23,295 499 33,431 472 49,563 578 75,804 826 
RAN D9_2 24,713 2,049 33,374 452 49,377 603 75,319 805 
RAND9_3 23,609 1,179 32,850 442 48,892 570 75,281 811 
RTo r_ 1 25, 903 349 37, 670 454 57, 386 653 81, 386 873 
RTor_2 26,294 347 38,398 467 57,795 654 82,108 869 
RTor_3 25,868 359 38,279 461 57,516 660 82,159 869 
Complete 24,487 450 35,540 494 52,323 613 80,644 844 
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Table B 15. Results for the self avoiding walk problem (3x3) with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-} Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 658 20.16 729 14.66 909 17.35 1,146 21.98 
H-n 649 16.37 776 15.64 967 18.17 1,168 23.07 
Pn 1 631 15.16 743 14.73 930 18.05 1,159 22.79 
Pn 3 644 16.91 736 14.54 915 17.27 1,150 22.11 
Pn 7 663 20.72 737 14.75 926 17.62 1,156 22.57 
Pn 17 N/A N/A 732 14.54 913 17.41 1,165 22.43 
T4_(n/4) 655 17.56 752 15.23 928 17.49 1,177 22.77 
T8_(n/8) N/A N/A 751 14.84 916 17.80 1,150 22.93 
T16_(n/16) N/A NiA N/A N/A N/A N/A 1,160 23.08 
RAN D3 1 651 16.69 751 15.16 940 17.71 1,152 22.30 
RAN D3_2 635 18.39 751 14.80 914 17.35 1,134 22.33 
RAN D3_3 662 19.68 740 14.59 920 17.37 1,140 22.15 
RAND4 1 643 18.23 766 15.25 930 18.05 1,167 22.91 
RAN D4_2 636 16.30 762 15.37 915 18.03 1,160 22.67 
RA N D4_3 646 17.78 754 15.06 932 17.37 1,179 23.10 
RANDS 1 645 17.33 776 15.61 931 18.42 1,177 23.43 
RANDS 2 667 19.21 766 15.72 951 18.29 1,179 23.68 
RAN D9_3 656 18.46 757 15.06 953 18.71 1,203 24.21 
RTor_1 668 21.23 746 15.20 918 17.86 1,146 22.28 
RTo r_2 656 16.35 765 16.03 943 18.34 1,177 23.00 
RTor_3 665 19.86 764 15.97 939 18.13 1,152 22.88 
Complete 720 21.06 843 16.28 1,043 19.84 1,290 25.36 
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Table B 16. Results for the self avoiding walk problem (3x3) with population sizes 512 to 4096. 
512 1, 024 2, 048 4, 096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 1,384 29.11 1,644 38.64 1,744 49.87 1,596 59.71 
H-n 1,448 30.48 1,657 39.47 1,755 51.10 1,605 60.27 
Pn_1 1,410 29.12 1,624 38.77 1,744 48.19 1,586 58.91 
Pn_3 1,416 29.26 1,656 38.91 1,714 49.05 1,539 58.30 
Pn_7 1,407 29.34 1,639 39.06 1,721 49.32 1,604 59.89 
Pn_17 1,406 29.64 1,662 38.52 1,718 49.35 1,574 57.85 
T4_(n/4) 1,410 29.36 1,682 40.04 1,771 49.82 1,571 59.51 
T8_(n/8) 1,413 29.18 1,655 37.95 1,716 49.40 1,653 60.76 
T16_(n/16) 1,420 29.56 1,645 38.74 1,755 49.85 1,603 59.19 
RAND3_1 1,424 29.53 1,650 39.01 1,725 49.64 1,560 58.28 
RAND3_2 1,438 29.86 1,653 38.95 1,820 51.32 1,570 58.81 
RAND3_3 1,404 29.47 1,632 38.23 1,705 48.38 1,575 59.59 
RAND4_1 1,400 30.04 1,645 39.43 1,728 49.47 1,567 58.29 
RA N D4_2 1, 419 30.07 1, 643 39.65 1, 757 50.43 1, 579 58.57 
RA N D4_3 1, 421 29.99 1, 643 39.35 1, 715 49.23 1, 562 58.68 
RAND9_1 1,442 30.48 1,697 39.95 1,774 50.33 1,561 59.50 
RAND9_2 1,446 30.95 1,685 39.90 1,705 50.11 1,594 60.45 
RAND9_3 1,446 30.26 1,653 39.60 1,715 49.86 1,578 58.64 
RTor_1 1,424 30.12 1,642 38.73 1,748 50.02 1,570 58.85 
RTo r_2 1, 428 30.04 1, 642 39.48 1, 740 50.41 1, 529 57.88 
RTo r_3 1, 424 29.80 1, 613 39.06 1, 737 49.80 1, 552 57.70 
Complete 1,391 29.38 1,833 43.45 1,941 56.05 1,714 64.87 
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Table B 17. Results for the self avoiding walk problem (3x4) with population sizes 32 to 256. 
32 64 128 256 
Mean CI (+/-} Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 5,295 923.9 2,954 111.8 3,471 60.2 4,604 71.6 
H - n 6,106 1, 057.2 3, 009 102.7 3, 636 64.3 5, 015 76.4 
Pn_1 5,012 727.2 2,954 96.4 3,443 60.0 4,636 69.7 
P n_3 6, 597 1, 077.5 2, 975 106.6 3, 447 56.7 4, 640 70.6 
Pn_7 5,284 818.4 2,943 151.8 3,512 59.5 4,804 73.0 
Pn_17 N/A N/A 2,891 88.1 3,571 60.7 4,733 71.4 
T4_(n/4) 5, 303 855.0 2, 917 79.8 3, 506 61.4 4, 714 69.9 
T8_(n/8) N/A N/A 3,032 140.4 3,488 59.7 4,725 72.7 
T16_(n/16) N/A N/A N/A N/A N/A N/A 4,752 72.6 
RAND3_1 4,618 580.3 2,833 69.6 3,492 59.9 4,714 70.1 
RAND3_2 5,983 977.9 2,873 79.5 3,489 59.1 4,757 72.8 
RA N D3_3 6, 361 1, 062.1 2, 975 187.0 3, 531 60.7 4, 773 73.7 
RAND4_1 5,920 952.2 2,936 83.7 3,588 62.4 4,846 72.5 
RAND4_2 5,290 689.7 2,923 96.7 3,582 60.9 4,816 74.3 
RAND4_3 5,751 968.0 3,045 261.6 3,545 61.4 4,847 74.8 
RAND9_1 5,873 876.2 3,041 136.5 3,655 64.1 5,036 76.9 
RAND 9_2 6,177 993.2 3, 343 361.5 3, 640 63.5 4, 979 76.8 
RAN D9_3 5,395 785.2 3,097 211.6 3,654 63.8 5,051 78.2 
RTor_1 6,284 986.5 3,171 166.7 3,519 62.2 4,701 71.6 
RTor_2 6,780 1,127.1 3,243 192.2 3,477 58.9 4,653 70.7 
RTo r_3 6, 545 950.6 3,178 156.5 3, 518 60.1 4, 606 70.6 
Complete 7,441 1,113.7 3,442 172.4 4,141 68.5 5,624 88.1 
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Table B 18. Results for the self avoiding walk problem (3x4) with population sizes 512 to 4096. 
512 1, 024 2, 048 4, 096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 6,512 93.7 9,218 131.3 13,005 191.8 18,625 277.4 
H - n 6, 968 102.4 9, 797 144.4 13, 893 212.9 19,190 303.1 
Pn_1 6,478 94.8 9,239 132.9 13,170 191.4 18,166 277.1 
P n_3 6, 546 96.0 9, 295 133.0 13, 085 192.0 18, 275 280.9 
P n_7 6, 596 96.0 9, 335 135.9 13, 347 194.1 18, 375 281.2 
Pn_17 6,589 96.6 9,370 135.1 13,203 193.7 18,186 283.5 
T4_(n/4) 6,626 95.1 9,289 132.0 13,168 192.1 19,068 289.9 
T8_(n/8) 6,654 95.1 9,307 132.9 13,262 195.8 18,689 284.7 
T16_(n/16) 6,602 96.2 9,408 136.7 13,310 1.93.7 18,659 280.9 
RAND3_1 6,540 96.5 9,320 133.3 13,318 193.9 18,378 282.0 
RAN D3_2 6,522 96.4 9,285 131.6 13,204 195.5 18,145 278.9 
RAND 3_3 6, 604 97.1 9, 307 135.5 13, 282 195.4 18, 487 281.5 
RAN D4_1 6,721 99.0 9,500 137.8 13,218 199.2 18,396 285.2 
RAND4_2 6,730 100.4 9,387 137.8 13,248 197.9 18,768 289.9 
RAN D4_3 6,768 98.0 9,498 136.6 13,219 196.5 18,356 286.9 
RAND9_1 7,029 103.0 9,757 144.9 13,882 212.7 19,535 307.8 
RA N D9_2 6, 962 103.9 9, 820 147.3 13, 825 209.2 19, 392 305.7 
RA N D9_3 6, 960 104.4 9, 788 144.7 13, 870 209.8 19, 360 301.0 
RTor_1 6,632 95.6 9,518 137.2 13,410 198.9 18,825 291.8 
RTo r_2 6, 680 97.7 9, 277 135.2 13, 401 193.9 18, 854 292.1 
RTo r_3 6, 673 97.5 9, 215 134.7 13, 462 196.5 18, 966 2 96.3 
Complete 7,971 115.1 11,164 162.7 _ 15,822 239.1 22,073 337 
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Table B 19. Results for the self avoiding walk problem (4x4) with population sizes 64 to 256. 
64 128 256 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-} 
Cyclic 20,880 1,728 15,282 479 17,835 312 
H - n 20, 385 1, 804 14, 406 544 17, 737 270 
P n_ 1 19, 643 1, 674 14, 235 444 16, 940 315 
P n_3 20, 673 1, 790 14, 252 476 16, 950 271 
P n_7 19, 080 1, 588 13, 701 373 17,159 272 
Pn_17 20,289 1,752 14,003 493 17,090 262 
T4_(n/4) 20,461 1,756 13,686 542 16,626 266 
T8_(n/8) 19,123 1,652 14,426 655 16,961 286 
T16_(n/16) N/A N/A N/A N/A 16,579 262 
RAN D3_1 19,728 1,620 14,043 498 17,038 268 
RAND3_2 20,266 1,695 14,560 587 17,169 277 
RAN D3_3 20,527 1,803 14,036 541 17,221 274 
RAN D4_1 19,700 1,707 14,086 585 17,290 273 
RAND4_2 19,719 1,713 13,677 412 17,021 253 
RAN D4_3 20, 938 1, 792 13, 633 489 17,266 263 
RAND9_1 20,770 1,785 14,366 703 17,848 253 
RAND9_2 21,842 1,902 14,057 515 17,764 258 
RAN D9_3 23,610 2,216 14,062 488 17,757 261 
RTo r_ 1 23, 644 2,100 15,125 828 16, 551 271 
RTo r_2 22, 641 1, 933 14, 731 694 16, 515 271 
RTor_3 22,270 1,805 14,108 746 16,416 284 
Complete 23,117 2,009 15,409 488 20,661 283 
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Table B20. Results for the self avoiding walk problem (4x4) with population sizes 512 to 4096. 
512 1, 024 2, 048 4, 096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 24,480 339 35,412 447 53,661 620 81,283 905 
H-n 25,505 326 39,346 464 60,050 682 92,898 1,063 
P n_ 1 23,123 312 34, 525 409 51, 813 575 80, 800 904 
Pn_3 23,674 312 35,458 424 53,847 617 82,490 902 
Pn_7 23,948 320 35,063 431 53,424 619 82,549 932 
Pn_17 24,088 321 35,182 429 53,525 610 83,151 913 
T4_(n/4) 23,283 301 34,606 406 52,840 589 82,347 892 
T8_(n/8) 23,765 302 34,684 418 53,156 589 82,177 908 
T16_(n/16) 23,741 304 34,873 417 53,417 602 82,385 915 
RAND3_1 24,243 326 35,554 423 53,800 611 81,340 912 
RAN D3_2 24,163 322 35,757 430 53,909 630 82,511 934 
RAND 3_3 24, 006 317 35, 541 424 54, 070 615 81, 974 935 
RAND4_1 24,434 317 36,247 440 56,008 629 84,813 946 
RAND4_2 24,852 320 36,468 436 54,955 633 85,268 954 
RA N D4_3 24, 676 323 36, 736 441 55, 812 634 84, 970 964 
RAN D9_1 26,145 334 39,559 469 60,522 705 94,866 1,104 
RAND9_2 26,506 335 40,012 472 61,279 712 94,622 1,089 
RAND9_3 26,406 329 40,000 475 61,781 716 94,581 1,083 
RTo r_1 23, 278 300 34, 506 405 52, 605 580 83, 508 904 
RTo r_2 23,183 311 33, 878 392 52, 378 583 83, 632 916 
RTor_3 23,178 298 34,595 401 52,359 578 83,038 917 
Complete 30,614 379 47,371 551 71,875 849 110,454 1,272 
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Table B21. Results for the self avoiding walk problem (4x5) with population sizes 128 to 512. 
128 256 512 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 60,653 2,551 58,742 1,514 71,474 1,219 
H-n 48,977 2,520 46,698 1,283 61,481 826 
Pn_1 56,762 2,706 53,391 1,632 62,222 1,017 
P n_3 50, 051 2, 361 49, 639 1, 255 61, 820 974 
P n_7 51, 012 2, 496 50, 247 1, 347 64, 001 951 
P n_ 17 50, 843 2, 398 49, 542 1, 260 62, 530 924 
T4_(n/4) 50, 374 2, 578 47, 773 1,261 58, 802 1, 007 
T8_(n/8) 48,254 2,311 47,644 1,230 59,496 889 
T16_(n/16) N/A N/A 46,663 1,168 59,869 892 
RAND3_1 50,424 2,466 49,832 1,218 63,313 917 
RA N D3_2 50, 578 2, 382 48, 354 1,102 63, 509 964 
RAN D3_3 49,450 2,201 49,523 1,196 62,403 943 
RAND4_1 .49,376 2,345 46,604 1,151 62,268 883 
RA N D4_2 49, 783 2, 594 46, 898 1,100 61, 824 891 
RAN D4_3 49,245 2,451 48,011 1,229 61,576 864 
RAN D9_1 48,104 2,544 46,555 1,157 63,009 821 
RAN D9_2 50, 636 2, 637 47,131 1, 338 62, 875 813 
RAND9_3 48,439 2,478 47,086 1,207 62,756 874 
RTor_1 52,575 2,772 49,116 1,447 57,645 884 
RTor_2 52,265 2,718 49,551 1,547 56,493 938 
RTor_3 N/A N/A 48,629 1,302 58,064 935 
Complete N/A N/A 50,568 1,383 71,248 817 
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Table B22. Results for the self avoiding walk problem (4x5) with population sizes 1024 to 4096. 
1, 024 2, 048 4, 096 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic 98,547 1,381 143,463 1,712 81,283 905 
H-n 93,843 1,014 150,099 1,488 92,898 1,063 
P n_ 1 87, 038 1,120 131, 355 1, 440 80, 800 904 
P n_3 89, 505 1, 098 134,160 1, 444 82, 490 902 
P n_7 91, 330 1,117 136, 779 1, 470 82, 549 932 
Pn_17 91,266 1,099 138,621 1,533 83,151 913 
T4_(n/4) 83,479 1,025 127,402 1,344 82,347 892 
T8_(n/8) 85, 377 1, 006 132, 382 1, 396 82,177 908 
T 16_(n/16) 85, 907 1, 029 131, 037 1, 399 82, 385 915 
RAN D3_1 91,389 1,119 138,341 1,487 81,340 912 
RAN D3_2 91,597 1,151 137,909 1,500 82,511 934 
RA N D3_3 91, 621 1,136 137, 832 1, 490 81, 974 935 
RAND4_1 90,570 1,031 139,733 1,472 84,813 946 
RA N D4_2 91,119 1, 054 139, 810 1, 501 85, 268 954 
RA N D4_3 91, 791 1, 054 139, 634 1, 468 84, 970 964 
RAND9_1 98,092 1,062 155,428 1,564 94,866 1,104 
RA N D9_2 98,176 1, 041 155, 940 1, 560 94, 622 1, 089 
RAND9_3 98,039 1,054 155,904 1,568 94,581 1,083 
RTor_1 82,164 987 124,606 1,314 83,508 904 
RTor_2 82,147 983 125,947 1,323 83,632 916 
RTor_3 80,477 962 124,797 1,298 83,038 917 
Complete 114,827 1,139 184,083 1,813 110,454 1,272 
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Table B23. Results for the self avoiding walk problem (5x5) with population sizes 256 to 1024. 
256 512 1, 024 
Mean CI (+/-) Mean CI (+/-) Mean CI (+/-) 
Cyclic N/A N/A 216,580 4,211 284,758 4,333 
H-n N/A N/A 144,202 2,586. 205,611 2,389 
P n_1 N/A N/A 183, 031 3, 819 239, 947 3, 700 
Pn_3 N/A N/A 169,127 3,332 224,013 3,218 
Pn_7 N/A N/A 169,452 3,114 228,321 3,119 
P n_ 17 132, 787 3, 342 167, 027 3,153 227, 030 3, 081 
T4_(n/4) N/A N/A 159,025 3,415 206,774 3,114 
T8_(n/8) N/A N/A 154, 017 3, 032 210, 567 2, 993 
T16_(n/16) N/A N/A 155,851 3,012 210,568 2,932 
RAND3_1 132,219 3,697 166,794 3,000 228,623 3,033 
RAND3_2 131,285 3,522 168,628 2,947 232,407 3,203 
RAND3_3 132,261 3,617 170,035 3,060 229,332 3,145 
RAND4_1 N/A N/A 156,480 2,800 218,542 2,723 
RAND4_2 N/A N/A 155,594 2,593 216,797 2,745 
RAND4_3 N/A N/A 156,799 2,802 218,365 2,799 
RAND9_1 N/A N/A 147,236 2,634 215,436 2,420 
RAND9_2 N/A N/A 147,550 2,660 216,262 2,369 
RAND9_3 N/A N/A 148,248 2,620 214,849 2,370 
RTor_1 N/A N/A 156,009 3,360 201,019 2,983 
RTor_2 N/A N/A 155,850 3,299 202,034 3,122 
RTor_3 N/A N/A 158,056 3,274 202,124 3,063 
Complete N/A N/A 153,420 2,663 240,049 2,442 
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Table B24. Results for the self avoiding walk problem (5x5) with population sizes 2048 to 4096. 
2,048 4,096 
Mean CI (+/-) Mean CI (+/-) 
Cyclic 392,461 5,039 N/A N/A 
H-n 328,403 3,087 538,114 4,403 
P n_ 1 333,187 4,145 488, 784 5, 025 
P n_3 326, 660 3, 717 494, 816 4, 791 
P n_7 333, 912 3, 767 509, 084 4, 937 
P n_ 17 337, 980 3, 842 516, 076 5, 019 
T4_(n/4) 299,881 3,560 457,709 4,464 
T8_(n/8) 305,653 3,471 472,923 4,511 
T 16_(n/16) 310, 535 3, 468 473, 505 4, 511 
RAND3_1 340,854 3,853 514,737 4,951 
RAND3_2 340,400 3,890 511,858 5,039 
RAND3_3 337,029 3,883 512,863 5,072 
RAND4_1 328,603 3,485 513,156 4,832 
RA N D4_2 334, 091 3, 515 514, 700 4, 801 
RAND4_3 333,628 3,518 516,328 4,759 
RAND9_1 348,078 3,223 566,622 4,689 
RAN D9_2 348,657 3,177 573,798 4,702 
RAND9_3 348,855 3,304 575,678 4,698 
RTor_1 286,386 3,295 429,523 4,045 
RTo r_2 287, 832 3, 382 428, 418 3, 940 
RTo r_3 285, 935 3, 269 428, 869 4, 026 
Complete 409,513 3,406 N/A N/A 
