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Resumo 
Neste trabalho desenvolvemos a noção de diferenciabilidade de aplicações de X 
ern Y, onde X e Y são espaços 
 vetoriais normados. Definimos a derivada de funções 
entre espaços normados como uma aplicação linear e continua, e não da maneira como 
é definida nos cálculos, como um 
 número. Desenvolvemos algumas propriedades de 
diferenciabilidade e condições para diferenciabilidade, em especial, em espaços de 
dimensão finita. Nosso objetivo principal neste trabalho é demonstrar um Teorema 
de Função Implícita em espaços de dimensão 
 infinita. Como aplicação obtemos o 
Teorema da Função Inversa em R. São apresentadas aplicações desses teoremas para 
solucionar sistemas de equações envolvendo 
 funções. 
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Introdução 
Neste trabalho desenvolvemos a noção de diferenciabilidade de aplicaçoes de X 
em Y, onde X e Y são espaços vetoriais normados. 
A derivada de funções entre espaços normados, não é de finida como um número 
mas sim como uma aplicação linear e continua. Propriedades da diferenciabilidade são 
desenvolvidas e condições para diferenciabilidade, em especial em espaços de dimensão 
finita, são apresentadas neste  trabalho. Nosso objetivo principal é demonstrar um Te-
orema de Função Implícita em espaços de dimensão infinita. Como aplicação obtemos 
o Teorema da Função Inversa em Rn. Aplicações desses teoremas para soluções de 
sistemas de equações envolvendo funções também são apresentados. 
Esta monografia está dividida em 3  capítulos.  
No Capitulo 1, após definirmos a derivada de funções entre  espaços vetoriais nor-
mados, mostramos que podemos diferenciar funções de 11In em III' escrevendo a deri-
vada como uma matriz, chamada de matriz Jacobiana, aplicada em um vetor do R.  
Falamos sobre a continuidade de aplicações lineares e sobre algumas propriedades de 
diferenciabilidade, tais como a regra da cadeia. Vimos que o Teorema do Valor Médio 
é estendido diretamente para funcionais reais, porém para funções f : X ---> Y so-
mente é valido uma desigualdade, chamada de Desigualdade do Valor Médio. Atravéz 
do Teorema da Representação de Riesz definimos o gradiente de uma aplicação entre 
espaços de Hilbert. Também definimos a derivada direcional e mostramos que ela 
existe para toda função diferenciavel de H em J1, onde H é espaço de Hilbert. Por 
fim, após definirmos as derivadas parciais, vimos que para f : A c Rm, se 
as derivadas parciais das componentes de f existem em qualquer ponto do conjunto 
aberto A e são continuas em A então f é diferenciável em A. 
No capitulo 2, demonstramos o Teorema da Função Implita em espaços de Banach, 
usando entre outros argumentos a Desigualdade do Valor Médio e o Teorema do Ponto 
Fixo. 
No capitulo 3 demonstramos o Teorema da Função Inversa em Rn, utilizando 
para isso o Teorema da Função  Implícita. Ainda nesse capitulo mostramos algumas 
aplicações, a sistema de equações envolvendo funções, tanto do Teorema da Função 
Implícita como do Teorema da Função Inversa. 
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1 Aplicações Diferenciáveis 
1.1 Definição da Derivada 
Começaremos desenvolvendo a noção de diferenciação de urna função entre es-
pagos vetoriais normados. Naturalmente, supomos que o leitor deste trabalho tem 
familiaridade com a noção de espaços vetoriais e de normas. 
A função de uma variável f : (a, I)) 	 chamada diferenciável em xo E (a, b) se 
o limite 
lim f (xo + 	 (x0) 
 --= f(xo) h 
existir. 
Equivalentemente, se o limite existir, podemos escrever essa fórmula como 
+ h) — f (xo) f' (xo)h  hm 	 = 0 
h—>0 	 h 
isto 6, 
f()  — f (xo) — (x0)(x — hm 	 xo)  = 0  
X — X o 
ou, o que é o mesmo, 
lim 	
(x) — f(x0) 	 f (x0)(x — x0)1 	 0. 
	
lx 	 xol 
O número f(x 0 ) representa a inclinação da reta tangente ao gráfico de f no ponto 
(xo, f (x0)). 
Assim, diferenciar f : 	 R, em xo , é equivalente a achar um  número m = m(x 0 ) 
tal que 
En, If (1 ) f (x0) — m(x — x0)1 
 = 0. 
Ix — xo l 
Dieudonné disse: 
"Como as formas lineares em uma  dimensão  podem ser colocadas em correspondência 
1-1 com os números reais, então a derivada de uma  função  real tem sido vista como 
um número em vez de uma aplicação linear". 
Isto quer dizer que podemos pensar na derivada como uma aplicação linear e não 
como um número. E isso que vamos fazer daqui para frente. 
Definição 1.1 Para X,Y  espaços vetoriais normados, dizemos que urna aplicaçcio 
f:ACX 	 Y é diferencidvel em x o pertencente a A se existe urna aplicaçdo linear 
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e continua, denotada por D f (x 0 ) : X —> Y 
que sera chamada a derivada (ou derivada 
de Frechet) de f em 1 0 , tal que 
f (x0) — D f (x0)(2 ,-  — xo) Ily 
Lin 	
O. 
PC — X 0 11 X 
Nesta definição, D f (x 0 )(x — x o ) denota o valor da aplicação linear 
D f (x 0 ) aplicada 
no vetor (I, —10) pertencente a X,  e assim, D f (x 0 )(x — 1 0 ) 
pertence a Y. Frequente-
mente escreveremos D f (x o )h como D f (x 0 )(h). As vezes  também 
 poderemos escrever 
f(x0) em vez de D f (xo)• 
Ern resumo, D f (x 0 ) E B(X,Y), onde 
B(X,Y) = 	 : X 	 17  I T linear e continual. 
Definição 1.2 Uma aplicação T : X -- Y 
linear é dita ser limitada se existe urna 
constante positiva C tal que 
11Txlly <CIlxIlx 	 para todo x E X. 
Lema 1.1 Uma aplicação  T: X 	 Y linear é limitada se 
e somente se é continua. 
0 lema acima diz que a aplicação 1.11 : B(X,Y) 	 [0, oo) 
dada por 
11 2-11 = inf{ C I 11TxliY <CIIxIIx para todo 
x E X} 
está bem definida. E fácil provar que essa aplicação 
é uma norma sobre B(X, Y). 
Assim, B(X,Y) é um espaço vetorial normado. 
Observação: Se f:ACR R,  então a derivada de f, em 
xo E A,6 a transfor- 
mação linear 
f i (x0) = Df(xo) : R 	 R dada por Df(xo)(h) = m(x0 ).h, 
para todo h pertencente a 
R, onde 
m(xo) lim f (xo + t) — (xo)  
Exemplo: f : (a, b) 	 R, onde f (x) = x 3 . 
Se xo pertence a (0,1) sabemos, do cálculo I, que m(xo) = 3
10 2 . 
f(x0) : R --+ R 
h 	 m(x o )h 
onde m(x0)h = 3x02 .h, é uma aplicação linear e 
continua e, portanto, limitada. E 
fácil ver que 
ilfr(x0)11/3(R,R) 	 im#0)1. 
Dai, 
5 
1)(x2  ± 
l x — lim 
Rx 
Se x o 	 então 
	
D f = f' 	 R 	 R 
h 	 m()h h. , 
Podemos verificar diretamente que a definição de derivada 
é satisfeita. 
Verificação: 
(1 ) — f (xo) D f (x0)(T — ) 11 	 um 	 — 	 — 	 — 
X-4To 	 11 X  — X011R 	 X--)1 	 — 
	
= lim 	  liM IX3 	 + 
4  
x 2
	
x-4-2 	 T—).1 	 IX — 
hm lx —111x2+ =  um s-4 :7 
Note que na definição nada foi dito sobre o conjunto A c X, mas temos: 
Teorema 1.1 Se A é um conjunto aberto em Xef :Ac X -->I 7 
 é diferenciduel em 
x o , enteio Df (x 0 ) está unicamente determinada. 
Demonstração: 
Vamos supor que existam T1 e T2 E B(X,Y) que  satisfaçam 
 a definição de deri-
vada de f em xo . 
Então supor x pertencente a X com ilxli = 1 e t 
pertencente a R, t 0. Tem-se 
 
t(Ti (x) — T2 (x)) 
 
O 	 1T1x_T2x=limllTlx_T2h11him = 
 
  
   
um 
t—+ 0 
tTi (x) — tT2 (x) 
=_ hm 
Ilf(x0 + tx) — f(x0) 
t-40 
= lim 
t7->0 
(tX) — T2 (tS) = 	 11 7'1 (tX) — T2 (tX)  = 
t 	 t-*0 
— T2 (tX) [f (X0 ir ti) f (xo) — 	 < 
(ti  
< 	 i f (xo +  ti)  — f(1o) — T2(tx)11 	 f (xo + 
 ti)  — F(x 0 ) — Ti(tx)ii  
t—>0 	 It! 
	
to 	 It! 
f (xo + tx) — F(x 0 ) — T2(tx)II 	 II f (xo + tx) — f (x0) — T1(tx)II  = 0 lim + lim 
ts-4o 	 tx-4o 	 lltxIl  
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Logo IlTi x — T24 = O. Portanto Ti x = T).T para todo x pertencente a X com 
114 = 1 . 
Seja z pertencente a X, z O. Então, como x 	  é tal que  xH = 1, resulta  11z11 
z z 
77
1 Fz-f 	 T2 Uz ) 
Como T1 e T2 são lineares, 
T (±-) —   1  1 	 11z11 	 — 2 (  	 > 	 (2. - 	 ) ) 	 11 Z 11 T2 (Z 
para todo z pertencente a X, z O. 
Se z = 0, pela linearidade 
Ti(0) = O =: T2(0). 
Logo 
T1 = T2 
(z) = T2 (z) 
Observamos que, em geral, D f (x 0 ) não é unicamente determinada. 
Exemplos: 
Seja A -= {x 0 }. Assim, A é constituido de um único ponto. 
Observe que qualquer T E B(X,Y) satisfará a definição, pois dado E > 0, tomando 
8> 0 qualquer, tem-se 
— 
f(xo) — Df(x — xo)11 
para todo x pertencente a B(x o , (5) n A, onde B(a,r) é a bola aberta de centro a e 
raio r, já que B(x o , 8) n A = {x 0 } . 
Portanto, qualquer T linear e continua, de X em Y, atende a definição. 
Observe outro exemplo: 
Seja A=--{(x, y) E 3.2 	 — 1 < x < 1, y= o } . 
Sendo f : A c R2 	 R dada por f(z) =--- 0, para todo z pertencente a A, temos 
que: 
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: 	 -+R 
h 	 Tih 0 
T2 : 	 R 
h 	 T2 h =-- h2 , h = (h1, h2) 
atendem a definição de diferenciação no ponto (0, 0) E A. 
Verificagdo: Seja (hl, h2) E A. Então  
• Para 
um  Ilf ((0 , 0) + h) f (0,  0) — T1h 	 um  Ilf 	
h2) —  f (0,  0 ) —  
h-0 	 11h11 	 ilhil 
IlTihil 	 loll  lim 	 = 0 . 
	
h-1:1 	 h-40 11h11 
• Para T2: 
um  f (( 0 	 + h) 	 f (0,0) —T21/11 	 um  Ilf(hi,h2) — 
 f (0,0) 
 — T2 h 11  
h-+0 	 11h11 	 11h11 
	
11T2h11 	 1lh2Il 	 loll 
	
--= um 	 = um 	 = um 	 =0. 
	
h-+O 
	
h.-4o 111/11 	 h-÷o 11h,I1 
Assim, pela definição T1 e T2 são derivadas de f no ponto (0, 0), com T1 T2. 
1.2 Matriz Representação 
Em adição a definição de D f (x0), existe uma maneira simples de diferenciar uma 
função de várias variáveis  f: A C IV 	 Rm . 
Podemos escrever f em componentes, do seguinte modo: 
f (xi, x2, - • • 5 Tri) 	 (fl(X1.7 X 27 - • 7 In) 7 f2(11, x 2 , 	 • xn) 	 fm( 1 17 X27 	 • 7 
a f, 
e calculamos as derivadas parciais 
	
	
para i = 1, 2, ... , m e j = 1, 2,.  , n, onde a 
xi  
f 
notação — representa a derivada comum (significado dos cálculos) de fi com respec- 
ax3 
tivo Tj , sendo as outras variáveis restantes xi, T2, • x.2±1, 	 xn, 
consideradas 
8 
ah 
ar, 
afl 
.952 
	 ' 
8f2 ah 
85, 	 052 
	 ' 
como fixas. 
A defini ção correta é a se guinte. 
fi  Definição 1.3 
	 (x) , x E A é dada pelo seguinte limite, quando esse limite existir: @x i 
fi 
 (x1 • • • 7 
x 	 1 . M  _ ( 	 , 	 , x + h,..., x n ) — f(xi, - - • ,x)  77, - 1 
"3 	
h-40 	 h 
Teorema 1.2 Se B C Rn é um conjunto aberto e f : B Rrn é diferencidvel em B, 
então as derivadas parciais 
afi  
x E B 
existem e a matriz da aplicação linear D f (x) E B(Rn ,Rni) nas respectivas bases 
canonicas do Rn e Rni é dada por: 
a f. 	 afm. 	 a fm  
ar, 
	 852 
 
Esta matriz é chamada Matriz Jacobiana de f ou de Matriz Representação de D f (x). 
Demonstração: 
Pela definição de matriz A de uma aplicação linear de IV em Rrn, tem-se que um 
elemento genérico de A: (au ) é dado pelo produto interno 
= 	 , 
é a base canônica de Rrn, 
é a base canônica de R. 
 
Justificativa: Seja L : Rn 
	 ItIni linear. 
Seja x pertencente a Rn, assim, x =E x 	 donde 
i -1 
L(X) = E xi L(ei ) pois L é linear. j=1. 
Como cada L(e 3 ) pertencente a Rni resulta que 
2i, • • 7 am L(e ) = 
	
= (a 
i=1 
n 	 Ti 
L(x) =)_:: x i L(e-) = 
J=1 	 j =1  
- 
( >1: Ti  xjalj, xja2j ,. • • , 	 x a 
3=1 	 3=1 	 3=1 
) = 
Dai, se A é a matriz cuja j-esima coluna é L(e ), isto e, A = (L(el) • • • L(en)) 
então 
Ax = A 
Note então de ( 
/ xi \, 
12 
In 
* ) que 
aii 	 a 12 
a21 	 a22 
a32 
ami 	 am2 
L(ei )). 
- 
• 
ain 
a2n 
anin 
/ li \ 
1 2 
\ 
 In J 
Agora seja y = x + hei , h pertencente a R.  Então  
II f(y) —  f(1)  — D (1)(Y — 1 )11 	 f(')  — D (1 )(hei)11 
— xil 	 Pei !' 
Ilf (y) — f (x) — h D f ( 1)(ei)11  
lh  
Observe que D f (x)e i é a j-ésima coluna da matriz representação da transformação  
linear D f (x). Na verdade, a j-ésima coluna são as componentes de D f (x) na base 
canônica (,;) de Rm. 
Notar que se 
= (x +  hei ) =  (11,12,..  • xn) + (0,0, 	 ,O, h, 0 , . . ,0) = 
=- (11 ,12, 	 , x 3 _ 1 , x 3 + h, x 3+1, • , 1n) 
então para xeAehER, 	 < (6 > O  tal que x + he  E A , A aber- 
to), tem-se 
f (x) — D f ( 1)(Y  
IlY — x11 
Ilf(xi, • - 	 + h, i+1,- • • xn) — 	 - 	 , xn) — h f ( 1)(e AI  
Ihf 
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Sendo f diferenciável, tem-se que 
um  il f (x i , - • ,x h O 
Dai segue que cada componente no limite acima 
 também tende para zero, isto 6, 
um  II fi( 
h-> 
,...,x j +h,... 
	
n ) — 	 (x i , 	 , xn ) 	 • D f (x)(e j )11 	 o 
hJ 
para i= 1, 2, ... , m. 
Logo, por definição, conclui-se que as derivadas parciais existem e 
axi  (x) = 	 D f (x)(ei) = 
Isso conclui a demonstração do teorema. 
Quando m = 1, f é uma função real de n variáveis. Então a derivada de f em 
xEA6 representada pela matriz linha 
f 
f (x) kf (1) 	 - a (x)  
Isto é 
D f (x)a = , para a = 
Veja que D f é uma aplicação linear em que cada x pertence a A e que a definição 
 
de D f (x) independe da base usada. Se trocarmos as bases canônicas por outras bases, 
os elementos da matriz também mudarão. Examinando a matriz da transformação  
linear, veremos que as colunas da matriz referente as novas bases 
 serão dadas por 
D f (x) aplicada na nova base do R', com o vetor imagem sendo expressado na nova 
base do R. 
Exemplo: 
Seja 
A c R2 	 R2 
(x, y) 	 (xy, 
onde A = {(x, y) E R2 I x > 0 
11 
• Na base canônica do R 2 ternos: 
( ah 	  \ 
ax ay 
D f (x)h = 	
af2 af2  
ax ay / 
• I/ = 
h: 
< E0 
11 11 11 
se Mh < So. f (xo + h) — f(x0) — D f (x0)hil  
(y ± xh2 —Y2hi  h2) 
x 	 x 
1.3 Continuidade de Aplicações Diferenciáveis 
Proposição: Seja f:ACX Y onde X, Y são espaços vetoriais normados e A 
é um conjunto aberto. Se f é diferenciável em xo pertencente a A  então f é continua 
em xo . 
Demonstração: 
Seja x0 E A, então como A é aberto existe S > O tal que xo + h E A para todo 
h E X com Ihl  <8.  Dai 
(xo + h) — f (xo)11 = 	 + h) — f(x0) — D f (zo)h + D f (x0) 11 11 
Ilf (xo + h) — f(x0) — D f (x0) 11 11 + IID f (xo)hll 
5_ f (x0 + h) — f(x0) — D f (x0)fill + cilhil 
onde C = IlDf(xo)11. 
Pela diferenciabilidade de f em xo , dado E0 > 0, seja 50 > 0 tal que 0 < So < 5 e 
Assim, 
	
f (To + h) — f(x0) — D f (xo)hll 5_ E01011. 
Somando CINI em ambos os lados da desigualdade temos 
	
II f (xo + h) — f ) D f (x0)111 + 01 11 11 	 (Es + ON. 
Mas sabemos que 
Ilf (xo + h) — f (x0)l1 	 Ilf (xo + h) — f(x0) — 	 (xo)h, 11 + 
12 
Portanto existe (50 > O tal que 
f (xo + h) 	 f (.27 )11 	 (E0 + 
para todo h, com NI < 60 , o que implica a continuidade de f em xo . 
Observação: SeL:X—>Y6 urna aplicação linear e continua 
 então L é dife-
renciável em qualquer xo pertencente a X e L'(x0) = DL(x0) = L, isto 6, L' (x 0 ) é a 
mesma para qualquer xo pertencente a X. 
De fato, veja que dado E > 0, queremos mostrar que existe 6 > 
 O tal que 
<8 implica 
ilL(x) — L(x 0 ) — L(x — xo)li 
Notar que 
L(/0) — L(x — c:1)11 	 — L(x0) — L(x) + L(x0)11 
<  6X 	 xoll, 
para x — x 0 11 <S com 8 > O arbitrário. Assim L satisfaz a definição de derivada. 
Exemplo: 
	
Seja f : 11/ 	 R 
	
x 	 ax. 
f é uma aplicação linear e continua, portanto sua derivada em xo, f (xo é dada por 
fl (xo) R --> 111 
h 1---> f'(x 0 )h = a 
Nota Importante: Em dimensão finita, se f é linear então f é continua. Por 
esse motivo, os livros sobre diferenciabilidade de uma  função de Rn em R definem 
a diferencial D f (x) como sendo uma aplicação linear de IV em R m . De fato, a conti-
nuidade sai de graça. Quando se está em dimensão infinita isso não ocorre. Portanto, 
nesse caso, é necessário pedir na  definição de diferencial a continuidade. 
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1.4 Regras de Diferenciabilidade 
A) Se f,g:ACX--0 / sdo diferenciáveis em xo pertencente a A então f + g é 
diferenciável e (f + g)'(x0) = fi (xo) + g'(xo)- 
Demonstração: 
Como f e g são diferenciáveis em xo , então 
um 	 (x) +9(x) —  f (xo) — g(xo) — [fi (xo) + (x0)](x — x0)11  
— xoll 
Ilf (x) — f(x0) 
=  um 
— f(x0)(x — xo) + g(x)  — g(x0) — g'(x0)(x — x0) 11  
Il x — xo I 
<um 
x-4xo 
H f(x) — f(x0) — 	 • 	 I g(x)  —g(x 0 ) 	 g i (10)(X 	 X0)11  ± 11M 
IIx— xoII 	 X—>X0 
Portanto f + g é  diferenciável em xo e (f + g)1 (x0) = f'(xo) + .91 (xo)• 
B) Seja f :AC X —0/ diferenciável em xo pertencente a A e a pertencente a at, 
então cif é diferenciável em xo e (af) / (x0) = af'(xo)- 
Demonstração: 
Como f é diferenciável em xo : 
um Ilaf () — a f (xo) — 	 ( xo13)(T — xo)Il  Ilx 	 x011 
lim 
x—>xo 
Ila(f (x) — f (xo) — (x0)(x 	 xo))II 
IIx — xoll 
II 
 
=a 	
f (x) — f (xo) 	 (x0) (x — x0)11 
 = 0  
¡Ix — x o ll 
Portanto af é diferenciável em  r0  e (af) / (zo) = af i (x0) 
Teorema 1.3 Sejam X,Y,Z espaços vetoriais normados, g:Ac X —* Y diferen- 
	
cidvel em x o  pertencente aA ef :BCY 	 Z diferenciável em g(x 0 ) pertencente a 
B, sendo A, B abertos e g(A) C B. 
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Então  a função composta 
	
F=fog:Ac X 	 Z 
	
x 	 F(x) = f (g(x)) 
diferenciável em x o e 	
= ng (x 0 ) ) .V( x 0 ). 
Observação: Lembrar que 
	
F' (x0 ) : X 	 Z 
	
g'(x 0 ) : X 	 Y 
	
(x 0 ):Y 	 Z 
são aplicações lineares e contínuas-  
Demonstração: 
Sejam: 
-y(h) = g(x0 + h) — g(x 0 ) — g'(x o )h. 
y(h) = f (g(x 0 ) + h) — f (g(x 0 )) — f' (g(x 0 ))h. 
Como g e f são diferenciáveis em xo e g(x 0 ) respectivamente, temos que 
e que 
11-r(h)11  
1 1h 11 
Ilço(k)1 1  
11k11 
0 	 quando h 0 
0 	 quando k 0. 
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Calculando temos 
F(xo + h) — F(x 0 ) — (g(xo))-9' (xo)h = 
= f (g(x o + h)) — f (g(x 0 )) — f (g(x 0 ))g' (x 0 )h = 
= f [g (xo + h) — 7(h) + 7(h)] — f (9 (xo)) f' (g(xo))9' (xo)h =- 
= f[g(x 0 + h) — g(xo + h) + g(xo) + g' (xo)h + 7(h)] 
— 
f (g (x0)) — f (g(x0))9' (xo)h 
= f [g (x0) + g'(xo)h + -y(h)] f(g(x0)) — ng(x0))9 1 (xo)h = 
f[g(x 0 ) + g' (x0)h + 
-y(h)] 	 (g(x0)) — (g(x 0 ))[g' (x0 )h + 7(h) — 7(h)1 = 
= f [g(xo ) + g' (xo)h + 7(h)] — f (9 (xo)) 
	 (x0))[9' (xo)h + 7(h)] + (9(x0))[7(h)] = 
= (9'(xo)h + 7(h)) + f(g(x 0)7 (h) 
Dai, e como f' (g(x 0 )) e g' ( ) são aplicações lineares e limitadas, temos: 
11F (xo + h) — F(xo) — (9 (xo)).9Vo)h11  < 	 (9' (s0)h + 7(h))11 + 11f i (g(xo))7(h)11  < 
11 11 11 	 11h11 	 11h11 
< 11(70(gi(xo)h + 7(h))11  ± c117(h)11 	 11(70(gi(xo)h + -y(h))11 Ilgi(x0)h + 7(41  ± c117(h)11 < 
Ilhll 	 11h11 	 Ilgqxo)h + -Y(h)11 	 11h11 	 Ilhll 
< 	 (g' (x 0) h + 7 ( h) ) 11 1 1 s' (x0) hl 1 + 1 170)11 	 c 1 17 (h )11 < 
Ilgi (x 	 + 7 ( 1 )Il 	 11 h11 	 11h11 
< 11(P (g' (x0 ) h + 7(h)) 1 1 ci 1 1 h l 1 + 1 1 -0) 11 	 c11 7(h )11  
11.9 1 (x0 ) h + 7( 11)11 	 11h11 	 11h11 
lko(9/(x0)h + 7(h))11 cijIhll + 11-0)11 	 c117(h)II  
119' (xo) h + 7(h)11 
	 11h11 
	
11h11 
tende para O quando h tende para 0, pois g' (x 0 )h +7(h) O quando h O e também 
porque i40 o com k O. 
Portanto F é diferenciável em xo e F(x0) = f (g(x0)).9' (x0) - 
Mas 
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O Teorema do Valor Médio é estendido diretamente para funcionais reais (T : 
X ---> IR, X espaço vetorial normado). 
Teorema 1.4 (Teorema do Valor Médio)  
Seja f : X —> IR com X espaço vetorial normado, sendo f diferencidvel ern cada 
ponto de um conjunto convexo C contido em X.  Então dados x i , x 2 pertencentes a 
C, existe pertencente ao seguimento [x 1 ,12 ] tal que f (x i ) — f (x 2 ) = f' ()(x 1 —1 2 ). 
Observação: [x1,12] -= {x i+ t(x2 — xi) t E [0, i]}, isto 6, o segmento de reta 
que liga x i e 1 2 . 
Demonstração: 
Sejam x i e 12 pertencentes a C. 
Seja g(t) = 	 t(x 2 — xi), t em [0,1]. 
Então g : [0,1] C IR —> X é diferenciável e gi(to ) = x2 — x i , para todo to E (0,1). 
Tem-se 
g'(to ) : IR 	 X 
y 	 gi(to)y =-- Y(x2 
	 xi) 
De fato g i (to)Y = Y(x2 — xi) pois 
um  I19(to + y) — .9(to) — TyI  y->-0 	 110 
( tO 	 Y)( 
= li — x i ) — xi — to (x2  — x i) — y(12 — x i)II = 11Y11 
= um 11(4 Y)(X2 	 xl) 	 (t0 	 y)( 
110 
= lim 110 11 
 = 0. 
Agora,seja 
F(t) : [0,1] —› IR 
t 	 F(t) 	 f (g(t)) 
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R R 
Então pela regra da cadeia F é diferenciável em t. 
Assim, pelo Teorema do Valor Médio para funções reais, 
F(1) — F(0) = FV)(1 — 0) 
com T pertencente a (0,1). 
Isto 6: 
F(1) — F(0) =- FV)(1  — 0) 	 > f (x2) — 	 -= (g(t))gi (t) = f)[x2 — xl] 
com =- g(t) pertencente a [xl, x2] C C. Isso provou o teorema. 
Nota: Para funções f:ACX 	 Y com X, Y espaços vetoriais normados, em 
geral, o teorema não é válido se dimensão(Y) > 1. 
De fato, considere o contra exemplo: 
f : R 
t 	 f (t) = (t 2 , t 3 ) 
A dimensão de Y, no caso R2 , é igual a dois. 
Para esta f temos 
	
fi(to ) : R 	 R2 
	
y 	 (to)Y = (2toY, 3t0 2 Y) 
Veja que 
mas 
f(1)  — 
 f( 0 )  = (1, 1) — (0,0) = (1, 1), 
(t)[1 
 
— 01 	 1(2t 32) 	 , t e (0, 1). 
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Assim, 
f(1) — f(0) 
	
f f (t)[1 — 0 ] 
para todo t pertencente aos reais. 
Para funções f:ACX 	 Y, o que é válido em geral é uma desigualdade, 
chamada de Desigualdade do Valor Médio. 
Teorema 1.5 (Desigualdade do Valor Médio) 
Seja f:ACX —>  Y, A aberto e X,Y  espaços vetoriais normados. Se A é um 
conjunto convexo e f é diferencicivel em A  então para x l e x 2 pertencentes a A, tem-se 
que 
f (x2) — f(xi)11 <  sup 11 f" (Y)1111x2 — X ill' Ye[1,x2] 
Demonstração: 
Tome x 1 e x2 pertencentes a A. 
Seja F : Y 	 ll` l , F um funcional linear e continuo. Seja g : [0,1] —> R dada por 
g(t) F(f (x i + t(x2 — 
Note que g é uma função bem definida. 
Pelo Teorema do Valor Médio, para funções reais, 
g(1) — g(0) = g'(i)(1  —0) = 
com t pertencente a (0,1). 
Observação: Podemos aplicar o Teorema do Valor Médio para g pois ela é a 
composta de três funções diferenciáveis. 
Veja que: 
g(1) = F(f (x i +1(x -- 1))) = F( f (xi + x2 — x i)) = F (f (x2)), 
e que 
g(0) = F (f (x i + 0(12 — xi))) =- F (f (xi.))• 
19 
Logo, pela linearidade de F, 
FU(T 2) — f (xi)) = F (f (x2)) — F (f (xi)) = g(1)  — 	 = (t) = 
= F' ( f (x 	 t (x2 
	 1 1))f f (I1 	 t ( X2 	 I1))[X1 	 t(X2 	 X1)11t=t 
F[f (x + i(x2 — xl))1(x2 
Dai, 
F (f (x2) — f (xi))I = F(f' (f)(x2 —  x i )) I 	 IIFII IlfTz)(x2 - 
IIFII f'() 11x2 - x111- 
Isto e, 
1F[f (x2) — f 
	 IIPY)11 11 	 II x2 — Xl„) 
com =- x1 + t(x2 — x1), t pertencente a (0,1). 
Seja M o subespago de Y gerado por f (x 2 ) — f (xi), isto 6, 
M = {A[f (x2) — f (xi)] À E 
Seja F0 : M c Y 	 1E8 tal que F0(A(f(x 2 ) — f(x i ))) = A. Então F0 é linear e 
continua. 
Note que !Ali 
 = if(x2) — f(x1)11 -1 se f(x2) 
De fato, para f(x2) 
	 f (xi), tem-se 
1  11F0 (A(f (x 2 ) — f (xi)))11 = Àj = 
	 liA(f (x2) — f (x1))1I- ligx2) — f(x i ) 
Observação: Se f(x2) = f(x i ) então 
 f (x2) — f(xi)1 < 
 sup lif(X)11 
	 X1117 
isto 6, a Desigualdade do Valor Médio é satisfeita trivialmente. 
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Assim, 
IF0(m)1  
 11m11, f (x2) — f (x 1) 
para todo m pertencente a M. 
Logo, 11F0 11 = 
lif(x2) — 
 
Para continuarmos a  demonstração, usaremos o Teorema de Hahn-Banach. 
Teorema 1.6 (Teorema de Hahn-Banach) 
Seja X urn espaço vetorial normado e p: X 	 11/ uma aplicação tal que: 
p(Ax) = Ap(x) 
para todo x pertencente aX e A> 0, 
p(x + y) < p(x) + p(y) 
para todo x e y pertencentes a X. 
Seja também G c X um subespaço vetorial e g: G 
	 1R uma aplicação linear tal 
que 
	
g(x) < p(x) 	 , para todo x pertencente a G. 
Então existe uma aplicação linear f definida sobre X que prolonga g, isto 6, 
	
(x) = g(x) 	 para todo x pertencente a G , 
tal que 
f (x) P(x) para todo x pertencente a X. 
Corolário 1.1 Seja G um subespaço vetorial de X eg:G —IEZ uma aplicação linear 
e continua de norma 
IIgI = 	 sup 
	 ig 
xeG , 11x11< 1 
Então existe f pertencente ao dual topológico de X, isto 6, f E X* que prolonga 
g e tal que 
Ilfil = 110 
onde X* = {T: X 	 T 6 linear e continua } e lfI = sup 	 if (x)1. 
zEX,I1x 11< 1 
1 
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A demonstração desses resultados podem ser vistas no livro de Groetsch (ver re-
ferências). 
Temos F0 :MCYR linear e continua, M subespago vetorial de Y. Logo, pelo 
Corolário do Teorema de Hahn-Banach, existe F : Y R linear e continua tal que 
11F11 = 11F0 11 e F prolonga F0 . 
Para esse F, temos que 
1= 111= F (f(x2) — f(xi))1 < 11F1111RY)1111/2 — x111. 
Como a norma desse F é iif(x2) — f (x 1 ) 11 -1 , resulta que 
II f (x2) - 	 )11 	 II .1" (Y) II li X2 - xi ii 	 E 	 x2] 
OU 
II f (z2) - f(xi)J1 .5 sup 	 f' (±)11 lix2 — 
A prova da Desigualdade do Valor Médio está completa. 
1.5 Gradiente e Derivada Direcional 
• GRADIENTE 
Definição 1.4 Um Espaço de Hilbert é um espaço vetorial munido de um produto in-
terno o qual é completo na norma induzida pelo produto interno. Um espaço vetorial 
normado é dito completo quando todas as suas seqüências de Cauchy são convergen-
tes nesse espaço. Exemplos: Jl com a norma Euclidiana, Cn com a norma usual 
Euclidiana. 
Seja H um espaço de Hilbert. Para funcionais f : H —> IR, a derivada fi(x 0 ) tem 
uma forma simples. 
Teorema 1.7 (Representação de Riesz) 
Seja H um espaço de Hilbert e F : H IR urn funcional linear e continuo. Então 
existe um  único vetor G pertencente a H tal que F(h) = (h, G) para todo h perten-
cente a H, onde (• , •) indica o produto interno de H. 
Observação: Se H =1111 , o Teorema de Riez diz que se F : W —+ 
 IR é linear e 
continua, então existe um 
 único vetor G = (c1 , c2, , cn ) pertencente ao Rn tal que 
F(x) = (x, C) para todo x pertencente R. 
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Isto 6, 
Ti. 
F(11,12, - 	 X n ) 	 > CiXi 	 C1X1 ± C2 ± 	 C„X n . 
T=1 
Assim, sendo f:ACHR uma  função diferenciável em 10 pertencente a A, 
f(x 0 ) : H —> R é linear e continua, então pelo Teorema de Riesz, existe G o perten-
cente a H tal que fi(x 0 )h = (h, G0 ), para todo h pertencente a H. 
Definição 1.5 Go é chamado de gradiente de f em x 0 . 
Notação: Go = f (xo) 
Conclusão: Sef:ACH— 
 J1 é diferenciAvel em x o E A então f(x o )h = 
(x,v f (x 0 )) para todo h pertencente a H. 
Exemplo: 
Seja f : Ir —> IR diferenciável em x o . 
Assim, f(xo)x = (x, Vf(xo)) para todo x pertencente ao R". Onde 
Isto 6, 
a f (x0) a f (x0) 	 a f (x0)  
ax, 	 ax 2 	 • • • 	 ax, ) 
(x0)x = (x, v f (x0)) 
para x = (x1,12, 
	 , xn). 
a f (x0)xi 	 a f (zo)x2 	 a f (zo)xii  
+ 	 ++ 
ax2 
 
• DERIVADA DIRECIONAL 
Definição 1.6 Seja f : H 	 IR com H espaço de Hilbert. Para todo 10 pertencente 
aH eh pertencente a H com h O e 
 IIhJ  =1, se o limite 
lim f (xo + th) — f (x0)  
t,0 
existir, ele é chamado de Derivada Direcional de f em 10 na direçdo de h. 
Notação: df(x o , h) 
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Proposição: Suponhamos f : H 	 diferenciável em x0 pertencente a H. Então 
existe df (x o . h) para todo h pertencente a H com 111/11 = 1. 
Demonstraçõo: 
Temos que existe f(x0), assim se 
r (x 0 ,1) = f (xo + 1) — f (xo) — f (x 0 )1 
então Ilr (xo, 	 II 	 o 
lit'' quando 
1 —> O. 
Dai seja h pertencente a H com 111711 = 1. Então  
lim f (x + th) — f (x0)  
Logo existe df (x o , h). 
- Jim (f xo + th) — f(x0) — f r  (xo)th + f' (x 0)th 
t->o 
r(x 0 th) + (x0 )th 
- lim 
t-->o 
hm 
r (x o , th) 
+ hm 
f'(x0)th 
t-yolithil 
	
t-40 	 t 
- 0 	 f'(xo)th 	 t f'( tx 0 )h  lim 	 = 0 + 
t.—›0 
	 t 
- f' (x0)h = (h, v f (x0)). 
Conclusão: Se f : H —> IR é diferenciável em 10 então (x h = df (x o ,h) 
f (x o )), para todo h E H com 	 = 1. 
Observação: A derivada direcional de f em 10 , na direção de h, pode ser inter-
pretada como uma taxa de variação. 
Note que a direção  de maior decrescimento de f éh=—Vf (xo)- 
De fato, 
df (x o , h) 	 , V f (To)) 	 Hihli IV  f(T o )1. 
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Tomando h -= — v f (x 0 ), então 
df(xo, h) = df (xo, — v f (i0)) = (- v f(0), v f (x0)) = 
 H v f (x0)11 2 - 
Portanto, se h = — 
 V  f(ao) então atingimos a igualdade na desigualdade 
df (x o , h) < 	 11 V  f(x0)11 
Nota: Isso é usado para minimizar f : H —* 
Observe que a existência de todas as derivadas direcionais de f não implica que f 
é diferenciável. 
Exemplo 
f: 1R2 —*IR 
 
Seja 
gx,y 
{
1 se 0 < y < x 2 
0 se y > x 2 ou y < 0 
Note que f = 0 sobre os eixos. 
Agora tome uma reta r passando por (0, 0) que não coincida com um dos eixos. 
Sobre essa reta r existe uma vizinhança de (0, 0) tal que f = 0 nessa vizinhança.  
Seja h pertencente a reta r, 111211 = 1. 
Dai 
f ((O, 0) + th) — f (0, 0) 	 f (th) = 	 0 
 um df ((O, 0), h) = 	 =  um 	 um — = O. t—>o 	 t 	 t—>o 	 t 	 t 
Obvio que df ((O, 0), ei) = O (ei sendo a direção dos eixos), pois f = 0 sobre os 
eixos. 
Portanto, existem todas as derivadas direcionais de f.  
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Veja agora que f não é continua em (0, 0), pois dado 0 < E < 1 existe (x, y) E 
(-6, (5) para todo 8 > 0, tal que 
If (x, 	 — 	 f (x.)l = 1> 5. 
Logo, f não pode ser diferenciável em (0, 0). 
Conclusão: Existem as derivadas direcionais de f em (0, 0) em qualquer direção  
mas f não é diferenciável em (0, 0) pois ela é descontinua nesse ponto. 
Exemplo 2: 
Seja f : 
xy 
Onde f (x, y) = x 2 +y  se  
2 _ se 
 
Existe df ((O, 0), h) para todo h com 114 = 1. 
De fato, seja h = (h1 , h2). 
Suponhamos hz 0, assim 
thz  
hm f ((0 ' 0) + th) — f (0,0) 
 =  um 
 f (th) 	 f (th i th2 ) 	 t 2 h 2 + th2 
t-40a) 	
_ 
t = 
	 = 	 1 t   
t 2 h1 h2 t2 h1 h2 
 
= 1imto 
t(t2 + th2) = 1im0 t2 
 (thi + h2) 
h i hz 	 hih2 
 
= lim 	 = 	 =h1 . 
t—>o th i + hz 
	 h2 
Portanto existe df ((0 , 0) , h) para h = (hi , h2), h2 	 O. 
Suponhamos agora hz = 0, assim 
um 
 f ((0
'
0) + th) — f(0, 0) 
 = um 
 f (th) 	 1. f 	 0) 
	  --= um —
o 
= O. t—>o 	 t 	 t-40 	 t 	 t--H3 t 
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1 
— ( 1 + —n )Y+Y 
1 .1X1 = 1 = E. 
xl 
I f (x, 	 — f (0, 0 )1 = I f (x, Y) I = 
Xy 
x2 ± y 
=_ IxY1 	 _nlxIIYI := 701 . 
IYI 
Ti 
Tomando no > —
1 
temos ni 
Portanto existe df ((0 ,  O), h) para h = (h1 , h2 ), h2 = O. 
Logo existe df ((0 , 0), h) para todo h = (h1 , h2 ). Mas dado E = 1, seja (x, y)  perten-
cente a B((0, 0), b) tal que X 2 = -(1 ± T)y com ri suficientemente grande, ri > no > 1 
e y O. 
Então 
Sendo assim, f é descontinua na origem. Portanto f não é diferenciável em (0, 0). 
Conclusão:  A existência das derivadas direcionais de f em todas as direções não 
implica a diferenciabilidade de f.  
1.6 Derivadas Parciais 
Sejam X,  Y, Z espaços vetoriais normados e A um conjunto aberto de X x Y. 
Seja 	
f: ACXxY 	 Z 
(x,Y) 	 f (x,Y) 
Seja ( x0, 
	
pertencente a A e A0 	 C X  I (x, yo) E AI. 
A yo 
x o X 
Como A é aberto então A yo é aberto (em X). 
Seja 
F: Ay C X 	 Z 
F(x) = f (x, yo) 
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Se F é diferenciável em xo então F' (x0 ) : X —> Z  é uma aplicação linear e continua 
chamada derivada parcial de f em (x o , yo ) em relação a variável x. 
0f  , 
Notação: f ii (xo,Yo) ou 
Analogamente se define a derivada parcial de f em (x0 , yo ) em relação a variável 
a f , 
y, e a denotamos por f“xo , yo ) ou -- xc), W- ay 
Observação: Se f :RxR 	 R, então 	 Yo) é a derivada parcial em x no 
sentido dado nos cálculos, isto 6, 
fi(x0,y0) = —
a f (io,y0). 
aX 
Teorema 1.8 Seja f : A C Rn 	 Rm, A aberto. Se as derivadas parciais de f 
existem em qualquer ponto de A e são continuas em A, então f é diferenciável em A. 
Demonstração: 
Se f for diferenciável em x pertencente a A  então a matriz de D f (x) tem compo-
nentes dadas pelos derivadas parciais das componentes de f em x. 
Dado E > 0, vamos provar que existe 6>  0 tal que 11f (y) — f (x) — A(x)(y 	 < 
Elly — x11 para todo y pertencente a B (x , 6) , onde A(x) é a matriz Jacobiana de f (que 
existe por hipótese) no ponto x. 
Para mostrar que 11 f (y) — f (x) — A(Y — E)11 < 	 suficiente mostrar para 
cada componente. 
Note que a componente j de f (y) — f (x) — A(x)(y — x) é 
) 	 a h 	
a f  
fi(y) — fi(x — [ 	 (x) • • - 	 (x)](y — x). ux, 	 axn, 
Assim,sem perda de generalidade, vamos supor m = 1. 
Então supor que 
f A c 	 R 
a f 
com — i = 1, , n existindo e sendo continuas em A. 
axi 
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f(y) - f (x) - A(x)(y 
Of 
axl 
Of 
a
(x,, u2, y3, y4, • • 
x2 
Of 
X71- 
aXn 
(u 1 , y2 ,. 	 Yn) 
-x)= 
 
axi x2 ,  • • • , xn)] (yi - xi)+ 
Of 
Of  
• 7 Yn
12, . . . xn ) 
01 2 
Of  
. . . , x) 
Ox n 
(y2 12) 
(Yrt 	 Xn)• 
Seja x pertencente a A, fixado arbitrariamente. 
Seja y pertencente a A. Temos 
a f 	 a f  
xA(x)(y - x) = 	 )(Yi x i ) + 	 + 	 (x)(Yn - xn). 
axi 	 ax, 
Agora notar que 
f (Y) - f (x) = f (yi, y2, • • - , yn) - f (xi, x2, • • • , xn) - 
= f (yi, y2, • • • , Yn) - f (xi, y2, • • • , yn)+ 
+ f (xi, y2, - • • , Yn) - f (xi, x2, Y3, • • • , yn)+ 
+ f (xi, X2, Y3, • • , Yn) 	 f (xi, x2, X3, Y4, 	 Yn 	 • • .± 
+ f 	 X2, X3 , . . . Xn-1, Yn) 	 f (X1) X2, X 37 • . • , Xrt)• 
Pelo Teorema do Valor Médio para uma função g : [a, b] C R IR, temos que: 
1) Existe ui entre yi e x i , tal que 
f (Yi, y2, • • • , y) 	 f 
a f 
1, Y2, • • 	 Yn) ('IL1) Y2, • • 	 Yn) (Y1 	 xi). 01 1 
2) Existe u2 entre y2 e 12 , tal que 
f(xi, Y2) Y3, • 	 Yrt) 	 f (11 
Of 
, 12 , Y3, - • Yn) = 	 U2, y3 • 	 Yn) (Y2 	 12). 
012 
n) Existe un entre yn e xn , tal que 
Of  
f (xi, x2, • • • , xn-4, yn) - f (xi, x2, • • • 	 ( 
	
X2> • • Xn-i, Un)(Yn 	 in)- 
19X n 
Logo 
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xn) 
Donde 
I I f ( Y) — f (x) — A (x) (Y — x) I 
1 3! 	  , 	 Of , < { 	 0, 1, Y2, - - - 7 	 ) 	 , 	 V 1 , 12 , . . . ,x)  
— aX 1 	 ox, 
a f a f , 	 , 
+ 	 1 1 ., 1 2 , . • • , Xn-1,Un) — - - — Xl_ , X2, • • • 
aX n 	 aX n 
com ui entre y- x i , i = 1, 2, .. n. 
a f Agora, como 	 é continua em x, então dado E > 0, existe 5> 0 tal que 
ox i 
Of 	 Of  
(y) -- (x) 
axi 	 ax, 
se y pertence a B(x, 8) n A, para i = 1, 	 , n . 
Então para y pertencente a B(x, 5) n A temos que: 
f (x) - A(x)(Y — 
a f , 	 a f „ 
yai , Y2 ; 
 Y3; • • • ; yn) 	 ) 
a Xi 	 Ou  
  
E 
< — 
Tb 
Of 	 \ Of  
Y3; Y4; • • ; Yn) 012 
	
012  
Of 	 Of  
X27 • • 7 in-1; Un) 	 k.x) 
aXn 	 ain, 
Como y pertence a B(x, 8) n A então  
(Ul; Y2; Y3; • • 7 Yn)7 (X17 U2; Y3; y4; • • ; yn); • • , (Xi, Xi, • • • 51n-1; Un) 
pertencem a B(x, rl A, pois u, estd, entre y i e xi . 
Usando Of  (z) — 	 (x) 
axi 	 axi 
E 
—
n
, com z = (u1, Y2, • . • , Yn); • • ; (Xi, 	 , Xn-1; ?in) re- 
sulta que 
  
I f () 
	 ( X ) — A (X )(Y 	 E 	 — 4. 
Isso vale para y pertencente a B(x, 8) n A. 
Logo f é diferenciável em x pertencente a A. 
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IlY — x11- 
2 Teorema da Função  Implícita  
Definição  2.1 Um Espaço de Banach  é um espaço vetorial normado completo, ou 
seja, um espaço vetorial normado onde toda sequência de Cauchy é  convergente, nele 
mesmo. Por exemplo: R, R', C. 
Um outro exemplo de  espaço de Banach é o conjunto 
00 
/P = {(xn) (x n ) seqüência em R com Llxnr <+o0} 
n=1 
com 1 < p < co, munido de norma: 
	
11(xn)11 	 (t° linr) • 
n=.1. 
Observar que lP é um espaço  vetorial com a soma de seqüências sendo dada por 
(xn) + (yn) = (xn + Y.). 
Naturalmente dim 1" = +co. 
Teorema 2.1 Sejam X,Y,Z  espaços de Banach ef :CcXxY 	 Z, com C 
aberto, tal que f(xo,Yo) -= 0 para algum (x0 ,  tio)  pertencente a C. 
Supor também que: 
i)f é continua; 
f(xo, yo) existe numa vizinhança de (x 0 ,y0) e é continua em (x o ,y 0 ); 
[fi(xo,Yo)]-1  é uma transformação  A: Z 	 Y linear e continua. 
	
Então existe y = y(x) : V x0 C X 	 Y continua tal que f (x,y(x)) = O para todo x 
pertencente a Vic, e  y(x0) = yo, onde Vxo é uma vizinhança de xo. 
Demonstração: 
Sem perda de generalidade podemos supor (x0, y0 ) = (0, 0) pertencente a C, que 
está contido em X x Y. 
Chamar A =[Mxo,Yo)] -1 • 
Como CCXxYé aberto, então C1 = {y pertencente a Y, tal que (x, y) pertence 
a Cl é aberto não vazio para x suficientemente pequeno, digamos  1lx11 < M. 
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Definir h(x, •) = hz : Cz c Y 	 Z, dada por h(x , y) = hz (y) = y - A f (x, y), para 
x tal que 114 
 < M. 
Queremos mostrar que para cada x numa vizinhança 170 pertencente a B(0, M) a 
aplicação h tem um ponto fixo y = y(x) pertencente a C. 
Observação: Cx é aberto e a origem de Y pertence a Cx , portanto B(0,E) = 
By(0,E) C Y desde que E seja pequeno. 
1 0 Objetivo: Ver que hz é contração de By (0, 6 2 ) nela mesma, para 11x11 < E, com 
E < M e para um certo E2 > 0, sendo By(0,E 2 ) c Y. 
2° Objetivo: Verificar que os pontos fixos y = y(x) de hz atenderão ao teorema. 
Note que 
h'2 (x , y)u = [u - (f (x , y)) f(x , y)u] = u - f(x , y)u = I d(u) - A ,f(x , y)u = 
	
= AA - - 	 , y)u = A[A -1 u - 	 , y)u] = A[f(0 , 0) - Je(x , y)]u 
para todo u pertencente a Y. 
Observação: T pertencer a B(X, Y) implica que liTxli <1ITI xIj ,  com 11711 = 
sup 
 11 7'4. 11.11<i 
Dai, 
Y)II = 
	
- Mx, Mil 114 	 - Mx, OH. 
Seja L tal que 0 < L < 1 (L fixado). 
Da hipótese que MO, 0) é operador continuo em (0, 0), temos 
in° 	 f2(X Y)11 	 6* = IIAII 
se 	 <E i <Me 
 110 - < 62, onde 61,62 > 0. 
Portanto 111-2/2 (x, y)11 	 L se II li < E  e HMI < 62.  
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Agora notar que 
11 h ( x, 0)H = HO - Agx, 0 )H = 	 0)H 	 HAH Ilf(T, 0)H = 
= HAM Hi (x, 0) - (0, 0)ll < 	 - L) 
desde que 11x11 < s <  si  <M. 
Isto 6, 
se 114 	 e. 
Afirmação 1: h(x,•) = hx : Bx(0,E2) 	 Bx(0,E2)• 
,0)11 
 
Observação: E2 > 0 deve ser pequeno para que hx (y) pertença a B(0,62) contida 
em Cx , com IA < E. 
Prova da  Afirmação 1: 
Seja y pertencente a B(0„ isto 6, y pertencente a Y com 	 < 62. 
Dai 
Il hx(Y)11 = 11h(x,Y)11 = 11h(x,y 	 , 0) + h(x, 0 )11 	 11h(z, Y) - h(z , () )11 + Ilh(x, 0)11. 
Usando a Desigualdade do Valor Médio, segue que 
Y) - h(x, 0)11 + 	 0 ) 11 _< sup 11 1712()11 11Y — 0 11+ 	 'OA 5_ VE[0,y] 
sup 11 14(Y)11 110 ± il h ( X ) °)I1 - 
Como sup 
 lihr2(Y)li  5_ L se 11x11 5_ E 5_ El; HO 	 E2 
HY115_ 6 2 
e ilh(x,0)11 	 62(1 — L), então 
sup 11 14(y)1111Y11+ 11 h ( x,  0)11 < L.E2 + 62(1 — L) = 62. 
1 14 < 62(1 — L) 
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Logo 
lihx(Y)11 	 E2, 
isto e, 17„(y) pertence a B(0, 
Afirmação 2: hx : B(0, 2 -+ B (0, E 2 ) também é contração se ix < E . 
Prova da  Afirmação 2: 
Sejam yi e y2 pertencentes a B(0,E2)• 
Pelo Teorema da Desigualdade do Valor Médio, temos 
11 fix (Y2) — h. (Y1)11 = lih(x , Y2) — h(x, Yi) II 
< sup MhZ(x,g)11 11Y2 — yili 
YE [Y1 ,Y2] 
5_ sup 11 hl(T, 
	 11Y2 	 i il  
IIYEE2 
< LI I Y2 	 1 111 
desde que XI < E. 
Assim, se 11x11 < E então hx é contração de B(0, E 2 ) nela mesma, pois 0 < L < 1. 
Logo, pelo Teorema do Ponto Fixo (ver Iivro de Groetsch ou E. Lima nas re-
ferências), para cada x pertencente a X com lxii < c, existe um único y -= y(x) 
pertencente a B(0, E 2 ) tal que h(x , y(x)) = y(x). 
Isto 6, para cada x com  ilxH < E) 
y(X) = h(x,y(x)) = y(x) — A f (x,y(x)). 
Subtraindo y(x), temos 
Y(x) 	 Y(x) = Y(/) 	 A f (x , (x)) 	 (x) , 
ou seja, 
A f (x, y(x)). 
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Como existe 	 : Y 	 Z então  f (,  y(x)) = O para todo x pertencente a B(0, E). 
Note que 
y: B(0,E) 	 Y 
x 	 Y = Y(/) 
é uma função  bem definida chamada de Função  Implícita. 
Veja que essa função satisfaz f (x, y (x)) = 0 para todo x pertencente a Vo =- B (0 , e), 
y(0) = O. 
Observação:  Pela unicidade do ponto fixo é fácil ver que y(0) = O. 
x = 0 pertencer a B(0, E) implica que existe y = y(0) ponto fixo de h(0, •) e h(0, y --= 
0) = O — A f (0,0) = O — AO = O =y.  
Logo, pela unicidade do ponto fixo, y(0) = O. 
Agora vamos mostrar que y = y(x) : Vo 	 Uo = y(Vo ) C I" é continua. 
Sejam x i , x 2 pertencentes a Vo . 
Queremos mostrar que y(x l ) fica próximo de y(12 ) quando x l e x2 estão suficien-
temente próximos. 
Lembrar que y(x i ) é ponto fixo de h(x i , •), isto 6, h(x i , y(x i )) = y(x i ). 
também que h(x2, Y(x2)) = Y(x2). 
Seja yo =- y(x 2 ) e y,  =- h(x i , yo ). 
Observação (Teorema do Ponto Fixo): Seja Y um  espaço métrico completo 
e T uma contração de Y em Y. 
Então existe um único ponto fixo y de T em Y. Além do mais, se ym = Trnyo , isto 
Lni 
6, ym é a Orbita de yo , yo pertencente a Y, d(y,„ y)< 1— L (d(yo)  yi )) onde 
d(x, y) é 
a distancia de x até y eLéa constante contrativa. 
Aplicando isso para a  contração //xi , com yo = y(x2), resulta (lembrando que Y(xi) 
é o ponto fixo de hx1 ) para m = 0 que: 
L °  
Vx1)11 5_ 1 yo — li11(Y0)11- 
Lembrar 
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Isto e, 
11Y(x2) — 	 1 1 	 I, Hy(x 2 ) — h(xi, V12)) H 
1 
1 — L y(x2)) - h(xi, Vx2))11 
1 
= 1 — L  Hy (x2) — Af (x2, Vx2)) — (x2) + Af(xi, y(x2))11 
1 
= 1— L HA[f (x2, Y (x2)) — f (xi, Vx2))]11 
1  
IIAII 11 f (x2, Y (x2)) — f(x', Vx2))11 
— 1 — L 
Como f é continua em C que contém Vo x Uo , então resulta que se x 1 está su-
ficientemente próximo de x2, então y(x i ) fica proximo de y(x2 ). Isto 6, y = y(x) é 
continua. 
A função implícita é única.  
verdade, pois se existir outra função implícita y1 (x) com x pertencente a V 
(onde V = V (x = 0)), então f (x,y i (x)) = 0 para todo x pertencente a V. 
Assim A f (x, yi (x)) = 0 para todo x pertencente a V. 
Portanto y1 (x) = yi(x) — Af (x,yi(x)) para todo x pertencente a V. 
Isto 6, hx (y i (x)) = y1 (x) para todo x pertencente a V,  ou seja, y1 (z) é ponto fixo 
de h. 
Como y(x) também é ponto fixo de h temos, pela unicidade do ponto fixo, que 
Yi(x) = y(x) para todo x pertencente a Vo n V. 
0 teorema da Função implícita também pode ser escrito na seguinte versão: 
Sejam X, Y, Z espaços de Banach eF:AC XxY Z, A aberto. 
Supor: 
1) F continua. 
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2) F(xo,Yo) = 0 para algum (xo,Yo) pertencente a A. 
aF 
3)  — existe numa  vizinhança de (x o , yo ) e e continua em (x 0 , yo).  
ax LaF 	 -1 4) —
a
xo Yo)] pertencente a B(Z, X). x l,  
Então existe U, uma  vizinhança de yo . e uma única função x = x(y) 	
=x(U) 
continua tal que F(x(y),y) = 0 para todo y pertencente a U, x(yo ) = xo . 
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3 Aplicações 
3.1 Teorema da Função Inversa 
Teorema 3.1 Seja f : A clEtn 	 Rn com A aberto. 
Suponhamos que f é de classe C 1 e que o determinante da Matriz Jacobiarta de f em 
x o é diferente de zero(J f (x 0 ) 0)) para algum x o pertencente a A.  Então existe uma 
vizinhança W de x o , que esta' contida ern A, e existe uma vizinhança U de yo , yo = 
f (x 0 ), tal que f(W) = U e a restrição f : W U tem uma inversa f -1 : U W 
também de classe 	 Alem disso, para y pertencente a U, D (f -1 )(y) = [D f(x)] -1 , 
onde x = f -1 (y). 
Demonstração: 
Para demonstrarmos esse teorema usaremos o Teorema da  Função Implícita.  
Primeiramente vamos provar a existência da  função inversa e que ela é continua. 
Definir 
F : A x 	 C Rn X liln 	 Rn 
por 	
F (x , y) = y — f (x). 
Note que F é bem definida e é continua. 
(9F (x, y) =- —D f (x) : Rn 	 Rn 
aX 
existe para (x, y)  pertencente ao  domínio de F. Como f é de classe C' então F 
também é de classe C l . 
DF 
Também existe —(xo,Yo ax = — D f (x0),com yo = f (zo). 
Como J f (x 0 ) e diferente de zero (J f (x 0 ) 0 0), então [(x0 Yo)] 
	
existe e per- 
tence ao conjunto das aplicações lineares de Ir em R. 
Sendo f de classe C' em A,  então D f (x)  é continua em x pertencente a A. Em 
particular, D f existe em uma vizinhança de U0 e é continua em x o e, sendo assim, 
aF 
 existe numa vizinhança de (x 0 , yo ) e é continua em (10,y0). 
Ox 
Agora note que 
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aF 
Observação: Na verdade --- existe e é continua em todo o domínio de 
F.  
x 
Veja que 	
F(xo, yo) = Yo — f (xo) = Yo yo = 
pois yo = 
Logo, valem as  hipóteses  do Teorema da Função  Implícita para F. Portanto existe 
uma  vizinhança de yo  dada pela bola BY(yo ,E) para algum E > 0, e uma vizinhança  
V de x o  dada pela bola Bx (x o , E i ) para algum E l > 0 e também uma  única função 
x --= x(y) : U —+ V continua, tal que F(x(y), y) = O  para todo y pertencente a U, 
x(Yo) 
Isto 6, F (x(y), y) = y — f ( (y)) = 0 implica que y = f (x(y)) para todo y perten-
cente a U, x(yo) = xo• 
Seja W = x(U). 
Assim x = x(y) : U WCVe uma função sobrejetora e y = f(x(y)) para todo 
y pertencente a U. 
Isso diz que f : W 	 U é inversível e 
f -1 (Y)= x(Y). 
Conclusão: f é localmente inversivel e sua inversa é continua. 
Agora vamos mostrar que existe D f (y) para y numa vizinhança de yo . 
Tem-se: 
L(Ir,Rn ) 	 aplicações lineares de Ir em Rn} 
G L(Rn ,111n) =  {aplicações lineares de Ir em RI inversiveis 
= {matrizes Anx, I  det A 0 } . 
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Isto e, 
GL(Rn ,  R") = {A pertencente a L(Rn, 	 detA 0}, 
onde estamos identificando a matriz A com a aplicação linear associada a ela. 
Lema 3.1 GL(Rn ,Rn)  é aberto em L(Rn , 
DemonstravCo: 
Note que 
det:L(Rn.Rn) 	 R 
pode ser visto como uma aplicação 
det:Rn 2 	 R. 
Mas det(x i , • , xri2) é um polinômio de n2 variáveis e grau n. 
Assim, det:L(Rn, 	 é uma função continuamente derivável, em particular 
é continua. 
Então det -1 (0) = clet -1 ({0}) é um conjunto fechado em L(Rn,Rn) pois, como 
sabemos, a imagem inversa de um fechado é fechada se e somente se f é continua, e 
temos f continua e o conjunto unitário {0 } é fechado em IR. 
Portanto L(R ,Rn) det -1 ({0})) é aberto em L(Rn,Rn). 
Mas L(Rn, 	 \ det -1 ({0}) = { matrizes n x 7/ com det 0} = {GL(Rn,Rn). 
Isso diz que GL(Rn, IV) é aberto. 
Como por hipótese Jf(x 0 ) = detD f (x 0 ) 	 0, então existe uma vizinhança de 
D f (x 0 ) tal que toda matriz nessa vizinhança é inversivel(tem det 0). 
Também por hipótese temos que f é de classe C' em A. Em particular é de classe 
C 1 em uma vizinhança de xo que esteja em A. Isto 6, D f (x) é continua em xo e em 
qualquer vizinhança de xo em A. 
Quer dizer que D f (x)  está em uma vizinhança de D f (x 0 ) se x estiver em uma 
vizinhança adequada de X.  
Podemos então concluir que existe E t > 0 tal que D f (x) é inversivel para todo x 
pertencente a B(xo,e). 
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Mas, f é inversivel se for restrita a W =- x(U) C V = B(xo, 62), com U=-- B(Yo, e)- 
Seja W' = W n B(x o ,e). Então f : W' 	 = f 
Então essa restrição de f ainda é inversivel com sua inversa continua. É impor-
tante notar que agora D f (x)  é inversivel para x pertencente a W'. 
Então calculamos para y i e y2 pertencentes a U", com yi y2: 
f (Yi) — f -1  (y2) — [D f (x2) ] -1 (Yi — Y2)II  
(Y1) = 	 7 
	
My' 	 Y2 11 
onde x2 = f -1 (y2) pertence a W'. 
Seja x l =- f -1 (yi ) pertencente a W'. 
Note que 
— /1-1 (y2) — [Df(x2)] -1 (Yi — Y2)II  
IIY — Y211 
— x2 — [D f (x2)] -1 (f (xi) — f (x2)) II  
Ilf(x2) — 
[Df (x2)] -1 D f (x2) (xi — x2) — [D f (x2)] -1 [f (xi) — f(z2)1M < 
I f (x2) — f(xi)11 
< 	 f (x2)] -1 II II D f (x2)(xi — x2) — [f (xi) — f  
Ilf(x2) —  f(xi)11 
Como D f ( )1-1 pertence a L(], Rn) então existe uma constante M = Mx2 tal 
que 	
11[Df(x2)] -1 h11 	 11x211hil. 
Isto e, 
	 11[D f (x2)]-4 < mx,  
Dai temos que 
11ED f (x2)] -1 1111D f (x2)(xl — x2) 	 [f (xi) — f (x2)111  < 
II f (x2) — f(xi)11 
m.211D f (x2)(xi — x2) — [f (xi) — f(x2)1I1  
II f (x2) — f (x1)11 
_ 
	
I2 —xiII 
	
II f (x2) — (xi) — D f (x2)(x2 —  
II f (x2) — f(x1)11 	 11x2 	 xill 
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	Afirmação: 	 11x2 - x111 	 é limitada por uma constante C > 0, independente II f (x2) — f (x1)11 de x 1 e x2 . 
De fato, temos xi 
 = f 1 (yi) e x2 f (y2) 
Tanto x 1 quanto x2 são pontos fixos de 
h(x) = x - AF(x, y) = x - A[y f (x)] 
-1 OF 
com A = Yo)1 - ax 
Dai, para y pertencente a U', tem-se: 
h(x1) = x 1 
 - A[Y - f (xi)] 
h(x2) = x2 — 11[Y — f (x2)] 
donde 
	
11x2 —  x 	 = Ilhy (x2) + A[y — f (x2)] — hy(xi) — A[y — f (xi)]11 
11hy (x2) — hy (x1)11 + 11A[f (xi) 
— f (x2)]11 
L 11x 2 —  x 
 JJ + 11A11 Jf(x) — f(x2)II 
Dai temos 
11x2 — 	 L x 2 — 	 II + 11 A 1 1 11 f (xi) — (x2)11, 
que resulta 
(1 -- L)11x 2 
 — xfI < 11A 11 If (xi) — f( x2 ) 11 
Isto e, 
11Ail  11 	 xill 	 (1 - L) = 
Portanto 
< Ilf -1 (Y0 — 	 (y2) — fp f (x2)1 -1 (Yi — Y2)1I 
 < 
I1Y2 — Y111 
<  IIAII 	 If (x2) — f (xi) — D f (x2)(x2 - xi)11  
- (1 - L) 	 11'2 - x111 
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Logo 
- 
-1- (y2) - [Df(12)] -1 (yi - Y2)II < 
Y2 --- Y1 II 
O<Em 
-
I1 Y2 
II f (yi) - 	 (y2) - [D f (x2)] -1 (Yi - Y2)1I   
um 	 = 0. 
 
Y2 	 Yili 
Logo, 
yi --4y2 
11All M, um 
f(12) 
- f (xi) - D f (x2)(12 — Ti)11 	 o 
x  (1— L) 	 x1x2 	 11x 2 —  Xi 
pois quando Yi tende para y2 então 1 1 tende para 1 2 , porque I I = 	 e  12 = 
f -1 (y2) e f é continua e também porque f  é  diferenciável em 12 . 
	
Isto 6, f 	 diferenciável em y2 • Além disso, D[f 1 ](y2) = [Df(x2)] -1 • 
Sendo 12 = f (y2 ), como y2 pertencente a U' foi tomado arbitrariamente, resulta 
	
que f : U' 	 W' é  diferenciável em U' e 
Dri l(Y) = [Df(i)] -1, 
com x = f -1 (y) e y E 
Agora vamos provar que D[fl(y) é continua em y pertencente a U'. 
Para isso usaremos o seguinte lema: 
Lema 3.2 A aplicaçao 
	
L(lln , Rn) 	 G L (Rn , Rn) 
1-4 T -1 
é continua. 
0 esquema para provar a Ultima parte do teorema é o seguinte: 
Vimos que a aplicação 
W' 	 GL(Rn,Rn) 
x F--÷ D f (x) 
é continua. Também a aplicação 
	
GL(Rn,Rn) 	 G L(Iln , Rn) 
D f (x) 	 [D f (x)J -1 
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é continua (pelo lema 3.2) para x E IV. Isso implica que a composição 
W' ---> GL(Ir,Rn) 
x i 	 [D f (x)] -1 
continua. 
Portanto D(f -1 )(y) = [D f (x)] -1 [D f (f -1 (y))1 -1 é continua em y e U' 
Logo, a aplicação 
U' 	 G L (Rn , ) c L (illn Rn ) 
1-4 D(f -1 )(Y) 
é continua. 
Portanto, f -1 é de classe C' em U'.  
A prova do Teorema da Função Inversa está completa. 
3.2 Aplicações em Problemas 
Exercício 1: 
Uma transformação pode ser localmente inversive' perto de cada ponto, mas não 
ser globalmente inversive'. 
Seja u(x, y) = ei cos y e v (x, y) = ex sin y. 
Para a transformação 
 (x, y) 	 (u(x, y), v(x, y)), temos: 
 
au av 
ax ay 
av au 
ax 
 ay 
  
   
5 (u, v) 
a(x, 
 
es cos y —ez sin y 
ei sin y ex cos y 
   
   
	
e2i(cos2 y + sin2 y) = e2x 	 O. 
Então, pelo Teorema da Função Inversa esta aplicação é localmente inversive', 
porém não é globalmente 1 a 1, pois 
u(x,y+ 27r) = u(x,y), 
v(x,y+ 27) 
	 v(x,y). 
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Note que para f : R 	 IR, se f 
 é  diferenciável e f(x) 	 0 para todo x, então f' 
maior que zero ou menor que zero(f > 0 ou f' < 0), visto que f deve ser (global-
mente) 1 a 1, visto que f é sempre crescente ou decrescente. Este 
 exercício mostra 
que esta necessidade não ocorre em R 2 . 
Exercício 2: 
Considere o seguinte sistema de equações: 
xu + yv 2 = 
xv3 y2u6 	 O.  
Será que elas possuem uma única solução para u, v em termos de x e y próximo 
de x = 1, y = —1, u = 1, v = —1? E para x = 0, y = 1, u = 0, v = 0? Calcule —au Ox 
 para x — 1, y = —1 e para x = 0, y = 1, se existir. 
Escreva as equações como F(x, y, u, v), onde F representa o lado das equações 
dadas. Queremos ver se existe  solução para u(x,u), v(x, y). Assim, temos 
aF, aF, 
Ou at) 2yv 
det = 
aF2 aF2 6y 2u5 3xv 2 
Ou av 
Em x = 1, y = —1, u = , v —1, obtemos 
det =- 
 
1 2 
63 =-9 0, 
    
e portanto existe uma única  solução para u, v próximo deste ponto. Diferenciando 
as equações dadas em x resulta no par das equações 
Ou 	 Dv 
x—
ax 
2yy—
ax 
 = 
ay 	 au 
v3 + 3xv2 — + 6y2u5 — = O. Ox 
	 ax 
Avaliando no ponto selecionado, resulta 
Ou 
	 ay 
1 + T
x ± x 
 = 
Ou 	 Dv 
—1 + 6— + 3— = O. Ox 	 ax 
45 
Eliminando —Ov e resolvendo —Ou resulta 
ax 	 ax 
Ou 5 
ax 9 
Em x = 0, y = 1, u = 0, v = 0, temos que V = O. Assim, para este caso 
o Teorema da Função Implícita estabelece que não podemos esperar unicidade de 
solução de u e v em termos de x e y. Para realmente determinar-se a solubilidade 
requerer-se-ia uma  análise direta não provida pelo Teorema da 
 Função Implícita. 
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