Symmetry-breaking oscillations in membrane optomechanics by Wurl, C. et al.
Symmetry-breaking oscillations in membrane optomechanics
C. Wurl, A. Alvermann,∗ and H. Fehske
Institut fu¨r Physik, Ernst-Moritz-Arndt-Universita¨t Greifswald, 17487 Greifswald, Germany
We study the classical dynamics of a membrane inside a cavity in the situation where this optome-
chanical system possesses a reflection symmetry. Symmetry breaking occurs through supercritical
and subcritical pitchfork bifurcations of the static fixed point solutions. Both bifurcations can be
observed through variation of the laser-cavity detuning, which gives rise to a boomerang-like fixed
point pattern with hysteresis. The symmetry-breaking fixed points evolve into self-sustained oscil-
lations when the laser intensity is increased. In addition to the analysis of the accompanying Hopf
bifurcations we describe these oscillations at finite amplitudes with an ansatz that fully accounts for
the frequency shift relative to the natural membrane frequency. We complete our study by following
the route to chaos for the membrane dynamics.
I. INTRODUCTION
Optomechanical systems [1–4] show a variety of dy-
namical patterns in the classical and quantum regime [5,
6]. Several aspects of the classical nonlinear dynam-
ics of these systems have been studied theoretically and
observed in the experiment, including self-sustained os-
cillations [7–10], multistability and hysteresis [11], and
chaotic [12–14] behaviour.
A different line of inquiry concerns the modification of
the classical dynamics due to quantum effects [15]. The
general correspondence between the classical and quan-
tum dynamics of optomechanical systems, and the spe-
cific fate of self-sustained oscillations under the influence
of quantum noise [16] and phase space diffusion [17] have
been addressed in recent studies [18–20]. These studies
require a clear picture of the classical dynamical patterns,
to be able to identify the influence of quantum effects.
In order to contribute to this picture we address in
this paper the nonlinear dynamics of a membrane inside
a cavity (see Fig. 1), with a focus on the self-sustained os-
cillations that break the reflection symmetry of the spe-
cific setup considered here. Our work is motivated by
previous studies of similar setups that addressed, e.g.,
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FIG. 1. (Color online) The “membrane-in-the-middle” setup
consists of a vibrating, partially reflective membrane placed
in the center of a cavity, which is pumped by an external laser
through the left and right mirrors with equal intensities.
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the symmetry breaking at zero detuning [21], the onset
of chaotic motion [22], or pattern formation and buckling
phase transitions for a flexible membrane [23, 24]. We ex-
tend these studies along three lines. First, we analyse the
pitchfork and saddle-node bifurcations related to symme-
try breaking and hysteresis, which leads to a clear char-
acterization of the different transitions between the sym-
metric and non-symmetric situation. Second, we estab-
lish a scaling relation for the bifurcations and fixed-point
solutions that allows for tuning the symmetry-breaking
transitions to different parameter regimes. Third, we in-
troduce a new ansatz for the self-sustained membrane
oscillations, and develop an intuitive physical picture
of symmetry-breaking oscillations that is based on the
power balance between optical and mechanical degrees
of freedom associated with this ansatz. These results
should help to observe static and dynamical symmetry
breaking in future experiments. The close relation be-
tween our theoretical findings and the actual experiment
is established by the translation rules between model and
real ‘physical’ parameters given below.
One specific result of our study with potential ex-
perimental relevance is that the frequency of the self-
sustained oscillations is shifted significantly relative to
the natural membrane frequency. This is in contrast to
the “cantilever-cavity” system with one photon mode,
where self-sustained oscillations occur approximately at
the cantilever frequency [10]. The frequency shift, which
can be determined experimentally from the position of
the optical sidebands, contains additional information
about system parameters such as the membrane stiffness.
At least in principle, mechanical parameters could thus
be obtained from optical frequency measurements.
II. THEORETICAL SETUP
The symmetric “membrane-in-the-middle” setup con-
sidered here consists of a membrane with high reflectivity
placed near the cavity center (see Fig. 1). Two degener-
ate photon modes in the left and right half of the cav-
ity contribute equally to the radiation pressure acting on
the membrane. Photon tunneling through the membrane
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2connects both photon modes, lifts their degeneracy, and
results in a quadratic dispersion of the optical modes as
a function of the membrane position [25–28].
For the theoretical analysis of this situation it is conve-
nient to work with dimensionless quantities (see App. A
for a summary), especially, to measure time in units of
the inverse membrane frequency (Ω−1). Then, the clas-
sical equations of motion read
x˙ = p , (1a)
p˙ = −x− Γp− g
(
|aL|2 − |aR|2
)
, (1b)
a˙L = [i∆− ix− κ] aL − iJaR − i , (1c)
a˙R = [i∆ + ix− κ] aR − iJaL − i , (1d)
for the membrane position (x) and momentum (p)
and the photon field amplitudes in the left (aL) and
right (aR) cavity. These equations contain five di-
mensionless parameters: the laser-cavity detuning ∆ =
(Ωlas − Ωcav) /Ω, cavity decay rate κ = pic/(2FLΩ), me-
chanical damping Γ = 1/Qm, membrane transmissiv-
ity J = eiϕ
√
2 (1− r) (c/L)/Ω, and effective radiation
pressure g = (picΩcavP )/(mΩ
5L3F ). These parameters
are obtained from the ‘physical’ parameters of the cavity
(length L, frequency Ωcav, finesse F ), the membrane (fre-
quency Ω, mass m, quality factor Qm, reflectivity r), and
the laser (frequency Ωlas, transmitted power P , phase dif-
ference ϕ) as specified here and in App. A.
Note that the above equations of motion are valid for a
relative phase eiϕ = ±1 of the laser amplitude at the right
and left mirror, with J > 0 (J < 0) for equal (opposite)
phase. The laser power enters through the parameter g.
For typical experimental setups from the literature [4],
we have g . 10 with significant optical losses (κ ' 1)
and small mechanical damping (Γ ' 10−4  1). Since
the effective optomechanical coupling g can be adjusted
via the laser power, different experimental implementa-
tions are conceivable to achieve sufficiently large values of
g. In the optomechanical setup in Ref. [25], for example,
a pump power on the order of P ∼ 10−8W is required
if the cavity is driven with laser light with frequency
Ωlas/2pi ∼ 1014Hz. However, possible experimental re-
alizations depend on the availability of highly reflective
membranes with very small J .
We now study the fixed point bifurcations related to
symmetry breaking (Sec. III), the Hopf bifurcations lead-
ing to self-sustained oscillations and the properties of
these oscillations at finite amplitudes (Sec. IV), before
we follow the route to chaos (Sec. V) and conclude im-
mediately thereafter (Sec. VI). The appendices collect
additional information on the derivation of the dimen-
sionless equations of motion (App. A), the stability anal-
ysis (App. B), and the finite amplitude ansatz (App. C).
III. SYMMETRY BREAKING
The equations of motion (1) are invariant under the
replacement x 7→ −x (with p 7→ −p and swapping
aL/R 7→ aR/L), which defines the reflection symmetry of
the system with respect to the membrane position. The
symmetry implies the existence of a trivial fixed point
x0 = 0, while symmetry breaking results in additional
nontrivial fixed points ±xi 6= 0.
The fixed points are obtained from Eq. (1) as the so-
lutions with x˙ = p˙ = a˙L = a˙R = 0. Four nontrivial fixed
points can exist in addition to x0 = 0, namely,
x1/2 = ±
√
−γ + 2
√
f , (2a)
x3/4 = ±
√
−γ − 2
√
f , (2b)
where γ = κ2 + J2 − ∆2 and f = −∆2κ2 − g (∆ + J).
These fixed points exist if the respective terms under the
square root are non-negative. As a consequence of the re-
flection symmetry they occur in pairs ±xi with opposite
sign. The corresponding values for aL/R are
aL/R =
∆± x+ iκ+ J
(i∆− κ)2 + x2 + J2 (3)
for all fixed points, with the + (−) sign for aL (aR).
Pitchfork bifurcation As g is increased, the nontrivial
fixed points appear through a pitchfork bifurcation at
gp = − ∆
2κ2
∆ + J
− 1
4
(κ2 + J2 −∆2)2
∆ + J
. (4)
For small detuning |∆| ≤ √κ2 + J2 the bifurcation at
gp is a supercritical pitchfork bifurcation (see Fig. 2, left
panel, upper plot). For g < gp only the trivial fixed point
x0 = 0 exists. For g > gp, the trivial fixed point becomes
unstable and the two stable fixed points x1, x2 appear.
For large detuning |∆| ≥ √κ2 + J2 the bifurcation at
gp is a subcritical pitchfork bifurcation (see Fig. 2, left
panel, lower plot), where the two unstable fixed points
x3, x4 exist together with the stable trivial fixed point
x0 for g < gp. The pitchfork bifurcation is accompanied
by a saddle-node bifurcation at
gs = − ∆
2κ2
∆ + J
, (5)
which connects the unstable fixed points x3, x4 to the
two stable fixed points x1, x2. For gs < g < gp all five
fixed points coexist.
Scaling Eqs. (2)–(5) are invariant under the scaling
∆ 7→ s∆, J 7→ sJ , κ 7→ sκ, x 7→ sx, aL/R 7→ (1/s)aL/R,
gi 7→ s3gi, for any s > 0. Therefore, the positions of the
fixed points depend only on the appropriate ratios, e.g.,
J/κ, ∆/κ, and g/κ3. The stability of the fixed points,
however, depends on the absolute values of the system
parameters and changes with s (see Sec. IV). The occur-
rence of nontrivial fixed points is summarized in Fig. 2.
Note that for ∆ = 0 only the supercritical pitchfork
bifurcation occurs. In this situation symmetry breaking
is formally related to the superradiant phase transition
in the Dicke model [21].
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FIG. 2. (Color online) Left panel: Supercritical pitchfork bi-
furcation for small detuning (upper plot, for ∆/κ = 0), and
subcritical pitchfork and saddle-node bifurcation for large de-
tuning (lower plot, for ∆/κ = −3), both for J/κ = −1. Right
panel: Diagram of bifurcations (at gp and gs) and number of
fixed points in the g-∆ plane, for J/κ = 0. Small non-zero
J/κ shifts, essentially, the boundary curves in the plane (see,
e.g., the dashed curves for J/κ = −0.5). Nontrivial fixed
points exist for ∆ < −J .
Boomerang pattern Changing the laser-cavity detun-
ing ∆ instead of the effective radiation pressure g allows
for observation of the supercritical and subcritical pitch-
fork bifurcation in succession (see Fig. 3, left panel). The
saddle-node bifurcation in the resulting “boomerang”-
like fixed point pattern can be observed through the hys-
teresis that occurs when ∆ is changed along a cycle (see
Fig. 3, right panel).
IV. SELF-SUSTAINED OSCILLATIONS
A. Hopf bifurcations
In the vicinity of the pitchfork and saddle-node bifur-
cations the stability of fixed points changes according to
the type of the bifurcation. Away from the fixed point
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FIG. 3. Left panel: “Boomerang” fixed point pattern as a
function of ∆, for fixed g/κ3 = 4, J/κ = −1. Right panel:
Hysteresis of fixed points for cyclic change of ∆/κ. The sta-
ble (solid curves) and unstable (dashed curves) fixed points
as drawn here are obtained for small g (i.e., small scaling pa-
rameter s). At larger g, fixed points can lose stability through
Hopf bifurcations (cf. Sec. IV).
bifurcations additional dynamical Hopf bifurcations can
occur, through which potentially stable fixed points are
replaced by oscillatory orbits.
The stability of the fixed points is determined by the
stability matrix that is obtained from linearization of the
equations of motion (see App. B for explicit expressions).
Fig. 4 shows the stability of fixed points according to
the linear analysis for the supercritical and subcritical
pitchfork bifurcation. Note that the stability changes
under the s-scaling that leaves the fixed points invariant,
such that we have to specify the absolute value of, e.g.,
κ in Fig. 4.
Fig. 5 shows the real part of the eigenvalues of the sta-
bility matrix, following the fixed points x0 → x1 through
the supercritical pitchfork bifurcation at small |∆|. In the
vicinity of gp we observe how one real eigenvalue touches
the imaginary axis (Reλ = 0) at the bifurcation. At a
certain value g > gp a pair of complex conjugate eigen-
values (λ, λ∗) crosses the imaginary axis, and a (super-
critical) Hopf bifurcation takes place. The frequency of
the oscillations that appear immediately after the Hopf
bifurcation is given by the imaginary parts of the eigen-
value pair.
The position of the Hopf bifurcation and the oscilla-
tion frequency depend on the absolute parameter values,
not only the ratios J/κ etc., and thus change under the
s-scaling that leaves the fixed point pattern invariant.
Fig. 5 shows both quantities as a function of the ab-
solute parameter values. We note the significant shift
of the oscillation frequency relative to the natural mem-
brane frequency (ω = 1) that occurs for some parameter
combinations.
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FIG. 4. (Color online) Stability characteristics for the su-
percritical (left panel, ∆/κ = 0) and subcritical (right panel,
∆/κ = −1.65) pitchfork bifurcation, for J/κ = −0.5 and
κ = 1. Stable (unstable) fixed points are plotted as solid
(dashed) curves. The red numbers indicate the pitchfork (1)
and Hopf bifurcations (2), which can be distinguished by the
number of eigenvalues of the stability matrix that cross the
imaginary axis (upper panels).
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FIG. 5. (Color online) Left panel: Real part of the six eigen-
values of the stability matrix across the pitchfork bifurcation,
for ∆/κ = 0, J/κ = −1 as in Fig. 2, and κ = 1. Small num-
bers indicate the multiplicity of the eigenvalues. At g ≈ 1.79
the fixed point x1 loses stability through a Hopf bifurcation.
Right panel: Position of the Hopf bifurcation (gh) and fre-
quency of the small amplitude oscillations (ω) as a function
of the absolute value of κ, for ∆/κ = 0,−1,−3.
B. Finite amplitude ansatz
Close to the Hopf bifurcation, for small amplitudes,
the frequency of the self-sustained oscillations follow from
the local analysis of the equations of motion via the sta-
bility matrix just presented. We now develop an ana-
lytical description to understand the properties of the
self-sustained oscillations also at finite amplitudes, away
from the Hopf bifurcation.
The starting point is the ansatz
x(t) = xc +A cos(ωt+ ϑ) (6)
for a simple periodic membrane oscillation at ampli-
tude A. In contrast to the ansatz for the “cantilever-
cavity” system with one photon mode [10, 11], where
self-sustained oscillations occur at the natural cantilever
frequency, the oscillation frequency ω has to be included
as a parameter in our ansatz, because in general ω 6= 1
already in the vicinity of the Hopf bifurcation. The phase
angle ϑ is arbitrary and set to ϑ = 0.
With the periodic ansatz (6) for the membrane posi-
tion also the optical modes follow a periodic motion, but
additional sidebands at multiples of ω occur. From the
equations of motion (1c), (1d) we obtain the Fourier se-
ries
aL(t) = e
−i(A/ω) sinωt
∞∑
n=−∞
anLe
inωt ,
aR(t) = e
+i(A/ω) sinωt
∞∑
n=−∞
anRe
inωt ,
(7)
where the Fourier coefficients fulfill
anL =
Jˆn(
A
ω ) + J
∑
m6=0 Jˆn−m(2
A
ω )a
m
R
∆− xc − nω + iκ , (8a)
anR =
Jˆn(−Aω ) + J
∑
m6=0 Jˆn−m(−2Aω )amL
∆ + xc − nω + iκ (8b)
(see App. C for the derivation). For J = 0 both equa-
tions decouple and directly give the Fourier coefficients
in terms of the Bessel functions Jˆn(·), but for J 6= 0 a
coupled system of linear equations has to be solved. For
small |J | this can be done iteratively.
To determine the parameters xc, A, ω in the ansatz we
have to insert Eqs. (6), (7) into the first two equations of
motion (1a), (1b), which gives the conditions
xc = −g
∑
m
|amL |2 − |amR |2 , (9a)
ΓωA = −2g Im
∑
m
amL
∗am−1L − amR ∗am−1R , (9b)
A(1− ω2) = −2gRe
∑
m
amL
∗am−1L − amR ∗am−1R . (9c)
The first condition follows from comparison of the Fourier
mode n = 0 on both sides of the equations, the other two
conditions for the Fourier modes n = ±1. The contribu-
tion of the higher Fourier modes to the membrane motion
is neglible within the limits of validity of the ansatz, and
they do not give additional conditions.
For an intuitive physical interpretation of the three
conditions (9) we note that Eqs. (1a), (1b) are equa-
tions of motion of a driven harmonic oscillator, where
the driving force is the radiation pressure (∝ g). In
this picture, Eq. (9a) is a condition on the vanishing of
the net force acting on the oscillator over one oscillation
period, which can be written as 0 =
∫ t+2pi/ω
t
p˙(t′)dt′.
Condition (9b) is a condition on the vanishing of the
net change of the oscillator energy E = (x2 + p2)/2
over one oscillation period, which can be written as
0 = δE =
∫ t+2pi/ω
t
x(t′)x˙(t′) + p(t′)p˙(t′)dt′. This allows
us to interpret Eq. (9b) as the power balance
P = Prad − Pfric (10)
between the energy gain from the radiation pressure act-
ing on the membrane Prad = −gωA Im
∑
m a
m
L
∗am−1L −
amR
∗am−1R and the average energy loss due to frictionPfric = Γω2A2/2. These first two conditions are equiva-
lent to those introduced in Ref. [10] for the optomechan-
ical system with one photon mode.
The third new condition (9c) can be interpreted as a
condition on the net phase shift per oscillation period,
i.e., as the condition that ϑ is constant in Eq. (6). It can
be written as 0 =
∫ t+2pi/ω
t
(x(t′)−xc)p˙(t′) + x˙(t′)p(t′)dt′.
This condition allows us to determine the oscillation fre-
quency ω in the ansatz. It would be missing if we con-
sidered a simpler ansatz with fixed ω = 1.
5The power balance P is plotted in Fig. 6. For these
plots, the oscillation shift xc and frequency ω have been
determined from the conditions (9a), (9c), and then the
power balance P is computed as a function of the re-
maining free parameter in the ansatz, the oscillation am-
plitude A. Periodic solutions exist if condition (9b) is ful-
filled, i.e., for P = 0. Stable orbits exist if the frictional
losses increase with the amplitude, i.e., for dP/dA < 0.
Multistability For each set of system parameters, i.e.,
moving parallel to the vertical axis in Fig. 6, multiple so-
lutions with P = 0 can be found from the ansatz. Among
these, the solutions with dP/dA < 0 correspond to stable
orbits obtained from numerical solution of the equations
of motion (1) (blue dots in Fig. 6). Our ansatz thus
correctly predicts the the coexistence of multiple stable
periodic orbits at different amplitudes, i.e., the multista-
bility of self-sustained oscillations in the “membrane-in-
the-middle” setup.
Frequency renormalization For most parameter com-
binations the oscillation frequency is shifted significantly
relative to the natural membrane frequency (see Fig. 7),
as we noted previously during the analysis of the Hopf
bifurcations. Allowing for ω 6= 1 is crucial to obtain the
correct solutions from the ansatz, while a simpler ansatz
with fixed ω = 1 would fail (see Fig. 8). Since the oscilla-
tion frequency ω appears in Eq. (7) for the optical modes
it can be observed directly in the optical spectrum (see
Fig. 8), which allows for an experimental measurement.
FIG. 6. (Color online) Power balance P ∼ Prad − Pfric as a
function of the oscillation amplitude A and ∆/κ (g/κ3 = 1) or
g/κ3 (∆/κ = 1.4), respectively, for J/κ = 0 (upper plots) and
J/κ = −0.5 (lower plots) with κ = 1. Stable periodic orbits
obtained from the numerical solution of Eq. (1) are included
as blue dots.
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FIG. 7. (Color online) Oscillation frequency ω calculated
from Eqs. (9) as a function of the oscillation amplitude A
for g/κ3 = 1 (top/bottom left), ∆/κ = 0.5 (top right)
and ∆/κ = 1.4 (bottom right) with κ = 1, corresponding
to the previous figure (upper plots: J/κ = 0, lower plots:
J/κ = −0.5).
V. ROUTE TO CHAOS
Starting from the self-sustained oscillations the entire
route to chaos in optomechanical systems [13] can be
observed also for the “membrane-in-the-middle” setup.
Fig. 9 shows the “Feigenbaum cascade” of period dou-
bling bifurcations that lead to chaos, starting from the
nontrivial fixed point x1 after the supercritical pitchfork
bifurcation (cf. Fig. 2). The sequence of period doubling
bifurcations can be observed through the appearance of
additional sidebands in the optical spectrum (see upper
panels in Fig. 9). Intricate patterns of intertwined reg-
ular and chaotic motion replace the fixed point patterns
at a larger scale, as shown in Fig. 10 for the supercritical
pitchfork bifurcation and the “boomerang” pattern. It
will probably be hard to resolve details of these features
in the experiment, but it should be possible to measure
the position of the first few bifurcations accurately.
VI. CONCLUSIONS
A membrane inside a cavity with reflection symmetry
shows a variety of fixed point bifurcations related to sym-
metry breaking. In addition to symmetry breaking self-
sustained oscillations appear for sufficient laser power.
We here analyse the Hopf bifurcations that lead to their
existence, and describe their properties with a physically
motivated ansatz for finite amplitude oscillations. The
ansatz extends the results obtained for the “cantilever-
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FIG. 8. (Color online) Left panel: Maximal and minimal os-
cillation amplitude x = xc ± A obtained with the ansatz (6)
from Eqs. (9) (dashed (red) curve) in comparison to values
obtained from direct solution of the equations of motion (1)
(solid (black) curve), for J/κ = 0, ∆/κ = −0.5 and κ = 1.
The upper panel shows the deviation of the oscillation fre-
quency from the bare membrane frequency (ω 6= 1). Also in-
cluded are the wrong results obtained with a simplified ansatz
with fixed ω = 1 (dot-dashed (blue) curves). Right panel:
Cantilever position x (t) (bottom) and the optical spectrum
of the left photon mode (top) for g = 1.79, corresponding to
the solution in the left panels (circles).
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FIG. 9. (Color online) Feigenbaum diagram starting at the
upper fixed point after the supercritical pitchfork bifurcation
for ∆/κ = 0, J/κ = −0.5 and κ = 1. Proceeding from fixed
points (regime a) via simple oscillations (regime b) and period
doublings (regime c) finally results in chaos. The different dy-
namical regimes can be distinguished in the optical spectrum
(upper panels, for the left cavity mode).
cavity” system with one optical mode [10, 11] to the sit-
uation of two coupled optical modes, and to oscillations
with variable frequency. The ansatz equations allow for
an intuitive interpretation in physical terms, and espe-
cially the power balance proves useful for the prediction
of the oscillation amplitudes and frequencies.
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FIG. 10. (Color online) Left panel: Evolution of chaos for
small detuning, for ∆/κ = 0, J/κ = −1, κ = 1 as in Fig. 5.
Right panel: Chaos in the boomerang, for g/κ3 = 4, J/κ =
−1 as in Fig. 3, and κ = 0.2.
In contrast to the “cantilever-cavity” system the fre-
quency of the self-sustained oscillations observed here
differs from the natural mechanical (i.e., membrane) fre-
quency. An interesting promise for future experiments is
the indirect measurement of mechanical system parame-
ters, e.g., the membrane stiffness, from the sidebands in
the optical spectrum whose position is determined by the
frequency shift. However, a major challenge for the ex-
perimental realization of the situation considered in this
paper is to achieve the regime of high membrane reflec-
tivity, i.e., small J .
In the present paper we focus specifically on the classi-
cal dynamics resulting from symmetry-breaking bifurca-
tions. Certainly, the results reported here are only part
of the broader picture of the dynamics of the “membrane-
in-the-middle” system. The principal theoretical contri-
bution of this work, our ansatz for the self-sustained os-
cillations, can be adapted to larger values of J , where the
full dispersion of the cavity modes has to be taken into ac-
count, and also to situations without symmetry breaking,
where the membrane is not placed in the cavity center.
Based on a modified ansatz the present analysis extends
to these scenarios, where dynamical patterns similar to
those discussed here can be observed, and which may be
more easily realized in the experiment. These extensions
should be addressed in a future study. A more specula-
tive line of thought is to ask for the influence of quantum
effects, such as the breaking of symmetry due to quantum
fluctuations and noise, and the ensuing modifications of
the classical bifurcations.
ACKNOWLEDGMENTS
The authors are grateful to B. Bruhn and L. Bakemeier
for discussions leading to the research reported in this
work. This work was financed by Deutsche Forschungs-
gemeinschaft through SFB 652 (project B5).
7Appendix A: Derivation of the dimensionless
equations of motion
We here summarize the relation between the standard
equations of motion for the “membrane-in-the-middle”
setup (cf. Fig. 1) given, e.g., in Ref. [26], and our dimen-
sionless Eqs. (1). Note that we require only the classical
equations of motion. The corresponding Hamiltonian can
be constructed according to, e.g., Refs. [29, 30].
The equations of motion for the photon amplitudes in
the left (al) and right (ar) half of the cavity, in a reference
frame rotating with the laser frequency, have the form
a˙L = [i∆− iGx− κ] aL − iJaR − iα , (A1a)
a˙R = [i∆ + iGx− κ] aR − iJaL − σiα , (A1b)
where ∆ = Ωlas − Ωcav is the detuning between the
laser frequency Ωlas and the cavity frequency Ωcav =
n(2pic)/(L/2) (for the n-th optical mode), and κ the cav-
ity decay rate. In the units chosen here, |aL/R|2 is the
number of photons, and ~Ωcav|aL/R|2 the energy per op-
tical mode. G = −∂Ωcav/∂x = Ωcav/(L/2) gives the
change of the optical frequency with membrane position
x in the linear regime of small x, which also determines
the radiation pressure.
The parameter J , the membrane transmissivity, can
be determined from comparison of the position of the
optical resonances at ±√J2 +G2x2 (for κ = 0) to the
quadratic dispersion near x = 0 obtained from Maxwell’s
equations [26]. Note that this treatment is valid only in
the limit of small J .
The parameter α is related to the laser input power
P transmitted into the cavity. Especially at resonance
we have |α| = (κP/(2~Ωcav))1/2, such that the energy
per optical mode is ~Ωcav|α/κ|2 = P/(2κ), in accordance
with the choice of κ as the amplitude decay rate. The
phase difference ϕ between the laser in each half of the
cavity is included through the factor σ = eiϕ. In the
present symmetric setup we consider only phase differ-
ences ϕ = {0, pi}, such that σ = ±1.
The equation of motion for the membrane position (x)
has the form
x¨(t) = −Ω2x(t)−Γx˙(t)− ~(G/m)(|aL|2− |aR|2) , (A2)
with the membrane frequency Ω, mass m, mechanical
damping Γ, and the radiation pressure ∝ G.
To obtain the dimensionless Eqs. (1), we now set x¯ =
(G/Ω)x, p¯ = (G/Ω2)x˙, a¯L = (Ω/α)aL, a¯R = σ(Ω/α)aR,
measure time as t¯ = Ωt, and define the dimensionless
parameters Γ¯ = Γ/Ω, κ¯ = κ/Ω, J¯ = σJ/Ω, ∆¯ = ∆/Ω,
g¯ = 2ΩcavκP/(mΩ
5L2). The relation between the dimen-
sionless model parameters and the physical setup param-
eters is summarized after Eq. (1). Note that ~ cancels in
these equations, as it must in the classical case. To sim-
plify notation, the overline ¯ annotation is omitted in the
main text.
Appendix B: Fixed point stability
For the linear stability analysis we rewrite the equa-
tions of motion (1) in terms of the quadratures xL/R =
(1/2)(aL/R + a
∗
L/R), pL/R = (i/2)(a
∗
L/R − aL/R) (defined
without the usual factor 1/
√
2) instead of the complex
variables aL/R. We then get the equations of motion
x˙ = p , (B1a)
p˙ = −x− Γp− g (x2L + p2L − x2R − p2R) , (B1b)
x˙L = −(∆− x)pL − κxL + JpR , (B1c)
p˙L = (∆− x)xL − κpL − JxR − 1 , (B1d)
x˙R = −(∆ + x)pR − κxR + JpL , (B1e)
p˙R = (∆ + x)xR − κpR − JxL − 1 , (B1f)
for six real variables. The stability analysis of the fixed
points requires the Jacobi matrix of the right hand side
of these equations, which is given by
0 1 0 0 0 0
−1 −Γ −2gxL −2gpL +2gxR +2gpR
pL 0 −κ −∆ + x 0 J
−xL 0 ∆− x −κ −J 0
−pR 0 0 J −κ −∆− x
xR 0 −J 0 ∆ + x −κ

(B2)
with the respective fixed point values inserted. For the
quadratures, they are
xL/R =
(∆± x+ J)(−∆2 + κ2 + x2 + J2)− 2∆κ2
(−∆2 + κ2 + x2 + J2)2 + 4∆2κ2 ,
pL/R =
κ(−∆2 + κ2 + x2 + J2) + 2∆κ(∆± x+ J)
(−∆2 + κ2 + x2 + J2)2 + 4∆2κ2 ,
(B3)
with the plus (or minus) sign for xL, pL (or xR, pR).
Appendix C: Fourier series solution for the finite
amplitude ansatz
To solve the vector-valued linear differential equation
x˙(t) = (A+ f(t)B)x(t) + c (C1)
we write the solutions as
x(t) = eg(t)B y(t) , (C2)
where g˙(t) = f(t). The vector y(t) has to fulfill the
differential equation
y˙(t) = e−g(t)BA eg(t)B y(t) + e−g(t)Bc . (C3)
Unless the matrices A and B commute, this is a differ-
ential equation with time-dependent parameters.
8To proceed with the solution, assume that f(t) is a
periodic function without a constant term such that also
g(t) is periodic, say, g(t+2pi/ω) = g(t). Then, the Fourier
expansions
e−g(t)BA eg(t)B =
∑
n
einωtXn ,
e−g(t)Bc =
∑
n
einωtcn
(C4)
give the equations
yn =
1
iωn−X0
(
cn +
∑
m6=0
Xmyn−m
)
(C5)
for the Fourier coefficients in the expansion
y(t) =
∑
n
einωtyn . (C6)
Applied to the equations of motion (1c), (1d), with
A =
(
i(∆− xc)− κ −iJ
−iJ i(∆ + xc)− κ
)
, (C7)
B =
(−i 0
0 i
)
, c =
(−i
−i
)
, (C8)
and f(t) = A cosωt according to the ansatz (6), we have
X0 =
(
i(∆− xc)− κ 0
0 i(∆ + xc)− κ
)
, (C9)
Xm = −iJ
(
0 Jˆn(2
A
ω )
Jˆn(−2Aω ) 0
)
, (C10)
cn = −i
(
Jˆn(
A
ω )
Jˆn(−Aω )
)
, (C11)
with the help of the Jacobi-Anger expansion
eiz sinωt =
∞∑
n=−∞
Jˆn(z)e
inωt (C12)
for the Bessel functions Jˆn(·), and thus obtain the Fourier
coefficients in Eq. (8).
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