Abstract: In this paper we obtain, for a semilinear elliptic problem in IR N , families of solutions bifurcating from the bottom of the spectrum of −∆. The problem is variational in nature and we apply a nonlinear reduction method which allows us to search for solutions as critical points of suitable functionals defined on finite-dimensional manifolds.
Introduction and Main Results
An interesting problem in bifurcation phenomena is to look for solutions bifurcating not from an eigenvalue but from a point of the continuous spectrum of the the linearized operator of the involved equation. Typical examples of differential operators with continuous spectrum are the Laplace or the Schrödinger operators in all IR N , and there are now many results on bifurcation of solutions for semilinear elliptic equations in IR N , for example see [19] , [20] , [21] , [18] , [16] . See also [22] , and the references therein, for the study of bifurcation into spectral gaps. A.Ambrosetti and the first author have studied such kind of problems in [2] and [3] , obtaining several results on bifurcation of solutions for a one-dimensional differential equation. In this paper we pursue such a study, generalizing some of the results of [2] to higher dimensions, and considering also the case of a critical nonlinearity. In section 5 of this paper we also fill a gap in the proof of theorem 3.2 in [2] . We thank S. Krömer, who pointed out this gap, for his remarks and for several useful discussions. We consider the equation
where N ≥ 1, λ is a negative parameter, 1 < p < q ≤ N +2 N −2 if N ≥ 3 (and q < +∞ if N = 1, 2), p < 1 + 4/N and a, b : IR N → IR satisfy suitable hypotheses (see below). Equation (1) is an homogeneous equation, so ψ = 0 is a solution for all λ, the line {(λ, ψ = 0) | λ ∈ IR} is a line of trivial solutions and, as q > p > 1, the linearized operator at ψ = 0 is given by ψ → −∆ψ − λψ. It is well known that [0, +∞) is the spectrum of −∆ on IR N , and that it contains no eigenvalue. We will find solutions bifurcating from the bottom of the essential spectrum of −∆. To be precise, by "solution" we mean a couple (λ, ψ λ ) such that ψ λ ∈ H 1 (IR N ) and ψ λ is a solution of (1) in the weak sense of H 1 (IR N ). We look for solutions bifurcating from the origin in H 1 (IR N ), that is families (λ, ψ λ ) of solutions of (1) such that λ ∈ (λ 0 , 0) for some λ 0 < 0 and ψ λ → 0 in H 1 (IR N ) as λ → 0. Now let us state the hypotheses on the functions a, b. On a we assume that there is A > 0 such that either a − A ∈ L 1 (IR N ) or a − A is asymptotic, at infinity, to 1/|x| γ , for suitable γ. To be precise, in the first case we assume the following set of hypotheses.
(a 1 ) a − A is continuous, bounded and a(x) − A ∈ L 1 (IR N ).
(a 2 ) IR N (a(x) − A)dx = 0.
In the second case we assume the following hypothesis:
(a 3 ) a − A is continuous and there exist L = 0 and γ ∈ ]0, N [ such that |x| γ (a(x) − A) → L as |x| → +∞.
Notice that (a 1 ) of course implies that a − A ∈ L p (IR N ) for all p ∈ [1, +∞], while (a 3 ) implies that a − A is bounded. For b we use some of the following assumptions. 
The value γ in (b 3 ) is that given in (a 3 ). We will assume either (b 1 ) and (b 2 ), or (b 1 ) and (b 3 ). Notice that, assuming (b 1 ), hypotheses (b 2 ) and (b 3 ) are obviously satisfied when b ∈ L 1 (IR N ).
We can now state our main results. Remark 1.4 An interesting question is to know if the solutions that we find form a curve. We give some results in this direction in section 5.
In the proof of theorems 1.1 and 1.2 we follow the framework of [2] , concerning the existence of critical points of perturbed functionals. We start by a change of variables. Let us set u(x) = ε 2/(1−p) ψ(x/ε), λ = −ε 2 , so that equation (1) becomes
It is obvious that to any family u ε ∈ H 1 (IR N ) of solutions of (2), bounded as ε → 0, there corresponds a family ψ ε (x) = ε 2/(p−1) u ε (εx) of solutions of (1). When p < 1 + 4/N it is easy to check that ψ ε (x) → 0 in H 1 (IR N ), as ε → 0. When p ≥ 1 + 4/N we still get solutions, and it is easy to see that they vanish, as ε → 0, in L ∞ (IR N ), but they do not vanish in L 2 (IR N ). Throughout this paper we will look for bounded families of H 1 -solutions of (2).
The paper is organized as follows: after the introduction (section 1) we give in section 2 a brief sketch of the abstract critical point theory for perturbed functionals that we use to prove theorems 1.1 and 1.2. In section 3 we prove theorem 1.1 and in section 4 we prove theorem 1.2. In section 5 we give some results on the existence of curves of solutions bifurcating from (0, 0), and we fill a gap in the proof of theorem 3.2 in [2] .
Notation
We collect below a list of the main notation used throughout the paper.
• If E is a Banach space, F : E → E, and u ∈ E, then DF (u) :
E × E × E → E are the first, second and third differential of F at u, which are respectively linear, bilinear and three-times linear.
• L(E, E) is the space of linear continuous operators from E to E.
• 2 * = 2N N −2 is the critical exponent for the Sobolev embedding, when N ≥ 3.
• We will use C to denote any positive constant, that can change from line to line.
Abstract theory for perturbed functionals
In this section we give the main ideas and results of a variational method to study critical points of perturbed functionals. The method has been developed in [4] , [1] , [2] and then has been applied to many different problems, see [5] , [6] , [7] , [8] , [13] , [9] , [10] . We deal with a family of functionals f ε , defined on a Hilbert space E, of the form
where · is the norm in E, F : E → IR and G : IR× E → IR. We need the following hypotheses
We will use the notation F ′ (u), respectively G ′ (ε, u), to denote the functions defined by setting
and, respectively, (
where (· | ·) is the scalar product in E. Similarly,
In section 5 we will assume that F, G are C 3 . In this case we will denote F ′′′ (u), G ′′′ (ε, u) the bilinear maps defined by
We also assume that F satisfies
Such a Z will be called a critical manifold of f 0 . Let T z Z denote the tangent space to Z at z and I E denote the Identity map in E. We further suppose
We make the following further assumptions on G.
(G 3 ) there exist α > 0 and a continuous function Γ : Z → IR such that, for all z ∈ Z,
In [2] (see also [1] , [4] ) the following theorem is proved.
Then, for ε small, f ε has a critical point u ε .
Proof. We give only a sketch of the proof, divided in three steps.
Step 1. Using the Implicit Function Theorem one can find w = w(ε, z) ⊥ T z Z such that
Letting Z ε = {z + w(ε, z)}, it turns out that Z ε is locally diffeomorphic to Z and any critical point of f ε restricted to Z ε is a stationary point of f ε .
Step 2. Using the Taylor expansion we obtain, for
where c is a constant.
Step 3. It readily follows that, for small ε's, f ε has a local constrained minimum (or maximum) on Z ε at some u ε = z ε + w(ε, z ε ) ∈ Z ε , with ||z ε − z * || < δ. According to step 1, such u ε is a critical point of f ε .
3 First bifurcation result.
In this section we prove theorem 1.1. We want to apply the abstract tools of the previous section, and we start to set
and G = G 1 + G 2 where
Throughout this section we assume N ≥ 3 and, of course,
N −2 . The cases N = 1, 2 can be handled in the same way, and in fact are easier. We have now to verify that the hypotheses (F 0 − F 3 ) and (G 0 − G 3 ) are satisfied. The fact that q > p > 1 gives of course (F 0 ) and (G 1 ). It is also well known (see [11] , [12] , [15] ) that there exists a unique positive radial solution
that z 0 is strictly radial decreasing, has an exponential decay at infinity together with its derivatives, and that f 0 possesses a N −dimensional manifold of critical points
Furthermore, we know (see [17] , [4] and the references therein) that
It is also easy to check that F ′′ (z θ ) is compact, for all z θ ∈ Z. In this way all the hypotheses on F are satisfied, and the rest of this section is devoted to prove those on G. We will get this by several lemmas. Let us prove as first thing that the hypothesis (G 0 ) is satisfied.
, with ε 0 = 0. Then we can write
By hypothesis a is continuous and bounded, so it is easy to deduce, by dominated convergence, that the first term goes to zero, while the second one goes to zero by hypothesis. Hence we deduce
. By definition G 1 (0, u 0 ) = 0 and we have, applying Hölder inequality,
By the change of variables y = x/ε we get
The first term can be treated as above, while the second one obviously goes to zero as ε → ε 0 . If (ε, u) → (0, u 0 ), we have
In the next lemma we prove that (G 2 ) is satisfied.
Proof. Let us consider G ′ 1 , and assume (ε, u) → (ε 0 , u 0 ) with ε 0 = 0. We obtain
For the first term we can write
, where C is independent of v, (||v|| ≤ 1). As above, this term tends to zero, by dominated convergence. For the second term we have
, and this term vanishes as u → u 0 . Hence we conclude ||G
and this term vanishes as ε → 0. In this way we have proved that
The first term can be treated exactly as before, the second term obviously vanishes as ε → ε 0 . Let us now assume (ε, u) → (0, u 0 ). We obtain
Now we have proved that G ′ is continuous. The argument to prove the continuity of G ′′ is almost the same and we leave it to the reader.
Let us now verify that (G 3 ) is satisfied. 
Then
and
Proof. As above we will study separately G 1 and G 2 . By the change of variables y = x ε we have
Since a − A ∈ L 1 (IR N ) and z 0 is bounded and continuous, by dominated convergence we get
Hence, to prove (6) we have to show that
We distinguish two cases. Assume first N < 2 q−p p−1 . In this case
and this expression of course vanishes as ε → 0, because the integral is bounded. Hence, let us assume N ≥ 2 q−p p−1 . We obtain
where β is given by (b 2 ). This term goes to zero since 2
We have now proved (9), hence, by (8) , (6) is also proved.
Let us go to the proof of (7). Again we will study separately G ′ 1 and G ′ 2 . We have
As to G ′ 2 (ε, z θ ) we obtain, arguing ad before,
.
By the usual change of variables y = x ε and using (b 2 ), we obtain
). From this and (10) we readily get (7).
Remark 3.4 Notice that in the abstract results of section 2 the function Γ is defined on the manifold Z of critical point of the unperturbed functional f 0 . In the present case this manifold is diffeomorphic to IR N , so we consider Γ as a function defined on IR N .
We can now conclude the proof of theorem 1.1. We know that z 0 has a strict (global) maximum in x = 0, so that Γ has a (strict) global maximum or minimum (depending on the sign of (a(y) − A)dy) at θ = 0. We can then apply theorem 2.1, setting z * = 0 and, for example, δ = 1. We obtain a family {(ε, u ε )} ⊂ IR × H 1 (IR N ) such that u ε is a critical point of f ε , hence a solution of (2), and {u ε } is a bounded set in H 1 (IR N ). To be precise, we have
where |θ ε | ≤ 1 and w(ε, θ ε ) → 0 as ε → 0. As p < 1 + 4/N , we obtain a family (λ, ψ λ ) of solutions of (1) such that
Remark 3.5 The hypothesis (a 2 ) is not used to prove the properties (G 0 − G 3 ). It is used to apply theorem 2.1, and in particular to say that there are z * , δ such that (3) holds. If (a(y) − A)dy = 0 then Γ, as defined in (5), is identically zero. It has critical points, but of course they are not stable under perturbations, so we can not conclude that they give rise to critical points of f ε .
Second bifurcation result
In this section we prove theorem 1.2. As before we have to prove that G, G ′ and G ′′ are continuous functions. Notice that in the proof of (G 0 ) and (G 2 ) we will consider just the function G 1 , because the arguments of lemmas 3.1 and 3.2 for the function G 2 use only hypothesis (b 1 ) which is unchanged. On the contrary in the proof of (G 3 ) we will study both G 1 and G 2 . As above we assume N ≥ 3 and 1 < p < q ≤ N +2 N −2 . Let us see first that (G 0 ) is satisfied. (a 3 ) . Then G 1 is continuous.
Lemma 4.1 Assume
Proof. In the case (ε, u) → (ε 0 , u 0 ), ε 0 = 0 we can repeat word by word the arguments of lemma 3.1, because there we used only the fact that a is continuous and bounded, which is still true in the present case. Hence, let us suppose (ε, u) → (0, u 0 ). Let us fix η > 0 and, by (a 3 ), M η > 0 such that |a(y) − A| < η if |y| > M η . We obtain
As ε → 0 and u → u 0 the first two terms vanish, so lim sup
This is true for any η > 0, so we conclude G 1 (ε, u) → 0 when (ε, u) → (0, u 0 ), and the lemma is proved.
This proves that (G 1 ) holds. We want now to show that also (G 2 ) holds. Proof. We will show the continuity of G ′ 1 , the argument for G ′′ 1 is similar. Assume (ε, u) → (ε 0 , u 0 ) with ε 0 = 0. In this case one can argue exactly as in lemma 3.2 to obtain ||G
Hence, let us now assume (ε, u) → (0, u 0 ). For each η > 0 let us fix M η > 0 as in the previous lemma. We obtain
Arguing as before we then obtain lim sup
for all η > 0, hence lim (ε,u)→(0,u0) ||G ′ 1 (ε, u)|| = 0 and the lemma is proved.
In the next lemma we prove that (G 3 ) is satisfied. 
Then, for all θ ∈ IR N , we have
Proof. As usual we will study separately G 1 and G 2 . We have
We know that, for all x = 0,
while, since γ < N and z 0 has an exponential decay at infinity, |x|
. Hence by dominated convergence we get
To study 1 ε γ G 2 (ε, z θ ) we can repeat the argument used in Lemma 3.3, distinguishing the cases γ < 2 q−p p−1 and γ ≥ 2 q−p p−1 , and using (b 3 ) instead of (b 2 ). We obtain
and (11) follows from (13) and (14). Let us now prove (12) . We study first G
With the same arguments of lemma 3.3 we get
We have to distinguish three cases.
. Therefore in this case we obtain
Hence, recalling that γ < N , we obtain
Third case: γ = N +2
2 . In this case we apply Hölder inequality using as conjugate exponents, instead of N +2 but near to it. In this way we obtain
. We can then apply the usual change of variables to obtain
Hence we obtain
We have concluded the study of G ′ 1 (ε, z θ ). As to G ′ 2 (ε, z θ ), the same argument of lemma 3.3 gives
In this way the lemma is completely proved.
We want now to complete the proof of Theorem 1.2. As in the previous section, we have only to prove that the function Γ satisfies the hypotheses of theorem 2.1. Let us prove that there is R > 0 such that either min
To prove (15) 
To prove (16), let us write
(x+θ) → 0 as |θ| → +∞, for all x, so by dominated convergence the first integral vanishes as |θ| → +∞. For the second integral we write
where χ θ is the characteristic function of the set {y ∈ IR N | |y − θ| > 1}. It is trivial to see that
for all y, θ ∈ IR N (y = θ), and that χ θ (y)|y − θ| −γ → 0 as |θ| → +∞. Again by dominated convergence we obtain that also the second integral vanishes when |θ| → +∞. So (16) is proved, hence also (15) . We can apply theorem 2.1 and argue as in the previous section.
Continuous branches of solutions.
In this section we prove that in some cases the families of solutions bifurcating from (0, 0), that we have found in the previous sections, form a curve. We first will prove some abstract results (following the frame of section 2), then we will apply these result to problems (1) and (2) . So let us come back to the abstract frame of section 2. To make easier the passage from the abstract frame to the applications, we will denote by z θ , θ ∈ IR d , the elements of Z. Notice that our arguments are local in nature and we will work in the neighborhood of a fixed point, so we can assume, without loss of generality, that the manifold Z is given by a unique map θ → z θ . We will indicate with ∂ i z, ∂ ij z the derivatives of z θ with respect to the parameter θ, that is
About the manifold Z of critical points we will also assume the following hypothesis, which is satisfied in our applications.
About the functionals F, G we will assume two different types of hypotheses. Recall that α, Γ are those given in hypothesis (G 3 ).
(F 4 ) F is of class C 4 ;
(G 4 ) G is of class C 4 with respect to u and the map (ε, u) → G ′′′ (ε, u) is continuous;
(G 5 ) Γ is C 2 and, if θ ε is a family such that θ ε → θ as ε → 0, then
and lim
(G 4 ) ′ G is of class C 3 with respect to u and the map (ε, u) → G ′′′ (ε, u) is continuous.
We can now prove two abstract theorems.
For a given θ ∈ IR d , and for any small ε's, let us suppose that there is a critical point u ε ∈ Z ε of f ε , such that u ε = z θε + w(ε, θ ε ) and θ ε → θ as ε → 0. Assume that z θ = lim ε z θε is nondegenerate for the restriction of f 0 to (T z θ Z) ⊥ , with Morse index equal to m 0 , and that the hessian matrix D 2 Γ(θ) is positive or negative definite.
Then u ε , for small ε's , is a nondegenerate critical point for f ε with Morse index equal to
A a consequence, the critical points of f ε form a continuous curve.
Proof. Let us write
where E 0 = T z θ Z, dim(E − ) = m 0 and there exists δ > 0 such that
From the hypothesis f ′ 0 (z η ) = 0 for all η ∈ IR N it is easy to deduce
Let us define ϕ
The set {ϕ
is an orthonormal base for E 0 . Let λ 1 , . . . , λ d be the eigenvalues of the symmetric matrix D 2 f 0 (z θ ) on E − . Of course λ i < 0 for all i, and let λ 0 = max i λ i < 0. Let {t 
is an orthonormal base for the tangent space T z θε Z, space that we denote E 
That is, we want 
where o(1) vanishes as ε → 0, uniformly in v. By hypotheses (F 0 ), (G 1 ), (G 2 ), we obtain
As t ε k → t 0 k , for ε → 0, and {t 0 k } is orthonormal, it is easy to see that, for small ε's, ||v|| = 1 implies
where o(1) → 0 as ε → 0, uniformly in v if ||v|| = 1. Hence, for small ε, D 2 f ε (u ε ) is negative definite in E − ε . We now define
so that
We want now to prove that D 2 f ε (u ε ) is positive definite on E + ε , for small ε. Let P + be the orthogonal projection of E to E + . We claim that there are δ 0 > 0 and ε 0 > 0 such that for all |ε| < ε 0 and all v ∈ E + ε , ||v|| = 1, it holds
We argue by contradiction. If the claim is not true, then there are sequences
and that, since
and {v k } is bounded. In the same way we get
Now (19) becomes
Thanks to the continuity hypotheses we have
By (20) we also obtain
Hence (21) gives
a contradiction. So the claim is proved. Up to now we have shown that, for small ε, D 2 f ε (u ε ) is negative definite on E − ε and positive definite on E + ε . We want now to study the behavior of D 2 f ε (u ε ) on E 0 ε . We will prove that D 2 f ε (u ε ) is positive or negative definite accordingly with D 2 Γ(θ), and this will conclude the proof. As first thing we recall that we have
As ∂ i z θε ∈ ker[I E − F ′′ (z θε )] and w(0, z θε ) = 0, developing F ′′ (u ε ) and G ′′ (ε, u ε ) and setting w ε = w(ε, θ ε ), we obtain
We have w ε = o(ε α/2 ) (see theorem 2.1), hence from (G 5 ) we deduce
By (4) we have
Developing F ′ and G ′ we obtain The proof is now complete.
With small changes in the previous arguments one can prove the following theorem. Proof. To study the behavior of D 2 f ε (u ε ) on E + ε and E − ε we repeat the arguments of the previous theorem. As to E 0 ε , we recall that the hypotheses imply w ε = O(ε α ) (see lemma 2.2 in [2] ), so (22) and (24) still hold and the proof goes on as in the previous theorem
We want now to apply these abstract results to our equation (1) . In the following theorem we apply theorem 5.1. To fit hypotheses (F 4 ), (G 4 ), we have to assume p ≥ 3. Together with the hypothesis p < N +2 N −2 , this of course implies N ≤ 3. Notice that in the following theorems we will treat curves of solutions bifurcating from 0, or ∞, or bounded away both from 0 and ∞. Recall that we refer in our claims to the H 1 -norm, and that in any case the L ∞ -norm is vanishing.
Theorem 5.3
Let us suppose N = 1, 2, 3 and 3 ≤ p < q < +∞ if N = 1, 2 while 3 ≤ p < q ≤ 5 if N = 3. Assume (a 1 ), (a 2 ), (b 1 ) and (b 2 ) . Then we obtain a curve (λ, ψ λ ) of solutions of (1) , where λ ∈ (λ 0 , 0), for a suitable λ 0 < 0. We have the following behavior of ψ λ as λ → 0: of (2) . Arguing as in the previous theorem, we obtain a curve (λ, ψ λ ) of solutions of (1), and we get its asymptotic properties as λ → 0.
Remark 5.5 Theorems 5.1 and 5.2 fill a gap in the proof of theorem 3.2 in [2] . In that paper theorem 3.2 was used only in theorem 1.5, to prove that a family of solutions was a curve. Now this result is a particular case of theorem 5. A similar correction to theorem 3.2 of [2] was obtained by S. Krömer in his Diplomarbeit [14] . He also obtained there a bifurcation result analogous to theorem 1.1.
