Abstract-Systems in which resources are shared can be operated either with reservation schedulers or as queueing systems. While reservation systems are the only option to support future start-time requests, both types of systems can be used when users want resources at the earliest available opportunity. The objective of this work is to determine the conditions under which a reservation scheduler is required versus when a queueing system is sufficient. The problem was motivated by a communication network service. A new scheduled dynamic circuit service that uses a reservation scheduler is being offered. It differs from plain old telephony service (POTS), which is operated as a queueing system. Three models of reservation systems are analyzed: (i) finitewindow reservation system model, (ii) infinite-window reservation system model, and (iii) synchronized-server model. Our main finding is that if the number of servers is small, a reservation scheduler is required in both blocking-mode and waiting-mode systems. In blocking-mode systems, users should specify multiple start-time options in reservation requests to lower blocking rate while simultaneously operating the system at high utilization. In waiting-mode systems with small numbers of servers, since high-utilization system operation will cause large waiting times, a reservation system is preferred as it will allow customers to carry out other activities between their times of request and allocated start times rather than wait in a queue.
I. Introduction
The purpose of this work is to understand the differences between reservation systems and queueing systems, and to determine the conditions under which a reservation system should be used. Our motivation for this study is the application of these two types of systems to communication networks. Specifically, we consider circuit and virtual circuit (VC) networks, which require resource allocation before user data exchange. After providing background on the use of queueing and reservation systems for resource allocation in circuit/VC networks, we formulate our problem statement, and describe our solution approach. Key findings are summarized next.
Background and related work. Plain-old telephony service (POTS) is offered on a circuit-switched network. A circuit is established using a call setup procedure, which is initiated when a user dials a telephone number. The telephone number, carried in a call-setup signaling message, is used by the call processing (software) engine within each circuit switch to determine the next-hop switch toward which to the route the call in order to reach the destination. Each call processing engine determines if a DS0 (64 kbps) channel is available on a link to the next-hop switch, before sending it the call setup message. If a DS0 channel is available, the call processing engine provisions the circuit switch to forward data bits arriving at an assigned incoming timeslot on the input link to an assigned outgoing timeslot on the link to the next-hop switch. Call setup proceeds on a hop-by-hop basis to establish an end-to-end circuit. If a DS0 channel is unavailable on any hop, the call is blocked (rejected). If instead the circuit is set up successfully, phone conversation can proceed. When one of the users hangs up the phone, call release messages are exchanged between the switches on the end-to-end path to free up the DS0 channels.
Each link in the POTS circuit network is modeled as an M/M/m/m queueing system in which calls are blocked when resources are unavailable [1] . There is no buffer available for holding calls. Since DS0 channels are required on all links for an end-to-end circuit, a call queueing approach could lead to poor utilization as assigned DS0 channels would be idle while waiting for DS0 channels on other links to become available. Therefore, calls are simply rejected if bandwidth is not available on any single link of the end-to-end path. Thus, POTS is a bufferless queueing system.
In contrast to the POTS system, a relatively new service based on advance reservations (AR), which we refer to as Scheduled Dynamic Circuit Service (SDCS) [2] is being developed for Wavelength Division Multiplexed (WDM) and virtual-circuit networks (such as MultiProtocol Label Switched and Carrier Ethernet networks) [3] - [12] . SDCS has been deployed in backbone research-and-education networks such as ESnet [13] , Internet2 [14] , and commercial networks [15] . Requested circuit rates are typically high, e.g., 1 Gbps in a network with 10 Gbps links, for applications such as large dataset transfers. For example, ESnet interconnects scientific research laboratories whose users move large datasets from the supercomputing sites where they execute their parallelized scientific simulations to their home-institution storage clusters. SDCS is used to ensure guaranteed-rate service since IProuted paths offer less predictable service. Circuit schedulers are required to support SDCS. Users and applications request circuits for immediate or future usage specifying the required circuit rate and duration (holding time), and circuit schedulers respond with an allocation or a rejection. Thus, SDCS uses a reservation system.
To understand the conditions under which SDCS is more appropriate than a POTS-like service, we consider other examples of reservation vs. queueing systems. For example, a doctor's office is typically operated with a reservation scheduler, while grocery-store checkouts and bank tellers are operated as queueing systems. Also, airlines use a reservation scheduler, while city bus/train systems are operated as queueing systems.
While for routine checkups, patients specify particular (future) dates/times for doctor appointments when making a reservation, often patients would like an earliest possible appointment for non-emergency care. Similarly, while airline customers typically specify dates/times when making a flight reservation, there are instances when they seek the earliest available flight to a destination. Along these lines, SDCS users can specify one or more User-Specified Start Time (USST) options when requesting a circuit, or can request Earliest Start Time (EST) [15] . Both types of SDCS are useful for file transfers. Scientific workflow management systems [16] may require co-scheduling of computing and networking resources for which the USST option of SDCS is suitable for high-rate file transfers required as part of the workflow. On the other hand, there can be users who access SDCS to simply move large datasets in a predictable manner using the EST option.
Differences between reservation and queueing systems. The obvious difference is that reservation systems can support requests for future start times while queueing systems cannot. However, we also consider the case when user requests for resources are for the earliest available start time. To support one or both types of requests (user-specified start times or earliest start times), reservation systems (i) require a resource scheduler, and (ii) require users to specify duration in their reservation requests. Duration specification is required because a reservation scheduler needs to know when in-service and previously scheduled requests are going to complete in order to be able to assign a start time for a new reservation request. In contrast, in queueing systems, users do not specify duration when joining a queue, and a scheduler is not required. Further, reservation systems require policies to handle no-shows and cancelations, e.g., whether to impose penalties or not. Queueing systems are thus simpler to operate, but reservation systems offer advantages when utilization needs to be high as illustrated in this work.
Problem statement. The problem statement of this work is to determine when reservation systems are required and when a simpler queueing system suffices. Specifically three types of reservation systems are modeled: (i) finite-window reservation systems with the window consisting of back-to-back service timeslots with no idle intervals, and requests specify starttime options, (ii) infinite-window reservation systems in which requests are for the earliest available start time, and (iii) synchronized-server system in which the reservation window consists of alternating service and idle intervals, and all servers are synchronized to start service at the start of a service interval and terminate at the end of the service interval. The first model explains why queueing is sufficient for POTS but a reservation system is required for high-rate SDCS with the USST option. The second model explains when SDCS with the EST option is required, and also why doctors' offices use reservation systems while grocery-store checkouts/bank tellers use queueing systems. The third model is applicable to the reservation-based airlines vs. queueing-based city bus/train systems.
Solution approach.
For the first two types of reservation systems, models based on queueing theory are used, while a Discrete Time Markov Chain (DTMC) model is proposed for the synchronized-server reservation system. These models are solved for different values of key parameters to determine the conditions under which a reservation scheduler is required.
Key findings.
Corresponding to the three models, we enumerate our findings: (i) In a finite-window reservation system, users should specify multiple start-time options so that resources can be shared with high utilization while simultaneously lowering the blocking rate of requests. (ii) In an infinite-window reservation system, if the mean waiting time for customers is large at the optimal point of operation, which is determined by a consideration of revenues (traffic load) and costs (number of servers), then a reservation system should be deployed so that customers can carry out other activities between their time of service request and start of service instead of waiting in a queue. (iii) In a synchronized-server model, if operational costs are high (as with airlines), the idle intervals should be lengthened to increase traffic load for service intervals, which leads to higher utilization but also longer waiting times, thus necessitating a reservation system. Section II describes a model for finite-window reservation systems, and demonstrates its application to our POTS vs. SDCS discussion. Section III describes a model for infinitewindow reservation systems, and describes its application to doctors' offices vs. grocery store checkouts/bank tellers, and SDCS with the EST option. Section IV describes a synchronized-server model and applies it to airlines vs. city bus/train systems. The paper is concluded in Section V.
II. Finite-window reservation system
Each timeslot in a finite-window reservation system in which all requests contain a single start-time option can be modeled as an M/G/m/m queueing system, the solution for which is the well-known Erlang-B formula:
where P b , U , ρ, and m denote call blocking probability, utilization, traffic load (product of arrival rate and mean service time), and number of servers, respectively. The arrival process for file transfer requests (calls in SDCS) was characterized to be Poisson, while file sizes were fitted to long-tailed distributions such as Pareto [17] . Therefore, the M/G/m/m model can be used for SDCS. Fig. 1 shows that the lower the desired blocking probability, the lower the utilization for fixed values of number of servers (m) and offered load (ρ). As seen in (1), only 2 of the 4 variables, offered load, number of servers, blocking probability, and utilization, can be chosen independently. For example, if m = 10 and the desired utilization is 80%, associated call blocking probability is 23%. It is not possible to lower call blocking probability without reducing utilization if requests specify only a single start-time option.
This model can be applied to POTS and SDCS as follows. Given the low bandwidth required per POTS call (i.e., 64 kbps), the number of channels into which a link is divided can be large. For example, a T3 line can carry 672 individual voice channels. When the number of channels (servers in Fig. 1 ) is large, the system can be operated at a low call blocking probability without sacrificing utilization. For example, with 100 servers, 90% utilization can be achieved with a 5% call blocking probability. In contrast, SDCS targets high-rate circuits, e.g., assigning 1 Gbps virtual circuits on a 10 Gbps link. This makes the number of channels (servers) small, i.e., on the order of 10. With small numbers of servers, high utilization cannot be achieved without high call blocking probability as illustrated above. If users are only allowed a single option in their start time specifications, the call blocking probability will be as high as with high-rate POTS. But in prior work [11] , using simulations we showed that if requests specify multiple alternative start-time options, 95% utilization can be achieved with a call-blocking probability of only 1% when the number of servers is 10. With the added dimension of time available in reservation systems, utilization can be increased while simultaneously lowering call blocking probability.
III.Infinite-window reservation system
Consider a reservation system in which the window is infinite and all requests are for the earliest available timeslot. An example is a doctor's office in which customers (patients) typically want the earliest available appointment. An M/M/m/∞ model is used to model such a reservation system. While the arrival process and departure processes in specific instances such as at doctor's office may not be Poisson, we use the M/M/m/∞ model just to illustrate the key point of when a reservation scheduler is required vs. when a queueing system is sufficient.
This model is also applicable to the EST type of SDCS. This type of SDCS is suitable for file transfers where rate and duration are specified in requests but any start time is acceptable.
The analytical solution for the M/M/m/∞ queueing model is well known [18] . The mean waiting time, E[W ], can be expressed in closed form as a function of customer arrival rate, λ, service completion rate, μ, and the number of servers m. Of interest, is the factor
where the mean service time, E[S] = 1/μ. Per-server utilization, U , is given by
where the offered load, ρ = λ/μ. Consider a system in which the owner determines from a target revenue and cost consideration to operate with ρ value of 1.635 and with m, the number of servers, set to 2. This corresponds to the point X = 2; Y = 0.8175 on the lower plot of Fig. 2 . The ratio of mean waiting time to mean service time, β, is 2 at this point of operation. This means a customer has to, on average, wait two times as long as the average time it takes for a server to serve one customer. Compare this point of operation with the point of operation at the same value of m, i.e., 2 servers, but for a β of 6. On the upper plot of Fig. 2 , corresponding to β = 6, the utilization per server is 0.925 in contrast to the 0.8175 for β = 2, for m = 2.
Consider our example of a doctor's office vs. grocery store checkout or bank tellers. Given the relatively higher salaries of doctors when compared to grocery store checkout clerks or bank tellers, it is more likely that a doctor's office operates with a high per-server (doctor) utilization (e.g., 92.5%), while a bank teller can be operated at lower utilization (e.g., 81.75%). At these example levels of utilization, the owner of the doctor's office should have engineered the load ρ to be 0.925 × 2 = 1.85, while the load to the bank tellers can be lower at 0.8175× Now consider the implication of the higher β for the doctors. A higher β implies a higher mean waiting time for customers. If for example, the mean service time at the doctor's office is 30 minutes, the mean waiting time will be 3 hours when β = 6. It is the combination of the 1) desired β, which is determined by the target (desired) offered load, ρ (a measure of revenues), and target number of servers, m (a measure of costs), and 2) mean service time that together determine the mean waiting time for customers. The next question is "are customers willing to wait in a queue for this length of time on average" or is the expected waiting time long enough to warrant a reservation system so that customers can carry out other activities between their times of request and allocated start times rather than wait in a queue. This is a key advantage provided by reservation systems relative to queueing systems for earliest start time use cases, in addition to the ability to make reservations for future start times.
The disadvantages of reservation systems, i.e., the requirement for users to specify service durations, and the cost of running a scheduler and handling no-shows and cancelations have to be borne if (i) the target β is high (which stems from a desired high per-server utilization), and (ii) mean service time is large. This explains why doctors' offices have reservation systems while grocery store checkouts and bank tellers do not.
Effect of competition.
The β value is often dictated by competition as customers will perceive differences in average wait times. It is easier for an owner to adjust the number of servers, m, than to alter offered load ρ through marketing and other indirect means. For a given ρ, say 0.9, the owner can choose to operate with just one server m = 1 but the corresponding β is 10. If a competitor operates with 2 servers to handle this same load of 0.9, the β value falls significantly to just 0.1. The competitor's customers will experience far smaller waiting times forcing the first owner to add a server.
Server pooling.
If it is possible to pool servers together and direct a correspondingly larger load to this server pool, then efficiencies can be realized. For example, instead of operating with 2 servers at β = 6 (with a per-server utilization of 0.925), if the owner can pool together servers and operate a system with 5 servers, then a nearly equal per-server utilization of 0.919 can be achieved with a β of just 2, as seen in Fig. 2 , or higher per-server utilization of 0.97 can be achieved while maintaining a β of 6. This is the economies of scale advantage.
Implication for SDCS.
These results can be applied to the Earliest-Start Time variant of SDCS. If m is small, it means the per-circuit rate is high, and consequently service time will be low if the SDCS EST service is used for file transfers. The implication is that the system can be operated at a higher β, resulting in higher utilization.
IV. Synchronized Server Model
Here we consider a synchronized server model in which all servers must begin and end service simultaneously during a service interval. An example is an airline flight; seats on the flight are the servers. As noted in the model description in Section I, there can be idle intervals in the timeline. Also, the timeline is continuous since there are multiple flights from a source city to a destination city. In other words, if a flight is full, a customer can take the next flight. In an actual airline reservation system, customers can make reservations for a specific future flight, but in this model, all requests are assumed to be for the earliest available flight. This assumption is made so that the model is equally applicable to airlines and city bus/train for a comparison.
If the system is considered at the instant before service begins (e.g., just before a flight departs), the system can be modeled as a Discrete Time Markov Chain (DTMC). The system state is simply (n), the number of customers in the queue at the instant just before the start of a service interval.
The system state space S is defined as S {s = n : 0 ≤ n ≤ Z}, i.e., a newly arriving customer who finds Z customers already assigned for service in all available timeslots will be blocked.
The transition probability in the DTMC from state n to state n , denoted by p n,n , is
where P (a) is defined as
where P A (a) and F A (a) are the Probability Mass Function (PMF) and Cumulative Distribution Function (CDF), respectively, of A, a Poisson random variable with parameter λτ , which represents the average number of customer arrivals within the idle interval τ between two consecutive service intervals, and λ is the arrival rate.
A. Performance metrics
We use the following metrics: P B , the blocking probability, which is defined as the ratio of customers blocked to the total number of customer arrivals in a long observation interval [1] , W , the mean waiting time for admitted customers, and U , the long-run utilization of the system. To calculate these three metrics, we first compute the steady-state probabilities, denoted by vector π, of this DTMC based on the transition matrix given in (2) using well-known techniques [1] .
Blocking probability.
The number of customers blocked depends upon the state of the system at the start of the interval. We therefore use a vector (b b n , n ∈ S), where each element b n denotes the blocked-request ratio in this interval if the system is in state n at the start of the interval. We define the accepted-request ratio as Q n . We can compute b n as follows: where P A (i) and F A (i) are the PMF and CDF of the previously defined random variable A, respectively, and d n is the number of empty spaces in the queue in that interval, which can be calculated as
The long-run blocking probability, P B , can then be computed as
where the components of the vector b are the blocked-request ratios computed in Eq. (4).
Mean waiting time.
The waiting time of a customer consists of a fractional part, which is the delay within the arrival interval, and an integral part, which is a multiple of τ before the actual service is provided. Consider the interval between the beginnings of two arbitrary consecutive service timeslots τ =(t, t + Δt]. Let w n be the average waiting time conditioned on the embedded DTMC being in state n at time t. The average is calculated over the customers admitted during the interval of interest. Denote r n and z n as averages of the fractional parts and integral parts of waiting times, respectively. We have w n = r n + z n . Using the same derivation as the one used in [19] , we can compute r n and z n as follows.
where d n is given in Eq. (5), P A (i) and F A (i) are the PMF and CDF of the previously defined random variable A, respectively, a n is the conditional expected number of customers admitted in the interval, which can be computed as
and v(n, j) is the sum of the integral parts of waiting times conditioned on the DTMC being in state n with j customers admitted in the interval, which can be computed as
The long-run mean waiting time W is W = Σ n∈S π n a n w n Σ n∈S π n a n .
Utilization.
System utilization in a time interval (t, t+τ ] depends upon the number of customers waiting to be served at time t. We define the vector (u u n , n ∈ S), where each element u n is the utilization if the system is in state n in any interval. Therefore u n can be calculated as
The long-run utilization can then be calculated by
B. Numerical results
The impact of varying the inter-service time τ is illustrated in Fig. 3 . As τ increases, there are more customer arrivals, which causes an increase in all three performance metrics, blocking probability, utilization, and mean waiting time.
Consider the airlines example to interpret these results. Increasing the number of seats on an airplane from m = 90 to a larger m = 100 with the same τ = 100 causes a decrease in blocking probability but also a decrease in utilization. Holding the number of seats constant at m = 90 while increasing the τ from 100 to 110 increases the blocking probability while simultaneously increasing utilization. Now consider the blocking probability and mean waiting time curves. Of the cases considered, the system with m = 90 and τ = 110 has the highest blocking probability and at the same time, the highest mean waiting time. While blocking probability can be dropped by increasing m or decreasing τ , the latter is the better option from a consideration of mean waiting time, though both these options lower utilization.
Both utilization and mean waiting time are factors considered in the choice of operating as a reservation system rather a queueing system. For profitability, it is necessary to operate at high utilization. Systems with higher operating costs must aggregate customer arrivals over a longer τ or decrease the number of seats m in order to achieve the high utilization necessary for profitability. The costs per flight, such as the pilot, crew, airport fees, fuel, etc., are such that operating a larger flight is more cost effective than multiple smaller flights. Therefore, to achieve a higher utilization, a longer τ is required. Buses, conversely, are less expensive to purchase and operate (e.g., lower fuel costs, no airport fees, lower paid operators, no flight attendants, etc.). To achieve profitability, buses can operate at lower utilization, and therefore can have a lower τ . With a lower τ , mean waiting time is lower, making it acceptable to have customers wait for service as would be needed in a queueing system rather than deal with the cost and complexity of instituting a reservation system. But if the τ required to operate a large aircraft (with large m) at high utilization is high, then to save customers from having to wait in a queue, a reservation scheduler is required as with airlines.
V. Conclusions
A new Scheduled Dynamic Circuit Service (SDCS) is being offered on circuit/virtual circuit based communication networks. A circuit scheduler is deployed to support this service. It accepts reservation requests from users and applications for circuits of specified rate and duration. In contrast, Plain Old Telephony Service (POTS) operates in queueing mode, in that there is no scheduler. To determine the conditions under which a resource sharing system requires a reservation scheduler instead of being operated under the simpler queueing mode, we developed and solved three models: (i) finite-window reservation system model, (ii) infinite-window reservation system model, and (iii) synchronized-server model. The metric of interest in the first model is blocking probability, while it is primarily mean waiting time for the latter two models. From the first model, we found that if the number of servers in the system is small (on the order of tens), then a reservation system in which users can specify multiple start-time options will allow for the system to be operated at high utilization while simultaneously offering users a low blocking rate. From the latter two models, we found that if the system needs to be operated at high utilization to be profitable, then mean waiting time will be a significant multiple of mean service time if the number of servers is small. To allow users the flexibility to pursue other activities while enduring long waiting times, a reservation scheduler is required. For resources that are co-scheduled with other resources (e.g., flights for an offsite meeting, or computing resources and network resources for a large scientific distributed simulation), schedulers are required to allow users to make reservations for future start times.
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