Observer translation through the environment can be accompanied by rotation of the eye about any axis. For rotation about the vertical axis (horizontal rotation) during translation in the horizontal plane, it is known that the absence of depth in the scene and an extra retinal signal leads to a systematic error in the observer's perceived direction of heading. This heading error is related in magnitude and direction to the shift of the centre of retinal flow (CF) that occurs because of the rotation. Rotation about any axis that deviates from the heading direction results in a CF shift. So far, however, the effect of rotation about the line of sight (torsion) on perceived heading has not been investigated. We simulated observer translation towards a wall or cloud, while simultaneously simulating eye rotation about the vertical axis, the torsional axis or combinations thereof. We find only small systematic effects of torsion on the set of 2D perceived headings, regardless of the simulated horizontal rotation. In proportion to the CF shift, the systematic errors are significantly smaller for pure torsion than for pure horizontal rotation. In contrast to errors caused by horizontal rotation, the torsional errors are hardly reduced by addition of depth to the scene. We suggest the difference in behaviour reflects the difference in symmetry of the field of view relative to the axis of rotation: the higher symmetry in the case of torsion may allow for a more accurate estimation of the rotational flow. Moreover, we report a new phenomenon. Simulated horizontal rotation during simulated wall approach increases the heading-dependency of errors, causing a larger compression of perceived heading in the horizontal direction than in the vertical direction.
Introduction
The flow of the world's image across the moving retina (retinal flow) provides visual motion signals that can be used to infer our direction of translation relative to the scene. It is an intriguing question how the brain uses motion signals to extract the direction of relative movement between the self and the world, referred to as heading, in the presence of rotational flow that is added when the eye simultaneously rotates relative to the scene. Without sufficient information to solve this rotation problem, perceived heading may be affected, giving rise to random and systematic heading errors. Especially challenging is when translating towards a fronto-parallel plane while rotating the eye about the vertical axis (horizontal rotation). In that case, the retinal flow much resembles the expanding flow that occurs during pure eye translation (translational flow), except that the centre of flow (CF) is shifted horizontally, away from the heading direction ( Fig. 1, top) . Indeed, if only retinal flow information is available, systematic heading errors occur that are proportional to and in the direction of the CF shift (e.g. Royden, Crowell & Banks, 1994) . Although rotation about any axis causes the CF to be shifted when the axis of rotation and translation are oriented differently (Fig. 1 , middle and bottom), psychophysical studies on heading perception so far focussed mainly on the effects of rotation about the vertical axis. We wondered whether the findings for rotation about the vertical axis also apply to rotation about an axis along the line of sight (torsional axis).
The eye does not necessarily rotate about axes in the fronto-parallel plane, but may also have a considerable component of rotation about the line of sight. As formulated by Listing's law and confirmed by 3D eye movement recordings (Ferman, Collewijn & van den Berg, 1987) , the torsional state of the eye is uniquely related to the eye's orientation with respect to the head, or more precisely, with respect to an imaginary plane through the head, called Listing's plane. From Listing's law, one can deduce that torsional velocities may occur during pursuit of points in the world when heading in a direction that is not normal to Listing's plane (van den Berg, 1996b) . This happens, for example, during horizontal pursuit while heading forward with the head tilted down. The torsional speed then approximately equals the pursuit velocity, multiplied by the sine of half the angle between the normal to Listing's plane and the fixation direction (Tweed, Fetter, Andreadaki, Koenig & Dichgans, 1992) . Limited by the eye's oculomotor range (about 40°), torsional speeds can reach up to one third of the pursuit velocity. But, eye torsion relative to the scene can also occur without pursuit, for example when the head rolls about the line of sight and the eye does not counter-roll completely.
Several solutions to the rotation problem have been proposed on the basis of the retinal flow. Retinal image models take as input the retinal flow only (LonguetHiggins and Prazdny, 1980; Koenderink & van Doorn, 1981; Rieger & Lawton, 1985; Hildreth, 1992; Heeger & Jepson, 1992; Lappe & Rauschecker, 1993; Perrone & Stone, 1994; Royden, 1997; Beintema & van den Berg, 1998a) . But, the eye's rotation velocity and its axis can also be inferred from extra-retinal information available by efference copy, proprioception or vestibular signals, which could help solve the rotation problem in several ways Perrone & Stone, 1994; van den Berg & Beintema, 1997; Beintema & van den Berg, 1998a; Lappe, 1998) .
Irrespective of the processing by the brain, however, the ability of heading to be retrieved is limited by how much the translational and rotational component in the visible retinal flow differ. This difference depends on several parameters, like the field of view, the scene, the eye's orientation and the ego-motion. Considering that a certain amount of noise in the direction and magnitude of each flow vector is present because of 'noisy' processing in the input stage of the visual system, one can show the effect of several of these parameters (Koenderink & van Doorn, 1987; . For instance, limiting the field of view considerably complicates the task to differentiate rotational from translational flow. Also, the layout of the scene with respect to the eye is important. During translation, points that lie at different distances have different retinal velocities, although they might project to the same retinal area. This variation in velocity, called motion parallax, does not occur during rotation. Motion parallax is therefore a cue to help solve the rotation problem. Ego-motion parameters influence heading errors, because the rotation velocity relative to the ratio of translation speed and distance of points determines the change of the retinal flow due to rotation. But, as we will examine in this paper, also the orientation of the rotation and translation axis with respect to each other, and their orientation relative to the eye and the scene are important. Given a limited field of view, rotation about the eye's vertical axis causes flow that resembles a pure translation in the fronto-parallel plane, while rotation about the line of sight causes flow that can not be created by any translation through any environment.
The relative contribution of extra-retinal signals and visual signals has been investigated by psychophysicists using the so called simulated and real rotation paradigm. During simulated rotation, the subject fixates a stationary point to keep the extra-retinal signal noninformative of the rotational flow presented. Meanwhile, the subject views a display of motion that simulates observer translation through an environment of dots, while simultaneously rotating the eye. In the real rotation condition, only the translation is simulated, so that now the extra-retinal signal is informative of the rotational flow.
Evidence for the contribution of motion parallax in solving the rotation problem for rotation about the vertical axis has been provided in a number of studies. Fig. 1 . Shift of the centre of flow (CF) away from the heading when rotation is about axes that deviate from the heading. Left panel: translation flow during pure translation (1.5 m/s) towards a frontoparallel plane (7.5 m from the eye) has its CF (•) along the direction of heading (). In polar coordinates, the depicted heading direction has an eccentricity h of 12°, and a torsional angle c of 180°. Central panels, top to bottom: rotational flow caused by pure rotation about the vertical axis (3°/s), about the line of sight (8°/s) or about the combined axis (vertical axis slanted in depth). In the resulting retinal flow (right panels) the CF is shifted horizontally by an amount DH CF (top), torsionally by an amount Dc CF (middle) or in a direction in between (bottom).
Simulated rotation studies suggest that humans can judge their direction of heading purely on the basis of retinal information alone (Rieger & Toet, 1985; Warren & Hannon, 1988 van den Berg, 1992; van den Berg & Brenner, 1994a; van den Berg, 1996a; Stone & Perrone, 1997) . However, if motion parallax cues are absent because dots have been arranged in a frontoparallel plane, people respond less correctly (Regan & Beverley, 1982; Rieger & Toet, 1985; Warren & Hannon 1988 , making systematic errors in the direction of simulated rotation Stone & Perrone, 1997) .
Few studies have paid attention to heading perception during rotation about the line of sight. Rieger and Toet (1985) measured heading discrimination thresholds during simulated rotation about randomly oriented axes, but did not differentiate explicitly between effects found for rotation about the line of sight and perpendicular to it. Torsional flow stimuli have been used to study the integration of motion over the visual field (Morrone, Burr & Vaina, 1995; Ohtani, Tanigawa & Ejima, 1998) . Others have varied the axis of rotation to study the sensitivity to full field rotation about different axes (Harris & Lott, 1995) , or to study how well humans can locate the singular point in displays of simulated torsion to which is added simulated rotation about the vertical (Crowell, Maxwell, Shenoy & Andersen, 1998) and other axes (te Pas, Kappers & Koenderink, 1998) . None of these studies, however, combined the rotation with an expanding motion component. Expanding and torsional flow have been combined in studies on the sensitivity to spiral motion (Freeman & Harris, 1992; Snowden & Milne, 1996) or the segregation of optic flow components (De Bruyn & Orban, 1993) . However, no heading task was involved, nor did a CF shift occur because translation was along the rotation axis (line of sight).
In this paper, we shall use the term compensation to quantify how well the visual system takes into account a change in retinal flow due to rotation. To this end, we compare the systematic error in perceived heading with the shift of the centre of the flow (CF). We shall refer to compensation as the difference between the CF shift and the systematic error. We define performance as the ratio of compensation relative to the CF shift. Furthermore we use the term torsional flow and horizontal flow to indicate the retinal flow induced by eye rotation about the line of sight and about the vertical axis, respectively.
In the first three experiments, we studied the compensation for simulated rotation about purely the torsional axis. Some of these data have been reported in preliminary form (Beintema & van den Berg, 1998b) . In Experiment I, we investigate the effect of torsional flow in a stimulus without motion parallax cues. In Experiment II, we analyse the effect of motion parallax by varying the depth in the stimulus. In Experiment III, we study the effect of increasing the translation speed. In Experiment IV, we vary the axis of simulated rotation and the amount of simulated depth. This allows us to directly compare the visual compensation for simulated torsion with the visual compensation for simulated horizontal pursuit, and to compare the contribution of motion parallax in both cases.
Also, it allows us to examine the influence of torsional flow on the visual compensation for simulated horizontal pursuit.
Materials and methods
Stimuli were rendered on a Silicon Graphics Onyx workstation and backprojected (Sony VPH 1270QM projection television, 815× 611 pixels) onto a translucent 60× 58°screen. Subjects were seated 1.5 m before the screen, with the head supported by a head-and chin-rest. The position of the eye relative to the screen was measured for the viewing eye (van den Berg, 1996a) in order to present the images in the right perspective.
The projected stimulus displayed the view few of a camera that translates through a virtual scene of red dots and simultaneously rotates about its axis. On the display the dots were of constant size (0.2°). The dimensions of the scene were chosen such as to fill the entire field of view during the whole trial. The room was completely endarkened, apart from a dim glow of the screen that was visible in Experiments I-III. In these experiments, a new trial was preceded by a 500-ms fully-illuminated screen to prevent subjects from adapting to the dark.
During each trial, subjects had to fixate a red fixation point (0.4°) at the centre of the screen. After the simulated self-motion stopped, the red dots and fixation point remained visible. Subjects indicated their heading direction relative to the scene as they perceived it at the end of the trial by moving a previously hidden red pointer (0.6°) that appeared by moving a hand-held mouse. If they felt no self-movement towards the scene, they were to indicate the direction of the moving dots relative to themselves. We explicitly told subjects that, should they perceive self-movement on a curved trajectory, not to point towards the end point of the future path, but to indicate the direction of relative movement along the tangent to the path taken at the position of the observer. We allowed 25 practice trials. No feedback was given during practice and the experiment.
In total, five subjects participated in the experiments, each having normal or corrected to normal vision. Stimuli were viewed monocularly with the left eye. Authors JB, BB and IH were experienced with heading stimuli. Subject IH was not aware of the conditions tested. Subjects ML and MF were naive towards the aim of the experiment and subject MF had no prior experience with heading stimuli.
To describe the rotations and translations, we use a coordinate system centred on the eye. The x-axis points towards the centre of the screen, the z-axis upwards and the y-axis leftwards. Looking along the x-axis, positive torsion is defined as clockwise rotation of the eye, positive horizontal rotation as eye rotation to the left. The velocity and axis of rotation is denoted by a 3D vector R, with components R x and R z referring to the torsional and horizontal rotation velocity, respectively. The torsional orientation of the eye is denoted by c.
For two subjects, we recorded the 3D eye movements with scleral coils, using a Skalar magnetic field system (Collewijn, van der Steen, Ferman & Jansen, 1985) .
Experiment I: perceived heading during simulated torsion
Extra-retinal signals have been found to be essential for compensating horizontal (rotational) flow during approach of a fronto-parallel plane, because large errors were found for simulated rotation, but not for real eye rotation . Does the same hold for torsional flow? An asset of a fronto-parallel plane is that it allows a precise quantification of the shift of the centre of flow (CF) because all points lie at the same distance. To calculate the CF shift when points are distributed in depth, one has to make assumptions on how each flow vector contributes because near points are more informative on the pattern of translational flow than points far away. Thus, we investigated whether the compensation for torsional flow needs extra-retinal signals by simulating eye torsion during approach of a fronto-parallel plane (wall).
Stimuli
Translation was simulated at translation speed T of 1.5 m/s towards a wall consisting of dots randomly distributed in a plane parallel to the screen, perpendicular to the line of sight. Duration of the simulated self-motion was 2 s. The number of visible dots was 500 at the beginning and 200 at the end of the trial.
Torsion was simulated at three velocities (R x = 0, 9 8°/s). Because the CF is only shifted by rotation when heading direction and axis of rotation are not aligned, heading was chosen eccentric with respect to the line of sight, at fixed eccentricity h of 15°. We presented seven different heading directions by choosing the simulated torsional angle (c) randomly between 0 and 360°. Because the subject's task was to indicate the final perceived heading, the CF shift was calculated for the wall distance at the end of the trial (d = 5 m in the last frame). For our choice of parameters, the shift of the CF is mainly in the torsional direction (Fig. 1 , mid-right panel). Projected onto the fronto-parallel screen, the simulated heading directions and CF loci thus lie on a circle concentric with the fixation point. Because the perceived heading directions are also expected to lie on a circle, the pointer was adjustable only in torsional angle, having a fixed eccentricity (14°). Each stimulus was repeated eight times. The 168 trials were presented in random order. Four subjects participated.
We derive the magnitude of the torsional shift from the case when the CF is initially at heading eccentricity h towards the right. Clockwise rotation (R x \0) produces rotational flow that is oriented vertically at visual directions near the heading, and has angular velocity p R = sin(h)R. Given the radial pattern of directions in the translational flow, the rotational flow is cancelled by translational flow only along the vertical meridian through the heading, at elevation q for which p R equals the translational flow velocity (p T ). The latter is given by p T = sin(q)T/d. For small heading eccentricities (hB 1) and elevations (qB 1), we have a singular point in the flow at an approximate elevation of q= hR x d/T. This quantifies the CF shift in visual angle. However, to obtain the CF shift in torsional angle, we divide by heading eccentricity h:
Given the above parameters, we thus predict a heading error (Dc) of 27°in torsional angle if none of the torsional flow is compensated. Note, in visual angle the CF shift is about 7°, given the heading eccentricity h of 15°.
Results
During debriefing, subjects reported a strong sense of rotation, but a relatively weak percept of self-movement. They had no problem indicating the direction of movement of the array of dots relative to themselves. Fig. 2 shows the mean torsional heading error (Dc) as a function of simulated heading (torsional angle c) for the three rotation velocities. All four subjects show a significant bias in the direction of the shift of the singular point (Dc CF ; indicated by arrows). Although subjects show significant variation in torsional error as function of torsional heading angle, no uniform trend across subjects is observed. Therefore, we plotted the mean error as a function of simulated torsional velocity R x for each subject (Fig. 3a) . Two subjects (BB and JB) show a partial compensation because their errors are smaller than the shift of the singular point (indicated by the grey line). The other subjects (IH, ML) approximately pointed towards the singular point. These individual differences are also reflected in the standard deviations during simulated torsional flow, which are highest for IH and ML (Fig. 3b) . In case of pure simulated translation (R x =0°/s), we observe standard deviations of about 12°. We remind the reader, that the torsional angle is subject to large variations when the perceived heading is close to the origin. To obtain the uncertainty in visual angle, the torsional angle must be multiplied by the tangent of the perceived heading eccentricity. However, subjects typically underestimate the simulated heading eccentricity (e.g. data by D 'Avossa and Kersten (1996) show decreases in eccentricity up to 50%). On the assumption that the perceived heading eccentricity was less than simulated (15°), the uncertainty expressed in visual angle would be less than 3°. This is close to the 1 -2°uncertainty reported for perceived horizontal heading eccentricity (e.g. Warren & Hannon 1988 Banks, Ehrlich, Backus & Crowell, 1996) .
The large visual compensation found for two subjects seems to contradict the findings for simulated horizontal rotation during approach of a single plane (Rieger & Toet, 1985; Warren & Hannon, 1990; Royden et al., 1994) . We therefore ran a control condition to investigate whether the two subjects who performed well had judged their heading on the basis of flow near the fixation point as these motion vectors were least changed by torsional flow. To prevent the possible use of this local cue, we repeated the first experiment leaving out dots within a gap (15°radius) around the fixation point (Gap-2 s condition). A second control condition was included to investigate whether the larger errors found for the two other subjects could be due to the short (2 s) presentation time. Thus, we repeated the first experiment with increased presentation duration of 4 s (No Gap-4 s condition). Fig. 4 shows the effect of rotation for the first experiment and the two control conditions for our four subjects. Plotted is the slope of the linear regression (least-square) through the average heading error Dc as function of the simulated rotation R x . Remarkably, . Regression slope of torsional heading error Dc versus torsional velocity R x plotted for the first experiment and two control conditions. A regression slope of zero means that torsional flow is compensated fully. A slope that is equal or larger than the slope of the CF shift (grey line) means zero or negative compensation. Error bars indicate 95% confidence intervals. Below individual significance levels (P) of difference between the slope of the first experiment and either control condition, obtained from a 2-tailed t-test (Steel & Torrie, 1987) .
for simulated rotation about randomly oriented 3D axes (Rieger & Toet, 1985) .
Experiment II: effect of depth during simulated torsion
We investigated the effect of depth by presenting simulated translation towards either a wall or a cloud. Initially, the wall was at a distance of 8 m. The cloud consisted of dots positioned in a viewing pyramid with the top at the eye, each dot having a random direction and a random radius between 6 and 10 m initially. Note, the choice of a polar distribution gives a gradient in dot density, with highest density near the eye. The number of dots is about the same in every depth plane, giving an average dot distance of about 8 m initially. Furthermore, we increased the number of different heading directions to 50, omitting any repetitions. Otherwise, parameters were the same as in the Gap-2 s condition of Experiment I.
For the wall, the CF shift was computed using Eq. (1) (distance d= 5 m in the last frame). For the cloud, however, the variation in dot distance will lead to more than one singularity in the retinal flow during rotation. The shift of any such singularity lies within the range of CF shifts found for a fronto-parallel plane at the nearest and furthest dot distance. For now, we assume all dots contribute equally to the flow, and like Lappe, Bremmer and van den Berg (1999) , estimate the CF shift for a cloud by the CF shift for a plane at the average dot distance in the cloud (d=5 m in the last frame).
Results
Fig . 5 shows the perceived heading angle as a function of the simulated heading angle at three torsional velocities for three subjects in the wall condition. The heading error is practically independent of the simulated heading. The intercept of the linear regression through the data gives the mean torsional heading error Dc for each rotation rate. As before, we quantify the effect of simulated torsion on this heading error by the slope of the linear regression of Dc as a function of torsional rotation R x . Fig. 6 plots this effect as a function of depth range for each individual. Interestingly, none of the subjects showed a significant (P B 0.05) decrease in the slope when motion parallax was added (see the table of P-values).
Thus, we find no effect of motion parallax cues on the compensation for torsional flow. This contrasts with the improved heading performance by depth in the scene that was reported for simulated horizontal rotations (Regan & Beverley, 1982; Warren & Hannon, 1988 Royden et al., 1994) and for simulated 3D elimination of the local cue (Gap-2 s) did not increase the slope with respect to the first experiment (No Gap-2 s). On the contrary, as illustrated by the table of confidence intervals below the graph, leaving out the central area of visual motion even appeared to significantly improve the compensation (P B 0.05) for three out of four subjects. Now, all subjects performed better than an observer who confuses the heading direction with the CF. Furthermore, compensation was not improved by increased presentation time (No Gap-4 s). On the contrary, one subject even showed a significant decrease in compensation.
Possibly, the torsional flow stimulus elicited a torsional eye movement, which would have reduced the amount of retinal torsional flow. We thus repeated the first experiment for subjects IH and BB, while measuring 3D eye movements. We found that the eye did rotate along with the stimulus, but with a gain of only 0.07 for both subjects. The perceived heading errors were the same as in the first experiment (no compensation for IH and large compensation for BB). Therefore, the gain value is too low to explain the large compensation for subject BB.
In summary, we found that torsional flow is partially compensated on a purely visual basis, without the availability of motion parallax or extra-retinal signals. The amount of compensation varied among subjects, being largest for the authors who were aware of the conditions tested. For the two naive subjects, we found no compensation in some conditions. We wondered whether the remaining error might be reduced by addition of depth to the scene, similar to what has been reported for simulated rotation about the vertical axis (e.g. Regan & Beverley, 1982; Royden et al., 1994) and rotations (Rieger & Toet, 1985) . The pattern of individual differences in the amount of compensation is the same as in Experiment I, with subject IH still showing largest heading errors. We wondered whether the compensation, in particular for subject IH, would be higher with increased translational flow magnitude. Fig. 7 . Effect of translation speed on the slope of torsional heading error vs. rotation rate, for five subjects. For clarity, data are slightly shifted horizontally. Error bars indicate 90% confidence intervals. In contrast to the perceived errors, the CF shift (grey lines) decreases with translation speed. Below: individual significancies (P) of difference between slopes for speed 1.5 and 3.0 m/s. Fig. 5 . Heading error as a function of simulated heading angles, for three subjects at simulated torsional velocities (0, 9 8°/s). CW and CCW refer to simulated clockwise or counter-clockwise eye rotation. The average torsional heading error Dc follows from the intercept of the regression of perceived vs. simulated heading angle, as illustrated for subject IH. See Fig. 2 for other stimulus parameters.
Experiment III: effect of translation speed during simulated torsion
We investigated the effect of translational flow magnitude by simulating motion towards a cloud at two translation speeds (T= 1.5 and 3.0 m/s). If the error is related to the CF shift, we expect it to decrease since the ratio of translational over rotational flow magnitude decreases with increased speed (Eq. (1)). A complication arises, because increased speed also increases the travelled distance during the trial. Since decreased distance also decreases the CF shift (Eq. (1)), we would need to make assumptions on the temporal integration of flow information as to compare the performance at two different translation speeds. We therefore decided to use clouds that remain equidistant with respect to the observer during the trial. This was accomplished by simulating translation towards dots. homogeneously distributed over a range extending beyond 18 m, of which only dots between 8 and 12 m from the observer were made visible. The number of visible dots was 160, and the mean distance of dots was 10.2 m throughout the trial. The other parameters were the same as in Experiment II. Five subjects participated. Fig. 7 shows that for subject IH, the slope (Dc versus R x ) is indeed significantly decreased for increased speed, indicating an increase in compensation. But, for most subjects, we observe no relation with the CF shift, since the slope remained the same (IH, JB, ML) or even increased (MF). In terms of performance, i.e. the proportion of compensation relative to the CF shift (grey line), it even appears that speed has a significant decremental effect on two subjects (MF, ML). Fig. 6 . Effect of depth on the slope of torsional heading error Dc versus torsional velocity R x for three subjects. Error bars indicate 95% confidence intervals. The slope for the CF shift (grey line), based on the average final dot distance, is the same for the wall (5 m finally) and the inhomogeneous cloud (3-7 m finally). Below: individual significancies (P) of difference between slopes for wall and cloud.
Results

Experiment IV: simulated torsion during simulated horizontal rotation
In the foregoing experiments, we found that the visual compensation for simulated torsional flow while approaching a wall is larger and less influenced by motion parallax than has been reported for simulated horizontal rotation. For two reasons we wished to extend our inquiry to mixtures of horizontal and torsional rotation. First of all, we wondered why the addition of motion parallax did not improve compensation in our Experiment II. Motion parallax increases with the depth in the scene. The scene that we used in Experiment II is less extended in depth than the scenes that have been used in simulated horizontal rotation studies and could potentially explain the small effect. We therefore wanted to make a direct comparison between compensation for horizontal and torsional rotation in the presence of motion parallax. Secondly, we wondered to what extent the compensation for horizontal flow is influenced by torsional flow. To address these questions, we varied the orientation of the rotation axis and the amount of depth in the scene.
Stimuli
We simulated approach (1 m/s) to a flat cloud (0.5 m depth) or a deep cloud (10 m depth) at matched average distances of 7.5 m. The scene remained approximately equidistant with respect to the observer during the self-motion (1 s). This was accomplished for the flat cloud by simulating motion towards a box filled with dots, of which only dots between 7.25 and 7.75 m from the observer were made visible. For the deep cloud, dots were distributed in random polar coordinates as in Experiment II, with random distances between 2.5 and 12.5 m with respect to the observer. The dots were repositioned once they came within 2.5 m from the observer or when they left the viewing pyramid. Dots were replaced each 250 ms, to ensure equal lifetime for both the flat cloud and the deep cloud. In either condition, 100 dots per frame were visible on average.
The orientation of the rotation axis was varied by simulating three horizontal pursuit velocities (R z = 0, 9 2°/s) at five torsional rotation velocities (R x =0, 94, 9 8°/s).
Importantly, we simulated torsion about the simulated line of sight (Euler's definition of torsion) as opposed to a head-fixed torsional axis (Listing coordinates). Thus, we simulated a torsional axis that rotated with respect to the scene during horizontal pursuit. We made sure, however, that at the end of the trial, the simulated 3D eye orientation was always the same. Fig.  8 shows the 15 different axes of rotation in the last frame. When horizontal and torsional rotation are combined, the axis is along an axis slanted in depth. The torsional heading angle was varied in steps of 15°. The final heading eccentricity was fixed at 12°. In total, one session consisted of 720 trials; 15 rotations, 24 heading directions and two depth ranges, all presented in random order. Each of the four subjects completed three sessions. Because we also expect heading shifts in the horizontal direction, the pointer was free to move in all directions. The pointer appeared at a random location within a circle (12.6°radius) around the fixation point.
To compare the compensation between different axes of rotation, we need to quantify the CF shift. Fig. 1 shows how the flow pattern for heading towards the right is changed by horizontal, torsional or combined rotation. For horizontal rotation, the shift of the CF is mainly in horizontal direction by an amount DH CF . For purely torsional rotation the CF shift is mainly in the torsional direction by an amount Dc CF . For combined rotation, however, the shift is in both directions. We derived an exact analytical solution for the direction and magnitude of the CF given any translation T and rotation R (see Appendix A). As a rule of thumb, for small angles between T and R, like in our stimulus, the retinal CF is restricted to lie on a circle through T and R, the circle being centred on the bisectrix of T and R.
How does rotation affect the CF loci for the whole set of heading directions? We plotted the CF shifts at each simulated heading direction for different rotation axes (Fig. 9) . Each vector starts at the final simulated heading direction and points towards the centre of the retinal flow. For pure expansion (no CF shift, central panel), the vectors reduce to points lying on the circle of simulated heading directions. For purely horizontal rotation (mid-horizontal panels) or pure torsion (midvertical panels), the endpoints are shifted mainly horizontally or torsionally, respectively. The endpoints form a circle that is slightly compressed for simulated torsion, whereas for simulated horizontal rotation the circle is shifted horizontally and slightly increased in magnitude. For combined rotation (diagonal panels) the endpoints still form a circle, which now is not only compressed and shifted horizontally, but also shifted vertically. Thus, we can quantify the effect of rotation on the circle of CF loci by four parameters: one for magnitude and three for the shift in horizontal, torsional and vertical direction. Because the flat and deep direction of perceived heading. Without rotation (Fig.  10a ) the fit to the data is an ellipsoid at the centre of the screen that closely resembles the circle of simulated heading directions. For combined torsional and horizontal rotation (Fig. 10b) , however we see the ellipsoid is horizontally offset by an amount DH, and vertically offset by an amount DV. Apart from offset errors, we also observe scale errors as the ellipsoids are compressed with respect to the circle of heading direction (24°diameter). Interestingly, the ellipsoids are more compressed in horizontal than in vertical direction. This is remarkable, since anisotropic scaling does not follow from the CF shifts (Fig. 9) . Consequently, we need both a horizontal magnitude (H) and a vertical magnitude (V) to describe the data properly.
A rotation of the ellipsoid along the line of sight, as predicted when pointing towards the CF during pure torsion (Fig. 9, mid-top panel) , is not revealed in the present format. Thus, another format was required to estimate the offset error in torsional angle. To this end, we sequentially plotted the horizontal and vertical perceived heading as a function of the simulated heading (torsional angle) c (Fig. 10, right panels) . Veridically perceived heading would produce a cosine cycle followed by a sine cycle. The data for combined rotation (Fig. 10b) , however, show a cosine-sine curve that has a small torsional offset (Dc) along the c-axis. Together with parameters (DH, DV, H, V), we can thus describe the data by the following five-parameter function PH:
cloud were matched with respect to the average distance of dots, the CF shifts are the same in both conditions.
Results
The perceived heading directions are shown for two cases (Fig. 10) . Each data point corresponds to one trial. The solid lines are fits to the data points. In the left panels, we plotted the vertical versus horizontal fits the data well and that the uncertainty is the same for each simulated heading. the RMS error is indicative for the uncertainty in an individual measurement (Press et al., 1990) . Averaged over all conditions and subjects, we find the RMS error (3.5°) is only slightly higher than the standard deviation (2-3°) in perceived heading during simulated horizontal rotations (van den Berg & Brenner, 1994a) . Fig. 11 shows the fitted ellipsoids for subject IH. Each panel represents a different rotation, showing the ellipsoid for the deep (thick) and flat (thin) cloud condition. Three effects are apparent. First of all, we observe a clear effect of motion parallax on the horizontal offset of the ellipsoids. The ellipsoids for flat clouds are more offset horizontally, away from the central circle of simulated headings, than the ellipsoids for the deep cloud. Secondly, we observe scale errors. Without rotation (central panel), the horizontal magnitude is smaller and less veridical than the vertical magnitude. For horizontal rotation, the horizontal compression is even increased, especially for the flat cloud condition. Thirdly, for combined horizontal and torsional rotation in the flat cloud condition, we observe a pattern of vertical offsets similar to that predicted by the CF shifts (Fig. 9) .
To compare the compensation for simulated rotation between torsion and horizontal rotation, we take into account that each rotation affects the circle of shifted CF differently. We therefore compare performance, defined as the compensation as fraction of the CF shift. The main effect of pure torsion is a torsional offset (Fig. 12a) . The flat cloud data for each individual (open symbols) show only a small effect, this being less than half of that predicted by the CF shift (solid grey line). This corresponds to a performance ranging from 0.5 up to almost unity. The addition of depth (filled symbols) does not reduce the torsional offset, apart from one subject (IH), who does show a small improvement for negative torsion velocities. The high performance and PH(c)= !DH+H cos(c +Dc) for cB 2y
Because this function is non-linear in c, we used the Levenberg-Marqhuardt fit procedure. Fits were run for each case of simulated rotation, depth range and subject. The root mean square (RMS) error between data and fit does not allow a quantification of 2 or a goodness of fit, because we lack sufficient repetitions (only three) per heading direction to estimate the uncertainty in an individual measurement (Press, Flannery, Teukolsky & Vetterling, 1990) . But, even for high (6.0°) and low (2.6°) values within the total range of RMS errors (between 2 and 7°), the fits look reasonable good (Fig. 10, right panels) . Pooled over subjects, rotation axes and heading directions, an unpaired 2-tailed t-test revealed that the RMS error was significantly smaller for the deep cloud data than for the flat cloud data (PB 0.05). We also found that the RMS error varied for the different rotations (listed in order of magnitude: no rotation, pure torsion, pure horizontal rotation, combined rotation), but none of the differences (pooled over other conditions and subjects) were significant at 5% chance level. On the assumption that each ellipsoid the absence of an effect of motion parallax support our previous conclusions from Experiment I -II. Pure horizontal rotation, on the other hand. does have a large effect, since in the flat cloud condition (Fig. 12b , open symbols) the horizontal offset is larger than half of the horizontal CF shift (solid grey line). This corresponds to a performance less than 0.5. Moreover, the addition of depth (deep cloud, filled symbols) does cause a significant increase in the compensation. These results show that performance is higher during torsion than during horizontal rotation.
Next, we analysed the effect of torsional flow on all parameters that describe the ellipsoid of perceived heading. Specifically, we investigate whether torsional flow influences the compensation for simulated horizontal rotation. To this end, we plotted not only the ellipsoid's horizontal and torsional offset (DH, Dc), but also its vertical offset (DV) and the horizontal and vertical magnitudes (H, V), each as a function of the torsional velocity (Fig. 13a -e) . The data show the means over four subjects, split by horizontal rotation and depth range (open symbols: flat cloud; filled symbols: deep cloud). Clearly, we observe no effect of torsional velocity on any of the parameters, except on the torsional offset. More specifically. Fig. 13a shows that if subjects do not compensate for torsional flow during simulated horizontal rotation, and would thus point towards the CF (solid grey lines for − 2 and 2°/ s), addition of torsional flow should decrease the horizontal offset. This trend is not observed in the data ( and ), since the partial compensation for simulated horizontal rotation is not changed by simulated torsion. Moreover, Fig. 13b shows that if subjects would point towards the shifted CF (solid grey lines − 2 and 2°/s), simulated torsion during simulated horizontal rotation should increasingly offset the ellipsoid in vertical direction, up to values as large as 9 7.5°. The data show no such variation in vertical offset ( and ). Any systematic variation in vertical offset with rotation axis observed for subject IH (Fig. 11) apparently cancelled out by the averaging over subjects. In addition, Fig. 13c and d show that the horizontal and vertical magnitude is expected to decrease if the torsional flow is not compensated (solid grey lines), a trend not observed in the data either ( and ). Finally, Fig. 13e shows that the predicted absence of an effect of simulated horizontal rotation on the torsional offset (solid grey lines), is indeed confirmed by the data.
In summary, the compensation for simulated torsion seems virtually complete, and simulated torsion does not influence the compensation for simulated horizontal rotation. Fig. 13c and d also confirm the effect of horizontal rotation already observed for subject IH in Fig. 11 . If the deviation from veridical of each perceived heading is proportional to and in the direction of the shifted CF, we would expect a small increase in the ellipsoid's horizontal and vertical magnitude during horizontal rotation (compare solid grey lines for 9 2°/s with 0°/s). The flat cloud data, however, show a decrease in magnitude (compare with ). This decrease is large in horizontal direction, and small but still significant in vertical direction. The horizontal/vertical anisotropy disappears when depth is added to the scene (filled symbols).
Discussion
Summary
We investigated the systematic heading errors that occur during simulated rotation about an axis that contains the line of sight (torsional axis), while translating along a different direction. We first examined the effect of pure torsion. For translation towards a frontoparallel plane (Experiment I), we found that the heading error was small compared the shift of the centre of flow (CF), which in our terminology means a large compensation (CF shift minus heading error). Longer stimulus duration did not decrease heading errors, while removal of the central part of the flow did not increase heading errors. Also, the heading error was neither decreased by increased depth in the scene (Experiment II), nor by increased translational flow magnitude (Experiment III). The high performance (compensation as a fraction of the CF shift) and lack of influence of depth found for simulated torsion seemed to contrast with previous reports for simulated rotation about the vertical axis. Therefore, in Experiment IV, we explicitly varied the axis of simulated rotation and the depth range. We found the performance was indeed higher for torsion than for horizontal rotation. Moreover, in contrast to the compensation for torsion, the compensation for horizontal rotation did improve when depth was increased. Furthermore, we found no influence of simulated torsion on the errors caused by simulated horizontal rotation. Apart from offset errors in perceived heading, we also found scale errors which were not related to the CF shifts. In the horizontal direction perceived headings were more compressed than in the vertical direction. Moreover, for simulated horizontal rotation, we found that the horizontal compression was even further enlarged.
Offset errors: comparison with earlier studies
Experiment IV revealed a higher performance for simulated torsion than for simulated horizontal rotation. For simulated torsion, the ellipsoid of perceived heading was offset in torsional angle by about one seventh of that expected without compensation, corresponding to a performance close to 0.9 (see Fig. 13e ). For simulated horizontal rotation, on the other hand, the ellipsoid of perceived headings was offset horizontally by one fourth (0.75 performance for deep cloud) and one half (0.5 performance for flat cloud) of the CF shift (see Fig. 13a ). How do these findings compare to the literature?
To our knowledge, only Rieger and Toet (1985) simulated rotation about axes that included the line of sight torsional axis, as they simulated rotation about randomly oriented 3D axes. They found that thresholds for discriminating between four directions of heading, rose more quickly with increasing rotation rate for a single fronto-parallel plane than for two planes separated in depth. At first hand, their results seem to contradict our finding that the compensation for simulated torsion is not affected by depth range. Yet, we do observe an effect of depth for simulated horizontal rotation. Rieger and Toet (1985) did not split out the effect of depth between rotation along and perpendicular to the line of sight. Since rotation perpendicular to the line of sight occurred in about two thirds of their trials, the effect of depth range will likely have dominated their thresholds.
Regarding simulated horizontal rotation, the large performance (0.75) found in the deep cloud condition, falls within the range of performance estimated from other studies in which cloud stimuli were used (van den Berg & Brenner, 1994b; van den Berg, 1996a van den Berg, , 1997 Stone & Perrone, 1997 ). An overview of these performances was recently given by Lappe et al. (1999) , based on heading errors as a fraction of the CF shift for a fronto-parallel plane at the average point distance in the cloud. Interestingly, their Fig. 2 revealed that the cloud data by Royden et al. (1994) . which Royden et al. interpret as evidence against visual compensation, do show about half compensation for the CF shift. The performance estimated from the cloud data by , clearly do fall below the others. One suggested explanation for this low performance is that subjects might have perceived curved paths instead of linear paths, and might have indicated a point on their future path instead of their instantaneous heading direction (Royden 1994; Ehrlich, Beck, Crowell, Freeman & Banks, 1998) .
The increased compensation that we find for simulated horizontal rotation when depth in the scene is increased, is also in line with several other studies (Regan & Beverley, 1982; Warren & Hannon, 1988 Stone & Perrone, 1997) . Even the simulated rotation data by Royden et al. (1994) support an increase in performance (Lappe, Bremmer & van den Berg, 1999) , on the assumption that all points in the cloud contribute equally. Regarding the performance in our flat cloud condition, however, we do observe a quantitative difference with other reports on systematic errors during approach of a fronto-parallel plane Stone & Perrone, 1997) . From the data by Royden et al. (1994) , we deduce that heading errors about equal the CF shift (Rd/T equals 20°at a rotation rate R of 5°/s, a translation velocity T of 0.5 m/s and a distance d of 2 m). The data by Stone and Perrone (1997) , who simulated curvilinear motion, show heading errors that are also close the CF shift. In contrast, our flat cloud condition, which approximates a fronto-parallel plane, shows that about half of the CF shift is compensated.
The compensation for torsional rotation differed among subjects, varying from less than half compensation (IH, ML) to nearly complete compensation (JB, BB and MF). This pattern of individual differences in performance was roughly preserved over different conditions (Fig. 4a ) and over repetitions of the same conditions in different sessions (Fig. 14) . The same pattern of individual differences was reflected in the standard deviations (Fig. 3b) , and in the compensation for horizontal rotation (Fig. 12b) . One could wonder if errors were smallest due to experience (authors). But, large compensation was also seen for subject MF, who was naive towards the aim of the experiment and not experienced with heading stimuli. Large differences in individual performances are also reported in other studies on simulated horizontal rotation (e.g. van den Berg 1996a).
Qualitatively, the variation in perceived heading with simulated horizontal rotation, depth and subjects is in line with most other studies. We do find a quantitative difference in performance between our data and literature in the condition without depth.
Performance difference between horizontal and torsional rotation
Presented with identical simulations of observer translation, subjects performed better during simulated torsion than during simulated horizontal rotation. Moreover, whereas for simulated horizontal rotation the performance reduced when removing depth in the scene, the performance for simulated torsion remained constant, irrespective of the simulated horizontal rotation. These findings support the idea that the visual compensation is larger for torsion than for horizontal rotation. We propose this reflects a difference in the available flow information rather than a special compensation mechanism. As already mentioned in the introduction, rotation about the eye's vertical axis causes flow that for limited field of view resembles a pure translation in the fronto-parallel plane, whereas rotation about the line of sight causes flow that can not be created by any translation through any environment. We here generalise this idea to other scenes by the hand of possible information sources on rotation.
A first means to estimate the rotation is to take the integral of the flow along circles about the rotation axis. Such circle integral has the nice property that translational flow adds little to it. But note, this holds only on the assumption that the translational flow contributions are cancelled by mirror symmetry in the plane spanned by the translation and rotation axis, such as for points that are homogeneously distributed in 3D space. Because the field of view is limited to the hemisphere around the line of sight, rotation about this axis yields a more complete integral and thus a more accurate estimate of rotation than rotation about an axis perpendicular to it.
A second means of estimating the rotation, is the velocity gradient in the flow. The rotational flow velocity increases with the sine of the angle between the visual direction of the flow vector and the rotation axis. The same sine relation holds for translation flow, on the assumption that points are equidistant with respect to the eye. However, whereas translational flow is oriented along the direction of velocity gradient, the rotational flow is oriented perpendicular to the direction of the velocity gradient. Thus, measuring the magnitude of a shear velocity gradient offers a second way to estimate the rotation, without the interference of the translational flow contributions. Because the shear gradient is largest near the poles of the rotation axis, rotation about the line of sight is again potentially more accurate, since the poles of axes perpendicular to the line of sight are not visible.
Both means of estimating the rotation would predict highest performance for torsion. We must recall, though, that the use of such rotation estimates does require certain assumptions on scene layout. The circle integral assumes mirror symmetry with respect to the rotation and translation, while the shear gradient assumes equidistance with respect to the eye. These assumptions are met for motion through a homogeneous 3D cloud and for motion towards plane with its normal along the line of sight. But when, for instance. the observer translates horizontally above a ground plane, the mirror symmetry is broken (only part of the view is filled) and points are not equidistant. In that case, not only torsion, but also motion parallax creates a shear gradient so that an accurate estimate of the rotation might fail. On the other hand, the assumptions on layout need be less strict when the heading is more along the line of sight. For if the heading is exactly along the rotation axis, the components of rotational and translational flow, locally, are perpendicular to each other throughout the whole visual field. Here again, the potential advantage of torsional flow over rotation in the fronto-parallel plane emerges; heading is most probably directed along the line of sight, not sideways.
Because the central part of the flow was visible in Experiment IV, one might be tempted to explain the higher performance for torsion by the smaller rotational flow magnitude around the fixation point. However, as the control in Experiment I pointed out, removal of visible dots within a 15°gap did not reduce the compensation for pure simulated torsion. Thus, we can reject the possibility that performance in Experiment IV was high because the central part was included.
For our performance measure, we compared the perceived heading with the shift of the centre of flow (CF). The CF was based on the location of the singularity in the flow that would arise when translating towards a plane at a distance that equalled the average distance of dots in the scene. Previous studies Stone & Perrone, 1997) showed such measure is a good predictor of the maximum heading error caused by horizontal rotation. Moreover, these studies show that the heading error was proportional to the simulated rotation rate, and to some degree inversely proportional to the translation speed. Therefore, we assumed that quantifying the heading error as a fraction of the CF shift would be appropriate to compare the performance for torsion and horizontal rotation.
However, some of our findings cast doubt on whether the CF shift adequately describes the effect of torsion to be expected without compensation. In Fig. 7 , we see that a decrease in the CF shift due to an increase in translation speed is not reflected in the overall amount of compensation. Also, we note that the horizontal and vertical magnitude of the fitted ellipsoid do not show any of the change with torsional velocity expected if pointing to the CF (Fig. 13c and d : R z = 0°/s).
To check whether for torsion the CF shift is a good predictor of the torsional heading error as well, we compared the location of the singularity with the output of a heading model based on a 2D array of pure expansion templates (Beintema & van den Berg, 1998a) . Each of these templates is tuned to a specific preferred 2D heading direction and evaluates the evidence that the retinal flow field resembles the template's preferred flow field. It integrates this likelihood over all flow vectors, weighting each local flow contribution such that the templates response is insensitive to the distance of points. We found that the preferred heading of the maximal responding template was not only shifted away from the true heading in the direction of the singularity shift, but also to a greater extent. This suggests that our estimation of the performance for torsional flow has even been too small rather than too large.
Scale errors
Apart from offset errors, Experiment IV also revealed the occurrence of scale errors ( Fig. 13c and d) . A scale error, i.e. a compression of the ellipsoid of perceived headings, is already seen without simulated rotation, since the horizontal (12-16°) and vertical magnitude (16-20°) of the fitted ellipsoids ( Fig. 13c and  d, ) are markedly smaller than the diameter of the circle of simulated heading directions (24°). The compression of the ellipsoid is especially large in horizontal direction and more pronounced for the flat clouds than for the deep clouds (compare open and filled symbols). Moreover, during simulated horizontal rotation, the compression is enlarged, being most pronounced in the flat cloud condition and mostly in horizontal direction (open triangles). As shown by the CF curves (solid grey lines), scale errors are to be expected when none of the rotation is compensated. However, these would not only predict an increased instead of a decreased magnitude during horizontal rotation, but also an equal effect instead of an unequal effect on the horizontal and vertical magnitude.
A bias of perceived heading towards the screen centre has been reported in several studies on simulated observer translation (Llewellyn, 1971; Johnston, White & Cumming, 1973; Cutting, Springer, Braren & Johnson, 1992 ; D 'Avossa & Kersten, 1996) . Recently, Hooge, Beintema and van den Berg (in press) also reported the presence of a systematic bias towards the screen centre for a saccadic pointing task in which subjects were asked to look towards their perceived heading. Even after 1.5 s, after a few saccades had been made, the eye's eccentricity was still less than the simulated heading eccentricity (15°).
The occurrence of both a horizontal and vertical bias towards the centre of the screen in the flat cloud condition for pure translation fits with theories that predict a bias of perceived heading towards the simulated plane's normal, which in our case is the same as the screen's normal. Relying on the flow's maximum divergence (Koenderink & van Doorn, 1981) , a heading detection scheme proposed for its rotation invariant property, predicts a bias away from the simulated heading because the direction of maximum divergence bisects the plane's normal and the heading direction. Longuet-Higgins (1984) offers another explanation for such bias, showing that the approach of a fronto-parallel plane along a trajectory that deviates from the normal to the plane causes flow that for a brief period is indistinguishable from an approach with the normal to the plane and the heading direction interchanged. Taking the average over these possible solutions would thus also lead to a bias towards the plane's normal. Although Warren, Morris and Kalish (1988) found no evidence for a bias towards the plane's normal when simulating translation at oblique angles with the simulated plane's normal, a recent study by Grigo and Lappe (1999) shows that for short duration (0.5 s) such bias does occur. The above theories, however, fail to explain why compression of the ellipsoid during pure simulated translation is larger in horizontal direction than in vertical direction. A horizontal/vertical anisotropy has been found before for simulated observer translation (D 'Avossa & Kersten 1996) , but contrary to our results, they report largest compression in the vertical direction. One might, however, explain the observed horizontal/vertical anisotropy by a response bias (subjects prefer to point towards the centre of the screen or fixation point if uncertain), rather than a perceptual bias (subjects actually perceive the heading closer to the centre of the screen). Because all experimental conditions were represented in random order, the trials without rotation were mixed with trials with horizontal or torsional simulated rotation, but never in combination with simulated vertical rotation. Possibly, the presence of simulated horizontal rotation in part of the trials reduced the subject's certainty for the horizontal heading component in all trials, causing a response bias towards the screen's centre. For two subjects we ran a session during which we recorded in which trials they found the task too hard to perform. Indeed, the trials mostly rejected were flat cloud conditions in which a horizontal component of rotation was present. Thus, a response bias might also partly explain the enlarged compression observed for simulated horizontal rotation.
The increased compression during horizontal rotation has not been reported before. One reason for this is that scale and offset errors are confounded in simulated rotation studies in which pursuit of point within the scene is simulated (e.g. van den Berg & Brenner 1994a; van den Berg 1996a; Grigo & Lappe, 1999) . In those studies, an offset error due to incomplete rotation compensation and a possible scale error towards the fixation point are both proportional to the heading eccentricity. Studies that did simulate rotation independently of the heading eccentricity have not reported the occurrence of increased compression during rotation (Royden, Bank & Crowell, 1992; Royden et al., 1994; Banks et al., 1996; Ehrlich et al., 1998) . Since their data were either averaged over simulated heading directions (Ehrlich et al., 1998) , or plotted inopportune to observe scale errors, we can not deduce whether such trend was present or not.
A response bias may also to some degree explain why the offset errors observed for the flat cloud condition during purely simulated horizontal rotation were smaller than expected from the CF shifts. For, if subjects perceived their heading at the CF, but their response was compressed by about 50% due to a response bias, the resulting heading errors would match the observed horizontal offsets for pure horizontal rotation ( Fig. 13a: and for 0°/s torsion). However, the observed amount of compression is larger (about 70%, see Fig. 13c : for 0°/s torsion). This would suggest that subjects' perceived heading is shifted more than the CF.
The occurrence of a scale error during simulated horizontal rotation can be looked upon differently, by plotting the horizontal component of the heading error as a function of the horizontal component of the heading direction, together with the corresponding retinal flow patterns (Fig. 15) . Clearly, we observe that the amount of compensation varies as a function of simulated heading direction. The variation with heading direction is increased during simulated rotation. Interestingly though, smallest errors occur when heading is in the same direction as the pursuit. This effect is opposite to what one would expect from an ecological point of view. If the visual system is best trained to pursue stationary objects in the environment, one would expect largest compensation for eye rotation in the direction opposite to the retinal heading direction. More likely, the varying amount of compensation is related to a heading-dependent asymmetry in the retinal flow during eye rotation. Rotation shifts the CF in the direction of simulated eye rotation. This means that for leftward heading, the CF lies even more to the left, Fig. 15 . Horizontal component of heading error as a function of simulated heading, for the three horizontal rotation velocities (no torsion, flat cloud condition). The data represent the average over all subjects in Experiment IV. Although the slight slope in the data without rotation already reveals an influence of heading eccentricity on the heading error, the steeper slope during simulated rotation shows a much larger dependency on simulated heading eccentricity. The flow patterns represent the flow on the screen during leftward simulated rotation for leftward (L) and rightward (R) heading. The heading error is largest when the centre of flow (CF) is at the centre of the screen, and smallest when the CF is more eccentric.
cloud of dots, heading errors can be considerably smaller during real than during simulated rotation (Royden et al., 1992 Banks et al., 1996; Ehrlich et al., 1998) . Our finding of high performance under all circumstances of simulated torsion, even for approach of a fronto-parallel plane, therefore suggests that the compensation for torsional flow need not rely on an extra-retinal signal.
Conclusions
We find higher performance for compensation of simulated torsion than for compensation of simulated horizontal rotation. Whereas the compensation for simulated horizontal rotation is small and depends on the presence of motion parallax cues, the compensation for torsional rotation is nearly complete, and little influenced by motion parallax. Moreover, simulated torsional rotation does not influence the compensation for horizontal rotation. We suggest this difference is largely due to differences in the flow information regarding the rotation. The results also imply that the considerable, but not complete. compensation observed for torsional rotation need not rely on an extra-retinal signal.
lies along the x-axis (an apostrophe denotes vectors in a rotated system). Then, applying a backwards rotation to the vectors T%, R% and d% so as to align T% and R% with T and R, respectively, will yield the singularity d.
First, let us solve T% and R% in the rotated system, in which d%= (1, 0, 0 
