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Abstract
For k a positive integer, we consider the problem of counting solutions x to the equation
kx = 0, where x is to lie in a given subset K of a torus group. This problem is considered for
three classes of subsets K.
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1. Introduction
Let T n denote the n-dimensional torus group, the Z-module T n = Rn/Zn. It is
a topological group. For n = 1 we have the circle group, T 1 = T . The canonical
mapping  : Rn → T n is a local homeomorphism. Any closed connected subgroup of
T n is isomorphic to T k , for some k, and we refer to such groups as torus groups.
Here we consider some counting problems involving certain subsets of T n.
It is shown in [5] that the following three conditions on sets K ⊆ T n are equivalent:
(1) K is a ﬁnite union of closed subgroups of T n;
(2) K is a topologically closed set which is a union of subgroups of T n; and
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(3) K is a topologically closed subset of T n which is closed under the mapping x →
kx, for each positive integer k.
We denote the collection of such subsets by Kn.
We will also consider elements of the larger collection K̂n of sets which are ﬁnite
unions of cosets of closed subgroups of T n, as well as those of the smaller collection K˙n
of ﬁnite unions of closed, (n − 1)-dimensional subgroups of T n (where the dimension
is the topological dimension, which coincides with the dimension of the connected
component containing 0, a torus group).
The counting problems considered involve counting solutions x ∈ K to the equation
kx = 0, where k is a positive integer, for K in the above collections.
2. Some background and three lemmas
The group Zn acts on Rn by translation. A fundamental region for this group
action is the “half-open n-cube” [0, 1)n. The restriction of  to [0, 1)n is a bijection
of sets, |[0,1)n : [0, 1)n → T n. If  : Rn → T n is the canonical mapping, then
the correspondence between the set of closed subgroups of T n and the set of closed
subgroups of Rn which contain Zn given by G → −1(G) is a bijection.
Closed subgroups of T n are isomorphic to groups of the form T a ⊕A, where A is a
ﬁnite abelian group. The component containing 0 of such a group is therefore a torus
group. Closed subgroups of Rn are isomorphic to groups of the form Ra ⊕Zb, where
a + bn.
2.1. Smith normal form
Most of the facts about closed subgroups of T n which are pertinent here can be
ascertained from considerations involving the “Smith normal form” of a matrix of
integers. We describe this relationship.
Let M be an m × n matrix of integers. Deﬁne RM = {x ∈ Rn : Mx ∈ Zm} and
TM = {x ∈ T n : Mx = 0}. (Since T n is a Z-module, Mx makes sense.) Then the
groups RM and TM are associated in the correspondence above, as RM = −1(TM).
If N1 and N2 are nonsingular unimodular matrices of integers of sizes m × m and
n × n, respectively, then TN1MN2 is isomorphic to TM by the mapping u → N2u (and
similarly for RM , RN1MN2 ). Any matrix M of integers can be reduced in a unique
way by such a transformation to a matrix, the Smith normal form of M, M˜ = (i,j ),
of the same size, such that if  denotes the rank of M, i,j = 0 if i = j , or if i =
j > , and such that i,i is a positive integer for 1 i, with i,i dividing i+1,i+1
for 1 i − 1. The numbers i,i , henceforth denoted i , are called the elementary
divisors of M. They are also determined by: i = 0 if all of the i × i subdeterminants
of M are 0; otherwise, the product
∏i
j=1 j is the greatest common divisor of the i × i
subdeterminants of M. For more details about Smith normal form, see [7].
Any closed subgroup of Rn containing Zn is of the form RM , for some matrix M of
integers; and any closed subgroup of T n is of the form TM . It is apparent that, for M in
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Smith normal form, the group RM is isomorphic to Rn− ⊕Z; and TM is isomorphic
to T n− ⊕A, where the ﬁnite abelian group A is the product of cyclic groups of orders
1, . . . , . Therefore, any closed subgroup of Rn (T n) is of this form. If K denotes
a closed subgroup of T n, we write 0K to denote the connected component containing
0. If K is the group TM  T n− ⊕ A, then 0K = T n− and K/0K  A; and always,
K  0K ⊕ (K/0K).
Note that the elementary divisor  is the smallest positive integer which annihilates
the ﬁnite group A, or equivalently the largest order of an element of A; and the product
of the nonzero elementary divisors is the order |A| of A.
What is actually required to determine the subgroup TM ⊆ T n? It is clear that, if
M˜ = NM , where N is unimodular, then TM˜ = TM . The matrix M can be reduced
by such a transformation, M → NM , to a matrix M˜ = (i,j ) having i,j = 0 for
i > n and for j < i. (Indeed, M can be reduced to a matrix which is in “Hermite
normal form,” for which the above conditions certainly hold. See [7].) Therefore we
may replace M by the matrix consisting of the nonzero rows of M˜ .
2.2. Quasi-polynomials
A function c on the natural numbers N is called periodic if there is a number p,
the period of c, such that, for each k ∈ N , c(k + p) = c(k). The periodic functions
c : N → Z form a commutative ring with identity under pointwise operations. We
denote this ring by Rper.
A quasi-polynomial is a function q : N → Z of the form
q(k) = c0(k) + c1(k)k + c2(k)k2 + · · · + cd(k)kd,
where the ci(k)’s are in Rper. The number d (assuming cd(k) is not identically 0) is the
degree of the quasi-polynomial. If the quasi-polynomial is identically zero, its degree
is taken to be 0. The least common multiple of the periods of the ci(k)’s is called the
quasi-period of the quasi-polynomial (but of course the quasi-polynomial itself is not
periodic unless its degree is 0). The restriction of a quasi-polynomial to any congruence
class modulo its period is a polynomial function on that congruence class.
The quasi-polynomials form a ring under pointwise operations. It is not hard to show
that this ring is isomorphic to the ring Rper[x] of polynomials in one variable over
Rper, and that the coefﬁcient functions cj and degree d are uniquely determined.
We shall also be interested in quasi-polynomials having coefﬁcients in certain sub-
rings of Rper. The ﬁrst of these subrings, denoted by Rgcd, is the additive group of
periodic functions generated by the functions of the form f (k) = gcd(k,m), where
m ∈ N . It is easily veriﬁed that this additive subgroup is also closed under multiplica-
tion in Rper, and so forms a subring which is itself a commutative ring with identity.
The second is Rmult, which is the additive group of periodic functions generated by
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functions of the form f (k) = 〈b | k〉 for b ∈ N , where
〈b | k〉 =
{
1 if b|k,
0 otherwise.
It is also closed under multiplication, and therefore forms a subring. We have Rgcd ⊆
Rmult ⊆ Rper.
It is not difﬁcult to show that the quasi-polynomials having coefﬁcients in either
of the two smaller rings have the property that, if p is the quasi-period, then each
coefﬁcient ci is constant when restricted to a set on which gcd(k, p) is constant;
equivalently, the quasi-polynomial is a polynomial on each such set.
2.3. Three lemmas
The following lemmas provide solutions to the problem of counting solutions to the
equation kx = 0 in special cases.
Recall that any ﬁnite abelian group is isomorphic to a direct sum of cyclic groups.
Lemma 1. Let
A =
m⊕
i=1
Ci,
where the Ci’s are ﬁnite cyclic groups. For k ∈ N let f (k) denote the cardinality
of the set {x ∈ A : kx = 0}. Then f (k) = ∏mi=1 gcd(k, |Ci |). Therefore, f (k) is an
element of Rgcd whose period equals the maximum order of elements of A, which is a
divisor of the order |A| of A.
Proof. Let x = (x1, . . . , xm) be an element of A. Then kx = 0 if and only if kxi = 0
for each i; that is,
{x ∈ A : kx = 0} =
m∏
i=1
{x ∈ Ci : kx = 0}.
Then f (k) is the product of the cardinalities of those of the sets on the right. For a
ﬁnite cyclic group C, certainly
|{x ∈ C : kx = 0}| = gcd(k, |C|).
The assertions of the last sentence are now easily veriﬁed. 
For a subset K ⊆ T n and an integer k1, let f (K, k) = |{x ∈ K : kx = 0}|. For
any such subset K we have 0f (K, k)f (T n, k) = kn.
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Lemma 2. Let K be a closed subgroup of T n having dimension d. Let A = K/0K
and let f be as in Lemma 1. We have
f (K, k) = f (k)kd .
It follows that f (K, k) is a quasi-polynomial of degree d having coefﬁcients in Rgcd,
and its quasi-period divides the order of the group K/0K . Suppose further that M is
a matrix of integers, the rank of M is , the elementary divisors of M are 1, . . . , ,
and K = TM . Then d = n −  and
f (K, k) =
(
∏
i=1
gcd(k, i )
)
kd .
Proof. We have K  0K ⊕ A and dim(0K) = dim(K) = d, from which the ﬁrst
assertions readily follow. For the rest, observe that 0K  T n− and A  ⊕i=1Ci ,
where Ci is cyclic of order i . 
Lemma 3. If K is a d-dimensional closed subgroup of T n and K ′ is a coset of 0K in
K, then
f (K ′, k) = 〈b | k〉 kd,
where b is the least positive integer such that bK ′ = 0K . (We call b the order of
K ′.) It follows that f (K ′, k) is a quasi-polynomial of degree d whose coefﬁcients lie
in Rmult and whose quasi-period is a divisor of |K/0K|.
Proof. There is an isomorphism  : K  0K⊕A, where A = K/0K , and there is
u ∈ A such that (K ′) = {(x, u) : x ∈ 0K}. Then b is the least positive integer such
that bu = 0. We have
f (K ′, k) =
{
f (0K, k) if b|k,
0 otherwise. 
Notice that a coset K ′ of a closed subgroup K ′′ is not necessarily contained in a
closed subgroup K having K ′′ = 0K . Lemma 3 does not apply; however it is clear
that in this case f (K ′, k) = 0.
2.4. Möbius functions
Let P = (P, ) be a ﬁnite poset. The Möbius function (see [6]) of P is then the
unique function  : P × P → Z satisfying:
(1) (x, y) = 0 unless xy; and
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(2) For x, y ∈ P with xy,
∑
z:xzy
(x, z) =
{
1 if x = y,
0 if x = y.
(In view of (1), we usually view  as having domain of deﬁnition the set of pairs
(x, y) ∈ P × P such that xy.) The Möbius function of the poset of all subsets of a
ﬁnite set X ordered by inclusion is given by
(I, J ) = (−1)|J |−|I |
for I ⊆ J ⊆ X.
The posets considered here will be ﬁnite lattices, and so will have greatest and least
elements. Suppose therefore that P possesses a least element 0¯ and a greatest element
1¯. The Möbius invariant of P is then the value (0¯, 1¯). The Möbius invariant of P and
its dual poset are equal.
Suppose that X is a ﬁnite set and let  be a closure operator on X, so that:
(1) If I ⊆ X then I ⊆ (I ) ⊆ X;
(2) If I ⊆ J ⊆ X then (I ) ⊆ (J ); and
(3) For I ⊆ X, ((I )) = (I ).
Call a set I ⊆ X -closed provided that (I ) = I . The -closed sets include X, and
the intersection of any collection of -closed sets is another. Therefore the set L of
-closed sets partially ordered by inclusion is a lattice. For I, I ′ ∈ L such that I ⊆ I ′,
set
(I, I ′) =
∑
J :I⊆J⊆I ′,
(J )=I ′
(−1)|J |−|I |.
Then we have
∑
J∈L:
I⊆J⊆I ′
(I, J ) =
∑
J⊆I ′ :
J⊇I
(−1)|J |−|I | =
{
1 if I = I ′,
0 otherwise,
and it is clear that this is the Möbius function of L.
2.5. Ranked posets and characteristic polynomials
By a rank function on P we simply mean a function r mapping P to the nonnegative
integers. Two primary examples of rank functions are (1) those determined by posets
P which satisfy the Jordan–Dedekind chain condition, with r(p) giving the height in P
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of the element p, and (2) those determined by representations of posets P as partially
ordered sets of arrangements of vector subspaces of a vector space, under inclusion,
where now r(p) gives the dimension of the subspace corresponding to p. In the second
instance, the rank function cannot be ascertained from the poset alone. Therefore we
refer to the ranked poset, P, to indicate that there is also speciﬁed a rank function. In
this paper we are also interested in a third class, namely, that of posets P which arise
as the partially ordered sets (under inclusion) of ﬁnite collections of closed subgroups
of torus groups, closed under intersection, ranked by dimension.
Given a ranked poset P with 0¯ and 1¯, its characteristic polynomial is
(t) =
∑
p∈P
(0¯, p)tr(1¯)−r(p).
Let L and X be as in the preceding subsection and suppose that L is ranked, by
a rank function r; then the function r ′ given on subsets I of X by r ′(I ) = r((I ))
is certainly a rank function on the boolean lattice of subsets of X. Furthermore, the
characteristic polynomial of this ranked boolean lattice is given by
∑
I⊆X
(−1)|I |t r ′(X)−r ′(I ).
Breaking up this sum over the partition of the boolean lattice into the subsets on which
 is constant, and using the formula above for the Möbius function of L, we see that
the characteristic function of the ranked boolean lattice coincides with the characteristic
function of the ranked lattice L.
3. Counting solutions to kx = 0
We consider the functions f (K, k) obtained when K is a ﬁnite union of subgroups
of a torus group.
Theorem 1. Suppose
K =
m⋃
i=1
Ki ∈ Kn,
where the Ki’s are closed subgroups. Then
f (K, k) =
∑
I⊆[m],
I =∅
(−1)|I |−1f (
⋂
i∈I
Ki, k).
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Furthermore, f (K, k) is a quasi-polynomial with coefﬁcients in Rgcd whose degree is
the dimension of K.
Proof. The expression for f (K, k) is the principle of inclusion–exclusion in the present
context. We see from Lemma 2 applied to the summands that f (K, k) is a quasi-
polynomial having coefﬁcients in Rgcd and that its degree is at most that of the
maximum of the dimensions of the Ki’s, which is the dimension of K. That the degree
equals this maximum now follows from the observation that f (K, k)f (Ki, k), for
each i. 
Given a ﬁnite collection (arrangement) A = {K1, . . . , Km} of closed subgroups of
T n, the characteristic polynomial of A is deﬁned to be
(A, t) =
∑
I⊆[m]
(−1)|I |tdim(
⋂
i∈I Ki).
(Here the empty intersection is taken to be T n.) That is, it is the characteristic poly-
nomial of the boolean lattice of subsets of [n], ranked by the rank function
r(I ) = dim
(⋂
i∈I
Ki
)
.
Then (A, t) is a polynomial in t of degree n. It coincides with the characteristic
polynomial of the lattice L consisting of the subgroups of T n which are intersections
of the Ki’s ordered by inclusion and ranked by dimension.
Theorem 2. Suppose A is an arrangement of closed subgroups of T n and let K denote
the union of these subgroups. Let a be relatively prime to the quasi-period of the quasi-
polynomial f (K, k). Then f (K, a) = an − (A, a).
Proof. Again we have
f (K, k) =
∑
I⊆[m],
I =∅
(−1)|I |−1f
(⋂
i∈I
Ki, k
)
.
Substituting a for k and using Lemma 1 we have that f (
⋂
i∈I Ki, a) = adim(
⋂
i∈I Ki),
and the sum clearly coincides with an − (A, a). 
A coset arrangement is a ﬁnite collection of cosets of closed connected subgroups
of T n. Let A = {K˙1, . . . , K˙m} be a coset arrangement; for 1 im, let Ki be the
closed subgroup of which K˙i is a coset; and, for I ⊆ [m], let KI denote ⋂i∈I Ki
and similarly K˙I = ⋂i∈I K˙i . Let P denote the collection of subsets C of T n such
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that, for some I ⊆ [m], C is a connected component of K˙I . Note that such a set C
is a coset of a closed connected subgroup of T n. Considering I = ∅, we see that
T n ∈ P . We consider P to be ordered by inclusion. This poset P is called the coset
poset of the arrangement A. Note that, if C1, C2 ∈ P , then C1 ∩C2 need not be in P;
however, any intersection of elements of P has a partition into such elements. Let 
denote the Möbius function of this partially ordered set. Finally, for each C ∈ P , let
(C) = −(C, T n).
Lemma 4. For x ∈ T n,
∑
C∈P :C =T n
and x∈C
(C) =
{
1 if x ∈⋃ K˙i,
0 otherwise.
Proof. Let x be an element of
⋃m
i=1 K˙i . Let D denote the minimal element of the
coset poset which contains x. It is unique, since the intersection of any two cosets in
P has a partition into elements of P . By the deﬁning property of the Möbius function,∑
C⊇D (C) = 0 for each set D ∈ P such that D = T n. Since (T n) = −1,∑
C∈P :C =T n
and x∈C
(C) = 1.
Clearly, for x not in the union, this sum is 0. 
Theorem 3. Let A = {K˙1, . . . , K˙m} be a coset arrangement, and let K˙ = ⋃mi=1 K˙i ∈
K̂n. Let P be the coset poset of A, and let  be as above. Then
f (K˙, k) =
∑
C∈P,
C =T n
(C)f (C, k).
Furthermore, in this summation, (C) is an integer and f (C, k) = 〈b | k〉 kdim(C),
where b ∈ N is as in Lemma 3 (for K ′ = C). It follows that, as a function of k,
f (K˙, k) is a quasi-polynomial with coefﬁcients in Rmult whose degree is at most the
dimension of K˙ and whose quasi-period is the least common multiple of the orders of
the cosets C for which (C) = 0.
Proof. We have
f (K˙, k) =
∑
x∈K˙,
kx=0
1
=
∑
x∈K˙,
kx=0
∑
C∈P :C =T n
and x∈C
(C)
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=
∑
C∈P :C =T n
(C)
∑
x∈C:
kx=0
1
=
∑
C∈P :C =T n
(C)f (C, k).
The last two statements follow immediately. 
The functions 〈b | k〉 ka form a basis for the Z-module Rmult. For K˙ as in
Theorem 3, the following corollary gives the coefﬁcients of f (K˙, k) in terms of this
basis.
Corollary 1. For A and K˙ as in the theorem,
f (K˙, k) =
∑
a0,b1
	a,b 〈b | k〉 ka,
where
	a,b =
∑
C
(C),
the sum extending over all C ∈ P having dimension a and order b.
Proof. This follows immediately from the theorem. 
Let K be in Kn. We term K uni-parted if there exists an arrangement A = {K1, . . . ,
Km} of subgroups such that K = ⋃Ki and, for each set I ⊆ [m], the set KI is
connected (or, equivalently, 0KI = KI ). Letting P be the coset poset of A, the cosets
in P are torus groups. This will be the case, for example, if there exists a totally
unimodular m × n matrix A such that, for 1 in, Ki = {x ∈ T n : ∑n1 Ai,j xj =
0}. In this case, assuming A has no zero rows, the torus groups Ki have dimension
n − 1.
Corollary 2. If K is uni-parted and A is an arrangement for which the deﬁning con-
dition above is satisﬁed, then the quasi-period of f (K, k) is 1; that is, f (K, k) is the
polynomial f (K, k) = kn − (A, k).
Proof. From Theorem 3 it is clear that the quasi-period of a uni-parted set K is 1. The
rest then follows from Theorem 2. 
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Example. This example shows that f (K, k) may be a polynomial even if K is not
uni-parted. Let n = 4 and M1, M2, and M3 be the matrices
M1 =
(
0 0 1 0
0 0 0 1
)
,
M2 =
(
0 0 0 1
2 1 1 1
)
,
and
M3 =
(
2 0 1 0
0 1 0 1
)
;
and let A = {K1 = TM1 ,K2 = TM2 ,K3 = TM3}. Then from Lemma 2 we have
f (K1, k) = f (K2, k) = f (K3, k) = k2,
f (K{1,2}) = f (K{2,3}) = k,
and
f (K{1,3}) = f (K{1,2,3}) = gcd(k, 2).
From Theorem 2, f (K, k) = 3k2 − 2k. It is easily shown that any arrangement A′ =
{K ′1, . . . , K ′m} for which K =
⋃
K ′i must include the groups K1, K2, and K3, so K is
not uni-parted.
However, in the important special case in which K is a union of subgroups of
dimension n − 1, that f (K, k) is a polynomial does imply K is uni-parted. We obtain
this as an immediate corollary of the next theorem.
For x ∈ T n, let Px be the poset of cosets C ∈ P such that x ∈ C.
Theorem 4. Suppose that each of the groups in A is of dimension n − 1. Then the
coefﬁcients 	a,b are weakly of the same sign as (−1)n−a+1, and if there exists C ∈ P
having dimension a and order b, then 	a,b = 0.
Proof. Let C be such a coset and let x be an element of C. Then Px is isomorphic to
the intersection lattice of the arrangement of hyperplanes in the tangent space to T n at
x consisting of the tangent hyperplanes to the groups Ki at x. This intersection lattice
is dual to a geometric (matroid) lattice having rank n − a. The Möbius invariant of
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such a lattice is positive or negative, according as to whether the rank is even or odd.
(See, for example [9].) Then (C) = −(C, T n) has the same sign as (−1)n−a+1. 
Corollary 3. Let K be as above, and suppose that f (K, k) is a polynomial. Then K
is uni-parted.
Proof. In this case, by the theorem, there can be no coset C in P having order
b > 1. 
4. Relation to Euclidean counting problems
There is a close relationship between the counting problems above and certain count-
ing problems involving subsets of Rn. For K˜ ⊆ Rn, deﬁne
g(K˜, k) = |{x ∈ [0, 1)n : x ∈ K˜ and kx ∈ Zn}|.
Considering the canonical homomorphism  : Rn → T n, it is clear that, for any set
K ∈ K̂n and for K˜ = −1(K) ⊆ Rn, f (K, k) also gives the value of g(K˜, k). Here
the fundamental region [0, 1)n can be replaced by any other fundamental region.
When attention is restricted to elements of Kn, one gets the following theorem.
Theorem 5. Let A be an arrangement of closed subgroups of Rn, each containing Zn.
Let K˜ ⊆ Rn be the union of the subgroups of A. Then g(K˜, k) is a quasi-polynomial
having coefﬁcients in Rgcd. If a is a positive integer which is relatively prime to the
quasi-period of the quasi-polynomial, then g(K˜, a) = an − (A˜, a), where A˜ is the
arrangement of the linear subspaces which are connected components of the subgroups
of A.
Proof. This follows immediately from Theorems 1, 2, and the comments preceding the
statement of this theorem. 
Versions of the last sentence of Theorem 5 have been studied in many places. The
genesis of these results seems to be in the work of Tutte, on chromatic polynomials,
ﬂow polynomials, and what we now call Tutte polynomials. See [8]. These results
on graphs were generalized to regular matroids in [4]. These results are most closely
related to Corollary 2 above. For a more recent version valid in the present generality,
see Theorem 2.2 of Athanasiadis [1].
It has been noted by Blass and Sagan [3] that the subspaces of Rn which are
intersections of hyperplanes from the Weyl arrangement Bn are well situated especially
for integer lattice point counting problems involving the cubes [−s, s]n (s = 1, 2, . . .).
We describe the relationship of their results to those of the preceding section.
Recall that Bn consists of the following hyperplanes:
(a) the n coordinate hyperplanes, {(x1, . . . , xn) : xi = 0}, where 1 in;
(b) the (n2) hyperplanes {(x1, . . . , xn) : xi = xj }, where 1 i < jn; and
(c) the (n2) hyperplanes {(x1, . . . , xn) : xi = −xj }, where 1 i < jn.
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These hyperplanes possess a certain property that will be used in the proof of the
next theorem.
Given a closed subgroup K˜ of Rn, let 0K˜ denote the connected component of K˜
which contains the origin. Then 0K˜ is a vector space. Assume that Zn ⊆ K˜ , and
consider the following property:
(*) For x = (x1, . . . , xn) ∈ K˜ ∩ [− 12 , 12 )n letting y(x) = (y1, . . . , yn) where
yi =
{− 12 if xi = − 12 ,
0 otherwise,
x − y(x) ∈ 0K˜ .
(This implies that, for such x, y(x) is also in K˜ .)
Suppose K˜ satisﬁes (*). Let x be an element of K˜ . Then x is congruent to an element
x′ ∈ K˜ ∩ [− 12 , 12 )n modulo Zn and x′ is congruent to y(x′) modulo 0K˜ . Thus each
element in K˜ is congruent modulo 0K˜ + Zn ⊆ K˜ to a point in 12Zn. It follows if
K = (K˜) ⊆ T n then any coset of 0K in K has order 1 or 2.
Clearly the collection of subgroups K˜ which have this property is closed under
intersection. Also it is easy to verify that, for each H ∈ Bn, the group H +Zn has this
property. (It can be shown that this collection consists of the subgroups of the form
K = H + Zn, where H ∈ Bn, those of the form K = H + 12Zn, where H ∈ Bn is of
type (a), and intersections of these.)
Theorem 6. Let A be an arrangement of subspaces of Rn each of which is an intersec-
tion of hyperplanes in Bn. Let K˜ denote the union of the subspaces in the arrangement.
Let
h(k) = |{x ∈ (−1/2, 1/2)n \ K˜ : (2k + 1)x ∈ Zn}|.
Then h(k) = (A, 2k + 1).
Proof. We have
h(k) = |{x ∈ (−1/2, 1/2)n \ K˜ : (2k + 1)x ∈ Zn}|
= kn − |{x ∈ K˜ ∩ (−1/2, 1/2)n : (2k + 1)x ∈ Zn}|.
Using the property described above it is clear that
K˜ ∩ (−1/2, 1/2)n = (K˜ + Zn) ∩ (−1/2, 1/2)n,
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so this coincides with
kn − |{x ∈ (K˜ + Zn) ∩ (−1/2, 1/2)n : (2k + 1)x ∈ Zn}|
which in turn coincides with
kn − |{x ∈ (K˜ + Zn) ∩ [−1/2, 1/2)n : (2k + 1)x ∈ Zn}|
= kn − g(K˜, 2k + 1).
We must show that the quasi-period of g(K˜, k) is 1 or 2. Letting A = {K˜i : 1 im},
K = (K˜), and Ki = (K˜, ) for 1 im, we have that g(K˜, k) = f (K, k). Let K ′ be
a coset in the coset poset of K. Let K¯ be the group it generates. By deﬁnition of the
coset poset, K¯ is an intersection of some of the groups Ki ; it follows that Kˆ = −1(K¯)
is an intersection of some of the groups K˜i , and so possesses the property above. From
the remark following (*), the coset K ′ is of order 1 or 2. By Theorem 3, f (K, k) has
quasi-period 1 or 2.
The proof is completed by noting that 2k + 1 is relatively prime to the quasi-period,
the coefﬁcients being in Rgcd. 
For additional related work, see [2,10].
5. Ehrhart quasi-polynomials
Given a bounded set P ⊆ Rn we can consider the function on positive integers k
given by
ĝ(k) = |{x ∈ P : kx ∈ Zn}.
If P is a convex polytope whose vertices have rational coordinates, or the relative
interior of such a set, this function is a quasi-polynomial, called the Ehrhart quasi-
polynomial of P. If P is a convex polytope having vertices in Zn, or the relative
interior of such a set, then ĝ is a polynomial of degree equal to the dimension of P.
We consider the Ehrhart quasi-polynomial of P, where P ⊆ Rn is the interior of a
full-dimensional polytope having vertices with rational coordinates. Its Ehrhart quasi-
polynomial has coefﬁcients in Rper, but in general not in Rmult. Let S denote the
semigroup generated by these functions under addition.
Theorem 7. Let K = ⋃ni=1 Ki be an element of K˙n, where the Ki’s are (n − 1)-
dimensional subgroups of T n whose intersection is ﬁnite. Then kn − f (K, k) ∈ S.
Proof. In this case, the complement of K is the disjoint union of open regions R having
the property that R is the image (P ), where P ⊆ Rn is the interior of an n-dimensional
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polytope having vertices with rational coordinates. The projection , restricted to P, is
a bijection of P to R. The cardinalities of {x ∈ P : kx ∈ Zn} and {x ∈ R : kx = 0} are
equal, this function of k being the Ehrhart quasi-polynomial of P. Summing over the
regions R, we get the desired conclusion. 
An interesting case arises when the regions R occurring in the proof are all equivalent
by action of the unimodular group on T n. In this case, the Ehrhart quasi-polynomials
which occur are equal, so kn − f (K, k) is simply this Ehrhart quasi-polynomial multi-
plied by the number of regions R. The analogue of this in Euclidean space is studied
in [3], for the Weyl arrangements.
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