Impulse radio ultrawideband radar is a critical remote sensing tool for life detection and noncontact monitoring of vital signals. In noncontact monitoring via radar, the disturbance from respiration and environmental noise is considered critical for the estimation of heart rates. However, the heartbeat signal is generally distorted by breath harmonics and fluctuations in the time domain, and the frequencies of the vital signals are closely situated; thus, it is difficult to employ an ordinary frequency filter for separation. To solve this problem, a novel method was developed to extract heartbeat information. In this study, convolutional sparse coding, which is an unsupervised machine learning algorithm, was first used to model the heartbeat signal in the time domain, given the respiration and relative artifacts. The proposed scheme was then used to decompose the time-domain signals and directly obtain the heartbeat component by exploiting the sparsity of the heartbeat signal in the time domain. Furthermore, the performance of the proposed scheme was improved using a noise-assisted method, and the process was accelerated by learning from the K-singular value decomposition strategy. Finally, by testing the vital sign signals collected from the finite differences time-domain simulation and experiments, the results obtained indicate that the proposed approach is effective for the extraction of low-amplitude heartbeat signals from the respiration signal, and that it significantly improves the accuracy of heart rate evaluation.
I. INTRODUCTION
Respiration rate (RR) and heart rate (HR) are critical physiological parameters for human beings, especially with respect to medical applications [1] - [3] , life detection [4] , and public safety [5] . Methods for obtaining the information can be divided into contact and noncontact measurements. Compared with traditional methods, radar, as a noncontact measurement method, has been implemented in several significant applications as this approach can improve the quality of life of subjects and reduce the impact of measuring devices on testers [6] - [8] . Therefore, radar technology has been used to monitor sudden infant death syndrome, which is the third The associate editor coordinating the review of this manuscript and approving it for publication was Berdakh Abibullaev . leading cause of infant mortality [9] , [10] . Moreover, it has been used for the detection of obstructive sleep apnea, for the diagnosis of sleep disorders [11] - [13] , and for the measurement of critical physiological parameters such as the HR, which is closely related to a variety of diseases [14] - [20] .
The impulse radio ultrawideband (IR-UWB) radar was proposed as a practical solution for the sensing and monitoring of human targets based on the detection of vital signs, as it provides high-range resolution, low risk of exposure to the human body, and lower power consumption [21] , [22] . Compared with continuous wave radars with high center frequencies, such as the mm-wave radar in [16] - [18] , the UWB radar has a wider beam width that can cover a larger detection range. Moreover, it can penetrate objects such as wood, polyvinyl chloride, and walls owing to its ultrawide bandwidth, which allows for the convenient daily monitoring of the target [2] , [15] , [22] .
Recent improvements in radar technology have shifted the research attention toward medical applications, especially with respect to the monitoring of vital signs. Several researches were focused on the improvement of the hardware or structure of the UWB radar. In [22] , a 118-mW pulse-based radar system on a chip (SoC) in a 55-nm complementary metal oxide semiconductor was proposed for the detection of human vital signs. In [23] , Lv et al. improved the detection of human respiration using data fusion based on a multistatic ultrawideband (UWB) radar. In [24] , a UWB radar sensor for the monitoring of vital signs was designed and tested by volunteers. Moreover, several research studies were conducted on signal enhancement, which involved increasing the signal-to-noise-and-clutter-ratio. In [25] , respiratory harmonics were modeled mathematically and suppressed in the time domain. In [26] , a novel method for respiration-like clutter cancellation was proposed based on a dual-frequency IR-UWB radar.
Most of the previous research studies were focused on transformation-based algorithms. In [14] , an ensemble empirical mode decomposition (EEMD) based method was proposed for the extraction of the vital signals. Ye et al. [16] proposed nonnegative matrix factorization algorithms for HR measurement. In [17] , a signal processing method that contains advanced phase unwrapping manipulation is proposed for the monitoring of human vital signs. Ren et al. [19] employed a UWB impulse Doppler radar for the detection of the heartbeats of multiple targets, and then proposed a logarithmic phase-based algorithm. Cho et al. [20] analyzed the interactions between the electromagnetic waves and the human body, and they measured the HR by conducting a morphological analysis in the time-domain. Liu et al. [27] modeled and simulated the breathing process of the body and heartbeat motion based on magnetic resonance images, and then analyzed the vital-sign signals using the Hilbert-Huang transform. Wang et al. [28] improved previous systems using penetrating impulses, and then, they detected vital signs by observing the magnitude of the changes in the received pulses. Rong et al. [29] suppressed the respiratory harmonics in the time domain and directly measured the HR. Moreover, the variational mode decomposition (VMD) algorithm was used to estimate the HR based on an IR-UWB radar in [15] and [30] .
However, given that the variation in the chest displacement due to the heartbeat is significantly smaller than that due to respiration, the performance of heartbeat detection is unstable although the frequency window is previously selected based on prior knowledge of the heartbeat rate range. Several methods require more reliable signal-to-noise ratio support to demonstrate improved performances. Moreover, several methods with good performances, such as the VMD-and EEMD-based algorithms in [14] , [15] , and [30] , are highly dependent on expert experience with respect to setting the number of layers, in addition to the selection of the target from a large number of intrinsic mode functions. For the methods based on the time-frequency analysis technique, the required continuous adjustment of the time-frequency resolution decreases the accuracy of HR measurements [16] and [18] . Moreover, the nonnegative matrix factorizationbased method proposed in [16] is significantly dependent on the selection of weight coefficients, and the sparse reconstruction process increases the computational load.
The components caused by respiration and its harmonics are independent of the ground truth signal of the heartbeat. Moreover, the temporal heartbeat signal is significantly sparse in the time domain owing to the generation mechanism in ventricles [31] . Therefore, an attempt was made to convert the signal feature extraction problem into a blind source separation issue; model the breathing and heartbeat signals using machine learning algorithms, and then extract the signals from the radar data received in the time domain. As an unsupervised machine learning algorithm, the convolutional sparse coding (CSC) algorithm is currently used in audio signal separation, image processing, and motion recognition [32] - [35] . This approach has several potential advantages:
1. Because it uses unsupervised machine learning, this method is adaptable. It requires few parameters, and therefore, it can easily be operated without expert experience. 2. Whereas the frequency-domain approach needs to partition an input signal into successive frames with fixed-length short-time windows for the short-time Fourier transform, the time-domain approach decomposes the mixture continuously without such finegrained binning [34] . Therefore, the time-domain approach may better capture local temporal information in the signal. 3. Whereas the frequency-domain approach decomposes the spectrum of each short time frame independently and requires additional regularizers to ensure temporal continuity between adjacent frames in the recovered sources [36] , the time-domain approach inherently accounts for temporal continuity and the extracted signal has precise mathematic meaning and is clearly interpretable.
In this study, by exploiting the inherent sparsity of the heartbeat signal in the time domain, a novel method based on the CSC algorithm was developed for HR measurements. Although the CSC algorithm exhibits an excellent performance with respect to audio and image separation, its performance declines significantly when applied to an insufficient sample set. To solve this problem, a noise-assisted (NA) method is proposed to generate a large number of training samples. Then, by transforming complex dictionary updates into a small-linear equations problem and using shift-invariant OMP and online learning to speed up convergence, the performance of the CSC algorithm was improved. Subsequently, the proposed processing approach was tested using vital sign data obtained by an FDTD simulation and real experiments.
The remainder of this paper is organized as follows. Section 2 presents the fundamental principles related to the monitoring of vital signs, in addition to the signal processing methods employed for HR estimation. Section 3 describes the results obtained using the proposed method, based on the FDTD simulation. The experiments are described in Section 4, Followed by the conclusions in Section 5.
II. MATERIALS AND METHODS

A. MATHEMATICAL MODEL OF RADAR ECHO
Owing to respiration and the heartbeat motion, the chest expands and contracts periodically; thus, the distance d(t) frequently fluctuates from the nominal distance d 0 . The high amplitude of breath harmonics increases the difficulty of HR measurements, especially when they are carried out close to the heart frequency range [37] . For the monitoring of vital signs, d(t) can be expressed as
where m b and m h are the amplitudes due to respiration and the heartbeat, respectively, and f b and f h are the frequencies of respiration and the heartbeat, respectively. The time delay τ d associated with the vital sign can be expressed as
where c is the light velocity, and τ b and τ h are the displacements due to respiration and the heartbeat, respectively. When there are multiple channels, the received signal can be represented as
where p (t) is a normalized received pulse, A i is the amplitude of each multipath component, τ i represents the corresponding delay, and A T is the amplitude of the pulse reflected because of the movement of the chest. The portion of the signal to be extracted can be expressed as
where the multipath components due to the static environment, which are reflected, can be eliminated using a moving target indicator such as mean subtraction or singular value decomposition (SVD) [38] .
B. NOISE-ASSISTED METHOD
The number of samples available is known to have a considerable impact on the performance of machine learning algorithms. For the application scenario of HR monitoring, it is unrealistic to experimentally obtain enough samples while measuring HR in real time. Therefore, based on the EEMD, the NA method was applied to the CSC scheme to ensure the performance of the algorithm. The NA method was proposed in [39] to improve the original empirical mode decomposition (EMD) and achieved substantial results. Here, by this method, sufficient samples can be acquired. At the same time, owing to the addition of small random noise, the signal distortions due to insufficient resolution of sensors can be overcome.
By adding white noise of a given amplitude to the signal, multiple samples were obtained as
where j = {1, 2, . . . , J }, and J is the number of samples generated. The samples s k are represented by a J × B matrix, where B is the number of radar slow time sampling points, and
During the processing of the signals in the time domain by the CSC algorithm, the added white noise is evenly distributed in the time-frequency space, and then, it is averaged out during the signal processing. The significant portions are extracted during the processing, which are the critical components of the signal.
C. CONVOLUTION SPARSE CODING
Owing to the prominent sparsity in the time domain, the heartbeat signals can be sparsely represented in the form of a convolution. Moreover, the CSC algorithm is a method that involves the sparse representation of signals using statistical probabilities. It can adaptively learn the bases (basis) that are most in accordance with the signal based on the characteristics of the heartbeat signal. The bases in the dictionary are the recurrent critical features of the original signal; and each base of the dictionary reflects the characteristics of an aspect of the signal.
The over-complete dictionary [d 1 , d 2 , · · · , d M ] ∈ R Q×M consists of M bases. The signal s k ∈ R N can be expressed as
where * indicates a convolution operator, the coefficient
The objective function is expressed by
where k is the number of convolution kernels. However, the base in the CSC can be shifted throughout the signal. Compared with conventional sparse coding, the coefficient matrix of the CSC adds a dimension, which makes the solution more difficult to obtain. Several efficient algorithms were proposed to overcome this difficulty. In [32] , the signal was converted into the frequency domain, and the gradient was used to determine the optimal bases. In [35] , solutions based on the alternate direction method of multipliers algorithms were analyzed, and the performances of different algorithms were discussed with respect to the solution of the subproblems. In this study, for the convergence speed of the algorithm, an efficient algorithm based on orthogonal matching pursuit (OMP) was proposed.
The K-SVD algorithm proposed by Aharon et al. updates each base sequentially while updating the dictionary, rather than updating all bases simultaneously [40] . The matrix multiplication is simplified to vector multiplication, and the SVD can simultaneously update the base and its corresponding coefficients; this increases the learning speed. By applying the design of K-SVD, the CSC algorithm updates each base in turn during the process of dictionary learning, and nonzero coefficient terms are extracted, thereby simplifying the problem further. This scheme can be solved by transforming the problem into a small-scale linear equation system.
The coefficient is kept constant during the dictionary updates, and the sparse function can be simplified as
where E i,k represents the errors that the k-th signal removes the part of i-th base. Given that d i * x i,k = x i,k * d i , the optimization problem for the k-th signal is equivalent to solution of
The matrix on the left-hand side of Equation (9) can be considered as a particular Toeplitz matrix of coefficients, and the equation can be simplified as
When K signals are processed simultaneously, the optimization function can be expressed as
The abbreviated form of (11) is X·d i = E. According to the least-squares method, the matrix is transformed into a solution of a small-scale linear system of equations. This solution process can be implemented using Cholesky decomposition or LU decomposition. Based on the method presented above, each base is updated in a random order, and all bases are standardized after the update. In this study, an OMP algorithm was used to solve the coefficient of sparse representation. This process is equivalent to fixing all bases and solving the corresponding coefficients.
The OMP algorithm for the CSC is presented in Table 1 . The base g i,u is obtained by translating base d i with point u, and then it is zero padded. Its length was the same as that of the original signal s k , g i = 1, and {g i } Q 1 represents an overcomplete dictionary for the sparse decomposition of signals.
The CSC process is shown in Fig. 1 . Signal processing can be divided into the following three steps: 1. Data acquisition: Radar echo data are acquired via experiment or simulation, and the static background clutter is removed via mean subtraction. 2. Sample matrix generation: After the targets are located using an energy-based approach, the human vital sign signal is selected. Then, the sample matrix is generated by the NA method. 3. Vital sign estimation: Applying the CSC algorithm to the samples, the respiration and heartbeat components can be extracted, and the RR and HR can be measured simultaneously.
III. SIMULATION
In this section, the simulation method and settings based on the FDTD method are described. The FDTD is a powerful computational electromagnetic tool, and it can be used to accurately simulate the process of electromagnetic wave propagation and reproduce the scene survey, in addition to the physical experiment. Further, it is widely used in the research within the radar field.
A. SIMULATION SETTINGS
The UWB radar response to the vital sign of a human can be obtained using the FDTD method. According to [27] and [41] , the two-dimensional FDTD simulation set up in this study is shown in Fig. 2 . The Tx/Rx in Fig. 2 is the UWB impulse radar with a central frequency of 5 GHz. The perfectly matched layer was employed as the absorptive boundary condition. Similar to [27] , the quasi-static cardio-respiration model with 120 statuses was constructed based on a slice of an MRI of a human chest. The electromagnetic parameters of different tissue types are listed in Table 2 [42] .
The cardio-respiration model was changed using MRI slice modification, and the periodic vital signs of the human were represented by 120 instances. The time interval between two adjacent statuses was 0.0385 s. Consequently, the sampling frequency in the slow-time domain was 26 Hz. In this model, the respiration frequency was 0.2 Hz, and the heartbeat frequency was 1.5 Hz. The motion amplitude of the breath and the heartbeat were 5-14 mm and 2-3 mm, respectively.
B. SIMULATION RESULTS
The original received data is shown in Fig. 3(a) , and the record after the removal of the direct wave is shown in Fig. 3(b) . As can be seen from the figures, the chest displacement due to cardio-respiration mainly occurred after 6 ns. This twodimensional (2D) model only contains one cycle of breath, and echoes with longer durations can be achieved by repetition. The target can be located using an energy-based approach. By analyzing the energy distribution of the echo data in the fast-time dimension, the location of the target can be easily determined. The average synthetic signal of the target is shown in Fig. 4 with respect to the settings of the cardio-respiration model. As shown in Fig. 4 , the model contained four breathing cycles. The result also indicates that the pulse sensor can reflect the displacement due to breathing and the heartbeat in the slow-time domain.
By standardizing the synthetic signal and mixing it with Gaussian random noise, the signals considered as the training samples can be obtained. During the development of a training sample library, a signal is selected from the record data, and 100 samples are generated using the NA method. The signals are then processed by the CSC algorithm. Given that there was no noise interference in the signal, i.e., the signalto-noise ratio (SNR) was higher; thus, the subdictionary number was set as 2; the number of iterations was 40; and the error tolerance parameter, which is a convergence conditions, was set as 0.05.
The different components, which consist of 120 points, and the corresponding spectra after fast Fourier transformation (FFT) are shown in Fig. 5 . As can be seen from the figure, the waveform was in good agreement with the added heartbeat and respiration displacement trajectories. The frequencies of the respiration and the heartbeat were 0.208 Hz and 1.486 Hz, respectively; which is accurate compared with the cardio-respiration model setting, for which the frequency was set at 0.20 Hz and 1.5 Hz, with a 4% deviation in the RR and a 0.93% deviation in HR.
Noise is a factor that should be considered in actual detection. Moreover, the UWB pulse is a pulse with a short duration, and the noise obtained at the receiver is mainly because of the radar system [43] . The method employed is therefore required to evaluate the accuracy of the received signal at different SNRs for HR measurements.
Considering the effects of noise, the SNR of the simulated signal was set as 5 dB and 10 dB, and the signals are shown in Figs. 6(a) and 6(b). The respiratory components were also clear in the original signal; thus, it is more convenient to calculate the respiratory rate using the FFT method. In the original signal, the heartbeat component is completely submerged by noise. Owing to the influence of noise, the noise component also requires recognition during the dictionary learning process of the CSC algorithm; thus, the number of subdictionaries was set as 3, the number of iterations was 40, and the error tolerance was set as 0.05. The heartbeat components that were extracted from the signals are shown in Figs. 6(c) and 6(d). The heartbeat waveform can be observed from the figure. Moreover, it may include low-frequency components, which are the residues of other frequency components. The HR can then be directly obtained from the spectra using the FFT method directly, which are shown in Figs. 6(e) and 6(f), and there was only approximately 1% error when compared with the 1.5 Hz standard that was set.
IV. RESULTS AND DISCUSSION
In this section, fundamental information related to the real experiment using IR-UWB radar is presented, in addition to the results based on the proposed approach.
A. HARDWARE STRUCTURE
A typical IR-UWB radar SoC (X4, XeThru) was employed in the experiment. As shown in Fig. 7 , the system architecture contains many components. The transmit antenna (TX) transmits pulses with an interval determined by the pulse repetition frequency, and the receiving antenna (RX) receives the echo signal after the delay; which corresponds to the round-trip time of flight to the target and returns, by which a frame (a digitized representation of the time-domain range profile) is created.
The bandwidths of the transmitter and receiver are 1.5 GHz, and the center frequency of the sensor is 7.29 GHz. The receiver sampled the reflected signal at 23.328 GS/s, with a total consecutive range of 9.9 m. Moreover, the SoC is a core controller that communicates with the radar via a USB cable and receives raw radar data in real time.
B. DATA COLLECTION Fig. 8 presents the initial scene setting for the experiment. An IR-UWB radar sensor was used in the experiment, and the samples were input to a computer. Human RRs and HRs are typically consistent. In this study, a finger pulse counter (FPC), which was adapted from the USB7660/2 data acquisition module, was used for ground truth analysis. The acceleration sensor recorded the displacement data of the target chest, and the data obtained from the FPC was used to measure the HR. The measurements were carried out on a human subject within the detection range of the radar sensor.
C. ANALYSIS AND RESULTS
As shown by the experimental setup in Fig. 8 , the participant sat on a stool, which was in the direction of the radar antenna. After the background noise was removed, the resulting data that was recorded is presented in Fig. 9 . As can be seen from the figure, the detected target was situated approximately 1 m away from the radar. By calculating the maximum energy level in the fast-time domain, the location of the target can be obtained, and the vital sign signal of the target can be selected. With reference to the settings in [15] , vital sign data, as shown in Fig. 10(a) , is a component of the vital sign signal selected from the echo data by carrying out an energy level calculation. By applying the FFT method, the resulting spectrum of the data is shown in Fig. 10(b) . As can be seen from the figure, the frequency component of the HR had a lower amplitude than the RR, and the amplitude of the third breathing harmonic was similar to HR frequency. The signals collected by the FPC sensors were used as ground truth signals. After the FFT transform, the resulting breathing and heartbeat spectra are as shown in Fig. 10 (c) . As can be seen from the figure, the contact sensors measured a heartbeat frequency of 1.299 Hz. In actual application cases, the HR of the human body may vary with respect to time. It is therefore not suitable to select data with periods of 30 s or 40 s; as attempted in [14] , [15] and [30] . In this study, a signal with a period of 15-20 s was suitable as an input.
The number of samples generated by the NA method was 100, and the number of iterations was set as 40. Owing to the high SNR of the signal, the number of subdictionaries was 2, and it was composed of the RR and HR. Moreover, the error tolerance was set as 0.05. The decomposition results are shown in Fig. 11(a) . The waveform of the heartbeat was well extracted, and the spectrum of the signal is shown in Fig. 11(b) . The heartbeat frequency was 1.275 Hz, which is in good agreement with the FPC measurement results. The corresponding HR was approximately 77 beats/min, and the deviation from the measurement result of the contact sensor was 1.85%.
Four additional volunteers (ages 20-35 years) participated in the experiment. The HR estimation errors of the five subjects are calculated and shown in Table 3 , along with those of the FPC sensor for comparison. As listed in Table 3 , the HR estimation errors of the five subjects are different, indicating that HR measurement is affected by individual differences. The average error of the proposed method is 4.5%, which is sufficient for many application scenarios. Table 4 compares the performance of our system with that of several others [13] , [17] , [18] , [30] . In the compared systems, the radar system, number of participants, and experimental settings applied are different. The methods in the ref- erences perform excellently, though our proposed approach has unique advantages. The radar systems used in [13] , [17] , and [18] use higher frequencies, which will result in high resolution but increase costs. Similar to references [13] and [17] , the method proposed in this paper requires few parameters. However, the measurement method in [18] involves too many parameters during processing; its accuracy depends on the experience of the operator, whereas the operation of our method is simpler. Compared with other methods, our HR estimation is more accurate than those in [13] , [17] , and [30] , and it is very close to that in [18] .
The proposed approach is equally applicable to multiple targets. Fig. 12 (a) presents a schematic diagram of the twotarget experimental case. Considering the shadowing effect of multiple targets, an angle was set between the two targets [44] . The recorded data after the removal of background noise is shown in Fig. 12(b) . By calculating the energy index in the slow-time domain of the echo signal, the locations of the two targets were determined, and the vital sign component was selected from the recorded data. The signal was then processed using the proposed method, with the same parameter settings. The extracted heartbeat components of the targets and their spectra are shown in Fig. 13 . The signal of Target 1 exhibited a higher overall amplitude; thus, confirming that the periodic heartbeat waveform can be well extracted. The heartbeat waveform extracted from Target 2 underwent interference with respect to the frequency component; however, the principal component was clear. The frequency of heartbeats were 1.18 Hz and 1.33 Hz for Targets 1 and 2, respectively; and the corresponding HRs of the targets were estimated as 70.8 beats/min and 79.8 beats/min.
V. CONCLUSION
Given that the amplitude heart signal has an excessively small amplitude and includes respiratory harmonics, in addition to other sources of noise; it is difficult to detect using existing research methods. Furthermore, many existing methods are highly dependent on experience of experts. In this paper, we provide a new approach for accurate HR measurement. The proposed CSC algorithm is critical because of the following advantages: (i) machine learning methods, which have good adaptability with easy operability without the requirement of expert experience-dependence; (ii) the method accounts for the continuity of heartbeat pulsation in the time domain, and the extracted signals exhibit precise mathematical characteristics and good interpretability; (iii) the method was verified by simulations, and it was found that the method is robust against noise and can be applied to various scenarios; and (iv) a noise-assisted method is proposed to solve the problem of insufficient samples encountered in the interdisciplinary application of machine learning methods. Moreover, by improving the algorithm, we accelerate the convergence of the CSC algorithm and improve its robustness.
The results of simulations and experiments verified the performance of the proposed HR estimation method. This study will provide guidance for other researchers to further develop detection algorithms for vital signs.
