R
ethinking of evolutionary theory has recently been placed at the center of the debate regarding evolution (Laland et al. 2014) . This is of utmost importance because recent results emerging from the incremental use of new genomic technologies are starting to challenge well-established assumptions in evolutionary biology, including the reason for the fast rates of changes in some genomic regions versus in others. It has been a longstanding assumption that the genomic regions showing the fastest changes are those favored by natural selection, making genomic regions with rapid changes prima facie evidence of the action of natural selection (Galtier and Duret 2007) . However, recent evidence from diverse taxa is starting to show that the majority of genomic evolution takes place not because of selective processes but rather because of neutral (Sloan et al. 2012 , Smith et al. 2013 , Brawand et al. 2014 , Van Leuven et al. 2014 , Roguet et al. 2015 , Wu et al. 2015 or near-neutral processes (Ohta 2011) . Moreover, recent models have shown that positively selected alleles can actually take longer to accumulate than neutral ones (Mafessoni and Lachmann 2015) . Because recent evidence points toward neutral evolutionary processes being much more prevalent in evolutionary history than previously thought, I make the case that neutral genomic evolution should be given vastly more consideration within the biological sciences than it has until now and should therefore play a central role in the rethinking of evolution. In the present article, I discuss molecular mechanisms that explain rapid changes in genomic regions while highlighting that they may occur unrelated to selective processes. Rather than being affected by selective forces, many genomic changes depend on molecular features such as base composition and/or epigenetic modifications (e.g., DNA methylation). The term epigenetics was initially described by Waddington to integrate the concepts of epigenesis and genetics (Van Speybroeck 2002) . Waddington used the term for the study of complex interactions among genes and the environment in producing the phenotype (Waddington 1942) . Although many interpretations have emerged with the current knowledge of molecular biology (Verhoeven et al. 2016) , in this article, epigenetics is understood as molecular factors and processes around DNA that are mitotically stable and regulate genome activity independent of changes in the DNA sequence ).
Public and scientific perception of evolution We live under the paradigm of assuming that what has remained in evolution is or has been beneficial. A common attitude of observers (both researchers and others) of biological phenomena is to interpret biological mechanisms or structures in the realm of the benefit they have conferred to species, organisms, or populations. This way of perceiving evolution, in which the emergence of novelties is justified by the beneficial outcome perceived by the observer, is the most widely known, mentioned, and sought-after view of evolution in both the scientific and popular-science evolutionary literature, as well as in classrooms and at conferences (see Bunnell 2000 , Moore 2011 , and Reiss 2009 for excellent discussions on the topic). This type of evolution is what is generally understood as adaptive evolution and is based on a few central assumptions that are rooted in the neoDarwinian modern synthesis. As was described by Noble (2013) , these assumptions are that (a) genetic change is random; (b) genetic change in evolution is gradual; (c) after a genetic novelty has arisen (stochastically), natural selection drives the fixation of advantageous alleles in the population; and (d) the inheritance of acquired characters is not possible, because "information" flows from genes to organisms and not vice versa. Interestingly, each of these assumptions has been questioned by numerous recent investigations in diverse animal models (Noble 2013) . Moreover, epigenetic variation is thought to contribute to the blurring of the Weismann barrier (Griesemer 2002) , challenging another of the big assumptions in biology, which is that hereditary information can only be transmitted through the germ line and cannot be influenced by somatic processes. Adaptive evolution, which is the most widely known evolutionary process, is by no means the only described pathway through which evolution proceeds. Evolutionary processes are generally described as occurring through mainly three pathways: (1) Positive selection: This is a type of evolution through natural selection in which an allele that is associated with increased fitness is favored to spread and become fixed in a population (Necsulea and Kaessmann 2014) . This evolutionary process is most commonly known as adaptive evolution and assumes that traits that are evolutionarily perpetuated have conferred certain individuals in a population with fitness advantages; these traits are then inherited and spread in a population, to the detriment of traits correlated with lower fitness. (2) Purifying selection: Also known as negative selection, this is the type of evolution in which deleterious mutations are eliminated (Necsulea and Kaessmann 2014) . However, these mutations may be deleterious in some environmental contexts but not in others. Overall, the concept is that the existence of certain phenotypes or genotypes is restricted by environmental constraints or sudden harsh environmental conditions, leading to an all-or-nothing type of survival, in which the genes of the surviving few individuals are maintained in the population. In Koonin's (2011) words, "essentially, purifying selection is the default process of elimination of the unfit. " (3) Neutral evolution: Also known as genetic drift, this type of evolution is generally described as an increase or decrease in the frequency of alleles by chance over time that occurs even in the absence of individual fitness effects (Necsulea and Kaessmann 2014). As was described by Motoo Kimura (1991b) , "the neutral theory claims that the overwhelming majority of evolutionary changes at the molecular level are caused by random fixation of selectively neutral mutants under continued inputs of mutations. " Kimura (1991a) has also stated that the neutral theory "rejects the notion that the majority of [DNA or protein] polymorphisms are adaptive and actively maintained in the species by some form of balancing selection. " Therefore, under neutral evolution, new traits emerge and prosper independent of their adaptive value or correlation with fitness.
On the basis of the occurrence of these evolutionary pathways, when interpreting evolutionary data, the observer is faced with the dichotomy of whether evolutionary novelties "are justified by an adaptive value" or "emerge as long as they are not detrimental" (figure 1). This is a key point because when faced with this dichotomy, the majority of observers (both researchers and others) tend to justify a character by its adaptive value, skipping the test of whether it could be a case of neutral evolution. Therefore, adaptation is frequently assumed by default (Lynch 2007) , without considering that it is a hypothesis that should be tested against the null hypothesis of a neutral evolutionary process before being taken as a conclusion. Consequently, the possibility that a character could be nonadaptive should be considered in every instance in which adaptation is hypothesized. Instead, what frequently occurs is that when no adaptive value (e.g., an increase in fitness) is found for a character, it is immediately assumed that the character should be adaptive for another function that was not tested, thereby bypassing the consideration of a neutral evolutionary hypothesis. However, if the neutral theory is correct and most of the mutations that we observe in organisms have not been favored by natural selection, then what would explain the emergence of new genes and fast mutation rates? To answer this question, it is fundamental to look into the mechanisms involved in the origins of evolutionary novelty rather than the adaptive value that could be associated with such novelties.
Lamarck and the origins of evolutionary novelty: Sympathy for the devil Better knowledge of molecular processes and reactions related to the genome is paramount for understanding the mechanisms implicated in the origin of evolutionary novelties. The main difference between Lamarckism and Darwinism, the two main pillars that have shaped evolutionary thinking, is precisely the focus of these theories regarding the issue of the origin of evolutionary novelties (Guerrero-Bosagna 2012). Whereas Darwinism focuses on the study of environmental forces generating evolutionary change by restricting existing genotypic and phenotypic variation, Lamarckism focuses on the environmental forces inducing heritable variability in phenotypes (figure 2; Guerrero-Bosagna 2012, Seong et al. 2012) . Therefore, the focus of Darwinism is to study the fixation of phenotypic variants (associated with high fitness) and not the process underlying the origination of evolutionary novelties (WestEberhard 1998), which in Darwinian and neo-Darwinian evolution is assumed to be a random (stochastic) process (figure 3; Lenski and Mittler 1993) .
In contrast, Lamarck did inquire into processes related to the origin of evolutionary novelties when he focused on environmental influences generating phenotypic variability that is then inherited. Lamarck's main interest was to find the causal explanation underlying the expansion of organic complexity, in addition to the possibilities that emerge with such complexity (Burkhardt 2013) . By doing so from an evolutionary perspective, Lamarck is indeed responsible for having initiated the conceptual trend of inquiring into the direct actions of the environment in generating phenotypic variability that is heritable.
Interestingly, there are currently many disciplines that have taken into consideration the questions that were of interest to Lamarck. For example, evo-devo is one discipline that has focused on developmental processes involved in the emergence of evolutionary novelty, uncovering unexpected and spectacular mechanisms involved in the development of structures in organisms (Hall 2000) . Recently, eco-evodevo has started to focus on the environmental inputs that affect the developmental processes leading to phenotype formation and evolutionary processes (Gilbert et al. 2015) . Epigenetic mechanisms help to bridge the gap between environmental influences and the long-term regulation of gene expression, which are, in turn, involved in phenotype formation (Richards 2006) . Epigenetic mechanisms are shown in many organisms to respond to environmental factors (Jirtle and Skinner 2007 , Lyko et al. 2010 , Dowen et al. 2012 , Susiarjo et al. 2013 . Factors that recurrently show to induce altered epigenetic states are dietary methyl groups (Pogribny et al. 2006 , Dolinoy et al. 2007 ) and either manmade or naturally occurring endocrine disrupting chemicals (Dolinoy et al. 2006 , Pogribny et al. 2006 , Dolinoy et al. 2007 , Susiarjo et al. 2013 . Moreover, patterns of epigenetic changes might reflect specific exposures, which have generated the concept of "epigenetic signatures" (Cecil et al. 2016 , Joehanes et al. 2016 . A thorough understanding of epigenetic mechanisms will shed light on molecular processes involved in the origins of genomic change, as well as in the role of environmental influences in biasing genomic changes.
Biased genomic variability
The empirical existence of biased mutations contradicts one of the main assumptions of neo-Darwinian theory: that the main source of genetic variability is mutations that occur stochastically, independent of direct environmental influences (Lenski and Mittler 1993, Noble 2013) . Moreover, high mutation rates are usually considered prima facie evidence of natural selection, even though the mechanism underlying such rates may simply be biased nucleotide conversion (e.g., GC-biased; Galtier and Duret 2007) . Biased GC conversion is a neutral process associated with recombination (in which AT/GC heterozygotes produce greater numbers of gametes carrying G/C than A/T), which may occur in any region of the genome (functional or not) and has influenced changes in GC content in the evolution of mammalian genomes (Galtier and Duret 2007) .
In addition to biased GC conversions, it is well established that transitions (A ↔ G; C ↔ T) always outnumber transversions (A ↔ C; A ↔ T; C ↔ G; G ↔ T), resulting in codon changes with increasing mutability of certain amino acids (e.g., threonine and serine) and reduced mutability of others (e.g., cysteine and tryptophan; Collins and Jukes 1994) . Another type of biased nucleotide conversion is the mutation of methylated CG dinucleotides (CpGs) to TGs (Huttley 2004) . These transitions occur with a much higher frequency than other point mutations and are assumed to be responsible for the CpG deficiency observed in vertebrate genomes (Simmen 2008) . Experiments in Escherichia coli have shown that methylated CpGs (but not unmethylated CpGs) are indeed hotspots of mutations (Coulondre et al. 1978) . Simulations have demonstrated that mutations derived from CpG methylation contributed to the evolution of the BRCA1 gene (Huttley 2004 ). In addition, CpG to TpG transitions are also thought to be important in the evolution of transcription factor binding sites (Zemojtel et al. 2011) . In natural populations, DNA methylation at particular CpG sites is hypothesized to become more frequent in individuals because of specific environmental exposures, which would lead to increased mutations to TG in these newly methylated CpG sites in the descendants of these exposed individuals (Guerrero-Bosagna et al. 2005) . In support of this hypothesis, specific genomic motifs have recently been shown to be more prone to epigenetic modifications associated with specific environmental stimuli . As for how long in generations epigenetic modifications can last, recent experiments in plants show that induced altered epigenetic patterns can be stably inherited across eight generations (Johannes et al. 2009 , Cortijo et al. 2014 ). This stability of induced epigenetic patterns points toward many chances for epigenomic changes to induce biased mutations. Another connection between epigenetics and genomic variability is the activity of repeat elements, because retrotransposition, which generates duplications and insertions, is also known to be epigenetically regulated (Macia et al. 2011) . Recent evidence has shown that transposition of repeat elements played a crucial role in the genomic diversification that took place during the radiation of African cichlid fish (Brawand et al. 2014) . Overall, the biochemical machinery of a cell includes the necessary pathways that allow environmental agents to induce mutations with the participation of different types of epigenetic modifications (Turner 2009 ). Therefore, environmentally induced epigenetic changes may be an important component in the generation of genomic variability.
Germ line: Seeds of change and inheritance Somatic mutations (either induced or not) may have important direct phenotypic impacts on the individual affected. The germ line, however, plays an important role in the origination of heritable genomic novelty because of its potential for generating genetic (Gregoire et al. 2013) or epigenetic ) variability that will be transgenerationally transmitted. Interestingly, the germ line (particularly the male germ line) is very prone to generate de novo mutations, including both base substitutions and indels (Gregoire et al. 2013 ). In the male germ line, both premeiotic events (e.g., oxidative damage or numerous replication events during spermatogenesis) and postmeiotic events (e.g., massive chromatin rearrangements or error-prone nonhomologous end-joining repair processes) can lead to increased mutation rates (Gregoire et al. 2013) . Also, the increased frequency of transitions at CpG sites in relation to non-CpG sites observed in somatic cells appears to be even higher in the germ line (Kong et al. 2012) . Another example of the role of the male germ line in generating genetic variability is the origination of translocations associated with diseases. It has been shown that translocations responsible for Emmanuel syndrome (i.e., non-Robertsonian translocations) originate only in the germ line and in palindromic AT-rich repeats and are paternally transmitted to the offspring (Ohye et al. 2010 ). Furthermore, evidence shows that germ-line DNA mutations or instability can be induced by environmental factors (Olsen et al. 2010) or by early developmental epigenomic changes (Molaro et al. 2011) . Recent research has also shown that alterations in the sperm epigenome can be induced by early developmental exposure to environmental toxicants and can be transgenerationally transmitted for several generations , Manikkam et al. 2012 . Moreover, this environmental exposure transgenerationally increases events of copy-number variations in the germ line, which are suggested to occur as a consequence of transgenerational epigenetic alterations (Skinner et al. 2015) . Therefore, environmental exposures that affect the early developmental stages of the germ line could induce both genetic and epigenetic variability, leading to unpredictable phenotypic consequences in descendants. In this context, perturbations in the germ line are of much relevance for genetic variability to be produced. Therefore, the germ line is a possible hotspot of genomic evolutionary novelty.
Making sense of Kimura in an epigenetic world Studies attempting to quantify the influence of genomic variability on fitness, which is the main measure used to infer adaptation, have shown that the occurrence of advantageous mutations is rare (Eyre-Walker and Keightley 2007) . Estimates indicate that purifying selection accounts for effects on only 2.5%-5% of the human genome and that virtually all of the remaining sequences would have evolved neutrally, with positive selection (adaptive) being rare (Ponting and Lunter 2006 ). Kimura's lifetime of work led him to conclude that mutations that are neutral from a natural-selection standpoint (i.e., those with no associated fitness effects) are the main source of evolutionary genetic variability observed in It is important to note that the mechanisms involved in these two processes are not mutually exclusive; therefore, they probably interact in every evolutionary process.
organisms (Kimura 1991a (Kimura , 1991b . Interestingly, recent evidence indicates a preponderant role for neutral mechanisms (nonadaptive processes) in evolution. A recent study on the radiation of African cichlid fish (Brawand et al. 2014) led to the conclusion that neutral evolution was fundamental in generating the genetic variability associated with the different phenotypes observed, whereas adaptive processes would only have contributed to sorting some of this variation. Another interesting example comes from events of whole-genome amplification leading to the formation of new bacteria or organelles. The evolution of mutation rates, genome size, and chromosome structure in these cases has been shown to be extremely rapid and interrelated in unpredictable ways (Sloan et al. 2012) . Nonadaptive processes are shown to be involved in promoting the expansion of noncoding regions in organelle genomes (Smith et al. 2013 ) and in generating whole-genome amplifications leading to lineage duplication in bacteria (Van Leuven et al. 2014) .
These recent studies and others (Roguet et al. 2015 , Wu et al. 2015 highlight the extent to which genomic variability can neutrally originate and be evolutionarily maintained in populations. Concomitantly, epigenetic changes contributing to heritable phenotypic variation occur independently of sequence changes and in the absence of selection processes (Johannes et al. 2009 ). Similar to epigenetic changes, neutral genomic changes do not require an adaptation perspective to be explained. Epigenetic changes (whether leading to mutations or not) can be explained solely on the basis of genomic composition (e.g., CpG density and DNA motifs) and specific environmental stimuli. In this sense, epigenetically induced mutations are in line with Kimura's neutral theory of evolution.
Evo-devo and epigenetics: Focus on the proximate causes of evolution To understand how epigenetic mechanisms would influence evolution, a switch of focus is needed regarding how we approach the causes of evolutionary variability. Mayr (1961) proposed that the molecular origin of genotypic variability should be interpreted in the realm of proximate causes, whereas the maintenance of these genomic changes should be viewed in the realm of the ultimate causes. However, in Mayr's view, the main focus of evolutionary biologists should be on ultimate causes rather than proximate causes, which would primarily be the focus of functional biologists (Mayr 1961) . In accordance with this view, explanations based on ultimate causes have prevailed in evolutionary biology, even though evidence of evolutionary mechanisms usually emerges from functional analyses (Francis 1990 ). Therefore, research based and planned on the proximate causes of evolutionary novelty has not been mainstream, with the main explanatory focus being on ultimate causes-that is, adaptation processes.
In spite of this, studies on the proximate causes of evolutionary change (inquiring into the mechanistic generation of evolutionary novelties) have been performed since Lamarck. One influential example is Richard Goldschmidt's "hopeful monsters, " which are organisms that are considered to be phenotypic abnormalities in a population but produce viable offspring (Goldschmidt 1933) . Hopeful monsters are thought to represent the first step in the diversification process of a saltational lineage (Goldschmidt 1933) . The emergence of hopeful monsters is explained by developmental mechanisms rather than by the adaptiveness of the phenotype (Bateman and DiMichele 2002) . Modern views regarding hopeful monsters include a compilation of current examples (Theissen 2006 ) and the description of neoGoldschmidtian saltation (Bateman and DiMichele 2002) .
Another proximate aspect to consider in relation to the evolution of genomic variability is the role of epigenetic mechanisms. Evidence accumulated in the last three decades shows that the relevance of epigenetic mechanisms in evolution is no longer only a possibility; rather, epigenetics has become an element to take into consideration in the study of evolutionary processes (Jablonka and Raz 2009) . The role of epigenetics in all biological processes, including evolution, highlights the importance of focusing on proximate causes for evolutionary biologists to understand the molecular mechanisms responsible for the origin of genetic variability. When the focus of evolutionary questions is proximate causes rather than the frequently sought ultimate causes, then the emergence of nonstochastic, induced genetic variability can be at the same time evolutionarily relevant and neutral from a fitness perspective. Therefore, in the scenario of proximate causes, it is not necessary to invoke adaptiveness to understand the molecular origin or evolutionary relevance of a novel genomic conformation.
Environmentally induced epigenetic changes and evolution As I have shown here, substantial empirical evidence exists for (a) the occurrence of nonstochastic, biased mutations (particularly GC-biased or increased CpG to TpG transitions); (b) the vast majority of genetic changes not being associated with fitness increases; and (c) environmental exposures that induce germ line genomic and/or epigenomic changes. This evidence points to genomic evolutionary novelties arising from new genetic conformations that are structurally possible rather than being driven by a beneficial outcome (i.e., adaptive). These novel genetic conformations can be influenced by epigenetic modifications, which are in turn influenced by the environment. Such modifications are not adaptive in principle and are only explained by the structural genomic possibilities of the genome and the genomic variability induced by epigenetic changes. Therefore, genomic evolutionary novelties should be interpreted as neutral rather than adaptive, because the driving force for their emergence is the genomic structure rather than beneficial phenotypic outcomes. Moreover, when the focus of inquiry is the genomic structure and how it can be affected by environmental inputs, the most relevant approach for studying evolution is to focus on proximate causes rather than ultimate causes. This focus opposes Mayr's (1961) emphasis on the use of ultimate causes in evolutionary studies, which has been the mainstream position in evolutionary biology since the modern synthesis. When the focus is the proximate causes of evolution, there is a crucial role for germ-line epigenetic or genetic changes in the generation of genomic variability, because the germ line appears to be highly prone to genomic changes and susceptible to environmentally induced epigenetic changes. Therefore, from the perspective of the proximate causes, germ-line epigenetic changes can be environmentally induced and generate unexpected genomic variability, which would be unrelated to fitness effects and therefore able to be neutrally maintained in populations (figure 4). This would represent a process of epigeneticallyinduced and nonadaptive genetic variation and evolution (epinduced neutral evo).
Conclusions
Adaptive evolution (positive selection) is the general default explanation when researchers attempt to explain a biological phenomenon from an evolutionary perspective. However, this decision is made ignoring other possible evolutionary pathways, such as neutral evolution, in many cases. In this article, I have attempted to make the case that sufficient evidence has recently shown that neutral (nonadaptive) processes have played a fundamental role in evolution. Moreover, germ-line epigenetic modifications induced by the environment could play an important role in generating this nonadaptive genetic variability.
Recent evidence is confirming Kimura's (1991a Kimura's ( , 1991b prediction that nonadaptive evolution is the main pathway through which evolution takes place. In this process, the majority of novel traits would emerge without conferring fitness advantages and would arise simply because of not being detrimental. This means that the main limiting factor for evolution is not natural selection but rather the limitations imposed by organismal structures, such as chemical or biological features. In this context, if variation arises and is not detrimental (or the object of purifying selection), it will be evolutionarily maintained. Therefore, we should not give in to the temptation of assuming adaptation a priori for every evolutionary situation or for the evolution of every trait observed. In my view, assuming adaptation a priori obscures biological knowledge because alternative possibilities and biological mechanisms are dismissed when beneficial outcomes cannot be empirically identified. We should begin taking into consideration in biological research that the main path taken by evolution might not be "the survival of the fittest" but rather "the survival of the nonunfit. "
