In this letter, a robust GA fixed-interval smoother for a nonlinear state-space model with heavy-tailed process and measurement noises is proposed, where the process and measurement noises are modeled as stationary Student's t distributions and the state and noise parameters are inferred approximately by using a VB approach. Simulation results show that the proposed smoother outperforms existing smoothers for heavytailed process and measurement noises.
II. PROBLEM FORMULATION
Consider the following discrete-time nonlinear system:
where k is the discrete time index, f k−1 (·) and h k (·) are known process and measurement functions, x 0:T {x k ∈ R n |0 ≤ k ≤ T } is the set of state vectors, and z 1:T {z k ∈ R m |1 ≤ k ≤ T } is the set of measurement vectors. The sets {w k ∈ R n |0 ≤ k ≤ T − 1} and {v k ∈ R m |1 ≤ k ≤ T } contain, respectively, heavy-tailed process and measurement noise vectors, and they are modeled as stationary Student's t distributions as follows: 
where St(w k ; 0, Q, ω) and St(v k ; 0, R, ν) denote the Student's t pdfs of w k and v k with mean vector 0, scale matrices Q and R, and dof parameters ω and ν, respectively, and N(·; μ, Σ) denotes the Gaussian pdf with mean vector μ and covariance matrix Σ, and G(·; α, β) denotes the Gamma pdf with shape parameter α and rate parameter β, and ξ k and λ k are auxiliary random variables. The initial state vector x 0 , w k , and v k are assumed to be mutually independent, and the initial joint pdf p(x 0 , Q, ω, R, ν) is given as follows:
where IW(·; l 0 , L 0 ) denotes the inverse Wishart pdf with dof parameter l 0 and inverse scale matrix L 0 , andx 0|0 and P 0|0 denote, respectively, the initial state estimation and corresponding estimation error covariance matrix, and t 0 , T 0 , c 0 , d 0 , u 0 , U 0 , a 0 , and b 0 denote, respectively, the prior distribution parameters of Q, ω, R, and ν.
III. ROBUST GA FIXED-INTERVAL SMOOTHER
To estimate the state trajectory x 0:T of a system formulated as in (1)- (2), we need to compute the joint 1070-9908 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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posterior pdf p(x 0:T , Q, ξ 0:T −1 , ω, R, λ 1:T , ν|z 1:T ), where
For a general nonlinear system, there is not an analytical solution for this posterior pdf. Thus, to obtain an approximate solution, the VB approach [16] is used to look for a free form factored approximate pdf for p(x 0:T , Q, ξ 0:T −1 , ω, R, λ 1:T , ν|z 1:T ), i.e.,
where q(·) is the approximate posterior pdf. According to the VB approach, these approximate posterior pdfs can be obtained by minimizing the Kullback-Leibler divergence between the approximate posterior pdf q(x 0:T )q(Q)q(ξ 0:T −1 )q(ω)q(R)q(λ 1:T )q(ν) and the true posterior pdf p(x 0:T , Q, ξ 0:T −1 , ω, R, λ 1:T , ν|z 1:T ) [17] , [18] , and the optimal solution satisfies the following equations:
where φ is an arbitrary element of Θ, and Θ (φ) is the set of all elements in Θ except for φ, and E[·] denotes the expectation operation, and c φ denotes the constant with respect to variable φ. Since the variational parameters of q(x 0:T ), q(Q), q(ξ 0:T −1 ), q(ω), q(R), q(λ 1:T ), and q(ν) are coupled, we need to utilize fixed-point iterations to solve (5) , where only one factor in (4) is updated while keeping other factors fixed [17] .
A. Computations of Approximate Posterior PDFs
Using the conditional independence properties of the model (1)-(3), the joint pdf p(Θ, z 1:T ) can be factored as
Let φ = x 0:T and using (7) in (5), we can obtain
where (·) T denotes the transpose operation, and q (i+1) (·) is the approximation of pdf q(·) at the i + 1th iteration, and
is the expectation of variable ρ at the ith iteration. Define the modified noise covariance matricesQ
k as follows:
Exploiting (8) and (9), q (i+1) (x 0:T ) can be computed as Algorithm 1. Standard GA fixed-interval smoother with modified transition and likelihood PDFs [2] Inputs:
T end for Backward pass:
It can be seen from (10) that q (i+1) (x 0:T ) has the same form as the posterior pdf of the state in a standard nonlinear system with modified transition pdf N(
(i+1) (x 0:T ) can be approximated as a Gaussian pdf using the standard GA smoother [2] . The details of the standard GA fixed-interval smoother with modified transition and likelihood pdfs are summarized in Algorithm 1 [2] .
Let φ = ξ 0:T −1 and using (7) in (5), we have
where tr(·) denotes the trace operation and D
Employing (11), q (i+1) (ξ k−1 ) can be updated as
where η
Let φ = Q and using (7) in (5), log q (i+1) (Q) obeys log q (i+1) (Q) = −0.5(t 0 + T + n + 1) log |Q| − 0.5tr
Using (15), q (i+1) (Q) can be updated as
Let φ = ω and using (7) in (5), log q (i+1) (ω) is updated as
{0.5ω log(0.5ω)
where Γ(·) is the Gamma function. Using Stirling's approximation: log Γ(0.5ω) ≈ (0.5ω − 0.5) log(0.5ω) − 0.5ω in (18) [7] [15], log q (i+1) (ω) obeys
According to (19) , q (i+1) (ω) can be updated as
(21) Similar to the computation of q (i+1) (ξ k−1 ), let φ = λ 1:T and using (7) in (5), q (i+1) (λ k ) can be updated as
where α
where
Similar to the computation of q (i+1) (Q), let φ = R and using (7) in (5), q (i+1) (R) can be updated as
(26) Likewise, for the computation of q (i+1) (ν), let φ = ν and using (7) in (5), q (i+1) (ν) can be updated as
(
28) B. Computation of Expectations
Using (13), (16), (20), (22), (25), and (27), we can compute the required expectations as follows:
where ψ(·) denotes the digamma function [10] and P (i+1) k−1,k|T is given by [19] 
where G (i+1) k−1 denotes the smoothing gain at the i + 1th iteration, and it is given in the fifth line from the bottom of Algorithm 1. The Gaussian-weighted integrals formulated in (30) can be approximated using a sigma-point scheme, such as the third-degree spherical radial cubature rule [3] . The implementation pseudocode for the proposed robust GA fixedinterval smoother is shown in Algorithm 2, where 1 T ×1 denotes the T -dimensional column vector of ones.
IV. SIMULATION
In this section, the proposed smoother is applied to the problem of tracking an agile target which is observed by radar in clutter. The process and measurement outliers may be induced, respectively, by rapid motion and unreliable radar in clutter. The state-space model can be formulated as [20] 
Inputs:
Compute initial expectations using (29).
k using (9). 4. Run standard GA fixed-interval smoother with modified noise covariance matricesQ
using (14) and (23). (17), (21), (26), (28) 9.
Compute expectations
Compute expectations
, and x k , y k ,ẋ k , andẏ k denote the Cartesian coordinates and corresponding velocities. The parameter Δt = 0.5 is the sampling interval and I 2 is the two-dimensional (2-D) identity matrix, and atan2 is the four-quadrant inverse tangent function. Similar to [11] , outlier corrupted process and measurement noises are generated according to
where w.p. denotes "with probability" and Σ w and Σ v are nominal process and measurement noise covariance matrices
In this simulation, the standard cubature Kalman smoother (CKS) [2] , outlier robust CKS [4] , CKS with unknown noise covariances (CKSWUNC) [13] , [14] , the proposed robust CKS with fixed noise parameters (the proposed CKS-fixed), the proposed robust CKS with estimated Q and R and fixed ω and ν (the proposed CKS-QR), the proposed robust CKS with estimated ω and ν and fixed Q and R (the proposed CKS-ων), and the proposed robust CKS with estimated Q, R, ω, and ν (the proposed CKS-QRων) are tested. Note that CKSWUNC is obtained by using the Rauch-Tung-Striebel smoother in [13] Figs. 1 and 2, respectively, show the RMSEs of position and velocity from the proposed CKSs and existing CKSs. It can be seen from Figs. 1 and 2 that RMSEs from the proposed CKSs are smaller than that from existing CKSs. We can also see from Figs. 1 and 2 that both the proposed CKS-QR and the proposed CKS-ων have smaller RMSEs than the proposed CKS fixed, and the proposed CKS-QRων has the smallest RMSEs. Thus, the estimation accuracy of the proposed smoother is further improved by learning noise parameters adaptively from data.
V. CONCLUSION
In this letter, a robust GA fixed-interval smoother for nonlinear systems with heavy-tailed process and measurement noises was derived based on the VB approach. The simulation results of radar tracking with process and measurement outliers showed the proposed smoother has better estimation accuracy than existing GA fixed-interval smoothers.
