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Puisque relations de récurrence et schémas triangulaires se rejoignent, quoi de plus naturel pour moi que d’offrir ce travail à mon ami et collègue
Claude Brezinski en hommage à une carrière tellement impressionnante. Son départ à la retraite me donne l’occasion de lui souhaiter une nouvelle
vie pleine d’enthousiasme et, pourquoi pas, de nombreuses et belles années de recherche à venir.
Abstract
The purpose of this article is to show how naturally recurrence relations for most general Chebyshevian B-splines emerge from
blossoms. In particular, this work gives a new insight into previous results by Lyche [A recurrence relation for Chebyshevian
B-splines, Constr. Approx. 1 (1985) 155–178], the importance of which it underlines.
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1. Introduction
Very frequently when discussing the strong links existing between blossoms and B-spline bases in Chebyshevian
spline spaces, I am asked “And what about recurrence relations?” Whenever this happens my answer is invariably
that recurrence relations are implicitly contained in blossoms, meaning that, in any Chebyshevian spline space (in the
general sense of splines with sections in different Extended Chebyshev spaces, and possibly connection matrices at
the knots), if blossoms exist at all, not only do they generate B-splines, but they also automatically produce associated
recurrence relations. The many times I have been asked this question, even recently, eventually motivated me to clarify
my answer by the present paper.
This repeated question reveals, if needed, that searching for recurrence relations for B-splines is a constant concern
in the spline community, as proved too by the rich literature on the subject. After the classical case of polynomial
splines [1,2], and to limit ourselves to a few important steps in this literature, let us recall that such relations were
proved to exist successively by Lyche and Winter [7] for trigonometric splines, Schumaker for hyperbolic splines [17],
Li for exponential splines [5], for instance. In [16], Schumaker clearly identiﬁed the class of spline spaces producing
recurrence relations which mimic the polynomial case like the latter examples, in the sense that the coefﬁcients are
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the same up to composition with some functions. Finally, the article we are mostly concerned with here, by Lyche
[6], deals with the case of Chebyshevian splines, in the sense of splines with sections in a given Extended Chebyshev
space and ordinary continuity conditions at the knots (in the same context, also see [3] for another type of recurrences).
At ﬁrst sight, it may seem somewhat surprising, and frustrating too, that the functions of “lower order” involved in
the recurrence formulae of [6] are generally not B-splines, even though they do satisfy many properties which make
them look similar (let us refer to them as pseudo B-splines). Nonetheless, in the context of [6], these are the natural
recurrence formulae. Why natural? This is the precise purpose of the present paper.
Polynomial B-splines are often deﬁned by means of divided differences, and the classical recurrence relations they
satisfy can easily be derived from the well-known recurrence relations for divided differences. It is quite natural to try
and apply similar arguments to other types of splines, and this was done for instance in [17,5], the divided differences
used there being Chebyshevian ones. The same underlying idea was used in [6]. However, in my opinion, this is not
the main reason why we should call the recurrence relations it leads to natural. Given that blossoms and B-spline bases
are so deeply indissociable (see [12]), the main reason is certainly that they are precisely the ones naturally produced
by blossoms.
As mentioned in [6], recurrence relations for B-splines generate evaluation algorithms for splines, and this is not
the least motivation to search for them. The blossoming process is in complete contrast to this. Indeed, as recalled in
Section 3, the basic properties of blossoms automatically give birth to evaluation algorithms. Another reading of the
latter readily yields decomposition relations between B-splines in bigger and bigger spline spaces obtained by inserting
the same knot repeatedly (Section 4). As a special case, evaluation at this knot provides us with both the expected
recurrence relations and the pseudo B-splines they involve. As for why they resemble B-splines of lower order, this is
indicated by the ﬁrst elementary properties shown in Section 5. It is conﬁrmed by Section 6 where we consider their
regularity. By completely different techniques, we thus recover all theoretical results of [6].
Initially, we present the framework along with the main properties of blossoms in Section 2. Note that we deliberately
chose the simplest possible framework to explain the results, namely, splines with all sections in the same space
composed of inﬁnitely many times differentiable functions, the derivative of which is an Extended Chebyshev space.
This choice was guided by the desire of not hiding the essence of the paper behind too many technical difﬁculties.
Indeed, the subject in itself makes it compulsory to consider multiple knots and even discontinuous splines, and this
is already a sufﬁcient difﬁculty. Once all results established in this simple context, in the ﬁnal section we shall brieﬂy
comment on how they extend to more general ones, in particular to the above-mentioned case with connection matrices
and different section spaces. In the latter context, existence of blossoms in the spline space in question is the relevant
assumption leading not only to B-spline bases, but also to their associated recurrence relations. In the same context,
recurrence relations for B-splines were already presented by Mühlbach and Tang in [15] via an extension of the divided
difference approach of [6]. However interesting, the latter extension has some disadvantages resulting from the fact
that each connection matrix (relative to special differential operators associated with the section spaces) is assumed to
be totally positive. We shall also brieﬂy comment on this in the ﬁnal section.
2. Chebyshevian splines and blossoms: the basic case
Once and for all, we consider a bi-inﬁnite sequence of knots t,  ∈ Z, with t < t+1 for all  ∈ Z, and the
corresponding interval I :=]Inf t,Sup t[. Given an associated sequence of multiplicities, m ∈ N,  ∈ Z, we
introduce the corresponding knot vectorK := (t [m] )∈Z. In the latter equality, as well as throughout the paper, for
any non-negative integer  and any x ∈ I , the notation x[], will stand for x repeated  times. Given a positive integer
n, we assume that E ⊂ C∞(I ) is an (n + 1)-dimensional space containing constants and such that the space DE is an
Extended Chebyshev space (EC-space) on I, i.e., the ﬁrst derivative DF := F ′ of any non-constant F ∈ E vanishes at
most (n − 1) times in I, counting multiplicities.
For the sake of simplicity the multiplicities are required to satisfy
0mn,  ∈ Z. (1)
Then, associated with the knot vectorK , we deﬁne the Chebyshevian spline space S based on E as the set of all
functions S : I → R such that, for all  ∈ Z, S is Cn−m at t, and there exists a function F ∈ E such that S and F
coincide on [t, t+1].
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It is known that blossoms exist in such a spline space. We do not come back to their precise geometrical deﬁnition in
terms of intersections of osculating ﬂats—for which we refer the reader to [14,8,12] for instance—preferring to insist
on their properties on which the whole paper relies. We gather them in the theorem below.
Theorem 2.1. With each S ∈ S, one can associate a unique function s of n variables, deﬁned on the set A of all
admissible n-tuples, called the blossom of S, satisfying the following four properties:
(B)1 symmetry: s(x(1), . . . , x(n)) = s(x1, . . . , xn) for any (x1, . . . , xn) ∈A and any permutation  of {1, . . . , n};
(B)2 diagonal property: for all x ∈ I , s(x[n]) = S(x);
(B)3 pseudoafﬁnity property: given any admissible (n − 1)-tuple (x1, . . . , xn−1), any subinterval J admissible for
(x1, . . . , xn−1), any a, b ∈ J , with a <b, there exists a strictly increasing function (x1, . . . , xn−1; a, b; .) :
J → R (independent of S) such that
s(x1, . . . , xn−1, t) = [1 − (x1, . . . , xn−1; a, b; t)]s(x1, . . . , xn−1, a)
+ (x1, . . . , xn−1; a, b; t)s(x1, . . . , xn−1, b), t ∈ J ; (2)
(B)4 differentiability property: for anypn−1 and any admissible (x1, . . . , xp) ∈ Ip, the function t → s(x1, . . . , xp,
t [n−p]) is C∞ on any interval which is admissible for (x1, . . . , xp).
We now proceed to explain the vocabulary. An n-tuple (x1, . . . , xn) ∈ In is said to be admissible (w.r. toK) if,
whenever the knot t satisﬁes Min(x1, . . . , xn)< t <Max(x1, . . . , xn), then at least m among the points x1, . . . , xn
are equal to t. The setA is a symmetric subset of In containing each [t, t+1]n,  ∈ Z. We also deﬁne admissible
p-tuples for any pn+ 1. The deﬁnition is exactly the same as for n-tuples. Note that there is a slight difference with
the deﬁnition we used in other papers. We call subinterval any non-trivial closed interval the endpoints of which are
knots. Given an admissible p-tuple (x1, . . . , xp), pn − 1, we say that a subinterval J is admissible for (x1, . . . , xp)
when all (p + 2)-tuples (x1, . . . , xp, x, y), with x, y ∈ J are admissible. If J = [tk, tk′ ], k < k′, then J is admissible
for (x1, . . . , xp) iff (x1, . . . , xp, tk, tk′) is admissible.
Example 2.2. To illustrate the vocabulary introduced above, suppose that m > 0 for all  ∈ Z. Rewriting the knot
vector as K := ()∈Z, with +1, any p-tuple (+1, . . . , +p) is admissible (1pn + 1). Suppose that
pn − 1, and that (+1, . . . , +p) contains exactly > 0 copies of the knot tk . Then, the interval [tk−1, tk+1] is
admissible for (+1, . . . , +p) when mk , while it is not when <mk . In the latter case, each of the two intervals
[tk, tk+1] and [tk−1, tk] is separately admissible for (+1, . . . , +p).
Remark 2.3. The space S always contains the space E itself. Both spaces are equal when m = 0 for all  ∈ Z, in
which caseA= In. Therefore, as a special case, blossoms exist in the space E itself, deﬁned on the whole of In. The
function  involved in the pseudoafﬁnity property is thus deﬁned for any x1, . . . , xn−1, a, b, t ∈ I , with a <b. In the
general case (i.e.,S 	= E), given any (x1, . . . , xn) ∈A and any spline S, we have (at least)
s(x1, . . . , xn) = f(x1, . . . , xn), kk′ − 1, (3)
where [tk, tk′ ] is the smallest subinterval containing x1, . . . , xn, and where f is the blossom of the function F ∈ E
which coincides with S on [t, t+1] (see [8] for instance).
Example 2.4. The function  is uniquely determined by the space E. It is important to note that, with the same data
as in (B)3, it automatically satisﬁes
(x1, . . . , xn−1; a, b; a) = 0, (x1, . . . , xn−1; a, b; b) = 1,
0< (x1, . . . , xn−1; a, b; t) < 1 for t ∈]a, b[. (4)
The simplest case is when E is the polynomial space of degree n. Then, blossoms are afﬁne in each variable, which
corresponds to (x1, . . . , xn−1; a, b; t) always equal to (t − a)/(b − a). As a simple non-polynomial example to
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illustrate (B)3, let E be spanned on I=]0,+∞[ by the four functions 1, x2, x3, x4. Then, the function  is as follows:
(x1, x2; a, b; t) = t − a
b − a
x1 + x2 + a + t
x1 + x2 + a + b . (5)
3. Blossoms, poles, and B-spline bases
As we shall see in Section 5 everything concerning recurrence relations for Chebyshevian B-splines can be derived
from the properties of blossoms. A fundamental intermediate tool is the de Boor algorithm from which B-splines
naturally emerge. Although already presented in a number of earlier paperswe cannot avoid giving a detailed description
of it as THE tool to achieve both B-splines and their associated recurrence relations.
From now on, for simplicity we assume all multiplicities to be positive, and we denote the knot vector K as in
Example 2.2. Throughout the present section S ∈ Sd is given. From what we recalled in Section 2, its blossom s is
deﬁned on the setA of all admissible n-tuples. In particular, the poles of S are the points
P := s(+1, . . . , +n) ∈ Rd ,  ∈ Z. (6)
As recalled below, for all x ∈ I , the ﬁrst three fundamental properties of blossoms, (B)i, i = 1, 2, 3, permit an elegant
description of a de Boor-type algorithm for the evaluation of S(x) = s(x[n]) from the poles of S. Let k ∈ Z be a ﬁxed
integer. We denote by jk the greatest integer j such that j = tk . We thus have
jk = tk, jk+1 = tk+1.
Among all poles (6), those concerned by the interval [tk, tk+1]—in the sense that at least one of the two endpoints tk ,
tk+1, appears in the n-tuple (+1, . . . , +n)—are the following ones:
P = s(+1, . . . , +n), jk − njk .
For each x ∈ [tk, tk+1] let us introduce the points
P r (x) := s(+1, . . . , +n−r , x[r]), jk − n + rjk, 0rn, (7)
this being justiﬁed by the admissibility of all n-tuples involved. These points satisfy
P 0 (x) = P for jk − njk, P n0 (x) = S(x),
the latter equality resulting from the diagonal property (B)2. The de Boor algorithm refers to how to compute the
points P r+1jk−n+r+1(x), . . . , P
r+1
jk
(x) from the points P rjk−n+r (x), . . ., P
r
jk
(x) for 0rn − 1. For such an r, choose
any integer , jk − n + r + 1jk . Such a choice guarantees both that the (n − 1)-tuple (x1, . . . , xn−1) :=
(+1, . . . , +n−r−1, x[r]) is admissible, that the subinterval [, +n−r ] is admissible for it, and that it contains
[tk, tk+1]. We can thus apply the pseudoafﬁnity relation (2) with a := , b := +n−r , and t := x. This yields the
following equality:
P r+1 (x) = [1 − (+1, . . . , +n−r−1, x[r]; , +n−r ; x)]P r−1(x)
+ (+1, . . . , +n−r−1, x[r]; , +n−r ; x)P r (x). (8)
Formulae (8) describe the de Boor algorithm, illustrated in the scheme below.
(9)
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All intervals [, +n−r ] involved in (8) contain [tk, tk+1]. From (4) we can thus deduce that each equality (8) is a
convex combination. Let us examine in detail the various cases.
1. Suppose that x ∈]tk, tk+1[. Then 0< (+1, . . . , +n−r−1, x[r]; , +n−r ; x)< 1 for jk −n+ r +1jk and
for 0rn − 1. Each equality (8) is a strictly convex combination. For 0rn and jk − n + rjk , P r (x)
is thus a strictly convex combination of the poles P−r , . . . , P (with coefﬁcients independent of S).
2. Suppose x = tk . From (4) we know that (+1, . . . , +n−r−1, t [r]k ; , +n−r ; tk) = 0 iff  = tk , i.e., iff jk −
mk + 1jk . For such integers, equality (8) reduces to P r+1 (tk) = P r−1(tk), otherwise it is a strictly convex
combination. As a consequence, we can state that
for rn − mk and jk − n + rjk − mk ,
P r (tk) is a strictly convex combination of the poles P−r , . . . , P. (10)
The useful part of (9) is the triangle with basePjk−n, . . . , Pjk−mk (the poles corresponding to all n-tuples containing
mk copies of tk), and with summit Pn−mkjk−mk (tk) = S(tk).
3. Suppose x = tk+1. Similarly, we know that (+1, . . . , +n−r−1, t [r]k+1; , +n−r ; tk+1) = 1 iff +n−r = tk+1,
i.e., iff jk +1+n− rjk +mk+1. For such integers, equality (8) reduces to P r+1 (tk+1)=P r (tk+1), otherwise
it is a strictly convex combination. Whence
for rn − mk+1 and jk + mk+1 − n + rjk ,
P r (tk+1) is a strictly convex combination of the poles P−r , . . . , P. (11)
The useful part of (9) has now the poles Pjk−n+mk+1 , . . . , Pjk , as base and Pn−mk+1jk (tk+1) = S(tk+1) as summit.
Of course, the latter two cases are the same, but we wanted to emphasize that the spline S can be evaluated at any
point of the whole interval [tk, tk+1] starting from the same poles Pjk−n, . . . , Pjk . The useful triangles at tk considered
as part of either [tk−1, tk] or [tk, tk+1] coincide.
In particular, the latter observations lead to:
Proposition 3.1. Given x ∈ I , denote by j (x) the greatest integer  ∈ Z such that x (hence, in particular,
j (tk)=jk for all k ∈ Z), and by m(x) the multiplicity of x in the knot vectorK , i.e., m(tk)=mk for all k ∈ Z, m(x)=0
otherwise. Let P,  ∈ Z, be the poles of a spline S ∈Sd . Then, for any x ∈ I , there exist positive coefﬁcients N(x),
j (x) − nj (x) − m(x), independent of S, satisfying
j (x)−m(x)∑
=j (x)−n
N(x) = 1, S(x) =
j (x)−m(x)∑
=j (x)−n
N(x)P. (12)
Classically, given x ∈ I , one sets N(x) := 0 for all indices  /∈ {j (x) − n, . . . , j (x) − m(x)}. This way, each N is
deﬁned on the whole of I, so that the sums in (12) can be taken over all  ∈ Z. As is classical, we then obtain:
Proposition 3.2. The sequence N,  ∈ Z, called the B-spline basis ofS, is the unique sequence of functions deﬁned
on I meeting the following requirements:
(BSB)1 support property: for each  ∈ Z, N(x) = 0 for x /∈ [, +n+1];
(BSB)2 positivity property: for each  ∈ Z, N(x)> 0 for x ∈], +n+1[;
(BSB)3 normalisation property:
∑
∈Z N(x) = 1 for all x ∈ I ;
(BSB)4 decomposition property: any S ∈Sd can be decomposed as
S(x) =
∑
∈Z
N(x)s(+1, . . . , +n), x ∈ I ; (13)
(BSB)5 endpoint property: for each  ∈ Z, N is Cn−s at  and Cn−s′ at +n+1, where s := {j|j = } and
s′ := {j + n + 1 | j = +n+1}.
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While the ﬁrst four properties above are immediate consequences of the de Boor algorithm, the last one results from
taking into account the geometric deﬁnition of blossoms recalled in Section 1. However, it is not our purpose to develop
this point (see [11]).
Remark 3.3. The decomposition property (BSB)4 shows that a spline S ∈Sd is completely determined by its poles.
Note that, due to (BSB)1, it can as well be replaced by the fact that each B-spline N,  ∈ Z, belongs to the spline
spaceS.
Remark 3.4. Suppose that mk = n for some k ∈ Z. Then, for x = tk , the sum in (12) reduces to the only index
 = jk − n. We thus have
mk = n ⇒ N(tk) =
{
1 for  = jk − n,
0 otherwise. (14)
Remark 3.5. Given k ∈ Z, the mk B-splines N which have the knot tk as the left (resp. right) endpoint of their
supports are those corresponding to  (resp.  + n + 1)=jk − mk + p, 1pmk . The endpoint property may as well
be stated as follows: for = jk −mk + p, 1pmk , the B-spline N vanishes exactly n−mk + p times at t+k , while
the B-spline N−n−1 vanishes exactly n − p + 1 times at t−k .
Remark 3.6. On account of our assumption that all multiplicities are bounded above by n, the splines we are dealing
with are continuous. Accordingly, we could as well write the support property as follows:
N(x) 	= 0 iff  < x < +n+1,  ∈ Z. (15)
For a while, let us withdraw this assumption. Suppose that mkn + 1 for some k ∈ Z. Then, the spline S ∈ Sd may
be discontinuous at tk , and we have to consider it separately on ] ←, t−k ] := {x ∈ I, x t−k } and [t+k ,→ [:= {x ∈
I, x t+k }. Then, exactly (mk−n+1) n-tuples (+1, . . . , +n) are equal to (t [n]k ), those for which jk−mkjk−n.
In the ﬁrst one (i.e., for  = jk − mk), tk must be considered as t−k , and as t+k in the last one (i.e.,  = jk − n). In
accordance with (6), the corresponding poles are thus Pjk−mk := S(t−k ) and Pjk−n := S(t+k ). The ﬁrst one intervenes
in the evaluation of any S(x), x ∈ [t+k−1, t−k ], and the second one in the evaluation of any S(x), x ∈ [t+k , t−k+1]. There
are no poles of index such that jk −mk + 1jk −n− 1, and no corresponding B-splines either. The results of the
de Boor algorithm remain valid in this new situation, except that in (BSB)3 and (BSB)4, the sums now involve only
the indices  ∈ Z for which  < +n+1. Again, a spline S ∈ Sd is completely determined by its poles, that is, the
only points P := s(+1, . . . , +n), for which  < +n+1. The support, positivity, and endpoint properties are still
valid exactly the way we stated them, given that being C−1 at some tk means being discontinuous at tk . Note that if
mkn + 1, then
Njk−mk (t−k ) = Njk−n(t+k ) = 1, Njk−mk (t+k ) = Njk−n(t−k ) = 0,
N(tk) = 0 for all other indices, (16)
implying that all B-splines are continuous at tk except those of index jk −mk and jk − n. It is quite usual to artiﬁcially
introduce a “B-spline” of index  whenever  = +n+1 by setting N(x) :≡ 0. This changes neither (15) nor (16).
Adopting this convention, in order to include all indices in (13), we have to allocate any value to the corresponding
points P, why not P := (S(t−k ) + S(t+k ))/2 where  = +n+1 = tk , but these points are not poles.
4. Knot insertion
The present section concerns knot insertion, understood here as insertion of a repeated knot, often referred to as the
Boehm algorithm. It is a non-compulsory intermediate step between the de Boor algorithm and recurrence relations. Its
ﬁrst raison d’être is that it will enable us to achieve the main properties of the pseudo B-splines in a quite elegant way.
It is also a good opportunity to emphasize, via blossoms, that de Boor algorithm, knot insertion, recurrence relations
are actually three facets of the same results.
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Given an integer r, 0rn, and given x ∈ I , letKr (x) denote the knot vector obtained by inserting r times x in
the initial knot vectorK , that is
Kr (x) := (. . . , j (x), x[r], j (x)+1, . . .) = (r(x))∈Z, (17)
with
r(x) :=
{ for j (x),
x for j (x) + 1j (x) + r,
−r for j (x) + r + 1.
(18)
Associated with this new knot vector Kr (x), let Sr (x) be the Chebyshevian spline space based on the space E.
Obviously,K0(x) =K,S0(x) =S, and
Sr (x) ⊂Sr+1(x), 0rn − 1. (19)
Start with a spline S ∈ Sd , deﬁned by means of its poles P ∈ Rd ,  ∈ Z. Due to (19), S can be regarded as an
element ofSr (x)d . As so, it possesses poles. In the present section, knot insertion refers to the recursive computation
of these poles, when r goes from 0 to n. We shall see that it is nothing but a new reading of the de Boor algorithm.
In the knot vectorKr (x) all multiplicities are bounded by n, except when both x = tk and nrn + 1 − mk . In
the latter case, the description of the poles of any spline inSr (x)d must take into account the special difﬁculty pointed
out in Remark 3.6. Nevertheless, due to the continuity of S, here, there is no problem in deﬁning the points
P r (x) := s(r+1(x), . . . , r+n(x)),  ∈ Z, (20)
whatever x ∈ I and rn. The points (20) are the poles of S viewed as an element of Sr (x)d when m(x)n − r
(that is, either if x is not a knot or if x = tk with mkn − r). If x = tk with mkn − r + 1, only the points P r (x)
such that r(x)< 
r
+n+1(x) are the poles of S viewed as an element of Sr (x)d . Due to (18), this corresponds to
 ∈ Z\{jk − mk + 1, . . . , jk + r − n − 1}.
The labelling (20) is consistent with (7) where the points P r (x), j (x)− n+ rj (x), 0rn, were introduced
for the description of the de Boor algorithm. To obtain (20) we just have to complete the latter sequence by setting, for
1rn,
P r (x) := P for j (x) − n, P r (x) := P−r for j (x) + r ,
P rj (x)−n+q(x) := Pqj(x)−n+q(x) and P rj (x)+q := P
r−q
j (x) for 1qr − 1. (21)
Accordingly, the computation of the points P r+1 (x) from the points P r (x) is nothing but a new reading of the de Boor
algorithm. This can be stated as follows.
Proposition 4.1. For any S ∈Sd , the points P r (x) deﬁned in (20) can be computed recursively as follows:
P r+1 (x) = [1 − ,r (x)]P r−1(x) + ,r (x)P r (x),  ∈ Z, 0rn − 1, (22)
with
,r (x) :=
{1 for x+n−r ,
0 for x,
(+1, . . . , +n−r−1, x[r]; , +n−r ; x) ∈]0, 1[ otherwise.
(23)
Proof. Given x ∈ I , there are two different cases to consider:
(i) ﬁrst suppose that m(x)n − r: for 0rn − 1, the passage from level r to level r + 1 is described by (8) for
j (x) − n + r + 1j (x), along with (see (21)):
P r+1 (x) =
{
P r (x) for j (x) − n + r,
P r−1(x) for j (x) + 1.
(24)
Due to our detailed description in the previous section, all cases can be represented by (22) and (23).
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(ii) Now suppose that x = tk , with mkn − r + 1. Then, clearly
P r+1 (x) =
{
P r (x) for jk − mk,
P r−1(x) for jk + r + 1 − n,
(25)
while P r+1 (x)=P r (x)=P r−1(x)=S(tk) for jk −mk +1jk + r−n. Again, the latter relations can entirely
be described by (22) and (23). 
Theorem 4.2. Let N(x[r]; .),  ∈ Z, denote the B-splines in Sr (x) (with the convention adopted in Remark 3.6 if
needed). For 0rn − 1, their decomposition inSr+1(x) is as follows:
Ni(x
[r]; .) = i,r (x)Ni(x[r+1]; .) + [1 − i+1,r (x)]Ni+1(x[r+1]; .), i ∈ Z, (26)
where the functions ,r are those introduced in (23).
Proof. Let us ﬁrst consider the case (i) of the proof of the previous theorem. Let A ∈ Rd be any sequence of points
in some Rd , supposed to be the poles of a spline  ∈Sr (x)d . Then, the points
A˜ := [1 − ,r (x)]A−1 + ,r (x)A,  ∈ Z,
are the new poles of  considered as an element ofSr+1(x). For a given integer i ∈ Z, applied to A = 	i,,  ∈ Z,
the latter relations yield
A˜i = i,r (x), A˜i+1 = 1 − i+1,r (x), A˜ = 0 otherwise.
These values are the poles of the B-spline Ni(x[r]; .) considered as an element ofSr+1(x), whence equality (26).
We can do the same in the second case (ii) examined above, paying attention to the fact that a spline  ∈Sr (x)d is
now deﬁned by a sequence of poles A ∈ Rd ,  ∈ Z\{jk − mk + 1, . . . , jk + r − n − 1}. On account of (25) we now
have
Ni(x
[r]; .) = Ni(x[r+1]; .) for ijk − mk ,
Ni(x
[r]; .) = Ni+1(x[r+1]; .) for ijk + r − n. (27)
For jk −mk + 1 ijk + r −n− 1, by convention (see Remark 3.6) Ni(x[r]; .) ≡ 0, which we can write Ni(x[r]; .)=
Ni(x
[r+1]; .) = Ni+1(x[r+1]; .). Again, equality (26) is satisﬁed for all i ∈ Z. 
Remark 4.3. Let us limit ourselves to indices i such that i < i+n−r . Then, taking account of Remark 2.3 and of the
support property (BSB)1, we can replace (26) by
Ni(x
[r]; .) = 
i,r (x)Ni(x[r+1]; .) + [1 − 
i+1,r (x)]Ni+1(x[r+1]; .), (28)
with everywhere 
i,r (x) := (i+1, . . . , i+n−r−1, x[r]; i , i+n−r ; x)(e.g., (x − i )/(i+n−r − i ) in the polynomial
case).
5. Pseudo B-splines and recurrence relations
Unlike the polynomial case, in the Chebyshevian framework, recurrence relations do not involve B-splines but some
functions which are deduced from the B-splines in the spline space in question, and which possess almost all properties
classically known for B-splines.
Deﬁnition 5.1. For 0rn, the pseudo B-splines of order r + 1 associated with the spline spaceS are the functions
Br ,  ∈ Z, deﬁned by
Br (x) := N(x[n−r]; x), x ∈ I . (29)
As a matter of fact, in case x is a knot tk of multiplicity mkr + 1, depending on the index , equality (29) may
represent two equalities, namely Br (x
) := N(x[n−r]; x), with  = − or +. We list in the theorem below a ﬁrst
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group of properties satisﬁed by the pseudo B-splines which make them resemble B-splines and which easily result
from the corresponding properties of B-splines. This will ensure that our pseudo B-splines coincide with the functions
introduced by Lyche in formula (4.7) of [6].
Theorem 5.2. For 0rn, the pseudo B-splines satisfy the following properties:
(PBS)1 support property: for each  ∈ Z, Br (x) = 0 for x /∈ [, +r+1] and if  = +r+1, then Br ≡ 0;
(PBS)2 positivity property: for each  ∈ Z, Br (x)> 0 for x ∈], +r+1[;
(PBS)3 normalisation property:
∑
∈Z Br (x) = 1 for all x ∈ I ;
(PBS)4 decomposition property: any S ∈Sd can be written as follows:
S(x) =
∑
∈Z
Br (x)s(+1, . . . , +r , x[n−r]), x ∈ I . (30)
Proof. Let S ∈Sd ⊂Sn−r (x)d . For 0rn, and for x ∈ I , apply (BSB)3 and (BSB)4 in the spline spaceSn−r (x)
(taking account of Remark 3.6 if needed). This gives
S(y) =
∑

N(x
[n−r]; y)P n−r (x),
∑

N(x
[n−r]; y) = 1, y ∈ I , (31)
the points Pn−r (x) being deﬁned according to (20). For y := x, we obtain (PBS)3 and (PBS)4.
Equality (29) implies that each pseudo B-spline is non-negative. On the other hand, from (18) we can deduce the
equivalence
 < x < +r+1 ⇔ n−r (x)< x < n−r+r+1(x).
The positivity property (BSB)2 in the spaceSn−r (x) immediately yields the positivity property (PBS)2. Given x ∈ I ,
let us now ﬁnd out all the indices  such that Br (x) 	= 0.
(1) Suppose ﬁrst that m(x)r . All multiplicities inKn−r (x) being then bounded by n, not only (BSB)1 is valid in
Sn−r (x), but even (15). Equality (29) thus leads to
Br (x) 	= 0 iff  < x < +r+1,  ∈ Z. (32)
(2) Suppose now that x = tk with mkr + 1. Then, tk is the only knot of multiplicity n + 1 in the knot vector
Kn−r (tk). Taking account of (16) in the spline spaceSn−r (tk), each B-spline N(t [n−r]k ; .) vanishes at tk except
for either =jk−mk or =jk−r . For these two integers we know thatNjk−mk (t [n−r]k ; t−k )=Nrjk−r (t
[n−r]
k ; t+k )=1
and Njk−mk (t
[n−r]
k ; t+k ) = Nrjk−r (t
[n−r]
k ; t−k ) = 0. Equality (29) thus leads to
Brjk−mk (t
−
k ) = Brjk−r (t+k ) = 1, Brjk−mk (t+k ) = Brjk−r (t−k ) = 0,
Br (tk) = 0 for all other indices. (33)
To complete the proof, consider an integer  such that  = +r+1. Case (1) implies that Br (x) = 0 for any x such
that m(x)r . Case (2) proves that Br (tk) = 0 for any knot tk of multiplicity mkr + 1. Indeed, for such a knot, the
equality  = +r+1 makes it impossible for  to be equal either to jq − mq or to jq − r . Therefore, Br ≡ 0. 
As pointed out in the following theorem, recurrence relations between pseudo B-splines are implicitly “contained
in blossoms” in so far as they are straightforward consequences of Theorem 4.2, which itself readily follows from the
de Boor algorithm, in other words from the ﬁrst three properties of blossoms (B)i , i = 1, 2, 3. We invite the reader to
compare our theorem with Theorem 5.1 of [6]. However interesting it would be, due to page limitation we will not
explain why the “coefﬁcients” involved are indeed the same.
Theorem 5.3. The pseudo B-splines satisfy the following recurrence relations: for 0rn − 1 and for any  ∈ Z,
Br+1 (x) = r(x)Br (x) + [1 − r+1(x)]Br+1(x), x ∈ I , (34)
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where, for all  ∈ Z, the function r is deﬁned as
r(x) :=
{0 f or x,
1 f or x+r+1,  ∈ Z.
(+1, . . . , +r , x[n−r−1]; , +r+1; x) ∈]0, 1[ otherwise.
(35)
On the other hand, we have
Bn = N for all  ∈ Z,
B0jk = [t+k ,t−k+1] for all k ∈ Z, B
0
 ≡ 0 for all other indices. (36)
Proof. The recurrence relations (34) follow from (26) and (23), with r := ,n−r−1 for 0rn − 1. In (36) there is
nothing to prove for r = n on account of (29). Suppose that r = 0. The only indices  satisfying  < +1 are  = jk ,
k ∈ Z. By (33) we already know that B0jk (t+k ) = B0jk (t−k+1) = 1. If x ∈]tk, tk+1[, then x is a knot of multiplicity n in the
knot vectorKn(x). Therefore the equality B0jk (x) = 1 follows by applying (14) in the spaceSn−r (x). 
Remark 5.4. Explicit expressions of blossoms in terms of Wronskians can be found in [13] (see proof of Lemma 6.3).
Via (35) and the pseudoafﬁnity relation (2) they lead to explicit expressions of the recurrence coefﬁcients r(x). Due
to page limitation we leave this to the reader.
Remark 5.5. Considering only indices such that  < +r+1, we can more simply deﬁne r by r(x) = (+1, . . . ,
+r , x[n−r−1]; , +r+1; x) everywhere (see Remark 4.3). Given k ∈ Z, for 0rn, formulæ (34) enable us to
compute the values on [tk, tk+1] of the (r + 1) pseudo B-splines or order (r + 1) which are not identically zero on the
interval [tk, tk+1], namely, Brjk−r , . . . , Brjk starting from B0jk (x) = 1, i.e., with r(x) := 1 − r(x):
B1jk−1(x) = 0jk (x), B1jk (x) = 0jk (x);
B2jk−2(x) = 1jk−1(x)B1jk−1(x), B2jk (x) = 0jk (x)B1jk (x),
B2jk−1(x) = 1jk−1(x)B1jk−1(x) + 1jk (x)B1jk (x); . . . ,
up to r = n where we obtain the values of B-splines Njk−n, . . . , Njk on [tk, tk+1]. Actually the latter computation is
quite often summarized as follows:
(37)
It is essential to observe that (37) is exactly the same as (9): indeed, at a given place, the coefﬁcients are the same
in both triangles. Only the directions of the arrows are different. Hence, ﬁnding the recurrence relations is nothing
but ﬁnding the de Boor algorithm. For polynomial splines, note that, if  < +r+1, we obtain the usual coefﬁcients
r(x) = (x − )/(+r+1 − ) and 1 − r+1(x) = (+r+2 − x)/(+r+2 − +1). This is one way to check that the
pseudo B-splines of any order are indeed the corresponding polynomial splines.
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Example 5.6. As an instance, when E is spanned by (1, x2, x3, x4) on ]0,+∞[, due to (5), for simple knots we have
in particular
Njk (x) = 2jk (x)1jk (x)0jk (x)
= (x − tk)
3(3x + tk)
(tk+1 − tk)(tk+2 − tk)(tk+3 − tk)(tk + tk+1 + tk+2 + tk+3) , x ∈ [tk, tk+1],
and a symmetric expression for Njk−3(x) = 2jk−2(x)1jk−1(x)0jk (x).
6. On the regularity of pseudo B-splines
In Remark 3.3 we recalled that the decomposition property for B-splines implies (and actually is equivalent to) the
fact that the B-splines are elements of the spline space S. Among other things, it thus implies that each B-spline is
C∞ on each interval [tk, tk+1] and at each knot tk , it is Cn−mk . The theorem below will conﬁrm the resemblance of the
pseudo B-splines to B-splines.
Theorem 6.1. For 0rn, the pseudo B-splines satisfy the following additional properties:
(PBS)5 regularity property: for any  ∈ Z, Br is C∞ separately on each interval [tk, tk+1] and it is Cr−mk at each
knot tk;
(PBS)6 endpoint property: for each  ∈ Z such that  < +r+1, Br is exactly Cr−s at  and exactly Cr−s
′
at +r+1,
where s := {j | j = } and s′ := {j + r + 1 | j = +r+1}.
We shall achieve the previous theorem thanks to the following property of the recurrence relation coefﬁcients.
Proposition 6.2. Given  ∈ Z and 0rn, assume that  < +r+1. Then, the functions r and r := 1−r are C∞
and positive on ], +r+1[. Furthermore, r vanishes exactly once at + , while r vanishes exactly once at −+r+1.
With this in view we ﬁrst need to establish the following lemma.
Lemma 6.3. Subsequently, for any x ∈ I , and for 0 in, we denote by xi an element of the space E supposed to
vanish exactly i times at x. Choose two integers , r such that 0rn−1, a ∈ I , and x1, . . . , xr− ∈ I\{a}. Then
the blossom an− of an− satisﬁes the following two properties:
1. h1(x) := an−(a[+1], x1, . . . , xr−, x[n−r−1]) = 0 for all x ∈ I ;
2. the C∞ function h2 deﬁned on I by h2(x) := an−(a[], x1, . . . , xr−, x[n−r]) vanishes exactly (n− r) times at a,
and it vanishes nowhere on I\{a, a1, . . . , as}.
Proof. The two functions h1, h2 are C∞ on I due to the differentiability property (B)4. We shall deduce the two
properties above using the expressions of blossoms obtained in [13]. Suppose that, up to permutation, (x1, . . . , xr−)=
(a
[1]
1 , . . . , a
[s ]
s ), with pairwise distinct ai’s and positive i’s. For the sake of clarity we denote by U1, . . . , Ur− the
sequence ain , . . . ,ain−i+1, i = 1, . . . , s. Then, according to (31) of [13], the blossom f of any F ∈ E satisﬁes, for
any x ∈ I\{a, a1, . . . , as}:
f (a[+1], x1, . . . , xr−, x[n−r−1]) =
W(an, . . . ,
a
n−, F,U1, . . . , Ur−)(x)
W(an, . . . ,
a
n−, 1, U1, . . . , Ur−)(x)
,
f (a[], x1, . . . , xr−, x[n−r]) =
W(an, . . . ,
a
n−+1, F,U1, . . . , Ur−)(x)
W(an, . . . ,
a
n−+1, 1, U1, . . . , Ur−)(x)
. (38)
Wenowapply (38) toF := an−. Theﬁrst equalitymakes it obvious thath1(x)=0 for allx ∈ I\{a, a1, . . . , as},whence
on I by continuity. Due to Theorem 23 of [13], the second one shows that h2(x) 	= 0 for any x ∈ I\{a, a1, . . . , as}.
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On the other hand, using arguments similar to those developed in the proof of Theorem 29 of [13], one can show that,
in the second equality, the numerator vanishes exactly (n− r)(+ 1) times at a and the denominator exactly (n− r)
times. Whence the announced property for h2. 
Proof of Proposition 6.2. Let us introduce the following function:
u(x) := (+1, . . . , +r , x[n−r−1]; , +r+1; x), x ∈ I .
On account of (4) we just have to prove that the C∞ functions u and 1 − u vanish exactly once at  and +r+1,
respectively. We shall limit ourselves to considering u, symmetric arguments leading to the result concerning 1 − u.
From the assumption  < +r+1 we know that  = tk and +r+1 = tk′ with k < k′. We can thus write
(, . . . , +r+1) = (t []k , t [mk+1]k+1 , . . . , t
[mk′−1]
k′−1 , t
[]
k′ ), (39)
with 0< mk , 0< mk′ . On account of Lemma 6.3 the pseudoafﬁnity property (2) leads to
u(x) = 
tk
n−+1(+1, . . . , +r , x[n−r])
tkn−+1(+1, . . . , +r+1, x[n−r−1])
, x ∈]tk−1, tk+1[\{tk}.
The fact that u vanishes exactly once at tk readily follows from part 2 of Lemma 6.3. 
Proof of Theorem 6.1. (a) Proof of (PBS)6 and of the ﬁrst assertion in (PBS)5. Concerning (PBS)6 we shall limit
ourselves to left endpoints, symmetric arguments leading to the expected properties for the right ones. The results will
be proved by induction on r, from 0 to (n− 1). With this in view, let us focus on a given interval [tk, tk+1]. For each r,
we ﬁrst have to show that the pseudo B-splines Brjk−r , . . . , B
r
jk
(those which are non-zero on this interval) are C∞ on
[tk, tk+1]. On the other hand, the pseudo B-splines which have tk as the left-hand point of their supports are:
• Brjk−r , . . . , Brjk for 0r <mk − 1;• Brjk−mk+1, . . . , Brjk for mk − 1rn − 1.
In each case, we have to show that, for each convenient integer p, the pseudoB-splineBrjk−mk+p vanishes (r−mk+p)
times at t+k . The announced results clearly holds for r = 0 (36). Assume that they are proved for a given r0, and let
us prove them for r + 1n − 1. Consider the corresponding recurrence relations (34)
Br+1 (x) = r(x)Br (x) + r+1(x)Br+1(x), x ∈]tk, tk+1[, jk − r − 1jk . (40)
For x ∈ [tk, tk+1] let us set u(x) := r(x)Br (x) and v(x) := r+1(x)Br+1(x). For = jk − r − 1 (resp. = jk) u
(resp. v) is 0 on [tk, tk+1], otherwise it is C∞ on [tk, tk+1] and positive on ]tk, tk+1[ due to the inductive assumption, to
Proposition 6.2, and to the positivity property (PBS)2. Suppose that =jk −mk +p with max(1,mk −r−1)pmk .
Then, from the inductive assumption and Proposition 6.2 we can conclude that, either u is zero on [tk, tk+1] (when
 = jk − r − 1 and rmk − 2) or u vanishes exactly r − mk + p + 1 times at t+k . Similarly, either v is zero on
[tk, tk+1] (when  = jk and rmk − 2) or v vanishes exactly r − mk + p + 1 times at t+k . In any case, Bjk−mk+p is
the sum of one or two functions which are positive on ]tk, tk+1[, and which vanish exactly r −mk +p + 1 times at t+k .
All things considered, the expected results are thus valid for r + 1.
(b) Proof of the second part of (PBS)5. On account of (PBS)6, it only remains to consider the case where tk is interior
to the support of Br . This occurs when both rmk and jk − rjk −mk . In such a situation, let us prove that Br is
Cr−mk at tk by induction on r, this time from r = n to r = mk . For r = n, it follows from the B-splines being elements
of the spline spaceS.
Assume the result to hold for r + 1, with mkrn− 1 and let us prove them for r. We now consider the recurrence
relations (40) for x ∈]tk−1, tk+1[ and jk − rjk − mk . For any such integer , the function r being C∞ and
positive on ]tk−1, tk+1[, it is sufﬁcient to prove that the product rBr is Cr−mk at tk . Given that the pseudo B-spline
Br+1 is Cr+1−mk at tk (induction), this amounts to proving that the function +1Br+1 is Cr−mk at tk . For  = jk −
mk , this results from tk being the left endpoint of the support of Br+1 and from the fact that r+1Br+1 vanishes
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exactly r −mk + 1 times at t+k (Proposition 6.2 and (PBS)6). It is easy to complete the proof by descending induction
on . 
7. Recurrence relations/blossoms: more general frameworks
We want to draw the reader’s attention to the fact that the properties of blossoms enumerated in Theorem 2.1 are of
two types.
(a) The ﬁrst three ones, (B)i , i = 1, 2, 3, can be considered of algebraical nature. These are the three fundamental
properties expected for blossoms. These are also the three properties producing in the spline space S as well in all
other spline spaces deduced fromS by knot insertion:
• say, algebraic B-splines in the sense of their algebraic properties (BSB)i , i = 1, 2, 3, 4;
• recurrence relations for the latter B-splines;
• algebraic pseudo B-splines in the sense of (PBS)i , i = 1, 2, 3, 4.
These three properties are not limited to the frameworkwe used.Whenever a spline space possesses blossoms satisfying
them, all results stated in Sections 4 and 5 will be valid.
(b) On the contrary, the last one, (B)4, of analytical nature, is speciﬁcally related to the framework we were working
in, and it must be adapted when changing it. We used it only in Section 6 to show what kind of regularity to expect
for the pseudo B-splines. When moving to another framework, Theorem 6.1 must therefore be adapted accordingly.
Note that, whatever the framework may be, the corresponding property (B)4 guarantees the uniqueness of blossoms,
its geometrical nature, and it is implicitly connected with the additional endpoint property (BSB)5 of B-splines [11].
7.1. Splines with sections in different spaces and connection matrices
Given the same knot vectorK as in Section 2, in order to enlarge the framework, again we allow the multiplicities
to be 0, and we choose, for each  ∈ Z:
• on the one hand, an (n + 1)-dimensional space E ⊂ C∞([t, t+1]), containing constants, and so that the space
DE obtained by differentiation is an n-dimensional EC-space on [t, t+1];
• on the other hand, a lower triangular square matrix M of order (n − m) with positive diagonal elements.
Deﬁne the spline space S as the space of all continuous functions S : I → R, the restrictions of which to [t, t+1]
belong to E for any  ∈ Z, and which satisfy the connection conditions
(S′(t+ ), . . . , S
(n−m)(t+ ))
T = M . (S′(t− ), . . . , S(n−m)(t− ))T,  ∈ Z. (41)
Such splines are geometrically continuous in the weak sense of continuity of the Frenet frame of order (n−m) at the
knot t for each  ∈ Z.
In the new situation examined now, blossoms do not always exist, in the sense of their geometrical deﬁnition by
means of intersections of osculating ﬂats on the setA of all admissible n-tuples. As a matter of fact, in [12] we proved
that blossoms exist inS iff B-splines exist inS and in all spline spaces obtained fromS by knot insertion. We also
proved that, as soon as blossoms exist inS, the three properties (B)i , i = 1, 2, 3, are satisﬁed, and therefore Theorems
5.2 and 5.3 too. On the other hand, when blossoms exist in S, there is no change in the statement of Theorem 6.1,
except for the second part of (PBS)5. Indeed, the connection conditions satisﬁed by the pseudo B-splines at a knot
are more difﬁcult to describe. This is due to the fact that the differentiability property (B)4 now involves connection
matrices.
To conclude this section, let us comment on how to ensure existence of blossoms. Classically, with each space E it
is possible to associate linear differential operatorsL1, . . . , L

n so thatE is the kernel ofDLn. Rather than the ordinary
derivatives, one can then use these operators to express the connection conditions. Instead of (41) we thus have
(L1S(t
+
 ), . . . , L

n−mS(t
+
 ))
T = R . (L−11 S(t− ), . . . , L−1n−mS(t− ))T,  ∈ Z,
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each matrix R being lower triangular and having positive diagonal elements. A practical way to make sure that
blossoms exist in the spline spaceS consists in assuming all matrices R to be totally positive, i.e., all their minors to
be non-negative (see [12]).
Under the latter total positivity assumption, recurrence relations for B-splines were already established in [15], via
generalized Chebyshevian divided recurrences. However, one ﬁrst reservation concerning such an assumption is that
it is not intrinsically attached to the spline space S: for each  ∈ Z, there are inﬁnitely many ways to deﬁne the
differential operators L1, . . . , L

n. Total positivity may also be way too restrictive an assumption. In [9] we obtained
explicit necessary and sufﬁcient conditions for existence of blossoms inS in the special case n = 3 and simple knots.
This clearly pointed out that blossoms (and, accordingly, B-spline bases computable recursively as in Theorems 5.3
and 5.2) may indeed exist “far beyond” total positivity. To mention only one eloquent example, suppose thatS is the
space of all C2 continuous trigonometric splines, that is, C2 splines with sections in the restriction to [t, t+1] of the
space spanned by 1, x, cos x, sin x. For such splines, blossoms exist iff t+2 − t < 2 for all  ∈ Z. Still, relative to
most natural differential operators L1, . . . , L

n the total positivity assumption above is never satisﬁed (see [9]).
7.2. Other possible extensions
Another possibility to extend the framework described in Section 2 consists in supposing that the EC-space E is
contained in Cn(I) rather than C∞(I ), which maintains the three properties (B)i , i = 1, 2, 3 without changes. One can
prove that (B)4 is as follows: on any interval J which is admissible for the admissible p-tuple (x1, . . . , xp), the function
t → s(x1, . . . , xp, t [n−p]) is Cn−p except at each xi where it may be only C1. One can prove a modiﬁed Proposition
6.2, implying that the endpoint property (PBS)6 still holds. As for how to adapt (PBS)5, we leave it to the reader. Of
course, both types of extension can be combined.
As a ﬁnal remark, let us recall that existence of blossoms with their properties stated in Theorem 2.1 is not limited
to splines based on EC-spaces. They exist too when replacing the space E by a Quasi-Chebyshev space on I (see [4]).
There too, recurrence relations can be derived from blossoms as we did in this paper, the only difference being a slight
change in the endpoint property (BSB)5 (and therefore in the endpoint property (PBS)6 accordingly). The case of
different sections and connection matrices can be considered too (see [10] for instance).
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