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Abstract—In this work, we consider the problem of reducing
a first-order Markov chain on a large alphabet to a higher-order
Markov chain on a small alphabet. We present information-
theoretic cost functions that are related to predictability and
lumpability, show relations between these cost functions, and
discuss heuristics to minimize them. Our experiments suggest that
the generalization to higher orders is useful for model reduction
in reliability analysis and natural language processing.
Index Terms—Markov chain, lumpability, model reduction
I. INTRODUCTION
In many scientific disciplines, the Markov chains used to
model real-world stochastic processes are too large to admit
efficient simulation or estimation of model parameters. For
example, in natural language processing and computational
chemistry, the size of the Markov chain’s alphabet is related
the number of words in a dictionary and the number of
molecules in a given volume, respectively. A popular tech-
nique to deal with the problem is aggregation (see Fig. 1
and Definition 2 below), i.e., partitioning the alphabet and
approximating the (generally non-Markovian) process on this
partitioned alphabet by a first-order Markov chain on this
partition.
Solving the aggregation problem thus requires finding an
appropriate partition of the alphabet, or equivalently, a non-
injective function from the alphabet to a smaller set. Given
the cardinality of this smaller set, Vidyasagar [1] and Deng
et al. [2] proposed an information-theoretic quantity as a
cost function for solving this problem. Deng et al. argued
that choosing a partition function that minimizes this cost
maximizes the predictability of the aggregation, i.e., the future
state of the aggregation can be inferred from the current state
with high probability. This is particularly useful if the original
Markov chain models a process in which groups of states
behave almost deterministically (e.g., the process oscillates
between groups of states or stays within each group for a long
time). For nearly completely decomposable Markov chains, the
authors of [2] found a connection between their information-
theoretic cost function and spectral, i.e., eigenvector-based
aggregation techniques.
Based on [2], the authors of [3] proposed another
information-theoretic cost function, the minimization of which
is equivalent to making the process on the partitioned alphabet
“as Markov as possible”. Their analysis is based on a recent
information-theoretic characterization of lumpability [4], the
X ∼ Mar(1,X ,P)
Y Y˜M(k) ∼Mar(k,Y,Q)
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Fig. 1. Illustration of the aggregation problem: A Markov chain X is given.
We are interested in finding a function g: X → Y and an aggregation of
X, i.e., a k-th order Markov chain Y˜M(k) on Y . The function g defines a
process Y via Yg,n := g(Xn), the projection of X. Y might not be Markov
of any order, but can be approximated by a k-th order Markov chain Y˜M(k) .
scenario in which the process on the partitioned alphabet has
the Markov property. The authors of [3] showed that, in this
formulation, the aggregation problem can be sub-optimally
solved by applying the information bottleneck method [5], a
popular method in machine learning.
In this work, we generalize these two approaches to higher-
order aggregations, i.e., propose information-theoretic cost
functions for approximating the process on the partitioned
alphabet by a k-th order Markov chain. We show that ex-
tending the results of [3] relates to higher-order lumpability
(Section IV-A), while extending the results of [2] amounts
to making the future state of the aggregation predictable from
the last k states (Section IV-B). In Sections IV-C and IV-D we
discuss the properties of the corresponding cost functions and
show that they form an ordered set. After briefly discussing
heuristic algorithms for minimizing these cost functions in
Section IV-E, Section V illustrates our findings on synthetic
and real-world models.
II. NOTATION AND DEFINITIONS
All random variables (RVs) and stochastic processes are
defined on the probability space (Ω,B,Pr). An RV Z takes
values z from a finite set Z . The probability mass function
(PMF) of Z is denoted by pZ , where pZ(z) := Pr(Z = z) for
all z ∈ Z . Joint and conditional PMFs are defined similarly.
A discrete-time stochastic process Z on Z is a one-sided
sequence of RVs (Z1, Z2, . . . ), each RV taking values from
Z . We abbreviate Znm := (Zm, Zm+1, Zn). The processes
considered in this work are stationary, i.e., PMFs are invariant
w.r.t. a time shift. In particular, the marginal distribution of Zk
is equal for all k and shall be denoted as pZ .
We will use information-theoretic quantities as cost func-
tions for aggregation. Specifically, let H(Z) be the entropy
of Z , H(Z2|Z1) the conditional entropy of Z2 given Z1,
and I(Z1;Z2) := H(Z2)−H(Z2|Z1) the mutual information
between Z1 and Z2 [6, Ch. 2]. Furthermore, the entropy rate
and the redundancy rate of a stationary stochastic process Z
are
H¯(Z) := lim
n→∞
H(Zn|Z
n−1
1 ) (1a)
R¯(Z) := lim
n→∞
I(Zn;Z
n−1
1 ) = H(Z)− H¯(Z). (1b)
The redundancy rate measures how much information the past
and current states of a process contain about its future state. In
some sense, the redundancy rate measures the predictability of
a stochastic process. Indeed, for a deterministic process Z we
have H¯(Z) = 0 and the redundancy rate achieves its maximum
at R¯(Z) = H(Z).
Definition 1 (Kullback-Leibler Divergence Rate). The
Kullback-Leibler divergence rate (KLDR) between two sta-
tionary stochastic processes Z and W on the same finite
alphabet Z is [8, Ch. 10]
D¯(Z||W) := lim
n→∞
1
n
∑
zn
1
∈Zn
pZn
1
(zn1 ) log
pZn
1
(zn1 )
pWn
1
(zn1 )
(2)
whenever the limit exists and if, for all n and all zn1 ,
pWn
1
(zn1 ) = 0 implies pZn1 (z
n
1 ) = 0 (short: pZn1 ≪ pWn1 ).
The KLDR can be used to measure the (dis-)similarity
between two stochastic processes. Gray discussed examples
for which the limit in (2) exists [8], and Rached et al. evaluated
the limit between Markov chains (not necessarily stationary or
irreducible) [9].
III. MARKOV CHAINS
Let Z be an irreducible and aperiodic, time-homogeneous,
k-th order Markov chain on the alphabetZ = {1, . . . , N} with
a (k + 1)-dimensional transition matrix P = {Pi1,i2,...,ik→j}.
Here, Pi1,i2,...,ik→j := pZn|Zn−1n−k(j|i1, i2, . . . , ik), i.e., P is
row stochastic. If the k-dimensional initial distribution pZk
1
is
invariant under P, i.e., if, for all i1, . . . , ik+1 ∈ Z ,
pZk
1
(i2, . . . , ik+1) =
∑
i1∈Z
pZk
1
(i1, . . . , ik)Pi1,i2,...,ik→ik+1
then Z is stationary. For irreducible Markov chains, this
invariant distribution is unique and we use the shorthand
notation Z ∼ Mar(k,Z,P). In particular, if k = 1 and
µi := pZ(i), we have µT = µTP [10, Thm. 4.1.6].
Lemma 1 ([4, Prop. 3]). Z ∼ Mar(k,Z,P) if and only if
H¯(Z) = H(Zk+1|Z
k
1 ).
This information-theoretic characterization can be used to
show that the k-transition chain Z(k) of a k-th order Markov
chain with states Z(k)1 = Zk1 , Z
(k)
2 = Z
k+1
2 ,. . . is a first-order
Markov chain on the alphabet Zk having a transition matrix
P˜(i1,i2,...,ik)→(j1,j2,...,jk) ={
Pi1,i2,...,ik→jk , (i2, . . . , ik) = (j1, j2, . . . , jk−1)
0, else
. (3)
The KLDR between two k-th order Markov chains Z ∼
Mar(k,Z,P) and Z′ ∼ Mar(k,Z,P′) equals
D¯(Z||Z′) =∑
i1,...,ik,j∈Z
pZk
1
(i1, . . . , ik)Pi1,i2,...,ik→j log
Pi1,i2,...,ik→j
P ′i1,i2,...,ik→j
(4)
where pZk
1
and pZ′k
1
are invariant under P and P′, and where
it is assumed that P ′i1,i2,...,ik→j = 0 implies Pi1,i2,...,ik→j = 0
and that pZk
1
≪ pZ′k
1
. Note that for k = 1, (4) simplifies to [9]
D¯(Z||Z′) =
∑
i,j∈Z
µiPi→j log
Pi→j
P ′i→j
. (5)
IV. AGGREGATING MARKOV CHAINS
Let X ∼ Mar(1,X ,P) be a first-order Markov chain
with alphabet X = {1, . . . , N} and consider a non-injective
function g: X → {1, . . . ,M} =: Y , M < N . Note that
g induces a partition of X . Since X is stationary, we can
define a stationary process Y with samples Yn := g(Xn).
We call Y the projected process, or simply the projection,
cf. Fig. 1. The data processing inequality [6, Ch. 2.8] implies
that H(Y ) ≤ H(X), H¯(Y) ≤ H¯(X), and R¯(Y) ≤ R¯(X).
In general, the projection Y is not Markov of any order.
Nevertheless, it is possible to approximate Y by a Markov
chain Y˜M(k) ∼Mar(k,Y,Q) that is close to Y in the sense
of minimizing D¯(Y||Y˜M(k)), cf. Fig. 1. The transition matrix
Q minimizing this KLDR satisfies [8, Cor. 10.4]
Qi1,i2,...,ik→j = pYk+1|Y k1 (j|i1, i2, . . . , ik) (6)
and we get
D¯(Y||Y˜M(k)) = H(Yk+1|Y
k
1 )− H¯(Y). (7)
Definition 2 (Markov Aggregation). Let X ∼ Mar(1,X ,P)
and Y be given. The problem of Markov aggregation concerns
finding a function g: X → Y and a k-th order Markov chain
Y˜M(k) ∼ Mar(k,Y,Q), both of which are optimal w.r.t. a
well-defined cost function.
In what follows we will concretize this very loosely stated
definition. In particular, as we showed above, for a given func-
tion g, the k-th order Markov chain Y˜M(k) ∼ Mar(k,Y,Q)
minimizing the KLDR to the projection Y is given by (6). It
remains to find a “good” function g. We will introduce two
different approaches to finding such a g: The first approach
tries to make Y as close as possible to a k-th order Markov
chain, while the second approach tries to make Y˜M(k) as
predictable as possible. Both approaches can be described by
information-theoretic cost functions.
A. Aggregation via Lumpability
Let us start with the goal to find g such that Y is close
to a k-th order Markov chain. The rare scenarios in which Y
is a k-th order Markov chain are categorized with the term
lumpability:
Definition 3 (Lumpability [10, Sec. 6.3]). A Markov chain
X ∼ Mar(1,X ,P) is k-lumpable w.r.t. a function g, iff the
projection Y is Mar(k,Y,Q) for every initial distribution pX1
of X, and if Q, given by (6), does not depend on this initial
distribution.
Conditions for 1-lumpability have been presented in [10,
Thm. 6.3.2]; for a general k, a linear-algebraic condition
can be found in [11]. The following characterization is
information-theoretic:
Lemma 2 ([4, Thm. 2]). A Markov chain X ∼ Mar(1,X ,P)
is k-lumpable w.r.t. g if and only if
∆kL(X, g) := H(Yk+1|Y
k
1 )−H(Yk+1|Y
k
2 , X1) = 0. (8)
The authors of [3] used ∆1L(X, g) as a cost function for
Markov aggregation. Their goal was, as ours in this section,
to find a partition of the original alphabet X w.r.t. which
the Markov chain X is “most 1-lumpable”. The definition
of ∆kL(X, g) now provides a cost function for higher-order
aggregation.
Consider the two extreme cases M = N and M = 1; the
first corresponds to the identity function g = id, the second to
the constant function g ≡ 1. In both cases, Y is a k-th order
Markov chain, either because it coincides with X or because it
is constant. Hence, for every k, ∆kL(X, id) = ∆kL(X, 1) = 0.
In contrast, there are clearly Markov chains that are not k-
lumpable for any partition of X into 1 < M < N elements.
It immediately follows that neither ∆kL(X, g) is monotonous
w.r.t. a refinement of the partition induced by g, nor that
ming: X→Y ∆
k
L(X, g) is monotonous w.r.t. the cardinality M
of Y .
B. Aggregation via Predictability
The authors of [2] focused on finding a partition w.r.t. which
X is nearly completely decomposable. In other words, for a
well-chosen partition, transitions between different groups of
states occur only with small probabilities, while transitions
within such a group occur with high probabilities. The authors
proposed to measure the “decomposability” of X with
∆D(X, g) := I(X2;X1)− I(Y2;Y1). (9)
They observed that ∆D(X, g) encompasses more than just
near decomposability: Minimizing ∆D(X, g) is related to
making Y predictable:
Definition 4 (Predictability). We call Y k-predictable, iff
there exists a predictor r: Yk → Y such that
Pe := Pr(r(Y
n
n−k+1) 6= Yn+1) = 0. (10)
If Y is the projection of X ∼ Mar(1,X ,P), we call X k-
predictable w.r.t. g.
In [12], the authors connected mutual information with
prediction error probabilities and thus extended Fano’s in-
equality [6, Ch. 2.10]. Specifically, [12, Thm. 5] yields
I(Yk+1;Y
k
1 ) ≥ I(Yk+1; r(Y
k
1 ))
≥ − log
(
max
y∈Y
pY (y)
)
(1− Pe)−H2(Pe)
where H2(p) := −p log p − (1 − p) log(1 − p) and where
the first inequality is due to data processing [6, Ch. 2.8].
Hence, minimizing ∆kP (X, g) admits a predictor r with a small
prediction error probability.
Based on this, we generalize (9) to higher-order predictabil-
ity and suggest the following family of cost functions for
higher-order aggregation:
∆kP (X, g) := I(X2;X1)− I(Yk+1;Y
k
1 ) (11)
Obviously, ∆1P (X, g) ≡ ∆D(X, g).
In contrast to ∆kL(X, g), the data processing inequality
shows that ∆kP (X, g) is monotonically decreasing w.r.t. a
refinement of the partition, hence ming: X→Y ∆kP (X, g) de-
creases monotonically with the cardinality M of Y . Never-
theless, even if a Markov chain X is k-predictable w.r.t. g,
it neither need to be k-predictable w.r.t. a refinement or a
coarsening of g (see the example in Section V-A). Considering
again the two trivial cases M = N and M = 1 reveals
another fact: For M = N we have ∆kP (X, id) = 0, despite
Y ≡ X not necessarily being k-predictable. For M = 1
we have ∆kP (X, 1) = R¯(X), despite Y being k-predictable
for every k. This apparent discrepancy results from adding
the redundancy rate R¯(X) in (11), a quantity independent
of g. Hence, while ∆kP (X, g) does not precisely quantify
k-predictability, minimizing ∆kP (X, g) allows Y to be as
k-predictable as possible. Note that this discrepancy is not
present for lumpability, where ∆kL(X, g) = 0 if and only if X
is k-lumpable w.r.t. g (cf. Lemma 2).
C. Interplay between Lumpability and Predictability
The following example shows that 1-lumpability generalizes
1-predictability, which in turn generalizes decomposability.
Example 1. Let X ∼Mar(1,X ,P′), where
P′ =


a11P11 a12P12 · · · a1MP1M
a21P21 a22P22 · · · a2MP2M
.
.
.
.
.
.
.
.
.
.
.
.
aM1PM1 aM2P22 · · · aMMPMM

 . (12)
Here A = {aij} and all Pij are row stochastic matrices.
Moreover, the diagonal blocks Pii are square with size
Ni×Ni. Assume that g induces the same partition that can be
derived from P′, i.e., X = {1, . . . , N1} ∪ {N1 + 1, . . . , N1 +
N2} ∪ · · · . It follows that X is 1-lumpable w.r.t. g and that
Y ∼ Mar(1,Y,A). If A is a permutation matrix, then Y is
1-predictable. Finally, X is decomposable only if A = I.
Note that in general a Markov chain described by P′ is not
irreducible. However, if E is row stochastic and irreducible,
then P = (1 − ε)P′ + εE is irreducible. In this case, for
X ∼ Mar(1,X ,P)
Y Y˜M(k) ∼Mar(k,Y,Q)
X′ ∼ Mar(m,X , Pˆ)
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Fig. 2. Illustration of a lifting: The goal of a lifting is to find an m-th order
Markov chain X′ ∼ Mar(m,X , Pˆ) that is k-lumpable to the k-th order
Markov chain Y˜M(k) . Such a lifting is always possible for m = k.
small ε, X is called nearly completely decomposable, highly
1-predictable, or quasi-1-lumpable w.r.t. g.
We finally establish inequalities between the proposed
cost functions. From [6, Ch. 4.5] follows that, for ev-
ery k, ∆kL(X, g) ≥ ∆
k+1
L (X, g), and that ∆∞L (X, g) :=
limk→∞∆
k
L(X, g) = 0. Similarly, ∆kP (X, g) ≥ ∆
k+1
P (X, g)
and ∆∞P (X, g) := limk→∞∆kP (X, g) = R¯(X) − R¯(Y) ≥ 0.
In [3, Thm. 1] it was shown that ∆D(X, g) ≥ ∆1L(X, g) ≥
D¯(Y||Y˜M(1)). We can generalize this for every k, i.e.,
∆kP (X, g) ≥ ∆
k
L(X, g) ≥ D¯(Y||Y˜
M(k)). (13)
Most interestingly, also ∆∞P (X, g) ≥ ∆1L(X, g), i.e., the cost
functions form an ordered set:
∆D(X, g) ≡ ∆
1
P (X, g) ≥ · · · ≥ ∆
∞
P (X, g) ≥
∆1L(X, g) ≥ · · · ≥ ∆
∞
L (X, g) = 0. (14)
D. Lumpability, Predictability, and Liftings
Some of the proposed cost functions can be represented via
liftings. A lifting is a constructive solution to a constrained
realization problem, i.e., the problem to formulate a stochastic
process Y as a projection of a first-order Markov chain X.
The unconstrained realization problem can be solved if Y is
a Markov chain of any order, since every Y ∼Mar(k,X ,P)
can be written as a projection of its k-transition chain X =
Y(k) ∼Mar(1,X k, P˜). However, not every stationary process
Y on a finite alphabet can be realized as a projection of
a Markov chain on a finite alphabet; see [13], [14] for an
overview of the existing literature and for sufficient and
necessary conditions.
In a lifting, illustrated in Fig. 2, the realization problem is
hardened by adding the constraint that the first-order Markov
chain X has a given alphabet, say X . Liftings of a first-
order Markov chain to a first-order Markov chain on a larger
alphabet are always possible. In [2], the authors lifted Y˜M(1),
a first-order Markov chain on Y , to a first-order Markov
chain X′ ∼ Mar(1,X , Pˆ). Since they employed the invariant
distribution vector µ of the original chain X, their lifting is
called µ-lifting, and they showed that D¯(X||X′) = ∆1P (X, g).
Similarly, the authors of [3] suggested a lifting employing the
transition matrix P of the original chain X to obtain a Markov
chain X′′ ∼ Mar(1,X , Pˆ′). For this so-called P-lifting, one
gets D¯(X||X′′) = ∆1L(X, g).
Employing necessary conditions from [13], one can show
that it is not always possible to lift the k-th order Markov chain
Y˜M(k) on Y to a first-order Markov chain on X . However, it
is always possible to lift Y˜M(k) to a k-th order Markov chain
on X . In particular, the µ-lifting of Y˜M(k) ∼ Mar(k,Y,Q)
defines X′ ∼Mar(k,X , Pˆ), where
Pˆi1,i2,...,ik→j =
µj∑
ℓ∈g−1(g(j)) µℓ
Qg(i1),g(i2),...,g(ik)→g(j).
(15)
Since the original Markov chain X ∼ Mar(1,X ,P) is a
trivial k-th order Markov chain, we have X ≡ X˜M(k) ∼
Mar(k,X , P˜), where P˜i1,i2,...,ik→j = Pik→j . Combining this
with (4) yields D¯(X˜M(k)||X′) = ∆kP (X, g). To the best of
the authors’ knowledge, it is not possible to write ∆kL(X, g),
k > 1, as a KLDR between X˜M(k) and a lifting of Y˜M(k);
in particular, the generalization of P-lifting to higher orders
yields an X′′ ∼ Mar(k,X , Pˆ′) such that D¯(X˜M(k)||X′′) ≥
∆kL(X, g).
E. Aggregation Algorithms
The Markov aggregation problem, as introduced in Defini-
tion 2, requires finding a partition of X into M non-empty
sets. The number of possible such partitions is given by the
Stirling number of the second kind, which for large N and
fixed M behaves as MN/N ! [15, 24.1.4]. The problem is
thus combinatorial, and sub-optimal algorithms are necessary
to attack it in practice.
One approach is to use agglomerative algorithms that rely
on merging those two elements of a partition that cause the
least cost. These greedy methods usually start with the trivial
partition X and merge states until the partition has exactly M
elements. It follows that these methods benefit from a fixed
number of iterations; the fact that elements of the partition
are merged furthermore suggests that the computation of the
cost function can be simplified in some cases. For example,
in [16] the authors employed ∆1P (X, g) for clustering and
showed that the computational complexity of computing the
cost can be reduced by using a merging procedure. We believe
that similar results hold for ∆kP (X, g).
A second heuristic are sequential algorithms that start with a
random partition into M elements. These algorithms proceed
by iteratively moving states from their current group into a
group that minimizes the cost function, either for a fixed
number of iterations over all states or until a local optimum is
reached. Since moving states can be interpreted as removing a
state from its current group followed by a merging procedure,
also here the computation of the cost function can be simplified
in some cases, cf. [16, Thm. 1]. While, depending on the
implementation, these sequential heuristics do not guarantee a
fixed number of iterations, they can be restarted with different
random initializations to avoid local minima.
The authors of [2] showed that, given that the additive
reversibilization of P satisfies certain properties, at least for
M = 2 the cost function ∆1P (X, g) is minimized by choosing
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(a) Cluster error probabilities (CEPs) (b) ε = 0.3; CEP1 = 19%,
CEP2 = 10.2%
(c) ε = 0.5; CEP1 = 22.4%,
CEP2 = 17.6%
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Fig. 3. (a) Cluster error probabilities (CEPs) for the quasi-periodic model in Section V-B as a function of the perturbation parameter ε. A cluster error occurs
if at least one state of the Markov chain is misclassified. The results show that CEP2 obtained by minimizing ∆2P (X, g) is smaller than CEP1 obtained by
minimizing ∆1
P
(X, g). (b)-(d) Colorplots of the matrix P = (1 − ε)P′ + εE, for ε = 0.3 (b), ε = 0.5 (c), and ε = 0.7 (d).
g according to the sign structure of a specific eigenvector. For
general M , they suggest recursively splitting groups of states
until the desired cardinality of Y is reached.
Since ∆kL(X, g) is not monotonous w.r.t. the cardinality
M of Y , agglomerative (or other hierarchical) methods can-
not be used effectively. Moreover, preliminary investigations
suggest that these cost functions suffer from many local
optima, requiring several restarts of the sequential heuristics
mentioned above. In [3], the authors relaxed ∆1L(X, g) to
a cost function that is more well-behaved and that allows
employing the information bottleneck method [5]. We believe
that also ∆kL(X, g) can be relaxed to allow applying either the
information bottleneck method or its conditional version [17].
V. EXAMPLES & APPLICATIONS
We illustrate our theoretical results at the hand of a few
examples.
A. Synthetic Toy Example
Consider a first-order Markov chain X with transition
matrix
P = (1− ε)


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 0
p 1− p 0 0 0 0
0 0 0 0 0 1


+ εE (16)
where ε ≪ 1 and where E is irreducible and row stochastic.
Apparently, this Markov chain is neither nearly completely
decomposable nor highly k-predictable, for any k. However, it
can be shown that this Markov chain is quasi-1-lumpable w.r.t.
the partition {{1, 2}, {3, 4}, {5}, {6}}. Moreover, it is highly
2-predictable w.r.t. the partition {{1, 2}, {3, 4}, {5, 6}}: If
Xn−2 ∈ {3, 4} and Xn−1 ∈ {5, 6}, then with high probability
Xn ∈ {1, 2}; if Xn−2 ∈ {5, 6} and Xn−1 ∈ {5, 6}, then with
high probability Xn ∈ {5, 6}.
TABLE I
AGGREGATING A LETTER BI-GRAM MODEL
Cost Partition of the alphabet
∆1
P
(X, g) ’Zx
!$(1?BCDFGHJKLMNPQRSTVWY[bchjmpqvw
"23456789EUaeioue´
),-.0:;AIO]dfgklnrsty
∆2P (X, g) !’),.03:;?]
bcdfgklmnprstvwxy
aeioue´
"$(-12456789ABCDEFGHIJKLMNOPQRSTUVWYZ[hjq
B. Quasi-Periodic Markov Chain
Let, similar to Example 1,
P′ =
[
0 P12
P21 0
]
, (17)
where the 10 × 10 matrices Pij are row stochastic; hence,
N = 20 and M = 2. Let E be irreducible, aperiodic,
and row-stochastic. Hence, with P = (1 − ε)P′ + εE,
X ∼ Mar(1,X ,P) is aperiodic. We varied ε from 0.1 to 0.9
in steps of 0.1. Note that several eigenvalues of the additive
reversibilization of P are negative. Thus, Assumption 2 in [2]
is violated and the proposed eigenvector-based aggregation
algorithm cannot be applied to minimize ∆1P (X, g).
Choosing g according to the natural partition of P makes
Y nearly periodic and highly 1-predictable, hence highly k-
predictable for every k. We generated 500 random1 matrices
P and applied a sequential algorithm similar to the one in [16,
Tab. 1] to minimize ∆1P (X, g) and ∆2P (X, g). The results
in Fig. 3 show that minimizing ∆2P (X, g) leads to a higher
probability of detecting the natural partition, thus trading
accuracy for computational complexity. Preliminary analyses
suggest that this can be explained by the minimization of
∆2P (X, g) getting less likely stuck in local minima.
C. Aggregating a Letter Bi-Gram Model
We trained a letter bi-gram model of F. Scott Fitzgerald’s
book “The Great Gatsby”. We modified the text by removing
1Row stochastic matrices were generated by choosing entries uniformly
from [0, 1] normalizing the rows subsequently.
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Fig. 4. Maintenance model from [18] for k = 4. W indicates the working
state, D1 through D3 indicate various states of deterioration, and M1 through
M4 are maintenance states. A system may fail through deterioration (F1)
or spontaneously (F0); in both cases, the system is repaired and brought
back to working condition. The edge labels indicate the rates with which
these transitions occur in a continuous-time model. The red boxes indicate a
partition that makes the resulting process Y at least partly 2-predictable.
all chapter headings and line breaks, but kept punctuation
unchanged. The letter bi-gram model is a first-order Markov
chain on an alphabet of size N = 76 (upper and lower
case letters, numbers, punctuation, etc.) and was trained from
the remaining 266615 characters of the text. We applied a
sequential algorithm for M = 4 ten times with random
initializations to minimize ∆1P (X, g) and ∆2P (X, g). The best
results for either cost function are displayed in Table I.
It can be seen that minimizing ∆2P (X, g) leads to a more
meaningful partition of the alphabet, except for a few mis-
classified states: lower case vowels, lower case consonants,
space and punctuation usually followed by a space, and
numbers, upper case letters, and punctuation usually preceded
by a space. The partition obtained by minimizing ∆1P (X, g)
does not appear to be meaningful. We therefore believe that
the proposed extension to higher-order aggregations admits
linguistic interpretations and might be useful for the reduction
of models in natural language processing.
D. Simplifying a Maintenance Model
We finally investigate the continuous-time maintenance
model with deterioration discussed in [18]. In this model,
the system fails either spontaneously or after k steps of
deterioration. The system furthermore undergoes maintenance
after random intervals, revoking the last deterioration step.
After failure, the system is repaired to full working condition.
This model, a Markov chain with N = 2k + 4 states, is
depicted in Fig. 4, where the edge labels indicate the rates
with which transitions occur. We generated the embedded
discrete-time Markov chain X by converting the rate matrix
to a transition probability matrix. It can be shown that the
aggregation to M = k + 3 states indicated in Fig. 4 admits
predicting Yn from two past states Yn−1 and Yn−2: If, for
ℓ ∈ {2, . . . , k+1}, we have Yn−2 = ℓ+1 and Yn−1 = ℓ− 1,
Xn−1 is in a (deteriorated) working state, and it is very likely
that Yn = ℓ. We applied a sequential algorithm minimizing
∆2P (X, g) to this model, for M = k+3 and k ranging between
3 and 7. The algorithm found the indicated partition, where
for larger values of k the results were more reliable if the
maintenance rate λm was smaller than the deterioration rate
λ1.
Prediction from only one past state fails in this model: From
Yn−1 = ℓ, both Yn = ℓ + 1 and Yn = ℓ− 1 are possible, for
ℓ ∈ {2, . . . , k − 1}. Thus, applying our sequential algorithm
to minimize ∆1P (X, g) did not produce meaningful results.
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