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self-consistency equation for the nearest-neighbors’ correlations
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We find an exact general solution to the three-dimensional (3D) Ising model via an exact self-
consistency equation for nearest-neighbors’ correlations. It is derived by means of an exact solution
to the recurrence equations for partial contractions of creation and annihilation operators for con-
strained spin bosons in a Holstein-Primakoff representation. In particular, we calculate analytically
the total irreducible self-energy, the order parameter, the correlation functions, and the joined occu-
pation probabilities of spin bosons. The developed regular microscopic quantum-field-theory method
has a potential for a full solution of a long-standing and still open problem of 3D critical phenomena.
Keywords: Ising model, Critical phenomena, Phase transition, Mesoscopic system.
I. THREE-DIMENSIONAL ISING MODEL IN A
HOLSTEIN-PRIMAKOFF REPRESENTATION
OF THE CONSTRAINED SPIN BOSONS
The three-dimensional (3D) problem of critical phe-
nomena in the continuous phase transitions remains one
of the major unsolved problems in theoretical physics. In
particular, an exact solution of a famous 3D Ising model
(or any other nontrivial 3D model) of a phase transition
was not found, despite almost a century of intensive ef-
fort. The Ising model was invented by W. Lenz in 1920.
Only the 1D [1] and 2D Ising models with zero [2] or non-
zero [3] external field were solved (see [4–6] and references
therein). The Ising model is, probably, the most studied
model in statistical physics of critical phenomena, since
(i) it is considered as a basis prototype of many-body
systems with short-range interactions showing nontrivial
critical behavior and (ii) it describes phase transitions
in several important systems, such as uniaxial antiferro-
magnets, simple fluids with liquid-vapor transition, mul-
ticomponent fluid mixtures, and micellar systems [4–7].
Recently, we found a microscopic theory of phase tran-
sitions in a critical region [8, 9], which is based on a
nonperturbative method of the recurrence equations for
partial operator contractions, and suggested to use it for
the solution of the 3D Ising model [9, 10].
The present paper is a detailed account of that solu-
tion, including the exact solutions (and their derivations)
for the partial two-operator contractions (Sec. II), the
total irreducible self-energy (Sec. III), the joined prob-
ability distributions of spin-bosons’ occupations (Sec.
IV), the order parameter and the correlation functions
(Sec. V) as well as the derivation of exact closed self-
consistency equation for the nearest-neighbors’ correla-
tions (Sec. VI) and general formula for the permanents
of a circulant matrix and its submatrices (Appendix).
A current Sec. I introduces a concept of the constrained
spin bosons [9, 10] which allows us to upgrade a Holstein-
Primakoff representation [11] to a rigorous theory on a
constrained many-body Hilbert space.
Of course, the presented results constitute only the
first, basis steps towards a full solution of the 3D Ising
model. A lot of further work is required for a computa-
tion of various statistical and thermodynamic quantities,
critical functions and exponents, etc. on the basis of the
proposed exact solution.
A beauty of the found exact solution is in its remark-
ably transparent, universal algebraic structure (see, for
example, Eqs. (30), (58), (68), (91), (93), (120) below).
It allows us to employ all power of algebra and matrix
calculus, including a famous MacMahon master theorem
on an inverse determinant, its novel generalization for
an inverse matrix (Eqs. (56), (65)), related multivari-
ate cumulant analysis, theory of circulant Toeplitz ma-
trices, etc., as well as the determinants, pfaffians, per-
manents (Eq. (130)) and block-matrix permanents (Eqs.
(66), (68)) of certain matrices. That canonical structure
clearly suggests its regular generalization for the exact
solution to other major models of phase transitions.
We consider a 3D cubic lattice of N interacting quan-
tized spins s = 12 with a period a in a box with vol-
ume L3 and periodic boundary conditions. However, the
method is valid for an arbitrary dimensionality of lat-
tice d = 1, 2, 3, .... The lattice sites are enumerated by
a position vector r. According to the Holstein-Primakoff
representation [11], worked out also by Schwinger [12],
each spin is a system of two spin bosons, which are con-
strained to have a fixed total occupation
nˆ0r + nˆr = 2s; nˆr = aˆ
†
raˆr, nˆ0r = aˆ
†
0raˆ0r. (1)
The aˆr and aˆ0r are the annihilation operators obeying the
Bose canonical commutation relations: [aˆr, aˆ
†
r′
] = δr,r′ ,
[aˆ0r, aˆ
†
0r′ ] = δr,r′ , and all (r)-operators commute with all
(0r′)-operators; δr,r′ is a Kronecker δ-function. A vector
spin operator Sˆr at a site r is given by its components:
Sˆxr =
aˆ†0raˆr + aˆ
†
raˆ0r
2
, Sˆyr =
aˆ†0raˆr − aˆ†raˆ0r
2i
, Sˆzr = s− aˆ†raˆr.
(2)
A proper reduction of a many-body Hilbert space en-
sures [8] that this system is isomorphic to a system of
2N spin-boson excitations, described by annihilation op-
erators βˆr at each site r and obeying the Bose canonical
commutation relations [βˆr, βˆ
†
r′
] = δr,r′ , if we cutoff them
by a step-function θ(2s − nˆr); θ(x) = 1 if x ≥ 0 and
θ(x) = 0 if x < 0. This isomorphism is valid on an en-
tire physically allowed Hilbert space and is achieved by
equating the annihilation operators βˆ
′
r
= βˆrθ(2s− nˆr) of
those constrained, true excitations to the cutoff Holstein-
Primakoff’s transition operators:
βˆ
′
r
= aˆ†0r(1 + 2s− nˆr)−1/2aˆrθ(2s− nˆr). (3)
Here and thereinafter we add a prime to a symbol of an
unconstrained quantity to denote its cutoff, constrained
counterpart. The vector components of spin operator are
Sˆxr =
1
2
(S−r + Sˆ
+
r ), Sˆ
y
r =
i
2
(S−r − Sˆ+r ), Sˆzr = s− nˆr, (4)
where spin raising and lowering operators are equal to
Sˆ+
r
=
√
2s− nˆrβˆ
′
r
, Sˆ−
r
= βˆ
′†
r
√
2s− nˆr; nˆr = βˆ
′†
r
βˆ
′
r
. (5)
The aforementioned isomorphism is not trivial since it
is not valid outside the constrained, physically allowed
Hilbert space and the commutation relations for the cre-
ation and annihilation operators of the true spin excita-
tions in Eqs. (3) are not canonical,
[βˆ
′
r
, βˆ
′†
r′
] = δr,r′(1− (2s+ 1)δnˆr,2s). (6)
A free Hamiltonian of a system of N spins in a lattice
H0 =
∑
r
εnˆr, nˆr = βˆ
†
rβˆr, ε = gµBBext, (7)
is determined by a Zeeman energy −gµBBextSˆz of a spin
in an external magnetic field Bext (which is assumed ho-
mogeneous and directed along the axis z) via a g-factor
and a Bohr magneton µB =
eh¯
2Mc . We intentionally define
the free Hamiltonian in Eq. (7) via the unconstrained
occupation operators nˆr = βˆ
†
r
βˆr on a full Fock space
generated by a set of creation operators {βˆ†r}, that is
on the extended many-body Hilbert space without any
θ(2s − nˆr) cutoff factors. That makes the free Hamilto-
nian purely quadratic which is necessary for a validity of
the standard diagram technique. The latter is crucial for
a derivation of the Dyson-type equations, like Eq. (13).
One is allowed to skip the θ(2s−nˆr) cutoff factors inH0 in
virtue of an equality βˆ†
r
βˆr = βˆ
′†
r
βˆ
′
r
, valid on the physical
many-body Hilbert space, and a fact that the occupation
operator nˆr = βˆ
†
r βˆr leaves that space invariant.
An interaction Hamiltonian of the Ising model
H ′ = −
∑
r
∑
r′ 6=r
Jr,r′ Sˆ
z
r Sˆ
z
r′ , (8)
in view of the isomorphism’s Eqs. (3)-(5), takes a form
H ′ = −
∑
r6=r′
Jr,r′ [s−θ(2s− nˆr)nˆr][s−θ(2s− nˆr′)nˆr′ ]. (9)
Here a coupling between spins is a symmetric function
Jr,r′ = Jr−r′ of a vector r − r′, connecting spins. For a
spin at a site r0 there are only the coordination number p
of the nonzero couplings Jr0,rl 6= 0 with the neighboring
spins at sites rl = r0+l; l = 1, ..., p. The result in Eq. (9)
generalizes the Holstein-Primakoff’s one [11] by including
the nonpolynomial operator θ(2s − nˆr)-cutoff functions,
which add a spin-constraint nonlinear interaction and are
crucially important in a critical region.
Since Holstein-Primakoff’s paper of 1940, there were
many previous attempts to convert it into a rigorous
and tractable microscopic theory of critical phenomena
in magnetic phase transitions, e.g., [13, 14]. No one was
successful. For example, a Dyson’s theory of spin waves
in a ferromagnet [15] is invalid in the critical region and
restricts an analysis to just a well-formed ordered phase.
Due to a lack of a proper mathematical apparatus, first of
all, the partial contraction of operators and diagram tech-
nique for the nonpolynomial averages, Dyson thought
that ”the Holstein-Primakoff formalism is thus essentially
nonlinear and unamenable to exact calculations”.
A total HamiltonianH = H0+H
′
defines, for any oper-
ator Aˆ, a Matsubara operator A˜τ = e
τHAˆe−τH evolving
in an imaginary time τ ∈ [0, 1T ] in a Heisenberg represen-
tation. A symbol T denotes a temperature. A symbol
A˜jτ stands for an operator itself A˜1τ = A˜τ at j = 1 and
a Matsubara-conjugated operator A˜2τ =
˜¯Aτ at j = 2.
The unconstrained and true Matsubara Green’s func-
tions for spin excitations are defined by a Tτ -ordering:
Gj2τ2r2j1τ1r1 = −〈Tτ β˜j1τ1r1 ˜¯βj2τ2r2〉, (10)
G
′j2τ2r2
j1τ1r1
= −〈Tτ β˜′j1τ1r1 ˜¯β′j2τ2r2 θˆ〉/Ps; Ps = 〈θˆ〉. (11)
Here an unconstrained thermal average over an equi-
librium statistical operator ρ = e−
H
T /Tr{e−HT } of spin-
boson excitations is denoted by angles as
〈. . .〉 ≡ Tr{. . . e−HT }/Tr{e−HT } (12)
and a true, constrained thermal average is denoted as
〈. . . θˆ〉/Ps. A normalization factor Ps = 〈θˆ〉 is equal to a
cumulative probability of all occupations of spin excita-
tions in the unconstrained Fock space to be within phys-
ically allowed intervals nr ∈ [0, 2s] for all lattice sites r;
θˆ =
∏
r
θ(2s− nˆr) is a product of all N cutoff factors.
In the Ising model there is no coherence, 〈βrτ 〉 = 0,
and the unconstrained Green’s functions obey the usual
Dyson equation with a total irreducible self-energy Σj2x2j1x1 ,
(Gj2x2j1x1) = (G
(0)j2x2
j1x1
) + Gˇ(0)[Σˇ[Gj2x2j1x1 ]]. (13)
Here the integral operators Σˇ or Gˇ(0), applied to any
function fjx of an index j and a four-dimensional coordi-
nate x = {τ, r}, stand for a convolution of that function
fjx over the variables j, τ, r with the total irreducible
3self-energy Σ or the free propagator G(0), respectively:
Kˇ[fjx] ≡
2∑
j′=1
∑
r′
∫ 1/T
0
Kj
′x′
jx fj′x′dτ
′ for Kˇ = Σˇ, Gˇ(0);
(14)
G
(0)j2x2
j1x1
= − δj1,j2δr1,r2
e(−1)
j1ε(τ2−τ1)
[ 1
eε/T − 1+θ[(−1)
j1(τ2−τ1)]
]
.
(15)
The total irreducible self-energy is defined by equation
〈Tτ [β˜j1x1 , H˜
′
τ1 ]
˜¯βj2x2〉 = (−1)j1
2∑
j=1
∫ 1
T
0
∑
r
Σjxj1x1G
j2x2
jx dτ.
(16)
We find an operator in the left hand side of Eq. (16) as
[β˜τ1r1 , H˜
′
τ1 ]
˜¯βτ2r2 =
∑
r6=r1
Jr,r1 β˜τ1r1f(n˜r1 , n˜r)
˜¯βτ2r2 (17)
and use a fact that for the Ising model in Eqs. (7)-(9) the
Matsubara occupation operator n˜τr = n˜r does not de-
pend on imaginary time τ . In the case of spins s = 12 , an
operator-valued function f consists of two components:
f(n˜r1 , n˜r) = f
(1) + f (2), f (1)(n˜r1) = δ1,n˜r1 − δ2,n˜r1 ,
f (2)(n˜r1 , n˜r) = 2(δ2,n˜r1 − δ1,n˜r1 )δ1,n˜r . (18)
The first one f (1)(n˜r1) depends only on one occupation
operator n˜r1 , while the second function f
(2)(n˜r1 , n˜r) de-
pends on two occupation operators n˜r1 and n˜r.
II. EXACT GENERAL SOLUTION TO THE
RECURRENCE EQUATIONS FOR THE
PARTIAL TWO-OPERATOR CONTRACTIONS
In order to calculate the nonpolynomial averages, like
the ones for the self-energy in Eq. (16) and the true
Green’s functions in Eq. (11), we employ the recurrence
equations for partial operator contractions, derived via
a nonpolynomial diagram technique in [8]. The point is
that the constrained, true Green’s functions do not obey
equations of a Dyson type due to a presence of the non-
polynomial functions θ(2s− nˆr) and a standard diagram
technique is not suited to deal with them. In particular,
we express the true Green’s functions in a form
G
′J2
J1
= −〈b˜J2J1 [θ˜τ1 θ˜τ2 ]〉/Ps, (19)
which includes a basis partial two-operator contraction
b˜J2J1 [f({n˜x′1 , n˜x′2})] ≡ Aτi1τi2Tτ{β˜cJ1 ˜¯β
c
J2f
c({n˜x′
1
, n˜x′
2
})}.
(20)
The latter is an operator-valued functional, evaluated
for an operator function f and defined as a sum of all pos-
sible partial connected contractions, denoted by super-
scripts ”c”. Let us consider a generic case of an arbitrary
operator function f({n˜x′1, n˜x′2}), which depends on two
sets {n˜τ ′
1
r′
1
}, {n˜τ ′
2
r′
2
} of spin-excitation occupation oper-
ators at lattice sites {r′
1
}, {r′
2
} and times τ ′1, τ ′2. An anti-
normal ordering Aτi1τi2 prescribes only positions of the
external operators β˜J1 and
˜¯βJ2 relative to the function
f({n˜x′
1
, n˜x′
2
}) and does not affect any other operators’
positions, set by Tτ -ordering. We use the short notations
for the combined indexes J = {jiri} and Jl = {jlilril}.
An index i = 1, 2 (or il) enumerates different times τi (or
τil) in the external operator β˜jτiri (or β˜jlτilril ).
The exact closed recurrence (difference) equations for
the basis partial operator contraction b˜J2J1 [f ] for an arbi-
trary function f({mJ′}) = f({n˜x′1 + 2s+ 1−mx′1 , n˜x′2 +
2s+1−mx′2}), where a set {mJ′} consists of two sets of
integers {mx′1} and {mx′2}, are derived in [8]:
b˜J2J1 [f ] = g
J′1
J1
∆mJ′
1
∆mJ′
2
b˜
J′2
J′1
[f ]gJ2J′2
− gJ′J1∆mJ′ fgJ2J′ − gJ2J1f.
(21)
Here a matrix gJ
′
J is the unconstrained Green’s func-
tion GJ
′
J for τi 6= τi′ and its limit at τi → τi′ −
(−1)j′ × 0 for equal times in accord with an anti-
normal ordering of operators β˜J ,
˜¯βJ′ . The latter is dic-
tated by the anti-normal ordering in the definition of
the basis contractions in Eq. (20). In Eq. (21), a
symbol ∆mJ′ means a partial difference operator [16–
18] (∆m1f(m1,m2) = f(m1 + 1,m2) − f(m1,m2) and
∆m2f(m1,m2) = f(m1,m2 + 1)−f(m1,m2)), and we as-
sume an Einstein’s summation over the repeated indexes
J ′, J ′1, J
′
2. The sums run over j
′ = 1, 2 and all different
arguments n˜x′
i′
of f for J ′ and similarly for J ′1, J
′
2.
A linear system (21) of the integral equations over the
spin positions’ variables and discrete (recurrence) equa-
tions over variables {mJ′} can be solved by well-known
methods [16–18], such as a Z-transform, a characteristic
function, or a direct recursion. The partial contraction
in Eq. (19) is given by those solutions at mJ′ = 2s+ 1.
For the Ising model, due to independence of n˜τr = n˜r
on τ , it is enough to consider the aforementioned limit of
equal times and, hence, to use only the reduced combined
indexes I = {j, r} and I ′ = {j′, r′}, that is to skip the
indexes i, i′ of times τi, τi′ . The corresponding 2N × 2N -
matrices, say b˜j
′
r
′
jr , consist of pairs of rows and columns.
Each pair is enumerated by the site-position index r or
r
′, while the creation-annihilation index j = 1, 2 or j′ =
1, 2 enumerates two rows or two columns in each pair,
respectively. We find the most powerful, and convenient
for further applications, general solution of recurrence
equations (21) in a form of an inverse 2N × 2N -matrix,
b˜[f ] = −Z(Z + g)−1g[f ] ≡ −(1 + gZ−1)−1g[f ]. (22)
It can be applied to an arbitrary function-argument f .
One can prove the solution (22) by direct substitution in
Eq. (21). By definition, a matrix Z acts on f as operator
and has nonzero elements only at its main diagonal:
Z = diag{ZII } ≡ {
δr,r′δj,j′
1−Dr }, Z
I
I = Zr ≡
1
1−Dr . (23)
4Those elements do not depend on the creation-
annihilation index j, but only on the site-position index
r, and are equal to inverse operators (1−Dr)−1, where a
lowering operator Dr decreases an argument n˜r of func-
tion f by unity and leaves all other arguments n˜r′ intact,
Dr[f({n˜r′})] = f(n˜r − 1, {n˜r′ , r′ 6= r}). (24)
An inverse matrix operator (1 −D)−1 can be found via
a geometrical progression over the raising operators dr =
D−1r , dr[f({n˜r′})] = f(n˜r + 1, {n˜r′ , r′ 6= r}), as follows
(1−D)−1 = −d(1 + d+ d2 + ...), d ≡ D−1, (25)
if that sum converges for a given function f({n˜r}).
Especially important and simple is a particular case
when the function-argument f({n˜rk}) depends only on
a finite number m of occupation operators n˜rk at lattice
sites rk, k = 1, 2, ...,m. Then, for all other lattice sites
r
′ 6= rk one has a trivial operator Dr′ ≡ 1, so that the
corresponding factors gZ−1
r′
in Eq. (22) vanish, Z−1
r′
≡
1−Dr′ = 0, leaving only a trivial unity diagonal
( 1
1 + gZ−1
)j′′r′′
j′r′
= δj′,j′′δr′,r′′ for r
′, r′′ 6= rk, k = 1, ...,m,
(26)
in the matrix (1 + gZ−1)−1 in Eq. (22). In this case
the matrix Z(Z + g)−1 ≡ (1 + gZ−1)−1 in the general
solution (22) should be treated as a 2m × 2m-block for
the lattice sites rk, k = 1, 2, ...,m, and as a unity matrix
for all other sites. The geometrical progression expansion
(25) should be used only for that 2m× 2m-block.
III. EXACT SOLUTION FOR THE TOTAL
IRREDUCIBLE SELF-ENERGY
We consider a homogeneous phase, when the Green’s
function Gj2τ2r2j1τ1r1 depends on r1 and r2 only via r2 − r1.
So, it is a Toeplitz matrix with respect to indexes r1, r2.
The exact total irreducible self-energy has a form
ΣJJ0 = −δ(τ − τ0)
p∑
l=1
∑
I′
Jr0,rl b¯
I′
I0 [f(n˜r0 , n˜rl)](g
−1)II′ ,
(27)
that follows from Eqs. (16)-(18) and contains an av-
eraged two-operator contraction b¯I
′
I0
[f ] = 〈b˜I′I0 [f ]〉. The
latter can be calculated by means of the exact solution
in Eq. (22). A product of the equal-time anti-normally
ordered correlation matrix g from that solution and its
inverse matrix (g−1)II′ in Eq. (27) makes unity, and we
get a remarkably simple, exact solution for the self-energy
ΣJJ0 = δ(τ − τ0)
p∑
l=1
Jr0,rl〈Z
1
Z + g
[f(n˜r0 , n˜rl)]〉II0 . (28)
According to Eq. (18), the function f in Eqs. (27),
(28) has two components, f(n˜r0 , n˜rl) = f
(1)(n˜r0) +
f (2)(n˜r0 , n˜rl). Following the argument in Eq. (26), we
conclude that they contribute to the self-energy matrix
with the 2 × 2- and 4 × 4-blocks, respectively. Hence,
the self-energy matrix is a diagonal, 2(p + 1)-banded in
indexes I0 = {j0, r0} and I = {j, r}, matrix
ΣJJ0 = δ(τ − τ0)
p∑
l=1
Jr0,rlΣ¯
I
I0(l), rl = r0 + l, (29)
in which, for a given site r0 in a lattice, each 4× 4-block
(Σ¯II0 )(l) =
(ρ1
S
+
ρ0
S2
)
⊗ E (30)
−2ρ1,1q−1 − 2
[
ρ0,1q
−1E1q
−1 + ρ1,0q
−1E2q
−1
]
+2ρ0,0
[
q−1E1q
−1E2q
−1 + q−1E2q
−1E1q
−1
]
originates from correlations with nearest spin-neighbor
l = 1, ..., p, has nonzero elements only for the correspond-
ing pair of the nearest-neighbors’ positions r = r0, r0+ l,
and contains only a related correlation 4× 4-matrix
qI
′
I (l) ≡ gj
′
R
′
jR = −〈AβˆjRβˆ†j′R′〉, q(l) =
(S | C
C†| S
)
. (31)
The q = q† is hermitian, the R and R′ run over two val-
ues {r0, rl}, Ameans anti-normal ordering, 2×2-matrices
gj
′
j (l) = g
j′rl
jr0
of basis auto- and cross-correlations are de-
noted as g(0) = S = S† and g(l 6= 0) = C(l), respectively.
In Eq. (30), ⊗ means a tensor product of 2× 2-matrices,
the 4× 4-matrices E1, E2 are defined as block matrices:
E1 =
(E|0
0|0
)
, E2 =
(
0|0
0|E
)
, (32)
where the E and 0 are the unity and zero 2× 2-matrices.
This result is obtained from Eq. (28) by means of the
geometrical-progression expansion (25) and the fact that
only the following, very few lower-order combinations of
operators Zr0 and Zrl , Eqs. (23)-(25), produce nonzero
averages from the functions f (1) and f (2) in Eq. (18):
〈Zr0 [f (1)(n˜r0)]〉 = ρ1, 〈Z2r0 [f (1)(n˜r0)]〉 = −ρ0, (33)
〈Zr0 [f (2)(n˜r0 , n˜rl)]〉 = −2ρ1,1, 〈Z2r0 [f (2)]〉 = 2ρ0,1, (34)
〈Zrl [f (2)(n˜r0 , n˜rl)]〉 = 2(ρ1,0 − ρ2,0),
〈Zr0Zrl [f (2)(n˜r0 , n˜rl)]〉 = 2ρ1,0, 〈Z2r0Zrl [f (2)]〉 = 2ρ0,0.
These equations and self-energy 4× 4-blocks in Eq. (30)
contain the non-cutoff probabilities ρnr0 = 〈δn˜r0 ,nr0 〉 and
5ρnr0 ,nrl = 〈δn˜r0 ,nr0 δn˜rl ,nrl 〉 for the spin bosons at sites r0
and rl to acquire the nr0 and nrl quanta of excitations.
All terms in Eq. (30) come from the corresponding to
Eqs. (33), (34) terms in a Taylor expansion of the matrix
Z 1Z+g [f ] in Eq. (28) over variables Zr0 and Zrl . They
were calculated by means of the well-known formulas for
partial derivatives of a matrix, inverse to B = Z + g:
∂B−1
∂Zr0
= − 1
B
∂B
∂Zr0
1
B
,
∂B−1
∂Zrl
= − 1
B
∂B
∂Zrl
1
B
, (35)
∂2B−1
∂Zr0∂Zrl
=
1
B
∂B
∂Zr0
1
B
∂B
∂Zrl
1
B
+
1
B
∂B
∂Zrl
1
B
∂B
∂Zr0
1
B
.
The first term in the self-energy (30) originates from the
component f (1) in the commutator (17), while all the rest
terms - from the component f (2) (see Eq. (18)).
In general, the correlation 4 × 4-matrix q(l) and the
joined probabilities of spin bosons’ occupations ρnr0 ,nrl
in the right hand side of Eq. (30) for the self-energy 4×4-
blocks Σ¯(l) depend on a particular position of the nearest
neighbor l = rl− r0, although, for a sake of brevity, that
dependence is not shown explicitly.
The self-energy in Eqs. (29), (30) can be rewritten
explicitly in terms of the introduced in Eq. (31) 2 × 2-
matrices of basis auto- and cross-correlations as follows
ΣJJ0 = δ(τ − τ0)
p∑
l=0
δr,rlΣ
jrl
j0r0
(l), rl = r0 + l, (36)
where the 2×2-matrix blocks Σ(l) = (Σjrlj0r0(l)), of course,
are different from 4× 4-blocks Σ¯II0(l) in Eqs. (29), (30):
Σ(0) =
p∑
l=1
Jr0,rl [ρ1S
−1+ρ0S
−2−2ρ1,1K−2ρ0,1K2 (37)
−2ρ1,0KCS−2C†K+2ρ0,0K(KCS−2C†+CS−2C†K)K],
Σ(l 6= 0) = 2Jr0,rl [(ρ1,1+ ρ0,1K + ρ0,0KC
1
S2
C†K)KC
1
S
(38)
+(ρ1,0−ρ0,0K)KC 1
S2
(1+C†KC
1
S
)]; K =
1
S − CS−1C† .
The latter result coincides with Eqs. (92)-(93) of [9] and
(15)-(16) of [10], if one nullifies the cross-correlation ma-
trix C in all terms, which include the single-site proba-
bilities ρ0 and ρ1. That was obviously implied (but was
miswritten) in [9, 10], since calculations of both f (1)- and
f (2)-contributions were made by direct recursion of Eq.
(21) via a common 4×4-block, so that the result for f (1)-
contribution should be further reduced to 2× 2-block, in
accord with Eq. (26), by nullifying the cross-correlation
C. So, the calculations in the present paper and in [9, 10]
provide a cross-check that fully confirms the result.
For the exact solution of the Ising model, it is crucial to
get that exact result for the total irreducible self-energy,
which allows one to go beyond standard second-order or
ladder approximations. A canonical algebraic structure
of the exact result in Eqs. (29), (30) clearly suggests its
regular generalization for the exact solution to various
other models of phase transitions.
IV. JOINED UNCONSTRAINED STATISTICS
OF THE SPIN-BOSONS’ OCCUPATIONS
The next step is analysis of a joined non-cutoff distri-
bution of spin-bosons’ occupations at all N lattice sites
ρ{nr} ≡ 〈
∏
r=r1,...,rN
δn˜r,nr〉. (39)
Actually, for an exact solution of 3D Ising model we need
to calculate its particular values for a joined probability
ρ1{m} ≡ ρ{nr=1:r=r1,...,rm; nr′=0:r′ 6=r1,...,rm} = 〈fm〉,
(40)
fm =
∏
r=rk,k=1,...,m
δn˜r,1
∏
r′ 6=rk,k=1,...,m
δn˜
r′
,0, (41)
to have unity occupations nrk = 1 for m spin bosons
at a subset of sites {m} = {rk, k = 1, ...,m} and zero
occupations for all other N −m spin bosons in the lat-
tice, since the latter probability (40) determines the true
joined statistics of spin-bosons’ occupations and the true
correlation functions, which we calculate in Sec. V.
Also, for Eq. (30), we need a similar joined uncon-
strained distribution of spin-bosons’ occupations at only
a subset of lattice sites {M} = {rk, k = 1, ...,M},
ρ
{M}
{nr}
≡ 〈
∏
r=r1,...,rM
δn˜r,nr〉, M ≤ N, (42)
which admits arbitrary occupations nr′ = 0, 1, 2, ...,∞,
r
′ 6= r1, ..., rM, at all other N −M lattice sites, i.e., it is
non-cutoff averaged over the latter occupations. Again,
we need its particular values for a joined probability
ρ
{M}
1{m} ≡ ρ
{M}
{nr=1:r=r1,...,rm; nr′=0:r
′=rm+1,...,rM}
= 〈f{M}m 〉,
(43)
f{M}m =
∏
r=r1,...,rm
δn˜r,1
∏
r′=rm+1,...,rM
δn˜
r′
,0, m ≤M ≤ N,
(44)
to have unity occupations nrk = 1 for m spin bosons
at a subset of sites {m} = {rk, k = 1, ...,m} ⊆ {M},
zero occupations for M −m spin bosons at a subset of
sites {M} \ {m} = {rk, k = m + 1, ...,M} ⊆ {M}, and
arbitrary occupations for all other N −M spin bosons.
We employ the corresponding characteristic functions
ΘN({ur}) = 〈exp
(
i
∑
r=r1,...,rN
urn˜r
)
〉, (45)
6Θ
{M}
N ({ur}) = 〈exp
(
i
∑
r=r1,...,rM
urn˜r
)
〉, (46)
the derivatives of which yield those joined distributions:
ρ{nr} =
∏
r=r1,...,rN
( 1
nr!
∂nr
∂znrr
)
ΘN
∣∣∣
{zr=0}
, zr = e
iur ,
(47)
ρ
{M}
{nr}
=
∏
r=r1,...,rM
( 1
nr!
∂nr
∂znrr
)
Θ
{M}
N
∣∣∣
{zr=0}
. (48)
We find the characteristic function ΘN from a system of
obvious equations
zr
∂ΘN
∂zr
= −ΘN + 1
zr
〈b˜1r1r[ei
∑
r′
u
r′
n˜
r′ ]〉, r = r1, ..., rN,
(49)
which include an average value 〈b˜1r1r[f ]〉 of the partial two-
operator contraction, taken for the operator function f =
ei
∑
r′
u
r′
n˜
r′ . The general solution in Eq. (22) yields
〈b˜1r1r[ei
∑
r′
u
r′
n˜
r′ ]〉 = −((1 + gZ−1Θ )−1g)1r1rΘN , (50)
where a diagonal matrix ZΘ is not the operator matrix
in Eq. (23) anymore, but a function of the variables
{zr = eiur} of the characteristic function:
ZΘ = diag{(ZΘ)II}, (ZΘ)I
′
I =
zrδr,r′
zr − 1 δj,j
′ . (51)
Given a N -dimensional gradient by Eqs. (49), we
solve that system of the first order partial differen-
tial equations for the lnΘN by explicit integration be-
tween points Pi−1 = {zr1 , ..., zri−1 , 1, ..., 1} and Pi =
{zr1 , ..., zri , 1, ..., 1} along each axis zri ,
lnΘN = −
N∑
i=1
∫ Pi
Pi−1
[
1 +
((1 + gZ ′−1Θ )
−1
g)1ri1ri
z′ri
]dz′
ri
z′ri
.
(52)
A representation of a diagonal element of inverse ma-
trix (g+ZΘ)
−1 via partial derivative of the determinant
det(g + ZΘ) with respect to variable ZΘr = zr/(zr − 1),
((g + ZΘ)
−1)1r1r =
1
2det(g + ZΘ)
∂det(g + ZΘ)
∂ZΘr
, (53)
helps to calculate the integral analytically, and we find
ΘN ({ur}) = 1√
det(g + ZΘ)
∏
r=r1,...,rN
1
1− zr
=
1√
detg
1√
det(1− (1 + g−1)z) , z
I′
I = zrδr,r′δj,j′ .
(54)
Here the diagonal matrices ZΘ and z are related as
ZΘ = z/(z − 1). Finally, we checked that Eq. (54) is
a correct solution for the characteristic function by its
direct substitution into Eq. (49) and proving that the
equation is exactly satisfied. Of course, the obtained
solution in Eq. (54) is normalized to unity at a point
{ur = 0}, ΘN({ur = 0}) = 1, as it should be for a char-
acteristic function of any distribution.
The probability of unity occupations form spin bosons
and zero occupations for all other spin bosons, Eq. (40),
is set by differentiation of that characteristic function:
ρ1{m} =
∂mΘN
∂zr1 ...∂zrm
∣∣∣
{zr=0}
. (55)
It is a coefficients in front of multilinear term zr1 ...zrm
in a Taylor expansion of the characteristic function ΘN
over the variables {zr} at the zero point {zr = 0}.
One way to evaluate that Taylor expansion is to employ
a well-known MacMahon master theorem [19], that yields
a Taylor expansion of a function, inversely proportional
to a determinant of matrix 1−Ax, over variables {xi},
1
det(1−Ax) =
∑
s1,...,sN
per(s1,...,sN )A xs11 ...x
sN
N , (56)
where si ≥ 0 is a non-negative integer (i = 1, ..., N),
x = diag{x1, ..., xN} a diagonal matrix, A a N × N -
matrix, and per(s1,...,sN)A a generalized permanent of
matrix A. For the required by Eq. (55) multilinear terms
with a subset of unity integers {si = 1; i = 1, ...,m} and
the rest of integers being equal zero, the corresponding
permanents are reduced to the standard permanents,
per({si=1;i=1,...,m},{sj=0;j=m+1,...,N})A
= perA{m} =
∑
σ
m∏
i=1
A
σ(i)
i , (57)
which are defined by the same sum of the products of
elements of the corresponding m × m-matrix A{m} as
the one in detA{m} =
∑
σ sgn(σ)
∏m
i=1A
σ(i)
i with all sign
factors sgn(σ) replaced by +1, i.e., the signatures sgn(σ)
of the permutations σ of (1, ...,m) are not taken into
account. Then, in order to get the derivatives in Eq.
(55), one may compute a multilinear expansion of the
characteristic function in Eq. (54) by taking into ac-
count (i) an additional to MacMahon master Eq. (56)
square-root function via the corresponding Bell polyno-
mials of that Faa´ di Bruno’s formula and (ii) an equality
of the variables z1r1r = z
2r
2r = zr in two adjacent columns
with the same site-index r. Especially simple is a case
of vanishing anomalous correlations, g2r
′
1r = 0 for ∀r, r′,
and non-zero normal correlations g1r
′
1r = g
2r′
2r , which are
real-valued in the homogeneous phases, when the matrix
gj
′
r
′
jr is a circulant Toeplitz matrix in indexes r, r
′ and
the arbitrary phases of spin-bosons’ annihilation oper-
ators βˆr are calibrated properly. In this case, one has
7det[g + ZΘ] = [det[(g + ZΘ)
1r′
1r ]]
2 and Eqs. (54)-(130)
yield
ΘN =
1
det[g1 − (1 + g1)z1] , g1 ≡ (g
1r′
1r ), z1 ≡ (zrδr,r′),
(58)
ρ1{m} =
perA
(1)
{m}
detg1
; A
(1)
{m} ≡ [(1+g−11 )r
′
r
], r, r′ = r1, ..., rm.
Here the elements of the N×N -matrices g1 and z1 as well
as m×m-matrix (1 + g−11 ){m} are labeled solely by the
site-indexes r, r′. The effect of normal cross-correlations
g1r
′
1r 6= 0 between spin bosons at different lattice sites
on their joined unconstrained statistics, described by Eq.
(58), remains highly nontrivial even in that case of van-
ishing anomalous correlations g2r
′
1r = 0 for ∀r, r′.
A related technique could be based on a well-known in
algebra notion of a pfaffian of a 2N × 2N -matrix, which
is equal to a square root of the matrix’s determinant,
say, pf(g + ZΘ) =
√
det(g + ZΘ) for the matrix g + ZΘ
in Eq. (54). However, the method of pfaffians implies
the skew-symmetric matrices (see, for example, [27–29]
and references therein), that is only a special case of the
hermitian correlation matrix g, corresponding to the pure
imaginary off-diagonal elements.
Another way to evaluate the Taylor expansion of the
characteristic function ΘN , related to Eq. (55), is to fol-
low a more canonical, cumulant analysis. Namely, one
starts with evaluation of the Taylor expansion of the log-
arithm of characteristic function, for example,
lnΘN =
∑
{ri,i=i1,...,im}
∑
si1 ,...,sim
κ′{si,i=i1,...,im}
si1 !...sim !
z
si1
ri1
...z
sim
rim
,
(59)
which is the most suitable for computing the unity-
occupation probabilities in Eq. (55), and then uses an ex-
ponential formula, or a polymer expansion, with the Bell
polynomials, corresponding to that particular case of the
Faa´ di Bruno’s formula, to compute the unity-occupation
probabilities, moments, and other characteristics of the
joined occupation statistics. Note that the expansion in
Eq. (59) is different from a standard cumulant expansion
lnΘN =
∑
{ri,i=i1,...,im}
∑
si1 ,...,sim
κ{si}
∏
i=i1,...,im
(iuri)
si
si!
,
(60)
which is more directly related to the moments of distri-
bution, and from the generating-cumulant expansion
lnΘN =
∑
{ri,i=i1,...,im}
∑
si1 ,...,sim
κ˜{si}
∏
i=i1,...,im
(zri − 1)si
si!
,
(61)
which is the most powerful in accounting for a discrete-
ness of stochastic variables and was introduced in [20].
A set of non-negative integers {si} specifies the quasi-
cumulants κ′{si}, the cumulants κ{si}, and the generating
cumulants κ˜{si} in Eqs. (59), (60), and (61), respectively;
κ′{si=0} = ln ρ
{N}
0 ≡ ln〈f0〉, κ{si=0} = 0, κ˜{si=0} = 0. In
the case of one variable, the cumulants and generating
cumulants are related by a Stirling transformation [20]
κ˜m =
m∑
r=1
S(r)m κr; κr =
r∑
m=1
σ(m)r κ˜m, (62)
where S
(r)
m and σ
(m)
r are the Stirling numbers of the first
and second kinds, respectively. In the case of a joined
distribution, a similar relation should be based on a mul-
tivariate generalization of the Stirling transformation.
Here we analytically compute the quasi-cumulants
κ′{m} and the generating cumulants κ˜{m} for any com-
binations of unity integers sr = 1 at r ∈ {m} =
{ri1 , ..., rim} and zero integers sr′ = 0 at the rest r′ =
rim+1 , ..., riN , which correspond to the multilinear terms
in the Taylor expansions (59), (61) and are the only
ones, contributing to unity-occupation probabilities in
Eq. (55). We use Eqs. (49), (50), written in the form
∂ lnΘN
∂zr
= − 1
zr
+
1
zr
( 1
1− (1 + g−1)z
)1r
1r
. (63)
In order to evaluate it, we derived a general theorem (its
proof will be published elsewhere) that yields a Taylor ex-
pansion of a diagonal element of an inverse N×N -matrix
(1−Ax)−1, similar to the MacMahon master theorem in
Eq. (56). Namely, for k ∈ {i1, ..., im} we find
∂((1−Ax)−1)kk
∂xi1
∣∣∣
{xi=0,i=1,...,N}
= Akk, m = 1, (64)
∂m((1 −Ax)−1)kk
∂xi1 ...∂xim
∣∣∣
{xi=0}
= per[A{m}−diagA{m}],m ≥ 2,
(65)
where a subscript {m} in A{m} means that (Ai′{m}i) is
a m × m-matrix block with rows and columns i, i′ =
i1, ..., im, related to the derivatives; diagA{m} = (A
i
iδi,i′).
The derivatives in Eqs. (64)-(65) are zero if k 6= i1, ..., im.
Moreover, we generalize that theorem to the case,
when the matrices A and x are replaced by the N ×N -
matrices A′ = (A′
r
′
r
) and z′ = (z′
r
′
r
) (over the site-
indexes r, r′), whose elements themselves are the 2 × 2-
matrices A′
r
′
r = (A
j′r′
jr ) and z
′r
′
r = (zrδr,r′δj,j′) over
the creation/annihilation-operator indexes j = 1, 2 and
j′ = 1, 2. This is necessary, because a structure of the
matrices 1+g−1 and z in Eq. (63) is exactly of that kind.
For this case, we introduce a block-matrix permanent
perr1(A−diagrA) ≡ Tr1perA¯ =
∑
σ(1,...,N)
Tr1
∏
i=1,...,N
A¯
rσ(i)
ri
(66)
=
∑
σ(2,...,N)
∑
jσ(2),...,jσ(N)
A¯
jσ(2)rσ(2)
jr1
A¯
jσ(3)rσ(3)
jσ(2)rσ(2)
...A¯j
′
r1
jσ(N)rσ(N
8of the 2N × 2N -matrix A¯ = A − diagrA, that differs
from A by a subtracted block-diagonal part diagrA =
(Aj
′
r
jr δr,r′). It is defined via a permanent action, similar
to the one of the standard permanent in Eq. (130), but
with respect only to the indexes r, r′, without involve-
ment of the other tensor indexes j, j′. The block-matrix
permanent is a sum of all standard products of the N
2 × 2-matrices A¯r′r . Each product begins with a 2 × 2-
matrix A¯
rσ(2)
r1 from the r1-row of matrix A¯ and is ordered
in such a way that immediately to the right of any 2× 2-
matrix A¯
rσ(i)
r with a column-index rσ(i) is located a 2×2-
matrix A¯r
′
rσ(i)
with an equal row-index rσ(i). Such index
configuration reminds a standard Einstein’s notation for
an implicit summation, but with summation only over
the index jσ(i) = 1, 2, without summation over the index
rσ(i). This order, denoted by a symbol Tr1 in Eq. (66), is
possible and unique due to the definition of the standard
permanent. In a result, we find a universal formula for
the multilinear quasi-cumulants
κ′
ri1
=
1
2
Trj(A
j′ri1
jri1
) = 1 + (g−1)
1ri1
1ri1
if m = 1, (67)
κ′{m} =
1
2
Trjperri1 (A{m} − diagrA{m}) if m ≥ 2, (68)
where A = 1+ g−1, a subscript {m} in A{m} means that
(Aj
′
r
′
{m}jr) is a 2m× 2m-matrix block, corresponding to a
chosen subset of sites r, r′ ∈ {ri1 , ..., rim}, diagrA{m} =
(Aj
′
r
′
{m}jrδr,r′) is a diagonal part of A{m} over indexes r, r
′,
and Trj denotes a trace of a subsequent matrix over the
creation-annihilation indexes j = 1, 2 and j′ = 1, 2.
The universal analytical result for the multilinear
quasi-cumulants in Eqs. (67), (68) allows one to com-
pute the unity-occupation probabilities in Eq. (55) by
means of the exponential formula. In particular, these
joined unconstrained distributions for unity occupations
of spin bosons at one, two, or three sites are
ρ1r1 = κ
′
r1
/
√
detg = [1 + (g−1)1r11r1 ]/
√
detg, (69)
ρ1r1r2 = (κ
′
r1
κ′
r2
+ κ′
r1r2
)/
√
detg, (70)
ρ1r1r2r3 (71)
=
κ′
r1
κ′
r2
κ′
r3
+ κ′
r1
κ′
r2r3
+ κ′
r2
κ′
r1r3
+ κ′
r3
κ′
r1r2
+ κ′
r1r2r3√
detg
.
The presented analysis of the multilinear quasi-
cumulants κ′{m} can be fully transfered to a similar anal-
ysis of the multilinear generating cumulants κ˜{m}, if one
uses the expansion in Eq. (61) over (zri − 1) instead
of the expansion in Eq. (59) over zri and the following
representation of the characteristic function
ΘN({ur}) = 1√
det[1− A˜(z − 1)]
, A˜ = −(1+g), (72)
instead of the one in Eq. (54). In this way, an exact result
for the multilinear generating cumulants immediately fol-
lows from Eqs. (67), (68) by means of replacement of the
matrix A by the matrix A˜ = −(1 + g), that is
κ˜ri1 =
1
2
Trj(A˜
j′ri1
jri1
) = −1− g1ri11ri1 if m = 1, (73)
κ˜{m} =
1
2
Trjperri1 (A˜{m}−diagrA˜{m}) if m ≥ 2. (74)
For the joined unconstrained, non-cutoff distribution of
the spin-bosons’ occupations at only a subset of lattice
sites {M} = {rk, k = 1, ...,M},M ≤ N , defined in Eq.
(42), we follow an analogy with derivation of Eq. (54) and
repeat the steps in Eqs. (49)-(54), restricting, in accord
with the argument in Eq. (26), the general solution for
the partial operator contraction in Eq. (22) by the only
relevant quasi-diagonal 2M × 2M -block for the subset
of sites {M} = {rk, k = 1, ...,M}, the corresponding
quasi-diagonal 2M × 2M -block g{M} of the correlation
2N × 2N -matrix g, and the 2M × 2M -block
Z
{M}
Θ = diag{(ZΘ)II ; r = r1, ..., rM; j = 1, 2} ≡
z{M}
z{M} − 1
(75)
of the diagonal matrix ZΘ in Eq. (51). The result
Θ
{M}
N ({ur}) =
1√
det(g{M} + Z
{M}
Θ )
rM∏
r=r1
1
1− zr
=
1√
detg{M}
1√
det(1− (1 + g−1{M})z{M})
(76)
is similar to Eq. (54). Obviously, its differentiation,
ρ
{M}
1{m} =
∂mΘ
{M}
N
∂zr1 ...∂zrm
∣∣∣
{zr=0}
, (77)
yields the corresponding, similar to Eq. (55), uncon-
strained probabilities for spin bosons to have unity oc-
cupations at subset of lattice sites {m} = {ri, i = 1, ...,
m},m ≤ M ≤ N , zero occupations at subset of lattice
sites {M} \ {m} = {rk, k = m+ 1, ...,M}, and arbitrary
occupations, nr′ = 0, 1, 2, ...,∞, at the rest N −M sites.
The analysis and corresponding results for these prob-
abilities ρ
{M}
1{m} and related quasi-cumulants κ
′{M}
{m} and
generating cumulants κ˜
{M}
{m} are exactly the same as the
ones, presented above in Eqs. (55)-(74), if one replaces
the 2N × 2N equal-time anti-normally ordered correla-
tion matrix g by its 2M×2M -version g{M}, restricted to
the subset of sites {M}. We do not repeat them here.
The derived characteristic functions in Eqs. (54) and
(76) immediately yield the probability for all N or for a
9subset {M} = {rk, k = 1, ...,M},M ≤ N , of spin bosons
to have zero occupations as the value Θ
{M}
N |{zr=0}:
ρ
{N}
0 ≡ 〈f0〉 =
1√
detg
, ρ
{M}
0 ≡ 〈f{M}0 〉 =
1√
detg{M}
.
(78)
Finally, we present the explicit formulas for the charac-
teristic functions of the joined non-cutoff probability dis-
tributions in the most interesting cases of the single-site
(M = 1) and two-sites (M = 2) subsets of spin bosons:
Θ
{1}
N (ur) =
ρ0√
det(1− (1 + S−1)z{1})
, (79)
Θ
{2}
N (ur1 , ur2) =
ρ0,0√
det(1 − (1 + q−1)z{2})
. (80)
For the corresponding probabilities of zero occupations
we have the following compact results in terms of the
determinants of the auto- and cross-correlation matrices,
defined in Eq. (31),
ρ0 ≡ ρ{1}0 = 1/
√
detS, ρ0,0 ≡ ρ{2}0 = 1/
√
detq. (81)
For the single-site probability one has M = 1 and 2× 2-
matrix g{1} = S, Eq. (31), so that Eqs. (77), (79) yield
ρ1 ≡ ρ{1}1{1} = ρ0
[
1 + (S−1)1r1r
]
≡ ρ0
[
1 +
g1r1r
detS
]
. (82)
For the two-sites probabilities one has M = 2 and 4× 4-
matrix g{2} = q (where hereinafter a matrix q
j′R′
jR is de-
fined similar to Eq. (31) with the R and R′ running over
arbitrary two sites {r1, r2}, not necessarily neighboring
sites), and Eqs. (77), (80), in accord with Eq. (70), yield
ρ1,0 ≡ ρ{2}1{1} = ρ0,0
[
1 + (q−1)1r11r1
]
≡ ρ0,0
[
1 +
det[q]1r11r1
detq
]
,
(83)
ρ0,1 ≡ ρ{2}1{1} = ρ0,0
[
1 + (q−1)1r21r2
]
≡ ρ0,0
[
1 +
det[q]1r21r2
detq
]
,
(84)
ρ1,1 ≡ ρ{2}1{2} = ρ0,0
{[
1 + (q−1)1r11r1
][
1 + (q−1)1r21r2
]
+ (q−1)1r21r1(q
−1)1r11r2 + (q
−1)2r21r1(q
−1)1r12r2
}
, (85)
where [q]I
′
I stands for a II
′-submatrix, i.e., matrix q with
I-th row and I ′-th column deleted. Together with the
probabilities ρ0 ≡ ρ{1}0 and ρ0,0 ≡ ρ{2}0 of zero relevant
occupations, given in Eq. (81), these results yield the
probabilities, requested by self-energy Eqs. (29), (30).
Note that the formulas for the characteristic functions
(108) and (130) in [9] as well as their copies (18) and (24)
in [10] contained misprints and, together with the follow-
ing from them formulas for corresponding two-sites prob-
abilities ρn1,n2 , should be replaced by the present correct
Eqs. (76), (80)-(85) for probabilities ρn1,n2 . Those for-
mulas served only as illustrations and were not important
for the main subject of papers [9, 10] - a general method
of solution for 3D Ising model.
In fact, the full non-cutoff distributions of spin-boson
occupations, neither single-site nor joined, are not explic-
itly required for the solution of 3D Ising model. Never-
theless, in order to illustrate the technique of recurrence
equations (21) for partial operator contractions, we out-
line a full single-site non-cutoff distribution of spin-boson
occupations. It can be expressed via a Jacobi polynomial
P
(α,β)
n or a hypergeometric function, i.e., a generalized
hypergeometric series F (a, b; c; z) =
∑∞
k=0
(a)k(b)kz
k
(c)kk!
, as
ρn =
ρ0
ζn1
P
(0,−n− 12 )
n (
2ζ1
ζ2
− 1) = ρ0
ζn2
F (−n, 1
2
; 1; 1− ζ2
ζ1
),
(86)
where ζ1,2 =
g1r1r∓|g
2r
1r |
1+g1r
1r
∓|g2r
1r
|
. We apply Eq. (21) to the two-
operator contraction b˜1r1r[δn˜r−1,n], which is related to the
single-site non-cutoff distribution by an equation
ρn ≡ 〈δn˜r,n〉 =
〈b˜1r1r[δn˜r−1,n]〉
n+ 1
, n = 0, 1, 2, . . . . (87)
The result is the following recurrence equation for ρn:
ρn+2− 2n+ 3
n+ 2
[1+(S−1)1r1r]ρn+1+
n+ 1
n+ 2
det(1+
1
S
)ρn = 0.
(88)
It is of a Jacobi polynomial’s type, and we immediately
get the result in Eq. (86).
Thus, we obtain an exact analytical solution in Eqs.
(54) and (76) for the joined unconstrained statistics of
spin-bosons’ occupations. It has a universal structure
in terms of the equal-time anti-normally ordered correla-
tion matrix g and related determinants, that allows one
to use the powerful methods of matrix algebra for its ex-
plicit analysis and calculation. In particular, we employ
a well-known MacMahon master theorem [19] on the in-
verse determinant in Eq. (56), a similar theorem on the
inverse matrix in Eqs. (64)-(65), the permanents in Eq.
(130), and the block-matrix permanents in Eq. (66) to
compute analytically the quasi-cumulants in Eqs. (67)-
(68), the generating cumulants in Eqs. (73)-(74), and
the joined probabilities of configurations with no more
than one quantum of excitation in each spin boson of a
given subset of lattice sites in Eqs. (55), (58), (69)-(71),
(77)-(85). The exact solutions for those unity-occupation
probabilities are precisely the results, which are required
for finding the exact solution of 3D Ising model.
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V. THE TRUE ORDER PARAMETER,
CORRELATION FUNCTIONS, AND JOINED
STATISTICS OF SPIN-BOSONS’ OCCUPATIONS
The true, constrained thermal average, defined as
〈. . . θˆ〉/Ps ≡ Tr{. . . θˆe−HT }/(PsTr{e−HT }), Ps = 〈θˆ〉,
(89)
differs from the non-cutoff, auxiliary average in Eq. (12)
by a presence of the product of N cutoff factors θˆ =∏
r
θ(2s− nˆr) and by the normalization factor Ps = 〈θˆ〉.
That true average should be used for calculation of all
observable quantities as well as the true, constrained
Green’s functions, defined in Eq. (11). In particular,
the true average of the z-component of a spin in Eq. (4),
S¯
′z
r
= s− 〈nˆrθˆ〉/Ps, (90)
represents a magnetization, that is an order parameter
at a lattice site r within the Ising model. For the spin
value s = 1/2, it is reduced to a quantity
S¯
′z
r = 1/2− ρ′nr=1, ρ′nr=n = 〈δnˆr,nθˆ〉/Ps, (91)
determined by a θˆ-cutoff, true probability ρ′nr=1 of a spin
boson at site r to have one quantum of excitation.
The true, constrained correlation functions of spin
bosons in a lattice g′
I2
I1 can be found as the Green’s func-
tions G
′J2
J1
in Eq. (19) in the equal-time limit τ1 →
τ2 − (−1)j2 × 0. The partial two-operator contraction,
required by Eq. (19), is given by the exact solution in
Eq. (22) for f = θˆ. The only nonzero terms in the lat-
ter solution come from the lowest terms of its expansion
over matrix Z, b˜[θˆ] = −Z + Zg−1Z + ..., and only from
the first term in the geometrical-progression expansion of
Z = −d− ... in Eq. (25) over the raising-operator matrix
d = D−1. In a result, the exact solution for the required
two-operator contraction is reduced to a simple form
b˜I2I1 = [(g
−1)I2I1 (1−δr1,r2)θ(−n˜r1)θ(−n˜r2)+δI1,I2θ(−n˜r1)]θˆ
(92)
that yields an exact analytical solution for the true, con-
strained correlation function of spin bosons in a lattice
g′
I2
I1 = −(g−1)I2I1 (1− δr1,r2)ρ′nr1=0,nr2=0 − ρ
′
nr1=0
δI1,I2 .
(93)
The matrix g−1, which is inverse to the matrix (gI2I1 ) of
unconstrained correlations, can be calculated by a tech-
nique of Toeplitz matrices, known from theory of 2D Ising
model [5, 21, 22]. Eq. (93) involves a true probability
ρ′nr1=n1,nr2=n2 = 〈δnˆr1 ,n1δnˆr2 ,n2 θˆ〉/Ps (94)
for two spin-bosons at sites r1 and r2 to have nr1 = n1
and nr2 = n2 quanta of excitation, respectively. Namely,
it involves a true probability for two spin-bosons to have
zero quanta of excitation n1 = n2 = 0 simultaneously.
Next, we present the exact analytical formulas for such
true joined distributions ρ′nr , ρ
′
nr1 ,nr2
, ρ′{nr} of physi-
cally allowable spin-boson occupations nr = 0 or nr = 1.
Those distributions are simply the θˆ-cutoff versions of the
calculated in Sec. IV unconstrained distributions ρnr ,
ρnr1 ,nr2 , ρ{nr}, restricted to the unity-occupation ones
ρ1{m} in Eq. (55). Note that the unconstrained joined
distributions of spin-bosons’ occupations already contain
all effects of the constraints and spin interaction, except
the θˆ-cutoff only, since they were calculated for the exact,
constrained and θˆ-cutoff, Hamiltonian (9).
We start the analysis of the true joined distribution of
the occupations {nr = 0 or 1} for all N spin bosons,
ρ′{nr} ≡
1
Ps
〈
∏
r
δnˆr,nr θˆ〉, Ps = 〈θˆ〉, (95)
with an evaluation of the normalization factor Ps. It is
equal to the sum of the probabilities ρ1{m} in Eq. (55)
over all occupation configurations {nr = 0 or 1; r =
r1, ..., rN}, which can be written as
Ps =
∂N
∂zr1 ...∂zrN
[
ΘN
∏
r=r1,...,rN
(1 + zr)
]∣∣∣
{zr=0}
=
∂NΘ′
∂zr1 ...∂zrN
∣∣∣
{zr=0}
, Θ′ =
1√
detg
1√
det[1− (2 + g−1)z] .
(96)
The second equality in the equation for Ps is due to the
fact, that the terms with the square, z2
r
, and higher pow-
ers of any variable zr do not contribute to the considered
derivative at the zero point {zr = 0}. Note that the
newly introduced function Θ′ differs from the character-
istic function ΘN in Eq. (54) only by a substitution of
the matrix A = 1 + g−1 with the matrix
A′′ = 2 + g−1. (97)
Thus, an evaluation of the normalization factor Ps can
be done similar to the evaluation of probability ρ1{m} at
m = N , described in Sec. IV. In particular, in the case of
vanishing anomalous correlations g2r
′
1r = 0 and non-zero
normal correlations g1r
′
1r = g
2r′
2r , as in Eq. (58), we find
Ps =
per(2 + g−11 )
detg1
, g1 ≡ g1{N} ≡ [g1r
′
1r ]. (98)
A result for the single-site zero occupation probability
ρ′nr1=0 =
1
Ps
∂N−1Θ′
∂zr2 ...∂zrN
∣∣∣
{zr=0}
(99)
differs from Ps only by an absence of one partial deriva-
tive ∂/∂zr1 and by a normalization factor. In particular,
in the case of vanishing anomalous correlations g2r
′
1r = 0
and non-zero normal correlations g1r
′
1r = g
2r′
2r , we have
ρ′nr1=0 =
per(2 + g−11 ){N−1}
per(2 + g−11 )
; (100)
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(2 + g−11 ){N−1} ≡ ((2 + g−11 )r
′
r
), r, r′ 6= r1.
The true single-site unity occupation probability is equal
ρ′nr1=1 = 1− ρ
′
nr1=0
. (101)
The true two-sites zero occupation probability
ρ′nr1=0,nr2=0 =
1
Ps
∂N−2Θ′
∂zr3 ...∂zrN
∣∣∣
{zr=0}
(102)
differs from the single-site one in Eq. (99) only by an
absence of one more partial derivative ∂/∂zr2. So, in the
case of vanishing anomalous correlations and non-zero
normal correlations g1r
′
1r = g
2r′
2r , as in Eq. (58), one has
ρ′nr1=0,nr2=0 =
per(2 + g−11 ){N−2}
per(2 + g−11 )
; (103)
(2 + g−11 ){N−2} ≡ ((2 + g−11 )r
′
r ), r, r
′ ∈ {r3, ..., rN}.
The true two-sites probabilities for other occupation com-
binations can be computed from the probabilities, pre-
sented above, as follows
ρ′nr1=0,nr2=1 = ρ
′
nr1=0
− ρ′nr1=0,nr2=0,
ρ′nr1=1,nr2=1 = ρ
′
nr1=1
− ρ′nr1=1,nr2=0. (104)
These equations stem from a fact that the true single-site
occupation distribution is equal to the true two-sites oc-
cupation distribution, averaged over physically allowable
occupations nr2 = 0, 1 of a spin boson at the second site:
ρ′nr1 = ρ
′
nr1 ,nr2=0
+ ρ′nr1 ,nr2=1. (105)
The true three-sites and other multiple-sides occupa-
tion distributions are not required for calculation of the
true order parameter and correlation functions, but are
necessary for the analysis of the true multiple-sides cor-
relations and statistics. Those m-sides occupation distri-
butions can be computed in a similar way by induction:
ρ′nr1=0,...,nrm=0 =
1
Ps
∂N−mΘ′
∂zrm+1...∂zrN
∣∣∣
{zr=0}
, m ≤ N,
(106)
ρ′nr1 ,...,nrm−1,nrm=1 = ρ
′
nr1 ,...,nrm−1
−ρ′nr1 ,...,nrm−1 ,nrm=0.
(107)
In the case of vanishing anomalous correlations g2r
′
1r = 0
and non-zero normal correlations g1r
′
1r = g
2r′
2r , one has
ρ′nr1=0,...,nrm=0 =
per(2 + g−11 ){N−m}
per(2 + g−11 )
; (108)
(2 + g−11 ){N−m} ≡ ((2 + g−11 )r
′
r
), r, r′ ∈ {rm+1, ..., rN}.
We stress, that the true joined distributions of spin-
bosons’ occupations, even for a subset of lattice sites
{M} = {rk, k = 1, ...,M},M ≤ N , always are deter-
mined by the full 2N × 2N -matrix g−1, which is inverse
to the 2N × 2N equal-time anti-normally ordered cor-
relation matrix g. This is in contrast with the uncon-
strained joined distributions in Eqs. (76)-(85), which
are determined only by the corresponding quasi-diagonal
2M × 2M -block g{M} of the full 2N × 2N -matrix g.
A detailed analysis of the obtained true spin-bosons’
occupation distributions as well as the true order param-
eter and correlation functions in Eqs. (91) and (93) will
be given elsewhere, since they are not required for the
self-consistency equation in Sec. VI.
VI. EXACT CLOSED SELF-CONSISTENCY
EQUATION FOR THE NEAREST-NEIGHBORS’
NORMAL AND ANOMALOUS CORRELATIONS
Now we can make a final, crucial step in the exact
solution of the 3D Ising model - find an exact closed
self-consistency equation for the nearest-neighbors’, ba-
sis normal and anomalous auto- and cross-correlations
g1rl1r0 = g
2rl∗
2r0
, g2rl1r0 = g
1rl∗
2r0
, l = 0, 1, ..., p, in Eq. (31). In-
deed, the total irreducible self-energy in Eqs. (29), (30)
and the spin-bosons’ unconstrained occupation probabil-
ities, entering formulas for self-energy, in Eqs. (82)-(85),
(81) are known exactly via the (1 + p) basis correlation
2 × 2-matrices g(l), l = 0, 1, ..., p, Eq. (31): the ma-
trix S ≡ g(0) = (gj′r0jr0 ) of auto-correlations for a spin
boson at site r0 and the coordination number p matri-
ces C(l) ≡ g(l 6= 0) = (gj′rljr0 ) of cross-correlations of a
spin boson at site r0 with the nearest-neighbors at sites
rl = r0 + l. In fact, due to the complex-conjugation
relations
g1r01r0 = g
2r0
2r0
, g2r01r0 = g
1r0∗
2r0
, g1rl1r0 = g
2rl∗
2r0
, g2rl1r0 = g
1rl∗
2r0
,
(109)
there are only two independent, normal g1rl1r0 and anoma-
lous g2rl1r0 , correlation parameters per each basis correla-
tion 2× 2-matrix, that is, only 2(1 + p) numbers, which
determine all details of critical phenomena.
Thus, we can find the self-consistency equation for
those 2(1 + p) basis auto- and cross-correlations in two
steps. First, we solve the Dyson-type Eq. (13) for the
unconstrained Green’s functions in terms of those basis
correlations. Second, we close the loop by expressing the
basis correlations themselves via those Green’s functions.
For the considered stationary homogeneous phases, the
Green’s functions, the equal-time correlation functions,
and the self-energy depend only on the differences of their
arguments τ = τ1 − τ2 and r = r2 − r1, that is
GJ2J1 = Gj1j2(τ, r), g
j2r2
j1r1
= gj1j2(r), Σ
J2
J1
= δ(τ)Σj1j2(r).
(110)
Hence, it is straightforward to solve the Dyson-type Eq.
(13) by means of the Fourier transformation over imagi-
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nary time τ ∈ [− 1T , 1T ] and the discrete Fourier transfor-
mation over space. The latter has a following form
g(k) =
∑
r
g(r)e−ikr, g(r) =
( a
L
)d∑
k
g(k)eikr, (111)
where the sums run over all lattice sites r with a period a
and discrete wave vectors k = {ki; i = 1, . . . , d}, ki = 2piL q
with an integer q; ki ∈ [−pia , pia ]. We discern the Fourier
transform and its inverse by the arguments k and r. A
result for the normal and anomalous Green’s functions is
G11(τ,k) =
2∑
j=1
(−1)j [iω
(j) + ε+Σ22(k)]e
iω(j)(
sign(τ)
2T −τ)
2(ω(2) − ω(1)) sin[ω(j)/(2T )] ,
(112)
G12(τ,k) =
2∑
j=1
(−1)jΣ12(k)eiω(j)(
sign(τ)
2T −τ)
2(ω(1) − ω(2)) sin[ω(j)/(2T )] , (113)
where the two quasiparticle eigen-energies
iω(1,2) =
Σ11 − Σ22
2
±
[(
ε+
Σ11 +Σ22
2
)2
− Σ12Σ21
] 1
2
(114)
depend on the wave vector k via the self-energies
Σj0j(k) =
p∑
l=0
Σjj0(l)e
−ik(rl−r0), rl = r0 + l. (115)
The latter Fourier transform of the self-energy consists
of only 1+ p terms within a neighborhood of the nearest
sites, for which there are nonzero couplings Jr0,rl 6= 0.
This is a consequence of the fact, that, according to Eq.
(29), the self-energy matrix is a diagonal, 2(p+1)-banded
matrix. The 2× 2-matrix blocks Σ(l) are given explicitly
in Eqs. (36)-(38), derived from Eqs. (29), (30).
The spatial Fourier transforms of the normal and
anomalous equal-time correlation functions follow from
Eqs. (112) and (113) in the limit τ → +0:
g11(k) =
2∑
j=1
(−1)j [iω(j) + ε+Σ22(k)]
i(ω(1) − ω(2))[1 − exp(−iω(j)/T )] , (116)
g12(k) =
2∑
j=1
(−1)jΣ12(k)
i(ω(2) − ω(1))[1 − exp(−iω(j)/T )] . (117)
Thus, we derive the equations for the values of normal
and anomalous correlation functions at (1+ p) difference
position vectors l = rl − r0 of the neighboring spins:
g1j(l) =
( a
L
)d∑
k
g1j(k)e
ikl, j = 1, 2; l = 0, 1, ..., p.
(118)
Their right hand side is determined by a left hand side
g1j(l) itself via Eqs. (29), (30), (114)-(117). They con-
stitute an exact closed system of 2(1+p) self-consistency
equations. Its finding means a solution to the Ising prob-
lem in the same sense as finding of a self-consistency
equation in the mean-field theory means a solution to a
phase transition problem. One can analyze these explicit
self-consistency equations by well-known in the mean-
field theory analytical and numerical tools. It is rela-
tively simple for 3D Ising model with Σ12 = 0 and zero
anomalous correlations, when only 1 + p self-consistency
equations remain. Moreover, in the isotropic case, when
the cross-correlations with all p nearest neighbors are the
same, the system is reduced to just two equations.
Note that the closed exact self-consistency equations
exist only for unconstrained, auxiliary basis normal and
anomalous auto- and cross-correlations. When the latter
are found, the actual, observable statistical and thermo-
dynamic quantities can be explicitly expressed in terms
of those basis correlations, as is shown in Sec. V for the
true, constrained order parameter, correlation functions,
and joined statistics of spin-bosons’ occupations. Thus,
the derived exact general solution for 3D Ising model pro-
vides a basis for the calculation of all other statistical and
thermodynamic characteristics of critical phenomena.
VII. CONCLUSIONS
The presented exact general solution to 3D Ising model
is based on the rigorous bosonization of the problem and
exact reduction of the many-body Hilbert space for the
constrained spin bosons with a subsequent rigorous treat-
ment of all constraints. That approach is opposite to the
Onsager’s [2], Polyakov’s [23, 24] and many other similar
approaches, which were aimed at a representation of the
model with fermions on a lattice. Once that bosonization
was made, finding the exact solution to 3D Ising model
was predetermined by perfect algebraic structure and
symmetry of the exact solution for the total irreducible
self-energy, found in Eqs. (29), (30). An amazingly pow-
erful tool for an exact analytical computation of the cor-
responding nonpolynomial averages with constrained op-
erator functions is based on the regular method of re-
currence equations for partial operator contractions (21)
[8, 9] and its exact general solution in Eq. (22).
We stress that the derived self-consistency equations
(118) are exact equations and, contrary to the mean-
field-theory equations, are valid both inside the entire
critical region and outside it. They are equations for
the 2(1 + p) normal and anomalous auto- and cross-
correlations of neighboring spin bosons, where p is a coor-
dination number of the nearest neighbors for a given site
in a lattice. They cannot be reduced to a simpler equa-
tion for the order parameter alone, as it was attempted in
the original Landau approach. The number of unknown
nearest-neighbors’ correlations and the respective num-
ber of independent self-consistency equations can be less
than 2(1+ p) in the cases of zero anomalous correlations
and restricted anisotropy, like a case of an isotropic fer-
romagnetic phase transition. The obtained exact results
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for the 3D Ising model are expressed via the solution of
these self-consistency equations and are more full than
the mean-field or renormalization-group ones [5, 6], since
they include a fine structure and all details of critical phe-
nomena both in mesoscopic and macroscopic systems.
Another important point is that the exact self-
consistency equations (118) contain all effects of spin
interaction, including an interaction induced by con-
straints, since they were derived for the full, constrained
and θˆ-cutoff, Hamiltonian (9). That makes the present
method essentially different from the studies of less con-
strained and, hence, more tractable models, like spherical
and similar models, pioneered by Kac et al. [4, 6, 30].
Remarkably, the exact self-consistency equation (118)
is the finite-dimensional nonlinear equation for only 2(1+
p) numerical parameters, that is not even a functional
equation, and has very transparent structure, which in-
volves only elementary functions and standard Fourier
transform. This is in contrast with the previous attempts
of finding an exact solution to the 3D Ising model, includ-
ing practically intractable Polyakov’s representation in
terms of non-interacting fermionic lattice strings [23, 24]
and exact, nonperturbative renormalization group equa-
tions (for a review, see [7, 25]). Such renormalization-
group equations, including the ones derived by Wilson
[26] via an ε-expansion of a space dimensionality d = 4−ε
for a s4-model, are aimed to approximate the original mi-
croscopic Hamiltonian by an effective Hamiltonian for a
large-scale part of a field. These exact equations are very
difficult to implement due to their complexity. When
Wilson tried to show ”that the exact renormalization
group equations are not hopelessly intractable functional
equations” [26], he still substituted them with an approx-
imate recursion formula, which is mathematically uncon-
trollable, but yields the first few orders of ε-expansion.
So, one must perform approximations and/or trunca-
tions, such as in a well-developed method of an effective
average action [5, 6, 25]. In fact, a number of approxima-
tions for the renormalization were introduced, including
a neglect method, decimation and other real-space renor-
malization schemes as well as field-theoretical techniques.
However, their rigorous relation to a full exact solution
of mesoscopic problem is still not completely understood.
The obtained exact solution is valid also for 2D Ising
model and could be compared against results for the or-
der parameter, correlation functions, etc., derived from
Onsager’s or similar 2D solutions. That comparison as
well as comparison of the obtained exact results with vari-
ous Monte Carlo, high-temperature series, finite-size scal-
ing and similar renormalization-group calculations and
recent conformal bootstrap studies of 3D Ising model
(see, e.g., [7, 31–40] and references therein) require a lot
of further work and will be discussed elsewhere.
At the wings of critical region, the discussed corre-
lation functions describe a critical behavior with criti-
cal exponents, different from the ones, predicted by the
mean-field theory. Specifically, the difference comes from
a different behavior of the exact solution for the self-
energies and eigen-energies near a singular point k = 0
of the Fourier sum or integral (in a thermodynamic limit)
for the true correlation functions at long range r →∞,
g′1j(r) =
( a
L
)d∑
k
g′1j(k)e
ikr ≈
( a
2π
)d ∫
g′1j(k)e
ikrddk.
(119)
On this basis, one can calculate the long-range asymp-
totics of the latter integral ∼ r2−d−η, that is a criti-
cal exponent η. Moreover, the exact results for the 3D
Ising model, given by Eq. (118), go beyond the renor-
malization group results, describe both the mesoscopic
and macroscopic systems, and are valid not only for the
asymptotics at the wings of critical region, but also for
the critical functions at a central part of critical region.
The developed method and the results fully preserve a
nonlinear, nonanalytical, critical structure of various sta-
tistical and thermodynamic quantities in the critical re-
gion, contrary to many other approximate or phenomeno-
logical approaches, which usually start from some unjus-
tified, ad hoc assumptions, hypotheses or simplifications
in the Hamiltonian or in the description, not fully con-
sistent with an actual critical behavior. The obtained
exact solution is based on the regular, quantum-field-
theoretical analysis of Green’s functions, perfected to an
exact rigorous analysis. It yields a systematic, canonical
way for a solution of the critical phenomena problem in
numerous other models and systems, in particular, for
a solution of a long-standing and still open 3D critical
phenomena problem. This is in sharp contrast with an
approach of the exactly solvable models [4, 6], which are
solvable only due to their degenerate structure, special
symmetries, and low dimensionality and, hence, often
provide only a caricature of the actual 3D systems, es-
sentially different from a true picture of typical behavior.
The presented exact general solution becomes espe-
cially simple in a particular case of vanishing anomalous
correlations and non-zero normal correlations g1r
′
1r = g
2r′
2r .
In this case the exact solution for magnetization
S¯
′z
r =
per(2 + g−11 ){N−1}
per(2 + g−11 )
− 1
2
(120)
in Eq. (91) is explicitly given by the permanents of ma-
trices, involving the unconstrained correlation matrix. It
is straightforward to obtain similar exact explicit solu-
tions for the correlation functions and other characteris-
tics of critical phenomena in terms of these permanents
by means of the presented above method.
In the Appendix, we derive an exact general formula
for a permanent of circulant matrix, originated from an
unpublished Gaudin’s note [41–43], generalize it for the
submatrices of circulant matrix in Eq. (121), and dis-
cuss their approximations, including the ones yielding
the results for ”mean-field” and noninteracting approxi-
mations. Moreover, the representation in Eq. (121) al-
lows us to avoid calculation of an inverse Fourier trans-
form of correlation matrix in equations like Eq. (120)
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since the eigenvalues of circulant correlation matrix are
equal to Fourier transforms of the correlation functions,
directly given by exact self-consistency Eq. (118). This
analysis reduces calculation of the circulant-matrix per-
manent to computing a permanent of degenerate Schur
matrices which are well-known in the mathematics of dis-
crete Fourier transform. In particular, the permanent of
Schur matrices was studied in [44]. Various techniques
for calculation of the permanents and related numerical
algorithms are under intensive studies in mathematics
since finding the Ryser’s [45] and similar algorithms (for
a scheme, based on random multipliers and applicable to
both determinant and permanent of an arbitrary complex
matrix, see [46]). This field of computational mathemat-
ics is experiencing a fast development after discovery of
a FPRAS (fully polynomial randomized approximation
scheme) [47] (for a complexity classification of the Ising
and other spin models, based on FPRAS, see [48] and
references therein). Even a popular software Mathemat-
ica, in its late (10.3 or higher) versions, includes now a
command ”Permanent” that allows one to compute the
permanent of any matrix with a dimension less or on the
order of 20 as efficient as a usual command ”Det” does on
calculation of determinants. A numerical analysis of the
presented exact solution for the 3D Ising model requires
a lot of effort and will be given elsewhere.
The exact solution includes and clearly shows all com-
plexity of critical phenomena in 3D Ising model as well
as relates a problem of its numerical simulation to the
♯P -hard complexity class in computational complexity
theory. The latter follows from the result for quasi-
cumulants and generating cumulants in Eqs. (68), (74)
and even from the result in Eqs. (58), (98)-(103), (120)
for vanishing anomalous correlations and non-zero nor-
mal correlations g1r
′
1r = g
2r′
2r . Both results yield the joined
distributions of spin-bosons’ occupations via the perma-
nents. According to a famous Valiant’s theorem, the
problem of computing the permanent of a matrix is ♯P -
hard and provides an example of a problem, where con-
structing a single solution can be done efficiently, but
counting all solutions is hard [49, 50]. It means that a
full analysis of 3D Ising model by numerical simulations
alone is intractable. That fact stresses an importance
of the exact general solution, which unveils a remarkably
canonical analytical structure of statistics and thermody-
namics of critical phenomena and guides to the adequate
approximations and asymptotics for their computation.
In conclusion, we exactly solve for the constraints, the
self-energy, the occupation distributions, and the corre-
lations of spin bosons. It is achieved by formulating a
rigorous theory of the constrained spin bosons and by
doing the quantum-field-theory calculations for that con-
strained system at a more fundamental, operator level via
the method of the recurrence equations (21) for partial
operator contractions, which reproduce themselves un-
der a partial contraction operation [8, 9]. The perfectly
canonical algebraic structure and explicit form of the ob-
tained analytical results allow one to apply a full power
of algebra and matrix calculus as well as direct simula-
tions for a scrutiny of 3D Ising model through the pre-
sented exact solution. Its detailed analysis and based on
it calculations of various particular statistical and ther-
modynamic characteristics of critical phenomena for 3D
Ising model are coming and could take an effort of many
researchers for many years, as it was with analysis of On-
sager’s exact solution for 2D Ising model [2–7, 19, 21, 22].
APPENDIX: CALCULATION OF THE
PERMANENTS OF CIRCULANT MATRIX AND
ITS SUBMATRICES VIA SCHUR MATRICES
We present the exact formula and asymptotics for the
permanents of a circulant matrix and its submatrices. It
includes a Gaudin’s formula for circulant-matrix perma-
nent as a particular case. For an introduction to a theory
of permanents and circulant matrices see [19, 41–43].
A. Exact general formula for the permanents of a
circulant matrix and its submatrices
We consider a n× n circulant matrix A with the com-
plex entries Aqp at a row p and a column q (p, q = 1, ..., n)
and with the eigenvalues λ1, ..., λn. Let [A]{ik,k=1,...,m}
denotes its (n−m)×(n−m) submatrix, obtained from the
matrixA by deletion of them rows andm columns, which
intersect at the diagonal entries Aikik , specified by an ar-
bitrary subset of integers {ik, k = 1, ...,m} ⊂ {1, ..., n};
m=0,1,...,n-1. We prove that its permanent is equal to
per[A]{ik} =
1
nn−m
∑
ν
λν11 ...λ
νn
n
ν1!...νn!
|perSν{ik}|2. (121)
Here the sum runs over all n-tuples ν = (ν1, ..., νn) of
nonnegative integers with the sum ν1+ ...+ νn = n−m.
The Sν{ik} denotes the (n − m) × (n − m) submatrix,
obtained from a n× n degenerate Schur matrix
Sqνp = e
2piipfν (q)
n , fν(q) = 1+
n−1∑
t=1
θ(q−1−
t∑
j=1
νj), (122)
by deletion of the m rows with indexes p = ik, k =
1, ...,m, and by truncation of a column-index range to
the first n −m values q = 1, ..., n −m. The θ(x) is the
Heaviside step function: θ(x) = 0 if x < 0 and θ(x) = 1
if x ≥ 0. Eq. (122) means that the first ν1 columns
of the degenerate Schur matrix Sν are equal to θ
(1)
n , the
next ν2 columns are equal to θ
(2)
n , and so on, where the
θ
(t)
n for t = 1, ..., n denotes the t-th column of the n × n
Schur matrix θn, whose p-th row and q-th column entry
is exp(2piipqn ) for p, q = 1, ..., n. The entries of the column
θ
(t)
n are equal to (θ
(t)
n )p = exp(
2piipt
n ); p = 1, ..., n.
We prove the result in Eq. (121) in detail for the per-
manent of the full, n× n circulant matrix A, i.e., for the
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case m = 0, and then generalize it to the case of an ar-
bitrary (n −m) × (n −m) submatrix. We start with a
well-known representation of the n× n circulant matrix
Aqp ≡ aq−p (mod n) =
1
n
n∑
l=1
λle
2pii(q−p)(l−1)/n. (123)
It gives the (p, q)-th entry of matrix A via its eigenvalues
λl =
n∑
k=1
ak−1e
−2pii(k−1)(l−1)/n, l = 1, 2, ..., n, (124)
which constitute themselves a discrete Fourier transform
of the first row (a0, a1, ..., an−1) of circulant matrix A.
First, we plug in the representation (123) into a defini-
tion of the permanent perA and collect terms λν11 λ
ν2
2 ...λ
νn
n
with a given n-tuple ν power structure:
perA =
1
nn
∑
ν
λν11 ...λ
νn
n
∑
σ
∑
{tj}ν
n∏
p=1
e
2pii
n
(σ(p)−p)(tp−1).
(125)
Here the second sum runs over all permutations σ of in-
tegers {1, 2, ..., n} and the third sum runs, for a given
n-tuple ν, over all sets {tj}ν of integers tj ∈ {1, ..., n}, of
which exactly νj integers are equal to j for all j = 1, ..., n,
but an order of integers tj in a set {tj}ν is not prescribed.
Next, we omit a unity factor
∏n
p=1 exp[
2pii
n (σ(p)−p)] = 1
and extend the sum over sets {tj}ν to a sum over all
permutations σ¯ of integers {1, ..., n} by replacing tp with
the introduced in Eq. (122) multi-step function fν(σ¯(p))
and dividing the whole sum by a degeneracy factor
ν1!ν2!...νn!, equal to the number of permutations σ¯ cor-
responding to the same set {tj}ν . The result is
perA =
1
nn
∑
ν
λν11 ...λ
νn
n
ν1!...νn!
∑
σ
∑
σ¯
n∏
p=1
e
2pii
n
(σ(p)−p)fν (σ¯(p)).
(126)
Second, we use the following factorization
n∏
p=1
e
2pii
n
[σ(p)fν(σ¯(p))−pfν(σ¯(p))] =
n∏
p′=1
S
σˇ(p′)
νp′
n∏
p=1
S∗σ¯(p)νp .
(127)
Here we employ an inverse permutation σ−1 for a change
of variable p = σ−1(p′) to get the first product as
n∏
p′=1
S
σˇ(p′)
νp′ =
n∏
p=1
e
2pii
n
σ(p)fν (σ¯(p)), σˇ(p′) = σ¯(σ−1(p′)).
(128)
The second product employs the complex-conjugated en-
tries S∗qνp of matrix S
∗
ν as follows
n∏
p=1
S∗σ¯(p)νp =
n∏
p=1
e−
2pii
n
pfν(σ¯(p)). (129)
Finally, for each term with a given permutation σ¯ in
Eq. (126), we perform summation over all permutations
σ via summation of the products in Eq. (128) over per-
mutations σˇ. It yields a common factor per Sν . Then, we
perform summation in Eq. (126) over all permutations
σ¯ via summation of the products in Eq. (129). In a re-
sults, we factorize the double sum over the permutation
sets σ and σ¯ in Eq. (126) into a product of the two sin-
gle sums over the permutation sets σˇ and σ¯, respectively.
These single sums are equal to the permanents per Sν
and per S∗ν , respectively. That completes the proof of
Eq. (121) for the full circulant matrix when m = 0.
The proof of Eq. (121) for a submatrix with m 6= 0
is completely similar to the one presented above. The
only difference is that the products in Eqs. (125)-(129)
include now only n−m factors, instead of n ones in case
m = 0, since all rows with indexes p = ik and all columns
with indexes q = σ(p) = ik, k = 1, ...,m, are excluded
from the submatrix [A]{ik} and, hence, from Eqs. (125)-
(127). It implies that, instead of the full degenerate Schur
matrix Sν , we have now its (n−m)× (n−m) submatrix
Sν{ik} both in Eq. (129) (due to exclusion of the rows
p = ik) and in Eq. (128) (due to exclusion of the columns
q = σ(p) = ik in matrix A, which correspond to the
rows p′ = σ(p) = ik in matrix Sν because of the change
of variable p = σ−1(p′)). Accordingly, all permutations
σ, σ¯, and σˇ in Eqs. (125)-(129) are restricted now to the
subset of n−m integers {1, ..., n}\{ik, k = 1, ...,m}. Also,
a prefactor 1nn in Eqs. (125) and (126) is replaced by a
prefactor 1nn−m . That completes the proof of the general
formula in Eq. (121). In fact, the representation in Eq.
(123) reduces that proof, mainly, to a direct inspection
and combinatorics of appropriate terms in the circulant-
matrix permanent.
B. Gaudin’s formulas for the circulant-matrix
permanent and determinant and for the lower and
upper bounds of the permanent of a positive
semidefinite hermitian circulant matrix
A formula for the circulant-matrix permanent
perA =
1
nn
∑
ν
λν11 λ
ν2
2 ...λ
νn
n
ν1!ν2!...νn!
(perSν)
2 (130)
originates from an unpublished Gaudin’s note [41, 43].
The general result in Eq. (121) immediately yields this
Gaudin’s formula as its particular case for m = 0 if one
takes into account an equality per S∗ν = per Sν valid for
any full degenerate Schur matrix Sν .
For comparison, we present also a similar represen-
tation for a determinant of the circulant matrix in Eq.
(123) via the permanents of degenerate Schur matrices:
detA =
∑
ν
aν10 a
ν2
1 ...a
νn
n−1
ν1!ν2!...νn!
perSν . (131)
It follows from (i) a well-known fact that the determi-
nant of a matrix is equal to a product of its eigenvalues,
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detA =
∏n
l=1 λl, and (ii) a representation of the eigenval-
ues as the discrete Fourier transform in Eq. (124), if one
employs the n-tuples ν similar to derivation of Eq. (126).
However, a generalization of Eq. (131) to a determinant
of submatrix [A]{ik} similar to Eq. (121) is unknown.
A related Gaudin’s formula for the lower and upper
bounds of the permanent of a positive semidefinite her-
mitian circulant matrix, which, therefore, has only non-
negative eigenvalues λl ≥ 0, is given in [41, 43] as follows
n!
nn
λn1 ≤ perA ≤
n!
nn
ξn, ξn =
∑
ν
λν11 λ
ν2
2 ...λ
νn
n , (132)
where λ1 is the largest eigenvalue of A and ξn is the
coefficient of zn in the power series expansion of the de-
terminant of resolvent of A
1
det(1 −Az) =
n∏
j=1
(1− λjz)−1. (133)
C. Asymptotics for permanents of n×n circulant
matrix A and its (n-m)×(n-m) submatrices [A]{ik}
If a leading contribution to the circulant-matrix per-
manent, when the matrix size tends to infinity, is
given by a sum in Eq. (130) over n-tuples ν(p) =
(0, ..., 0, n, 0, ..., 0) with only one nonzero component νp =
n, then one has
perA→ n!
nn
n∑
p=1
λnp at n→∞, (134)
since the permanent of the related degenerate Schur ma-
trix is equal to perSν(p) = n!. Note that the permanents
perSν for all other n-tuples ν 6= ν(p) in Eq. (130) are
much less than n! and many of them are equal zero ex-
actly. Indeed, they are strongly suppressed due to aver-
aging over the almost homogeneously distributed phases
of the terms in each column of the corresponding degener-
ate Schur matrix Sν . For instance, for any n-tuple ν with
only two nonzero components, one of which is νp = n− 1
and another one is νj = 1, the permanent of Sν is zero:
perSν = 0 if ν = {νp = n− 1, νj = 1, νk = 0 : k 6= p, j}.
(135)
Obviously, the permanent of any (n − m) × (n − m)
submatrix of circulant matrixA has a similar asymptotics
per[A]{ik,k=1,...,m} →
(n−m)!
nn−m
n∑
p=1
λn−mp at n→∞
(136)
if again a contribution from the n-tuples ν(p) dominates.
In this case, the asymptotics of the ratio of (n − 1) ×
(n− 1)-submatrix [A]i and matrix A permanents is
per[A]i
perA
→
∑n
p=1 λ
n−1
p∑n
p=1 λ
n
p
at n→∞ (137)
for an arbitrary integer i = 1, .., n. Here the λp is the
eigenvalue of matrix A and the submatrix [A]i denotes
the matrix A with i-th row and i-th column deleted. For
(n−m)×(n−m) submatrix [A]{ik} with a submatrix-size
deficiency m, the asymptotics is similar:
per[A]{ik,k=1,...,m}
perA
→
∑n
p=1 λ
n−m
p∑n
p=1 λ
n
p
at n→∞.
(138)
In particular, when there is only one dominant eigenvalue
λ1, the ratio of submatrix and matrix permanents is
per[A]{ik,k=1,...,m}
perA
=
1
λm1
, if
λl
λ1
→ 0 ∀ l 6= 1. (139)
Let us consider an example when all eigenvalues are
equal to each other, λl = λ1, l = 1, ..., n. It corresponds
to the case of noninteracting spins when there are no
cross-correlations and the circulant matrix A is equal to
its diagonal entry a0 times a unity matrix, A = a0(δp,q),
and λl = a0. In this case the permanents of the matrix A
and all its submatrices can be easily calculated directly
from the definition of permanent as follows
per[A]{ik,k=1,...,m} = λ
n−m
1 , m = 0, 1, ..., n. (140)
In this case a formal use of Eqs. (134), (136) would
greatly underestimate the permanent by a factor (n−m)!nn−m−1 ,
although the ratio of submatrix and matrix permanents
per[A]{ik,k=1,...,m}
perA
=
1
λm1
, if λl = λ1 ∀ l, (141)
coincides with the ratio given by Eqs. (137) and (138).
A direct comparison of Eq. (140) with the general for-
mula in Eq. (121) yields the following corollary on a sum
of squared absolute values of permanents of the subma-
trices of degenerate Schur matrices over the n-tuples ν:
∑
ν
1
ν1!...νn!
|perSν{ik}|2 =
∑
{tj}ν
|perSν{ik}|2 = nn−m,
(142)
where the set of degeneracy integers {tj}ν is defined af-
ter Eq. (125). The result in Eq. (142) constitutes a
universal property of degenerate Schur matrices and nei-
ther refers nor depends on a form of matrix A. It clearly
reveals a fact that there is a very large number of various
terms λν11 ...λ
νn
n with nonzero coefficients in front of them
under the sum over n-tuples in Eq. (121). These coef-
ficients |perSν{ik}|2/(ν1!...νn!) are large enough to make
their sum over n-tuples in Eq. (142) approaching infinity
as nn−m at n→∞ for any submatrix-size deficiency m.
Thus, since (n−m)!≪ nn−m at n−m≫ 1, the asymp-
totics in Eqs. (134) and (136) or similar ones could be
justified only if one or a few eigenvalues strongly domi-
nate all other eigenvalues. Yet, the asymptotics for the
ratio of submatrix and matrix permanents in Eqs. (137),
(138) or similar ones could have a larger region of validity.
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The corollary in Eq. (142) suggests a simplified esti-
mate for the absolute value of an ”average” permanent
of submatrix Sν{ik} of degenerate Schur matrix,
|perSν{ik}| ∼
√
(n−m)!, (143)
that is reasonable for a majority of n-tuples ν, if the
submatrix Sν{ik} includes enough number of entries with
different phases for their effective averaging due to sum-
mation of various terms in the permanent. (Of course,
for some special, strongly degenerate cases the permanent
could be essentially different, for example, |perSν{ik}| =
(n − m)! for the n-tuples ν(p) = (0, ..., 0, n, 0, ..., 0) and
perSν = 0 for the n-tuples ν in Eq. (135).) Plugging in
that estimate into Eq. (121), one has
per[A]{ik} =
( 1
n
n∑
l=1
λl
)n−m
. (144)
This estimate has an equivalent simpler form
per[A]{ik} = (a0)
n−m, a0 = A
1
1, (145)
since the sum of all eigenvalues of a matrix is equal to
the trace of that matrix,
∑n
l=1 λl = TrA. Thus, within
that ”mean-field” approximation, the ratio of submatrix
and matrix permanents is given by the following formula
per[A]{ik ,k=1,...,m}
perA
=
1
(a0)m
. (146)
It is different from Eqs. (139) and (141), which are valid
when either there is one dominant eigenvalue or all eigen-
values are equal to each other.
Finally, it is worth noting that the presented in this
paper exact general solution to 3D Ising model yields the
usual approximation of noninteracting spins in external
magnetic field, including a Langevin paramagnetic equa-
tion for magnetization, if one employs the approximation
in Eq. (141) for the related permanents. The mean-
field (random-phase) approximation corresponds to the
approximation of permanents in Eq. (146).
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