In this article a new probabilistic information retrieval (IR) model, based on Bayesian networks (BNs), is proposed. We first consider a basic model, which represents only direct relationships between the documents in the collection and the terms or keywords used to index them. Next, we study two versions of an extended model, which also represents direct relationships between documents. In either case the BNs are used to compute efficiently, by means of a new and exact propagation algorithm, the posterior probabilities of relevance of the documents in the collection given a query. The performance of the proposed retrieval models is tested through a series of experiments with several standard document collections.
INTRODUCTION
Information retrieval (IR) is a subfield of computer science that deals with the automated storage and retrieval of documents. 1 An IR system is a computer program that matches user queries (formal statements of information needs) to documents stored in a database (the document collection). In our case, the documents will always be the textual representations of any data objects. An IR model is a specification about how to represent documents and queries and how to compare them. Many IR models (as well as the IR systems implementing them) such as the vector space model 2 or probabilistic models [3] [4] [5] do not use the documents themselves but use a kind of document surrogate, usually in the form of vectors of terms or keywords, which try to characterize the document's information content.
a Queries are also represented in the same way.
Probabilistic IR models use probability theory to deal with the intrinsic uncertainty with which IR is pervaded. 6 Also founded primarily on probabilistic methods, Bayesian networks 7 (BNs) have been proven to be a good model to manage uncertainty, even in the IR environment, where they already have been successfully applied as an extension/modification of probabilistic IR models. 8, 9 In this study we introduce new IR models based on BNs. The networks are used to compute the posterior probabilities of relevance of the documents in the collection given a query and then the documents are shown to the user in decreasing order of probability (according to the probability ranking principle 10 ). The first model is composed of a simple BN with two layers of nodes representing the documents and the terms in the document collection, as well as the relationships among each other. The second model extends the first one by automatically including a third document layer, which tries to capture the strongest relationships between documents, with the aim of improving retrieval effectiveness.
The remainder of this article is structured as follows. In Section 2 we briefly describe some concepts and methods about BNs and IR that are necessary for the rest of the study. Section 3 introduces the basic model and the assumptions that determine the simple network topology being considered, as well as details about the estimation of the probability distributions to be stored in the network and the specific exact probabilities propagation algorithm, designed to allow efficient inference and retrieval. In Section 4 we study the extended model and two different ways to build the relationships between documents. The modified inference process necessary to deal efficiently with the new network topology is also described. Section 5 shows the experimental results obtained with our models using several standard document collections and including an empirical comparison with two well-known IR models. Finally, Section 6 contains the concluding remarks.
PRELIMINARIES
The representation of documents and queries in an IR system usually is based on term-weight vectors (with a zero weight meaning that the corresponding term is not included in a given document/query). These term weights could reflect different measures. The most common weighting schemes try to highlight the importance of each term, either within a given document it belongs to, b or within the entire collection.
c A representative of the first scheme is term frequency (within-document frequency), tf ij , i.e., the number of times that the ith term appears in the jth document. The second weighting scheme is based on the inverse document frequency, idf i , of the ith term in the collection, which is defined as idf i ϭ lg(N/n i ) ϩ 1, where N is the number of documents in the collection and n i is the number of documents that contain the ith term. The combination of both weights, tf ij ⅐ idf i , is also a common weighting scheme.
To evaluate IR systems, in terms of retrieval effectiveness, several measures have been proposed. The most commonly used are recall (R) (the proportion of b Terms appearing frequently in a document are more important. c More weight is given to terms that are rare (scarce) within a collection. relevant documents retrieved), and precision (P) (the proportion of retrieved documents that are relevant for a given query). For test collections, the relevance or irrelevance of a document is based on the relevance judgments expressed by experts for a fixed set of queries.
2 By computing the precision for a number of values of recall we obtain a recall-precision plot. If a single measure of performance is desired, the average precision for all the recall values considered may be used. Finally, if we are processing together a set of queries, the usual approach is to report mean values of the selected performance measure(s).
BNs are graphic models able to represent and manipulate efficiently ndimensional probability distributions. 7 A BN uses two components to codify qualitative and quantitative knowledge: (a) A directed acyclic graph [(DAG); G ϭ (V, E)], where the nodes in V ϭ {X 1 , . . . , X n } represent the random variables from the problem we want to solve, and the topology of the graph (the arcs in E) encodes conditional (in)dependence relationships among the variables (by means of the presence or absence of direct connections between pairs of variables); (b) a set of conditional probability distributions drawn from the graph structure, where for each variable X i ʦ V we have a family of conditional probability distributions P(X i ͉pa(X i )), where pa(X i ) is any combination of the values of the variables in Pa(X i ) (the parent set of X i in G).
THE SIMPLE BN MODEL
The set of variables V B in our basic BN G B is composed of two different sets of variables V B ϭ -ഫ Ᏸ: The set -ϭ {T 1 , . . . , T M } of the M terms in the glossary (index) from a given collection and the set Ᏸ ϭ {D 1 
Network Topology
To determine the topology of the basic BN, we have taken into account the following guidelines.
11
• There is a link joining each term node T i ʦ -and each document node D j ʦ Ᏸ whenever T i belongs to D j . This simply reflects the dependence between the (ir)relevance values of a document and the terms used to index it.
• There are no links joining any document nodes D j and D k . In other words, the dependence relationships between documents are not direct, they always depend on the terms included in these documents.
• Any document D j is conditionally independent on any other document D k when we d We will use the notation T i (D j , respectively) to refer to both the term (document, respectively) and its associated variable and node. know for sure the (ir)relevance values for all the terms indexing D j . This means that the degree of relevance of a document D j for a given query can be determined completely by knowing the relevance status of all the terms that compose it. In the absence of this information, knowledge about the relevance or irrelevance of some other document D k for the same query could have an influence on D j .
These three assumptions determine the network structure in part; the links joining term and document nodes have to be directed from terms to documents; moreover, the parent set of a document node D j is the set of term nodes that belong
The following is an additional assumption to determine completely the network topology: terms are marginally independent among each other. This forces the absence of links between term nodes (all of them are root nodes). Figure 1 (a) displays the structure of our simple BN model. Note that we have obtained a bipartite graph, which is a particular case of the so-called simple graphs. 12, 13 This specific topology allows us the use of a very fast propagation algorithm, as we shall see later.
Probability Distributions
The estimation of the probability distributions stored in term and document nodes is carried out in the following ways:
• Term nodes. Because all the terms are root nodes, we need to store marginal distributions. We use the following estimator, for every term
where M is the number of terms in the collection. So, the prior probability of relevance of any term is very small, inversely proportional to the size of the index.
• Document nodes. The estimation of the conditional probabilities of relevance of a document
, is not an easy problem. The reason is that the number of conditional probabilities that we need to estimate and store for each D j grows exponentially with the number of parents of D j . For example, if D j has been indexed with 40 terms (and this may be a quite common situation), we need 2 40 probability distributions; hence, we cannot use a standard approach. Instead of explicitly computing and storing these probabilities, we use a probability function (also called a canonical model of multicausal interaction 7 ) . Each time that a given conditional probability is required during the inference process, the probability function will compute and return the appropriate value. We have developed a new general canonical model: for any configuration pa(D j ) of Pa(D j ) (i.e., any assignment of values to all the term variables in D j ), we define the conditional probability of relevance of D j as follows:
The weights w ij verify that 0 w ij @i, j and ¥ T i ʦD j w ij 1 @j. The expression t i ʦ pa(D j ) in Equation 1 means that we only include in the sum those weights w ij such that the value assigned to the corresponding term T i in the configuration pa(D j ) is t i . So, the more terms that are relevant in pa(D j ) the greater is the probability of relevance of D j . The specific weights for this general canonical model that we use in this study will be described in Section 5.
Inference and Retrieval
Given a query Q, the retrieval process starts placing the evidences in the term subnetwork: the state of each term T iQ belonging to Q is fixed to t iQ (relevant). Then, the inference process is run, obtaining for each document D j its probability of relevance given that the terms in the query are also relevant p(d j ͉Q). Finally, the documents are sorted in decreasing order of probability to carry out the evaluation process.
However, we have to remark that even for small document collections, the BN will contain thousands of nodes and many nodes having a great number of parents. Moreover, although the network topology is relatively simple, it contains cycles, referred to the undirected graph associated with the structure of the BN.
e Therefore, general purpose propagation algorithms cannot be applied because of efficiency considerations. For that reason, we have designed a specific inference process that takes advantage of both the topology of the network and the kind of probability function used for document nodes in Equation 1; the propagation process is replaced by a single evaluation for each document node, but ensuring that the results are the same as the ones obtained using exact propagation in the entire network f :
Moreover, as term nodes are marginally independent, p(
Therefore, the computation of p(d j ͉Q) can be carried out as follows:
Note that the prior probability of relevance is p( 
THE EXTENDED BN MODEL
In the simple BN (SBN) model, if a document D j does not contain any of the terms used to formulate the query, D j പ Q ϭ A, almost surely, it will not be retrieved, even in the case in which these terms are related (in some way) to the ones indexing the document [its probability will remain unchanged,
The reason is that document nodes are related only through terms in common. One approach to deal with this situation could be to include arcs modeling direct relationships between terms. 15 Using these relationships, the instantiation of the query terms would increase the probability of relevance of other terms, which in turn would increase the probability of relevance of some documents containing them. However, these new arcs would make the term subnetwork more complex, thus rendering the inference process more difficult. In this study we use a different approach; we include in the model direct relationships between documents, which will play a role similar to the clustering techniques used in other IR models.
2,16 These relationships will be based on measuring (asymmetric) similarities between documents by estimating conditional probabilities of relevance of every document given that another document is considered relevant. The SBN with two layers described previously will be used to compute these probabilities. However, instead of using a document subnetwork with one layer, including arcs from the documents in R c (D j ) to document D j , we use two layers; we duplicate each document node D k in the original layer to obtain another document node DЈ k , thus forming a new document layer, and the arcs connecting the two layers go from D i ʦ R c (D j ) to DЈ j . So, in the extended BN (EBN), G E , the set of variables is V E ϭ -ഫ Ᏸ ഫ ᏰЈ. The parent set of any duplicate document node DЈ j ʦ ᏰЈ is defined as Pa(DЈ j ) ϭ R c (D j ). We use this topology for two reasons:
(1) The basic BN G B remains as a subgraph of G E induced by the subset of nodes -ഫ Ᏸ; therefore, we do not have to redefine the conditional probabilities associated with the document nodes in Ᏸ (Equation 1); (2) the new topology contains three simple layers [See Figure 1(b) ], without connections between the nodes in the same layer, and this fact will be essential for the efficiency of the inference process.
To complete the specification of the EBN, we have to define the conditional probabilities p(dЈ j ͉pa(DЈ j )) for the documents in the second document layer ᏰЈ. We use a probability function belonging to the general canonical model defined in Equation 1 , where the weights w ij are defined as
where
, and the values p(d j ͉e(D i )) will be obtained, using the SBN, during the building process of the EBN. Now, the final probability values used in the retrieval process will be p(dЈ j ͉Q) instead of p(d j ͉Q). To compute p(dЈ j ͉Q), we can again take advantage of the layered topology and Equation 5 to replace the propagation process in the whole network by the following evaluation 1, 4 : (9) for the model based on Equations 7 and 8, respectively. Equation 9 means that the more terms the documents D j and D i have in common and the more important these terms are, the more closely related is D i to D j . So, the probabilistic similarity between documents derived from our models closely matches standard definitions of association or similarity measures. 1 However, it should be noted that our similarity is asymmetrical. The main difference between the two models is the use of a normalization factor in Equation 9(b), to penalize those documents D i having many terms, and the lack of normalization in Equation 9(a).
A detailed comparison of our SBN and EBN models with the two main existing retrieval models also based on BNs [the inference network 9 (IN) and the belief network 8 models], highlighting the differences in network structure, conditional probability distributions and inference method being used, can be found in Ref. 14.
EXPERIMENTAL RESULTS
To test the performance of the two new BN-based retrieval models, we have used five well-known document collections: ADI, CACM, CISI, CRANFIELD, and MEDLARS. The main characteristics of these collections with respect to number of documents, terms, and queries are (in this ordering) ADI (82, 828, and 35, respectively), CACM (3,204; 7,562; and 52, respectively), CISI (1,460; 4,985; and 76, respectively), CRANFIELD (1,398; 3,857; and 225, respectively), and MEDLARS (1,033; 7,170; and 30, respectively). The results obtained by our models will be compared with the ones obtained by two well-known IR systems: SMART 2,g (SM) and the IN model. h The performance measure considered is the average precision for the 11 standard values of recall (denoted AP-11).
In our experiments the specific weights w ij , used by our models (See Equation 1), for each document D j ʦ Ᏸ and each term T i ʦ D j , are g We used the implementation of this IR system available at the Computer Science Department of Cornell University, using the ntc weighting scheme.
h In this case, we have built our own implementation, and we used the configuration parameters proposed by Turtle in Ref. 9 : p(t i ͉d j ϭ true) ϭ 0.4 ϩ 0.6 ‫ء‬ tf ‫ء‬ idf and p(t i ͉all parents false) ϭ 0.3.
where ␣ is a normalizing constant (to assure that ¥ T i ʦD j w ij 1 @D j ʦ Ᏸ). Obviously, many other weighting schemes are possible. The weights in Equation 10 have been chosen to resemble the well-known cosine measure. The results in Tables I and II show that SBN can compete with SM and IN: the AP-11 values are quite similar (very low percentages of change), except in the case of CISI and CACM. For CISI, SBN performs remarkably better than SM and IN, whereas the opposite is true for CACM. With respect to the use of Equation 4, i.e., the frequency qf of the terms in the query, instead of Equation 3, none of the two methods is clearly preferable to the other; for three collections (CRANFIELD, MEDLARS, and CACM), the best results are obtained without using qf, whereas for the other two collections (ADI and CISI), the use of qf improves the results. We conjecture that this behavior is caused by the specific characteristics of each collection. Anyway, the differences between the two methods are rather small, except in the case of CISI, where the results are remarkably better using qf (perhaps the explanation may be that the qf values for CISI are considerably larger than for the other collections).
With respect to the EBN, we have carried out experiments with the two schemes for measuring the document relationships: the model using Equation 7 (EBNa) and the model using Equation 8 (EBNb). In both cases, three different values for the number c of document nodes in the first document layer that are parents of the nodes in the second document layer have been used: c ϭ 5, 10, 15. Table II , we can see that the extended network EBNb systematically improves the results of SBN, showing that to take into account document interrelationships may be a good idea. It can also be observed that, except in the case of ADI, the AP-11 values obtained by EBNb increase as the parameter c increases. However, the differences between SBN and EBNb are so small (with the exception of CACM using qf), that it could question the usefulness of increasing the complexity of the BN retrieval model by including the new document layer (which implies the necessity of precomputing the probabilities p (d j ͉e(D i )) ϭ p(d j ͉d i ) To verify the truthfulness of this conjecture and, in that case, trying to overcome the problem, we have modified the probability function defined in Equation 5 (only for EBNb) to reduce the importance of the term p(d j ͉Q) in the computation of p(dЈ j ͉Q). The new probability function p(dЈ j ͉pa(DЈ j )), which is also of the canonical type defined in Equation 1, is the following:
where the parameter ␤ controls the importance of the contribution of the document relationships being considered for document D j to its final degree of relevance. Again, taking advantage of the layered topology, we can compute p(dЈ j ͉Q) as follows:
The results obtained by EBNb using Equation 12 instead of Equation 6 , with a value ␤ ϭ 0.5, are displayed in Table IV . The results obtained in Table IV clearly represent a remarkable improvement with respect to the ones in Table III , thus showing that the use of the document relationships is quite useful, provided that the weights measuring the strength of these relationships are set appropriately. The exception is CACM, where the new results are worse. We have also carried out some other experiments with different values for the parameter ␤ and, generally, the results are quite similar to the ones 
CONCLUSIONS
In this article we have presented two new IR models based on BNs. The first model SBN is composed of a layer of term nodes and a layer of document nodes, joining each term node to the document nodes representing the documents indexed by this term. This model has been endowed with an inference mechanism that allows us to perform exact propagation in the whole network efficiently. The experimental results obtained with five collections show that this model is competitive with respect to SM and the IN model. This initial model has been enriched, establishing the most important relationships among documents and thus increasing the expressiveness of SBN and giving rise to an extended model with three layers (EBN). In this second approach, we have shown two mechanisms by which the document relationships are captured. The new inference method, also exact, is composed of two stages: a propagation in the original network SBN, and the combination of this information with that one stored in the second document layer, updating the probability of relevance of each document given a query with the strength of the relationships among the documents. The results show an improvement in the performance of the EBN model, revealing the suitability of the document layer extension.
As future works, we plan to study new probability functions in the second document layer, to more accurately combine the information about the relevance of the documents given the query and the strength of the document relationships. The method used to select the most important document relationships could also be modified: instead of always selecting a fixed number c of parents for each document in the second document layer, we could design a more flexible method to determine the number of parents for each document. Moreover, we want to use the weighting schemes as an alternative to the one considered in Equation 10 to define the conditional probabilities of the first document layer. We are also planning to extend our model to cope with boolean queries.
On the other hand, we have tested our models with some standard test collections, in which the sizes are smaller than actual collections. Our objective has been just to determine the validity of the proposed models for IR, focusing our attention only in modeling aspects. Experimentation with Text REtrieval Conference (TREC) collections 17 will be one of the most important points in which we are going to center our future research. The basic objective will be to determine the efficiency and effectiveness of our models with these collections. This task could suggest some modifications or refinements in our models related to the propagation and construction of the second document layer.
