Abstract
algorithms, since the error reduction tends to be fairly uniform throughout the iteration process. (Unlike, for example, conjugategradient algorithms, where error reduction tends to occur in occasionalsuddenjumps). Thus for the kinds of multigrid being consideredhere we need to measurethe error reduction per iteration, and might alsolike an estimate of the number of iterations required to bring convergence error below truncation error.
The discretization of the model problem determines the numerical stencils used, and hencethe data dependencies in the parallel loops. On paralle! architectures, small changes in the discretization can havea major impact on the behavior of both the numerical method. We begin by assuminga five point discretization of the two dimensionalLaplacian, but we make no claims that this is the best possible.
The comparisonanalysisalsodependson the model of computation. We wish to compare standard multigrid to PSMG on its hometurf, a massivelyparallel machine in which there are at least as many processors as there are grid points (unknowns)in the discreteequations. If there werefewer processors than grid points, then the efficiencyof PSMG would be much poorer than standard red-black algorithms.
As well as being dependenton the machinearchitecture and the data dependencies dictated by the underlying p.d.e.,the computation and communicationcountsare very sensitive to algorithmic details. There are the obvious choicesto be made about interpolation and restriction operators and the order of the red-black sweeps.There is alsothe usual trade-off betweenthe computation cost and the communicationcost. In the caseof PSMG, the computation and communication appear to be minimized by the samealgorithm. In presenting the standard methods, where there are a number of simple variations on the basic method, we consideronly those algorithms which are relatively efficient and can be easily compared to the PSMG algorithm.
Although 
Work measures
Using the above assumptions, we define our work units as follows.
computation
We define one (parallel) computation step to be one instruction sent to a subset of the processors involving at most one add and one multiply. We also note the following:
• The algorithm we consider involves a fixed number of iterations of the relaxation to be performed on each grid level. Thus approximately the same amount of time is spent on each grid.
• In general, we cannot afford to store log(N) worth of information on each processor, so the use of simple injection is very important in the PSMG algorithm if all log(N) grids are used.
• Because of the varying length scales, the communication costs are grid-dependent. All comparisons of communication costs are made between corresponding levels.
Efficiency measures
The usualmeasures ofefficiency (p.53, [5] )are:
log e op(_) := Wiog P
or
where p is either the asymptotic convergence factor or some norm convergence factor and w is the number of work units.
We find it more convenient to use the first measure which we refer to as the normalized work unit. Using common logarithms, this is a measure of the work required per factor of ten reduction in the error. We take p to be the asymptotic convergence factor unless otherwise indicated.
3.
The algorithms 
Standard Multigrid
One of the most efficient sequential algorithms is obtained by using red-black Gauss-Seidel sweeps as the relaxation. The operation count of RB multigrid depends on the order in which the sweeps are performed.
For example, if a black sweep precedes a residual transfer, the residual,which is then zero at black points, needs to be computed only at red points. The restriction operator can also ignore black point residual values. We have considered various sweep order strategies, and invite the reader to try to £nd particular combinations which further reduce the costs. We consider standard restriction and projection operators, namely, full weighting (FW), half weighting (HW) and their adjoints relative to the discrete L 2 inner product, FW* (bilinear interpolation), and HW'. For example, consider using a black-then-red Gauss-Seidel iteration for the pre-and postsmoothing steps, FW restriction and HW" projection. We denote the coarse grid correction 
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