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ABSTRACT
Single photon emission computed tomography (SPECT) is the subject 
whereby we wish to measure and display the in-vivo concentration of 
single photon emission sources within a thin transverse slice of the 
medium in which the radioactive source is embedded while still 
retaining the simple, atraumatic, non-invasive nature of the 
radionuclide investigation.
The ultimate goal of SPECT systems is the determination of absolute 
regional radionuclide concentrations as a function of time. However 
achievement of accurate quantitative results in SPECT is impeded by 
geometric variation in counter efficiency, self-absorption inside the 
matrix containing the distributed gamma-source and by the intrinsically 
low detection efficiency of the photon detector when good spatial 
resolution is required. This Thesis describes studies of various 
methods for overcoming these difficulties and reducing the error 
contributed by them.
This work requires the transmission scanner to be modified to perform 
in emission mode and is described in this Thesis. The question of 
geometric variation is approached by the mathematical and geometrical 
techniques. This study deals with the attenuation problem by 
considering a few methods theoretically and uses a constant attenuation 
coefficient procedure experimentally. The subject of detection 
efficiency leads to the investigation of the plastic bar scintillator 
and the proportional counter as position sensitive detectors with the 
aim of using such detector to optimise collection efficiency. Use of 
the proportional counter requires some investigations on its lifetime 
and are reported in this Thesis.
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INTRODUCTION
Great progress has been made in the field of nuclear medicine since it 
was realised that radiation can be used to diagnose as well as to treat 
some of the prevailing diseases on this earth. The discovery of X-rays 
by Roentgen in 1895 first made possible the visualisation of internal 
features of three-dimensional objects in the form of two-dimensional 
pictures. Simple X-ray images can be difficult to interpret since the 
images of all planes in the object overlap which reduces contrast 
between subtle density variations in different regions. This remained 
true until in 1921 when Bocage introduced focal plane tomography in 
which source-film motion is employed to blur out the unwanted planes. 
Before the advent of suitable radionuclides and detecting devices for 
in vivo imaging, in vitro measurements were made of the concentrations 
of administered radioactive materials in blood samples, urine, faeces 
or excised biological tissues. In vivo radioisotope distribution 
measurements became possible using simple scanning techniques. 
Emission and transmission imaging was further enhanced by the discovery 
of tomographic image reconstruction techniques. The possibility of 
presenting the image in ,lslices,, has increased the detection 
sensitivity for abnormal tissues.
Since its clinical introduction by EMI, Limited in 1971 (EMI, Ltd., 
1972), transmission computed tomography (TCT) using X-rays has had a 
major impact on diagnostic medicine. This impact has not only won the 
inventor of this clinical system, Godfrey Hounsfield, the 1979 Nobel 
Prize for Physiology and Medicine (shared with Allan Cormack who 
independently implemented a solution to the reconstruction problem in 
1963) but it has revived interest in single photon emission computed 
tomography (Jaszczak et al, 1980).
Single photon emission computed tomography (SPECT) is the subject
whereby we wish to measure and display the in-vivo concentration of 
single photon emission sources within a thin transverse slice of the 
medium in which the radioactive source is embedded while still 
retaining the simple, atraumatic, non-invasive nature of the 
radionuclide investigation (Keyes, 1979). Historically, emission 
transverse section tomography using such sources was first introduced 
by Kuhl and Edwards in 1963 (Kuhl and Edwards, 1963) but the technique 
did not involve any fundamental change in the detection-display nor 
accuracy of measurement compared with X-ray transmission imaging except 
that it developed the emission imaging equipment into a more 
sophisticated tool for accurate measurement of radionuclide
concentration. This renewed interest has paved the way for more 
research work in this field in order to attain the aims of nuclear 
medicine. As the science of nuclear medicine has developed, it is 
becoming increasingly clear that it is concerned with in vivo 
biochemical distribution, the science of how the chemical constituents 
of the body move from one place to another (Wagner Jr., 1981). 
Advances in the development of both positron and single photon emission 
tomography combined with the availability of new radioactive tracers, 
are providing new insights in physiology and biochemistry.
Biodistribution studies permit measurement of regional as well as 
global function. Improved perception is augmented by improved
quantification and automation. Functional imaging is becoming
commonplace. The ultimate goal of SPECT systems is the determination 
of absolute regional radionuclide concentrations as a function of time.
The success of X-ray transmission tomography in the medical field has 
encouraged several groups throughout the world to apply it to the 
industrial and research fields (Sweeney, 1975; Kruger et al, 1978;
Schlosser et al, 1980; Kluev et al, 1980; Hopkins et al, 1981; Hunt, 
1981; Gilboy et al, 1982; Burstein et al, 1984; Reimers, Goebbels, 
Weise and Wilding, 1984) as well as to the plant kingdom (Onoe et al,
1984). This process of venturing beyond the medical field has been 
followed by single photon emission computed tomography and the 
biodistribution techniques have been utilised to measure the 
distribution of fission products in irradiated light water reactor 
CLWR) fuel rods in order to study fuel rod failures caused by
pellet-clad interaction (Phillip et al, 1981).
Despite the renewed interest and progress in SPECT, it still suffers 
several limitations and these hinder the attainment of that ultimate 
goal mentioned above. Collection efficiency, attenuation (by the 
source itself and by the medium it is in) and photon utilisation are 
the three fundamental limitations in emission tomography coupled with 
practical limitations due to non-uniformity of detector sensitivity and 
resolution with depth as well as the problem of poor counting
statistics (Keyes, 1981). Counting statistics limitations are imposed 
by dose constraints and patient movement (as will be explained later) 
in the case of medical imaging, and by highly attenuating media in the 
case of industrial objects.
Surrounding the object to be scanned with detectors will improve 
tremendously the collection efficiency and reduce the statistical error 
as well as the scanning time both for emission and transmission 
tomography compared to the case where only one detector is used and, 
providing matched detectors are available, the uniformity of
sensitivity need not suffer (Kuhl and Edwards, 1970). The Mark IV
system (Kuhl et al, 1976), J and P Engineering and Aberdeen University 
Scanner, Union Carbide Imaging Systems (Phelps, 1977)> Dynamic Computer 
Assisted Tomograph (DCAT) scanner in Denmark (Stokely et al, 1980) and 
Single Photon RINg Tomograph (SPRINT) scanner at the University of 
Michigan (Snapp, 1980; Knoll et al, 1984) are designed and built to 
have multiple array of detectors surrounding the patients to be scanned 
using single photon radiotracers. In positron emission tomography
(PET), almost all systems use multiple detector arrays (Phelps, 1977). 
A group in Japan (Kanno et al, 1981) developed a detector called 
HEADTOME which consists of sixty four sodium iodide detectors in a
circle that is capable of SPECT as well as PET imaging.
State-of-the-art transmission tomography medical scanners are based 
upon the stationary multiple detector array concept (Schlosser et al, 
1980). Even though this configuration of scanner geometry improves the 
collection efficiency and reduces the statistical error and scanning
time, it is more costly owing to the large number of detectors
required. The high cost of existing medical machines is one important 
reason why TCT has yet to make an impact in industry (Folkard, 1983). 
Although the potential and to some extent the applications of each
imaging modality that exists today is judged by the parameter measured
rather than image resolution or display quality (Brownell et al, 1982) 
the constraints > of total cost will inevitably force decisions to be 
made between imaging modalities (Brownell, 1984).
The problem posed by attenuation in SPECT is by far the most difficult 
to solve. Various compensation methods have been suggested but none so 
far can claim to be universal and the best method. It ranges from no 
attenuation compensation at all (Murphy et al, 1979) to using
transmission scanning first to determine the values of the variable
attenuation coefficient (Budinger and Gullberg, 1974). Ignoring the 
attenuation correction will result in a reconstruction of "attenuated 
source" activity which may be useful for some qualitative clinical 
studies but is not adequate for quantitative studies (Lewis et al, 
1982) especially bearing in mind that the ultimate goal of SPECT is to 
determine absolute regional radionuclide concentration as a function of 
time. Transmission scanning procedure entails additional dosage to the 
patient and has some practical difficulties (Jaszczak et al, 1980). 
Between these two approaches lie other methods of attenuation 
correction. Early techniques used the arithmetic (Kay and Keyes Jr.,
1975; Keyes Jr. et al, 1977) and geometric (Genna, 1966; Budinger et 
al, 1977; Jaszczak et al, 1977) mean of opposing projections. 
Normalisation of the reconstructed image using data measured from a 
phantom having known radionuclide concentrations assuming that the 
fixed phantom geometry adequately represents the patient geometry was 
used on like MARK IV system (Kuhl et al, 1976). Several groups have 
developed SPECT reconstruction methods employing assumptions about 
attenuation (for example assuming that the medium has a known shape and 
uniform -density) and incorporating this value into various 
reconstruction techniques including an iterative algorithm based on a 
convolution technique (Walters et al, 1977; Walters et al, 1981), an 
algebraic type algorithm (Hsieh and Wee, 1976), a least squares method 
(Budinger et al, 1977) and a two-step procedure of multiplication and 
reprojection (Chang, 1979).
The advancement of transmission tomography especially in the medical 
field has overshadowed the advantages that SPECT has over it. TCT 
deals mostly with anatomy and structure whereas SPECT has the ability 
to investigate physiology and kinetics. Some of the reasons for this 
eclipse are the problems that are still facing SPECT systems which have 
been mentioned earlier. Both SPECT and TCT suffer from the high cost 
of the equipment which limits widespread use. Nevertheless the future 
of SPECT is very encouraging. It has not only been used in the medical 
field (in giving static, equilibrium or dynamic imaging) but has also 
been used in other fields such as in non-destructive testing to 
determine the axial and radial distribution of fission products in 
irradiated fuel rods. This recent development can be of use to nuclear 
power plant personnel with interests and responsibilities in 
non-destructive inspection, core physics or fuel performance. 
Investigations are progressing to use single photon emission scanning 
as a tool for elemental analysis and distribution b y ' utilising the 
emission of gamma or X-rays emitted from an object as a result of it
being irradiated (Balogun, 1986).
.The scope of this study is to modify the present transmission scanner 
in our department to perform in the emission mode, to review, analyse 
and investigate the problems being face by SPECT and to suggest their 
possible solution, and to develop and investigate the potential and 
capability of a position sensitive detector technique with a view to 
using it with the scanner in both modes of operation. It is hoped that 
this study will improve the Surrey gamma-scanner at a reasonable 
overall cost while retaining the basic advantages of the system.
Chapter One provides further insights into the mathematics of computed 
tomography paying extra attention to SPECT. It touches on the 
formation of transmission and emission projections then proceeds to 
elaborate on the various mathematical reconstruction techniques. 
Diagrammatic as well as numerical illustrations related to SPECT are 
shown.
Two of the central problems experienced by SPECT systems are taken up 
in Chapter Two. It approaches the question of solid angle in two ways 
namely the mathematical techniques and the geometrical methods. It 
describes at length the interactions of gamma-rays with matter - the 
subject round which most of this study revolves before proceeding to 
review the various existing attenuation compensation methods giving 
their respective advantages and drawbacks.
Chapter Three discusses the detection of the emitted photons by 
inorganic and organic scintillators, and gas-filled detectors leading 
finally to the principles and mechanisms to achieve positional 
information in an extended detector. The ways in which the incident 
radiations are converted into detectable signals when passsing through 
each of the detectors mentioned above is detailed.
Chapter Four elaborates on the modifications done on the transmission 
scanner to perform in the emission mode. The scanner still retains its 
ability to perform in transmission mode with minimal alterations to the 
whole scanning set-up. This Chapter also describes the design of the 
collimators as well as the radioactive sources used in emission 
scanning.
Chapter Five records and discusses the experimental results obtained in 
this study. It involves the results achieved in trying to substantiate 
some of the suggestions made in trying to solve the problems facing 
SPECT. It also includes the investigation on the collimators' 
performance and the images obtained from the emission scanner.
Chapter Six gives details of the design, set-up and preliminary results 
for the two types of detectors used and reports their spatial and 
energy resolution capabilities. It describes the various aspects of 
the NE102A plastic scintillator detector followed by the two 
proportional counters that are used in this study. It also considers 
the preliminary results obtained prior to the assembly of the whole 
detector set-up.
Chapter Seven concludes this thesis as well as providing some 
suggestions for future work.
The following abbreviations are widely used throughout this Thesis:
ADC = Analogue-to-digital converter 
ECT = emission computed tomography 
FWHM = full width at half-maximum 
PMT = photomultiplier tube 
PSPC = position sensitive proportional counter 
SPECT = single photon emission computed tomography 
TCT = transmission computed tomography
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CHAPTER 1
MATHEMATICAL CONCEPTS OF COMPUTED TOMOGRAPHY
1.0 INTRODUCTION
The solutions to many problems in physics, and particularly medical 
physics, depend on being able to infer a density distribution in space 
from projections of the density on to planes (Cormack, 1973). The
uniqueness of SPECT and other Computed Tomography modalities lies in 
such ability to infer the physical property of interest of the object 
concerned from its projections. Reconstruction of images from 
projections has many scientific, industrial and medical applications 
where the invasion or destruction of the object is unacceptable. 
Computed Tomography has its roots in mathematical techniques. The
procedure is that of mathematically combining projections from 
radiation emission or transmission at various angles to obtain an
accurate representation of the original object. Hence a knowledge of 
these mathematical concepts is important to a basic understanding of 
the principles of Computed Tomography (CT).
It is the objective of this Chapter to bring together the basic
mathematics needed for a further insight into CT with a slightly 
greater weight being given to SPECT. It will concentrate on some of 
the methods of reconstruction but the subject of the formation of 
projections for both transmission and emission modes will be dealt with 
first.
1.1 FORMATION OF PROJECTIONS
The theoretical basis of Computed Tomography is mainly that of 
mathematical methods for reconstructing images from projections. In
C O L L IM A T E D  SO U R C E  
( in  transmission C T )
OBJECT
C O L L IM A T O R
Figure 1.1 Cpordinate system
Figure 1.1, the function f(x,y) represents the spatial distribution of 
the physical property of interest (such as the density of matter or 
concentration of an isotope). The projection data are estimates of the 
line integral of the function f(x,y), where the line integration is 
specified by the parameters r and 0, The r and s axes are rotated by 
an angle 0 from the x and y axes. Using Figure 1.1, it may be shown 
that
r =  x cos 0 + y sin 0 ---------------------------------- ►  1-1
Then the line integral of f along the line specified by can be
denoted by p(r90)9 where p is the Radon operator which was named in 
honour of Radon (Phillips et al, 1981). The function p is obtained by 
a line integral along s as
P(r,$) —  j f(x,y) ds —-------------------------------------------- 1-2
—oo L
p is called the ray-sum or ray-projection and it is related to the 
value of the detected signal. A complete set of ray-sums at a given 
angle is called a projection-or profile (Brooks and Di Chiro, 1975). 
The mathematical problem is then to determine f(x9y) if p is known for 
a sufficient number of rays (Cormack, 1973).
1.1.1 Radiation Transmission Projection
Suppose that the line L in Figure 1.1 represents the path of a fine 
beam of monoenergetic photons from an external collimated source 
detected by a collimated detector. If the beam enters with an 
intensity Ic and the distribution of linear attenuation coefficient 
relative to axes r,s is v(r,s), then the intensity of the emergent 
beam, I^, will be given by
I 0 (r)  =  I 0 e x p ( - /p ( r , s )  ds) --------------------------- ►  1*3
/ p ( r , s )  ds = -------------------- ------------------------------ ►  1*4
Equation 1.4 is similar to that of Equation 1.2
p(r,0) =  / p ( r ,s) ds =  1*5
It can be seen that in transmission tomography using photon sources,
the density function or the physical property of interest , f(x,y),
represents the linear attenuation coefficient, p.. By measuring the
10
incident (IQ ) and transmitted (I^) beams, the value of the ray-sum p 
can be derived. Measuring a set of ray-sums at a given angle will 
provide the transmission projection. As will be seen in section 1.2,- 
more than one projection is required in order for the reconstruction to 
be feasible.
1.1.2 Radiation Emission Projection
Again referring to Figure 1.1, let L be a line defined by a small 
well-collimated detector whereby the detection of radiation emitted 
from the material takes place. In single gamma-ray emission 
tomography, the intensity of photons detected in that direction is 
given by
where A c(x,y) is the activity distribution appropriate to the gamma-ray 
energies being detected.
If we assume that the detector is at a distance from the object which 
is large compared to the dimension of the object itself, then the solid 
angle subtended by the detector at a point on L within the object is 
practically independent of the position of the point in that medium. 
In the absence of attenuation of the radiation inside the object the 
activity A(r,0) detected would be proportional to the line integral of 
Aq along L. In a real situation, such conditions are not the case 
since the detector has to be placed as close as possible to the object 
in order to achieve high detection sensitivity and the attenuation 
within the medium is generally not negligible considering the energies 
of interest in SPECT. Hence the attenuation and solid angle factors 
have to be considered which show why Equation 1.6 has the inner 
integral. This inner integral describes the attenuation of the emitted
1-6
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gamma-ray p C x ^ y 1) at a point (x’,yf) and is evaluated on the segment 
L(r,0,x,y) from (x,y) to the detector (Kouris et al, 1982). As will be 
seen in Chapter 2, if p(x,y) is known, an estimate of A0 (x,y) can be 
obtained.
Besides the emission scanner and detector developments, the problems 
posed by solid angle variation and attenuation as well as their 
solutions are among the subjects that are discussed in this Thesis. 
Suffice to mention at this juncture that an attenuation correction is 
essential for quantitative photon emission tomography (Budinger, 1980) 
and its incorporation into Equation 1.6 is vital especially when using 
Fourier methods for reconstruction as will be explained later in 
Chapter 2.
As compared to transmission tomography which measures the attenuation 
coefficients, the physical property of interest in SPECT, f(x,y), is 
the actual specific activity of the radioactive substances present in 
the object. In nuclear medicine, SPECT portrays the distribution as 
well as the total activity of injected radioisotopes whereas in nuclear 
industry the activity and radial distribution of fission products are 
of concern in non-destructive evaluation (NDE) of irradiated fuel 
elements (Phillips et al, 1981) as well as the assay of plutonium 
radioactive waste inside containers (Cline, 1972).
Having understood the physical properties of interest for both 
transmission and SPECT as well as to how their projections are formed, 
the next section will elaborate on some of the reconstruction methods.
1.2 RECONSTRUCTION OF PROJECTIONS
Earlier on in this Chapter it was stated that the mathematical problem
12
is to determine f(x,y) if p is known. The transformation that maps a 
function f into a function p, and subsequently, the inverse 
transformations to compute f from p was first studied by Radon (Herman, 
1979). In 1917* this Austrian mathematician who was concerned with 
gravitational theory mathematically proved that a two- or 
three-dimensional object can be uniquely reconstructed from an infinite 
set of its projections (Radon, 1917). His formula served as the basis 
for much of the mathematical and practical development of 
reconstruction techniques. Others used modifications of Radon's 
classical inversion formula in their respective fields of work by 
employing either Fourier methods (Bracewell and Riddle, 1967; Crowther 
et al, 1970; Bates and Peters, 1971; Ramachandran and
Lakshiminarayanan, 1971; Lees et al, 1974; Mersereau and Oppenheim, 
1974; Kay et al, 1974; Shepp and Logan, 1974; Chesler and Riederer, 
1975; Tanaka, 1975; Barrett et al, 1976) or orthogonal expansions 
(Cormack, 1963; Cormack, 1964) of the line integrals, or by iteration 
(Bracewell, 1956; Gordon et al, 1970; Hounsfield, 1972; Gilbert, 
1972; Goitein, 1972; Herman et al, 1973; Oppenheim, 1974; Budinger 
and Gullberg, 1974) to determine the density distribution. They were 
able to produce different algorithms to reconstruct images from 
projections but all algorithms are based on the development of 
techniques for solving variations of the above integral equation 
(Equation 1.2). Table 1.1 shows a brief history of the areas to which 
image reconstruction techniques were applied. As the principles of 
reconstruction are the same for both transmission and emission imaging, 
they will be discussed in parallel.
Reconstruction techniques fall into three broad categories (Brooks and 
Di Chiro, 1975):
(i) Summation method 
(ii) Iterative techniques 
(iii) Analytical techniques
THEORY OF GRAVITY
ASTRONOMY
OPTICS
ELECTRON MICROSCOPY
BRACEUELL (1956)
RADON (1917)
De ROSIER and KLUG (1968)
GORDON et al (1970)
BERRY and GIBBS (1970)
ROULEY (1969)
TAKAHASHI (1957) - X-ray transmission
OLDENDORF (1961) - Gamma-ray transmission
KUHL and EDUARDS (1963) - Emission
CORMACK (1963,1964) - Gamma-ray transmission
KUHL, HALE and EATON (1966) - Gamma-ray transmission
TRETIAK et al (1969)
BATES and PETERS (1971)
HOUNSFIELD (1972) - X-ray transmission
CROUE et al (1975) - Alpha particle radiography
GREENLEAF et al (1975) - Ultrasound
LAUTERBUR et al (1975) - Nuclear magnetic resonance
CORMACK et al (1976) - Proton radiography
Table 1.1 A brief history of the areas to uhich image reconstruction 
techniques were applied (Brooks and Di Chiro, 1976; Seeram, 
1982).
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1.2.1 Summation Method
The summation method is the simplest and most rapid method of
one-dimensional projections. This approach was used in the early 
experiments of Oldendorf (Oldendorf, 1961), Kuhl and Edwards1 
radioisotope imaging (Kuhl and Edwards, 1963) and later extended to 
their transmission imaging (Kuhl, Hale and Eaton, 1966). It is also 
called linear superposition, simple transverse section or 
Back-Projection (Capitalisation is used to distinguish between back- 
projection as a process which will be discussed later, and 
Back-Projection as a method of image reconstruction in which unmodified 
profiles are back-projected and summed).
The principle underlying this technique is that the density at each 
point is estimated by the sum of the total densities (ray-sums) of all 
the rays through the point. Reconstruction is performed by back- 
projecting each projection across the plane, that is, the magnitude of 
each ray-sum is applied to all points that make up the ray. 
Mathematically, for a given point, the reconstructed density f^(x,y) is 
the sum of all the ray-sums that pass through it and can be written
where ^  is the kth projection angle, is the angular distance
between projections and m the number of projections. The notation f^
is used to distinguish that the value produced by Equation 1.7 is not
identical with the true density f as can be seen in Figure 1.2 which
shows the numerical illustration of Back-Projection method (General 
Electric Company, 1976). In this illustration, a uniform object is
divided up into 9 squares (i.e. a 3 X 3 matrix with 9 pixels). Each 
pixel is assigned an activity A initially. It can be seen that the 
pixels' values at the end of the reconstruction are not fully identical
reconstituting a two-dimensional distribution from multiple
m
1*7
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Initial Starting Point
(f)
\  \  / y
L -------------\
X
ib ib ib
(a) Horizontal ray-sum for each rou is 3A (A+A+A)
(b)Vertical ray-sum for each column is 3A (A+A+A)
(c) Right diagonal ray-sums are A, 2A (A+A), 3A (A+A+A), 2A (A+A), A
(d)Left diagonal ray-sums are A, 2A (A+A), 3A (A+A+A), 2A (A+A), A
|St Guess
3A 3A 3A
3A 3A 3A
3A 3A 3A
-»nd /~2 Guess
6A 6A 6A
6A 6A 6A
6A 6A 6A
Place horizontal ray-sums from the 
previous 3 X 3  matrix in each of the 
squares to obtain the first guess.
Add the vertical ray-sums from the 
original 3 X 3  matrix to the value 
in each of the squares in the first 
guest
3rc* Guess
7A 8A 9A
8A 9A 8A
9A 8A 7A
Guess
10A 10A 10A
10A 12A 10A
1 0A 10A 10A
Add the right diagonal ray-sums from the Add the left diagonal ray-sums from
original 3 X 3  matrix to the values in the original 3 X 3  matrix to the
the second guess. values in the third guess.
Reconstructed M a tr ix ( f^ )
A A A
A 1 . 2 A A
A A A
Nou, the problem is to 
reduce the preceeding 
matrix to a simple ratio. 
Hence, by using the 
obvious common divisor, 10, 
the final image is obtained.
Figure 1 -2  Numerical illustration of B ack -P ro jec tio n
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detector
output
position
single projection
Figure 1*3 Diagrammatic representation of Back-Projection 
to the initial values.
Back-Projection does not produce a good reconstruction because each 
ray-sum is applied not only to points of high density, but to all 
points along the ray with the net result of a star artifact. Figure 1.3 
is a diagrammatic representation of Back-Projection of a circular 
radioactive source. The superimposition of the projections forms a
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star around the circular image. The detector output is the source 
activity with respect to the linear scanning position of the detector. 
This effect can be seen numerically in Figure 1.2. This occurs because 
points outside a high density object receive some of the back-projected 
intensity of the object. The star pattern may not be distinguishable 
if many projections are used, but there will be a general fogging of 
the background which may mean that subtle differences in density cannot 
be distinguished though the method succeeded in eliminating the 
unwanted planes. The blurring function is in fact simply 1/r (see 
Equation 1.23). This simple Back-Projection technique preceded the 
work of the eventual Nobel prize winners* (Cormack and Hounsfield) but 
this blurring did not produce the diagnostic breakthrough as X-ray CAT 
did (Di Chiro and Brooks, 1980). This method is not being used in the 
present scanners but it is discussed here not only for its historical 
significance but more importantly as a stepping stone to the 
understanding of a more complex method to be described in sub-section 
1.2 .3 .
Attempts were made to improve the image of the summation method by 
partly removing the blurring using a digital computer. Vainshtein 
(Vainshtein, 1971) showed that a subtraction procedure is possible to 
increase contrast by making the average density of the reconstruction 
identical with the estimated average density of the original. Another 
method suggested by him is to flag those points whose density is known 
to be 0 since they lie in a ray whose ray-sum is 0. Post-processing 
the results can lead to improvement in the summation method. The 
"Rho-filtered layergram" technique was proposed by Bates and Peters 
(Bates and Peters, 1971) and Smith et al (Smith et al, 1973). They 
suggested taking the Fourier transform of the output of the summation 
method, multiplying by the first polar coordinate in Fourier space 
(rho), and taking the inverse Fourier transform to ‘ produce a 
"rho-filtered layergram." Subtracting out the star patterns to a
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limited degree by looking for high density points to compensate for 
this artifact has also been attempted (Muehllehner and Wetzel, 1971).
With the advancement of computer technology, the solution has shifted 
to solving the reconstruction problem using more accurate methods as 
will be discussed in the next two sub-sections.
1.2.2 Iterative Techniques
A reconstruction technique that is widely used in cases where the 
number of views is limited, if noise is significant, or if additional 
factors such as solid angle and gamma-ray attenuation are present is 
that of iterative technique. For these reasons, iterative methods are 
widely used in radioisotope imaging and one version of it (Algebraic 
Reconstruction Technique - ART) was once used by Hounsfield to 
reconstruct early images using the first EMI brain scanner (Hounsfield, 
1972) and was also utilised in electron microscopy by Gordon et al 
(Gordon et al, 1970). The first application of iterative technique to 
image reconstruction was in the field of radioastronomy (Bracewell, 
1956). Even though it is not utilised in the present work attention is 
given here to this technique because of the method's ability to deal 
with such situations as mentioned above which are common in SPECT where 
complications exist that cannot be readily handled by analytical 
methods. The problem with this technique, as will be seen later, is 
that the time taken to reconstruct the image is longer than that of an 
analytical method. At Surrey, we are currently concerned with the 
speed of measurement and reconstruction but future works may involve 
this technique (Choudhary, 1986) once the emission scanner is fully 
optimised.
The iterative technique is based on exact mathematical equations and it
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is called a "direct technique" because the reconstruction is done 
entirely in real space without using Fourier transforms. Iterative is 
a term used to refer to a "method of successive approximations in which 
an arbitrary starting image is chosen, corrections are applied to bring 
it into better agreement with the measured projections, and the new 
corrections are applied, etc., until satisfactory agreement is 
obtained" (Brooks and Di Chiro, 1975).
In practical situations, the projection data and image values can be 
obtained only at finite intervals. Hence let us consider that the 
slice of material, where distribution of activity (in the case of 
SPECT) or attenuation coefficient (for TCT) is required, is thought of 
as being divided up into a matrix of n by n cells as depicted in Figure 
1.4. These non-overlapping sub-divisions are called pixels. The 
reconstruction then gives values of the distribution in each of the 
pixels, denoted by fjj (i,j are the horizontal and vertical indices, 
respectively). Its relation to the kth ray-sum, p^, can be obtained 
when the continuous equation shown earlier (Equation 1.2) is replaced 
by the discrete equation
The weighting factor, wjj, is defined to be that factor which when 
multiplied by the true value of the (i,j) pixel gives its contribution 
to the expectation value of p^ (the contents of projection bin k). 
This factor incorporates the geometry of the measurement process and in 
emission tomography can incorporate weighting information to compensate 
for attenuation as will be seen later in section 2.2. Again the 
problem of reconstruction is to ascertain the value of f knowing all 
the values of p.
Looking at Equation 1.8, the direct answer will be to invert the matrix 
Wjj such that
wii fij 1-8
k bin or ray
w
n
Figure 1*4 Cellu lar array used fo r iterative reconstruction
where w~1 is the matrix inverse of w. This method has been used for
limited applications (Kashyap and Mittal, 1973; Tewarson, 1973) but is
not practicable for most medical applications due to the seemingly
intractable problems of large matrix manipulations, insufficient number
of projections available to give a unique solution and above all, the
noise and other artifacts will render the projection data to be
inconsistent, in which case there is no possible solution. In
radiology the number of projections may have to be small, either to
reduce the X-ray dose to the patient, or because the object
reconstructed is a rapidly moving one, such as a living heart (Gordon
and Herman, 1974) and the measurements have to be made quickly. In
nuclear medicine, patient movements limit the number of projections
that are able to be taken. In some investigations (such as lung
function using Krypton-81m which has a half-life of 13 seconds: see
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Table 4.1), the radioisotopes used have short physical and biological 
half-lives which mean less projections are able to be measured within 
the available time. These have led to iterative schemes for the 
approximation to a solution of Equation 1.8.
As defined earlier, the basic strategy of iterative methods is to apply 
corrections to arbitrary initial cell densities (which can be zero or 
some constant starting value) in an attempt to match the measured 
projection which leads to the following procedure: An initial set of
cell density values have to be assigned first and then projections 
(normally called pseudo- projections) are calculated using Equation 
1.8. These calculated pseudo-projections are then compared with the 
measured projections and a relevant correction (of which its sequence 
and mechanism will be discussed next) is made until the calculated 
pseudo-projections agree with the measured values. When this has been 
done for all cells and all rays, the first iteration is completed. 
Normally each new correction upsets the agreement created by earlier 
corrections which means errors still exist; the procedure is then 
repeated until the remaining error is within acceptable limits.
The correction process during the 1th iteration can be mathematically 
described by the equation
order that, if applied to all cells constituting the kth ray, the
►  1-10
where f ^  is the ith density before the iteration, f| is the density
after the iteration and Af|j is the correction applied to the (i,j)th 
cell from the kth ray. Corrections Afjj are to be calculated in
calculated projection will be increased by A p , (the error between the
k
measured value,p, , and the calculated value, pc , of the projection), 
k k
Mathematically A p  is given by
A p  — p — pc 
Pk Pk Pk
► 1-11
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Additive correction and multiplicative correction are the two commonly 
used ways to distribute the correction among the cells. In additive 
correction each cell receives a correction in proportion to its weight
In multiplicative correction, each cell receives a correction in
Iteration methods differ in the sequence in which corrections are made 
during each iteration and they are primarily classified according to 
this sequence. One sequence of correction is when all projections are
made simultaneously. Simultaneous correction of iterations tends to 
oscillate about the correct solution which can lead to over-correction 
unless a damping factor is applied to all corrections. A damping 
factor used by Goiten (Goiten, 1972) produced the best least-square fit 
after each iteration hence the name Iterative Least-Square Technique 
(ILST). As will be seen in sub-section 2.2.3» this technique can be 
modified in SPECT to handle the measured variable attenuation 
coefficient.
The Algebraic Reconstruction Technique (ART) is of another version of 
iterative technique which utilises ray-by-ray correction instead of the 
above simultaneous method. In this sequence, one projection is 
calculated and corrections are applied to all points that contribute to 
the ray. One iteration is completed when the procedure .is repeated to 
each ray until all rays in all projections have been treated bearing in 
mind that for each ray the correction embodies previous correction in
w ^  which means that
1-12
proportion to its present assigned density f*
1*13
calculated at the beginning of the iteration and all corrections are
each new calculation.
Corrections can also be done point-by-point instead of the two 
sequences mentioned above. Each point is corrected simultaneously for 
all rays passing through it, and these corrections are incorporated 
before proceeding to other points. Corrections made during the 
iteration are embodied in succeeding calculations. This point-by-point 
correction was utilised by Gilbert in electron microscopy (Gilbert, 
1972) who named it Simultaneous Iterative Reconstruction Technique 
(SIRT).
1.2.3 Analytical Techniques
Another category of reconstruction method that is currently used in the 
present scanners is that of analytical techniques. Analytic 
reconstruction is based on directly solving the integral Equation 1.2 
without having to resort to such replacement needed in iterative 
techniques (Equation 1.8) but it is necessary to limit the spatial 
resolution of the image. Both techniques use exact mathematical 
formulae for the reconstructed image density. Analytical techniques 
found their applications in electron microscopy (De Rosier and Klug, 
1968), optical holography (Rowley, 1969) as well as for radiography and 
radioisotopic imaging (Tretiak, Eden and Simon, 1969; Bates and 
Peters, 1971; Mersereau, 1973; Kay, Keyes and Simon, 1974). The 
first analytical reconstruction of an X-ray image was performed by 
Cormack (Cormack, 1963; Cormack, 1964) but the Fourier version of it 
was introduced earlier by Bracewell for radioastronomy (Bracewell, 
1956). Essentially these techniques can be categorised into
(a) Two-dimensional Fourier reconstruction
(b) Filtered back-projection method
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(a) Two-dimensional Fourier reconstruction
In order to appreciate this method, it must be borne in mind that any 
function of space or time can be represented as a sum of sine and 
cosine waves (harmonics) of different frequencies. The amplitude of 
each harmonic is called the Fourier coefficient. A plot of the 
distribution of activities (SPECT) or attenuation coefficients (TCT) 
as a function of distance would generate a waveform consisting of 
various frequencies and amplitudes. This waveform can be 
approximated by a series of sine and cosine waves of different 
amplitudes and frequencies, hence having different Fourier 
coefficients. Points in Fourier space for which there are no data 
are estimated by interpolation. By using these Fourier coefficients 
it is possible to reconstruct the original object pattern (McCullough 
and Payne, 1977.).
Any two-dimensional density function f(x,y) can be expressed as a sum 
of sine and cosine waves, propagating in various directions across 
the plane.
00 00
f(x,y) =
-00-00
where the amplitudes of the sinusoidal waves are denoted by the 
Fourier coefficients F(kx,ky) and the parameters kx and ky are the 
wave numbers in the x and y directions. By the inverse Fourier 
transform we can get the Fourier coefficients F(kJf,kv) such that* j
00 00
F(kx ,k ) =
-00-00
Rotating the (x,y) axes to the (r,s) axes as in Figure 1.1,
where the angle of rotation, pf, is given by
0  =  tan’1( ~ ^ )   1-16
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// f( x, y ) exp [ - 2 * i ( k xx,kyy) ] dx dy 1-15
f ) F(kx’V  Cx p [ 2 * i ( k xx,kyy) ] dkx dk 1-14
and by a simple geometrical transformation, defining
k =  < kx2 + ky2)^ --------- — ■1-17
we obtain
00 oo
F (kx ,ky) = J'J f (x ,y)  exp (— 2* i  kr)  dr ds -*--— ►1-18 -
—00—00
From Equation 1.2, the projection-ray p(r,0) is the s-integral in the
above equation. Hence Equation 1.18 becomes
00
F(kx , ky) =  f  p ( r ,0) exp (— 2 * i k r )  dr =  P ( k ,0) ► 1-19-
— 00
where P(k,0) is the Fourier transform of p(r,0) with respect to r.
Equation 1.19 serves as the basis of Fourier reconstruction. The 
equation states that each Fourier coefficient, or wave-amplitude, 
of the density function is equal to a corresponding Fourier 
coefficient of the projection taken at the same angle as the Fourier 
wave. Hence a one-dimensional Fourier transform of a 
one-dimensional projection of a two-dimensional object is 
mathematically identical to one line (a central section) through 
the two-dimensional Fourier transform of the object itself. Thus, 
knowledge of all one-dimensional projections is sufficient to 
synthesize the two-dimensional transform of the object from which 
the object is readily obtained by an inverse two-dimensional 
transform (Swindell and Barrett, 1977). The procedure is to take 
the one-dimensional Fourier transform of projections (Equation 
1.19) and interpolate to provide a two-dimensional array of Fourier 
coefficients and finally to take the inverse two-dimensional 
transform (Equation 1.14) to achieve the density function f(x,y). 
Interpolation is required because the Fourier coefficients obtained 
from the projections do not fall on a rectangular matrix, as required 
for the inverse two-dimensional transform (Brooks and Di Chiro, 
1976). The various interpolation schemes are discussed by Crowther
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et al (Crowther, De Rosier and Klug, 1970). Figure 1.5 helps to 
illustrate Fourier reconstruction diagrammatically.
Before proceeding to discuss the filtered back-projection method, let
us see the relation of the two-dimensional Fourier reconstruction
method to the summation techniques that have been discussed in
sub-section 1.2.1. This will help us to better appreciate the
filtered back-projection technique. In integral form, the summation
reconstructed density of Equation 1.7 can be written as
x
f ^ x .y )  =  /  p ( r , 0) d <t> ------------------------------ ►  1*20
o
The Fourier representation of p(r,0) will be
00
p ( r ,0) =  / P ( M )  exp ( 2 * i k r ) d k  --------------------- ^ * 1 * 2 1
— 00
Equation 1.20 becomes
X oo
y x,y) =  f f  ^ | k|^  exp ( 2 * i k r ) l k l d k  6<p------------- ^ 1 * 2 2
O-oo
The |k| factor has been multiplied and divided in Equation 1.22 in
order to make the right-hand side in the form of a two-dimensional
Fourier integral in polar coordinates. By taking the two-dimensional
Fourier transform of the above equation and utilising Equation 1.19
p(k,<a) F(k*,k v)
p(k k \ —  = ---- LJLL----------------- 1*23
V  x> y' Ikl Ikl
where F^(kx ,ky) are the Fourier coefficients of the Back-Projected 
image.
Equation 1.23 signifies that the back-projected image is equal to the 
true image, except that the Fourier amplitudes are divided by the 
magnitude of the spatial frequency. In their "rho-filtered 
layergram" mentioned earlier, Bates and Peters (Bates and Peters, 
1971) took the Back-Projected image two-dimensional transform, 
multiplied by |kl and took the inverse transform. This suggests that
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Back-Projection can be made to work if projections are properly 
modified, or filtered, before being back-projected. Attempts to 
compensate the blurring effect in the summation technique made use of 
the Back-Projected image but the next topic that we are going to 
touch upon will deal with the filtration of the projections (rather 
than Back-Projected image) before they are back-projected.
(b) Filtered back-projection
Filtered back-projection is similar to the summation technique except 
that the projections are modified or filtered first before being 
back-proj ected. Mathematically
Equation 1.24 is similar to Equation 1.7 except that the filtered 
projection, p*, rather than the raw projection, p, is back-projected. 
This concept dates back to 1917 when Radon obtained a direct 
inversion of Equation 1.2. The change from p to p* involves a 
filtering operation. Besides Radon filtering, two other filtering 
operations are possible which are based on a different but 
mathematically equivalent integral to that of Radon*s. These two 
operations are the Fourier filtering and convolution filtering and 
this subject of filtered back-projection will proceed according to 
their filtering operations.
(i) Fourier filtering
m
1-24
In this case the change from p to p* is a filtering operation in 
which the high frequency components are increased in proportion to 
their wave number, producing a biphasic function with average value
zero. This can be seen from the following derivation.
Rewriting Equation 1.14 in polar coordinates form we have that
Ikl dk d0  ---------^ -1 -25
X  CO
U*,y) =  J  / F ( k x. ky )  exp [ 2 * i k ( x c o s 0  + y s i n 0 ) ]
Replacing F(kx ,ky) with P(k,j2f) and letting
00
p*( r ,0 )  =  / P ( k , 0 ) l k l  exp ( 2 * i k r ) d k  ---------------------------- * - 1 - 2 6
we have that
x
nx .y )  =  /  P* ( xcos 0 + y Sin 0,0) d o ----------------------------^ 1 -2 7
o
Jn real situations, the above equation is replaced by a summation to 
give Equation 1.24. From Equation 1.26 we see that the filtered 
profiles , p#, is obtained by taking a Fourier transform of a 
projection and multiplying each coefficient by |k| and taking the 
inverse transform. In order to get the value of the physical 
property f(x,y) the filtered profiles are back-projected across the 
image plane using interpolation. This sequence is carried out for 
all measured projections.
(ii) Radon filtering
Radon who was solving the gravitational field equations derived a 
solution which can be written as (Di Chiro and Brooks, 1980):
f (x,y)  =  jj dr- *   - 1 - 2 82 , 2  |  |  r - V
O -00
The inner integral in the above equation can be thought of as a 
mathematical filtering of each projection. It describes the 
filtering procedure as a single convolutional integral in which the 
derivatives of p are added together, weighted by the inverse distance
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from the point at which the filtered value is desired.
Equation 1.28 is similar to Equation 1.27 except that the filtered 
profile, p*, is given by
which is the result of integrating by parts (Lighthill, 1958) the
integral from the Equation 1.30 below.
oo
It is interesting to note that Equation 1.30 is derived from Equation
1.26 realising the convolution theorem which states that the Fourier
transform of a product is equal to the convolution of the individual 
Fourier transforms (Bracewell, 1965) and knowing that the Fourier
transform of P(k,0) is p(r,^) and that of |k| is —  ~ 2^~Y
(Lighthill, 1958).
The problem of using this filtering method is that the squared term 
in the denominator of Equation 1.30 will cause a divergence of that 
equation. The next filtering method overcomes this shortcoming.
(iii) Convolution filtering
In order to derive the formula for the convolution filtered
projection we have to refer to Equation*1.26 and 1.29 and to solve 
the divergence problem. Tracing back, the squared, term in the 
denominator of Equation 1.29 comes from the factor |k| of Equation 
1.26. Replacing it by a function equal to |k| for |k| <  km , but
00
1-29
— 00
^  1-30
-oo
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zero for lk| >  km , we will have the Fourier transform of this cut-off
version of Ikl given by
/
.km
Ikl exp ( 2 * i k r ) d k  =  sin (2 *k m r) -  — — »-1 -3 1
‘ km
where km  is the maximum wave number (spatial frequency). This 
band-limiting of the spatial resolution will mean that the change 
made to factor Ikl as above does not affect Equation 1.26 because 
P(k,jt) is zero for Ikl >  Hence for the convolution filtered
projection we have thatoo
" M  -  -  , i ",g| j , rkj y ) l  )  dr. 32
-oo
The above equation can be simplified in that the first term in 
brackets (except for a factor of 2k^) is the well-known sine function 
which has the effect, in a convolution integral, of removing 
frequency components greater than km  (Bracewell, 1965). Since there 
are no such components in p(r,0), the projection is left untouched, 
and we have
oo
sin^P- ( r , , ) =  km p( r,„) - J  p ( , , 0 )^ 2^  — /J d r ----------------^ 1 - 3 3
-OO
Although Equation 1.33 appears formidable, when the integral is 
replaced by a summation of discrete values the sin^ {ir km (r - r 1)} 
factor reduces to either 0 or 1, depending on whether (r - rf) is an 
even Or odd multiple of w (spacing between points at which density is 
to be determined). Equation 1.33 becomes
p * / r \ =  --------------- 1—   » - 1 - 3 4
P l l )  4w  * 2 ” r i , 6 F ?
where the summation is taken over all j for which (i-j) is odd.
Fourier filtering, although is faster to perform than the convolution
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technique, has an implementation problem. Its filtered projection, 
p*, unlike p, is not spatially bounded and therefore cannot be 
expressed as a Fourier series. Radon filtering, besides being slower 
to implement than convolution filtering, has the divergence problem 
of Equation 1.30. These leave convolution filtering as the most 
popular and most widely used technique especially in radiography 
(Ramachandran and Lakshminarayanan, 1971; Cho et al, 1974; Lees, 
Keyes and Simon, 1974; Shepp and Logan, 1974) and in most commercial 
X-ray computer assisted tomography scanners. Our group at this 
University also uses a version of this technique for the gamma-ray 
transmission scanner (Foster, 1981b; Folkard, 1983)* Its use for 
the author!s SPECT project will be elaborated in a later part of this 
Thesis.
The basic mathematics required for further insight into CT are dealt 
with in this Chapter with illustrations shown related to SPECT. We 
are now in a position to take up the problems facing SPECT. The 
shortcomings due to solid angle and attenuation effects will be 
considered in the next Chapter followed by consideration of photon 
utilisation and the theory of radiation detection leading to position 
sensitive detection in Chapter 3.
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CHAPTER 2
SOLID ANGLE AND ATTENUATION COMPENSATION
2.0 INTRODUCTION
The ultimate goal of SPECT systems is to determine the absolute 
regional radionuclide concentration as a function of time (Jaszczak et 
al, 1980). However, it is difficult to carry out precise quantitative 
estimates of in "in-vivo” radioactivity because the counts recorded by 
the detector are a function of both the required distribution of the 
source throughout the object, and also of the degree of self-absorption 
which is not precisely known (Sharma, 1968). Therefore the 
position-dependent variation has two components:
(1) the distance-dependent variation, and
(2) the depth-dependent variation
The distance-dependent component arises because the geometrical 
efficiency varies as the inverse square of the distance from the 
detector - the solid angle factor. The depth-dependent variation is 
due to attenuation within the subject; for monoenergetic photons this 
has an exponential dependence on depth of the source inside the object, 
which is an accurate description if scattered radiations are excluded, 
and is approximately true even with an appreciable contribution from 
scattered radiations. Figure 2.1 shows the variations of count rate 
against source-detector separation to illustrate the effects of solid 
angle and attenuation inside a water medium and also their cumulative 
effect. This data is for a barium-133 radioactive point source and 
selecting the 270 keV photons with a lithium drifted germanium 
detector.
This Chapter surveys some of the methods used by numerous workers in 
compensating for the attenuation effect including the one that is used
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Figure 2.1 The effect of attenuation and solid angle on count rate
in this present work. The bulk of this study revolves around 
interactions of gamma-rays with matter be it in the attenuation 
problem, collimation, shielding or position sensitive detector
development. Hence a section will be dedicated to this subject. The 
question of solid angle will be taken up first.
2.1 SOLID ANGLE COMPENSATION
Knowledge of the solid angle presented by a radioactive source to a 
detector is essential in all absolute measurements of the intensity of 
radioactive sources. The solid angle problem which is caused by the 
variation in the field of view of practical detection systems poses one 
of the obstacles in attaining quantitative imaging. This problem does 
not only occur in SPECT but in other nuclear medicine areas such as 
estimation of in-vivo radioactivity be it in specific organs (Arimizu 
et al, 1969; Williams et al, 1969; Tothill and Galt, 1971) or whole 
body counting (Evans, 1937). Many other nuclear radiation applications 
such as the mathematical modelling of nuclear gauges or the measurement 
of either absolute radioactive source strength or absolute differential 
cross-section for radiation interactions require a knowledge of solid 
angles (Wielopolski, 1977). Hence there is a considerable interest in 
solving this problem.
2.1.1 Solid Angle
A detector with known intrinsic efficiency can in principle be used to 
measure the absolute gamma-ray activity of a radioactive source. The 
intrinsic efficiency of a detector usually depends primarily on the 
detector material, the incoming radiation energy and the physical 
thickness of the detector in the direction of the incident radiation. 
It is defined as
g. number of pulses recorded   .
mt number of quanta incident on detector
whereas the absolute efficiency is defined as
number of pulses recorded
number of radiation quanta emitted by the source
The relation between these two efficiencies for isotropic sources is 
given by
where -CL is the solid angle of the detector aperture subtended from the 
actual source position. From Equation 2.3 we see that the absolute 
efficiency is not only dependent on the intrinsic efficiency of the
detector but also on the details of the counting geometry.
The value of the intrinsic efficiency must be made to be as high as
possible in order to achieve a useful absolute detection efficiency.
The detector is normally fabricated to contain some amount of high
atomic number materials such as iodine (Z = 53) in the case of the
sodium iodide scintillation detector, xenon gas (Z = 54) for the
proportional counter and tin (Z = 50) or lead (Z = 82) in loaded
plastic scintillators in order to optimise the stopping capability of
the detector to the incoming radiation. This stopping power can be
further enhanced by enlarging the detector so that the interaction
track is made longer but the size and shape of the detector is normally
determined by the cost and where it is being used. The effect of the
detector efficiency with respect to size for proportional counters and
%
sodium iodide detectors will be discussed in Chapter 6. The stopping
power of a gas-filled proportional counter can be enhanced by
increasing the pressure of the gas. Other factors that contribute to
high intrinsic efficiency are the efficient conversion of the kinetic 
energy of the recoil electrons to detectable signal and the decay time
of the induced signal which should be short so that fast output pulses
can be generated.
2-3
37
SPECT utilises the full energy of the incident radiation which is 
achieved by windowing output pulses corresponding to selected peaks 
spectrum. Here we are dealing with full-energy peak efficiency which 
assumes that only those interactions which deposit the full energy of 
the incident radiations are counted. The use of full-energy peaks with 
a good energy-resolution detector eliminates much of the scattered 
radiation and true exponential attenuation is attained. Assuming that 
the source emits radiation isotropically and that no attenuation takes 
place between the source and the detector, the radiation quanta Q 
emitted by the source over the measurement period is given by
where Np is the number of events recorded in the full-energy peak with 
intrinsic efficiency €jp. By measuring Np, calculating -O. and by 
experiment or computation deriving the value of €jp, Q can be 
calculated.
The solid angle_TL is defined by an integral over the surface of the 
detector which faces the source, of the form
where r represents the distance between the source and a surface 
element dA, and O C  is the angle between the normal to the surface and 
the source direction. If the volume of the source is not negligible, 
then a second integration must be carried out over all volume elements 
of the source.
Equation 2.5 suggests that the calculation of solid angle is feasible 
by mathematical techniques.
C O S  OC dA
2-5
38
2.1.2 Mathematical Techniques
This sub-section does not deal with all the equations that have been 
formulated for various source-detector configurations but will briefly 
mention two methods: that of a point source with a circular detector,
and a disc source with a circular detector.
An exact calculation of the solid angle is prohibitively difficult 
except for the case of a point source when
where R^ = radius of the detector
D = source to detector separation and the detector area is at
This ideal configuration is not met in reality. The source and 
detector have different configurations that render the formulae to be 
more complex than that of Equation 2.6. One common configuration is 
that of a circular source facing a circular detector. In absolute 
radioactive source strength measurements, the source is normally laid 
down uniformly on a circular disc immediately below the detector which 
has a circular window. It is also common to use a detector with a 
circular collimator to record the scattered and transmitted particles 
from a thin target bombarded by a beam of particles that has a circular 
profile in the case of absolute differential cross-section 
measurements. An expression for the solid angle subtended by one disc 
at the other is given by (Williams, 1966)
right angles to the source-detector line
cc
Rs
27cjfl.(r) r dr ► 2-7
where Rs = radius of the source
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The author used this equation in a Monte Carlo simulation technique to 
investigate the feasibility of applying the mathematical technique to 
calculate the solid angle in SPECT and then compensate for it. The 
outcome will be discussed in Chapter 5.
Other configurations which are more complex have also been evaluated by 
different workers using mathematical technique. Verghese, Gardner and 
Felder formulated the situation for the solid angle subtended at a 
point by the lateral surface of a right circular cylinder (Verghese, 
Gardner and Felder, 1972) whereas Oblozinsky and Ribansky dealt with a 
disc source by a non-parallel disc detector configurations (Oblozinsky 
and Ribansky, 1971). Solid angle derivations for a rectangular slit 
with and without thickness subtended at an arbitrary point have been 
reported (Gotoh and Yagi, 1971) as well as that of the disc source 
viewed by a co-axial parallel disc detector (Ruby and Rechen, 1968). 
Belluscio et al extended the configuration of circular source with 
circular detector by adding finite height to give a circular 
cylindrical source with a circular cylindrical detector (Belluscio et 
al, 1974) and Green et al used the Monte Carlo technique to calculate 
the solid angle subtended by a solid, right circular cylinder as seen 
from a point in space (Green et al, 1974).
2.1.3 Geometrical Arrangement
It has been stated at the beginning of this Chapter that the 
distance-dependent variation is due to the geometrical efficiency which 
means that it can be solved or at least minimised by using an optimised 
geometrical arrangement for the detector set-up.
Opposed detectors arrangement has been proven to give more accurate 
measurements of the activity in human organs "in-vivo” (Arimizu et al,
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Figure 2.2 Geometrical arrangement technique
1969; Williams et al, 1969; Tothill and Galt, 1971). Any dependence
of counting rate upon source position arising from geometrical and
attenuation considerations is minimised if such a set-up is used. In
order to illustrate this argument, consider the extreme case of a point
radiation source at a position x from the centre of a circular object
of radius R (Figure 2.2). In measurement time t, the count through air
due to the source is I0 , but I. for detector A and ID for detector B
A  D
when the source is inside the object of linear attenuation coefficient 
p . These two detectors are placed directly opposing one another. We 
then have
IA =  Io e*P (-H(R + *)) --   2-8
I B= I o e*P ( - H ( R - * ) )    — 2 9
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Taking the geometric mean of the two sides we have that
-  exP ( ' H R ) - 2-10
which is independent of the distance of the source from the detector.
Minimisation of the count variation with distance was also shown 
experimentally to occur if the arithmetic mean which is given by
or the average of the sum of arithmetic and geometric means are used 
(Ariraizu et al, 1969) but the geometric mean was found to give greater 
independence of count rate with depth than the arithmetic mean in 
profile scanning, where sensitivity varies inversely as the distance of 
the source from the detector (Tothill and Galt, 1971).
A point to note here is that the terms ’conjugate projections’ or 
’complementary opposed views’ are sometimes used to describe the two 
projections or measurements taken at 180 degrees apart (i.e. the two 
detectors are directly opposing one another). These terms will be used 
to define such situation in sub-section 2.3.4.
The point source sensitivity of a single detecting element (e.g. a 
collimator hole) decreases as the inverse square of the distance from 
the detecting plane but use of the arrangements described above reduce 
this decrease. In the case of a large area thin plane source having 
constant activity per unit area, the response does not depend on the 
distance from the source if attenuation is neglected and certain 
approximations are made (Brownell, 1958). This is because the area on 
the thin slab of activity within the acceptance solid.angle of the 
detector will increase as the square of the distance. The efficiency 
of detection per unit area' of slab will decrease with the inverse 
square of distance. These two effects will cancel and the overall 
response will be independent of depth. This argument holds true for a
*A 2 *B = I ° exp ' *)] + exp ['H (R + x )] 2-11
multi-parallel-hole collimator where the overlap of fields of view of 
neighbouring holes, which occurs beyond a few centimetres from the 
collimator face, gives an increase in sensitivity proportional to the 
square of the distance. Therefore the point source sensitivity in air 
is independent of distance over the region of effective overlap. This 
will not be the case for a single parallel-hole collimator as will be 
seen in sub-section 5.1.2.
In reality SPECT systems encounter objects of finite depth which do not 
approximate to thin sources. However we can consider an object of 
finite depth as a series of thin slabs of large area. The total 
sensitivity for each slab, neglecting source attenuation, will be 
equal. The problem is, although the activity on the source plane (the 
thin region of the source under consideration) will be detected at high 
spatial resolution, any activity on planes other than the source plane 
will be detected at lower efficiency over a large area (see 
sub-sections 5.1.2 and 5.2.2 for the experimental results and further 
explanation). The resultant scan will show the activity on the source 
plane at high resolution, but superimposed on this will be the 
portrayal of activity on planes other than the source plane at lower 
resolution. Hence, as will be seen in section 2.3, SPECT systems 
utilise the geometric mean as well as the arithmetic mean to aid in 
compensating photon losses due to the geometrical and attenuation 
effects. Before considering this further, the next section will deal 
with interactions of gamma-rays with matter.
2.2 INTERACTIONS OF GAMMA-RAYS WITH MATTER
A knowledge of the basic processes by which a photon interacts with 
matter is essential to an understanding of the attenuation of the 
radiation as well as that of the response of scintillation and gaseous
detectors which are commonly used in emission and transmission computed 
tomography systems. This understanding also will enable us to reduce 
the potential harmfulness of these photons and hence appropriate 
measures can be taken to produce a good shield (Noz and Maguire, 1979). 
In selecting materials for the collimators, this knowledge is required 
so that one can choose a relevant material to avoid too much septa 
penetration, the effect of which will be discussed in the later part of 
this Thesis. The radioactive isotopes which can be used with scanners 
and cameras in the medical field must emit gamma-rays of less than 
about 500 keV if adequate collimation and efficient detection is to be 
possible but greater than about 40 keV if attenuation in body tissues 
is to be acceptable (Pullan, 1975). Hence the development of 
instruments, choices of radionuclides and effective use of gamma-ray 
and X-ray sources in nuclear medicine depend on our understanding the 
behaviour of photon interactions (Rohrer, 1968). Similar 
considerations are equally applicable for the assay of plutonium in 
radioactive waste (Cline, 1972) and fission products in fuel rods 
(Phillip et al, 1981); in such cases the matrix surrounding the 
radiation source has generally a greater attenuation for a given energy 
compared to that of biological tissues and the photon energy range is 
much wider. Although many processes are involved in the chain of 
events which either absorb or scatter photons thereby contributing to 
the attenuation factor or to an electrical impulse from a detector, the 
major features resulting from the interactions may be interpreted in 
terms of the basic interactions which occur within the medium 
traversed. There are three main processes, all continuous functions of 
photon energy, by which photons may interact with matter giving up all 
or part of their energy in single events. These are:
(i) Photoelectric Effect
(ii) Compton Scattering
(iii) Pair-production
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incident photon
where E^ is the bindinj 
energy of the ejected 
electron
nucleus
Figute 2.3 The photoelectric effect
A fourth process, Rayleigh (elastic) scattering has a fairly high 
probability, but since it does not transmit energy to the scatterer, 
and is strongly forward peaked, it can generally be ignored.
2.2.1 Photoelectric Effect
In this interaction, a photon enters an atom of the absorbing material 
and is completely absorbed. Its energy is used to eject an inner-shell 
electron with a kinetic energy that is equal to the photon energy minus 
the binding energy that holds the electron in the atom. After such an 
event has taken place, the atom is left in an ionised state with one 
electron missing. A readjustment is made by electrons falling into 
vacancies producing X-rays and Auger electrons, and the atom emits a 
total energy that is equal to the binding energy' of the ejected 
photo-electron. Figure 2.3 illustrates pictorially this process.
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A measure of the probability that a photon is removed from the beam by 
an interaction is termed the cross-section for that particular 
interaction (Kaplan, 1979). The photoelectric cross-section, G pe» 
the energy of the incoming photon, EB , and the atomic number, Z, of 
the absorbing medium are approximately related by
~  z nG =  constant X  -------------  ►  2-12pe '
#
where the exponent n varies between *1 and 5 (Evans, 1955) depending on 
the gamma-ray energy and m varies from approximately 3.5 to 1.
The photoelectric interaction dominates over other interactions for 
photons of low energy and for absorbing materials of high atomic 
number. It follows that the photoelectric effect is especially 
important in the absorption of low energy photons by heavy elements. 
This strong dependence of the photoelectric absorption probability on 
the atomic number of the absorber is a primary reason for the 
preponderance of high atomic number materials (such as lead, Z = 82) in 
gamma-rays shields and collimators. This also applies to the sodium 
iodide scintillation detector where the iodine (Z = 53) plays a
dominant role, whereas in the proportional counter xenon (Z = 54) is
often used. Tin (Z = 50) or lead is sometimes loaded into plastic
scintillators to achieve an increased detection efficiency (Cho and 
Tsai, 1975).
Although an atom completely absorbs the photon in one of these events, 
the energy of the photon is converted almost immediately into charged 
particle radiation which, in turn, rapidly transfers this energy into 
the absorbing medium and produces radiation effects in tissue or 
generates ionisation in radiation detectors.. In SPECT, we would like 
the photons to interact less with tissue (to reduce dosage to patients) 
but to deposit all their energy in the detector material (i.e. all
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radiations to be detected). If nothing escapes from the detector, then
the sum of the kinetic energies of the electrons that are created must
equal the original energy of the gamma-ray photon. Photoelectric
absorption is therefore an ideal process if one is interested in
measuring the energy of the original gamma-ray (Knoll, 1979). The 
details of the photoelectric interaction also play an important role in 
optimising the performance of position sensitive photon detectors as 
will be seen in Chapter 3.
Another aspect to note about the photoelectric effect is that photons 
prefer to interact with inner-shell electrons but that they cannot do 
so unless they have sufficient energy to break the electrostatic bonds 
between the electrons and the nuclei. Figures 2.4 (a), (b) and (c) 
show the linear attenuation coefficients for lead, sodium iodide and 
water respectively. Especially prominent for lead and sodium iodide 
are the absorption edges which are often considered in matching the 
radiation from a radiopharmaceutical (in the medical case) or other
sources to the detector to be used and are also important for 
optimising the surrounding shield and collimator. In the figures 
shown, comparison can be made of the linear attenuation coefficients of 
lead (mostly used in shielding and collimation), water (a tissue 
equivalent material) and sodium iodide (used in scintillation counter) 
for photon energies that are currently used in nuclear medicine. For 
medical SPECT scanning, preference is given to radionuclides emitting 
photons that are not strongly absorbed in tissue (hence reducing 
attenuation and dosage), but are strongly absorbed in the detector 
material, and can be collimated by a strong attenuation in the lead
shielding. The energy of the photons that best meets these
requirements lies in the region of 90 to 100 keV.
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Coming back to the process of the photoelectric effect, the atom is 
left in an ionised state after ejecting the electron. An electron from 
a less strongly bound state falls into the vacant site producing X-rays 
or the excitation energy causes the emission of Auger electrons. 
Although in most cases these X-rays are reabsorbed close to the 
original site through further photoelectric absorption involving less
tightly bound shells, their migration and possible escape from
radiation detectors can influence the response. X-rays originating 
from photoelectric interactions in detectors are one way in which some
of the energy brought into the detector by an incoming photon is
removed and results in a so-called escape peak that appears as artifact 
in the output pulse spectrum in some counting systems (Heath, 1963)*
2.2.2 Compton Scattering
The interaction process of Compton scattering takes place between the 
incident gamma-ray photon and an electron in the absorbing medium where 
the photon loses some of its energy and is deflected from its original 
direction of travel. The relation between photon deflection and energy 
loss, assuming the electron to be initially free and stationary, is 
determined from conservation of momentum and energy between the photon 
and the recoiling electron which can be expressed as
where Ey and are the energies of the photon before and after the
2-13
scattering, m0c^ is the electron rest energy (511 keV) and f is the 
photon deflection angle (Figure 2.5).
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Figure 2.5 The Compton scattering interaction
The above equation assumes the electron to be initially stationary and 
free and departures from it occur at low energies because of electron 
binding effects, and at high energies because of the possibility of 
emission of an additional photon (double Compton effect) and radiative 
corrections associated with emission and reabsorption of virtual 
photons (Hubbell, 1969). In medical SPECT, the energy range of 
radionuclides used means that such departures can generally be 
neglected.
The probability of Compton scattering per atom of the absorber depends 
on the number of electrons available as scattering targets, and 
therefore increases linearly with the atomic number, Z.
Figure 2.4 (c) shows the behaviour of the linear attenuation
coefficient for photons interacting with water (tissue equivalent
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SOURCE
RADIOt
NUCLIDE
PHOTON
ENERGY
E ,
(kev)
• A N G L E  P H O T O N IS S C A T T E R E D
4 5 ° 90 0 1 3 5 ° 18  0 °
E*
(kev)
Ee
(kev)
E’»
(kev)
Ee
(kev)
e ;
(kev)
Ee
(kev)
E*
( kev)
Ee
(kev)
125 j 27.5 27.1 0.4 26.1 1.4 25.2 2 .3 24.8 3 .3
197, ,
H g 77 73.7 3 .3 66.9 10.1 61.3 15.7 59 .2 17.8
^ mTc 141 130.5 10.5 110.5 30.5 95.9 45.1 90.9 50.1
203 ,,
279 240.5 36.5 180.5 98.5 144.1 134.9 133.7 145.3
131 j 364 301.1 62.9 212 .6 151.4 164.3 199.7 150.1 213.9
85c5r 513 396.4 116.6 256 257 189 324 170.5 342.5
60^
Co 1330 754 576 369 961 244 1086 214 1116
Table r2T Some interesting X-rays and gamma-rays and the energies of their 
Compton-scattered photons and electrons at 0 =  45, 90, 135 and 
180 degrees (Rohrer, 1968),
material). Over the energy range of the radioisotopes in medical 
SPECT, the Compton process is the dominant contributor to the 
attenuation of the internally emitted photons. Compton attenuation 
decreases with increasing photon energy increment which suggests that 
using a higher energy source can reduce the attenuation effect. 
However, while the scattering angular distribution is approximately 
isotropic at the lower photon energies used in nuclear medicine this 
changes significantly at higher energies, where the scatter becomes 
predominantly in the forward direction. This is significant since 
attempts at high energy imaging have been limited by the relative 
inability to distinguish scatter from the desired transmitted 
radiation. These forward scattered photons are comparable to the 
original energy and are a source of serious degradation to the image 
although the attenuation effect is reduced. Table 2.1 shows various 
X-ray and gamma-ray energies and the energies for their
Compton-scattered photons and electrons at several photon scattering
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angles.
Thus we see that to reduce attenuation by increasing the photon energy 
helps in one aspect but creates another problem. Scatter causes some 
loss of lesion contrast, slight blurring of the edges of organs and 
some increase in the apparent radioactivity (Oppenheim, 1984). Even 
though this research is not dedicated to the scatter problem and that 
this shortcoming in SPECT is not as acute as the problems being 
addressed in this work, the problem of Compton scatter will have to be 
considered when we try to refine techniques and algorithms to achieve 
more accurate reconstruction of the true activity distribution. A 
brief description of the approaches to scatter correction will be 
decribed.
An "effective" linear attenuation coefficient (Larsson, 1980) can be 
used instead of the true attenuation coefficient when correcting for 
the attenuation effect. In this way, the use of the smaller value of 
the coefficient will undercorrect for the attenuation loss which is 
generally not large due to the added forward scattered photons. An 
excess of photons will appear if the true attenuation coefficient value 
is used resulting in a bulge from the periphery to the middle of a 
uniform circular source after attenuation correction. This method does 
not solve the loss of contrast and edge sharpness caused by inscatter.
Another approach is to subtract the scatter image from the detected 
image and then use a true value of attenuation coefficient to correct 
for attenuation. Techniques of obtaining the scatter image differ. 
Egbert and May used mathematical techniques involving matrix 
manipulation (Egbert and May, 1980) whereas Beck et al utilised the 
Monte Carlo approach (Beck et al, 1982) to simulate the scatter values. 
Computer simulation techniques suffer from how closely-the simulation 
models the real case. Jaszczak and his co-workers experimented with
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the dual-energy technique to derive these scatter values (Jaszczak et 
al, 1984). They bracketed and collected the counts in both the scatter 
and primary windows for Tc-99m. Separate reconstructions for photopeak 
and scatter images were carried out. The attenuation correction 
sequence using the true linear attenuation coefficient is only applied 
after subtracting the scatter image, weighted by a constant factor 
(which they found to be 0.5 in typical imaging conditions), from the 
photopeak image. Sanders and Spyrou of our department also used a 
dual-window technique (Sanders and Spyrou, 1984) which differs from 
previous methods in the way the value of the primary counts is chosen 
and how the scatter component is weighted before subtraction. Their 
data used for the photopeak corresponded to either full width at half 
maximum (fwhm) window or full width at tenth maximum (fwtm) instead of 
the whole count in the primary window. The weighting factor was 
calculated from the scattering window width divided by full width at 
half maximum (fwhm).
A deconvolution technique with the assumption that the scatter 
component blurs the image of the photopeak photons in a constant and 
predictable manner was suggested by Axelsson, Msaki and Israelsson 
(Axelsson, Msaki and Israelsson, 1984). The scatter photons are 
removed from images by deconvolving them with a blurring function which 
was determined from the measured profile data of a line source in 
circular and rectangular water phantoms.
Though no special scatter corrections are carried out in this work two 
points are noted. Firstly, it is not sufficient and even detrimental 
to use a wide photopeak window to allow the detection of scattered 
photons in order to reduce attenuation loss. Other methods of 
attenuation correction are needed as will be discussed in the next 
section. Secondly, consideration should be given to achieving good 
energy resolution when fabricating a detector to be able to resolve
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efficiently the primary radiation from the scatter events.
2.2.3 Pair Production
This third interaction is possible only if the incident photon has an 
energy exceeding 1.022 MeV which means that for most of the 
radionuclides used in medical SPECT imaging pair production does not 
take place. Thicker shielding and collimators are needed as well as a 
bigger detector in order to detect photons greater than 1.022 MeV 
efficiently. Hence this process will be described only briefly.
In this type of interaction the photon, in the presence of a nucleus 
(hence a very intense electric field), disappears, changing all its 
energy into matter in the form of an electron and a positron. The 
total energy of the photon is shared randomly between the two 
particles, giving them rest mass and kinetic energy. The positron 
rapidly loses its extra energy, if any, by ionisation. When the 
positron has lost all its energy, it unites with an electron and the 
two particles annihilate. Two annihilation photons are produced each 
of energy of 511 keV (mQc ) which travel in exactly opposite directions 
to conserve linear momentum. These photons then interact with matter 
by either the photoelectric or Compton effect. No simple expression 
exists for the probability of pair production per nucleus, but its 
magnitude varies approximately as the square of the absorber atomic 
number.
2.2.4 Linear Attenuation Coefficient
The most important quantity characterising the transmission of photons 
through an extended medium is the linear attenuation coefficient, p.
54
This quantity may be defined as the probability per unit length that a 
photon will interact with the medium.
H  =  N ( % e  + V  Gpp)  --------------------------------------—  M 4
where G p e= cross-section for photoelectric interaction per atom
G c = cross-section for Compton process per atom
Gpp= cross-section for pair production per atom
N = number of atoms per unit volume
In "good geometry" conditions (i.e. the beam of photons is 
sufficiently well collimated to define a narrow beam with negligible 
scattered or secondary radiation reaching the detector) the number of 
photons transmitted, Ix , is related to the number of photons detected 
without absorber, Ic , as
where x is the linear thickness of the absorber.
In recent years there has been an increasing interest in the accurate 
measurement of gamma-ray interaction cross-sections (and hence the 
attenuation coefficients) due to the advances made in the field of 
medical tomography. These cross-sections are needed so that an 
accurate interpolation of the measured attenuation can be made. Recent 
work by Hawkes (Jackson and Hawkes, 1981; Hawkes, 1982) has resulted 
in re-working of the theory of total attenuation coefficients 
especially in the lower energy range. The availability of an 
analytical method of obtaining the cross-section for a non-standard 
energy will be a great assistance in future experimental work. 
MacCuaig (MacCuaig, 1985) of Surrey University and Bradley and Ghose 
(Bradley and Ghose, 1984) of the Science University, Malaysia were 
involved in accurate cross-section measurements of some non-biological 
and biological materials respectively both to test out the
2-15
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Hawke-Jackson formulation and for various applications.
Knowing the value of the attenuation coefficient (either from 
measurement or theoretical calculation) is very vital in order to 
compensate reliably for attenuation as will be discussed next.
2.3 ATTENUATION COMPENSATION IN SPECT
In its passage through a material a beam of photons may, as a result of 
the interactions already described, be either absorbed or scattered. 
Absorption may be thought of as the disappearance of a photon from the
beam and scattering as a combination of absorption and emission, where
the emission takes place in a new direction (Davison and Evans, 1952). 
Both contribute to the attenuation factor. The attenuation of the 
emitted radiation in SPECT may be due to the medium surrounding the 
gamma-ray source or to the matrix of the source itself 
(self-attenuation). The degree of attenuation will depend on the 
energy of the emitted radiation, the constituents of the surrounding 
medium and its density and thickness. Figure 2.6 compares the 
attenuation for two photon energies from a barium-133 point source 
through increasing thickness of water.
Both transmission and emission tomography are concerned with the 
attenuation of the radiation by the medium it is transversing before 
detection. As can be seen from Equation 1.5 shown earlier, gamma-ray 
attenuation is the parameter that is measured in transmission imaging. 
Each line integral p(r,0) is related to the attenuation coefficients as
p(r »0) = f\i (r,s) d s -------------------- ---------2-16
where ds is the length of the element with attenuation coefficient
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Figure 2 -6 Radiation attenuation with respect to energy and medium thickness
In the case of emission imaging, as shown by Equation 1.6
A(r,0) = j ds A 0(x,y) exp {- j y(x* ,y') d s} 2-17
L(r ,0) L(r,0,x,y)
where J  ( x ^ y 1) ds is the line integral of the attenuation of the 
L(r,0,x,y)
emitted gamma-ray from the point of origin to the detector.
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Unlike transmission tomography, SPECT involves determination of an 
unknown source activity and distribution in the presence of an unknown 
distribution of attenuating material, a problem that has no analytical 
solution (Budinger et al, 1979) since there is essentially only one 
measurement and two unknowns. Besides, there exists an added problem 
that the attenuation coefficients for all energies in nuclear medicine 
have a large range of values. In gamma-ray emission tomography, we aim 
to quantify the true activity distribution of the radiation emitted but 
the attenuation effect hinders this attainment and qualitatively it 
degrades the image obtained and contributes to artifacts. Attempts 
have been made to compensate for this defect and basically these fall 
into five categories:
1. Ignoring the attenuation
2. Reducing the attenuation
3. Measuring the value of the variable attenuation coefficient
4. Assuming the value of the attenuation coefficient to be constant
5. Multiple energies technique
These various approaches are considered in the following section.
2.3.1 Ignoring The Attenuation
In this procedure attenuation is ignored and the reconstruction is 
performed using the uncorrected projection which in turn will result in 
an attenuated source activity and an erroneous spatial distribution. 
Kay et al produced semi-quantitative images because the effects of 
internal absorption and scattering were ignored when they reconstructed 
their projections using a Fourier transform technique (Kay et al, 
1974). Murphy and his co-workers concluded that the inability of SPECT 
systems to correct fully for attenuation did not appear to be a 
significant detriment in any of the major organ systems that they have
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studied (Murphy et al, 1979). They analysed pairs of attenuation 
corrected and uncorrected images of patients* lower abdomen and 
realised the relatively small significance of attenuation in 
qualitative image interpretation. This approach may be used for 
qualitative clinical studies of regions in which radiation attenuation 
is not dominant but it is not adequate for quantitative studies (Lewis 
et al, 1982); it is probably adequate for certain types of 
quantitative measurements such as comparing ratios of radionuclides in 
symmetric organs, or for time dependance studies.
2.3.2 Reducing The Attenuation
Early techniques of attenuation compensation used a method which partly 
reduced the attenuation of the photons. In this "simple conjugate 
means" method, two procedures have been utilised. The first one is the 
arithmetic technique where the mean of the sum of the projection rays 
180 degrees apart is taken. It was suggested by Kay and Keyes Jr. 
(Kay and Keyes Jr., 1975). The second technique, which was proposed by 
Genna (Genna, 1966), is to take the square root of the product of the 
projection rays 180 degrees apart - a technique called the geometric 
mean. Keyes Jr. et al (Keyes Jr. et al, 1977) have implemented a 
SPECT system using the arithmetic mean approach, while Jaszczak et al 
(Jaszczak et al, 1977) and Keyes (Keyes, 1976) have implemented methods 
based on the use of the geometric mean. These two techniques have been 
dealt with in sub-section 2.1.3 when the question of solid angle was 
considered.
This "simple conjugate mean" method is an inadequate compensation 
method for the gamma-ray energies usually used in nuclear medicine 
since it does not fully compensate for attenuation. It does, however, 
reduce the projection data to a form that is amenable to further
modification by multiplication with a simple correction factor as will 
be seen in the next sub-section but one.
2.3.3 Measuring The Value Of The Variable Attenuation Coefficient
The usefulness of a transmission counter for plotting outlines of
organs was proposed by Mayneord (Mayneord, 1952) who later demonstrated 
the methodology by producing images of lead shapes using a radiation 
source (Mayneord et al, 1955). Cameron and Sorenson used americium-2*11 
and iodine-125 sources to determine bone mineral content by measuring 
the change in intensity of a transmitted photon beam moved across a 
bone (Cameron and Sorenson, 1963) but all these authors reported no
clinical application of transmission scanning for forming images of 
body structures.
Kuhl and Hale have explored transmission scanning as a means of
improving the orientation of the radionuclide emission scan (Kuhl and 
Hale, 1965) because they realised that accurate evaluation of 
radionuclide distribution in the body requires that the spatial 
relationships of emission scan data be related to the anatomy of the 
patient. In 1966 they showed a few experimental results using 
americium-241 and iodine-125 (Kuhl, Hale and Eaton, 1966). All these 
early works concerned the structure but no attenuation correction was 
taken into consideration, however the methodology paved the way to
utilise it to measure and correct for attenuation as well. This 
method, in addition to Compton scatter technique (Jaszczak et al, 
1979), is being used for boundary determination (Murphy et al, 1979).
The problem of attenuation can be overcome in principle if an accurate 
map of attenuation coefficients is obtained throughout the subject by 
transverse section transmission tomography across the same slice as for
the emission scan. This provides a priori information for the 
reconstruction of source activity. Two methods have been used whereby 
the attenuation coefficients from transmission scans are incorporated 
to correct for attenuation.
The first method is the Iterative Least-Square Technique (ILST) 
suggested by Goiten (as mentioned and dealt with in sub-section 1.2.2) 
and was used by Budinger and Gullberg (Budinger and Gullberg, 1977). 
In this technique, an iterative method is used and minimisation is 
carried out to the function
x 2 = ^ ( p k - p ; ) 2
" T ~
where p£ is the estimated projection value given by
- 2-18
^k ^ W ij^j ----------------- — — ►  2-19
'j
p, is the measured projection at the kth ray, f.- is the intensity 
k 'J
(activity distribution) of pixel (i,j) to be reconstructed and is 
the uncertainty with which was measured, which can be estimated as
the square root of the observed counts, w-- is the fraction of f'J
that projects into p, . In SPECT, as will be seen below, it depends on
k
the model of intensity distribution within each pixel and whether 
attenuation compensation is involved. Minimisation can be carried out 
utilising the gradient technique, or method of steepest descent, with 
parameter scaling to speed convergence (Huesman et al, 1977).
In ILST, the attenuation correction scheme assumes that the emission
scan projection data for the transverse section are the summation of
pixel concentrations attenuated by a factor that is a function of the
attenuation between the pixel and the edge of the object. Thus the
projection pf is represented by 
k
where Fjj are the geometrical weighting factors and Cjj are the 
attenuation compensation factors.
The attenuation compensation factors Cjj can be evaluated after 
reconstructing the true attenuation coefficients from transmission data 
using the equation
C !j =  Hit ) ------------------------------- —  2-21
where the summation is taken over the pixels C if * j1) in the projection
ray k from the pixel (i,j) in the direction of the measured projection, 
k
Lj'j* is the length of that portion of a line centred in the projection 
ray k within the pixel Ci* »j*)- This method allows for variable 
attenuation coefficients and is the method to be described now.
Walters et al suggested an iterative convolution for axial tomography
(ICAT) algorithm to compensate for attenuation (Walters et al, 1977;
Walters et al, 1981). In this technique, the uncorrected projection,
p° , is first filtered to give a filtered-projection,p°* . The 
kp kp
back-projection is then performed without any compensation for the 
attenuation to give the first order reconstruction fJ. such that
fii =  t t      2'22
where M is the number of angles.
The attenuated projections of the approximated reconstruction f ( n o w  
call reprojections) are then evaluated by weighting by a known 
attenuation factor (which can be evaluated using Equation 2.21)
P i  =  2  Fk0Ck0f. rk0 ,, ,, f();: C:  2-2 3
'I
Hence the first-order reprojections, p* , contain the effect of
kp
attenuation and are expected to match the measured projection data if 
the reconstructions are exact. This algorithm then subtracts the
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measured p ro je c t io n  d a ta  from th e  re p ro je c t io n  d a ta  to  g iv e  th e
f i r s t - o r d e r  d if fe re n c e  p ro je c t io n s , A p,1kpf
A  Pk0 =  P°0- Pk0  —  *
The difference projections, A p f, are then filtered before being 
back-projected to give the first-order residual reconstruction,Af^
A f i'j = -FT 2  F50APk0 ----  —  *2S
k#
The corrections Afjj are then subtracted from the previously 
reconstructed result to give the second order approximation for the 
reconstruction
fij =  fij “  A f i’j   2-2 6
In general the algorithm is described by the following equation
f.n+1 =  fH -  A f "   ►*2*2 7
'J 'J 'J
The problems with methods that use variable attenuation coefficients 
are that they require longer time and greater computer memory since two 
measurements as well as two reconstructions (for each transmission and 
emission) are needed. In medical applications the radiation dose to 
the patients is greater as compared to if only one measurement is used. 
Hence other ways are sought to compensate for attenuation which lead to 
assuming the attenuation coefficients (which can be derived from either 
the measurement or theoretical calculation) to be constant throughout 
the medium.
A point to note here is that Kuhl and his co-workers, instead of using 
the live object itself, used a derived correction matrix based on 
phantom studies (Kuhl et al, 1976). This avoids the extra dosage to 
the patient as well as reducing scanning time ( due to the avoidance of 
transmission measurements) if a library of this matrix is available. 
They performed this approach in brain imaging but due to patient
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variability, alternative strategies must be utilised when imaging other 
parts of the body.
2.3.4 Assuming The Value Of The Attenuation Coefficient To Be Constant
A compromise between two extremes of no correction at all and measuring 
the distributions of the variable attenuation coefficients is to assume 
that the attenuation coefficient to be constant throughout the medium. 
In fact the two methods decribed earlier in sub-section 2.3.3 can be 
adapted to use a constant attenuation coefficient such that in Equation 
2.21 where the values of jjj.j. can be made to equal constant jj for 
all pixels Ci*, j 1) within the boundary of the object and zero outside. 
Other methods that make use of constant attenuation coefficients will 
be discussed now.
If we recall from Chapter 1, the reconstruction algorithms reconstruct 
the projections that are put into them. If these projections are 
corrected for attenuation before being either filtered and 
back-projected or iterated, then the algorithms will reconstruct 
unattenuated projections.
Hyperbolic Sine Correction (Budinger et al, 1979) is a method of 
attenuation compensation applicable to both the iterative least-square 
and the conventional convolution techniques which involves correcting 
the conjugate means of projections (see sub-sections 2.1.3 and 2.3.2) 
by a factor that assumes a constant attenuation coefficient. If we are 
to consider p as the constant attenuation coefficient, L the total 
thickness through which the ray passes and A0 the true activity, we 
will have that the attenuated data A^ and its conjugate projection A^ 
are given by
m-fV2
► 2*2 8
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f is the linear fraction of the thickness in which the isotope is 
distributed, Z is the linear concentration of the isotope activity, m 
is the mean source depth and dx a small thickness increment. 
Integrating the above equations gives
The parameter fL can be determined from an assumed constant 
attenuation coefficient and a measured thickness through the object for 
each ray path, which can be either measured physically or calculated 
automatically after the first estimate of the image is made.
Another way that has been suggested is to take the arithmetic mean of 
the two projections A^ and A^ which will give
Comparing Equations 2.34 and 2.35, we can see that the former equation 
is independent of the source depth factor ra which mean that A is not a 
function of source depth. The case has been proven in sub-section
2.1.3 (Equation 2.10) for a point source.
A 1 exp(~ F(L ” m )) sinh (
a 2 =  exp(- pm ) sinh(pfL/ 2 )---------- - 2*31
- 2*30
Taking the conjugate means of these two projections gives
2*32
For uniformly distributed source
A c =  Z f L 2*33
Substituting for Z in Equation 2.32 we get that
2*35
Kay and Keyes Jr. suggested a mean exponential correction approach 
using these two complementary opposed views which averages the minimum
and maximum exponential factor (Kay and Keyes Jr., 1975). The 
summation of these two views can be expressed as
If we take the minimum value for the expression in the bracket on the 
right side of the above equation we will have that
If we average these two values, then the approximations for the 
corrected projection data are
Another way round to deal with the factor {exp(-yL)+exp(-ij(L - x))} 
is to take its average for 0 x -= L instead of taking its minimum 
and maximum values as above which will then give
Webb et al (Webb et al, 1983) and the author used this method. Some 
experimental results will be given in Chapter 5.
Even though theoretical values can be used for the attenuation 
coefficients in a well specified medium and assumed to be constant, 
experimental values of the attenuation coefficient should preferably be 
used since the contribution due to inscatter cannot be allowed for 
properly using tabulated values. A transmission CT scan should be
L?L
+
o
0 < | < L  e*P(-H*) + exP(-p(L _ x )) =  2 e x P(-p l^ ')
2-3 7
and taking the maximum value of the same expression will yield
* - 2 - 3  8
— 2*3 9
1 + e * p ( - p L ) +  2 exp(-pL/2 )
and the approximations for the corrected projection data are
carried out in similar geometry and collimation to emission CT 
measurements, and at similar energies and same windowing on the 
gamma-peak for a similar degree of inscattering. The principal 
weakness in any technique using simple transmission measurements with 
an extended source to determine the absorption correction and then 
assuming it to be constant throughout the matrix is the rather high 
dependence upon the uniformity of the matrix (which is seldom 
encountered in reality) and of the internal source itself. If the 
source is located on the surface of a small but highly absorptive piece 
of the matrix or if the source is in a small and highly absorptive 
clump, and either of these objects were placed within a light matrix, 
analysis based upon transmission measurements (and assuming the 
attenuation to be constant) would yield highly erroneous results.
2.3*5 Multiple Energies Technique
Multiple energies procedures have been used in nuclear medicine to
discriminate between two organs that are adjacent and concentrate the
same isotope (Cottrall et al, 1969; Kaplan and Ben-Porath, 1969). A
typical example is the overlapping of the pancreas by the liver when 
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using Se selenomethionine since both organs take up this substance;
198
however the liver will concentrate Au in colloidal suspension which 
is not significantly acquired by the pancreas. The use of two isotopes 
of the same element, one with a low energy photopeak and the other with 
a high energy photopeak (such as iodine-125 and iodine-131) has been 
investigated to determine the depth of a concentration of radioactivity 
(Kaplan and Ben-Porath, 1969). This method depends upon the 
differential attenuation of low energy gamma-rays as opposed to the 
high energy gamma-rays as measured with a single detector which enables 
the mean source depth to be measured. The same principle applies to 
the technique which involves use of multiple isotopes (or single
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isotopes with widely differing garrana-eraissions) where advantage is 
taken of the known different attenuation coefficients of various media 
for different photon energies to determine absorption corrections. Two 
approaches are possible using this multiple energies technique.
The first approach was suggested for the medical field (Budinger and 
Gullberg, 1974). If lead-210 (40 keV), americium-241 (60keV) and 
technetium-99m (140keV) were used, we can determine the distribution of 
tissue such as lung, bone and soft tissue by noting
lung, soft tissue and bone respectively. The primes denote the 
coefficients appropriate to the various energies. This system of 
Equations 2.42, 2.43 and 2.44 can be applied to each ray sum and from
this the distribution of lung, soft tissue and bone can be determined 
using the various algorithms described in Chapter 1.
The second approach is related to the plutonium assay where it involves 
measuring ratios of the intensities of two or more gamma-rays emitted 
by the plutonium and comparing the observed ratios to the ratios of 
emitted intensities assuming no absorption (Cline, 1972). The argument 
is that since the matrix material preferentially absorbs the lower 
energy gamma-rays, the observed intensity ratio (high/low) of two 
gamma-rays will be lower in the case of no matrix.
■|n [-rl (21°Pb) = Kxi+ Hsxs+ = p’M. 1-oJ
- |n U - ]  (241a J =  p ’x, + |j”x $+ p ;xb
2-42
and where jj|, jjs and refer to known attenuation coefficients for
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Consider a low energy gamma-ray from a source as gamma-ray 1 and that 
of a higher energy as gamma-ray 2. We then have
( M o b ”  ( ^ e m  e*P ( ' H] * ) ------- :--------- 2-45
( !2)ob =  ( r2 )em e*P (' P2 *) ----   246
where ji and jj^  are the average attenuation coefficients in the matrix
for gamma-ray energies 1 and 2 respectively, x is an average distance 
through the matrix that both gamma-rays have to travel and subscripts 
’ob1 and ’em* for I denote the observed and emitted intensities
respectively. Taking the ratios, we then have
L
f - H  =  f - f ' l  eKp t' ■ H2H
L *2 Job L 2 Jem
-2-47
or
x ■=
errv
(H1 - H 2 )
Substituting for x into Equation 2.47
>2*48
2-4 9
The above equation means that the emitted intensity of the higher 
gamma-ray energy can be calculated from a knowledge of the attenuation 
coefficients for each of the energies ( andjj^) and by measuring both 
the observed intensity ratio of gamma-ray 1 and gamma-ray 2 as well as 
the ratio of their emitted intensities. This second ratio can be 
experimentally determined by measuring the same source in air (instead 
of the matrix) under similar conditions.
Absorption correction by the multiple energy technique is useful if we 
are dealing with inanimate objects or utilising passive gamma-rays 
emitted from the injected radionuclide in a patient. If another 
isotope needs to be purposely injected in addition to the main
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radionuclide just to perform absorption corrections, then the 
transmission measurement using an external source to determine the 
variable attenuation coefficients (sub-section 2.3.3) is preferable 
since both techniques provide additional dosage to the patient, but the 
external method can give more accurate results with less trauma.
Photon loss in SPECT which in turn contributes to the error in trying 
to quantify the activity of the source is not only due to geometrical 
factors and attenuation but also due to the inability to detect the 
photons which are emitted at the same time in all directions. Numerous 
photons will be lost unless proper arrangement of the detectors is made 
to capture them. One option is to surround the object under 
investigation with an array of multiple detectors but such an 
arrangement is costly. The other option is to use a single detector 
which has position sensing capability. The next Chapter will take up 
theoretically the subject of position sensitive detectors and Chapter 6 
will deal with the experimental set-up to try it out. Such a set-up 
will not only be applicable to SPECT but will also help in reducing the 
measurement time for transmission tomography.
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CHAPTER 3 
POSITION SENSITIVE DETECTORS
3.0 INTRODUCTION
The problems of photon utilisation in SPECT and long measurement times 
for both SPECT and TCT can be overcome if many radiation detectors are 
used to surround the object under consideration. In SPECT, photons 
from the object of interest are emitted in all directions and hence 
enclosing the object with many collimated detectors means numerous 
projections can be taken simultaneously. In the case of TCT, the 
measurement time can be reduced if a highly active radiation source is 
used but such a source is difficult to handle and it is costly and 
difficult to fabricate a highly active source within a small dimension. 
The other alternative is to employ several detectors in a fan beam 
geometry configuration. The disadvantage of using many detectors for 
both systems is that it entails a high capital investment. A more 
economical solution is to devise a detector which has the capability of 
performing as many detectors. This leads to the concept of a position 
sensitive detector.
This Chapter also presents the theory behind the detection of 
gamma-rays by inorganic, organic and gaseous detectors which 
necessitates a basic understanding of the interactions of gamma-rays 
with matter as discussed in section 2.2. These three classes of 
detector were used in this research. The elaboration will lead to the 
principle of position sensing, which will be discussed towards the end 
of this Chapter.
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3.1 GAMMA-RAY DETECTION
A gamma-ray photon is uncharged and creates very little direct 
ionisation or excitation of the material through which it passes. The 
detection of gamma-rays is therefore critically dependent on causing 
the gamma-ray photon to undergo an interaction that transfers all or 
part of the photon energy to an electron in the absorbing material. 
Only three interaction mechanisms have any real significance in 
gamma-ray spectrocopy and these have been discussed previously.
It is only the fast recoil electrons created in gamma-ray interactions 
that provide any clue to the nature of the incident gamma-rays because 
the primary gamma-ray photons are essentially "invisible" to the 
detector. These electrons have a maximum total energy equal to the 
energy of the incident gamma-ray photon and lose energy through 
ionisation and excitation of atoms within the absorber material, and 
through bremsstrahlung emission.
In order for a detector to serve as a gamma-ray spectrometer, it first 
acts as a conversion medium in which incident gamma-rays have a 
reasonable probability of interacting to yield one or more fast 
electrons, and second, it must function as a conventional detector for 
these secondary electrons.
3.2 SCINTILLATION DETECTORS
The scintillation process remains one of the most useful methods 
available for the detection and spectroscopy of a wide assortment of 
radiations including gamma-rays. The ideal scintillation material 
should posses the following properties (Knoll, 1979):
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1. It should convert the kinetic energy of charged particles into 
detectable light with a high scintillation efficiency.
2. The conversion should be linear - the light yield should be 
proportional to deposited energy over as wide a range as possible.
3. The medium should be transparent to the wavelength of its own 
emission for good light collection.
4. The decay time of the induced luminescence should be short so 
that fast signal pulses can be generated to discriminate against 
photomultiplier noise and to enable high counting rates.
5. The material should be of good optical quality and capable of 
being manufactured in sizes large enough to be of interest as a 
practical detector (i.e. of dimensions comparable with the mean 
free path of the radiation).
6. Its index of refraction should be near that of glass (^1.5) to 
permit efficient coupling of the scintillation light to the end 
window of a photomultiplier tube.
The choice of a particular scintillator is always a compromise among 
these and other factors since no material simultaneously meets all 
these criteria.
When gamma-rays are incident upon a scintillating material, energy is 
dissipated via both photoelectric and Compton scattering (the energy of 
interest in SPECT is less than 1 MeV) and the recoil electrons produce 
visible light photons as they slow down inside the scintillator. 
Emission of visible radiation can be achieved via three processes. 
Fluorescence is the prompt emission of visible radiation as compared to 
delayed fluorescence (due to holdup in metastable states) which results 
in the same emission spectrum but is characterised by a much longer 
emission time following excitation. Phosphorescence also gives visible 
light sometime of longer wavelength with a characteristic decay time 
that is much slower than prompt fluorescence.
Having considered briefly the processes that create visible light, we 
are now in a position to understand in a little more detail the 
scintillation mechanisms for both organic and inorganic scintillators. 
Birks (Birks, 1964) deals exhaustively with the basic theory and
application of scintillators and only a brief description will be given 
here.
3.2.1 Inorganic Scintillators
Interactions as described in section 2.2 take place when the gamma 
photon is incident on the detecting medium. The result of these 
interactions is the creation of energetic recoil electrons. In the
sodium iodide (thallium activated) detector, the addition of iodine (Z 
= 53) maximises the primary interaction rate through the photoelectric 
effect (Equation 2.12). The fast electrons produced will ensure the 
creation of a large number of electron-hole pairs via ionisation and
excitation which elevates electrons from the valence band to the
conduction band. In perfect insulators and semi-conductor crystals 
(Figure 3.1a), the most weakly bound electrons populate a completely 
filled valence band (due to electrons bound in lattice sites);
some of these electrons can be elevated into the conduction band where 
electrons are free to migrate throughout the crystal. These two bands 
are separated by the forbidden gap where there are no electron states. 
A hole is created in the valence band due to such electron elevation 
and this migrates through the material like a positive electron. The 
electron-hole pairs eventually recombine as a result of the return of 
an electron from the conduction band to the vacant site. Due to the 
width of the band gap in a perfect insulating crystal, a photon of 
energy greater or equal to the band gap energy will be produced as a 
result of such a transition and any resulting photon emission is very 
strongly self-absorbed.
In order to produce a more efficient scintillator, intermediate states 
must be created within the band gap of the pure crystal so that when 
de-excitation takes place the photons emitted have an energy less than
the band gap energy and hence the material becomes transparent to its 
own scintillation light. Impurities (normally called activators) are 
added to introduce special sites in the lattice to give the band 
structure shown in Figure 3.1b. When such sites exist, ionisation of 
the activator by a positive hole (after the elevation of electron from 
valence band to conduction band) will take place since the ionisation 
energy of the impurity will be less than that of typical lattice atom. 
The electron then migrates to the impurity site, creating an
impurity configuration which have its own set of excited energy states. 
As the recombination centre de-excites a high proportion of the 
transitions will give rise to light emission which has a lower quantum 
energy than the band gap and so it will readily emerge even from large 
volumes of scintillator with little self-absorption.
The other advantage of the inclusion of this activator is that since it 
has a different energy gap between it and the valence band as compared 
to between the conduction and valence bands, the absorption spectrum 
will have wavelength that differs from that of emission spectrum. 
Hence there is less overlapping of spectrum which will lead to less 
self-absorption of the light by the medium. Many good scintillators 
emit in the ultra-violet region and then one uses either wavelength 
shifters, or ultra-violet sensitive (quartz window) photomultipliers.
3.2.2 Organic Scintillators
As has been described above, the scintillation mechanism in inorganic 
scintillators depends on the energy states determined by the crystal 
lattice. In the case of organic scintillators, fluorescence arises 
from transitions between the energy levels of a single molecule.
Figure 3.2 shows the energy levels of an organic molecule with
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7C-electron structure which most practical organic scintillators are 
based. The absorption of kinetic energy from a charged particle 
passing through the medium (the creation of this charged particle by 
gamma-rays was explained in section 2.2) can excite the electron 
configuration into any one of a number of excited states (upward arrows 
in Figure 3.2). SS00 signifies the singlet state of spin 0 of the
lowest vibration state of the ground electronic state whereas SSoi 
represents the same singlet ground electronic state but of a higher 
vibrational energy. SS,0 is the singlet state (spin 0) for the lowest 
vibration state of the first higher lying state.
Even though the absorption of the gamma-ray energy can excite the 
molecules into any of the higher lying states above SS)0 but the S S lQ 
state will be highly populated after a short time because the higher 
singlet electronic states de-excite to one of the SS, electronic state 
(through radiationless internal conversion) which in turn loses 
vibrational energy (since they are not in thermal equilibrium with 
their neighbours) and falls into SSlo state. De-excitation into the 
ground electronic state from the SSlo will give out visible light
(downward arrows in Figure 3.2).
Here again the absorption energy (to excite higher lying states) is 
greater than the emission energy (de-excitation from SS|Q electronic
state), and less overlapping of the two spectra occur which means less 
self-absorption of the emitted light. At times "waveshifter" is added 
to the organic scintillation materials to re-radiate the light at a 
longer wavelength than that of the absorption spectrum.
3.2.3 Photomultiplier Tubes (PMT)
The light emitted in either the organic or inorganic scintillators are
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typically made up of no more than a few hundred photons which will 
travel in all directions from the point of emission. A device is then 
required to detect this extremely weak light output and to convert it 
into a corresponding electrical signal (that should be large enough for 
further amplification and shaping before being processed by other 
equipment) without adding a large amount of random noise to the signal. 
Keil (Keil, 1968) and Bateman (Bateman, 1969) reported the use of 
light-sensitive semiconductor diodes as this device but the commonly 
used device (and the one used in the authorfs work) is the 
photomultiplier tube (PMT). However, the recent large improvement in 
photo-diodes (Grassmann et al, 1985) makes them serious competitors to 
photomultiplier tubes for gamma-detection above about 500 keV.
A photocathode followed by an electron multiplier are the two major 
components of the photomultiplier tubes. The incident light photons 
from the scintillator are converted into low energy photoelectrons by 
the photoemissive material that makes up the photocathode. If these 
electrons have sufficient energy escape from the surface of the 
photocathode is possible. These are then accelerated through ^ 100 
volts to the first dynode of the electron multiplier stage by the 
application of a high voltage bias. When these accelerated 
photoelectrons strike the first dynode several secondary electrons are 
emitted (dynodes are usually made up of negative electron affinity 
materials to facilitate electron emissions from the surface). These 
secondary electrons are attracted to a further dynode stages by the 
increasing potentials on successive dynodes to give further 
amplification through as many as fourteen stages in order to produce an 
acceptable signal at the anode. The RCA Photomultiplier Manual (RCA 
Photomultiplier Manual, 1970) describes the action of photomultiplier 
tubes in detail.
Since the scintillation photons are emitted in all directions from the
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point of emission in the scintillator, a means of channelling them to 
the photomultiplier tube must be provided. As will be seen later in 
this Chapter, the way in which these light photons are led from the 
point of emission to the photomultiplier tubes can create a position 
sensitive performance for the scintillator.
A point to note here is that sometimes the scintillator cannot be 
directly coupled to the photomultiplier tubes due to their different 
dimensions. A light guide is then required which should have a 
refractive index almost identical to the scintillator in order to avoid 
excessive internal reflections at the junction between the scintillator 
and the light guide. In this project, light guides are used to couple 
a bar of NE1Q2A plastic scintillator to two photomultiplier tubes. The 
effect of using this light guide on the detector resolution and the 
choice for the coating of its surfaces are reported in Chapter 6.
3.3 GAS-FILLED DETECTORS
In gas-filled detectors, the primary modes of interaction involve 
ionisation and excitation of gas molecules along the charged particle 
track. Gamma-rays, when passing through this gas medium, interact and 
produce recoil electrons which in turn ionise and excite the gas 
molecules. The excited molecules can be utilised to derive appropriate 
signals(see sub-section 3.2.2) but in the conventionally used 
gas-filled detectors, the ion pairs (positive ion and free electron 
created after a neutral molecule is ionised) are used to produce an 
electronic signal output. Ion chambers, proportional counters and 
Geiger tubes are the three main types of gas-filled detectors but the 
proportional counters are of interest in this work.
Figure 3.3 shows the cross-sectional view and dimensions of the
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proportional counter that the author was using (its photograph is shown 
in Chapter 6). The anode is an 8 micrometres diameter carbon fibre 
having a resistance of approximately 160 kilo-ohms per metre (Leake, 
1983). The cathode/entrance window is a cylinder 2.5 cm diameter, 1 
mm thick of beryllium (MacCuaig, Tajuddin et al, 1986) which allows low 
energy gamma-rays and X-rays to enter and interact with the fill-gas of 
xenon containing 0.5% carbon dioxide quencher. Two detectors were used 
in this work, being pressurised to 6 and 10 atmospheres respectively.
When a gamma-ray or X-ray photon enters the counter, it interacts with 
the fill-gas by producing energetic recoil electrons which in turn 
excite and ionise the gas molecules to create ion pairs. These ion 
pairs experience an electrostatic force when an external electric field 
is applied between the anode and the cathode of the counter. The 
positive ions migrate to the cathode and the electrons and negative 
ions move to the anode. Recombination of the different polarity ions 
to form neutral molecules occurs if the applied electrostatic force is 
small. The number of ion pairs arriving at the two electrodes 
increases as the electric field is increased until such a value that 
further voltage increment does not increase the pulse size (Figure 
3.4), This is the region of ion saturation where all the ions are 
collected and the ion chamber operates at this applied voltage range. 
Increasing the applied voltage beyond this point will accelerate the 
electrons further hence giving them additional kinetic energy. If 
their energy exceeds the ionisation potential of the gas molecules 
further ionisation takes place. At sufficiently high field strengths 
this process occurs many times before collection resulting in a greatly 
amplified signal. This gas multiplication process is known as a 
Townsend avalanche,in which each free electron created in such a 
collision can potentially create more free electrons by the same 
process. When all free electrons have been collected at the anode the 
avalanche terminates. The region of true proportionaity in Figure 3.4
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is where the gas multiplication is linear (that is, the number of 
secondary ionisation events is proportional to the number of primary 
ion pairs created by the incident radiation though the total number of 
ions has been multiplied by a factor of up to approximately 10^) and 
represents the mode of operation of conventional proportional counters.
As the electric field draws the ions in the avalanche apart, an induced 
signal is generated on the electrodes. The ion pairs that are created
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drift under the influence of the electrostatic forces and these 
drifting charges give rise to induced charges on the electrodes 
resulting in the appearance of the voltage across the load resistance. 
Utilising the division of this charge between the point of interaction 
and the two ends of the anode or the difference in the rise times of 
this signal gives rise to position sensing as shown in section 3.5 but 
the position sensitive scintillation detection will be discussed first.
3.4 POSITION SENSITIVE SCINTILLATION DETECTOR
As have been mentioned earlier, the scintillator converts the observed 
radiation into scintillation light and this light is emitted in all 
directions within the scintillator and only a limited fraction can 
travel directly to the edge at which the photomultiplier tube is
placed. In order to be collected at the photomultiplier tube, the 
other fraction must be reflected once or several times at the
scintillator surfaces. When the light photon arrives at the surfaces, 
its fate can fall into one of the three categories namely being
reflected or refracted depending on the angle it strikes the surface 
and the refractive indices of the scintillator and the surrounding 
medium, or it may be absorbed.
It is desirable that a large fraction of the scintillation photons 
should be collected. Since the photon emission occurs in all 
directions, an efficient light reflector is generally wrapped around 
the scintillator on all surfaces apart from those adjacent to the PMT 
photocathodes so as to cause most of the light emitted in the
scintillator to reach the photomultiplier cathode. Thus the 
photomultiplier output is proportional to the total energy loss in the 
scintillator, and the intensity of the output pulse would be 
independent of the location of the event within the scintillator
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provided it is not too large and no appreciable loss is encountered at 
the reflector.
Reflectors can be either specular or diffuse. A polished metallic 
surface will act as a specular reflector for which the angle of 
reflection equals the angle of incidence. Better results are usually 
obtained, however, with a diffuse reflector such as magnesium oxide or 
aluminium oxide. White reflecting paint is also used as a reflector 
and it is easy to apply to scintillators, but it is an inferior 
reflector to dry powder packed round the material. The uniformity of 
light collection will determine the variation in signal pulse amplitude 
as the position of the radiation interaction is varied throughout the 
scintillator. Perfect uniformity will assure that all events which 
deposit the same energy, regardless of where they occur in the 
scintillator, will give rise to the same mean pulse amplitude. The 
removal of the reflector will give rise to non-uniform light collection 
and hence leads to a possible way of localising scintillation events 
occuring in the scintillator. Two effects arise in practical cases 
which lead to a less than perfect light collection:
(i) optical self-absorption within the scintillator,
(ii) losses at the scintillator surfaces if the reflection 
coefficient is less than 100%.
These effects can be purposely enhanced to give position sensitivity in 
the scintillator as will be discussed in sub-section 3.4.2.
The first work on particle localisation by means of a scintillation 
detector can be traced back to Yuan and Poss who, in 1951t viewed a 
glass cylinder containing liquid scintillator with photomultiplier 
tubes mounted on top and bottom faces (Yuan and Poss, 1951). The
relative amount of light entering the solid angles subtended by the two 
photocathodes at the scintillation point were used to define the point 
of light emission. The basic principles underlying this method as well 
as other different techniques to determine the position of interaction 
will be discussed in the next sub-section. Davis and Martone expanded 
this idea by using a sodium iodide bar instead of scintillation liquid 
in their hybrid scanner (Davis and Martone, 1966). This scanner based 
its operation not on the solid angle effect alone, but on a logarithmic 
attenuation of the light through the scintillator, resulting in a large 
variation of signal size as a function of position along the length of 
the bar. The same phenomena were utilised by Miraldi and Di Chiro when 
they developed their tomoscanner for radioisotope imaging (Miraldi and 
Di Chiro, 1970)t by Crawley and Veall when they built their optically 
coupled thirty sodium iodide crystals for profile scanning and whole 
body counting (Crawley and Veall, 1973)» by Bassalleck, Hasinoff and 
Salomon when testing their single sodium iodide bar detector in high 
energy physics experiments (Bassalleck, Hasinoff and Salomon, 1979), by 
Hyodo when investigating the possibility of a multi-layer sodium iodide 
scintillator for a positron annihilation two-dimensional angular 
correlation apparatus (Hyodo, 1979) and by Carter et al who used a 
position sensitive sodium iodide detector for a gamma-ray imaging 
telescope (Carter et al, 1982a). How these workers achieved the 
logarithmic attenuation in the scintillator will be discussed at the 
end of sub-section 3«3.2. The time of flight method was utilised by 
Myllyla, Heusala and Karras for their cylindrical plastic detector 
(Myllyla, Heusala and Karras, 1981).
3.4.1 Basic Principles Of Position Sensitive Scintillation Detector
There are a few basic principles that have been exploited by various 
people to attain position sensitivity on the scintillation detector.
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Figure 3*5 Posit ion sensing by solid angle technique
(a) Solid angle
This method was used in testing the localisation effect using cosmic 
rays (Yuan and Poss, 1952). The underlying principle is that, 
neglecting reflection from the surface of the scintillator, the 
intensity of light received at a photomultiplier photocathode is 
proportional to the solid angle subtended by the photocathode at the 
scintillation point.
Consider the set-up shown in Figure 3.5. If radiation strikes the 
scintillator at point X causing scintillation, the amount of light 
intensity received at each photocathode is proportional to the solid 
angles and subtended by the cathode surfaces respectively, at X 
provided:
a) the attenuation of scintillation light travelling through the 
scintillator is negligible,
b) the surfaces of the scintillator do not reflect light appreciably 
into the photocathodes.
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Let P be the pulse output amplitude of photomultiplier tube A (PMT A)
n
and PD be the output from photomultiplier tube B (PMT B). Assuming
D
photomultiplier tubes A and B have the same gain, then we have that:
PA  =  k I 0 !  --------------------------- ►  3-1
PB = kI02— — ---------------------- —  3-2
where k = a constant depending on the characteristics of the 
photomultiplier tubes,
I = intensity of the scintillation event.
Dividing the two equations, we have
----------------------------   3-3
pb  0 2
In Equation 3.3* the ratio of the two output pulses serves to define 
the point of interaction since this ratio is unique to that position 
(X) along the scintillator and other positions will have different
values of this ratio. Since the intensity factor (which is related
directly to the energy of the radiation) of the scintillation cancels 
out in Equation 3.3t the position is independent of the incoming 
radiation but summing the amplitudes of the two pulses gives an
indication of the energy of the radiation.
(b) Logarithmic attenuation method
A few workers have used the logarithm of one photomultiplier output 
divided by the other output to give the position of the scintillation 
event and then they took the square root of the product of the two 
outputs to define the energy of the radiation (Davis and Martone, 1966; 
Crawley and Veall, 1973; Hyodo, 1979; Carter et al, 1982a).
Referring to Figure 3.6 as shown, let us consider the output signal 
from photomultiplier tube A as and that from the other
photomultiplier as for each scintillation at X. If the effective
P M T P M T
X
A B
W  -----------------------—  L  P\
Figure 3 * 6  Posit ion sensing by l o g a r i t h m i c  m e th o d
attenuation constant of the scintillator is oc f we have that
VA = I  exp ( - « ! , ) ----------------------------------------
VB « I e x p ( - o c l 2 ) -------------------------------------
where I denotes the intensity of the scintillation.
If we take the product of the two outputs and then take the square root 
of the result, we have
V B = j2 exP (-oc(li+ '2))  — 3-6
Since 1^ = L, the total length of the scintillator
VA  VB =  I 2 exp ( - o c L )    —  3-7
^ / V ^ =  Iexp(-oc-L) -------- 3-8
Equation 3.8 shows thatj V^Vg is dependent on the intensity of the
scintillation I, the length of the extended detector bar and the 
attenuation constant of the scintillator oc. Since for a given 
extended detector set-up, the parameters L and oc are constant, then 
J Vg is dependent on the intensity of the scintillation I which in 
turn is directly related to the energy of the radiation. Hence J Vg 
is directly proportional to the energy of the scintillation event.
-  3-4
-  3-5
If we divide the ouputs of the two photomultiplier tubes, we have that
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Yk —  I  ex p t  -oclj) 
VB Ie x p (-c c l2) 3-9
VB
Taking their ratio's logarithmic value will give
VA
lo g e
VB
—  o c L - l J — --------------»-3-11
Now L = Ij + 2^ hence = ^ " ^1* therefore
l o g e[ - ^ ] =  cc ( l - 2 I . , ) ------------------------------- —  3 - 1 2 -
From Equation 3.12 we can see that loge ( ) is dependent on the
VB
scintillator dimensions L, the attenuation constant of the scintillator 
oc and the point of interaction 1, and is independent of the intensity 
of the scintillation I which means it is independent of the energy of 
the radiation event. Again for a given detector set-up, L and oc are
/ VA X
constant and hence log f A  1 is directly dependent on the position of
6 V B
the scintillation event.
By using Equations 3.8 and 3.12 (either through computing or hard-wired 
logic), the energy spectrum of the incident radiation and its spatial 
distribution along the bar can be determined.
(c) Pulse height method
Bassalleck et al have demonstrated another feasible procedure in their 
use of a position sensitive sodium iodide bar detector in high energy 
physics tests (Bassalleck et al, 1979). The underlying principle for 
this method is that, the actual position determination along the bar 
can be obtained by calculating various combinations of the individual 
pairs of pulse heights from photomultiplier tube A (E^) and 
photomultiplier tube B (E ). They computed values for:'
D
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(i) the ratio
EB
(or equivalently
(iii) the relative pulse-heights at either end
ea  -  e b
and
This group at University of British Columbia found that all these 
quantities gave a strongly peak distribution for a given source
A
peak in this distribution changes with position.
(d) Transit time method
Another method that can be used to locate points of interaction along a 
bar scintillation detector is by using the transit time method 
(Myllyla, Heusala and Karras, 1981). Bassalleck et al also tested 
their sodium iodide detector using this method and suggested that, for 
high count rate applications, both timing and pulse-height methods 
could be used to determine the position in order to eliminate pile-up 
events (Bassalleck et al, 1979).
This method is based on the time of flight principle. The time 
difference between the observed signals at the two photomultiplier 
tubes on the ends of a long scintillator is recorded and converted into 
a position reading.
The interaction position of the gamma-rays in the scintillator is
position along the sodium iodide bar but the simple ratio
•) is not as useful as the others because the width of the
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determined by measuring the difference between the transit times, (tj - 
tj), of the emitted light between the interaction point and the
photomultipliers (Figure 3.7). The transit time difference is given by
*2 '  *1 =  -('o + A t ) '  (*0 '  A t ) — -----------3 '13
t2 - t =  2 At -----------  ►  3-14
where tQ is the transit time for the scintillation light to travel from
the middle of the rod to the ends and A t  is the transit time between
the interaction point and the centre.
If the light signal propagates along the rod with an effective 
velocity, v, then the distance travelled, A x ,  from the centre of the 
rod in a time A t  is:
A X  =  At V  ►  3-15
A X  =  — _—  v    ►  3-16
2
From Equation 3.16, it can be seen that, since v is constant for a
given scintillator, one can find A x  by measuring transit time
difference t- - t, . However there is a limitation of this method since 
2 1
the maximum measurable A  t is approximately 100 picoseconds with the 
best current photomultipliers.
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3.4.2 Factors Causing Light Losses In The Scintillator
It was mentioned earlier that two factors mainly lead to less than 
perfect light collection.
(a) Self-absorption in the scintillator
One of the ways in which light is being lost in the scintillator and 
not reaching the photocathode is by self-absorption. This process 
depends on the overlap of the fluorescence and absorption spectra and 
on the thickness of the scintillator through which the light has to 
travel (Birks and Little, 1953). Measurements have shown that the 
spectrum of the photo-fluorescence observed in transmission through an 
organic crystal is strongly dependent on crystal thickness, due to the
overlap of the absorption and emission spectra (Bowen and Lawley,
1949). Only a fraction of the molecular emission occurs in a spectral 
region to which the crystal is transparent, the remainder being 
re-absorbed. Some of the absorbed radiation will be re-emitted as 
fluorescence, this process of emission and absorption recurring until 
all the initial excitation energy either escapes from the crystal as
fluorescence in the transparent region, or is dissipated thermally via
non-radiative transitions.
In organic crystals, the effect of the overlap of the absorption and 
emission spectra reduces their efficiency and modifies the technical 
emission spectrum. "Pure" alkali halide crystals are affected in a 
similar manner. Self-absorption should be negligible in
impurity-activated alkali halide crystals, since the lattice is 
transparent to the activator emission but the purity of the 
constituents must be given a close attention. The problems of 
self-absorption are considerably reduced in organic liquid and plastic 
solutions due to the reduced concentration of emitting molecules unless
large volumes are used. When large volumes are used, solvent 
absorption effects, particularly those due to residual impurities, may 
become appreciable. Most impurities are non-fluorescent, so that the 
absorbed light is lost. Optical transmission of a liquid scintillator 
solvent can be improved by successive distillations to remove 
impurities (Swank, 1958).
Inherent self-absorption is normally not a significant light loss 
mechanism unless large scintillators many centimetres in dimension or 
multi-crystalline scintillation material such as zinc sulphide is used. 
The other contributor is light losses at the scintillator surfaces.
(b) Light losses at scintillator surfaces
Internal reflection does occur in the scintillator and it may be 
beneficial or a hindrance depending on what we use the scintillator 
for. In the normal scintillation detector, it is preferable for all 
light photons to be internally reflected at the scintillator surfaces 
which are not coupled to the photomultiplier photocathode but not to 
experience such a situation for the photons finally heading towards the 
photocathode. In the position sensitive detector we require some of 
the light photons that strike the surfaces not in contact with 
photomultiplier tube to be refracted (to achieve the logarithmic light 
attenuation) and all the photons that arrive at the photomultiplier 
tube to reach the photocathode. Hence in both cases it is desirable 
that none of the light photons that reach the scintillator surfaces in 
contact with the photomultiplier tube are reflected back into the 
scintillator; instead we wish them to be efficiently optically coupled 
to the photocathode via the photomultiplier tube end window.
If light which is intentionally directed towards the photocathode is
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reflected back, this adds to the difficulty of getting the light out of 
the scintillator and on to the photocathode. There are two cases of 
reflection which must be considered. The first case occurs when the 
light makes almost normal incidence with the interface between the 
scintillator and air. A small fraction (~>5%) of the light is 
reflected. This is often referred to as Fresnel reflection. As the 
angle of incidence increases, the reflectivity increases gradually at 
first and then rises rapidly towards 100% as the critical angle is 
approached. Beyond the critical angle the incident light is totally 
internally reflected. The subsequent history of the reflected rays 
depends upon the shape of the scintillator and its index of refraction. 
Calculations have shown a sphere to be a somewhat less favourable 
shape than a rectangular prism of comparable volume and the greater the 
index of refraction, the larger the fraction of the emitted light which 
is trapped (Gillette, 1950). Reflection at the interface between the 
scintillator and the phototube may be almost completely eliminated if 
we make optical coupling. This is accomplished by filling the space 
between the scintillator surface and photomultiplier tube window with a 
thin film of transparent fluid such as glycerine, mineral oil or 
silicone fluid. The effect of optical coupling is to increase the 
effective critical angle at the scintillator surface towards 90 degrees 
and thus minimise light trapping.
Precipitation of a cloud of transparent particles of different 
refractive indices in the body of the crystal, controlled introduction 
of many very fine bubbles, and rough grinding of the surfaces have all 
been found to be very efficient ways of getting the light out from the 
scintillator (Gillette, 1950). Introducing such a non-absorbing, 
scattering medium in the crystal or roughening one or more of its 
surfaces to produce diffuse reflection will result in the paths of the 
light rays being changed and, in the absence of absorption, all the 
light can eventually escape since it will ultimately reach a surface at
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an angle less than the critical angle.
Currently two different options are available to achieve the required 
logarithmic light attenuation within the scintillator mentioned above. 
Firstly, the detection unit is constructed from discrete slices of 
scintillation material which are then optically coupled (Crawley and 
Veall, 1971) or coupled inbetween lucite discs (Hyodo, 1979). The 
behaviour of the sliced system can be readily understood in terms of 
absorption in the interfaces between the slices, leading to a step wise 
attenuation curve, which tends to exponential as the number of 
interfaces becomes large and the loss in each is small. This method, 
although able to create the desired exponential attenuation, has the 
disadvantage of reducing the overall light output of the scintillation 
event to such an extent that its use as a position sensitive detector 
is very limited (Charalambous et al, 1984).
The second option is where a single bar of scintillator is employed
which has its surface or the structure of the scintillator treated in
such a manner that the required properties are achieved. A few workers
used the single bar configuration. In this continuous bar design,
diffusion or scattering rather than linear propagation is the main
transport mechanism. In a perfect crystal a photon undergoes N
reflections before escaping. The probability of it escaping will be 
NR , where R is the surface reflectivity. Thus, if N is large and 
related to the distance to the photomultiplier, an exponential 
attenuation may take place. The detector bar built for Bassalleck et 
al was specially treated by the manufacturer so that the pulse-height 
from each tube varies approximately inversely with the distance between 
the point of interaction and the tube (Bassalleck et al, 1979). One 
possible way of doing so is to introduce certain elements into the bar 
that degrade the light transmission (Cho and Tsai, 1975). The group at 
Southampton University treated the surface of the scintillator bar to
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reduce the amount of scattered light reaching the photomultipliers and 
hence creating the logarithmic attenuation of the light (Carter et al, 
1982a). Roughening the surfaces of the scintillator breaks up the 
regular pattern of total internal reflection and enables more of the 
light to escape. In this case, the departure from the ideal situation 
is caused by the surface treatment itself which may result in a 
slightly different attenuation in each direction of the crystal. They 
also treated the bar to produce exponential attenuation by adding a 
black or absorbing strips to the side of the crystal and found that a 
striped diffuser might give better energy and positional resolution 
(Carter et al, 1982b).
This controlled attenuation that is achieved within the scintillator 
bar is then utilised to give position sensitivity as has been described 
earlier.
3.5 POSITION SENSITIVE PROPORTIONAL COUNTER
The use of proportional counters to replace photographic films for the 
detection of X-rays in diffraction studies to determine the structural 
parameters of crystals and molecules has resulted in a reduction in 
exposure time by a factor of 500 to 1000 (Gabriel, 1982). The 
proportional counter also has several advantages over semi-conductor 
detectors in that it can be operated at room temperature, fabricated to 
almost unlimited length and give relatively good energy resolution as 
well as high detection efficiency for X-rays and gamma-rays with 
energies up to 50 keV (Borkowski and Kopp, 1970) and even higher if the 
pressure of the counter is increased or liquid xenon is used (Doke, 
1982).
Considerable development work has been carried out by several workers
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to replace the conventional methods of event location with specially 
developed position sensitive proportional counters (PSPC) and these 
detectors are now used in the localisation of radioactive tracers in 
the medical field or in X-ray and neutron diffraction as well as for 
charged particle magnetic spectrometry and scattering experiments.
Basically there are two methods of ionising event location in 
proportional counters.
(a) charge division method, .
(b) rise time method.
(a) Charge division
In the normal proportional counter the charge pulse produced by the 
incident radiation is removed from one end of the detector, filtered 
and amplified to yield an output pulse whose height is proportional to 
the energy of the incident radiation. If the charge pulse is removed 
from both ends of the anode, information regarding both the energy and 
the spatial position of the incident particle can be obtained. This 
phenomenon was first recognised for proportional counters by Kuhlman et 
al (Kuhlman et al, 1966) but position sensing by charge division was 
first observed in resistive electrodes of photodetectors by Schottky in 
1930 (Schottky, 1930). A brief description of this method will be 
given here. Alberi and Radeka (Alberi and Radeka, 1976) deal at length 
with this topic.
The theory of operation of this technique can be . explained by 
considering the diagram in Figure 3.8. Let us assume that a charged 
particle is detected at a point X where the resistance of the anode is
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to amplifier AMP1 and to the amplifier AMP2. The total
resistance of the anode wire is R. A charge Q at X is created due to 
this event and this charge is divided between the two paths to earth 
resulting in V1 and which are the amplitudes of the output signals 
from amplifiers AMP1 and AMP2 respectively. This charge division from 
the point X is in the inverse ratio of the resistance hence giving
Equation 3.18 suggests that by summing the two voltage outputs (V1 +
V^) we can determine the energy of the incident radiation and by 
dividing one output by the sum we can locate the position of the 
ionising event in the detector (Figure 3.8). In essence, the 
proportional counter becomes a voltage divider network and the position 
sensitive signal is the ratio of the voltage at one end of the detector 
to the sum of the voltages from both ends. The sum pulse is 
independent of position but is dependent on the energy of the incident 
particle and is identical to the normal signal obtained from the 
non-position-sensitive proportional counter. Analogue methods 
(Westphal, 1976) or digital techniques (Fischer, 1977) can be used to 
perform these summation and division operations.
In this work, this charge division method and digital technique were 
used to determine the position of interaction on the proportional 
counter as well as the radiation energy. The detector set-up and 
further elaboration of the methodology used and the experimental 
results and discussion will be given in Chapter 6. Although the author 
used the charge division technique, the same proportional counter was 
used by another worker using the rise time method (O' Hara, 1985) which 
is discussed below.
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(b) Rise time method
Borkowski and Kopp recognised that the linear position sensitive 
detector could be represented by a distributed parameter
resistance-capacitance (RC) line and suggested an alternative method to 
that of charge division (Borkowski and Kopp, 1968). The method is 
based on observing the relative rise time from preamplifiers placed at 
either end of a resistive anode wire. They showed that the rise time 
of the voltage pulse at one end of the detector, whose other end was 
terminated by an impedance which was an approximation to the 
characteristic impedance of the detector, was linearly proportional to 
the position X of the arrival of the incident particle. They later 
removed this terminating impedance and replaced it with a second timing 
circuit and used the preamplifier input circuit as the terminator 
(Borkowski and Kopp, 1970).
Referring again to Figure 3.8, the event occuring at X will exhibit a 
longer rise time (^ r^ .C^  where is the input capacitance of the
preamplifier) if the signal is taken from the preamplifier placed at 
AMP1 (Figure 3.9(a)) and the same signal taken from the preamplifier 
placed at AMP2 will show a larger pulse and shorter rise time since 
this preamplifier is nearer to the point of interaction (Figure 
3.9(b)). A position signal can then be derived from the rise time 
difference between the pulses produced at the two preamplifiers.
This Chapter has dealt with the detection mechanisms of organic, 
inorganic and gas-filled detectors including the theories of position 
sensitive detection for both the scintillation and proportional 
detectors. The next Chapter elaborates on the emission scanner 
development including the collimators and the radioactive sources used.
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Figure 3 *9  Pulse shapes from t w o  p r e a m p l i f i e r s  for  a single 
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CHAPTER 4 
SINGLE PHOTON EMISSION SCANNER
4.0 INTRODUCTION
One of the aims of this work was to modify the transmission gamma-ray 
scanner in the Surrey Physics Department to perform in emission mode 
and to make a study with a view to making further improvements to 
convert the scanner into a viable emission scanning device while 
retaining its transmission mode capability. Figure 4.1 shows the block 
diagram of the transmission scanning system. The details of this 
scanner are described in two theses (Foster, 1981b; Folkard, 1983) and 
a concise paper has been published (Gilboy, Foster and Folkard, 1982). 
In addition, some of the transmission scanners results and performance 
have also been reported (Gilboy, Foster, Folkard and Tajuddin, 1982; 
Gilboy, 1984; Reimers, Gilboy and Goebbels, 1984; MacCuaig et al, 
1985). This transmission scanner, which was also used to produce some 
trial emission tomograms, has remained essentially in its original form 
since its inception in 1977.
Figure 4.2 shows the schematic block diagram of the emission scanning 
system used in this investigation. Basically it consists of five 
separate but inter-related components namely:
(a) scanning mechanism
(b) collimators
(c) detector assembly
(d) data acquisition unit
(e) image reconstruction and display unit.
Comparing Figures 4.1 and 4.2, the majority of the emission mode
scanning system components (and operations) are similar to that of the
transmission scanner since the former is an evolution of the latter.
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Figure 4.1 Block diagram of transmission scanning system
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Figure 4.2 Emission scanning system component
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In fact our scanner presently has the capability to perform the two 
modes of operation by minimal alteration to the set-up; this enables 
the SPECT system to directly acquire experimental values of attenuation 
coefficients rather than relying upon tabulated figures to achieve good 
attenuation corrections (see sub-section 2.3.4). These experimental 
values can be obtained by performing transmission scanning on the 
section of interest.
This Chapter describes the emission scanner including the collimators 
which were designed and built as well as the radioactive sources used.
4.1 SCANNING MECHANISM
The scanning mechanism comprises a turn-table operating on a 
scanner-bed, two stepping motors connected to their respective drive 
cards and a microprocessor (which commands the movements of both 
stepping motors); since this microprocessor has other functions 
describe in later sections, only a brief mention is made here.
The scanning mechanism has two degrees of motion: translate and
rotate. It differs from the commercial CT scanners in that the object 
under investigation is made to move in front of a stationary collimated 
detector. This is ideal for inanimate objects as well as for SPECT 
systems. In this system, only the detector needs to be collimated 
(which needs to be large as discussed in the next section) compared to 
gamma-ray TCT system; in the latter case the source is also collimated 
to define the ray path and reduce scattered radiations. The 
alternative method of scanning the detector across a'^duiuuary object 
requires a lot of power and time since it is cumbersome to move and 
stop a massive collimator-detector assembly. Counts■ cannot be taken 
immediately after such an assembly is halted because it may vibrate for
104
some time. Valuable time is then lost in between ray-sums if such a 
configuration is used. The advantage of using a multiple detectors 
array or a position sensitive detector arrangement is that the motions 
of both the object and the detector assembly are minimised or totally 
eliminated hence enabling faster scanning.
In the present system the radioactive object to be scanned is placed on 
a 12 cm diameter turn-table which has its periphery marked off in 
degrees. A stepping motor which controls the rotational motion is 
attached to this aluminium cylindrical table which contains a roller 
bearing. The stepping motor delivers a minimum rotational motion of 
1.8 degrees which has been geared down to produce 0.01 degrees on the 
turn-table motion. The table has a maximum speed of rotation of 9 
degrees per second and has a maximum recommended load of 50 kg.
The table is mounted on a 60 cm long sliding assembly, at one end of 
which is fitted another stepping motor that controls the linear motion 
of the turn-table across the collimated detector. The mounting is such 
that the table is bolted to a sliding carriage which is connected to a 
screwed rod runnning the length of the assembly; the linear stepping 
motor drives the 1 mm pitch precision screw which causes the carriage 
to move. Each pulse delivered to the stepping motor rotates this screw 
by 0.002 of a revolution resulting in the carriage moving 2.5
microns which represents the minimum step length of the scanner. 
Figure 4.3 shows a liquid radioactive source in a container on the 
scanner bed assembly which is supplied by Time and Precision Limited.
The microprocessor (in the latest version we use a BBC model B 
microcomputer - see sub-section 4.4.3 for further details) centre the 
movements of the table. The TTL pulses from the microprocessor are 
converted to currents in the stepping motors’ coils by two separate 
drive cards (Digiplan SM Drive Type CD20), one for each stepping motor.
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The stepping motors and their respective drive cards are powered by a 
Digiplan Power Supply Module Type DM 1200.
During the actual scanning, the scanner is operated automatically but 
initial alignment must be carried out by the operator before the 
scanning commences. Software was written to provide the desired 
alignment and is detailed in sub-section 4.4.4.
4.2 COLLIMATORS
One of the factors that enables a three-dimensional object to be 
represented as a series of two-dimensional image slices is that the 
radiations that are either emitted from the object (in ECT) or 
traversing it (in TCT) are recorded in such a way that the z-plane is 
made as thin as possible. The required slice is selected by adjusting 
the position of the collimated detector. As gamma-rays cannot be 
easily refracted, the collimator performs like a pinhole camera. It 
limits the detection volume by admitting radiation only from the 
desired region; hence its purpose is to limit the field of view of the 
detector. Only in this way can the scanner achieve spatial resolution, 
that is, the ability to resolve two point sources of radioactivity 
lying in proximity to each other. This procedure inevitably results in 
a marked decrease in the amounts of detected radiation, resulting in 
reduced sensitivity, or increased measurement time.
Precise collimation of the gamma-ray beam is thus required to obtain 
the spatial distributions of the gamma-ray emitting isotopes as well as 
to eliminate scattered radiations originating from regions not under 
consideration. In TCT, precise beam definition is easy to achieve by 
aligning the detector and the source collimators. The source 
collimator allows a fraction of the emitted radiations to travel
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towards the detector across the object. The ray path is thus defined 
by both source and detector collimators. In our gamma-ray TCT scanner, 
the source is housed in a cylindrical shielding container constructed 
of lead with a steel liner.
The commonly used source is americium-241 which has a prominent 
gamma-ray at 59.6 keV (selected because it is fairly close to that of 
the effective energy of the EMI medical scanner at 140 kVp); a series 
of steel collimators can be fitted into this shield to define an 
emerging beam of either needle or ribbon shape with dimensions 
corresponding to the required spatial resolution. The detector is also 
fixed with an entrance collimator that reduces beam inscattering.
Collimation in SPECT relies solely on the detector collimator because 
the extended source that emits the radiations cannot be collimated. 
The sources of interest in SPECT generally posses higher energies than 
59.6 keV which means that thicker shielding is required. In TCT, the 
object is moved inbetween the stationary source-detector configuration 
whereas in ECT the source is embedded in that movable object. Hence 
the sides of the detector require to be shielded as well which adds 
further to the dimensions and weight of the collimator.
Initially it was intended that a semi-circular shape of lead collimator 
would be built to ensure that whatever position the object along the
axis of the scanner bed the emitted radiations always have to traverse
the same length of lead if they are to reach the detector. In practice 
it was found that there was already a collimator holder (Figure 4.4a) 
available from some earlier experiments. It has a cavity at one end 
into which a detector of diameter not larger than 5.8 cm can be
inserted. An opening of diameter 2.5 cm extending for 5.1 cm forms the
other end into which lead collimators of different diameters d can be 
fitted. In order to economise, such a holder was used and four
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collimators of the shape and dimension shown in Figure 4.4b having the 
diameters d equal to 0.5, 0.75, 1.0 and 1.5 cm respectively were 
constructed. Experiments were carried out to evaluate the performance 
of these collimators using a point source and the results are discussed 
in Chapter 5. These collimators were used for early scans but later on 
it was found that additional shielding (to avoid septa penetration) and 
a smaller collimator hole (to improve spatial resolution) were needed.
4.3 DETECTOR ASSEMBLY
This assembly comprises of a detector, a high voltage supply and an 
amplifier to amplify the signal pulses from the detector output before
feeding them to a single channel analyser.
4.3.1 Detector
The detector consisted of a 5 cm by 5 cm sodium iodide (thallium 
activated) crystal hermetically sealed all round in a thin wall 
aluminium container (because sodium iodide is hygroscopic) except for a 
glass window at one end which was optically coupled to the end window 
of a photomultiplier tube. The crystal end of this scintillation
detector is inserted into the cylindrical opening of the collimator 
holder (Figure 4.4a) and if the object to be scanned is large then
additional shielding is provided using the lead bricks around the 
sides.
4.3.2 High Voltage Supply
The voltage to the photomultiplier tube is provided by a Nuclear
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Enterprise 4701 high voltage supply which is a single-width NIM module 
that can be slotted into a Beni-Bin crate. The latter provides low 
voltage supplies to modules inserted into it. The output voltage may 
be adjusted, via a ten-turn front panel control, within the ranges 0 to 
2 kV or 0 to 5 kV, positive or negative, according to an internal range 
switch and polarity changeover device. A high voltage of 1000 volts 
with positive polarity was applied to the photomultiplier tube 
connected to the scintillation crystal that was used.
4.3.3 Amplifier
The signal output from the detector is further amplified and shaped by 
an ORTEC 571 spectroscopy amplifier which is also contained in a 
single-width NIM module. This amplifier is an instrument with a 
versatile combination of switch selectable pulse-shaping and output 
characteristics. It accepts input pulses of either polarity that 
originate from the detector. Some of its features include extremely 
low noise (< 8 microvolts referred to the input using 2 microseconds 
shaping and gain 100); wide gain range which is continuously 
adjustable from X 1 through X 1500 by means of a GAIN knob (a ten-turn 
precision potentiometer for continuously variable direct reading gain 
factor of X 0.5 to X 1.5) and a COARSE GAIN switch (a six-position 
selector switch that selects feedback resistors for gain factors of 20, 
50, 100, 200, 500 and 1 K); optimum shaping for resolution and count
rate is provided by a six integrating and differentiating time 
constants (0.5, 1, 2, 3, 6 and 10) which is also switch-selectable;
the unit also has excellent overload response.
A single detector configuration as described was used in all the 
scanning reported in this Thesis. Such a set-up can be replaced by a 
multiple detector configuration or position sensitive detector
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arrangement in order to obtain better statistical results and shorten 
the scanning time.
4.4 DATA ACQUISITION UNIT
The data acquisition unit was automated to control the scanning 
mechanism besides analysing the gamma-ray spectra, collecting the 
selected photons for a predetermined duration and storing the 
accumulated data for further use. This unit is made up of a single 
channel analyser, a counter/timer device, a microprocessor, a visual 
display unit, a keyboard and a disk drive.
4.4.1 Single Channel Analyser
The detector and amplifier described in the previous section produce 
multiple size pulses. These pulses include noise in addition to those 
caused by the detected radiations. Two things have to be performed in 
rendering these pulses useful. In order to count the pulses properly, 
the shaped linear pulses must be converted into logic pulses and in 
order to have energy discrimination some "windowing" is required to 
count only those pulses selected (normally that which occur under the 
full-energy peak). This is achieved by using a single channel 
analyser; an Ortec Model 550 Single Channel Analyser (SCA) was used in 
this work. The circuit is contained in a NIM-standard single-width 
module intended for rack mounting. This SCA accepts either positive 
unipolar or bipolar input pulses from linear amplifiers; it examines 
the amplitude of each input pulses and generates appropriate 
NIM-star.dard positive logic output pulses separately for single channel 
analyser (SCA), lower level discriminator (LLD) and upper level 
discriminator (ULD) responses. It has three modes of operation which
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can be selected via a three-position locking toggle switch. These 
positions are integral mode and either of the two types of differential 
single channel analysis (normal mode or window mode). The LLD and ULD 
or window size are adjustable by two front panel ten-turn 
potentiometers.
4.4.2 Dual Counter/Timer
The positive logic output pulses from the single channel analyser are
fed to a dual counter/timer device. The Canberra Model 2071A Dual
Counter/Timer provides, in a single width NIM module, two eight decade
counters, a crystal controlled oscillator, and presetting logic. It
can be used as a preset time and event counter, which is applicable to
both the emission and transmission modes; or as a preset event counter
and timer which is only suitable for the transmission mode. This dual
device gives the whole scanner the capability to perform in either
emission or transmission mode by the simple operation of flicking a
switch. On the front panel of this device there are a few controls.
"A-IN-B" are two input connectors (signifying INput A and INput B
respectively), each accepts positive voltage pulses or negative current
pulses for counting. The "0.01 SEC COUNT B 0.01 MIN" three-position
toggle switch selects preset function as time or B INput events. When
time is selected, channel A counts external events. When COUNT B is
selected, channel A counts time in increments of 0.01 seconds. There
is also a two-position toggle switch for DISPLAY SELECT which selects
either channel A or channel B contents for display on the six digit
Liquid Crystal Display (LCD). The LCD includes eight annunciators
which describe the display and dynamic state of the unit. There is
also a three-digit thumbwheel switch for channel B preset labelled as 
p
"PRESET NM X 10 ". It sets the absolute value of the selected preset 
function. M sets units, N sets tens, and P sets the power of 10 by
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which NM is multiplied. In emission scanning, the preset time and 
event counter operation is selected and the differential single channel 
analysis is used.
*1.4.3 The Microcomputer
The Model 2071A Dual Counter/Timer used has a General Purpose Interface 
Bus (GPIB) option. The GPIB links the counting module into the IEEE 
standard communications network. In the case of this scanner, the link 
is to a microprocessor via an IEEE controller. A controller manages 
bus communications primarily by directing or commmanding which devices 
are to send data to other devices (Talker), or receives data from other 
devices (Listener) during an operational sequence. A controller may 
also be interrupted or it may command specific action between devices. 
As a Listener this interface receives Start, Stop, and Readout commands 
from a controller. As a Talker it supplies its accumulated data to a 
peripheral device. The microprocessor used is a BBC Model B which was 
purchased together with its own IEEE controller. The microcomputer has 
its own keyboard and a compatible disk drive is interfaced to it. A 
MICROVITEC Cub colour visual display unit is connected to the 
microcomputer.
4.4.4 Scanning Procedure
A software for scan control has been written and stored in a floppy 
disk. When this program is loaded into the microcomputer it provides 
the following options:-"-— --*
(1) Average data values no motion
(2) Initialise scan parameters
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(3) Move scanner bed 
(5) Start scan
(5) Disk and data handling
(6) End of program
Once the program is loaded, the floppy disk has to be removed and 
another floppy disk with considerable amount of memory space left for 
data storage is inserted into the disk drive. Option 1 above is 
applicable to the transmission mode whereby fixed event counts and a 
timer is used. This option calculates the overall time taken for the 
whole scanning to be completed given the selected fixed count.
Selecting option 2 enables the initialisation of the scanning 
parameters. This option requires the following questions to be 
answered:
Input step length (mm.)
Input number of steps 
Input angular spacing 
180 or 360 degree rotation 
Input scan reference number 
Input scan title 
Are details correct?
The dimensions of the object to be scanned and the available memory
left for storing data on the floppy disk will govern the choice of
these parameters. Bigger storage capacity is possible if a double disk
drive is used instead of the current single disk. Each disk has a 500
kbyte capacity which can accomodate approximately 100,000 ray-sums
which is more than sufficient for one scan. Alternatively, a number of
scan data can be stored in a single floppy disk. There is a choice for
180 or 360 degree rotation. In emission scanning, when opposite views
are needed for attenuation correction purposes, the 360 degree option
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is selected.
Option 3 (move scanner bed) is used when the object containing the 
radioactive source is to be aligned properly before scanning proper 
commences. The appropriate collimator is fitted to the detector which 
is operated at the voltage value mentioned earlier. The object is 
placed and securely fixed on the turn-table which is moved in line with 
the detector. This is achieved by typing the necessary commands under 
option 3. The amplifier gain is adjusted to produce output pulses of 
reasonable size within the dynamic range of the SCA. The desired 
full-energy peak is windowed using the single channel analyser with the 
help of a gated multi-channel analyser (MCA) or an oscilloscope. The 
required fixed time for a single measurement (a ray-sum) is set on the 
dual counter/timer by means of the three-digit thumbwheel switch and 
the three-position toggle switch selects preset function as time which 
sets channel A to count external events input via INput A connector. 
The turn-table is moved to a position a few millimeters to one side of 
the collimator axis such that no radiation from the source will be 
detected. The set-up is then ready for scanning.
One point to note here is that by using a fixed-time mode described, 
the advantage of even statistics over the entire image array is lost. 
Fixed-count mode is not possible for emission scanning because when the 
detector is not "looking" at the object (i.e. when the object is at 
either of the extreme ends of the translation motion) no count is 
detected except that of the background which leads to unnecessarily 
long counting times.
Selecting option 5 *ilx 3u<art the scan and from that point until the 
end of the scan the whole operation is automated. The turn-table will 
first rotate by an amount specified earlier in option 2 and then it 
will translate a distance of the step length. The counts are then
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accumulated for the duration selected on the dual counter/timer. At 
the end of that fixed-time, each value of the ray-sum is read from 
counter A and stored in the microcomputer memory as well as being 
displayed graphically on the screen. The microcomputer automatically 
instructs the linear stepping motor controller to move the turn-table 
to a new position and counts are again accumulated. This operation is 
repeated until the end of the first translational motion determined by 
the number of steps specified. The data for the complete projection 
are transferred from the microcomputer memory to the floppy disk and at 
the same time the rotary stepping motor controller receives a command 
to rotate the turn-table to begin the accumulation of data for the next 
projection. The whole procedure is repeated until all the scanning is 
completed.
All the projection data are held on the floppy disk at the end of the
scan. Option 5 can then be selected to do the followings:
(1) Dump data to PRIME
(2) Catalog disks
(3) Delete files
(5) Compact disk data
(5) Return to main header
The reconstruction programs are available in the main-frame PRIME 
computer (see next section) which requires the data to be dumped there. 
The data from the floppy disk can be transferred to the PRIME via a 
specially-built line at the specified baud rate. Normally the data are 
stored in the PRIME computer for easy access and deleted from the
floppy disks. Alternatively, the data can be stored in the disk which
requires them to be compacted to allow more memory space for further 
scans and catalogued for easy reference.
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4.4.5 Historical Development Of The Emission Scanner
Before proceeeding to discuss the image reconstruction and display 
unit, it is of interest to briefly describe the historical development 
of the present emission scanner which mainly involves the data 
acquisition unit. As stated at the beginning of this Chapter, the 
present emission scanner is an evolution of the transmission scanner 
which itself has experienced a few changes since its inception. The
first emission scans were performed using the fixed-count mode on the
transmission scanner. The scattered and background radiations were 
used to render the scanner operational when no part of the object is 
directly facing the collimated detector. At that time we had no
suitable timer-counter for fixed time operation.
Next the single channel analyser and scaler were replaced with the
Nuclear Data ND66 multichannel analyser (MCA). This MCA can be used to 
count events in a few selected channels simultaneously (giving the 
possibility of multi-energy scanning) for a fixed time. The MCA was 
connected directly to the PRIME computer at which a file was "opened” 
throughout the whole scan for the data to be dumped and stored. The 
shortcomings are. that the file for dumping the data can be opened for 
only 22 hours in a day (hence no scan longer than 22 hours is possible) 
and the ND66 MCA is expensive and more in demand for other experimental 
works. The setting up of the scanner in conjunction with ND66 MCA has 
been documented (MacCuaig, 1983).
The microprocessor used also experienced a change from an M6800 to an 
Apple II Plus system to the present BBC Model B. The scanner has 
recently been further updated with ' a Hewlett Packard 9836C 
microcomputer, that not only controls the scanning ■ procedure and 
collects and stores the data but is also able to reconstruct and 
display the image without having to resort to the PRIME main-frame
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computer. The Hewlett Packard 9836C is a 16-bit system based on the 
M68000 microprocessor. The complete system consists of two 512K disk 
drives and a 590 by 312 pixels 16 levels (grey or colour) screen. In 
order to achieve fast access and storing of images, a 15 Mbyte 
Winchester disk was also purchased in addition to a "Jet11 printer which 
is capable of printing graphics and images in several colours.
4.5 IMAGE RECONSTRUCTION AND DISPLAY UNIT
This unit consists of a computer that is capable of running a large 
reconstruction program and its associated software including file 
handling for the projection and reconstruction data as well as an image 
analysis package which is accessed via a grey-scale visual display 
terminal. In parallel with this image terminal is a Cotron monitor 
equipped with camera for copying images onto 35 mm film or Polaroid 
(see sub-section 4.5.3).
4.5.1 Computer For Reconstruction
Early transmission tomography reconstruction work and the associated 
image display in this department involved the use of a PRIME 550 
computer at the Rutherford Laboratory and the CDC 6600 computer at the 
University of London Computer Centre (ULCC). However later CT work 
including all the reconstruction and image analysis reported in this 
Thesis were done on the University of Surrey network of PRIME computers 
(PRIMENET) which comprises three PRIME 750 and a PRIME 550. The 
Science Research Council (SRC) has provided a Mult? *Mini (MUM)
computer which is a PRIME 550 and has a one-way link with the PRIMENET. 
Most of the processing and storage of projections and images were 
carried out on this machine which has 550 kbytes of core memory and an
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associated disc drive. It is hampered by lack of directly accessible 
peripherals, particularly magnetic tape facilities which is one of the 
reasons for opting to use the free standing Hewlett Packard 9836C 
microcomputer. Now that it is possible to perform reconstruction and 
display on this latest machine this finally frees the whole scanning, 
reconstruction and display procedure from the time-shared facilities of 
the PRIMENET besides rendering the whole scanner set-up completely 
portable.
4.5.2 Reconstruction Programs
The development of the reconstruction and display programs for 
transmission tomography up until their full implementation on the PRIME 
systems is described at length in J. Foster’s thesis (Foster, 1981b) 
and only a brief description will be given here.
The SNARK *75 suite of reconstruction programs that we are using were 
originally developed at the State University of New York by Herman et 
al (Herman, Hinds, Peretti and Rowland, 1975). SNARK75 was written in 
FORTRAN and can be considered to consist of three parts: data input,
reconstruction, and image analysis.
The data can be input for reconstruction from three different sources 
namely simulated data, real projection data or pseudo-projection data. 
The present work involves real projection data obtained by the scanner. 
As stated in sub-section 4.4.4, the data from the floppy disk are 
dumped to the PRIME MUM . and a simple FORTRAN program was written to 
format the data so that they are acceptable to SNARK75 and also to 
convert the counts from the dual counter/timer into ray-sums according 
to the formula in Equation 1.6. A program to correct for half-life 
(when using short-lived sources such as technetium-99m) and also for
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attenuation corrections in emission scans (see Chapter 5) are written 
and these corrected data are then forwarded to SNARK75 for 
reconstruction.
All necessary corrections are performed prior to feeding to the SNARK75 
reconstruction program which uses a convolution filtered 
back-projection with the Bracewell/Ramachandran filter. Besides this 
filter two other filters and divergent reconstruction geometry are 
available with the convolution technique; other reconstruction 
algorithms available in SNARK are ART and SIRT described earlier in 
sub-section 1.2.2. One reason for choosing the convolution algorithm 
is its low cost in term of computing time. Equivalent ART 
reconstructions require 2 to 5 times as much and SIRT 5 to 15 times 
longer (Herman and Rowland, 1973). The author has obtained another set 
of reconstruction algorithms from the Donner Laboratory University of 
California (Huesman et al, 1977). Part of their RECLBL programs (which 
were written for PDP machines) has been implemented on PRIME and 
another worker in the department has shown that it takes approximately 
300 seconds of computer time to process ten iterations by ART using 
simulated data (Choudhary, 1986).
A projection file and reconstruction file which contain data about the 
projections and the reconstruction respectively are created when the 
input data have been processed by SNARK reconstruction programs. These 
files are then utilised for image display and analysis by another 
program.
4.5.3 Image Display and Analysis
Microfilm graphics (on the CDC 6600 computer at ULCC) and line printer 
overprinting (PRIME) were two methods of display employed for earlier
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transmission tomography images. These methods have been replaced by 
current displays involving a Sigma 5674 16-level grey scale terminal 
supplied by Science and Engineering Research Council (SERC). An 
instant photographic facility is connected to this terminal to produce 
pictures that appear on the screen. Display and image analysis on the 
colour screen of the Hewlett Packard 9836C machine has recently been 
implemenetd.
Computerised Image Analysis (CIA) is an interactive FORTRAN program 
written by Foster (Foster, 1981a) that reads in the aforementioned 
projection and reconstruction files. On the output side it has a wide 
range of options including displaying the images on the screen, 
checking for data anomalies and obtaining quantitative information 
about both individual projection and reconstructed images. The package 
is also capable of windowing the image to show features of interest, 
providing the statistics and histograms of selected regions and 
ray-sums and plots of single and multiple projections. Two options 
namely isometric three-dimensional display and contour graphics have 
recently been added to assist in image display especially for emission 
imaging.
4.6 RADIOACTIVE SOURCES
Medical or non-medical emission imaging is concerned with the 
representation of an internal three-dimensional distribution of 
activity through the external detection of internally emitted particles 
in order to provide information regarding its static, equilibrium 
and/or dynamic state. As the name suggests, SPECT involves the 
detection of single photons, and gamma-rays or characteristic X-rays 
are the photons of concerned in this work. Gamma-rays are produced as 
a by-product of a nuclear decay as well as when nuclei de-excite after 
nuclear reactions. When a nucleus disintegrates (or decays), some type
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Figure 4.5 Decay scheme of sodium-22
of penetrating radiation is generally emitted. After the decay event 
has taken place, the daughter nucleus may be either stable or 
radioactive. A radioactive nucleus may decay by one of several routes 
namely beta-plus emission (example sodium-22: Figure 4.5), alpha
emission (example radon-222: Figure 4.6), beta-minus emission (example
cobalt-60: Figure 4.7), electron-capture, or isometric transition with
the emission of gamma-rays only.
In evaluating the choice of a radionuclide to be utilised in the 
nuclear medicine laboratory, the following characteristics are 
desirable (Mettler Jr. and Guiberteau, 1983):
(1) Minimum of particulate emission
(2) Primary photon energy between 50 and 500 keV
(3) Physical half-life greater than the time required to prepare 
material for injection
(4) Effective (biological) half-life longer than the examination 
time
(5) Suitable chemical form and reactivity
(6) Chemical stability or near-stability of the product
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ISOTOPE HALF-LIFE TYPE OF 
DECAY
'MAJOR RADIATIONS, ENERGIES 
AND INTENSITIES
INVESTIGATION
AREAS
18p 109.8m P+
EC
97%
3% P+X
0.635 .MeV max.
0 X-rays 0.511 MeV
Bones
B1raKr 13s IT X Kr X-rays 0.190 MeV (65^) Lung Function
67mSr 70m IT
EC
86%
145$
X Rb X-rays 
Sr X-rays 0.150 MeV (1450 
0.231 MeV (8550
Bones
99m_
Tc 6.Oh IT V Tc X-rays 0.140 MeV (9050 Heart, Lung, 
Bones, Brain, 
Thyroid, Liver
125j
59.2d EC X Te X-rays 0.035 MeV (7%) Thyroid, Kidney 
Function, Blood 
Volume
131 j
8.07d P" p- 0.806 Mev max. Heart, Thyroid 
Uptake, Lung, 
Liver, Blood 
Volume
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Hg 65b EC Au X-rays 0.077 MeV (1852) 
0.191 MeV (2J0
Kidney, Brain
198
Au 2.69d P" P'
X'
0.962 MeV max. 
0.412 MeV (95?0 
0.676 MeV (150
Liver
203
Hg 46. 8d P“ p- 0.214 MeV max. 
0.279 MeV (77$)
Kidneys
Table 4*1 Physical properties of some typical single photon isotopes used in 
various radionuclide investigations (Beck et al, 1969; ICRP, 1977; 
Lenderer,'1967; Uagner and Rhodes, 1968).
Table 4.1 shows the physical properties of some typical single photon 
isotopes used in various radionuclide investigations.
In the nuclear industry, the emitted gamma-rays are by-products of
nuclear reactions that take place in the nuclear reactor core. Objects
which have been irradiated in a neutron flux, either for the purpose of
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neutron activation analysis or because they are components of a reactor 
core are ideal subjects for investigating the distribution of induced 
activity. An obvious case is that of irradiated nuclear fuel rods 
(Davies et al, 1986).
4.6.1 Technetium-99m
Technetium-99m is the most popular radioisotope in nuclear medicine and 
is also being used in this work besides other sources that will be 
mentioned in the next sub-section. Figure 4.8 shows the decay scheme 
for technetium-99ra which is an example of isomeric transition. This 
mechanism is a decay process involving neither the emission nor the 
capture of a particle. The nucleus simply changes from a higher to a 
lower energy level by emitting a gamma-photon. The daughter nucleus is 
the same chemical element of the original nucleus.
99;  ” Tc +  g  ----------------------------------------  4 ,
43 43
This radioisotope has a 6-hour half-life and emits gamma energies of
2.2 keV (98.650, 142.7 keV (1.4%) and the most prominent and widely
used emission being 140.5 keV (98.6%) as can be seen clearly on Figure 
4.9 which shows its spectrum using a lithium drifted germanium 
detector. One salient feature seen on this spectrum is the large tail 
to the left side of the 140.5 keV line. A lithium drifted germanium 
detector should give a good resolution at this energy as can be seen 
from the spectrum of tellerium-123m which has a prominent 159 keV line 
(Figure 4.11). The appearance of this tail can be attributed to the 
pulses piling up since at the time of measurement the technetium-99m 
source emitted approximately 6000 counts per second. This pile-up case 
will be taken up again in Chapter 5.
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Figure 4.
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Figure 4.8 Decay scheme of technetium-99m
X I  0 *
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Channel Number
9 Technetium-99m spectrum using lithium drifted germanium 
detector. The large tail on the Tc-99m line is due to 
the high count rate (see text for further explanation)
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The source for this work was obtained from St. Luke’s Hospital in 
Guildford. Only a limited source strength is allowed into the 
University because of the internal radiation safety regulations. A few 
trips were made to bring approximately 3 mis (70 milliCuries) of this 
source each time in a glass bottle enclosed by a lead container. This 
amount is then diluted in the Physics Department’s radiation laboratory 
fume cupboard to the desired amounts for a particular set-up. Due to 
its relatively short half-life, proper planning is necessary to ensure 
no time is wasted between its retrieval at the hospital and the start 
of the scanning. Since the actual scanning itself takes a considerable 
time due to the single detector configuration used, half-life 
corrections have been made prior to submitting the data for 
reconstruction.
4.6.2 Other Sources
Other sources used to test the performance of the emission scanner 
include liquid caesium-137 chloride radioactive source, liquid 
tellerium-123ni, americium-241 and a barium-133 standard gamma-ray point 
sources as well as cobalt-57 embedded in a steel collimator.
Caesium-137 has a half-life of 30 years and emits photons of energy 662 
keV. Three phantoms were made using this liquid source as will be 
explained in Chapter 5. 2.5 litres of this source are available in a
130 mm diameter plastic bottle producing a total activity of 40 
microCuries.
Caesium-134 has a half-life of 2.2 years and emits numerous beta and 
gamma-energies. Figure 4.10 shows the source spectrum.using a lithium 
drifted germanium detector to depict the gamma-ray energies.
128
For nuclear medicine purposes tellerium-123m has an ideal photon energy 
of 159 keV (Figure 4.11) which is about that of technetium-99m and 
should be useful for our purposes to test the emission scanner since it 
has a half-life of 119 days (i.e. much longer than technetium-99m 
which is unsuitable for our slow scanner). Unfortunately the available 
liquid sample was acquired in the middle of 1982 at a strength of 500 
microCuries which was too weak to obtain a very good statistical image 
by the time the emission scanner was fully operational. This source 
was used to do the dual energy scanning in conjunction with the ND66 
multichannel analyser mentioned earlier since it also emits 90 keV 
photons. These two energies were windowed simultaneously during the 
scanning.
Figure 4.12 shows the spectrum of the barium-133 point source using 
lithium drifted germanium detector. This source has numerous energies 
among which are 81* 270, 300, 360 and 380 keV as can be seen in the 
spectrum.
This Chapter has desribed the components and set-up of the emission 
scanner including the collimators and the radioactive sources used. It 
also highlighted the stages involved in its evolution to the present 
form. The next Chapter will report on the results from the solid angle 
simulation and geometrical arrangement techniques. It will also show 
and discuss the experimental results obtained in the tests to evaluate 
the collimator performance especially on the detection efficiency and 
spatial resolution. The images from the emission scanner will be 
presented and discussed particularly with respect to half-life and 
attenuation corrections.
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CHAPTER 5
EXPERIMENTAL RESULTS AND DISCUSSIONS
5.0 INTRODUCTION
Chapter 2 of this Thesis elaborates on the present problems facing 
SPECT and suggests a few possible solutions to reduce the error
contributed by them. In this Chapter, some experimental results 
achieved in trying to substantiate some of these suggestions are
presented and discussed. One important component of the emission 
scanner set-up is the detector collimator that provides the ability to 
resolve radioactive sources spatially at the expense of losing some
sensitivity. Their performance especially with respect to these two
factors is dealt with besides also showing the images obtained from the 
emission scanner.
5.1 SOLID ANGLE
The solid angle factor arises because the geometrical efficiency varies 
as the inverse square of the distance from the detector. Two methods 
are suggested to correct for this problem (section 2.1) namely that of 
mathematical techniques or by geometrical arrangement of the detectors.
5.1.1 Mathematical Techniques
In testing the feasibility of this technique to solve the solid angle 
factor, a Monte Carlo simulation method is used to calculate the solid 
angle for radiations from a circular source being detected by a 
circular detector. It is of interest to briefly describe the principle 
of Monte Carlo technique because it is also used in simulating the
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extended detector to find the position sensitivity as will be described 
in sub-section 6.2.2. A book edited by Shreider deals at length about 
the Monte Carlo method (Shreider, 1966).
(a) Monte Carlo Method
The method of statistical trials (or better known as the Monte Carlo 
method) consists of solving various problems of computational 
mathematics by means of the construction of some random process for 
each such problem, with the parameters of the process equal to the
required quantities of the problem. These quantities are then
determined approximately by means of observations of the random process 
and the computation of its statistical characteristics, which are 
approximately equal to the required parameters.
For example, the required quantity z might be the mathematical
expectation W€ of a certain random variable. The Monte Carlo method
for determining the approximate value of the quantity z consists of an
N-fold sampling of the value of the variable € in a series of
independent tests: €, €0 6/   € and the computationI L 5 h  N
of their mean value:
W m  V  V  V  V - — +eN  _______  5.,
N
According to the law of large numbers,
<E ~  W e  =  z --------------------------- ►  5-2
with a probability which is as close as required .to unity for 
sufficiently large N. Accordingly the quantity €, which has been 
determined by observation of the random process, is approximately equal 
to the required quantity z.
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In the more strict sense of the term, the Monte Carlo method is defined 
as the construction of an artificial random process possessing all the 
necessary properties, but which is in principle realizable by means of 
ordinary computational apparatus.
The sampling of the random variable is the crucial aspect, and in 
simulation the sample is a representation of the population from which 
it is drawn. Random sampling from any distribution is performed by 
random sampling from a uniform rectangular distribution and 
transforming the result to any other distribution. The basic problem 
of simulated sampling is how to select the values of the random 
variables whose distributions are known, so that their occurrences can 
be simulated as physical random processes. It can be shown that if we 
have a sequence of independent observations of a random variable whose 
distribution function is known, then we can construct a sequence of 
independent observations of any other random variable whose 
distribution is known.
If x is a random variable with density function f(x) and a distribution 
function F(x), let u be a uniformly distributed random variable on the 
(0,1) interval with distribution G(u).
u = F(x) ---------------------  ►  5-3
and from the inverse function
x = F-1(u) ---------- —  ~   ►
If x^  and Uj are values such that u^  = FCx^), then:
P (x <  = F(x) ---- -----------------------------5-5
P (u <  u p  = G(u1) = u1--- ---  —  ►  5-6
P (u <  u^) = p (x <  x1) -------------- —  ---- 5-7
The original sequence is referred to as the basic sequence and is 
usually a sequence of random numbers from a uniform distribution.
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Whenever such a basic sequence is used to generate a sequence of 
independent observations of another random variable with a known 
distribution, we are said to perform Monte Carlo sampling.
(b) Computer Simulation
An expression for the solid angle subtended by one disc at another is 
given by Equation 2.7. A numerical integration by the Monte Carlo 
method, performed on a computer, can calculate the solid angles to any 
desired degree of accuracy using that equation. The essence of the 
method is that a computer is made to perform a simulation of the 
isotropic emission of particles uniformly located on one surface of a 
hypothetical disc. The computer program uses two random numbers to 
give the point of origin of the disintegration and two more random 
numbers to obtain the direction cosines. The program then ascertains 
whether or not a line with the randomly selected direction originating 
at the randomly chosen point on the disc intersects a circular disc 
representing the detector. This sequence is repeated as many times as 
desired (the author used 10,000 events) and finally the ratio of the 
number of hits to tries, multiplied by 2k  yields the solid angle in 
steradians. It is assumed that the radiations are emitted 
isotropically and that those striking a circular detector directly 
facing the centre of the source are recorded with 100% efficiency. 
Another assumption is that the radioactive source is laid down with 
constant specific activity.
(c) Results And Discussions
Figure 5.1 shows the results obtain for the various radii of the so- 
and the detector. The simulation program incorporates the ability
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vary the source and detector radii, the source to detector separation, 
the coefficient of variation, the number of events and the angular 
displacement of the detector. In the result shown, the source to 
detector separation is unity and the coefficient of variation is 0.01 
(10,000 events).
This whole exercise proves that there is the possibility of accurately 
calculating the solid angle subtended by one circular disc at another. 
In fact, as stated earlier in sub-section 2.1.2, calculation of the 
solid angle for virtually any geometric configuration is also possible. 
These values of the solid angle can then be incorporated into Equation
2.4 to obtain the radiation quanta emitted by the source over the 
measurement period which is the aim of the SPECT system.
However in practice it is found that it is not a straightforward 
solution as it seems to be. First and foremost in reconstructing the 
simulation program the shape and distribution of the source must be 
known at the outset which in fact is what the SPECT system tries to 
establish in the first place. The size and shape of the detector are 
visible but not that of the source which is normally embedded in 
another medium which also means that the source to detector separation 
is not precisely known. Furthermore the simulation program takes 
approximately 60 seconds cpu time to calculate a single solid angle 
value. If 1800 ray-sums are used then it will take approximately 1.25 
days to calculate all the solid angle values. Due to all these 
circumstances, this method has to be abandoned.
5.1.2 Geometrical Arrangement
One of the curves in Figures 2.1 and 5.2 shows the variation of the 
count rate as a barium-133 point source (energy selected is 270 keV) is
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Figure 5.2 The effect of solid angle on count rate for point source and 
extended source
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moved away from the detector in air. Even though the point source is 
emitting the same number of photons all the time for the two hours 
taken to perform this experiment (half-life of barium-133 is 7.5 years) 
the counts detected decrease as the source moves further away from the 
detector and the rate of decrease varies as the inverse square of the 
source distance from the detector.
The upper curve in Figure 5.2 shows the variation of the count rate 
when an extended source is used instead of the point source. 30 ml of 
liquid caesium-131* radioactive source (605 keV photons selected) was 
sealed in a petri dish giving a thin circular source of radius 4.5 cm. 
The radius of the collimator was 0.4 cm. If the source used was a 
large area thin plane source having constant activity per unit area, 
the counts detected will be the same for different source to detector
separations because the effect of efficiency of detection (which
decreases with the inverse square of the separation) will be cancelled
by the effect of the area of the thin slab of activity (which increases 
as the square of the separation). However the counts detected in this 
experiment decrease as the source to detector separation is increased 
but at a different rate to that of the point source. For the first 50 
cm, there is only a slight decrease in the count due to the thickness 
of the extended source used (see sub-section 5.2.2 for further 
explanation) but beyond that the counts decrease approximately linearly 
and at a faster rate but not as fast as that of the point source. The 
'’knee” in the upper curve corresponds to the point where the finite 
size of the source becomes apparent. Again the photon emission rate 
for the period of measurement can be considered constant since the 
half-life of caesium-134 is 2.2 years.
In both the point and extended source cases there is a count rate 
variation as the detector distance is changed although the emission 
rates of the sources are not changing. This poses a problem for the
SPECT system which, as stated earlier, aims to quantify the activity of 
the source as well as to map its distribution. The detector position 
with respect to the source itself has to be varied in order to map the 
source distribution and by doing so will introduce a variation of 
source to detector separation resulting in a variation in counting 
efficiency as the the detector "sees" the same region of the source 
from different distances in different directions.
In sub-section 2.1.3 it is suggested that since this count variation 
arises due to geometrical factors then it is possible that by proper 
arrangement of the detectors this solid angle problem can be minimised 
if not totally solved. The same sub-section also proves mathematically 
that by taking the geometric mean of the counts from two detectors 
facing directly one another (Equation 2.10) will yield an activity 
which is almost independent of the distance of the source from the 
detector.
An experiment was set up to have two detectors facing one another at a 
fixed distance and the source (either a point or an extended source) 
position was,varied inbetween them. The first test used a cobalt-60 
point source (1.33 MeV photons selected) with the detectors placed at 
95 cm apart. The source was varied at 5 cm intervals inbetween the 
detectors. The nearest source-detector separation was 15 cm. Figure 
5.3 shows the count rates recorded at detector A, detector B and their 
arithmetic mean (using Equation 2.11) as well as their geometric mean 
(using Equation 2.10). Both detectors were normalised when the source 
was placed at the centre between them. As can be seen from Figure 5.3 
the count rates for both detectors fall sharply over the distance used 
in this experiment signifying a large count variation if only one 
detector is used. Calculation made shows that there is a 99.6% 
decrease in count rate in moving the point source from the position 15 
cm from the detector to the distance 80 cm away. This maximum count
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Figure 5.3 Point source count rate variation with source position for 
detector A, detector B and their arithmetic mean as well as 
geometric mean (detectors' separation is 95 cm)
variation over the same distance is reduced to 89.6% when the 
arithmetic mean of the two detectors is used and a much flatter curve 
is achieved when their geometric mean is taken (a maximum count rate 
variation of 23% over the same distance).
Figure 5.4 shows the results from a similar experiment except that an 
extended caesium-134 liquid source (0.605 MeV photons selected) was 
tested. The maximum count variation for the single detector 
configuration when the source was displaced over 65 cm is calculated to
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Figure 5.4 Extended source count rate variation with source position for 
detector A, detector B and their arithmetic mean as well as 
geometric mean (detectorsT separation is 95 cm)
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be 78.3% and the arithmetic mean maximum count variation to be 1256 over 
the same distance. Similar percentage value in maximum variation is 
achieved for the geometric mean. As compared to the point source, the 
curve for the arithmetic mean of the extended source is much flatter.
Figures 5.5 and 5.6 show the effect for point source and extended 
source respectively when the two detectors are brought closer by 30 cm 
(i.e. the separation is 65 cm instead of 95 cm). For the source 
displacement of 35 cm inbetween the two detectors the maximum point 
source count variation for the arithmetic mean is 76% and 45% for the 
geometric mean. In the case of the extended source (Figure 5.6) the 
maximum count variation for the arithmetic mean goes down to 7% and 
that of geometric mean is still 12% (which is similar to the extended 
source when the detectors separation is 95 cm).
A few points can be deduced from these experiments. The count 
variation that occurs when the source is moved from a detector is 
reduced if the arithmetic mean or the geometric mean of the two 
directly opposed detectors is used. The maximum arithmetic mean count 
variation for both the extended and point sources is improved if the 
two detectors separation is decreased. Such improvement only occurs to 
the point source geometric mean. The geometric mean of the extended 
source exhibits minimal variation in count rate for both detectors 
separations.
In a practical medical scanner, the detector separation (including the 
collimators) must be more than 50 cm apart in order to enclose a human 
body. However even if the separation is large, the source which is 
distributed in a certain organ does not vary in distance very much 
since the organ concerned is generally much smaller than the body 
itself which means that the count rate variations will be small. 
Nevertheless it is as important to reduce the distance between the two
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detectors as much as possible to increase counting efficiency as it is 
necessary to ensure smaller variations in count in cases where the 
region of interest is situated to one side of the body (or object). 
The effect of detection efficiency with source distance will be 
discussed in the next section.
It can be concluded from these experiments that the geometric mean of 
the counts from two opposed detectors provides a usefully small count 
variation over a considerable source distance variation for extended 
sources as compared to a point source. Since all the SPECT systems 
involve extended sources, such a geometric mean method is sufficient to 
overcome the solid angle problem.
5.2 COLLIMATOR PERFORMANCE
The general functions of the collimator in a SPECT system as well as a 
particular design are described in section 4.2. It is also mentioned 
that the burden of collimation rests solely on the detector collimator 
as compared to gamma-ray transmission tomography whereby the source 
itself can be collimated. This demands a very thick collimator all 
round the detector especially when a high energy source is used to 
avoid the septa penetration.
5.2.1 Septa Penetration
A liquid radioactive caesium-137 chloride source (activity 16 
microCuries per litre) was filled into two plastic bottles each of 50 
mm diameter. These two bottles sandwich two small empty plastic tubes 
(Figure 5.7). This phantom was scanned using the emission scanner 
which used the Apple II microcomputer and ND66 multichannel analyser
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(instead of the present BBC Model B microcomputer and timer/scaler) and 
a 3 mm diameter collimator of length 7.75 cm was employed. This 
collimator was used with the collimator holder shown in Figure 4.3(a). 
A single 5 cm by 5 cm Nal(Tl) detector was inserted into the other end 
of the holder and the detector to the centre of the object distance was 
22 cm. This was the nearest separation possible after the collimator 
and its holder was placed inbetween the object and detector. The 
centre of the object to the entrance of the collimator was 14.5 cm. 55 
steps of 3 mm step length and an angular increment of 6 degrees (i.e. 
30 projections) were used. Each ray-sum was measured for 40 seconds 
and the whole scan took 18 hours and 20 minutes. Additional shielding 
was provided to cover the front portion of the collimator but not at 
the sides which were only being shielded by the 1.3 cm thick lead of 
the collimator holder.
Figure 5.8 shows the image of the phantom uncorrected for any artifact. 
The two regions where the activity emanate can be clearly seen showing 
where the sources were. Figure 5.9 shows the line section taken across 
the two sources (white line across the Figure 5.8). The two portions 
can be clearly seen. Unfortunately the statistics involved in this 
scan are poor since the activity of the source is low. Each bottle 
contained only 0.2 litres of the radioactive solution which means the 
whole bottle contains approximately 3 microCuries and the 3 mm diameter 
collimation reduces further the amount detected. Longer scan times to 
improve the statistics were not possible because, as explained in the 
previous Chapter, when using the ND66 multichannel analyser the data 
are dumped directly to the central PRIME system which is only available 
to the users for up to 22 hours in a day. The other 2 hours are used 
by the computing unit for housekeeping tasks and maintenance.
The effect of septa penetration can be seen in the image (Figure 5.8). 
Apparent radiations are found in areas outside the two main active
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figure 5.7 Phantom of two cylindrical plastic bottles containing 
caesium-137 chloride solution.
Figure 5.8 Image of the two cylindrical plastic bottles Cs-137 in solution
Figure 5.9 Line section of the image of the phantom along the line shown 
in Figure 5.8
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Figure 5.10 Three-dimensional plot of the image of the 
phantom
regions. Using tabulated values for the lead attenuation coefficient, 
it is calculated that the side of the collimator holder allows 1655 of 
the 662 keV photons to pass through the 1.3 cm thickness. As stated 
earlier, the phantom was placed 22 cm from the detector and has to 
traverse horizontally for a distance of 16.5 cm (55 X 3 mm) which is 
far enough to allow the photons to enter the detector via the sides of 
the detector since not enough lead was used to cover it.
Figure 5.10 shows a three-dimensional portrayal of the image of the 
phantom. The display is made such that only areas with activity above 
7 counts per pixel are shown in order to eliminate counts due to 
laboratory background (which gave a detector counting rate of about 3 
counts per 40 seconds) and some of the counts due to septa penetration. 
This image clearly shows the two active areas where the radiations 
originate. Despite the attempt to eliminate counts due to septa 
penetration we can still see a few counts well outside the two active 
regions signifying the amount of radiation that penetrated through the
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sides of the collimator holder.
The result obtained in this scan shows how vital it is to ensure that 
no septa penetration takes place. The effect of this penetration is to 
smear the image with radiations in regions where they should not be 
found which results in a wrong interpretation of the image. If the 
finance is available then a much more complete lead collimator holder 
with the ability to take different collimator inserts should be built 
as initially planned (section 4.2). Reduction of leakage through an 
imperfect collimator/shield is very important since the collimator 
aperture subtend a very small solid angle at the source, compared with 
that subtended by the complete detector. One additional way to improve 
matters is to reduce the detector dimensions as much as possible 
consistent with good full-energy peak intrinsic efficiency. Most of 
later scans used lower energy sources than 662 keV which reduces the 
septa penetration for the same thickness of lead. A smaller dimension 
Nal(Tl) than the 5 cm by 5 cm can then be used without losing the 
detection efficiency but reducing the radiation leakage as stated 
earlier.
5.2.2 Point Source Response Function (PSRF) Of Collimators
The performance of a collimator is often described in terms of its 
response to a point source (point source response function - PSRF) 
obtained when a point source is scanned across the face of the 
collimator-detector system. Since any distribution of radioactivity 
can be considered as a collection of point sources, the response to 
such a distribution may be obtained by summing the responses of each of 
the point sources. With appropriate interpretation almost all the 
desired information on collimator performance can be obtained from the 
point source response curves.
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The PSRF may in general be described in terms of two parameters: the
geometric factor, g, and the spatial resolution, d.
(a) Geometric Factor
g = fraction of source flux moving towards detector
solid angle subtended at detector 
total solid angle (Air)
For the circular hole of Figure 5.11
Equation 5.9 proves the experimental result obtained in Figure 5.2 for 
a point source where the counts detected for a constant radius 
collimator vary as the inverse of the square of the distance b.
(b) Spatial Resolution
Referring to Figure 5.12, the spatial resolution d is given by
(for fc ^  r) 5-8
5-9
d = FWHM 
= GJ
= GH + HI + IJ
= 2GH + CE
Now since GH = AC/2
d = AC + CE
Now AC _ b - a 
2r a
and CE = 2r
Hence 5-10a
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Figure 5.11 Circular hole collimator geometry
Figure 5.12 Trapezium approximation to point source response function
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o
In addition the quantity gd^ plays an important role in the response 
to extended sources
o 2 / 2%2 42 r 4r b r
Now gd — rj- X  —  =  — —  -------  —  5-11
4b a a
2
i.e. gd is independent of b.
If the extended source is very thin (along the direction of the
collimator axis) which ensures that the collimator does not suffer any
change of spatial resolution d, the geometric factor g, as proven by
Equation 5.11, will be independent of the source to detector separation
b. However, in the experiment performed to produce the upper curve in
Figure 5.2, the extended source used had a thickness of 10 mm (to give
it a higher activity), hence the count rate varies as the source is
moved away from the detector due to an increase in the effective
absorption of the photons within the source thickness and also due to
the geometric factor g which depends on b (in this case the count rate
varies as the inverse of b) since the spatial resolution d varies. In
the general application of SPECT systems we encounter extended sources
2
of finite thickness and the factor gd is not independent of b as as 
shown above. Such an independence only occurs if a thin extended 
source is used. Use of the geometric mean count rate of opposed 
detectors mentioned previously will reduce this problem.
Unfortunately a sufficiently thin extended source was not available to 
test the performance of these collimators. Instead a point source was 
used to simulate the extended source by moving it perpendicular to the 
axis of the detector at a fixed distance. Figure 5.13 shows the count 
rates obtained for various collimator redii as the point source of 
caesium-137 (which was used in all the PSRF experiments) placed 17 cm 
away from the detector (i.e. b = 17.0 cm) is traversed across the 
collimator axis. The thickness ’a' of the collimator is 5.1 cm. The
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Figure 5.13 PSRF for the four collimators at b = 17.0 cm.
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Figure 5.14 Variation of FWHM with collimator diameter for b = 17 and 20 cm.
resolution (FWHM) for each collimator was measured and its value shown 
on the same graph. It can be seen that as the diameter of the
collimator is increased the value of the resolution also increases and 
this increase is a linear one as can be seen from Figure 5.14. Similar
experiment and FWHM measurements were repeated when the source to
detector distance is increased to 20 cm. The values of the FWHM 
increase as compared to those at b = 17.0 cm as can be seen in Figure 
5.14. The results which are shown in this figure show that the
straight lines passing through the origin are obtained which verify 
Equation 5.10. The slopes of these lines will then give the values of
their respective source to detector distance and calculations made give
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the value of 17.9 cm (an error of 5.3% to the measured value of 17.0
cm) and 21.08 cm (an error of 5.4% to the measurement value of 20.0
cm).
Another feature that can be observed in Figure 5.14 is that, for a 
fixed collimator radius, the value of the resolution worsens when the 
source to the detector distance increases. This explains why for an 
extended source of finite thickness the count rate varies even though
the loss due to the inverse square of the distance from the detector
should have been compensated by the increasing area of the source seen 
by the detector as suggested by Equation 5.11. However, for a source 
of finite thickness, both self-absorption and inverse square law 
effects increase as the "view” of the detector widens with increasing 
source-detector distance (see sub-section 5.1.2).
Figure 5.14 also suggests that good spatial resolution is attainable if 
the diameter of the collimator is made small and the source is nearer 
to the detector. Figure 5.13 shows that decreasing the value of the 
diameter of the collimator (hence increasing the resolution) reduces 
the number of counts detected which will in turn lead to statistical 
problems. Figure 5.15 shows the effect of the on-axis count rate as 
the collimator diameter is changed. The sensitivity increases as the 
diameter is increased and the count rate is higher for a larger 
diameter collimator and smaller source to detector separation. On 
examining the variation in Figure 5.15 the count rate increases as the 
square of the collimator diameter for all distances as we would expect. 
The effect of the source to detector separation on count rate for a 1.5 
cm diameter collimator is depicted in Figure 5.16. The nearer the 
source to the detector the greater is the sensitivity due to the 
increased solid angle for photon detection.
As stated earlier, any reduction in counts will lead to statistical
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Figure 5,15 Variation in full—energy peak efficiency with collimator diameter 
for different source to detector separations
problems which in turn will lead to image degradation. Having 
investigated the performance of the collimator, improving the 
resolution by reducing the diameter of the collimator will lead to a 
decrease in sensitivity. Calculations from these experimental results 
show that a 58% improvement in spatial resolution will reduce the 
counts detected by 92%. A balance must be chosen between sensitivity
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Figure 5.16 Variation of count rate with source to detector distance for 
1.5 cm diameter collimator
and resolution in order to optimise the results. Fortunately in ECT 
the requirement of good spatial resolution is less demanding than that 
of TCT. TCT deals with anatomy and structure which necessitates good 
spatial resolution over the whole object without any region being left 
out. ECT investigates physiology and kinetics and involves the 
detection of the presence or absence of radioactivity in a certain
sub-region which is usually well-defined in advance.
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5.3 RESULTS FROM THE EMISSION SCANNER
A number of radioactive sources were used to investigate the
performance of the scanner. Point as well as extended sources of 
different energy and strength were scanned. Unless otherwise stated, 
all reconstructions used single view data since most of the phantoms 
used in these scans were cylindrical and the activity was assumed to be 
evenly distributed which means that both the arithmetic and geometric 
means of their conjugate views will be the same to that of the single 
view value.
5.3.1 Caesium-137 Liquid Source
A 60 ram diameter plastic bottle was filled with caesiura-137 chloride 
liquid radioactive source (activity 16 microCuries per litre). 5.2 cm 
thick lead bricks with a 2 mm X 5 mm ribbon collimator were used, this
time extra precaution was taken to minimise septa penetration. This
source was stepped across the collimated detector 35 times, with each
step of length 2 mm before rotating it by 6 degrees to give 30
projections over 180-degree measurements. The 662 keV radiations were
counted in each ray-sum for 1 minute duration. Figure 5.17 shows the 
reconstructed image. The pixel size of this image is 2 mm X 2 mm and 
the number of pixels is 1156 (3^ X 3*0. Comparing this image to that
of Figure 5.8, we can see that this image is more well-defined than
that of the two-bottle phantom. This is due to the use of better 
shielding to avoid excessive septa penetration though there was still 
some penetration as can be seen in the corner regions of Figure 5.17 
despite the extra care taken.
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A similar source was used to fill another plastic container with a 
larger diameter of 130 mm which means the total activity was higher 
than the previous 60 mm diameter phantom. The diameter of the 
collimator was increased to 5 mm (using 5 mm diameter collimator) to 
allow more photons to be detected and another layer of lead bricks were 
added to give shielding 10.*1 cm thick. The bottle was placed 22 cm
from the detector. The number of steps of 5 mm step length used was
40, and again 30 projections were measured. Figure 5.18 shows the 39 X 
39 pixels image obtained in which some windowing was done to give
better contrast. The size of each pixel is 5 mm X 5 mm. The same
image was portrayed in three-dimensional form with excessive counts 
subtracted to remove background as well as any counts due to septa 
penetration (Figure 5.19). Even though each ray-sum was counted for 1 
minute (the background level was 4 cpm), 230 counts per pixel were 
subtracted and still a sizeable magnitude and well-defined image is 
achieved.
In the 60 mm phantom (Figure 5.17) we can clearly see the cupping in 
the middle of the source. This is due to the photons from the central 
region of the source being attenuated. We expect that there will be 
more cupping in the 130 mm diameter phantom since the photons will be 
more attenuated due to the longer medium they have to traverse. This 
is not apparent in Figure 5.18 because of the excessive counts 
subtraction that was carried out as mentioned earlier.
One method to effectively correct for background and septa penetration
photons is to repeat a similar scan with the entrance to the collimator
blocked with sufficient thickness of lead to ensure no rcdiation will
pass through it. Only one horizontal scan is required if the object is
cylindrical and from this single projection the required number of
projections (to match the actual emission scan parameters) can be
fabricated. These projections can then be subtracted from the emission
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Figure 5.17 CsCl liquid source in 60 mm diameter bottle
Figure 5.18 CsCl liquid source in 130 mm diameter bottle
Figure 5.19 Three-dimensional plot of Figure 5.18
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scan projections to eliminate the effect of the background and septa 
penetration photons. This idea was conceived a little bit late for
this work but it was succesfully used in our transmission work whereby 
improved images were produced.
5.3.2 Tellerium-123m Liquid Source
It is mentioned in sub-section 4.4.5 that at one stage of the
development of this emission scanner, the Nuclear Data ND66 
multichannel analyser was used in place of the single channel analyser 
and the scaler. The ND66 multichannel analyser allows several energies 
to be measured at the same time which means that multi-energy scanning 
is possible. This idea is tested below using tellerium-123m source.
A liquid tellerium-123m source which emits 90 keV and 159 keV photons 
was filled into a 50 mm diameter plastic bottle. The ND 66 
multichannel analyser was set to window these two peaks simultaneously
since this equipment is capable of measuring several energies at the
same time for a fixed duration. Sub-section 4.4.5 describes briefly 
the use of ND66 MCA in the emission scanner. The scan parameters were;
Number of steps = 35
Number of angles = 30 (i.e. 30 projections)
Step length in mm = 2 (2 mm ribbon collimator was used)
Angular spacing = 6 degrees
The test object was placed on the turn-table 17 cm from the detector. 
Each ray-sum was measured for 50 seconds. Figures 5.20 and 5.22 show 
the images for 90 keV and 159 keV photons respectively. Figure 5.21 
shows the three-dimensional plot of the Figure 5.20 image and Figure 
5.23 that of the 159 keV photons.
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Such a set-up and experiment demonstrates that this scanner is capable 
of recording multiple photon energies simultaneously and hence 
multi-energy scanning is practicable. Multiple energies technique to 
correct for attenuation is described in sub-section 2.3.5 and if a 
scanner is capable of performing multi-energy scanning then such a
correction technique with additional mathematical manipulation can be 
used to compensate for attenuation. Alternatively, a simultaneous 
transmission and emission scan using two energy sources can be carried 
out with one channel measuring the counts from the transmission source 
and another channel counting that of the emission source. The
attenuation coefficients can then be calculated using the transmission 
data and used to compensate the emission data as explained earlier 
(sub-section 2.3.3) However, since the energy of the two sources are 
different, exact compensation will not be achieved, unless the results 
are extrapolated to the energies of interest in the ECT case. One 
advantage of simultaneous CT and ECT scans is the time taken will be 
reduced as compared to taking the two scans separately. Also the
problem of re-positioning the patient (object) for each of such scan 
will be solved since the two scans are taken together at one time. 
Since the transmission measurements are only to provide a correction 
they do not need to be done to high statistics for adequate accuracy
hence the dose from such a scan should be small (our 60 keV scans only 
give approximately a few millireras to the object). Besides the greatly 
relaxed spatial resolution in ECT (as compared to TCT) means that the 
transmission CT can be made faster in the case where it has to be done 
separately.
Multi-energy ?~2nning is also an important tool for TCT and Compton 
scattering tomography. In TCT, a source that emits numerous photon 
energies (such as europium-152) can be used to investigate the 
components of an object. The numerous transmission capabilities of
these photons can be used to better define the constituents of the
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object since the same material will exhibit different attenuation 
coefficients for different energies. A problem that will arise is when 
the Compton components of the higher energy photons underly the 
full-energy peaks of the lower energies and must be corrected for 
(MacCuaig, 1980). Compton scattering tomography will also benefit from 
multiple energy scanning since a few windows can be used to bracket the 
different parts selected on the Compton spectrum. Multi-energy 
transmission scans can also be used to find the attenuation coefficient 
of each pixel as a function of energy and the data can be interpolated 
to find the values of intermediate energies for other purposes 
including SPECT corrections.
Attenuation correction algorithms in SPECT also require the delineation 
of the body contour. Acquiring data for boundary determination may be 
accomplished by working with the emission data or may require other 
acquisition protocols such as acquiring separate projection data, using 
point sources or a ring source placed on the body, acquiring a separate 
projection data set from the Compton window, or acquiring a separate 
TCT study. The simplest approach is to determine the body outline from 
the ECT data itself. This approach does not require additional time to 
acquire other projection data set and is used in this work especially 
the shape of the source is circular and not immersed in another medium 
(see sub-section 5.3.6).
Point sources have been used in nuclear medicine to approximate an 
ellipse for the body outline by positioning it on certain points of the 
body that will represent an average torso cross-section. The method 
requires two projectirr.' in addition to the emission projections for 
the patient study. Ring source placed on the body can better define 
the body contour than using point sources. Another method for boundary 
determination is to count the Compton events at the same time of the 
acquisition of the emission full-energy photons. The body outline can
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be deduced from these Compton data. The use of TCT is well understood 
because it involves the determination of anatomy/structure of the 
object. Since simultaneous multi-energy scan is possible it can also 
be used to acquire data for boundary determination by bracketing one 
window to either count the photons from the point or ring source placed 
on the body or the Compton events from the internal source, or the 
full-energy photons from the transmission source at the same time when 
the other window is counting the full-energy emitted photons.
5.3.3 Americium-241 Point Source
In order to illustrate the effect on the image due to the collimator 
performance, two point sources were used. The first was an 
americium-241 standard gamma-ray (10 microCuries) point source which 
emits 17.7 keV characteristic X-rays and 59.6 keV photons, the latter 
being more prominent. It has a half-life of 433 years which makes it 
an ideal source for TCT work and in fact most of our TCT scanner work 
is based on such a source due to it having almost identical effective 
energy to the commercial EMI TCT X-ray scanner (Foster, 1981b). The 
diameter of this point source (as well as other standard gamma-ray 
point sources) is approximately 1 mm.
The source was placed on the turn-table and scanned using the following 
parameters:
Number of steps = 20 
Number of angles = 30 
Step length in mm = 1
Angular spacing = 6 degrees
Each ray-sum was measured for 2 minutes which means that the whole scan 
took 1200 minutes (20 hours) to complete. A 10.4 cm thick lead
collimator with an opening of 10 mm height by 1 mm was used. The 
results of this scanning are depicted in Figures 5.24, 5.25 and 5.26
which show the point source image, its three-dimensional structure and 
its contour respectively. The pixel size is 1 mm X 1 mm and the number 
of pixels is 324 (18 X 18). We can see from these three displays that 
the point image is well-defined.
5.3*4 Barium-133 Point Source
The americium-241 source was replaced with a barium-133 point source 
(approximately few microCuries) and scanning was done using the same 
parameters as in sub-section 5.3*3 except that the counting time was 
reduced from 120 seconds to 20 seconds and the thickness of the lead 
collimator was reduced to 5.2 cm to reduce the source to detector 
distance. Scanning was carried out twice, first selecting the 270 keV 
photons and secondly using 300 keV photons (Figure 4.12 shows the 
spectrum of barium-133 depicting its numerous energies). Only the 
three-dimensional results are displayed in Figures 5.27 (270 keV
photons) and 5.28 (300 keV photons). The pixel size of each image is 1 
mm X 1 mm and the number of pixels is 324 (18 X 18). The turn-table 
was not properly aligned before the start of scanning which leads to 
the appearance of both images to one side of the figures.
A few deductions can be made from observing these two figures. First, 
as expected, the magnitude of the z-axis of the 300 keV photons is 
-higher than that of the 270 keV photons since the latterfs photon 
intensity is less than that of the former (oee the spectrum in Figure 
4.12). However, the ratio of their intensities do not match accurately 
the ratio of their z-axis magnitudes. This can be explained by noting 
that the Compton scattered events in the detector due to the 300, 360, 
and 380 keV photons contribute to the integrated counts in the 270 keV
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Figure 5.27 Three-dimensional plot of the image for barium-133 270 keV 
photons
Figure 5.28 Three-dimensional plot of the image for barium-133, 300 keV 
photons
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channel (and hence the counts were increased) whereas only that of the 
weaker 360 and 380 keV photons contribute to the full-energy of the300keV 
peak. It has to be borne in mind that the detector used in the 
scanning was a sodium iodide (thallium activated) crystal. This crystal 
does not possess as good an energy resolution as the lithium drifted 
germanium detector. This shortcoming requires the energy window on the 
single channel analyser to be made much wider than is necessary if the 
latter detector is used. In doing so, scattered photons may be able to 
contribute to the full-energy peaks. If the SCA is replaced by an MCA 
the net peak counts can be extracted to eliminate these effects.
Another feature is that, even though the source used was a point source 
of diameter approximately 1 mm but both three-dimensional plots show 
that the images produced a base of dimensions 8 mm X 8 mm in size. 
This is much bigger than the base of the americium-241 image (Figure 
5.25) which turns out to be only 2 mm X 2 mm in size. This effect can 
be attributed to the length of the collimator differs in the two scans. 
The length of the collimator for americium-241 scanning is twice as 
that for barium-133 which means that, given a similar collimator radius 
(r) and source to detector separation (b), the resolution (d or FWHM) 
is inversely proportional to the length of the collimator (a) as can be 
seen in Equation 5.10. Secondly the energy of the source is increased 
from 59.6 keV to 270 and 300 keV. The higher energy gamma-rays will 
penetrate the edges of the detector and of the collimator which will 
slightly increase its effective diiameter. This increase in energy 
will also suggest a possibility of forward Compton scattering into the 
detector although the point source is not directly facing the 
collimator's hole. Scatter causes some loss of lesior ''^ntrast, slight 
blurring of the edges and some increase in the apparent radioactivity 
(Oppenhe.i.rn, 1984). These factors can be seen not only in the Figures 
5.27 and 5.28 but also in the images of the caesium-137 chloride and
tellerium-123ni in which the edges of the image are not upright (as the
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physical feature of the plastic containers suggests) but slanting 
slightly. There is also an apparent increase in radioactivity at the 
periphery of these images.
5.3.5 Cobalt-57 Source In A Steel Collimator
A test was also carried out to investigate the capability of the
emission scanner in scanning a source embedded in a container which is 
highly attenuating except for a small region. A cobalt-57 source (10
microCuries) which emits photons of energies 14 keV (9%), 122 keV (87$) 
and 136 keV (11$) is fixed into one end of a cylindrical steel 
collimator of dimensions 15 mm diameter and 50 mm long. The 122 keV 
photons were used in this scanning. The diameter of the collimator 
hole is 1 mm and this source is normally used for TCT work. A 1 mm 
collimator was used to scan this object with each ray-sum counted for 
20 seconds using the following parameters:
Number of steps = 60
Number of angles = 60 (i.e. 60 projections)
Step length in mm = 1 
Angular spacing = 3 degrees
Figure 5.29 shows the reconstructed image of the cobalt-57 source and 
Figure 5.31 its three-dimensional version. It can be seen that the 
source is located to one end of the collimator rod in order to produce 
a fine beam of photons. Comparison can be made with Figure 5.30 which 
shows the sketch of the source assembly. Figure 5.29 shows a somewhat 
T-ohape configuration. The tail effect may be due to some photowo that 
are able to penetrate the sides near the source as well as the short 
end of the collimator through the steel container.
This investigation proves that the emission scanner and the
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Figure 5.29 Image of cobalt-57 source in a steel collimator
50 mm
Figure 5.30 Sketch of cobalt-57 source assembly
Figure 5.31 Three-dimensional plot of the cobalt-57 image
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reconstruction technique used are capable of identifying the 
distribution of the source although part of the object in which the 
source is embedded allows many photons to emerge while its other part 
highly attenuates them. It suggests that sources embedded in uneven 
and highly attenuating materials can be scanned and located.
5.3.6 Technetium-99m Liquid Source
As mentioned in Chapter 4, the technetium-99m source was taken from St. 
Luke's hospital in Guildford. A few simple phantoms were constructed 
with this liquid as the radioactive source. It has a half-life of 6 
hours and emits a few gamma-ray energies (Figure 4.8) but the widely 
used emissions are the 140.5 keV photons.
The first phantom made was a 60 mm diameter plastic bottle into which a 
minute amount of the liquid was diluted in a lot of water. The first 
experiment performed was to scan it horizontally over 80 mm in steps of 
1 mm to achieve just a single projection. The 1 mm collimator was 
used. The aim of this single projection experiment is to show the 
effect of half-life and to modify the software to correct for decay as 
well as for attenuation effects using a constant attenuation 
coefficient before feeding the projections to the reconstruction 
program. Each ray-sum was measured over 135 seconds so that at the end 
of the single translational scan (totalling 3 hours) the counts are 
reduced substantially by radioactive decay.
Figure 5.32 allows the uncorrected and corrected (for half-life) 
projections. The lower projection shows the effect of half-life where 
the count rate at the end of the single translational scan is clearly 
lower than that at the beginning. After applying the decay correction 
the upper projection is achieved although it should be remembered that
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the statistical accuracy of the later ray-sum is reduced. The longer 
the scan time the greater the effect of radioactive decay as will be 
seen later in this sub-section.
The half-life correction software uses Equation 5.14 which is derived 
as follows:
N t = N Q exp ( - A t ) ----------------------------  m- 5-12
where = number of radioactive atoms left at time t,
N Q = number of radioactive atoms present at time 0,
A  = decay constant
The half-life, T if is related to the decay constant by 
2
0.693
T, = -  5-13
Therefore
N o = N t exp (0.693 X -  t—  ------------------- ■ = ^  5-U
T 1
2
Modifications are also incorporated in this software to include in the 
time taken (t) that time when the scanner rotates at the end of each 
projection (approximately 1 second) and also the time last when the 
scaler/timer is not counting as it dumps the accumulated data into the 
microcomputer (approximately 2 seconds).
In correcting for the attenuation effect, the value of the attenuation 
coefficient is assumed to be constant throughout the medium (see 
sub-section 2.3.4) and Equation 2.41 is selected to be used in the 
program. Since the phantom is circular in shape then the thickness (L) 
can easily be computed as the step length is altered by using 
Pythagoras theorem.
Consider the object of radius R in Figure 3.33. We have that
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k2 = (t )2 +  s2 5-1 5
o o i
L = 2 X (R - s )2 5-16
s = R - 1 5*17
where 1 is the step length and is always incremented by the same value 
to calculate the next chord length until the whole object is covered. 
The value of L from Equation 5.16 is substituted into Equation 2.41.
Equation 2.41 proposes the use of two attenuated projections namely A-^  
and its conjugate A simplification can be introduced when scanning
a symmetrical object since A^ equals A 2 and hence 180-degree scan 
suffices. The 360 degree scan provides these two values as will be 
seen in the later part of this sub-section.
In order to determine the edge of the source a simple threshold 
technique is applied to the emission projections and the author chooses 
the value of one-tenth of the maximum value of the projection to be the 
edge of the source. This choice is deduced after investigating the 
projection as that shown in Figure 5.32. The attenuation correction 
program searches for the maximium value in a projection and determines 
the edge of the source when the value of the ray-sum is one-tenth of 
that maximum value. From this edge the calculation of the source 
thickness (as described earlier in this sub-section) begins.
The attenuation correction software was tested on the single projection 
already corrected for half-life. Figure 5.34 shows the projection 
uncorrected for half-life and . attenuation Oower projection) and the 
projection corrected for half-life and attenuation with the value of 
the linear attenuation coefficient to be 0.05 cm~^ and assumed to be 
constant throughout the medium (top projection). It can be seen that
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Figure 5.32 Projections uncorrected and corrected for half-life
Figure 5.33 Calculation of the chord length (L) of the object with radius P.
figure 5.34 frojections uncorrected and corrected for both half-life 
and attenuation
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after correcting for attenuation there is an increase in the values of 
the ray-sums at the middle region of the object. Attenuation is 
expected to be the greatest at the middle of the object where the 
medium is the thickest. These values are much higher than that for 
those in the projection corrected for half-life only (top projection in 
Figure 5.32) and shows the magnitude of the error if attenuation is 
ignored.
Another 60 mm diameter phantom was made into which 1.5 mis (30 
milliCuries) of the technetium-99m liquid was diluted with water. The 
phantom was scanned using the following parameters:
Number of steps = 80
Number of angles = 30
Step length in mm = 1
Angular spacing = 6 degrees
The whole scan took 16 hours 40 minutes (i.e. each ray-sum was 
measured for 25 seconds). The image and its three-dimensional 
representation uncorrected for decay and attenuation are shown in 
Figures 5.35 and 5.36 respectively. These two figures show there is an 
apparent reduction in activity at the centre of these images and there 
is a certain amount of radiation to be found at two areas outside the 
circular image. The decay correction was applied next to the 
projection data and reconstruction was carried out all over again to 
give the image in Figure 5.37. Figure 5.38 shows it plotted in three 
dimensions. There is a slight improvement in the appearance and 
increased activity in the centre after application of the decay 
correction. As expected, there is still a dip in the middle of the 
image because there is still no attenuation correction.. However there 
is another peculiar feature in these images. Contrary to expectation, 
there is a considerable degree of uneveness in the activity at the 
periphery of the images. Since the object is a uniform liquid source
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Figure 5.35 Image of 60 mm diameter Tc-99m phantom
(no correction for half-life and attenuation)
Figure 5.36 Three-dimensional plot of the image in Figure 5. 35
Figure 5.37 Image of 60 mm diameter Tc-99m phantom 
(with half-life correction)
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it is expected that the activity throughout the image will be 
circularly symmetric with a dip in the central region if no attenuation 
correction is made. This is found not to be so in both Figures 5.36 
and 5.38. Upon inspecting all the projections, most of them show a 
large difference between the ray-sum at one end of the projection to 
the other end. This difference cannot be attributed to the half-life 
factor alone because the difference remains even after correcting for 
decay. One explanation that can be given is that the source was not 
uniformly distributed when it was diluted in the water which would give 
rise to a non-uniform image. This may be due to selective take-up of 
the technetium-99m on the inside surface of the containing vessel. 
This effect may be partly due to dead-time losses in counter during 
initial high activity phase.
In order to show what is expected if there is a uniform distribution of 
radioactive source, the first projection corrected for half-life was 
extracted from the ECT data and multiplied 30 times (to produce 30 
projections) and then reconstructed. Figure 5.39 shows the 
reconstructed image using these simulated data and Figure 5.40 shows 
its three-dimensional display. It can be seen that there is an even 
distribution of activity in the periphery of the image and this 
activity decreases towards the centre due to the self attenuation 
factor. However there is much more cupping than expected for 
technetium-99m source of 60 mm diameter in Figure 5.40. This means the 
first projection itself was faulty. One possible explanation is that 
the source was very active and the Nal(Tl) detector (and its associated 
electronics) was not able to cope with such high count rate hence the 
dead time was very high but not compensated for in the projection 
values. The high count rate produced a tail effect in the 
technetium-99m spectrum using lithium drifted germanium detector 
(Figure 4.9). This high count rate effect should be worse for Nal(Tl) 
detector which has a decay constant of 230 nanoseconds as compared to
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Figure 5.38 Three-dimensional plot of the image in Figure 5.37
Figure 5.39 The image of Tc-99m 60 mm diameter simulated phantom 
(with only half-life correction)
Figure 5.40 Three-dimensional plot of the image in Figure >. h)
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lithium drifted germanium detector which has a typical pulse rise time 
of approximately 100 nanoseconds. NE102A plastic scintillator has a 
decay constant of 2.4 nanoseconds which is ideal for detecting highly 
active sources.
It was not possible to repeat the scanning using the source in the same 
phantom because the activity has decayed tremendously. Another phantom
was made, this time of diameter 80 mm to increase the attenuation
factor as well as to be able to dilute the active source in a lot of 
water. Another 1.5 mis of the technetium-99m having a total strength 
of 30 milliCuries was brought from the hospital and diluted in water. 
The phantom was shaken to ensure the source would be well mixed in the 
water before a 360 degree scan was carried out. A 1 mm by 10 mm slit 
collimator was used and each ray-sum took 5 seconds and the following 
parameters were used:
Number of steps =12 0  
Number of angles = 6 0  
Step length in mm = 1
Angular spacing = 6 degrees over 360 degree scan
The first 30 projections were used to reconstruct an image without any 
correction for decay and attenuation (Figures 5.41 and 5.42). The 
other remaining 30 projections are the conjugate projections for these 
first 30 projections and all the 60 projections are used when the 
attenuation correction method using Equation 2.41 is applied.
Again in Figure 5.41 it can be seen that the reconstructed activity at 
the centre is less than that at the periphery. A comparison between an 
uncorrected projection and a projection corrected for decay was shown 
earlier (Figure 5.32). Figure 5.43 shows the difference between the 
first projection (top) and the last projection (bottom) taken 10 hours 
later with no decay correction. If the source has a long half-life
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Figure 5.41
Image of 80 mm diameter 
phantom (with no correction)
Figure 5.42 Three-dimensional plot of the image in Figure 5.41
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uncorrected for both half- 
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then both projections would have equal magnitudes. Figure 5.43 reveals 
how necessary it is to apply decay corrections when short half-life 
isotopes are used with a slow scanner. Alternatively one might use 
longer half-life isotopes (which are not recommended for medical SPECT 
as explained earlier) or use either multiple detectors or a single 
detector configuration with position sensing capability to detect the 
emitted radiations simultaneously hence reducing the scanning time.
The effect of the decay factor on the image can be deduced by comparing 
Figures 5.36 with 5.38 and Figure 5.42 with that of Figure 5.44; 
however the low counting statistics obscures the situation. Figure 
5.44 shows the three-dimensional display of the image of the 80 mm 
phantom after the decay correction is applied. Both the images with 
decay correction show an increase in activity throughout since the loss 
of activity due to decay factor is compensated. Since the aim of SPECT 
is to determine the original absolute regional activity concentration, 
any loss of counts should be compensated.
The other major factor that contributes to loss of counts is the 
attenuation effect. In compensating for such losses in the 80 mm 
diameter phantom scan, all the accumulated 60 projections were first 
corrected for decay and then compensated for attenuation by using a 
computer program which incorporates Equation 2.41 described earlier. 
In the first instance a linear attenuation coefficient of 0.123 cm~1 
was chosen and applied to all ray-sums. The effect on the first 
projection (already corrected for decay) is shown in Figure 5.45. It 
shows the projections without (lower) and with (upper) attenuation 
correction using a linear attenuation coefficient of 0.123 cm- 1. This 
is the widely used value in compensating for the attenuation of 
technetium-99m in tissue-like media. It can be seen that the magnitude 
of the central ray-sums are increased by over 10055. When all these 
corrected projections are reconstructed the image in Figure 5.46 and
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Figure 5.44 Three-dimensional plot of the 80 mm diameter phantom 
image corrected for half-life
Figure 5.45
Projection corrected and 
uncorrected for attenuation 
(coefficient = 0.123 cm~^)
Figure 5.46
The image of 80 mm diameter 
Tc-99m phantom corrected for 
attenuation and half-life 
(coefficient = 0.123 cm- *)
v -^a A-'V/
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its three-dimensional structure in Figure 5.47 are achieved. Figure 
5.46 shows a marked improvement in the central region of the image as 
compared to the image where no attenuation correction is applied 
(Figure 5.41). Their respective three-dimensional displays contrast 
markedly with Figure 5.47 giving a much higher overall activity and a 
more uniform concentration compared to that of Figure 5.42.
Ideally in a uniformly distributed source with no attenuation, the 
activity throughout the source will be equal. In order to see whether 
this is achieved in Figure 5.46, a line scan was taken across it and 
displayed in Figure 5.48. It shows a lot of spikes which arise due to 
the poor statistics involve in this scanning. However if we are to 
average them, it can be deduced that the whole source is almost uniform 
with a slight dip in the middle indicating that the attenuation is not 
completely compensated.
If the value of the linear attenuation coefficient is increased to 0.15 
cm-1 this gives rise to the corrected first projection shown in Figure 
5.49 (upper projection). Compared to the uncorrected projection it 
shows a five-fold increase in the magnitude for the central ray-sums. 
The reconstructed image and the line scan across it are shown in 
Figures 5.50 and 5.51 respectively. Increasing this value of the 
linear attenuation coefficient to 0.15 cm-"* produces less contrast and 
this can be seen from the line scan in Figure 5.51. The same effect is 
apparent when the linear attenuation coefficient is increased further 
to 0.2 cm-1 (Figure 5.52). Webb et al at Royal Marsden Hospital, 
Sutton, have shown that for the filtered back-projection technique the 
linear attenuation coefficient value of 0.124 cm~1 gave the best 
contrast and the contrast becoming poorer as the value of the linear 
attenuation coefficient is increased (Webb et al, 1983).
A new phantom was made and filled with another fresh supply of
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Figure 5.47 Three-dimensional plot of the image in Figure 5.46
Figure 5.48 Line scan along the 
horizontal diameter 
of the image in 
Figure 5.46
Figure 5.49
rejections corrected 
m d  uncorrected for 
attenuation
(coefficient = 0.15 cm
Figure 5.50 Image of 80 mm diameter Tc-99m phantom corrected for 
attenuation (coefficient = 0.15 cm“ l)
Figure 5.51 Line scan of the image in Figure 5.50
Figure 5.52 Image of 80 mm diameter phantom corrected tor attenuation 
(coefficient = 0.2 cm *)
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Figure 5.53 Four-source phantom
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technetium-99m solution. Figure 5.53 shows a perspex phantom into
which is fixed four vials. Three vials are of the same diameter (8 mm)
and the other is smaller in size (4 mm). The 3 mis (initial activity 
60 microCuries) source was diluted into different amounts of water in 
order to create varying activities. These different activities were 
then injected into each of the vials. The phantom was placed on the
turn-table and a 360 degree scan was carried out using a 1 mm X 5 mm
ribbon collimator (this is a 10.4 cm thick collimator specially built 
for transmission work using a europium-152 source). The scan 
parameters were:
Number of steps = 80 
Number of angles = 60 
Step length in mm = 1
Angular spacing = 6 degrees over 360 degree scan
Each ray-sum was measured for 10 seconds. All the 60 projections were 
corrected for decay. Since the sources are not symmetrically located a 
geometric mean method was used to create 30 projections to correct for 
solid angle effect. No attenuation correction using the attenuation 
coefficient was carried out because it was assumed that there was 
minimum attenuation since the sources were of small dimensions. These 
30 projections were reconstructed to give the image in Figure 5.54 
which shows the distribution of the four sources. Figure 5.55 displays 
the image in three dimensions and this display reveals the activity in 
each vial which is also plotted as the contour image in Figure 5.56.
It can be seen that each vial has a different activity, the lowest
being in the smallest vial. All these vials are cylindrical in shape
but the images do not suggest so. It was found out later that in
fixing the vials to the perspex base using blue-tack not all vials were 
vertical hence giving rise to these slanting images. This scan proves
that the scanner is capable of not only differentiating the spatial
distributions of the sources but also their relative strengths.
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Figure 5.54
Image of four-source
phantom
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Figure 5.55 Three-dimensional plot of the image in Figure 5.54
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Figure 5.56 
The contour plot of 
the image in 
Figure 5.54
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CHAPTER 6
POSITION SENSITIVE DETECTOR DEVELOPMENTS
6.0 INTRODUCTION
Another aspect of this study is the development of position sensitive 
detectors. In the present scanner, for both the transmission and 
emission modes, only one detector (either the sodium iodide or the 
lithium drifted germanium detector depending on the energy of the 
radiation source selected) is used. Such a set-up requires tens of 
hours of transmission scanning time for some highly attenuating 
materials under investigation especially when good spatial resolution 
and high statistical accuracy are required. In SPECT, the use of a 
single highly collimated detector allows only a very small fraction of 
emitted photons to be used which makes it difficult to accurately 
quantify the source distribution in reasonable counting times. Coupled 
with the loss of photons due to the attenuation and geometrical 
factors, the use of a single detector contributes to the failure of 
medical SPECT in attaining good statistical results especially when 
additional constraints arise due to the limitations imposed by patient 
movement and dosage; the last factor demands that less active and 
short half-lives radionuclides be used. Such limitations will not 
occur in inanimate objects unless short half-life isotopes are present 
in the object under investigation. Multiple detectors can be 
incorporated into the scanning device to help solve this problem but 
the cost is another factor to consider. Hence the use of an extended 
detector based on a bar of sodium iodide scintillator to give 
positional information for our scanner was suggested (Gilboy, Foster, 
Folkard and Tajuddin, 1982). With this aim in mind, two types of 
detectors were investigated to elucidate their performance as position 
sensitive detectors, The detector set-up based upon an NE102A plastic 
bar scintillator was built from individual components and results from
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some tests prior to the assembly stage will be given in this Chapter. 
Flexibility has been incorporated in the design of this detector to 
permit possible replacement of the scintillator as will be described. 
Two position sensitive proportional counters pressurised to 6 and 10 
atmospheres of xenon respectively were also tested. Since a few 
electronic units are common to both the plastic as well as the 
proportional counter arrangements, this subject will be dealt first 
before proceeding to consider each set-up individually.
6.1 ELECTRONIC SYSTEM
Figure 6.1 shows a block diagram of the position sensitive proportional 
counter (PSPC) configuration including the electronic elements 
involved. This diagram is taken as a basis to start off the discussion 
because most of the electronic system components shown are also used in 
the plastic scintillator set-up. All these equipments, except for the 
position sensitive detector and the microprocessor, are in the form of 
single-width NIM modules which are slotted into a Beni-Bin with its low 
voltage power supply.
6.1.1 High Voltage Supply
The high voltage unit used is the Nuclear Enterprises NE 4660 which has 
similar .features to that of NE 4701 described in sub-section 4.3.2 
except that the range is from 50 V to 5 kV instead of 0 V to 5 kV. The 
output voltage which is displayed on a meter mounted on the front 
panel, may be adjusted by a ten-turn control. It has a highly stable, 
low noise output for biasing semiconductor radiation detectors, and has 
a low ripple level for biasing photomultiplier tubes. This module may 
also be used to operate electron multipliers, proportional counters,
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and other gas ionisation counters. Two similar modules having the
serial numbers 1011 and 1012 were purchased to provide the power supply 
for the two photomultiplier tubes (PMT) which are used on either end of 
the bar of plastic scintillator. The performance of each of these HV 
units was tested on the same set of sodium iodide detector and its
electronic equipment. Figure 6.2 shows the variation of peak channel 
number for the 662 keV caesium-137 full-energy peak against the HV 
setting. It can be seen that there is only a small difference of peak
channel values for the same applied voltage read directly from the
helipot of each module. However for the NE 4660 unit with the serial 
number 1011, increasing the voltage supply steadily increases the 
full-energy peak channel number on the multichannel analyser (MCA) up 
to a setting of 1.65 kV but the PMT gain decreases beyond that point. 
It was found that this particular unit was not able to draw larger 
currents beyond about that voltage value due to some malfunction of the
stabilising circuit. Care was taken not to use this unit for any work
requiring a voltage supply greater than 1.65 kV. Only one high voltage 
supply is needed for the position sensitive proportional counter (PSPC) 
and the one with serial number 1012 was used.
6.1.2 Proportional Counter Preamplifier
The model used is the Canberra 1406D and, as the heading for this
sub-section suggests, it is specifically designed for proportional 
counter detectors which incorporate their own high voltage bias 
networks and which isolate that high voltage from the anode signal 
output. Again two such models were bought to fit each end of the PSPC.
The model 1406D charge sensitive FET (field-effeet transistor) input
preamplifier is an all silicon transistor device which integrates the 
charge output signals from gas ionisation (proportional counter)
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Figure 6.2 Comparison of full-energy peak channel number versus indicated 
voltage from two HV supplies (serial numbers 1011 and 1012)
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detectors, for presentation to a pulse shaping main amplifier. It 
draws all necessary power directly from the associated main amplifier, 
and hence requires no additional power supply. It posseses an input 
transient protection network which protects the input FET from damage 
due to sudden application or removal of detector bias and it also 
incorporates a Pole/Zero cancellation circuit for optimum overload 
performance. This preamplifier contributes less than 450 ion pairs rms 
(root mean square) noise to the spectrum, with a noise slope of less 
than 6 ion pairs rms per pF of detector capacitance.
The preamplifier has an internal switch which provides a preamplifier 
charge sensitivity of 235 millivolts per one million (mV/M) ion pairs 
in the X10 position, and a charge sensitivity of 47 mV/M ion pairs in 
the X2 position. It accepts positive or negative charge pulses from 
the proportional counter detector and the output is a tail pulse of 
opposite polarity to the input.
6.1.3 Amplifier
Two ORTEC Model 572 Spectroscopy Amplifiers (with Pile-Up Rejector) 
were acquired to amplify the signal pulses before they were analysed by 
two single channel analysers. All the external features are similar to 
that of ORTEC Model 571 described earlier in sub-section 4.3.3. 
However it has an input impedance of approximately 500 ohms instead of 
the other model’s 1000 ohms. The 572 has complete provisions, 
including power, for pulse pile-up rejection (a second pulse arriving 
before the first pulse has been completed is sensed internally). It 
can be used for constant-fraction timing when operated in conjunction 
with a Timing Single-Channel Analyser.
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6.1.4 Single Channel Analyser
At the beginning of the work, two Canberra Model 2030 Single Channel 
Analysers were used but they were finally replaced by two Canberra 
Model 2035A Constant Fraction Timing Single Channel Analysers. The 
latter performs both timing and energy analysis on analogue pulses from 
the Ortec 572 pulse shaping amplifiers. Timing analysis is derived 
from a discriminator triggered at a constant fraction of the input 
pulse-height; energy analysis is derived by amplitude selection of the 
input energy pulses by means of a variable width pulse height window 
defined by upper and lower level discriminators.
This device accepts unipolar or bipolar (positive lobe leading) pulses 
of magnitude between +0.025 to +10.0 V DC from a shaping amplifier. 
The primary logic output is provided as both positive and negative 
NIM-level pulses. There are also three ten-turn dial controls on the 
front panel for the WINDOW (AE), LOWER LEVEL (E), and DELAY. The 
WINDOW (Ae) has a A E  RANGE of either 10 V or 1 V selectable by a 
toggle switch. The DELAY time is also switch-selectable for either 
DELAY RANGE 1 to 11 microseconds or 0.1 to 1.1 microseconds with 
another toggle switch that allows three INPUT SHAPING times to be 
selected. In order to generate an SCA output the input pulse must 
exceed the LOWER LEVEL (E) reference voltage, but must not exceed the 
sum of the LOWER LEVEL (E) + WINDOW (AE) voltage level. Auxiliary 
positive-only outputs are generated as a Lower Level Discriminator 
(LLD) output for each input pulse which exceeds the LOWER LEVEL (E) 
regardless of its upper limit, and an Upper Level Discriminator (ULD) 
output occurs only for each input pulse which exceeds the sum of the 
(E) + (AE) reference levels. The LLD and ULD OUTPUTS are on the rear 
panel of the unit which also has an external lower level discriminator 
reference (EXT. LLD REF) that accepts 0 to 10 V DC positive voltage 
reference to be used in lieu of front panel LOWER LEVEL (E) control
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when selected by a locking toggle switch (LLD REF MODE).
As will be explained later, these two devices are set on both side 
channels in order to avoid zeros and over-range events and a 
coincidence between them was used to enable both ADCs used.
6.1.5 Coincidence Analyser
The pulses from the single channel analysers are fed into a Canberra 
Model 2040 Coincidence Analyser. This unit can accept up to four 
positive polarity input signals (3 coincidence and 1 anti-coincidence 
which are toggle-switch selectable) of amplitude 4 to 10 volts 
generated by energy analysis or time discrimination modules. In this 
work only two input signals are used from the two ends of the position 
sensitive detector which are passed through the electronic equipment 
mentioned earlier. When all of the inputs enabled by front-panel 
switches occur within the resolving time set by front-panel controls 
(i.e. when the leading edges of all selected input logic pulses occur 
within a time period equal to the "RESOLVING TIME" selected), the unit 
produces a NIM positive logic 10 V pulse output. The "RESOLVING TIME" 
control is a front panel potentiometer providing a 10:1 range which can 
be set by the front panel switch for selecting resolving time ranges of 
10 - 100 nanoseconds or 0.1 - 1.0 microsecond.
6.1.6 Analogue-to-Digital Converter (ADC)
Incident photons absorbed in the detector are converted into analogue 
electrical pulses which are amplified and shaped before connecting them 
to the analogue-to-digital converters (ADC’s) for conversion. Two 
Tracor Northern TN-1212A 100 MHz ADC’s were used to perform this
function in this project. The ADC accepts the analogue signal and 
converts it into a binary address which is proportional to the peak 
amplitude of the input signal. The Wilkinson conversion method is 
employed which consists of charging a capacitor to the peak amplitude 
of an input pulse. At the conclusion of the charging process the 
capacitor is discharged linearly to zero. During the linear discharge 
a periodic pulse train (clock) is scaled into a binary scaler. The 
final binary output is directly proportional to the peak amplitude of 
the analogue pulse since the scaling time is directly proportional to
the peak amplitude. The TN-1212A uses a 100 MHz clock for pulse
amplitude encoding. It includes front panel selectable DIGITAL OFFSET 
and the scaler is of 13-bit capacity (8192 channels). At the end of
the conversion the binary output is transferred to the appropriate
address in a memory unit or to a computer which has been suitably 
interfaced. A South West Technical M6809 microprocessor was interfaced 
to the ADC’s in this work and the data stored in the memory of the 
microprocessor. At the end of each transfer the ADC is reset and 
allowed to perform another conversion.
On the front panel there are a few controls. LOWER LEVEL DISCRIMINATOR 
(LLD) sets a lower limit on signals to be converted by the ADC. It is 
adjustable via a ten-turn Helipot over the range of 0 to 10055 of the 
full-scale 0 to 8 V conversion as set by the CONVERSION GAIN switch. 
The latter sets the number of channels corresponding to full-scale 
analogue input of 8 V. The switch selects the magnitude of current 
effecting the linear rundown of the stretcher capacitor and its 
positions correspond to 256, 512, 1024, 2048, 4096, 8192 channels per 8 
V input.
The UPPER LEVEL DISCRIMINATOR (ULD) sets an upper limit on signals to 
be converted by the ADC. Again the control is a ten-turn Helipot 
having a range of 5 to 12555 of the full-scale 8 V conversion. The ADC
also has a twenty-turn screwdriver adjustable potentiometer THRESHOLD 
which discriminates the incoming signals from low level noise present 
in the system. This control determines the minimum level of input 
pulses to be analysed by the ADC. The range is from -0.5 to +10% of 
the full-scale 8 V conversion.
The function of the DIGITAL OFFSET mentioned earlier is to digitally 
subtract selected offsets from the converted address. Selection of 
DIGITAL OFFSET (0, 128, 256, 512, 1024, 2048, 4096) shifts the zero
channel of storage memory to correspond to a desired ADC channel. 
Counts detected in ADC channels lower than the selected offset value 
are not stored in the memory. The DIGITAL OFFSET switches are used in 
combination with the CONVERSION GAIN and GROUP SIZE selectors to 
analyse a segment of the full scale analogue input range at a higher 
level of resolution. The GROUP SIZE switch digitally sets upper limit 
on channel number to be stored in the memory unit. Addresses greater 
than the selected GROUP SIZE are automatically rejected within the ADC. 
Another ten-turn Helipot serves as an analogue ZERO LEVEL which adjusts 
the level of the analogue input which corresponds to channel zero 
(extrapolated).
The ADC is interfaced to the M6809 microprocessor via the rear panel 
ADDRESS connector. The ADDRESS is a 37-pin "Rack and Panel" female 
connector which allows the various control input/output signals 
including the 13-bit address output, STORE and CLEAR etc to be fed into 
the associated memory unit.
6.2 PLASTIC SCINTILLATOR DETECTOR
When the idea of using a position sensitive-detector to speed up the 
measurement time for the scanner emerged, a decision was made to design
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and build it at the cheapest cost possible. A design and simulation 
study was carried out (Hunt, 1984) and the outcome was that an extended 
plastic scintillator was to be used first as the scintillator with the 
option that such a set-up should have the flexibility to incorporate 
alternative solid scintillators (such as sodium iodide). Also the 
electronic modules used could readily be adapted to other position 
sensitive detectors besides that based upon the solid scintillator and 
the data retrieved from the two ends of various types of detector can 
be analysed with the same software written to determine energy and 
position of the incoming radiation (i.e. hard-wired methods of 
determining energy and position were avoided).
6.2.1 Design Of The Extended Detector
The Physics Department radiation laboratory possessed a few pieces of 
redundant NE102A plastic scintillator which is a fairly inexpensive 
material. A section was carefully cut to the dimensions 30.8 cm X 3-9 
cm X 0.6 cm. The bar of scintillator was placed in a brass housing 
constructed from microwave wave-guide; one side was cut away to act as 
radiation entrance aperture of dimensions 29.6 cm by 0.5 cm covered 
with an aluminium window. Most of the present industrial transmission 
tomography work at the department uses 59.6 keV gamma-ray photons and 
since no long half-life nuclear medicine sources were available it was 
decided to test the position sensitive detector using this source since 
this detector configuration is also of potential use for transmission 
CT as well. This source has a half-life of 433 years and a few 
prominent gamma- and X-rays lines (Figure 6.3). A filter was built to 
allow most of the 59.6 keV photons to pass through it while at the same 
time strongly attenuating the lower energy photons. This yields 
effectively a mono-energetic source which helps to simplify the initial 
tests on the position sensitive detector. Experiments were carried out
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Figure 6.3 Americium-241 spectrum using’lithium drifted 
silicon detector.
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to find the best materials for the housing and the filter. Brass and 
aluminium sheets were tested and Figure 6.4 depicts the results 
graphically. 1.675 mm of brass cuts out 96% of 59.6 keV gamma-ray 
photons and totally stops the lower energies. Its linear coefficient 
was calculated to be 20.06 (±1.45) cm~1 for the 59.6 keV and it was 
concluded that the 2 mm thick brass housing used was sufficient to 
shield the scintillator from scattered 59.6 keV photons. Aluminium was 
calculated to have a linear attenuation coefficient of 0.75 (±0.15)
cm-1 from the experimental data at the same energy. Comparing the 59.6 
keV and 26.0 keV results for various aluminium thicknesses (Figure 6.4) 
it was decided that the optimal thickness for an aluminium filter is
6.5 mm. A filter of this thickness was made and which allows 66% of
59.6 keV photons to pass through and only 6.9% of 26.0 keV radiations. 
Figure 6.5 shows the effect of this filter. All lower energy photons 
are either totally stopped or drastically reduced. This filter also 
serves as a shield to ensure that no light enters through the entrance 
window. One important experiment showed that 69.7% of 59.6 keV photons 
pass through the 3.9 cm thick dimension of the plastic scintillator 
(i.e. only about 30% of incident photons are stopped).
The dimension of the plastic scintillator does not exactly match the 
circular face of the photomultiplier tube. A light guide was designed 
and built from perspex (since perspex has almost identical refractive 
index to that of NE102A) such that it holds the scintillator in place 
within the brass casing (with respect to the entrance window) and
connects it optically to the photomultiplier tube end window. Apiezone 
grease is used to provide good light coupling as well as good seals at 
the two joints. Prior to assembly the light guides were tested to find 
a good coating to their surfaces to ensure minimal light loss from the 
long faces. Initially a sodium iodide scintillator was coupled
directly to the photomultiplier tube (i.e. no light guide in between)
and a resolution of 12% was achieved using caesium-137 662 keV photons.
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A bare perspex light guide between the Nal(Tl) crystal and the PMT gave 
a resolution of 15.4%; ICI Dulux Vinyl Matt pure brilliant white paint 
was painted on the surfaces next and this set-up gave 14.1% resolution. 
Thin polished aluminium foil was finally chosen to cover the light 
guide because the resolution obtained was 13.3% indicating that this 
was the best coating to minimise the light loss.
Two Mullard 56 AVP photomultiplier tubes (Made in France) each having a 
20-pin JAE7K base were used to sandwich the scintillator bar. Figure
6.6 portrays the results of the tests performed on these two 
photomultiplier tubes using the same sodium iodide crystal in turn on 
each one. Both photomultiplier tubes are wrapped with a black tape (to 
avoid stray light entering) and each is plugged into a housing 
containing the base wiring and external connectors. Each 
photomultiplier tube is enclosed in a steel cylinder attached to the 
housing. The brass casing surrounding the scintillator bar is slotted 
into this cylinder in such a way that it gives the whole set-up a 
telescopic capability to ensure all joints are tightly connected upon 
assembly. Figure 6.7 shows the whole set-up and the components1 
dimensions in centimetres. Figure 6.8 is a photograph of the assembly.
6.2.2 Monte Carlo Simulation Of The Light Photon Transport Process
Prior to performing some experimental tests on the plastic scintillator 
set-up, a simple computer simulation, using the Monte Carlo technique, 
was carried out (Hunt, 1984). The subject of Monte Carlo simulation is 
dealt with in Chapter 5.
206
FU
LL
-E
NE
RG
Y 
PE
AK
 
CH
AN
NE
L 
N
U
M
B
E
R
500
400--
P-M-T A PMT- By
300"
200-
100-
—!---  1------------------- 1---------- 1------ -— 4--------- 1
1-8 1-9 2-0 2-1 2-2 2-3 2-4
HIGH VOLTAGE (kV)'
Figure 6.6 Gain versus high voltage setting for two photomultipliers
207
CD <  to LLI
Q.
tO
toto
o  o
Z  UJ 
3  U CM
to
to
to
UJ
UJ
UJ
UJ
208to
00
6
co
eo
CO
c0)
e
•H
03
CO
4-1
*H
J3
4-1
•H
&
U
O
4-1
o
CD
4-1
Q)
03
UCOJ3
U
O
i-l
• H
c
• H
O
to
O
• H
4-1
CO
cOi-i
Pu
CD
J3
4-1
mo
C
bO
• H
CO
(U
Q
VO
<0
U
3
bO
•H
209
Fi
gu
re
 
6.
8 
Th
e 
p
l
a
s
t
i
c
 
s
c
i
n
t
i
l
l
a
t
o
r
 
ba
r 
d
e
t
e
c
t
o
r
(a) The Computer Simulation
A computer program was written to generate isotropic sources of 
scintillation photons at chosen positions along the scintillator and 
the fate of the individual photons was tracked and the number reaching 
the photomultipliers at both ends were recorded. The model is based on 
a rectangular section geometry using spherical polar co-ordinates, and 
simulating the paths of light photons through the scintillator. 
Scintillations corresponding to the absorption of 60 keV and 660 keV 
gamma photons were simulated.
The absolute scintillation efficiency of NE102A plastic scintillator is 
about 3.7? and taking the average energy of a scintillation photon to 
be 3 eV then a 60 keV gamma photon will yield approximately 740 light 
photons in a single total absorption event and 662 keV will create 
approximately 8140 photons. These photons will spread out 
isotropically initially and either escape directly from the ends or 
intersect with the sides of the scintillator which is assumed to be 
coated with a diffuse reflector of 95? reflection efficiency; at each 
encounter with the reflecting surface photons are either absorbed or 
reflected and then tracked to the next interaction point. The light 
that impinges on this diffuse reflector is assumed to be scattered 
isotropically from the surface, with the angle of reflection 
independent of the incident angle.
The area swept out by a solid angle on the surface of a sphere of unit 
radius is given by
sin 0 d0’ dcj)1--------------------------------------------------6*1
where the randomly chosen variables 0 and $ define the direction of the
photon.
The probability density function for a solid angle 4 tt is given by
210
47r
which implies
f(0f) g(<f>T) = ~— sin 6f  --------------------------------------6'B
477
from which
1
“ 4 7 ---------------------------------------------------6-4
f(e’) = I  s in  6’--------------- —------------------------------------------------------ 6’5
Equation 6.4 gives a probability distribution of the variable <f>* having 
a value less than as
G (<f>) = —  / d*
o
4>
►  6-627T
which gives a uniform distribution between 0 and 2 tt. 
Equation 6.5 gives
, e
F (6) = 1 J s in  e1 de’
j— ~ C0S -6 ------------------------------------- 6*7
From Equation 5.3 if u = F(6 ) and u is a random variable in the (0,1) 
interval then
0 = F"1 (u) -------------------------------------- ►  6-8
0 = arc cos Cl ” 2u)---------------------- — ------  ^  6*9
producing a random variable e which will give directions uniformly 
distributed between 0 and tt.
These two random variables are used to describe the initial light 
distribution.
(b) Results From The Computer Simulation
Two sets of scintillator dimensions were fed into the computer program, 
the first being of the actual detector built and the second case having 
the height and width increased to 5 cm X 5 cm while maintaining the 
same length. Table 6.1 shows the outcome of these simulations.
6.2.3 Experimental Work On The Bar Scintillator
Measurements of the pulse heights from both photomultiplier tubes were 
made by taking photographs of individual pairs of pulses using a 
Textronix 555 Dual Beam Oscilloscope. Figure 6.9 shows the block 
diagram of this experimental set-up.
Unipolar outputs, from both photomultipliers (each tube being provided 
with its own high voltage supply) were fed to two amplifiers; the 
output signals were delayed by 2 microseconds before being fed into the 
oscilloscope. The signal to trigger the oscilloscope was taken from 
the prompt output of the left-side amplifier which was used to trigger 
an ORTEC 416A GATE AND DELAY GENERATOR. When the oscilloscope was 
triggered, the twin sweeps displayed the signal pulses (from each 
photomultiplier tube) corresponding to the same interaction and an SLR 
35 mm camera fitted to the oscilloscope screen was used to photograph 
them.
The source used was caesium-137 which provides 662 keV photons; these 
create much more light photons than the 60 keV from americium-241. It
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was too costly in time and material to test the 60 keV source because 
for each position of the single source, approximately 200 photographs 
were taken to provide good event statistics; 200 were selected to 
match the value of N used in the computer simulation.
The source, which was housed in lead bricks defining a 1 cm aperture, 
was positioned first at the middle of the scintillator bar and then at 
10 cm from the left end photomultiplier tube. Lead bricks were also 
used to shield the scintillator except the part under investigation.
As earlier tests had shown that each of the photomultiplier tube high 
voltage supply/amplifier combination did not give similar pulse-heights 
for the same magnitude event, normalisation was carried out when the 
source was placed at the middle of the bar. The photographic negatives 
were projected onto a calibrated scale drawn on a white card and the 
pulse-heights were measured and graphs plotted to determine the average 
pulse-heights and resolution (in terms of full width at half maximum - 
FWHM - of the pulse-height distribution). The position function was 
defined as the ratio of the difference to the sum of the signals at 
each end (this pulse-height method for position sensing is explained in 
sub-section 3.4.1). Figure 6.10 shows the two pulse-heights when the 
source was at the middle of the bar. The gains in the two channels 
have been adjusted so that both pulse-heights are equal. Figure 6.11 
shows the upper pulse from the right photomultiplier tube and the lower 
one from the left PMT when the source was at 10 cm from the left 
photomultiplier tube. The "right" pulse-height is smaller in size than 
the "left" signal because the source was nearer to the left 
photomultiplier tube and hence receives more scintillation light. 
Table 6.2 summarises the outcome of these tests.
An experiment was also carried out on a 38 cm X 8 cm X 1.5 cm plastic 
scintillator in the radiation teaching laboratory. This detector
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Figure 6.10 Output pulses from each end of the bar scintillator with 
the gamma source situated at its centre
RIGHT
PULSE
LEFT
PULSE
Figure 6.11 Output pulses from the bar scintillator with the source 
placed 10 cm from the left side PMT
2 1 6
POSITION 
OF Cs-137 
SOURCE
NUMBER OF
PHOTOGRAPHS
INVESTIGATED
PAIRED
EVENTS
MEAN OF 
LEFT PMT 
PULSE- 
HEIGHT 
(mV)
MEAN OF 
RIGHT PMT 
PULSE- 
HEIGHT 
(mV)
NORMALISED 
MEANS (mV)
MEAN OF 
POSITION 
FUNCTION
ESTIMATE 
OF FWHM 
(cm)
LEFT RIGHT
CENTRE OF 
SCINTI­
LLATOR
193 147 225 424 325 325 - 0.3 7.8
10cm FROM 
THE LEFT 193 111 375 389 475 290 + 0.2 10.0
Table 6.2 Plastic scintillator bar detector experimental results
showed an approximately exponential fall-off in the number of pulses 
recorded by an MCA as the source was moved away from the PMT along the 
scintillator (Figure 6.12). Unfortunately this scintillator could not 
be incorporated into the SPECT set-up because it belongs to another 
experiment.
6.3 POSITION SENSITIVE PROPORTIONAL COUNTER (PSPC)
The detection mechanism and features of the xenon-filled proportional 
counter used in this work are described earlier in section 3.3 and 
Figure 3.3 shows a sectional view. Figure 6.13 shows its photograph. 
When a low energy gamma photon enters the tube through the beryllium 
window it has a high probability for photoelectric interaction in the 
xenon gas giving rise to recoiling photoelectrons, usually from the 
K-shell- These energetic electrons ionise .further gas atoms as they 
come to rest inside the tube. The primary electrons produced
217
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Figure 6.12 Counting rate for the pulses above a fixed discriminator 
level versus the source distance from one end of the PMT
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accelerate towards the central anode wire and give rise to an electron 
avalanche by successive collisions. The electron cascade thus formed 
causes an amplified pulse of charge to reach the anode. If the 
interaction occurs near the surface of the detector, characteristic 
X-rays may escape without further interaction. When this occurs, the 
energy of the X-ray (usually K X-rays) will be lost and an additional 
peak (called the escape peak) appears in the,spectrum at 29.7 keV less 
than the full-energy peak in the case of the xenon-filled gas detector.
6.3.1 Experimental Set-Up And Procedure
Figure 6.1 shows the block diagram for this PSPC configuration. Most 
of the components shown are described in section 6.1.
In seeking to define the position of interaction, output signals from 
both ends of the anode are taken via charge-sensitive preamplifiers 
into main shaping amplifiers operated with 1 microsecond time 
constants. In this way the charge pulse is shared between both sets of 
electronics. The relative magnitudes of the output pulses at each end 
of the detector are dependent upon the initial position of the event 
along the carbon fibre anode. This charge division around the point of 
interaction can be utilised to define the position using Equation 3.18 
as described in section 3-5.
In the present set-up, the outputs from the two amplifiers are 
digitised into 8 bits by the ADC1s. The South West Technical M6809 
microprocessor polls one of the ADC’s every 15 microseconds to check if 
a conversion has taken place, and if it has then both ADC’s are read 
and reset for the next event. Each pair of 8 bit numbers is stored as 
a 16 bit word in the memory of the microprocessor until approximately 
two thousand pairs of events have occurred. This polling and reading
220
of the ADC's by the microprocessor are controlled by a machine language 
program which was written on the GOULD PN6000 computer system of the 
Physics Department and when loaded into the M6809 microprocessor it 
provides a few options. One choice is to instruct the microprocessor 
to poll the readings from the ADC's as explained above and another is 
to enable the microprocessor to communicate with the PRIMENET in order 
to dump the data from the microprocessor's memory into the latter's 
system.
Once sufficient data have been accumulated, they are then transferred 
into the PRIME 550 computer. These data are in hexadecimal figures and 
having a 32 pairs per row format. These have to be converted into 
decimal figures (for ease of use in future analysis) and into two rows 
as A and B values (linear outputs from the two ends of the PSPC are 
designated as A and B). Computer software was developed to perform 
this task. The new format output data are then fed into another 
program consisting of an algorithm to derive position information. 
This algorithm is based on Equation 3.18 with a slight modification. 
With respect to end A, the position, X, is given by
(i) X = 256 x   if A >  B  ^ “ 6-10
(A + B)
(ii) X = 256 -
(256 x B)
if A <  B -------------- 6'11
(A + B)
The slight modification made is that instead of using Equation 6.10 
alone (as suggested by Equation 3.18) one of two alternative operations 
(Equations 6.10 and 6.11) is used which has been found to give cleaner 
and better position spectrum than if Equation 6.10 is used alone. The 
signal at the output remote from the event is rather small and suffers 
from pre-amplifier noise but by always choosing the bigger of the two 
outputs, better positional definition is achieved.
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One drawback introduced by polling only one ADC to see whether the 
conversion has taken place is the problem of lost events due to small
signals generated by events far from a particular end of the tube.
Since the microprocessor only polls one ADC there are some spurious 
events in the data where a signal has arrived at the ADC being polled, 
but the signal at the second ADC is below its discriminator. This 
means that more events are recorded than are strictly within the bounds 
of valid data. Even though two single channel analysers in conjunction
with a coincidence analyser are used to enable both ADC's - these are
only there to ensure zeros and over-range events are avoided but they 
do not define the exact energy range selected. An additional program 
is added to the positional information software which allows variable 
size gating of the sum-spectrum in order to improve the position
spectrum by eliminating the spurious events in the data.
The outputs of this positional information software are four sets of 
data that can be utilised with a graphics program to show the
individual energy spectrum of sides A and B as well as their summed
energy spectrum and the position spectrum. Again the display is done 
on the Sigma 5764 grey-scale graphics terminal.
6.3.2 PSPC Experimental Results
Prior to using the radioactive sources, a pulse generator was used in
place of the PSPC to provide test signals for the electronic apparatus
of the set-up as well as to check the performance of the the positional 
information software. Two outputs from the pulser were fed directly
into the ADC's and the data accumulated for a fixed time. The sequence
was repeated for several magnitudes of the pulses. The accumulated 
data were then transferred to PRIMENET and processed using the software 
procedures mentioned earlier. Figure 6.14(a) shows a plot of the
222
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Figure 6.14 (a) Plot of the values of A against B using pulses from pulse
generator fed directly into two ADC’s
(b) Simulated position spectrum using pulses from pulse generator 
fed directly into two ADC’s
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values of A against those of B. It can be seen that for equal 
increments in the input pulse size to the two ADC’s there is only a 
slight scatter around a linear relation between the values of A and B 
and this in turn gives rise to a slight broadening in the positional 
spectrum (Figure 6.14(b)) which ideally should be a delta function.
Assuming that the pulse generator is a perfect machine (which generates 
constant size pulses for a single magnitude) then the spread can be 
attributed to electronic noise and to fluctuation in the conversion
capability of the ADC1s.
This experiment was repeated but this time the pulser outputs were fed 
through the amplifiers before presenting them to the ADC’s. Figure 
6.15(a) shows that the amplifiers gave rise to additional electronic 
noise that causes a few values of A and B to be scattered about the 
linear response shown previously. The corresponding position spectrum 
(Figure 6.15(b)) shows numerous ripples at the base of the distribution 
as compared to that of Figure 6.14(b) but closer examination of the 
full width at half-maximum (FWHM) reveals no significant increase. 
This means that the electronic noise do not affect the position 
resolution greatly but occasional noise fluctuations tend to throw 
events out of the main peak. This latter effect is more significant 
when the actual PSPC is used which in itself couples to the 
preamplifiers which will contribute an extra amount of noise. This can
be seen from Figure 6.16 which shows the response of the the detector
and electronics to a collimated terbium X-ray source (44.23 keV) 
incident at the centre of the 6 atmospheres PSPC before its performance 
was spoiled due to a long exposure to a very high integrated flux of 
gamma-rays. This unexpected incident led to the investigation of the 
proportional counter effective lifetime which is reported and discussed 
in the next sub-section.
The gamma-rays used to test the PSPC were derived from a collimated 200
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(b) Simulated position spectrum with pulse generator 
triggering two ADC's via the amplifiers
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railliCuries americium-241 source which irradiates a 2 mm section of the 
detector with 59.6 keV photons. Figure 6.17 shows the pulse-height 
spectrum obtained using this source on the 10 atmospheres PSPC. It 
shows the escape and the full-energy peaks and calculations made from 
the MCA data show the escape peak to full-energy peak ratio to be about 
1.0 .
A source of selectable characteristic X-rays was used to test the 
energy linearity of the 10 atmospheres PSPC as well as the variation of 
the intrinsic full-energy peak efficiency with photon energy. Figure 
6.18 shows that the detector exhibits good linearity with energy within 
the range used. The variable X-ray source was also used to investigate 
the photopeak efficiency of the 6 atmospheres PSPC. A chart showing 
the emission rates per steradian for the various X-rays from the source 
is available. The number of photons impinging on the detector was 
calculated by considering the solid angle subtended by the source at 
the aperture. By comparing this with the full-energy peak count rates 
observed the percentage efficiency was then calculated and is displayed 
on Figure 6.19. The photoelectric cross-section of xenon gas is 
incorporated on the same graph. Xenon is the fill-gas of the PSPC and 
the photons enter and interact with it. As the energy is increased the
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Figure 6.17 Pulse height spectrum of xenon-filled PSPC for 59.6 keV 
photons
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Figure 6.18 Full-energy peak position versus photon energy for 10 
atmospheres PSPC
227
photoelectric cross-section as well as the percentage efficiency at 
first decreases. The photoelectric cross-section suddenly increases at 
the K-edge ( ^  34.5 keV) and starts to decrease again beyond that 
energy. No X-ray sources were available to measure the region close to 
the K-absorption edge and the line through the efficiency data is only 
a guide to the general trend. One important outcome of this graph is 
that at 60 keV (the energy of the photons used mainly in this work) the 
percentage total efficiency is about 20% since the value of the 
cross-section at 60 keV is likely to be similar to that at 30 keV. It 
is expected that for 10 atmospheres PSPC this will be approximately 70% 
higher. Measurements made later show the escape peak intrinsic 
efficiency of the 10 atmospheres counter to be about 34%. However, 
since the total efficiency is shared equally between full-energy and 
escape peak (Figure 6.17) the useful efficiency is about a half of the 
30 keV value.
The PSPC is a cylindrical beryllium tube of diameter 25 mm and length 
220 mm. The carbon fibre anode runs along the axis of the xenon-filled 
tube. An experiment was carried out to investigate the relative 
detection efficiency as the Am-241 source was moved vertically (i.e. 
to scan the beam across the fibre anode). Relative to the detection 
efficiency when the beam is aimed direct at the anode, the counting 
rate falls by up to 90% when a 1 mm collimated source irradiates the 
region 6 mm above or below the anode (Figure 6.20). Hence it is vital 
to ensure that the photons are irradiating the central part to achieve 
good detection efficiency.
A test was then carried out to find the optimum working voltage for the 
10 atmospheres PSPC. From Figure 6.21 it can be seen that the best 
percentage energy resolution for the 10 atmospheres PSPC occurs at 2800 
volts. In succeeding tests this high voltage setting was also found to 
give the best spatial resolution as well.
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Repeated measurements were carried out at 2 mm intervals over the 
entire length of the PSPC to investigate the variation in gain along 
the anode. It was found that the counter response was very uniform 
apart from a small region at each end, with a standard deviation 
calculated to be 1.2% over a length of 180 mm (Figure 6.22).
The effect of using Equation 6.10 alone can be seen from Figure 6.23 
which shows the position spectrum as the collimated terbium 
characteristic X-ray source is moved along the PSPC. The number of 
events in each position spectrum was the same but since the output from 
one end (end A) was used in the numerator of the position function the 
peaks nearer to end B are shorter and broader, the worst case being the 
one at the extreme end. The reason behind this is that by using 
Equation 6.10 alone for all values of A, the the output signals become 
much smaller and noisier when they are taken from the end remote from 
the event. The condition is improved by using both the equations 
mentioned earlier. All later position information was processed using 
the two-equation technique.
Figures 6.24 and 6.25 show two typical sets of data extracted from the 
positional information software. In both figures (as well as in Figure 
6.26), (a) and (b) show the basic pulse-height spectra of the A,B 
signals from the two ends of the counter, and (c) shows the 
sum-spectrum (A + B). The A,B and (A + B) spectra of Figure 6.24 show 
both the full-energy and the escape peaks. Using events in both peaks 
shown in Figure 6.24(c) the position spectrum shown in Figure 6.24(d) 
was obtained giving an FWHM of 3*3 mm. By employing a single channel 
analyser on the output of an adding circuit (A + B) it was possible to 
select escape peak events only. When gating only on the escape peak, a 
FWHM of 3.0 mm was achieved on the position spectrum (Figure 6.25(d)). 
This improvement in resolution is due to the fact that the escape peak 
events are much better defined spatially than the full-energy events
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Figure 6.23 Position spectrum as the terbium X—ray source is varied along 
the PSPC
whose ionisation is spread out along the carbon fibre due to the long 
range of the xenon K-fluorescence X-rays inside the xenon gas (This was 
later confirmed by gating on the full-energy peak which gave a spatial 
resolution of approximately 10 mm).
Realising that a 3.0 mm resolution was attainable which enables events 
10 mm apart to be readily resolved, a 200 mm long by 2 mm thick flat 
lead sheet was used as a collimator containing a few 1 mm diameter 
holes at 10 mm intervals. These holes are parallel to one another and 
this collimator was placed alongside the detector to ensure that the 
central axis of the tube was irradiated for maximum detection 
efficiency. The collimated Am-241 source was situated 200 mm from the 
detector opposite its center to illuminate the whole collimator. 
Several thousand events were accumulated and the data were processed to 
give Figure 6.26. Due to the spread of events along the anode it can 
be seen that the A,B energy spectra in this figure do not show the well 
resolved escape peak as in Figure 6.17 where a single mid-point source
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was used. However by using the gating mechanism to gate events in the 
escape peak of the summed-energy spectrum (Figure 6.26(c)), the 
position spectrum shown in Figure 6.26(d) is obtained. This 
configuration resembles that of emission tomography set-up in that a 
fan beam of photons from a point source are being detected. The peaks 
on this diagram are higher in the middle because the collimator holes 
are parallel and only its central portion receives normal incidence 
photons whereas the photons arrive at an angle on both sides of this 
central region. The positional resolution for near normal incidence 
photons in this case was measured to be about 2.3 mm.
The set-up was used to demonstrate its transmission tomography 
capability. Figure 6.27(a) shows a position spectrum when there is no 
sample in the photon beam and Figure 6.27(b) shows the result of 
placing a 60 mm water sample in a plastic container inbetween the 
source and detector. The two spectra are normalised to the same 
counting time. It can be seen in Figure 6.27(b) that the number of 
photons at the central region (where the photons have to traverse the 
water sample) are reduced compared with the side peaks. The ratio of 
the counts in these two spectra constitutes input to the transmission 
tomography reconstruction routine.
It was mentioned in section 3.5 that the 10 atmospheres PSPC was also 
tested for position resolution using the rise time of the signals 
extracted at each end of the proportional counter anode. This 
rise-time method is shown to give a spatial resolution of 8.5 mm 
(O'Hara, 1985) compared to the charge division method described in this 
work which gives a better spatial resolution of 2.3 mm.
One important but unexpected incident was that the performance of the 6 
atmospheres detector deteriorated in its central region after 
continuous irradiation took place for a few weeks. The next
236
X 
1 
0
CM
0
id  in *  co
TSNNtfHD H3d SIM10D
*(N
inq
T3NNVH0 H3d SlNflOD
<(M
0
X
0
CM
0
T3NNVH0 H3d SIMIOO
0
f-*
X
■CM
-CM
CM
THNtMD H3d SIM100
0
X
0 z
-in u
6,
26
 
(a
) 
an
d 
(b
) 
si
de
 
ch
an
ne
l 
sp
ec
tr
a;
 
(c
) 
su
mm
ed
 
sp
ec
tr
um
; 
(d
) 
po
si
ti
on
 
sp
ec
tr
um
 
fo
r 
mu
lt
i-
ho
le
 
co
ll
im
at
or
 
an
d 
Am
-:
(3) X 1 0 2
2 520
X 1 0
CHANNEL NUMBER
5.
2520
X 1 0
CHANNEL NUMBER
Figure 6.27 Position spectrum (a) without (b) with, a 60 mm diameter 
water sample in the photon beam
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sub-section will be dedicated to deal on this phenomenom since it is 
important in accessing the useful life of these detectors in
tomographic application where large numbers of counts have to be 
accumulated.
6.3.3 Proportional Counter Lifetime Experiment
In the first few weeks of performing initial trials on the 6 
atmospheres PSPC, the mid-point of the detector was selected for tests. 
The uncollimated 100 milliCuries Am-241 source was allowed to
continuously irradiate it since it was tedious to realign the source at 
the same position to achieve reproducible results if the source was 
removed regularly bearing in mind the importance of ensuring that the 
irradiating beam should pass as near the wire as possible to achieve 
good detection efficiency (Figure 6.20). Approximately 1.3 X 1 0 ^  
events were estimated to have occurred during this period but 
unfortunately this prolonged and continuous exposure resulted in a 
severe loss of performance over several centimetres around the centre 
of the detector. Figure 6.28 shows the effect of this long irradiation 
on the pulse-height spectrum at the centre and at 2 mm, 4 mm and 6 mm 
to the left of the centre. Each of these spectra should look similar 
to that of Figure 6.17 if there is no loss in performance.
It was then decided to investigate what really happens if the PSPC is
continuously irradiated for a long period. An undamaged point on the
detector, close to one end, was chosen to be continuously bombarded
with a 2 mm wide beam of 59.6 keV photons which provided approximately
3000 counts per second. The gain and energy resolution of the counter
at the irradiated point as well as in nearby regions (at 2 mm
intervals) up to 10 mm on both sides were monitored every day for three
9weeks. It was calculated that 5.4 X 10 events were counted for this
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test. After the first 24 hours the gain and resolution increased 
slightly at the point of bombardment (Figure 6.29) and then during the 
remainder of the test the resolution steadily worsened (from 12% to 
25%) while the gain remained virtually unchanged. It was observed that 
the full-energy peak first became broader, until the pulse-height 
distribution became asymmetric with the formation of a high energy 
tail. Then followed the formation of two to three small peaks on the
low energy side of the main peak portion. Similar changes but
occurring at a faster rate were found on both sides of the irradiated 
point but for only 6 mm on each side. No loss of resolution or change 
in pulse-height spectrum were noticed at 8 mm or 10 mm away from the 
200 mm mark. The worst affected regions were at 2 mm on each side of 
the bombardment point.
After completion of the three week run the carbon fibre anode was 
scanned at 2 mm intervals along its length with the 2 mm wide beam and
the outcome of this test is displayed in Figure 6.30. It shows a
remarkable gain variation around the long irradiation point and on 
either side of this position the gain has been drastically reduced. 
The PSPC was left for about two weeks without any irradiation and then 
re-examined to reveal the results shown in Figure 6.31* There is 
eveidence of some spontaneous recovery in the highly irradiated 
regions. Some possible explanations for all the observations found in 
this lifetime experiment will be explained in the final sub-section.
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6.4 DISCUSSIONS AND CONCLUSIONS
The simulation and the experiments on the plastic scintillator bar show 
that there is some position sensing capability. The simulation results 
(Table 6.1) show that a resolution of approximately 2.5 cm can be 
achieved though this was not substantiated by results obtained
experimentally (Table 6.2) which exhibit only approximately 10 cm 
resolution at the middle of the scintillator bar. The inconsistencies 
between the model and the experimental data are expected because of a 
few major assumptions made in the simulation program itself. The
simulation program used 60 keV photons but 660 keV photons were 
utilised in the experiment. The choice of americium-241 as a source in 
the experiment has been rejected because of the low energy gamma 
photons produced.
In the program, the single interaction is considered to take place at a 
point lying along the axis of the scintillator. In reality, the 
interaction distribution is spread around the initial position and this 
is especially so in a medium where Compton scattering is more dominant 
than the photoelectric effect. This is true in the plastic
scintillator which is an organic scintillator dissolved in a solvent 
and polymerised. The Z value of the material is low (Z ** 7) and from 
Equation 2.12, the probability of photoelectric absorption is extremely 
small, so that the dominant interaction is via Compton scattering. The 
effect of the spread in interaction point can be seen from the PSPC 
experiment where gating by escape peak events only gives better
resolution than if the full-energy events are considered as well
because the latter’s ionisation is spread out due to the long range of 
the xenon K-fluorescence X-rays. A possible improvement by increasing 
the photoelectric cross-section of the plastic scintillator is to load
tin or lead into it (Cho et alt 1975). A lead-loaded plastic
scintillator (for example NE142) has a linear attenuation coefficient
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UV427 cm-| at 60 kev as compared to the NE102A 0.186 cm~^. Another 
point to remember is that the aperture for the source used in the 
experiment was large ( 1 cm) in order to increase the counting rate,
hence the interactions are spread out. Alternatively, a bar of sodium 
iodide detector can be used which will give much better detection 
efficiency (up to much higher energies) due to its larger photoelectric 
cross-section and increased density. However, it has been shown that 
even in such a good gamma-detection medium not all the photon energy is 
deposited close to the interaction point (Guang and Rogers, 1985).
The reflection efficiency was assumed to be 9556 whereas such a. 
favourable condition could not be produced in our experimental set-up; 
the scintillator was only covered with a shiny aluminium foil. There 
was no attempt made to simulate the optical interfaces between the 
scintillator and light guides or between the light guides and the 
photomultiplier tubes though earlier results show that some light is 
lost in the light guides (sub-section 6.2.1). The statistical 
variation in the scintillation yield and in the response of the PMT 
which contribute substantially to resolution broadening were also 
neglected in the simulation as well as to that of the light loss due to 
linear attenuation of the scintillator itself. In fact the calculation 
of the intrinsic spatial resolution of a sodium iodide bar detector by 
a Monte Carlo method demonstrates that the largest source of spatial 
resolution broadening in such detectors is from the statistical 
fluctuation in the number of photoelectrons produced in the 
photomultiplier tubes (Guang and Rogers, 1985) due to the limited 
scintillation photon yield and the low quantum efficiency of the 
photocathode.
One of the advantages of a computer model is its versatility for 
changing the parameters and possible incorporation of new ideas. The
dimension of the scintillator was increased in the program to 30.8 cm X
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5 cm X 5 cm and the results obtained show an improvement in spatial 
resolution to approximately 2 cm (Table 6.1). This outcome was 
substantiated by the experiment performed on the larger plastic
scintillator where from the result in Figure 6.12 it can be deduced 
that enlarging the dimensions of the detector leads to an improvement 
in resolution. The number of reflections taking place before the 
photons arrive at both photomultiplier tubes will be reduced for a 
wider and thicker scintillator. It means less light photons are lost
and as can be seen from Table 6.1 better resolution is achieved if more
light photons enter both the photomultiplier tubes for a given event. 
Furthermore a thicker scintillator means that more gamma-ray photons 
will be stopped in it depositing all their energy into light photons.
Though the results obtained from the limited data in the plastic
scintillator experiment did not give very good resolution the whole 
exercise has shown that there is a position sensing capability with a 
bar scintillator and further improvement can be carried out in more 
than one way if the finance is available. The plastic scintillator can 
be replaced by a large piece (the brass casing can accomodate a 1.8 cm 
thick scintillator - see Figure 6.7)» or a lead or tin loaded plastic 
scintillator or a sodium iodide bar could be used. Both will increase 
the photoelectric cross-section to give higher detection efficiency and 
in addition sodium iodide will yield more light photons for a given 
amount of absorbed energy because it has an absolute efficiency of 1356 
compared to 3.7% for the plastic; however the latter has a much faster 
decay time of approximately 2.4 nanoseconds as compared to sodium 
iodide’s 230 nanoseconds. Therefore plastic scintillators will in 
principle be able to handle much more active sources; count rates in 
the MHz region can thus be properly handled in contrast to sodium 
iodide crystals where the practical limit is between 50 to 100 kHz. 
However this will depend on being able to develop high speed circuitry 
to handle the position sensing task. One main reason that Nal(Tl) is
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not used with the present set-up is the cost: a 60 cm bar costs
approximately f 5000.00.
More encouraging results were obtained from the PSPC work. The 
positional information software that was developed proves that better 
results and smoother positional spectra are achieved by using the
two-equation technique rather than if only one is used. The software 
also incorporates the option of gating the events which improves the 
resolution further. Gating also reduces the spurious events. These 
can be reduced if not totally eliminated by incorporating an adding
circuit in the set-up. This equipment adds the analogue signals from 
the two amplifiers and its output is then fed to one single channel 
analyser that in turn gates the ADC’s. The SCA can be adjusted so that 
its output (A + B) will correspond to the energy of the incident 
radiation selected. This ensures that the two ADC’s are enabled only 
when signals corresponding to the energy region selected are involved 
which means that the microcomputer will read and store only valid data. 
Unfortunately the adder was not available at the time this work was 
completed but such a system has been developed since (MacCuaig et al, 
1986).
The position sensing software based on 2-dimensional recording is not 
only applicable to the PSPC set-up. The PSPC could be replaced by 
other types of position sensitive detector such as the bar 
scintillator. The selected value of the incident energy can also be 
varied and the software is capable of providing the positional data for 
several lines in the spectrum. As explained in Chapter 3, the PSPC 
utilises the charge division technique to deduce the point of 
interaction. The pulse-height method of the scintillation detector 
resembles the charge division technique in that the pulse-height from 
one photomultiplier tube is divided by the sum of the pulse-heights 
from both the photomultiplier tubes. This sum is proportional to the
247
energy of the incident radiation (section 3.4 part (c)). It is also 
possible to change the equations used in the program to take up either 
the solid angle method, logarithmic attenuation technique or the 
transit time equation described previously. The ability to easily 
change the equations and parameters at minimum financial cost 
represents an important advantage of using software facilities over 
hard-wire techniques to determine the position of interaction.
The tests on the 10 atmospheres PSPC prove that 2.3 mm spatial 
resolution is attainable with the present set-up which means that 
events 10 mm apart can be reliably resolved. Although the physical 
length of the anode is 22 cm (Figure 3.3), the effective working region 
is only 20 cm since small portions at both ends do not give a uniform 
gain (Figure 6.22). If a lead collimator having holes 10 mm apart is 
used, then the PSPC can function as 20 detector equivalents. This is 
very useful for both the emission and transmission scanner since the 
scanning time for given counting statistics will be reduced by a factor 
of 20 compared to a single detector system.
Though the PSPC has not been integrated into the scanner set-up to 
replace the single detector configuration, tests were carried out to 
find out how it would perform in this role for both emission and 
transmission tomography. In the latter application, counts were 
accumulated for two cases: first when there was no object between the
source and the PSPC (which also represents the emission tomography 
configuration) and secondly, for the same arrangement, a 60 mm plastic 
bottle filled with water was placed in the path of the photons. Figure 
6.27(a) and (b) show the results. The peaks in the middle in Figure 
6.27(b) are lower than those at the sides because the photons involved 
in irradiating the middle part of the detector have to traverse the 
water medium and are attenuated in the process.
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The present PSPC and collimator arrangement is more suited to emission 
tomography work. The collimator that was used has a set of parallel 
holes which means that if a uniform unattenuated extended source is 
placed in front of the PSPC all the peaks will have equal heights. An 
active long-life extended source of comparable energy to Am-241 was not 
available to the author to try it out. Instead the collimated Am-241
source was placed at a distance so that the collimator and detector
were sprayed with the emitted photons along their lengths although the 
middle part of the detector will receive more photons than the side 
holes because these collimating holes are parallel to each " other and 
not focussed on the source as they should be for fan beam geometry 
photons were not incident normally. Since the source was not placed 
far enough away only nine out of the eleven collimator holes passed 
radiation as seen in Figure 6.26(d).
These tests prove that it is possible to integrate the PSPC into the 
emission scanner. The collimator can be stepped sideways to infill 
ray-sums across the whole object. In order to achieve 1 mm spatial 
resolution for 10 mm spaced collimator holes, ten 1 mm increments are 
required. Modification has to be made if this PSPC is to be adapted
for transmission work. One way is to have a number of similar
radioactive sources with each source collimated to irradiate one 
detector collimator hole. This option will be expensive due to the 
cost of multiple sources. A second option is to use a fan beam source 
irradiating a focussed collimator array. The problem with such a 
configuration is that the spatial resolution at the ends of the 
detector worsens due to the spread of events along the anode caused by 
oblique incidence unless the source is located further away so that the 
rays arrive at nearly 90 degrees to the anode. Such an arrangement 
then reduces the count rate due to the inverse square law fall-off. 
One alternative is to place the source as near as feasible to the 
detector and make use of only the better spatial resolution region of
249
the PSPC and rotate the object Cor detector) through small angular 
increments to provide infilling rays. The emission scanner arrangement 
does not suffer from oblique incidence degradation of spatial 
resolution since a parallel hole collimator is used in this set-up.
In testing the detection efficiency of the PSPC, it was found that for 
59*6 keV photons the escape peak intrinsic efficiency for the 10 
atmospheres PSPC is 34%. The 6 atmospheres PSPC is deduced to have an 
efficiency of 20% from Figure 6.19* This increased efficiency is due 
to the increase in the gas pressure so that the photons are more 
effectively stopped and detected. Most of the medical SPECT work 
involves photon energies higher than 59.6 keV (mainly 140 keV Tc-99m). 
As can be seen from Figure 6.19* the percentage efficiency decreases as 
the energy is increased. Detection efficiency at 140 keV is 25% for a 
similar counter at 10 atmospheres pressure (Nguyen Ngoc et al, 1980). 
Furthermore the detection efficiency will decrease if the photons are 
incident on the thinner region away from the carbon fibre anode (Figure 
6.20) and care must be taken when placing the collimator that the holes 
are aligned with the anode. The 7.5 cm by 7.5 cm Nal(Tl) detector that 
is occasionally used in the emission scanner has an intrinsic
efficiency of close to 100% for 59.6 keV photons. Even though 20
detector equivalents are possible on the PSPC the lower intrinsic
efficiency reduces this to 6.8 for 59.6 keV photons and to 5 for 140
keV photons. The 59.6 keV value falls to 4 detector equivalents for 
the 6 atmospheres PSPC. This Nal(Tl) detector also has a good radial 
relative efficiency as can be seen from Figure 6.32 where a cobalt-60 
source (1.33 MeV photons selected) was moved away from the centre of 
the detector and the counts accumulated at 1 cm intervals. Even for 
1.33 MeV photons (which is approximately 22 times higher than the 59.6 
keV energy) only about 55% of the full-energy peak counts were lost 
when a spot 0.5 cm from the edge of the crystal was being irradiated.
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As is mentioned above, one way of increasing the efficiency is to 
increase the gas pressure but there is a limit to the amount the 
beryllium window can stand. Another way is to replace the gaseous 
xenon with a liquid form. Its atomic number (54) is slightly larger 
than the effective atomic number of Nal(Tl) crystal (~53)» but its 
density ( ~  3g/cm ) is 16% smaller than that of Nal(Tl) scintillator 
(3-76 g/cm ). As a result, the detection efficiency for gamma-rays is 
estimated to be comparable with, or, slightly larger than that of 
Nal(Tl). It has a mean free path of 2.6 cm (for the photon energies of 
a few hundred keV) which is almost the same as that for Nal(Tl) which 
means a compact size detector is possible. In the early 1970's, a 
group at the Lawrence Berkeley Laboratory found that electron 
multiplication occurs in liquid xenon (Muller et al, 1971). However, 
in the proportional ionisation mode, the gain of electron
multiplication is considerably smaller than that in the gaseous state 
and its operation is not so stable; the energy resolution also 
deteriorates with an increase of the applied voltage (Miyajima et al, 
1976). On the other hand, the proportional scintillation mode is 
stable and can also produce fast signals. The position sensitive 
detector can be operated in this latter mode (Doke, 1982).
Besides the low detection efficiency, another problem encountered with 
this PSPC is the counter lifetime. The accelerated counting tests on 
the PSPC at the 200 mm point shows that not only the irradiated region 
was affected but an extended region up to 6 mm on both sides of the 2 
mm irradiated area also deteriorated. This can be interpreted by a 
"snowplough" effect in which some kind of degradation products are 
piled upon the anode on both sides of the beam position which thickens 
the anode and reduces the gas multiplication.
The features observed in this lifetime experiment match' those reported
by the group at the Space Research Laboratory, Netherlands. They
performed a few tests on several counters to verify as to why their 
twin proportional counter (called IRIS), developed to measure the solar 
X-ray flux on board the ESRO-11 satellite, deteriorated in its 
performance after some time (Boggende et al, 1969). They found that 
mainly carbon plus a few other elements were deposited on the anode and 
the Gaussian shape peak was retrieved again after annealing which 
substantiated their argument that deposition rather than sputtering of 
the anode was the cause. The appearance of a third peak in addition to 
the full-energy and escape peaks was shown to be due to unequal amounts
of carbon deposition on the anode which led to a variable radius and
hence to a difference in gas multiplication capability. A number of 
their tests from different counters showed that the amount of the 
deposit on the anode wire depends on the number of electrons arriving 
at the anode which means that this ageing process will depend on the 
count rate, the gas amplification and the energy of the radiation. It 
also depends on the composition of the gas (methane was found to 
deteriorate faster than carbon dioxide). They also concluded that the 
cross-section of the contaminated anode will be egg-shaped, with the 
axis parallel to the direction of the photon beam. This explains why 
in the PSPC the region next to the irradiated point is worst affected.
Boggende and his co-workers predicted that the only possible 
transportation mechanism that could produce the contamination seems to 
be the presence of negative ions among the electron clouds moving to 
the anode. This prediction suited our PSPC's case which has xenon gas 
and carbon dioxide quencher rather than their argon-methane counter. 
As argon (ionisation potential of 15.5 eV) has a greater ionisation
potential than that of methane (ionisation potential of 14.5 eV), an
electron can be transferred from the methane molecule to the argon ion 
(which is produced when the incoming photons interact with the 
filled-gas) when the latter collides with the quench gas molecule on 
its way to the cathode under the applied field (Korff, 1969). Similar
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reactions occur in the carbon dioxide and argon gas beryllium
proportional counter (Bawdekar, 1975). Carbon dioxide has an 
ionisation potential of 14.4 keV. As the methane or carbon dioxide 
positive ion approaches to within a few angstroms of the cathode, a 
high field is established between the positive ion and the cathode 
surface. Such a high field is high enough to extract an electron from 
the material of the cathode (a part of the ion energy equal to the work 
function of the cathode material is expended) thus neutralising the 
positive ion. The neutralised molecule with a certain amount of 
excitation energy still available would then progress towards the
cathode and would finally collide with it. At the instant of 
collision, the excited molecule has adequate energy available to cause 
its dissociation finally into their individual components. The 
function of a quench gas, as its name suggests, is to quench or 
suppress the secondary electron avalanches within the counter. If the 
secondary avalanches were not quenched, they would arrive at the anode 
and produce secondary pulses at the output of the counter a few 
microseconds after the primary pulse. When the quench gas has all 
dissociated, the quenching action will not function anymore which leads 
to multiple pulsing and eventual spontaneous breakdown.
According to Korff, the decomposition of the quench gas is only part of 
the complete story. Molecular rearrangement can also take place such 
as polymerisation into larger molecules and such an effect is
particularly undesirable. As soon as the compound acquires more than
five or six carbon atoms, it becomes a liquid or solid at room 
temperature and deposits out on the walls and central wire. Shepard 
reported that methane-filled counters which had gone bad through use 
were rejuvenated by heating the central wire (Shepard, 1949). This 
process drove off the polymerised material.
In a xenon-carbon dioxide filled counter (as our PSPC), there is a
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possible transfer of an electron from the xenon ion to the carbon 
dioxide molecule since xenon (ionisation potential of 12.08 eV) has a 
lower ionisation potential than carbon dioxide. Movement of these 
negative ions (as suggested by Boggende) among the electron clouds to 
the anode may be the possible transportation mechanism that can 
contaminate the anode.
9 10This counter lifetime experiment suggests that about 10 to 10 events
are needed continuously before the ageing effects sets in. Each
transmission tomogram requires approximately 10^ photons for reasonable
10
image statistics and it is quite conceivable that as many as 10 counts 
could be accumulated during one year's use. In medical SPECT, there is 
a constraint on the strength of the source to be used. Hence many more 
tomograms are possible before the onset of this deteriorating effect. 
It is observed (Figures 6.30 and 6.31) that if the amount of photons 
irradiating continuously does not exceed a critical limit, recovery is 
possible (see the 200 mm point on Figure 6.31) but if the limit is 
exceeded then recovery is not possible as can be seen from the middle 
part of the detector in the same figure. In principle the anode can be 
annealed and the fill-gas replaced for further use; to test this 
possibility a current of few milliamperes was passed through the 
resistive carbon fibre to provide gentle heating but no improvement was 
found. The current was then raised but this ruptured the anode.
In this position sensitive detector development work it is shown that 
both the plastic scintillator and the proportional counter detectors 
have position sensing capability albeit in the former case it requires 
a lot more improvement in order to achieve a useful resolution. The 
detection efficiency of both detectors are comparatively low compared 
to Nal(Tl) but there is the possibility of using lead loaded plastic 
scintillator (if not the Nal(Tl) itself) or a liquid xenon counter to 
increase the photoelectric cross-section and efficiency. The solid
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scintillator set-up that was designed and built incorporates the
flexibility to change the scintillator to be used. The positional 
software was developed such that it can accept signals from any type of 
the position sensitive detector based on comparison of two output 
signals.
Both the plastic scintillator simulation computer program and the
positional information software have proved their versatility for
changing parameters. Improvements and new ideas and equations are
easily incorporated into the software. The positional information 
software can be improved by adding an additional program to count 
events under the position spectrum peaks before storing them as 
different ray-sums with respect to position. These ray-sums can then 
be reconstructed using the various reconstruction algorithms available.
The PSPC shows that 20 detector equivalents are attainable with this 
single detector although this may be reduced due to the lower intrinsic 
efficiency. The scanning time will be reduced by the same factor. 
Preliminary experiments show that emission scanning is possible with 
the present set-up but modifications have to be made if the PSPC is to 
be used for transmission scanning. The PSPC has a certain lifetime 
before it deteriorates. Careful use avoiding excessive irradiation 
will help in reducing the onset of deterioration. Despite this 
lifetime limitation, it is expected that about one thousand tomograms 
can be achieved before the PSPC fails to function properly considering 
that each tomogram will involve 10^ photons. Annealing the anode and 
renewing the gas counter should render the detector usable again.
It is hoped that once the position sensitive detector is incorporated 
into the scanner set-up it will reduce the scanning time at a minimal 
financial cost compared to if a multiple detector set-up is purchased.
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CHAPTER 7 
CONCLUSIONS
SPECT is an established diagnostic tool in nuclear medicine and is
extending its use into nuclear industry. Its widespread use in other 
fields is constrained both by the cost and lack of portability. Our 
group at the Physics Department has developed a transmission scanner 
which is now modified to perform in emission mode with a high degree of 
portability and a great saving in cost. In fact the scanner is now
capable of functioning in either transmission or emission mode with 
minimal alteration to the set-up. It can also perform as a
multi-energy scanner if a multichannel analyser is incorporated into 
the system. Its portability may in the future enable these techniques 
to be used in the agricultural field to investigate the distribution 
and uptake of radioactive isotopes in plants.
A number of point and volume sources have been used to test the
performance of the emission scanner. It is capable of reconstructing
and displaying images of the spatial distributions and relative
strengths of these sources although a lot more improvement is needed 
(especially on the statistical side) to make it into a viable tool. 
Higly active sources were not at our disposal and with the facilities 
available it was difficult to handle highly active uncollimated 
sources.
The achievement of accurate quantitative results in SPECT is impeded by 
several factors which contribute to the error and these are studied in 
this work. The problem of geometric variation in counter efficiency
due to the solid angle factor has been investigated and it is found
that using a geometric mean of the counts from two directly opposed 
detector positions will yield average counts which are almost 
independent of source position. Both reducing the source to detector
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distance and relaxing the spatial resolution requirement are shown to 
improve detection efficiency.
The use of the geometric mean of conjugate views with a constant linear 
attenuation coefficient is also shown to produce some degree of 
attenuation correction. The cupping at the central region of the 
source decreased after such a correction is applied hence reducing the 
error caused by attenuation.
Improvement in the efficiency of photon collection can be achieved by 
using an array of detectors. However such an arrangement is costly and 
the alternative is to use a position sensitive detector. High pressure 
xenon-filled proportional counters with carbon fibre anodes have been 
shown to give useful spatial resolution using the charge ratio method 
of position sensing and offer a fairly simple and economical 
alternative to multiple detector systems for increasing GT imaging 
speed particularly for emission tomography. Their compactness relative 
to scintillation counter arrays is an additional advantage. It is 
shown that at least 20 detector equivalents are practicable with the 22 
cm PSPC which means the scanning time will be reduced by the same 
factor.
Future Developments
The emission scanner is still in its development stage. At present the 
statistical accuracy is constrained by the time taken to collect the 
data which is proportional to (where N x N is the pixel size) and 
inversely proportional to the source strength (Foster ,1981b). One way 
to reduce the scan time (or counting more photons for the same time) is 
to use a strong source which will be difficult to handle and expensive; 
however source strength cannot be greatly increased in medical
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cippxicaoxons. m e  otner alternative is to reduce tne value or N (which 
means reducing the spatial resolution). This can be simply achieved by 
using a bigger collimator. In medical ECT the requirement of good 
spatial resolution is less demanding than that of TCT since it involves 
the detection of the presence or absence of radioactivity in a certain 
sub-region which is usually well-defined in advance. It is shown in 
this work that approximately 10055 improvement in counting rate will be 
achieved if the spatial resolution is relaxed by approximately 60%• A 
5 mm spatial resolution is adequate for medical purposes. In this work 
most of the scans used collimators of less than 5 mm either in diameter 
or width. This should be increased in future work to more realistic 
dimensions.
The use of a position sensitive detector will also reduce the scanning 
time and improve statistical accuracy. A carbon fibre anode position 
sensitive detector set-up has been shown to work. However this PSPC 
suffers from low intrinsic efficiency and limited lifetime (though 
careful use without excessively exposing it to intense radiation can 
prolong its life span). Since the microcomputer based position 
sensitive detector set-up is very flexible, other position sensitive 
detectors can be incorporated into the system. One possible option is 
the sodium iodide bar scintillation detector which will increase the 
intrinsic efficiency by a large factor at higher photon energies. The 
single detector configuration of the scanner can then be replaced with 
this position sensitive detector to achieve improved counting 
statistics and/or reduced measurement times.
It is intended to improve the attenuation correction in the continuing 
work on this scanner (Choudhary, 1986). Other ways of correcting for 
attenuation (some are described theoretically in this thesis) can be 
made to produce more accurate attenuation corrections. Since the 
scanner is capable of performing in both emission and transmission
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modes, the use of measured attenuation coefficients can be investigated 
and the iterative method of attenuation correction can be employed. 
Measurements on the beams of photon emerging from the sample may also 
yield useful information about the degree of self-absorption along any 
given ray-path. For example if a radionuclide emits several different 
photon energies their measured intensity ratios will vary depending on 
the amount of attenuation they have suffered; alternatively even for 
monoenergetic photons the degree of attenuation can be inferred by 
measuring the amount of forward scattered photons entering the 
detector. In this connection, the use of an MCA in the reading system 
facilitates the investigation of subtle spectrum changes.
Finally, the use of a microcomputer for reading details of each ray-sum 
is very powerful since it enables many important corrections to be made 
retrospectively; for example there is some evidence of counting rate 
distortions in images made from strong but rapidly decaying sources 
such as technetium-99m and these can be removed by an additional 
effective dead-time correction for each ray-sum.
With the improved insight into the details of the process which is 
beginning to emerge from studies such as those reported in this Thesis, 
emission computed tomography shows promise of delivering its full 
potential in a range of important medical and industrial applications.
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