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Abstract
A systematic derivation is presented of the twist–2 anomalous dimensions of the general
quark and gluon light–ray operators in the generalized Bjorken region in leading order
both for unpolarized and polarized scattering. Various representations of the anomalous
dimensions are derived in the non–local and local light cone expansion and their properties
are discussed in detail. Evolution equations for these operators are derived using different
representations. General two– and single–variable evolution equations are presented for the
expectation values of these operators for non–forward scattering. The Compton amplitude
is calculated in terms of these distribution amplitudes. In the limit of forward scattering a
new derivation of the integral relations between the twist–2 contributions to the structure
functions is given. Special limiting cases which are derived from the general relations are
discussed, as the forward case, near–forward scattering, and vacuum–meson transition.
Solutions of the two–variable evolution equations for non–forward scattering are presented.
1 Introduction
The Compton amplitude for the scattering of a virtual photon off a hadron
γ∗ + p1 → γ ′∗ + p2 (1.1)
provides one of the basic tools to understand the short–distance behavior of the nucleon and to
test Quantum Chromodynamics (QCD) at large space–like virtualities. The Compton amplitude
for the general case of non–forward scattering is given by
Tµν(p+, p−, q) = i
∫
d4x eiqx 〈p2, S2 |T (Jµ(x/2)Jν(−x/2))| p1, S1〉 . (1.2)
Here,
p+ = p2 + p1, p− = p2 − p1 = q1 − q2, (1.3)
q = 1
2
(q1 + q2) , p1 + q1 = p2 + q2 , (1.4)
where q1 (q2) and p1 (p2) denote the four–momenta of the incoming (outgoing) photon and
hadron, respectively, and S1, S2 are the spins of the initial– and final–state hadron. The gener-
alized Bjorken region is defined by the conditions
ν = qp+ −→ ∞, Q2 = −q2 −→ ∞ , (1.5)
keeping the variables
ξ =
Q2
qp+
, η =
qp−
qp+
=
q21 − q22
2ν
(1.6)
fixed. Relations between these kinematic variables are given in Appendix A For q22 = 0 one
obtains η = −ξ. In distinction to deep inelastic forward scattering, the scaling variable ξ is
not restricted to the interval 0 ≤ ξ ≤ 1. For forward scattering q = q1 = q2, p+ = 2p, η = 0,
ξ → xBj = Q2/(2pq), holds. In principle the results presented below can be analytically continued
to time–like processes with two space–like initial state photons as a necessary condition.
The (renormalized) time–ordered product in Eq. (1.2) can be represented in terms of the
operator product expansion. Unlike the local operator product expansion [1], which is widely
used in the case of forward scattering, the non–local operator product expansion [2–5], to which
we refer in the present paper, leads to compact expressions for coefficient functions and oper-
ators in the non–forward case. As was shown in Ref. [6] the expressions of the local operator
product expansions can be obtained by a Taylor expansion of the non–local operator product
expansion (cf. also [2, 3]). In lowest order in the coupling constant the expansion contains only
quark operators with two external legs. These operators can be decomposed into operators of
different twist. In the present paper we will consider the contribution of the twist–2 operators
only and calculate the anomalous dimensions which emerge in the corresponding renormalization
group equations.
Our goal is to demonstrate that quite different processes, such as deep inelastic forward scat-
tering, the different channels in deeply virtual Compton scattering, i.e. non–forward scattering
at a general kinematics, cf. [7–9] for early studies, and vacuum–meson transitions contain as an
essential input the same light–ray operators of twist–2. Therefore the scaling violations of these
processes are described by the same anomalous dimensions. The non–perturbative partition
2
functions are obtained as the Fourier transforms of the corresponding matrix elements of these
operators. With the help of the Fourier representations we derive a new representation for the
Compton scattering amplitude in the generalized Bjorken region which extends the representa-
tion known for forward scattering. Moreover, the partition functions as the non–perturbative
input distributions are related to the Fourier transforms of their matrix elements. Therefore, the
evolution equations result directly from the renormalization group equation of the light–ray op-
erators involved. Consequently, all the evolution kernels can be determined from the anomalous
dimensions of the corresponding operators. As special cases one obtains the evolution equations
for forward scattering and for the case of vacuum–meson transitions. Furthermore the equiv-
alence to other representations in the recent literature is shown, in which different kinematic
variables have been used.
In the generalized Bjorken region the distribution amplitudes for the twist–2 contributions
depend on two scaling variables unlike the case of forward scattering. One of these parameters
is related to the sum, the other to the difference of the initial and final state nucleon momenta.
In [10, 11] a solution of the evolution equation for the non–singlet case was obtained. In the
literature mostly the one–parametric equations have been discussed so far by imposing further
conditions on the momenta. The solution for the singlet case was given in Ref. [12] for the
two–variable equations.
The paper is organized as follows. In Section 2 we derive the non–local light cone expansion
of the Compton amplitude for non–forward scattering in lowest order. The twist decomposition
of the non–local operators is performed in Section 3. In Section 4 the non–forward matrix
elements of the non–local operators are calculated and related to the corresponding distribution
amplitudes. The double and single–variable distribution amplitudes contributing to the Compton
amplitude are discussed in Section 5, where also a derivation of special relations holding in the
case of forward scattering off unpolarized and polarized nucleons is presented. In Section 6 a
detailed derivation of the anomalous dimensions of the quark and gluon operators contributing
at the leading twist level to the non–forward Compton amplitude are given in O(αs). The
evolution kernels are presented in different representations both for unpolarized and polarized
scattering. The corresponding evolution equations are discussed in Section 7, both for the case of
two and one–variable evolution equations. Here also the kernels for the single–variable equations
are given. Special cases of evolution equations into which the general equations transform in a
series of kinematic limits are discussed in Section 8, including the cases of forward scattering
and vacuum–meson transitions. The solutions of the general two–variable evolution equations
are provided in Section 9. Section 10 contains the conclusions. In the Appendices details of the
calculation are presented. A brief summary of part of our results has already appeared [13]. In
this paper the derivation is presented in detail.
2 The non–local light–cone expansion in Born approxi-
mation
The Compton amplitude will be evaluated using the non–local light cone expansion (LCE) in
terms of bi–local light–ray operators. This expansion is a summed–up version of the local LCE.
The latter can be obtained performing a Taylor expansion of the former representation. The
rigorous proof of the non–local LCE is rather complicated. Here, following the prescription of
Refs. [2, 3, 5, 6], it will be introduced heuristically with some comments on the essential steps.
Firstly, one considers the renormalized (R) time ordered (T ) product of two electromagnetic
3
currents
RT (Jµ(x/2)Jν(−x/2)S) , (2.1)
which in perturbative QCD is represented on the Hilbert space of free fields. The electromagnetic
current reads
Jµ(x) = ψ(x)γµλ
emψ(x) ,
where ψ(x) are the quark fields and
λem = 12
(
λ3f +
1√
3
λ8f
)
for SU(3)flavor ;
S denotes the renormalized S–matrix.
In lowest order in the coupling constant we have S = 1 and, expressing the T–product in
terms of normal products, we obtain
RT (Jµ(x/2)Jν(−x/2)S) = i : ψ(x/2){Sˆµνρσ − iεµνρσγ5}γσ(i∂ρxDc(x))caλafψ(−x/2) :
− [(x/2, µ)↔ (−x/2, ν)] (2.2)
+ higher order terms ,
where
Sˆµνρσ ≡ −Sµρνσ = gµνgρσ − gµρgνσ − gµσgρν
and εµνρσ denotes the Levi–Civita symbol. The SU(3)flavor vector
ca =
(
2
9δ
a0 + 16δ
a3 +
√
3
6 δ
a8
)
e2
with e the electric charge, determines the flavor content and Dc(x) = (−i/4π2)(x2− iε)−1 is the
free scalar propagator. Because this expression is restricted to leading order no phase factors
occur.
Secondly, since the non–local LCE of composite operators appears as a (multiple) integral
representation we hint at it by introducing two auxiliary κ–integrations [5] 1
RT (Jµ(x/2)Jν(−x/2)S) = 1
2π2
caxρ
(x2 − iε)2
∫ +∞
−∞
dκ1
∫ +∞
−∞
dκ2 (2.3)
×
{
i
2
[
ψ(κ1x)λ
a
fγ
σψ(κ2x)− ψ(κ2x)λafγσψ(κ1x)
]
(−Sˆµνρσ)∆−(κ1, κ2)
+ i2
[
ψ(κ1x)γ5λ
a
fγ
σψ(κ2x) + ψ(κ2x)γ5λ
a
fγ
σψ(κ1x)
]
iεµνρσ∆+(κ1, κ2)
}
+ . . . ,
where
∆±(κ1, κ2) =
[
δ(κ1 − 12)δ(κ2 + 12)± δ(κ2 − 12)δ(κ1 + 12)
]
.
The next step consists in the projection of the above expressions onto the light–cone by
replacing x→ x˜ with x˜2 = 0, leaving x2 unchanged. The light–like vector
x˜ = x+
ζ
ζ2
(√
(xζ)2 − x2 ζ2 − (xζ)
)
,
1 Here, and in the following, the normal product symbols for the relevant operator products will be omitted.
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is related to x and a fixed non–null subsidiary four–vector ζ the dependence of which drops out in
leading order expressions. It has to be noted that because the light–cone expansion is considered
for the operators and not, as often used, for their matrix elements, a light–like reference vector
has necessarily to be introduced in configuration space.2
In general, also non–leading contributions related to higher order terms of the S–matrix and,
in certain gauges, also of the phases factors U(x/2,−x/2) have to be taken into account. Then
the coefficient functions like (ca/2π2)(x2 − iε)2∆±(κ1, κ2) depend non–trivially on κi. In this
way one arrives at a pre–form of the non–local light–cone expansion being given by a sum over
the singular coefficient functions Ca(x
2, κi) times the light–ray operators O
a(κix˜),∑
a
Ca(x
2, κi)×Oa(κix˜) .
It should be remarked that even if the perturbative expansion of the renormalized time ordered
product of the two currents has been correctly performed, there is no reason to assume that the
appearing light–ray operators are the renormalized ones: The expansions resulting from Eq. (2.3)
are not yet the true light–cone expansions.
A complete proof which shows that the free field operators appearing in Eq. (2.3) have to be
substituted by renormalized light–ray operators is much more involved [2, 3]. Firstly, an operator
identity for the product of two composite operators, e.g., the two currents, will be proven which
holds on the whole Hilbert space. Then, introducing a new light–cone adapted renormalization
procedure R it can be shown that the perturbative functional of the renormalized product of
two currents may be split into an asymptotically relevant part – the light–cone expansion up to
a definite order in the light–cone singularity – and a well–defined remainder being less singular:
RT (Jµ(x/2)Jν(−x/2)S)≈
∫ +1
−1
d2κCΓ(x
2, κ;µ2)RT
(
OΓ(κ1x˜, κ2x˜)S
)
+ higher order terms, (2.4)
where the free light–ray operators with a specified Γ–structure are given by
OΓ(κ1x˜, κ2x˜) =
∫
dp1
(2π)4
dp2
(2π)4
eiκ1x˜p1+iκ2x˜p2 : ψ(p1)Γψ(p2) : . (2.5)
Here, the coefficient functions and the corresponding light–ray operators appear quite naturally
as renormalized ones. In the following, for brevity, we usually do not explicitly indicate that
they are renormalized quantities.
Let us point to the fact that, in principle, within this formalism the non–local as well as the
usual local light–cone expansion may be obtained (see also [6]). The only difference consists in
the following: In the non–local LCE, as an intermediate step to obtain the final representation
Eq. (2.4), a Fourier transformation of the renormalized, perturbatively determined coefficient
functions FΓ(x
2, x˜pi, µ
2) which multiply the various normal products of free operators in mo-
mentum space, like : ψ(p1)Γψ(p2) : in Eq. (2.5), has been performed. Primarily, these functions
are given as
FΓ(x
2, x˜pi, µ
2) =
∫ +1
−1
d2κ eiκ1x˜p1+iκ2x˜p2 CΓ(x
2, κ;µ2). (2.6)
2x˜ and its pendant x˜∗ with x˜x˜∗ = 1 correspond to the light–like vectors n and p of dimension mass−1 and mass,
respectively, usually introduced in deep inelastic scattering according to Pµ = pµ+(M
2/2)nµ [14]. Furthermore,
x˜ and x˜∗ define in a sense a ‘comoving’ reference system on the light cone.
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In addition, by the α–representation it can be proven that they are entire analytic functions
with respect to the variables x˜pi [2, 3] and therefore the range of κi is restricted to
− 1 ≤ κi ≤ +1 . (2.7)
On the other hand, in the local LCE one applies a Taylor expansion of FΓ with respect to x˜pi
which leads to a (twofold) infinite series over the local operators.
These local and non–local operators are connected by the following relations:
OΓ(κ1x˜, κ2x˜) =
∑
n1n2
κn11
n1!
κn22
n2!
OΓn1n2(x˜), (2.8)
OΓn1n2(x˜) =
∂n1
∂κn11
∂n2
∂κn22
OΓ(κ1x˜, κ2x˜)
∣∣∣
κ1=κ2=0
. (2.9)
With the convention
(x˜~∂)n ≡ x˜µ1 ...x˜µn~∂µ1 ...~∂µn
and choosing the axial gauge, x˜µAµ(x) = 0, we obtain
OΓn1n2(x˜) = ψ(0)(
←
∂ x˜)
n1Γ(x˜
→
∂ )
n2ψ(0) . (2.10)
Summarizing the foregoing procedure and introducing, for later convenience, the variables
κ± =
1
2(κ2 ± κ1) with κ1,2 = κ+ ∓ κ−, (2.11)
the general expression will be, taking into account the explicit form of Sˆµνρσ,
RT (Jµ(x/2)Jν(−x/2)S) ≈ 1
2
∫
Dκ (2.12)
×
[
Ca(x
2, κ+, κ−, µ
2)
(
gµνO
a(κ+x˜, κ−x˜, µ
2)− x˜µOaν(κ+x˜, κ−x˜, µ2)− x˜νOaµ(κ+x˜, κ−x˜, µ2)
)
+ i Ca,5(x
2, κ+, κ−, µ
2)εµν
ρσx˜ρO
a
5,σ(κ+x˜, κ−x˜, µ
2)
]
+ higher order terms,
where the measure
Dκ = dκ1dκ2θ(1− κ1)θ(1 + κ1)θ(1− κ2)θ(1 + κ2) (2.13)
= 2dκ+dκ−θ(1 + κ+ + κ−)θ(1 + κ+ − κ−)θ(1− κ+ + κ−)θ(1− κ+ − κ−)
has been introduced. Here Ca(5) are the renormalized coefficient functions which in Born ap-
proximation read
Ca(x
2, κ+, κ−) =
1
2π2
ca
(x2 − iε)2 δ(κ+)
[
δ(κ− − 12)− δ(κ− + 12)
]
, (2.14)
Ca,5(x
2, κ+, κ−) =
1
2π2
ca
(x2 − iε)2 δ(κ+)
[
δ(κ− − 12) + δ(κ− + 12)
]
, (2.15)
and Oa(5)σ are the renormalized (anti)symmetric bi–local LC-operators
3
Oaσ(κ1, κ2) =
i
2RT
[
ψ(κ1x˜)λ
a
fγσU(κ1, κ2)ψ(κ2x˜)− ψ(κ2x˜)λafγσU(κ2, κ1)ψ(κ1x˜)
]
S, (2.16)
Oa5,σ(κ1, κ2) =
i
2
RT
[
ψ(κ1x˜)λ
a
fγ5γσU(κ1, κ2)ψ(κ2x˜) + ψ(κ2x˜)λ
a
fγ5γσU(κ2, κ1)ψ(κ1x˜)
]
S, (2.17)
3In the following (κ1, κ2) and (κ+, κ−) are chosen interchangeably, i.e. O(κ+x˜, κ−x˜) is written instead of the
more lengthly expression O((κ+ − κ−)x˜, (κ+ + κ−)x˜). Furthermore, very often x˜ and the renormalization scale
µ2 will be suppressed in the arguments of the operators and related quantities for brevity.
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respectively, with the phase factors
U(κ1, κ2) ≡ U(κ1x˜, κ2x˜) = P exp
{
−ig
∫ κ1
κ2
dτ x˜µAµ(τ x˜)
}
, (2.18)
where P denotes the path ordering, g is the strong coupling constant and Aµ = Aaµta is the gluon
field with ta being the generators of SU(3)color in the fundamental representation spanned by
the quark fields. In the explicit expressions we have indicated by RT [O]S that these operators
are renormalized.
The general expression Eq. (2.12) contains a flavor singlet as well as the flavor non–singlet
(NS) parts. In the case of flavor non–singlet operators, i.e., for λaf 6= 1, the consideration of the
quark operators Eqs. (2.16) and (2.17) is sufficient. However, the singlet operators (λ0f ≡ 1), in
the following denoted by Oq, mix with certain gluon operators which will be denoted by OG.
In addition, if we would consider the Compton amplitude beyond leading order also the gluon
operators would appear in the LCE.
The gluon operators related to the quark operators Eqs. (2.16) and (2.17) read
OGµν(κ1, κ2) =
1
2RT
[
F aλµ (κ1x˜)U
ab(κ1, κ2)F
b
νλ(κ2x˜) + F
aλ
µ (κ2x˜)U
ab(κ2, κ1)F
b
νλ(κ2x˜)
]
S, (2.19)
OG5µν(κ1, κ2) =
1
2RT
[
F aλµ (κ1x˜)U
ab(κ1, κ2)F˜
b
νλ(κ2x˜)− F aλµ (κ2x˜)Uab(κ2, κ1)F˜ bνλ(κ1x˜)
]
S, (2.20)
where,
Fµν ≡ F aµνta and F˜µν = 12εµνρσF ρσ
is the gluon field strength and the dual field strength, respectively. Uab(κ1, κ2) is the phase
factor (2.18) in the adjoint representation. To obtain exact correspondence to the above quark
operators the gluon operators have to be multiplied by 1
2
(g µσ x˜
ν + g νσ x˜
µ).
3 Twist decomposition of non–local operators
The non–local operators Eqs. (2.16, 2.17, 2.19, 2.20) contain contributions of different twist.
Here we use the notion of twist in its original definition [15] as geometric twist, i.e. canonical
dimension minus spin of the corresponding operator. Let us now extract the leading twist
parts, which are relevant for the discussion of virtual Compton scattering. This concerns the
contributions of twist two and three, the latter being especially relevant for the antisymmetric
part of the scattering amplitude which concerns the polarized scattering.
We consider first the quark operators Oaσ and O
a
5,σ, which contain contributions of twist–2, 3
and 4:
Oaσ = O
a, twist2
σ +O
a, twist3
σ +O
a, twist4
σ , (3.1)
Oa5,σ = O
a, twist2
5,σ +O
a, twist3
5,σ +O
a, twist4
5,σ . (3.2)
In principle also higher twist contributions appear, but they vanish on the light–cone since they
are proportional to nonvanishing integer powers of x˜2.
To obtain the bi–local operators (3.1) of definite twist we consider the centered operators
ψ(−κx)λafγσU(−κx, κx)ψ(κx) (3.3)
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with arbitrary values of x 6= x˜, i.e., we consider the operators as not restricted to the light–cone.
They are represented through the Taylor expansion Eq. (2.8) by a series of local tensor operators
of order n = n1 + n2 which, in the axial gauge, may be written as
∑
n
κn
n!
xµ1 . . . xµnψ(0)
↔
∂µ1 . . .
↔
∂µn λ
a
fγσψ(0) .
Here we used the abbreviation
↔
∂≡
→
∂ −
←
∂ . By purely group theoretical methods these local
operators are decomposed into traceless tensor operators of definite dimension and spin carrying
an irreducible representation of the Lorentz group. The symmetry behavior of these tensors is
characterized by a few special classes of Young tableaux’. As is well known, the twist–2 terms
correspond to the total symmetric representation. Finally, the local operators of definite twist
are resummed to give non–local harmonic tensor operators of definite twist.
Technically, these non–local harmonic tensor operators are obtained from the initial ones
by first projecting onto traceless operators and then applying appropriate differential operators
related to the corresponding symmetry class. Finally, the resulting expressions are projected
onto the light–ray x˜. In principle this method can also be applied for arbitrary values of κi.
This approach has been worked out in Refs. [16, 17] for various light–ray operators. Here, we
refer only to those representations which are relevant for the subsequent considerations. First
the projections onto the traceless operators are defined. For the non–local scalar and vector
quark operators Eqs. (2.16) and (2.17), respectively, they are given by
Oq, traceless(−κx, κx) = i
2
[
ψ(−κx)(xγ)ψ(κx) − ψ(κx)(xγ)ψ(−κx)
]
(3.4)
+
∞∑
k=1
∫ 1
0
dt
(
1− t
t
)k−1 (−x2
4
)k
✷
k
k!(k − 1)!
× i
2
[
ψ(−κtx)(xγ)ψ(κtx) − ψ(κtx)(xγ)ψ(−κtx)
]
,
Oq, tracelessσ (−κx, κx) = i2
[
ψ(−κx)γσψ(κx)− ψ(κx)γσψ(−κx)
]
(3.5)
+
∞∑
k=1
∫ 1
0
dt
t
(
1− t
t
)k−1 (−x2
4
)k
✷
k
k!(k − 1)!
× i
2
[
ψ(−κtx)γσψ(κtx)− ψ(κtx)γσψ(−κtx)
]
+
1
2
[
(xσxρ✷+ x
2∂σ∂ρ)− 2xσ∂ρ(x∂)
]
×
∞∑
k=0
∫ 1
0
dτ
∫ 1
0
dt
(
1− t
t
)k (−x2
4
)k
✷
k
k!k!
× i2
[
ψ(−κτtx)γρψ(κτtx)− ψ(κτtx)γρψ(−κτtx)
]
.
Here the phase factors and the generators λaf of the flavor group have been suppressed and the
operators generically are indicated by q. The sum over terms containing the d’Alembertian are
the subtractions of the traces. The representation for Oq, traceless, Eq. (3.4), has been obtained
already earlier in Ref. [18]. Taking the limit x → x˜ in Eq. (3.4) the additional terms vanish
because of x˜2 = 0. Therefore the operator x˜σOqσ(−κx˜, κx˜) is of twist two:
Oq, twist2(−κx˜, κx˜) = Oq, traceless(−κx˜, κx˜) ≡ Oq(−κx˜, κx˜), (3.6)
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Because of their tracelessness the above operators fulfill the following relations
✷Oq, traceless(−κx, κx) = 0, ∂σOq, tracelessσ (−κx, κx) = 0, ✷Oq, tracelessσ (−κx, κx) = 0. (3.7)
which proves that they are harmonic scalar and vector operators, respectively. The differential
operators, to be applied to Oq, traceless and Oq, tracelessρ in order to generate the correct symmetry
behavior, are ∂σ for twist–2 and (gσρ(x∂)−xσ∂ρ) for twist–3, respectively. Note that taking these
derivatives before carrying out the light–cone limit leads to non–trivial contributions which result
from the trace terms.
The explicit computations straightforwardly lead to the following expressions for the twist–2,
twist–3 and twist–4 light–ray vector operators [16, 17]:
Oq, twist2σ (−κx˜, κx˜) =
∫ 1
0
dτ ∂σ O
q
traceless(−κτx, κτx)|x→x˜
=
∫ 1
0
dτ
[
∂σ +
1
2
(ln τ)xσ✷
]
Oq(−κτx, κτx)|x=x˜ , (3.8)
Oq, twist3σ (−κx˜, κx˜) =
∫ 1
0
dτ (gσρx∂ − xσ∂ρ) Oq ρtraceless(−κτx, κτx)|x=x˜ ,
=
∫ 1
0
dτ [(gσρx∂ − xσ∂ρ) (3.9)
− xσ((1 + 2 ln τ)∂ρ + (ln τ)xρ✷)] Oq, ρ(−κτx, κτx)|x=x˜ ,
Oq, twist4σ (−κx˜, κx˜) = xσ
∫ 1
0
dτ
[
(1 + ln τ)∂ρ +
1
2
(ln τ)xρ✷
]
Oq ρ(−κτx, κτx)|x=x˜ , (3.10)
where the last expression is obtained using Eq. (3.1). Note that the operators appearing at
the r.h.s. of Eqs. (3.8 – 3.10) are to be taken with the phase factors before carrying out the
derivatives.
Important properties of these operators are
x˜σOq, twist2σ = O
q, twist2, x˜σOq, twist3σ = 0, x˜
σOq, twist4σ = 0. (3.11)
Analogous representations hold for Oq, twist25,σ , O
q, twist3
5,σ and O
q, twist4
5,σ , which have similar properties.
Note that the operators (3.8 – 3.10) include the trace terms which are proportional to x˜σ. In fact
they are again summed–up local operators fulfilling Eq. (2.8).
Let us now consider the gluon operators Eqs. (2.19) and (2.20). Again they contain a twist–2,
twist–3 and twist–4 part, related to the traceless symmetric, the antisymmetric and the trace
part of the tensor OG(5)µν , respectively. Since we are concerned with the scalar and vector gluon
operators,
x˜µx˜νOG(5)µν and
1
2(g
µ
σ x˜
ν + g νσ x˜
µ)OG(5)µν ,
only the symmetric twist–2 part will be considered here. In the same manner as in the case of
quark operators we first define the projection onto the centered traceless operator. It is given by
OG, traceless(−κx, κx) = 12 xµxν
[
F aλµ (−κx)F aνλ(κx) + F aλµ (κx)F aνλ(−κx)
]
(3.12)
+
∞∑
k=1
∫ 1
0
dt t
(
1− t
t
)k−1 (−x2
4
)k
✷
k
k!(k − 1)!
×1
2
xµxν
[
F aλµ (−κtx)F aνλ(κtx) + F aλµ (κtx)F aνλ(−κtx)
]
,
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where again the phase factors have been suppressed. It fulfills the relation
✷OG, traceless(−κx, κx) = 0. (3.13)
In comparison with Eq. (3.4) only an additional factor of t appears under the integral. This
results from the fact that the operator (2.19) relative to (2.16) contains one more factor of x not
being accompanied by the parameter κ. The scalar and vector twist–2 gluon light–ray operators
are now given by
OG, twist2(−κx˜, κx˜) = OG, traceless(−κx˜, κx˜) ≡ OG(−κx˜, κx˜), (3.14)
OG, twist2µ (−κx˜, κx˜) =
∫ 1
0
dτ τ ∂µ O
G, traceless(−κτx, κτx)
∣∣∣
x=x˜
=
∫ 1
0
dτ τ
[
∂µ +
1
2
(ln τ)xµ✷
]
OG(−κτx, κτx)
∣∣∣
x=x˜
. (3.15)
Here we gave for simplicity the expressions for operators with the special arguments κ1 =
−κ, κ2 = κ. However, any of the Eqs. (3.4 – 3.15) remains true if general arguments are
chosen. As an example the singlet vector operators of twist–2 read
OA, twist2µ (κ1x˜, κ2x˜) =
∫ 1
0
dτ τdA−1
[
∂µ +
1
2
(ln τ)xµ✷
]
OA(κ1τx, κ2τx)
∣∣∣
x=x˜
, (3.16)
where A = (q, G) and dq = 1, dG = 2. In addition, let us emphasize that in the various integrals
defining operators of definite twist the variables κi have to be scaled but not the coordinates x
of the corresponding (original) operators.
The general form of harmonic operators of definite twist is necessary for an investigation of
their matrix elements whereas the special centered form is sufficient to determine their anomalous
dimensions, as will be shown in Sections 4 and 6, respectively. Inserting the result obtained for
the twist–2 terms, Eq. (3.8), into Eq. (2.12) we obtain an asymptotic representation of the
Compton scattering amplitude Eq. (1.2) which is valid in the generalized Bjorken region, as will
be shown in Section 5 in detail. Concerning the renormalization of the twist–2 singlet operators
and the evolution equations of the corresponding distribution amplitudes also the representations
Eq. (3.14) and (3.15) necessarily come into play.
4 Matrix elements of non–local operators
The Compton scattering amplitude is obtained by taking the matrix elements of the operator,
Eq. (2.12), between the hadron states |pi, Si〉. Thereby the matrix elements of the light–ray oper-
ators Eqs. (2.16) and (2.17) appear as non–perturbative inputs. These quantities are represented
by partition functions in the forward case and distribution amplitudes in the case of non–forward
scattering. Here, and for the description of the evolution equations below, the general form of
the operators OΓ(κ1x˜, κ2x˜) has to be taken into account. It will be shown that their Fourier
transforms with respect to κ−x˜p+ and κ−x˜p− define the above mentioned distribution ampli-
tudes. For the following considerations it is also useful, as it was in the twist decomposition, to
study the non–local operators temporarily to arbitrary values of x and to perform the light cone
limit only afterwards.
In the following we consider the contributions of twist–2 only. In the case of purely electro-
magnetic interactions the matrix elements at lowest order in the coupling constant, using the
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equations of motion, can be represented by two basic hadronic matrix elements, including also
the spin dependence:
QD(x; p2, p1) ≡ xµQDµ (p2, p1) = xµu(p2, S2)γµu(p1, S1) (4.1)
QP (x; p2, p1) ≡ xµQPµ (p2, p1) = xµu(p2, S2) 1M σµνpν−u(p1, S1) , (4.2)
with
σµν =
i
2 [γµ, γν] ;
M is the nucleon mass, and u(p, S) denotes a free hadronic Dirac spinor. Here the indices D
and P refer to the Dirac and Pauli structure, respectively.
Let us first consider the matrix elements of the scalar twist–2 quark operator. Because of
translation invariance,
〈p2 |OΓ(κ1x, κ2x)| p1〉 ≡ 〈p2 |OΓ((κ+ − κ−)x, (κ+ + κ−)x)| p1〉
= eiκ+xp−〈p2 |OΓ(−κ−x, κ−x)| p1〉 , (4.3)
it is completely sufficient to consider the matrix elements of the centered operators:
〈p2|Oq, twist2(−κ−x, κ−x)|p1〉 = if˜ qJ(κ−xp+, κ−xp−, κ2−x2, p1p2, µ2)QJ (x; p2, p1), (4.4)
where the summation is taken over J = (D,P ). If considered independently these functions will
be denoted by fD ≡ g and fP ≡ h. The generalization to arbitrary values of κi is trivial due
to translation invariance, Eq.(4.3), through which a factor exp{iκ+x˜p−} occurs on both sides of
Eq. (4.4). The projection onto the light–cone immediately gives
〈p2|Oq, twist2(−κ−x˜, κ−x˜)|p1〉 = if˜ qJ(κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1) . (4.5)
The twist–2 vector operators, because of the additional derivative in Eq. (3.8), do not have
such a simple representation. Using that relation between the vector operator and the scalar
operator for general arguments we obtain
〈p2|Oq, twist2µ (κ1x˜, κ2x˜)|p1〉 =
∫ 1
0
dλ ∂xµ 〈p2|Oq, twist2(κ1λx, κ2λx)|p1〉
∣∣∣
x=x˜
(4.6)
= i
∫ 1
0
dλ ∂xµ
(
f˜ qJ(κ−λxp+, κ−λxp−, κ
2
−λ
2x2, p1p2, µ
2)QJ(x; p2, p1)eiκ+λxp−
) ∣∣∣
x=x˜
.
Let us now perform the Fourier transformations of f˜J with respect to κ−λxp± ≡ κxp±,
f˜(κxp+, κxp−, κ
2x2) =
∫
Dze−iκx(pizi)f(z+, z−, κ
2x2) , (4.7)
where
(pizi) ≡ p(z) = p+z+ + p−z− with z± = 12 (z2 ± z1) , (4.8)
defines a scalar product in the space of two–vectors labeled either by (1, 2) or (+,−). Also these
functions, if projected onto the light–cone, are entire analytic functions with respect to κ−x˜pi
and therefore the support of their Fourier transforms is restricted to the range
− 1 ≤ zi ≤ 1 .
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Thereby, we assumed that the kinematic decomposition of the matrix elements does not introduce
additional kinematic singularities. Therefore, the integration measure in Eq. (4.7), analogous to
Eq. (2.13), is given by
Dz =
1
2
dz1dz2θ(1− z1)θ(1 + z1)θ(1− z2)θ(1 + z2) (4.9)
= dz+dz−θ(1 + z+ + z−)θ(1 + z+ − z−)θ(1− z+ + z−)θ(1− z+ − z−)
The λ–integration in Eq. (4.6) can be performed leading to
〈p2|Oq, twist2µ (κ1x˜, κ2x˜)|p1〉 = i
∫
Dze−iκ−(x˜pi)zi (4.10)
×
{
F qJ (z+, z−, κ+x˜p−, κ
2
−x
2)
(
QJµ(p2, p1)− iκ−pµ(z)QJ (x; p2, p1)
)
+
(
iκ+p
µ
−∂iκ+xp− + 2xµκ
2
−∂κ2−x2
)
F qJ (z+, z−, κ+xp−, κ
2
−x
2)QJ(x; p2, p1)
}∣∣∣
x=x˜
.
Here, the following functions F qJ (z+, z−, κ+xp−, κ
2
−x
2) are introduced:
F (z+, z−, κ+xp−, κ
2
−x
2) =
∫ 1
0
dλ
λ2
f
(
z+
λ
,
z−
λ
, κ2−λ
2x2
)
Θ(λ− |z+|)Θ(λ− |z−|)eiκ+λxp− , (4.11)
o
F (z+, z−, κ+xp−, κ
2
−x
2) ≡
(
∂iκ+xp−F
)
(z+, z−, κ+xp−, κ
2
−x
2) (4.12)
=
∫ 1
0
dλ
λ
f
(
z+
λ
,
z−
λ
, κ2−λ
2x2
)
Θ(λ− |z+|)Θ(λ− |z−|)eiκ+λxp− ,
F ′(z+, z−, κ+xp−, κ
2
−x
2) ≡
(
∂κ2
−
x2F
)
(z+, z−, κ+xp−, κ
2
−x
2) (4.13)
=
∫ 1
0
dλ ∂κ2
−
λ2x2f
(
z+
λ
,
z−
λ
, κ2−λ
2x2
)
Θ(λ− |z+|)Θ(λ− |z−|)eiκ+λxp− .
As will be shown in Section 5 one consequence of the representation (4.11) are the integral
relations in polarized deeply inelastic scattering in the forward case [19] and [20], as well as the
Callan–Gross relation [21]. For p− = 0 one obtains:
F (z) =
∫ 1
0
dλ
λ
f
(
z
λ
)
Θ(λ− z) =
∫ 1
z
dz
z
f(z).
Thereby the derivation f ′(z+, z−, κ
2
−x
2) ≡
(
∂κ2
−
x2f
)
(z+, z−, κ
2
−x
2) was introduced in Eq. (4.13).
Furthermore, a third Fourier transformation can be performed either with respect to κ2−x
2 [11]
or, as will be used here, with respect to κ−x, which allows to study the (1/Q
2)–dependence of
the distribution amplitudes
f˜(κ−xp+, κ−xp−, κ
2
−x
2) =
∫
Dz
∫
d4q e−iκ−(xpi)zi e−iκ−qxf(z+, z−, q
2) . (4.14)
In the limiting case of forward scattering we have:
QD(x; p, p) ≡ u¯(p)xµγµu(p) = 2xp and QP (x; p, p) ≡ u¯(p2) 1M xµσµνpν−u(p1)
∣∣∣
p2→p1
= 0,
and one obtains (g ≡ fD)
〈p |Oq, twist2(−κ−x˜, κ−x˜)| p〉 = i2(x˜p) g˜q(2κ−x˜p) (4.15)
= i2(x˜p)
∫ 1
−1
dz+ e
−2iκ−(x˜p)z+
∫ +1−|z+|
−1+|z+|
dz− g
q(z+, z−) .
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Analogous decompositions and representations are valid for the matrix elements of the pseudo–
scalar and pseudo–vector twist–2 quark operators. The corresponding partition functions are
denoted by f qJ,5 = (g
q
5, h
q
5) and F
q
J,5 = (G
q
5, H
q
5), respectively, and the Dirac and Pauli structures
are to be replaced by QD5 ,QP5 instead of Eqs. (4.1, 4.2), substituting γµ → γ5γµ and σµν → γ5σµν ,
respectively.
Let us now extend our consideration to the twist–2 scalar and vector gluon operators,
Eqs. (3.14) and (3.15). Completely analogous to Eq. (4.4) the matrix elements of Eq. (3.14)
are written as
〈p2|OG, twist2(−κ−x, κ−x)|p1〉 = i(ixp+) f˜G(1)J (κ−xp+, κ−xp−, κ2−x2, p1p2, µ2)QJ(x; p2, p1) . (4.16)
The additional factor ixp+ has been introduced in order to compensate for the different κ–scale
dimensions, dq = 1 and dG = 2, of the quark and gluon operators, respectively, cf. also Section
6.1.
The matrix elements of the twist–2 gluonic vector operators, Eq. (3.15), are obtained in the
same manner as for the corresponding quark operators:
〈p2|OG, twist2µ (κ1x˜, κ2x˜)|p1〉 = i
∫
Dze−iκ−(xpi)zi (4.17)
×
{
(ixp+)
[
F
G(1)
J (z+, z−, κ+xp−, κ
2
−x
2)
(
QJµ(p2, p1)− iκ−pµ(z)QJ (x; p2, p1)
)
+
(
iκ+p
µ
−∂iκ+xp− + 2xµκ
2
−∂κ2−x2
)
F
G(1)
J (z+, z−, κ+xp−, κ
2
−x
2)QJ(x; p2, p1)
]
+ ipµ+F
G(1)
J (z+, z−, κ+xp−, κ
2
−x
2)QJ(x; p2, p1)
}∣∣∣
x=x˜
.
We remark that in our preceding paper, Ref. [13], for simplicity we introduced formal defi-
nitions for the matrix elements of the scalar quark and gluon operators which are sufficient for
the derivation of evolution equations. There we introduced the following two representations
referring to different kinematic variables,
〈p2|Oq, twist2(κ1, κ2)|p1〉 = eiκ+x˜p−(ix˜p+)
∫
Dze−iκ−(x˜pi)zi fˆ q(1)(z+, z−), (4.18)
〈p2|OG, twist2(κ1, κ2)|p1〉 = eiκ+x˜p−(ix˜p+)2
∫
Dze−iκ−(x˜pi)zi fˆG(1)(z+, z−), (4.19)
which are now to be replaced by the explicitly determined expressions Eqs. (4.4) and (4.16)
projected onto the light–cone. In the limit of forward scattering these functions describe the
hadronic parton densities.
However, contrary to the case of the quark operators, for the matrix element of the gluon
operator there exists no natural kinematic decomposition. A second parametrization used earlier
is
κ− 〈p2|Oq, twist2(κ1, κ2)|p1〉 = eiκ+x˜p−
∫
Dze−iκ−(x˜pi)zi fˆ q(2)(z+, z−), (4.20)
κ2− 〈p2|OG, twist2(κ1, κ2)|p1〉 = eiκ+x˜p−
∫
Dze−iκ−(x˜pi)zi fˆG(2)(z+, z−) (4.21)
corresponding to
κ− 〈p2|Oq, twist2(−κ−x˜, κ−x˜)|p1〉 = (x˜p+)−1f˜ q(2)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1),
κ2− 〈p2|OG, twist2(−κ−x˜, κ−x˜)|p1〉 = (x˜p+)−1f˜G(2)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1).
(4.22)
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Because the vector operators are not used in the following we do not write down the respective
representations for their matrix elements.
Whereas the first choice in the case of forward scattering leads to the correct matrix elements
being proportional to (2x˜p)2, the second choice leads to a much simpler form of the anomalous
dimensions. Note, that in both cases, up to a trivial reduction of powers of κ− on both sides,
everywhere the combination κ−x˜ appears as a natural variable.
Let us point to the fact that for both the twist–2 quark and gluon operators the (pseudo)vector
distribution amplitude FJ , FJ,5 are directly related through Eqs. (4.11) and (4.12) to the
(pseudo)scalar distribution amplitude fJ , fJ,5. Therefore we need not to investigate the renor-
malization properties of the (axial)vector operators independently: It is sufficient to work out
the renormalization of the (pseudo)scalar operators and to derive the renormalization group
equations for them only.
5 Compton scattering amplitude in leading order
With the prerequisites provided in the preceding Sections we now derive the asymptotic repre-
sentation of the Compton scattering amplitude. Again, we consider the contributions of twist–2
operators only and we restrict the analysis to leading order. Starting from the matrix elements
of the non–local operators which depend on the two independent variables z± we arrive, af-
ter performing the Fourier transformation of Eq. (1.2), at double–variable distributions.4 In
the literature also single–variable non–forward evolution equations are studied by imposing an
additional kinematic constraint. The latter description is suited for special kinematic situations.
5.1 Double-variable distributions
5.1.1 Non–forward scattering
To obtain the double–variable distributions we use the decomposition Eq. (4.10) of the Fourier
transform of the Compton amplitude
Tµν(p+, p−, q) = i
∫
d4xeiqx〈p2, S2 |RT (Jµ(x/2)Jν(−x/2)S) | p1, S1〉. (5.1)
Afterwards we have to carry out the limit x → x˜. In the r.h.s. of Eq. (5.1) the representation
of Eqs. (2.12 – 2.17) is used. Furthermore the matrix elements are expressed in terms of hadron
states, Eqs. (4.4, 4.6). The arguments κ± of the coefficient functions Ca(5)(x
2, κ+, κ−, µ
2) in
Eqs. (2.14, 2.15) are fixed at κ+ = 0 and κ− = ±1/2. For the representation of the Compton
amplitude we could use the matrix elements at these points. However, for the investigation of the
evolution of the matrix elements their representation at general values of κ+ and κ− is needed.
The Fourier transforms of the individual terms are obtained by, cf. [25],∫
d4x
2π2
eiqx
xν
(x2 − iε)2 =
qν
q2 + iε
,
∫ d4x
2π2
eiqx
xνxµ
(x2 − iε)2 = −i
gνµ
q2 + iε
+ 2i
qνqµ
(q2 + iε)2
,
4 The general Lorentz–structure of the Compton amplitude was investigated in Refs. [8, 22], cf. also [23].
Real–photon processes were considered in Ref. [24] before. In general the Compton amplitude consists of 18 basis
elements. For q21 = q
2
2 four spin–independent and eight spin–dependent distribution amplitudes contribute [8].
Their number reduces to two and four, respectively, for q21 = q
2
2 = 0.
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∫
d4x
2π2
eiqx
xνxµxτ
(x2 − iε)2 = 2
gνµqτ + gµτqν + gτνqµ
(q2 + iε)2
− 8 q
νqµqτ
(q2 + iε)3
.
In the generalized Bjorken region one obtains, noting that ξ = Q2/qp+, η = qp−/qp+,
T twist2µν (p+, p−, q) =
∫
Dz
{(
1
ξ + z+ + ηz− − iε −
1
ξ − z+ − ηz− − iε
)
F (1)µν (5.2)
+
(
1
(ξ + z+ + ηz− − iε)2 +
1
(ξ − z+ − ηz− − iε)2
)
F (2)µν
+
(
1
(ξ + z+ + ηz− − iε)3 −
1
(ξ − z+ − ηz− − iε)3
)
F (3)µν
+
(
1
ξ + z+ + ηz− − iε +
1
ξ − z+ − ηz− − iε
)
F
(1)
5,µν
+
(
1
(ξ + z+ + ηz− − iε)2 −
1
(ξ − z+ − ηz− − iε)2
)
F
(2)
5,µν
}
.
In this representation of Tµν we refer to the essential terms only. One may generalize Eq. (5.2)
accounting for current conservation explicitly. For the case of forward scattering this represen-
tation was given in Ref. [26].
The functions F
(k)
(5)µν(p+, p−, q; z+, z−) being (anti)symmetric w.r.t. the Lorentz indices are
given by
F (1)µν =
1
qp+
[
qαgµν − (gανqµ + gαµqν)
]
QJα(p2, p1)FJ(z+, z−), (5.3)
F (2)µν = −
(
1
qp+
)2[
gµνqp(z)− (qµpν(z) + qνpµ(z))
]
qαQJα(p2, p1)FJ(z+, z−),
F (3)µν = 8 qµqν
(
1
qp+
)3
qαQJα(p2, p1)F ′J(z+, z−), (5.4)
F
(1)
5,µν = iεµν
αβ qα
1
qp+
QJ,5β FJ,5(z+, z−), (5.5)
F
(2)
5,µν = −iεµνγβ qγpβ(z)
(
1
qp+
)2
qαQJ,5α (p2, p1)FJ,5(z+, z−), (5.6)
where p(z) is defined in Eq. (4.8). Let us remind that the functions FJ,(5) are taken in the limit
x2 → 0 and that F ′J(z+, z−) results from the Fourier transformation of ∂κ2−x2F . The distribution
amplitudes FJ,(5) and F
′
J are complex quantities in general. The representation of the LCE,
Eq. (2.3), implies due to its construction that the current conservation for the incoming and
outgoing photon
q2µT
µν = 0, T µνq1ν = 0 (5.7)
is not obeyed in explicit form yet. However, one may impose these conditions.
5.1.2 The forward scattering limit
In the limit of forward scattering, p− = p2 − p1 → 0, η = 0, the Compton amplitude does not
depend on the distribution amplitudes FP,(5)(z+, z−) anymore. Using the normalizations
u¯(p)u(p) = 2M, u¯(p)γµu(p) = 2pµ
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for the free hadronic Dirac spinors we obtain for the symmetric part of the Compton amplitude
T symµν =
(
gµν − p
µqν + pνqµ
pq
)∫
Dz (5.8)
×
{(
1
ξ + z+ − iε −
1
ξ − z+ − iε
)
− z+
(
1
(ξ + z+ − iε)2 +
1
(ξ − z+ − iε)2
)}
Gq(z+, z−)
+ 2qµqν
∫
Dz
(
1
(ξ + z+ − iε)3 −
1
(ξ − z+ − iε)3
)
G′
q
(z+, z−).
The z−–integral can be performed∫ +1−|z+|
−1+|z+|
dz−G
q(z+, z−) =
∫ +1−|z+|
−1+|z+|
dz−
∫ 1
0
dλ
λ2
gq
(
z+
λ
,
z−
λ
)
Θ(λ− |z+|)Θ(λ− |z−|)
=
∫ 1
0
dλ
λ
∫
d
(
z−
λ
)
gq
(
z+
λ
,
z−
λ
)
Θ(λ− |z+|)
≡
∫ sign(z+)
z+
dz′
z′
ĝq(z′). (5.9)
After partial integration of Eq. (5.8),
∫ +1
−1
dz+
z+
(ξ ± z+ − iε)2
∫ sign(z+)
z+
dz
z
ĝq(z) = ±
∫ +1
−1
dz+
1
ξ ± z+ − iε
[∫ sign(z+)
z+
dz
z
ĝq(z)− ĝq(z+)
]
,
we finally obtain
T symµν =
(
gµν − p
µqν + pνqµ
pq
)∫ 1
−1
dz+
(
1
ξ + z+ − iε −
1
ξ − z+ − iε
)
ĝq(z+)
+ 2qµqν
∫
Dz
(
1
(ξ + z+ − iε)3 −
1
(ξ − z+ − iε)3
)
G′
q
(z+, z−). (5.10)
In the same way we can treat the antisymmetric part of the Compton amplitude. Using the
normalization condition
u¯(p)γ5γβu(p) = −2Sβ , S2 = −M2 ,
we obtain analogously
T antisymµν = iεµν
γβ qγpβ
(pq)2
qS
∫ +1
−1
dz+
[
1
ξ + z+ − iε +
1
ξ − z+ − iε
] [∫ sign(z+)
z+
dz
z
ĝq5(z)− ĝq5(z+)
]
−iεµνγβ qγSβ
(pq)
∫ +1
−1
dz+
[
1
ξ + z+ − iε +
1
ξ − z+ − iε
] ∫ sign(z+)
z+
dz
z
ĝq5(z) (5.11)
5.1.3 Relations between structure functions
The hadronic tensor is related to the Compton amplitude for forward scattering by
Wµν =
1
2π
ImTµν . (5.12)
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In the case of purely electromagnetic interactions the Lorentz–structure of the hadronic tensor
is
Wµν = −gµνF1(x,Q2) + pµpν
pq
F2(x,Q
2) +
qµqν
pq
F4(x,Q
2) +
(pµqν + qνpµ)
pq
F5(x,Q
2)
+iεµνλσ
qλSσ
pq
g1(x,Q
2) + iεµνλσ
qλ (pqSσ − Sqpσ)
(pq)2
g2(x,Q
2) , (5.13)
where x ≡ xBj = ξ. Whereas the polarized structure functions in Eq. (5.13) form already the
minimal set, current conservation
qµWµν =Wµνq
ν = 0 (5.14)
relates the structure functions F4 and F5 to F1 and F2 by
F4(x,Q
2) =
1
4x2
[
2xF1(x,Q
2) + F2(x,Q
2)
]
, (5.15)
F5(x,Q
2) =
1
2x
F2(x,Q
2) . (5.16)
The forward Compton amplitude Eqs. (5.8) and (5.11) are related to the hadronic tensor
Eq. (5.13) using [25]
lim
ε→0+
1
(x± iε)n = P
1
xn
± (−1)n iπ
(n− 1)!δ
(n−1)(x) . (5.17)
We now assume that ĝq(5)(z+) are real functions. The tensor structure of Eq. (5.10) implies
F1(x,Q
2) = F5(x,Q
2) (5.18)
at leading order, from which, cf. Eq. (5.16), the Callan–Gross relation [21]
F2(x,Q
2) = 2xF1(x,Q
2) (5.19)
follows. Furthermore, one finds
F4(x,Q
2) =
1
x
F1(x,Q
2), (5.20)
which relates the distributions G′q(z+, z−) and G
q(z+, z−) for forward scattering at leading order.
The structure function F1 obtains the representation
F1(x,Q
2) =
1
2
[ĝq(x)− ĝq(−x)] . (5.21)
We suppressed, as in the preceding Section, the scale dependence of the functions ĝq(5). In lowest
order of perturbation theory the Q2–dependence of the structure functions results from the
identification µ2 = Q2. One may identify this representation with results being obtained in the
quark–parton model at leading order by defining
ĝq(x) =
Nf∑
q=1
e2qq(x) (5.22)
− ĝq(−x) =
Nf∑
q=1
e2qq(x) . (5.23)
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Here q(x) and q(x) denote the unpolarized quark and antiquark densities, respectively, and eq is
the electric charge of the quark.
We now turn to the polarized case. The Lorentz structure of the two tensors in Eq. (5.11)
refers to the structure functions g1+g2 and g2, respectively. After performing the z+–integration
one obtains for the twist–2 terms the Wandzura–Wilczek relation [19]
g2(x,Q
2) = −g1(x,Q2) +
∫ 1
x
dz
z
g1(z, Q
2), (5.24)
where
g1(x,Q
2) =
1
2
Nf∑
q=1
e2q [∆q(x) + ∆q(x)] (5.25)
and we identified
ĝq5(x) =
Nf∑
q=1
e2q∆q(x) (5.26)
ĝq5(−x) =
Nf∑
q=1
e2q∆q(x) . (5.27)
In the case of general electro–weak couplings also a second integral relation, Ref. [20], is obtained.
For both these relations the parameter–integrals relating the vector and scalar operators which
are discussed in Section 4 form the background in the present approach. The new derivation of
these relations outlined above could circumvent their usual derivation by means of the moments
in the local operator product expansion and leads to the integral form directly. We note that
recently also three integral relations for the twist–3 contributions to the polarized structure
functions gj|5j=1 for the case of forward scattering were found in lowest order in the coupling
constant, cf. Ref. [26]. Unlike the case for twist–2 [20] all the relations are integral relations
requiring an all-order resummation of the (M2/Q2)–terms.
5.2 Single–variable distributions
Up to now we have considered representations which contain two distribution parameters z+, z−.
In some connections another representation may be helpful. As an example let us introduce in
representation Eq. (5.2) a new variable t by z+ = t − ηz−. Then the integrations factorize and
we can write
T twist2µν (p+, p−, Q) =
∫ +∞
−∞
dt
{(
1
ξ + t− iε −
1
ξ − t− iε
)
Fˆ (1)µν (p+, p−, q; t, η) (5.28)
+
(
1
(ξ + t− iε)2 +
1
(ξ − t− iε)2
)
Fˆ (2)µν +
(
1
(ξ + t− iε)3 −
1
(ξ − t− iε)3
)
Fˆ (3)µν
+
(
1
ξ + t− iε +
1
ξ − t− iε
)
Fˆ
(1)
5,µν +
(
1
(ξ + t− iε)2 −
1
(ξ − t− iε)2
)
Fˆ
(2)
5,µν
}
.
Also within the functions F
(k)
(5),µν (p+, p−, q, FJ(z+, z−; p1p2, µ
2);µ2) the variables z+, z− have to be
transformed thereby changing these functions to FJ(5)(z+ = t− − ηz−, z−). Then the remaining
z−–integration can be performed to give
FˆJ(5)(t, η) =
∫ +1
−1
dz−Θ(1 + t− ηz− + z−)Θ(1 + t− ηz− − z−)
×Θ(1− t + ηz− + z−)Θ(1− t+ ηz− − z−)FJ(5)(z+ = t− ηz−, z−). (5.29)
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These new partition functions FˆJ and FˆJ,5 depend on the variables t and η and therefore we have
Fˆ
(k)
(5),µν(p+, p−, q; t, η;µ
2) = F
(k)
(5)µν
(
p+, p−, q, FˆJ(t, η;µ
2);µ2
)
. Obviously, in the limit of forward
scattering we obtain Fˆ
(k)
(5),µν(2p, 0, q; t, 0;µ
2). Note that the partition functions F, F ′ and F5 are
directly related to the partition functions f, f ′ and f5 which are defined by the matrix elements
of scalar and pseudo–scalar twist–2 quark operators, Eq. (4.4). This demonstrates again that
for the description of the virtual Compton scattering, at least in leading order, the properties of
the scalar operators are sufficient.
The renormalization of the twist–2 operators will be considered in the following Section. The
evolution equations of their expectation values are dealt with in Section 7.
6 Operators of twist–2 and their anomalous dimensions
In this section we discuss the renormalization properties of the twist–2 light–ray operators. As
has been shown above we can restrict these studies to the case of scalar operators for which any
free tensorial index of the various operators is saturated by multiplying with as many as necessary
vectors of x˜µ. Moreover, there holds the much wider statement that the operators Oa,twist2σ and
Oa,twist2 are completely equivalent concerning their renormalization properties. This can be seen
in the following way. We consider the renormalization group equation of the vector operator,
µ2
d
dµ2
Oa, twist2σ (κ1x˜, κ2x˜;µ
2) =
∫ κ1
κ2
dκ′1dκ
′
2γ(κ1, κ2; κ
′
1, κ
′
2;µ
2)Oa, twist2σ (κ
′
1x˜, κ
′
2x˜;µ
2) , (6.1)
cf. Eq. (6.20). Obviously, the scalar operator
Oa, twist2(κ1, κ2) = x˜
σOa, twist2σ (κ1, κ2) (6.2)
fulfills exactly the same renormalization group equation with the same anomalous dimension
kernel γ(κ1, κ2; κ
′
1, κ
′
2), since the multiplication of both sides by x˜
σ commutes both with the
differentiation on the left and with the integration on the right hand side. The same conclusion
can be drawn for the gluon operators.
Because the renormalization properties of the various twist–2 operators are independent of
their special Lorentz structure we restrict ourselves to the scalar operators. Contrary to the
previous considerations we will account for the flavor content of the operators because in the
flavor singlet case twist–2 quark and gluon operators mix under renormalization. To simplify
the subsequent considerations, and the necessary computations of Feynman diagrams, we apply
the axial gauge where the phase factors are U(κ1, κ2) = 1.
We consider the following scalar flavor non–singlet (NS) and singlet light–ray operators5:
ONS(κ1, κ2) = x˜
µ i
2
[
ψ(κ1x˜)λfγµψ(κ2x˜)− ψ(κ2x˜)λfγµψ(κ1x˜)
]
(6.3)
ONS5 (κ1, κ2) = x˜
µ i
2
[
ψ(κ1x˜)λfγ5γµψ(κ2x˜) + ψ(κ2x˜)λfγ5γµψ(κ1x˜)
]
(6.4)
Oq(κ1, κ2) = x˜
µ i
2
[
ψ(κ1x˜)γµψ(κ2x˜)− ψ(κ2x˜)γµψ(κ1x˜)
]
(6.5)
OG(κ1, κ2) = x˜
µ x˜ν 12
[
F a ρµ (κ1x˜)F
a
νρ(κ2x˜) + F
a ρ
µ (κ2x˜)F
a
νρ(κ1x˜)
]
(6.6)
5Possible trace terms vanish and the general dependence RT [O]S on the renormalization procedure is under-
stood but has been omitted here.
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Oq5(κ1, κ2) = x˜
µ i
2
[
ψ(κ1x˜)γ5γµψ(κ2x˜) + ψ(κ2x˜)γ5γµψ(κ1x˜)
]
(6.7)
OG5 (κ1, κ2) = x˜
µ x˜ν 12
[
F a ρµ (κ1x˜)F˜
a
νρ(κ2x˜)− F a ρµ (κ2x˜)F˜ aνρ(κ1x˜)
]
. (6.8)
Here λf denotes the generators of the flavor group SU(Nf ), where Nf is the number of active
quark flavors. The scalar operators Eqs. (6.3, 6.5) and (6.6) contribute in the case of unpolarized
Compton scattering, whereas the pseudo–scalar operators Eqs. (6.4, 6.7) and (6.8) are relevant
for Compton scattering off polarized hadrons.
6.1 General properties of non–local anomalous dimensions
We consider now some general properties of the anomalous dimensions of these operators which
hold at any order of perturbation theory and are relevant in the following. In order to cover the
general case we refer to the scalar singlet operators denoted by OA with A = (q, G). 6
The renormalization group equation under consideration reads:
µ2
d
dµ2
OA(κ1x˜, κ2x˜;µ
2) =
∫ κ1
κ2
dκ′1dκ
′
2γ
AB(κ1, κ2, κ
′
1, κ
′
2;µ
2)OB(κ′1x˜, κ
′
2x˜;µ
2) . (6.9)
γAB denotes the non–local anomalous dimension matrix which, through the strong coupling
constant αs(µ
2) = g2s(µ
2)/(4π), depends on the renormalization scale µ.7 Analogous relations
hold for the pseudo–scalar case. The non–singlet cases are covered by the respective projection
in flavor –space of the quark–quark submatrix.
Since the variables κi simply parametrize points on the light–ray these anomalous dimensions
are invariant under reparametrizations [28], i.e. under translations and scale transformations,8
γAB(κ1, κ2; κ
′
1, κ
′
2) = γ
AB(κ1 − κ, κ2 − κ; κ′1 − κ, κ′2 − κ) (6.10)
= λdABγAB(λκ1, λκ2;λκ
′
1, λκ
′
2) , (6.11)
where
dAB = 2 + dA − dB, (6.12)
with dA being the difference of the canonical and the κ–scale dimension of the operators O
A.
The latter is given by the number of factors x˜ emerging in the operator OA, i.e.,
dq = 1 and dG = 2 . (6.13)
Therefore, the number of relevant κ–parameters may be reduced by two. We consider two
(related) choices in order to normalize the anomalous dimension matrix, shifting by either κ1 or
κ+ and scaling by either (κ2 − κ1)−1 or (κ−)−1, respectively. One obtains
(κ2 − κ1)dABγAB(κ1, κ2; κ′1, κ′2) = γAB(0, 1;α1, 1− α2) ≡ K̂AB(α1, α2), (6.14)
4(κ−)
dABγAB(κ1, κ2; κ
′
1, κ
′
2) = 4γ
AB(−1,+1;w1, w2) ≡ K˜AB(w1 − w2, w1 + w2)(6.15)
6The respective relations hold synonymously for the three possible cases of non–singlet evolution equations [27]
which have to be suitably projected out. They are all equivalent in leading order, and two of them are even
equivalent in next-to-leading order.
7In the remaining part of this and the following section the explicit dependence on x˜ and µ2 will be suppressed
in the operators, anomalous dimensions and evolution kernels.
8These properties of the anomalous dimensions may be traced back to the independence of the renormalization
properties of the operators from shifting or scaling their arguments.
20
where α1 =
κ′1 − κ1
κ2 − κ1 , −α2 =
κ′2 − κ2
κ2 − κ1 , (6.16)
w1 = α1 − α2 = κ
′
+ − κ+
κ−
, w2 = 1− α1 − α2 = κ
′
−
κ−
, (6.17)
respectively. The variables κ′ are related to the parameters α and w by(
κ′1
κ′2
)
=
(
κ1(1− α1) + κ2α1
κ2(1− α2) + κ1α2
)
=
1
2
(
κ1(1− w1 + w2) + κ2(1 + w1 − w2)
κ1(1− w1 − w2) + κ2(1 + w1 + w2)
)
. (6.18)
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Figure 1: Integration ranges of the parameters (α1, α2) and (w1, w2), Eqs. (6.21, 6.22).
Therefore, it seems to be quite natural to introduce instead of the variables (κ′1, κ
′
2) as new
variables either (α1, α2) or (w1, w2). The integration measures are related by
Dκ′ = (κ2 − κ1)2Dα = 4(κ−)2Dw , (6.19)
where
Dκ′ ≡ dκ′1dκ′2Θ(κ1 − κ′1)Θ(κ′1 − κ2)Θ(κ1 − κ′2)Θ(κ′2 − κ2), (6.20)
Dα = D0α +D1α ≡ dα1dα2
[
Θ(α1)Θ(α2)Θ(1− α1 − α2) (6.21)
+ Θ(1− α1)Θ(1− α2)Θ(α1 + α2 − 1)
]
,
Dw = D+w +D−w ≡ 12 dw1dw2
[
Θ(1 + w1 − w2)Θ(1− w1 − w2)Θ(w2) (6.22)
+ Θ(1 + w1 + w2)Θ(1− w1 + w2)Θ(−w2)
]
.
The w–representation was derived in Ref. [5] for all orders in the coupling constant. The measures
Dα and Dw have been divided into two parts related by αi ↔ 1−αi and w2 ↔ −w2, respectively.
Usually only the first part (unshadowed in Fig. 1) is considered in the literature. Because of
symmetry requirements for the anomalous dimensions being discussed below this more general
representation proves, however, to be appropriate.
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Let us now consider the symmetry of the quark and gluon operators, and likewise of their
anomalous dimensions, under changing (κ1, κ2) ↔ (κ2, κ1) and (κ′1, κ′2) ↔ (κ′2, κ′1). Looking at
Eqs. (6.5 – 6.8) it is easily seen that
OA(κ1, κ2) = (−1)dAOA(κ2, κ1), (6.23)
OA5 (κ1, κ2) = −(−1)dAOA5 (κ2, κ1), (6.24)
holds. We first consider the scalar case. From Eq. (6.23) we obtain
γAB(κ1, κ2; κ
′
1, κ
′
2) = (−1)dABγAB(κ2, κ1; κ′2, κ′1) = (−1)dBγAB(κ1, κ2; κ′2, κ′1) . (6.25)
Using reparametrization invariance, Eqs. (6.10) and (6.11), we obtain
K̂AB(α1, α2) = K̂
AB(α2, α1) = (−1)dBK̂AB(1− α1, 1− α2), (6.26)
K˜AB(w1, w2) = K˜
AB(−w1, w2) = (−1)dBK˜AB(w1,−w2). (6.27)
The renormalization group equation (6.9) transforms into
µ2
d
dµ2
OA(κ1, κ2) =
∫
Dα (κ2 − κ1)dB−dAK̂AB(α1, α2)OB(κ′1, κ′2), (6.28)
µ2
d
dµ2
OA(κ1, κ2) =
∫
Dw (κ−)
dB−dAK˜AB(w1, w2)O
B(κ′1, κ
′
2)
=
1∫
0
dw2
1−w2∫
−1+w2
dw1 (κ−)
dB−dAK˜ABsym(w1, w2)O
B(κ′1, κ
′
2), (6.29)
using the kernels K̂AB(α1, α2) and K˜
AB(w1, w2), Eqs. (6.14, 6.15).
9 In the second line of
Eq. (6.29) we have taken into account the above decomposition (6.22) of the integration mea-
sure and the second of the equalities (6.27) to restrict the integration onto the usual range by
symmetrizing the anomalous dimension kernels in an appropriate way:
K˜ABsym(w1, w2) =
1
2
[
K˜AB0 (w1, w2) + (−1)dBK˜AB0 (w1,−w2)
]
. (6.30)
Here K˜AB0 (w1, w2) is defined in the range of the measure D+w only. Even more, with the help of
the first of the equalities (6.27) the w1–integration can be restricted to the range 0 ≤ w1 ≤ 1−w2.
Using these kernels we can write the renormalization group equation for the centered scalar
operators in terms of the variables w as follows:
µ2
d
dµ2
OA(−κ−, κ−) = 2
1∫
0
dw2
1−w2∫
0
dw1 κ
dB−dA
− K˜
AB
sym(w1, w2)O
B
(
(w1 − w2)κ−, (w1 + w2)κ−
)
. (6.31)
In terms of the α–variables these expressions are more lengthy.
In the pseudo–scalar case the sign in the last expression of Eqs. (6.25 – 6.27), as well as in
Eq. (6.30) has to be changed into −(−1)dB in accordance with Eq. (6.24), which also implies the
behavior of the sign functions σ
(±)
nn′ defined in Eq. (6.52) below. The corresponding kernels will
be denoted by ∆γ,∆K̂ and ∆K˜, respectively.
9To get rid of the unwanted κ–dependent factors in these equations, it seems to be reasonable to multiply
the scalar quark and gluon operators OA by (κ2 − κ1)dA or κdA− if the α– or w–representation has been chosen.
However, this does not really resolve the problem since an additional factor (1−α1−α2)−dB or w−dB2 is introduced
which multiplies the kernels K̂ and K˜, respectively.
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6.2 Relations between non–local and local anomalous dimensions
Obviously, the general statements proven here for the non–local operators and their anomalous
dimension kernels can be formulated for the local operators and their anomalous dimension
matrices, too. With the definition Eq. (2.9) of the local operators OΓn1n2 the renormalization
group equations read
µ2
d
dµ2
OAn1n2 =
∑
n′
1
, n′
2
γABn1,n2;n′1,n′2O
B
n′
1
n′
2
, (6.32)
with
γABn1,n2;n′1,n′2 =
∂n1
∂κn11
∂n2
∂κn22
∫ κ1
κ2
dκ′1
∫ κ1
κ2
dκ′2
(κ′1)
n′
1
n′1!
(κ′2)
n′
2
n′2!
γAB(κ1, κ2; κ
′
1, κ
′
2)
∣∣∣
κ1=κ2=0
. (6.33)
First of all we remark that the symmetry relation (6.25) is simply transformed into
γABn1,n2;n′1,n′2 = (−1)
dABγABn2,n1;n′2,n′1 = (−1)
dBγABn1,n2;n′2,n′1 . (6.34)
Furthermore, taking into account the reparametrization invariance, Eqs. (6.14) or (6.15), together
with the corresponding representation of κ′i, it is easily seen that the values of ni and n
′
i are
restricted by the relations
N = n1 + n2 = n
′
1 + n
′
2 + dB − dA , (6.35)
since otherwise the anomalous dimension vanishes. From this it is obvious that only those local
operators mix under renormalization which are specified by N . Therefore, we may choose
n1 = N − n, n2 = n; n′1 = N − n′, n′2 = n′ − dB + dA , (6.36)
and the local anomalous dimension can be written as
γABn1,n2;n′1,n′2 = γ
AB
N−n, n;N−n′, n′−dB+dA
≡ NγABnn′ . (6.37)
Now we go over to the variables κ± in place of (κ1, κ2) which are favored because of the relations
(6.15) and (6.17). For simplicity we perform the next steps for the non–singlet local anomalous
dimensions only. Analogous results are obtained in the singlet case. Let us define
O˜n1n2 = ∂
n1
+ ∂
n2
− O(κ1x˜, κ2x˜)|κ±=0 , (6.38)
γ˜n1,n2;n′1,n′2 = ∂
n1
+ ∂
n2
−
∫
Dw
(κ′+)
n′
1
n′1!
(κ′−)
n′
2
n′2!
K˜(w1, w2)
∣∣∣
κ±=0
, (6.39)
with the abbreviation ∂± ≡ ∂/∂κ±. Taking into account the representation of κ′± by Eq. (6.17)
and decomposing (κ′+)
n′
1 = (κ+ + w1κ−)
n′
1 we obtain
Nγnn′ ≡ γnn′ = ∂
N−n
+ ∂
n
−
(N − n′)!n′!
N−n′∑
l=0
(
N−n′
l
)
κN−n
′−l
+ κ
l+n′
−
∫
Dwwl1w
n′
2 K˜(w1, w2)
=
(
n
n′
) ∫
Dwwn−n
′
1 w
n′
2 K˜(w1, w2) . (6.40)
From this equation some remarkable facts can be read off which hold at any order of perturbation
theory. First of all, the local matrix of anomalous dimensions is triangular, i.e. n′ ≤ n and,
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secondly, it is universal, i.e., independent ofN . Thirdly, because in the case of forward scattering,
p− = 0, the variable κ+ disappears from the expressions, cf. Eq. (4.3), the relation N = n = n
′
is implied with the consequence that the diagonal elements of that matrix are the forward
anomalous dimensions. In the unpolarized case one obtains
γn =
1
2
(
1− (−1)n
) ∫ 1
0
dw2w
n
2
{
2
∫ 1−w2
0
dw1K˜0(w1, w2)
}
. (6.41)
The anomalous dimensions vanish for even values of n.10
Since the local anomalous dimensions in the forward case are moments of the splitting func-
tions, the latter are given by
P (z) = 2
∫ 1−z
0
dw1K˜0(w1, z) (6.42)
performing the inverse Mellin transformation. Here z denotes the partonic momentum fraction.
Analogous relations hold in the pseudo–scalar case, with the difference that now the even values of
n are to be taken. These considerations show the value of the w–representation, which naturally
introduces a partial diagonalization in the variable w2 through the Mellin transformation. It
becomes also evident that the w1–dependence is related to the off–diagonality of the anomalous
dimension matrix.
Let us now consider the local anomalous dimensions for the singlet case. The local scalar
light–ray operators are given by
NO˜qn = ∂
N−n
+ ∂
n
−O
q(κ1x˜, κ2x˜)
∣∣∣
κ±=0
with 0 ≤ n ≤ N, (6.43)
NO˜Gn−1 = ∂
N−n
+ ∂
n−1
− O
G(κ1x˜, κ2x˜)
∣∣∣
κ±=0
with 1 ≤ n ≤ N, (6.44)
where N + 1 equals the total spin of the local operators mixing under renormalization. The
difference between quark and gluon operators results from the fact that their κ–scale dimensions
equals dq = 1, dG = 2. Obviously,
NOq0 has no counterpart to mix with. This situation can be
resolved if
(Oq, OG) ≡ (∂−Oq, OG) (6.45)
is used instead of (Oq, OG). The corresponding renormalization group equations read
µ2
d
dµ2
NOAn−1 =
n∑
n′=1
NγAB
n−1, n′−1
NOBn′−1 with 1 ≤ n, n′ ≤ N, (6.46)
where the local anomalous dimension matrix NγAB
n−1, n′−1
is given by
NγAB
n−1, n′−1
=
(
n−1
n′−1
) ∫
Dwwn−n
′
1 w
n′−1
2 K˜
AB
(w1, w2) . (6.47)
in accordance with Eq. (6.40). Of course the same conclusions concerning the triangularity,
universality and the eigenvalues of these anomalous dimension matrices can be drawn as in the
10 The reader should be reminded that usually in the definition of the forward anomalous dimensions, Eq. (6.41),
the value of n is shifted to n− 1. To choose the Mellin transform with the power (n− 1) rather than the power n
is motivated by the interpretation of this quantity in terms of an angular momentum variable. However, choosing
n, as we have done here, leads to more compact representations.
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non–singlet case above. However, the connection with the kernels K˜AB(w1, w2) by no means
is trivial. However, computing the elements of the usual local anomalous dimension matrix
γABn n′ individually, taking into account that only operators of the same value of N mix under
renormalization, one obtains the (infinite) triangular matrices [29]
γqqnn′ =
(
n
n′
)
σ
(−)
nn′
∫ 1
0
dw2w
n′
2
{
2
∫ 1−w2
0
dw1w
n−n′
1 K˜
qq
0 (w1, w2)
}
, (6.48)
γqGnn′ = n
(
n−1
n′−1
)
σ
(−)
nn′
∫ 1
0
dw2w
n′−1
2
{
2
∫ 1−w2
0
dw1w
n−n′
1 K˜
qG
0 (w1, w2)
}
, (6.49)
γGqnn′ =
1
n
(
n
n′
)
σ
(−)
nn′
∫ 1
0
dw2w
n′
2
{
2
∫ 1−w2
0
dw1w
n−n′
1 K˜
Gq
0 (w1, w2)
}
, (6.50)
γGGnn′ =
(
n−1
n′−1
)
σ
(−)
nn′
∫ 1
0
dw2w
n′−1
2
{
2
∫ 1−w2
0
dw1w
n−n′
1 K˜
GG
0 (w1, w2)
}
, (6.51)
with
σ
(±)
nn′ =
1
4
(
1 + (−1)n−n′
)(
1± (−1)n′−2dB
)
= 14(1± (−1)n)(1± (−1)n
′
), (6.52)
and 1 ≤ n, n′ ≤ ∞; σ(+)nn′ emerges in the pseudo–scalar case.11 The difference of the sign due
to (−1)dB is compensated by an additional factor −(−1)dB which results from the different
powers of w2 in Eqs. (6.48 – 6.51). The eigenvalues of these triangular matrices are given by
their diagonal elements γABnn . In a way similar to Eq. (6.42) the splitting functions in the case of
forward scattering are obtained for the singlet case [13, 29]
PAB(z) = 2
∫ 1
0
dw O˜AB(w, z)
∫ 1−w
0
dw1 K˜
AB
0 (w1, w), (6.53)
(no summation) with
O˜AB(w, z) =
(
δ(w − z) ∂wδ(w − z)
θ(w − z)/z δ(w − z)/z
)
. (6.54)
With respect to the cross terms an additional differentiation or integration has been introduced to
remove the factors n or 1/n, followed by partial integration or changing the order of integration,
respectively. The consideration of the pseudo–scalar case follows the same line of reasoning.
6.3 Anomalous dimensions of twist–2 operators at O(αs)
After this general exposition we turn to the explicit calculation for the above operators (6.3 –
6.8) in O(αs). We will consider first the unsymmetrized singlet anomalous dimensions K̂AB0
and ∆K̂AB0 for the unpolarized and the polarized case, respectively, in the α–representation.
Here the parameters (α1, α2) are nothing but the usual Feynman parameters appearing in the
calculation of the corresponding Feynman diagrams. As far as relations are concerned which are
valid both for the unpolarized and polarized case we will, for brevity, only give the results for
the unpolarized case in the following. The non–singlet anomalous dimensions obey in leading
order
K̂NS0 = ∆K̂
NS
0 = K̂
qq
0 = ∆K̂
qq
0 . (6.55)
11Note that according to our above convention on n the local anomalous dimensions are defined in the unpo-
larized case at odd integers n and n′, whereas they are defined at even integers in the polarized case in difference
to other conventions in the literature.
25
For brevity we use the convention that the common factors resulting from the order of pertur-
bation theory, as αs/(2π), and from the Θ–structure of the different integration measures will
be separated off from the anomalous dimension kernels. Then without introducing new symbols
for the reduced kernels K̂qq0 (α1, α2) we obtain
KAB(1) (α1, α2, κ−) =
αs(µ
2)
2π
(κ2 − κ1)dB−dA
(
Θ(α1)Θ(α2)Θ(1− α1 − α2)K̂AB0 (α1, α2) (6.56)
+ (−1)dBΘ(1− α1)Θ(1− α2)Θ(α1 + α2 − 1)K̂AB0 (1− α1, 1− α2)
)
.
For the unsymmetrized kernels K̂AB0 (α1, α2) in leading order we get:
1) Unpolarized anomalous dimensions
K̂qq0 (α1, α2) = CF
{
1− δ(α1)− δ(α2) + δ(α1)
[
1
α2
]
+
+ δ(α2)
[
1
α1
]
+
+ 3
2
δ(α1)δ(α2)
}
, (6.57)
K̂qG0 (α1, α2) = − 2NfTR {1− α1 − α2 + 4α1α2} , (6.58)
K̂Gq0 (α1, α2) = − CF {δ(α1)δ(α2) + 2} , (6.59)
K̂GG0 (α1, α2) = CA
{
4(1− α1 − α2) + 12α1α2 + δ(α1)
( [
1
α2
]
+
− 2 + α2
)
(6.60)
+ δ(α2)
( [
1
α1
]
+
− 2 + α1
)}
+ 12β0 δ(α1)δ(α2),
where CF = (N
2
c − 1)/2Nc ≡ 4/3, TR = 1/2, CA = Nc ≡ 3, and the β–function in leading order,
β0 = (11CA − 4TRNf )/3. 12 The [ ]+–prescription is defined as∫ 1
0
dx [f(x, y)]+ ϕ(x) =
∫ 1
0
dxf(x, y) [ϕ(x)− ϕ(y)] , (6.61)
if the singularity of f is of the type ∼ 1/(x− y).
2) Polarized anomalous dimensions
∆K̂qq0 (α1, α2) = K̂
qq
0 (α1, α2), (6.62)
∆K̂qG0 (α1, α2) = −2NfTR {1− α1 − α2} , (6.63)
∆K̂Gq0 (α1, α2) = −CF {δ(α1)δ(α2)− 2} , (6.64)
∆K̂GG0 (α1, α2) = K̂
GG
0 (α1, α2)− 12CAα1α2. (6.65)
Here (−1)dB has to be changed into −(−1)dB in Eq. (6.56).
The anomalous dimensions for the polarized case have been derived for the first time in our
previous paper [13] and were later confirmed in Ref. [31]. Those for the unpolarized case have
been found several years before in Refs. [28, 18] already. In Ref. [28] also the necessity of the
symmetrization Eq. (6.30) has been pointed out. The kernels K̂AB and ∆K̂AB determine the
respective evolutions of the operators ONS(5) , O
q
(5), and O
G
(5) according to Eq. (6.28) in O(αs).
As we have seen above the w–representation reveals important properties of the kernels. It
has been proven as a general representation in [5]. The connection between the w–variables and
12Note that the emergence of the term containing β0 is due to self–energy graphs only and does not induce
scale breaking effects at this order, [30].
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the α–variables are given by Eqs. (6.17). Using these relations we get the following expressions
for the anomalous dimensions:
KAB(1) (w1, w2, κ−) =
αs(µ
2)
4π
(κ−)
dB−dA
(
Θ(1− w2 − w1)Θ(1− w2 + w1)Θ(w2)K˜AB0 (w1, w2)
+ (−1)dBΘ(1 + w2 − w1)Θ(1 + w2 + w1)Θ(−w2)K˜AB0 (w1,−w2)
)
. (6.66)
For the unsymmetrized anomalous dimension kernels in leading order we obtain:
1) Unpolarized anomalous dimensions
K˜qq0 (w1, w2) = CF
{
1− 2δ(1− w2 + w1)
(
1− 2
(1− w2 − w1)+
)
(6.67)
−2δ(1− w2 − w1)
(
1− 2
(1− w2 + w1)+
)}
+ 3CF δ(1− w2)δ(w1),
K˜qG0 (w1, w2) = −2NfTR{w2 + (1− w2)2 − w21}, (6.68)
K˜Gq0 (w1, w2) = −2CF{δ(1− w2)δ(w1) + 1}, (6.69)
K˜GG0 (w1, w2) = CA
{
4w2 + 3
(
(1− w2)2 − w21
)
− 2δ(1− w2 + w1)
(
1 + w2 − 2
(1− w2 − w1)+
)
−2δ(1− w2 − w1)
(
1 + w2 − 2
(1− w2 + w1)+
)}
+ β0δ(1− w2)δ(w1). (6.70)
2) Polarized anomalous dimensions
∆K˜qq0 (w1, w2) = K˜
qq
0 (w1, w2), (6.71)
∆K˜qG0 (w1, w2) = −2NfTR{w2}, (6.72)
∆K˜Gq0 (w1, w2) = −2CF{δ(1− w2)δ(w1)− 1}, (6.73)
∆K˜GG0 (w1, w2) = K˜
GG
0 (w1, w2) + 3CA
(
w21 − (1− w2)2
)
. (6.74)
Again the factor (−1)dB in Eq. (6.66) has to be changed into −(−1)dB .
Using Eqs. (6.48 – 6.51, 6.67 – 6.70), as well as Eqs. (6.62 –6.65, 6.71 – 6.74) in the pseudo–
scalar case, we now derive the anomalous dimensions which are obtained in the local LCE directly
from the non–local evolution kernels. Thereby the well–known relations
∫ 1
0
dw2
wn2
(w2 − 1)+ =
n−1∑
ℓ=0
1
ℓ+ 1
= ψ(n+ 1) + γE (6.75)∫ 1
0
dw2w
a
2(1− w2)b =
a!b!
(a + b+ 1)!
= B(a + 1, b+ 1), (6.76)
are used. Here ψ(x) = d log(Γ(x))/dx, γE denotes the Euler–Mascheroni constant, and B(a, b)
Euler’s Beta-function. Again a common factor
αs
2π
× 2σ(−)nn′ and
αs
2π
× 2σ(+)nn′ (6.77)
in the unpolarized and polarized case will be suppressed, respectively.
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1) Unpolarized anomalous dimensions: 13
γqqnn′ = CF
{[
1
2
− 1
(n+ 1)(n+ 2)
+ 2
n+1∑
j=2
1
j
]
δnn′ −
[
1
(n+ 1)(n+ 2)
+
2
n− n′
n′ + 1
n+ 1
]
θnn′
}
(6.78)
γqGnn′ = −NfT
1
(n + 1)(n+ 2)(n+ 3)
[
(n2 + 3n+ 4)− (n− n′)(n + 1)
]
, (6.79)
γGqnn′ = −CF
1
n(n+ 1)(n+ 2)
[
(n2 + 3n+ 4)δnn′ + 2θnn′
]
, (6.80)
γGGnn′ = CA
{[
1
6
− 2
n(n + 1)
− 2
(n + 2)(n+ 3)
+ 2
n+1∑
j=2
1
j
+
2NfT
3CA
]
δnn′ (6.81)
+
[
2
(
2n+ 1
n(n+ 1)
− 1
n− n′
)
− (n− n′ + 2)
(
1
n(n+ 1)
+
1
(n+ 2)(n+ 3)
)]
θnn′
}
,
with the following notation
σ
(±)
nn′ =
1
4(1± (−1)n)(1± (−1)n
′
)
θnn′ =
{
1 for n′ < n,
0 otherwise .
From this it becomes obvious that the symmetrization (6.26) and (6.27) of the anomalous di-
mension kernels only results into the property of the local anomalous dimension matrices being
either odd–odd or even–even for the unpolarized or polarized case, respectively.
2) Polarized local anomalous dimensions:
∆γqqnn′ = γ
qq
nn′, (6.82)
∆γqGnn′ = −NfT
n′
(n+ 1)(n+ 2)
, (6.83)
∆γGqnn′ =
1
(n+ 1)(n+ 2)
[
(n+ 3)δnn′ − 2
n
θnn′
]
, (6.84)
∆γGGnn′ = CA
{[
1
6
− 4
(n+ 1)(n+ 2)
+ 2
n+1∑
j=2
1
j
+
2NfT
3CA
]
δnn′ (6.85)
+
[
2
(
2n+ 1
n(n + 1)
− 1
n− n′
)
− (n− n′ + 2) 2
(n+ 1)(n+ 2)
]
θnn′
}
.
As already noted in Section 6.1 the well–known forward anomalous dimensions are obtained as
the diagonal elements of Eqs. (6.78 – 6.81, 6.82 – 6.85).
The explicit computation of the anomalous dimensions is straightforward. In lowest order
we have to determine the one–particle irreducible one–loop Feynman diagrams containing the
considered operators as the first vertex. The new Feynman rules and an example of a calculation
in the covariant gauge in the unpolarized case has been presented in [28]. Here we have performed
the calculation in axial gauge which leads to essential simplifications in this order of perturbation
theory. A sample calculation is given in Appendix B.
13In comparing these expressions with the values given in the literature [32, 33] the above mentioned shift of
(n, n′) into (n− 1, n′ − 1) sometimes has to be taken into account.
28
7 Evolution equations and evolution kernels
The distribution amplitudes and partition functions defined in Section 4 have to be determined
experimentally at a given factorization scale µ20. Their evolution in µ
2, however, can be described
within perturbative QCD and is ruled by renormalization group equations. In this Section we
discuss generic evolution equations which directly follow from the renormalization group equation
(6.9).
7.1 General properties of twist–2 evolution equations
Let us first discuss general properties of the evolution equations and their kernels at any order of
perturbation theory. For simplicity we restrict the discussion to the non–singlet (NS) case since
the arguments in the singlet case are quite analogous.
The evolution equations of the partition functions in question are consequences of the renor-
malization group equations of the complete twist–2 operators, i.e. including the trace terms which
are proportional to x˜σ. These operators are summed up local operators of definite twist. Despite
the fact that the vector operator Otwist2σ and the scalar operator O
twist2 = x˜σOtwist2σ (κ1x˜, κ2x˜)
fullfil the same renormalization group equation (6.1), as has been shown above, the evolution
equations of their matrix elements are different.
For general values of the arguments κ1, κ2 the operator matrix elements read
〈p2|Otwist2(κ1x, κ2x)|p1〉 = if˜J(κ−xp+, κ−xp−, κ2−x2, p1p2, µ2)eiκ+xp−QJ(x; p2, p1) (7.1)
and
〈p2|Oµ, twist2(κ1x, κ2x)|p1〉 = iQJµ(p2, p1)F˜J(κ−xp+, κ−xp−, κ+xp−, κ2−x2, p1p2, µ2) (7.2)
+ iQJ (x; p2, p1)i
{
κ−p
µ
−∂κ−xp− + κ+p
µ
−∂κ+xp− + κ−p
µ
+∂κ+xp− + 2x
µκ2−∂κ2−x2
}
×F˜J , (κ−xp+, κ−xp−, κ2−x2, p1p2, µ2)
which is nothing but the Eq. (4.10) in the coordinate space.
Whereas for the representation of the Compton amplitude the operators and their matrix
elements can be taken at arbitrary values of x, cf. Section 5, for the renormalization properties
considered in Section 6, it is essential that the operators are defined on the light–ray x˜, x˜2 = 0.
Furthermore, in the subsequent considerations the operators have to be taken on the light–ray
at general values of κi .
The matrix elements of the scalar operators ONS obey the renormalization group equation
µ2
d
dµ2
〈p2|ONS(κ1x˜, κ2x˜)|p1〉 =
∫
d2κ′ γNS(κ1, κ2; κ
′
1, κ
′
2)〈p2|ONS(κ′1x˜, κ′2x˜)|p1〉 (7.3)
and correspondingly for ONS5 with γ
NS
5 ≡ ∆γNS. Having in mind the kinematic decomposition
of the matrix elements, Eqs. (4.4, 7.1) we get renormalization group equations for the partition
functions in coordinate space, f˜J , separately:
µ2
d
dµ2
f˜J(κ−x˜p+, κ−x˜p−)e
iκ+x˜p− =
∫
d2κ′ γNS(κ1, κ2; κ
′
1, κ
′
2) f˜J(κ
′
−x˜p+, κ
′
−x˜p−)e
iκ′+x˜p− . (7.4)
In the same way we obtain the renormalization group equations for the matrix elements of the
twist–2 vector operator (7.2) and the corresponding partition functions F˜J . After the kinematic
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decomposition the operator relation Eq. (3.8) implies
µ2
d
dµ2
F˜J(κ−x˜p+, κ−x˜p−, κ+x˜p−) =
∫
d2κ′ γNS(κ1, κ2; κ
′
1, κ
′
2) F˜J(κ
′
−x˜p+, κ
′
−x˜p−, κ
′
+x˜p−) .
(7.5)
By differentiation w.r.t. x˜p− and x˜p+ the equations
µ2
d
dµ2
[
κ′−∂κ′−x˜p− + κ
′
+∂κ′+x˜p−
]
F˜J =
∫
d2κ′ γNS(κ1, κ2; κ
′
1, κ
′
2)
[
κ−∂κ−x˜p− + κ+∂κ+x˜p−
]
F˜J , (7.6)
µ2
d
dµ2
[
κ−∂κ−x˜p+
]
F˜J =
∫
d2κ′ γNS(κ1, κ2; κ
′
1, κ
′
2)
[
κ′−∂κ′−x˜p+
]
F˜J , (7.7)
are obtained with the same arguments as in Eq. (7.5). The renormalization group equations are
valid in the limit x→ x˜, i.e. x2 = 0. Therefore a further relation
µ2
d
dµ2
[
κ2−∂κ2−x2F˜ (κ−xp+, κ−xp−, κ+xp−, κ
2
−x
2)
]
x→x˜
(7.8)
=
∫
d2κ′ γ˘NS(κ1, κ2; κ
′
1, κ
′
2)
[
κ′
2
−∂κ′2−x2F˜ (κ
′
−xp+, κ
′
−xp−, κ
′
+xp−, κ
′2
−x
2)
]
x→x˜
holds. Here we will not discuss this special evolution equation in detail. We remark however
that the corresponding anomalous dimension belongs to the operator
O′(κ1x˜, κ2x˜) = x˜
∗ ∂
∂x
i
2[ψ(κ1x)(xγ)U(κ1, κ2)ψ(κ2x)− ψ(κ2x)(xγ)U(κ1, κ2)ψ(κ1x)]|x→x˜ (7.9)
and has to be calculated independently. Here x˜∗ denotes a second independent light–like vector
which obeys x˜∗x˜ = 1.
Note that there are two evolution equations, (7.4) and (7.5), for different partition functions
which are non–trivially related by
F˜J(κ−x˜p+, κ−x˜p−, κ+x˜p−) =
∫ 1
0
dλ f˜J(λκ−x˜p+, λκ−x˜p−)e
iλκ+x˜p− . (7.10)
We finally show that this relation is compatible with applying the renormalization group oper-
ator. The evolution equation for F˜J reads
µ2
d
dµ2
∫ 1
0
dλf˜J(λκ−x˜p+, λκ−x˜p−)e
iλκ+x˜p− =
∫
d2κ′
∫ 1
0
dλγNS(λκ, κ′)f˜J(κ
′
−x˜p+, κ
′
−x˜p−)e
iκ′+x˜p−
in the representation of Eq. (7.10). Changing the integration variables κ′ = λκˆ and applying the
scaling relation Eq. (6.11) for the anomalous dimensions
γ(λκ, λκˆ) = λ−2γ(κ, κˆ) , (7.11)
we obtain
µ2
d
dµ2
∫ 1
0
dλ fJ(λκ−x˜p+, λκ−x˜p−, λκ+x˜p−) =
∫
d2κˆ γNS(κ, κˆ)
∫ 1
0
dλ fJ(λκˆ−x˜p+, λκˆ−x˜p−)e
iλκˆ+x˜p−,
which is the evolution equation (7.5). This shows that Eq. (7.5) and Eq. (7.4) are equivalent.
The evolution equations (7.4 – 7.7) yield already a complete description in the non–singlet case.
However, commonly the evolution of parton densities or distribution amplitudes is described
in terms of functions which depend on the related momentum fractions. This description is
obtained after a Fourier transformation of the above functions to the functions f(z+, z−) and
F (z+, z−) which have been introduced in Section 4 before. In the following we will consider the
evolution equations of these quantities.
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7.2 Two-Variable Equations
In this paragraph we derive the evolution equations for the double distribution amplitude in the
singlet case. Let us start our consideration with the double–variable distributions f
q(2)
J (z+, z−)
and f
G(2)
J (z+, z−). In accordance with Eqs. (4.4) and (4.22) we use the kinematic decompositions:
κ−〈p2|Oq, twist2(−κ−x˜, κ−x˜|p1〉 = (x˜p+)−1f˜ q(2)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1), (7.12)
κ2−〈p2|OG, twist2(−κ−x˜, κ−x˜)|p1〉 = (x˜p+)−1f˜G(2)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1). (7.13)
Combining both cases we use the notation f˜A, where A = q, G, thereby suppressing the index
(2). We are interested in the evolution equations for the physically relevant Fourier transforms
fAJ (z+, z−) =
∫ ∞
−∞
dκ−x˜p−
2π
∫ ∞
−∞
dκ−x˜p+
2π
f˜AJ (κ−x˜p+, κ−x˜p−)e
iκ−x˜(p+z++p−z−), (7.14)
where variables being irrelevant for the present considerations have been omitted. In order to get
the evolution equations for the singlet case in z–space we have to perform a Fourier transform
of the equations analogous to (7.4). We take matrix elements of the renormalization group
equations (6.29) with the corresponding evolution kernels
KAB(w1, w2, κ−) = κ
dB−dA
− K˜
AB(w1, w2) (7.15)
and perform the Fourier transform to get the evolution equations for fAJ . Inserting the definition
(4.14) into the right hand side we obtain
µ2
d
dµ2
f
A(2)
J (z+, z−) =
∫ ∞
−∞
dκ−x˜p+
2π
∫ ∞
−∞
dκ−x˜p−
2π
ei(κ
′
+−κ+)x˜p−eiκ−x˜(p+z++p−z−) (7.16)
×
∫
DwKAB(w1, w2, κ−)κ
dA
−
∫
Dz′ (κ′−)
−dBe−iκ
′
−
x˜(p+z′++p−z
′
−
)f
B(2)
J (z
′
+, z
′
−) .
Carrying out the integration over d(κ−x˜p±) we get
µ2
d
dµ2
f
A(2)
J (z+, z−) =
∫
DwK˜AB(w1, w2)w
−dB
2
×
∫
dz′−dz
′
+δ(z−−w2z′−+ w1)δ(z+−w2z′+)fB(2)J (z′+, z′−). (7.17)
This finally leads to
µ2
d
dµ2
f
A(2)
J (z+, z−) =
∫
Dz′ΓAB(z+, z−, z
′
+, z
′
−)f
B(2)
J (z
′
+, z
′
−), (7.18)
ΓAB(z+, z−, z
′
+, z
′
−) =
1
|z′+|
K˜AB
(
w1 = −z− + z+
z′+
z′−, w2 =
z+
z′+
)(
z′+
z+
)dB
. (7.19)
Now we consider the kinematic decomposition for the first parametrization:
〈p2|Oq, twist2(−κ−x˜, κ−x˜)|p1〉 = if˜ q(1)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1) (7.20)
〈p2|OG, twist2(−κ−x˜, κ−x˜)|p1〉 = i(ix˜p+)f˜G(1)J (κ−x˜p+, κ−x˜p−, p1p2, µ2)QJ(x˜; p2, p1). (7.21)
The derivation of the evolution equations for the distribution amplitudes Eqs. (7.20,7.21) follows
the same line. The only difference is that the integration with respect to κ−x˜p+ does not lead
directly to the δ-function and one obtains
µ2
d
dµ2
fAJ (z+, z−) =
∫
Dz′ ΓAB(1)(z+, z−; z
′
+, z
′
−)f
B
J (z
′
+, z
′
−), (7.22)
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with
ΓAB(1)(z+, z−; z
′
+, z
′
−) =
∫
DwO˜AB(z+ − w2z′+)K˜AB
(
w1,w2
)
δ(z− − w2z′− + w1), (7.23)
(no summation), where O˜AB is given by
O˜AB(z) =
1
2π
∫ dκ+x˜p+
(iκ−x˜p+)dB−dA
eiκ−x˜p+z =

δ(z) for dB − dA = 0
∂zδ(z) for dB − dA = 1
1
2ε(z) for dB − dA = −1.
(7.24)
Here ε(z) denotes the sign–function, cf. Eqs. (8.15, D.4).
7.3 One-Variable Equations
The equations given above cover the most general case. These equations depend on two partition
variables z+ and z−. The question arises whether it is possible to express them in terms of single–
variable distributions imposing a one–parameter constraint. Having (physical) scale invariance
in mind it is reasonable to introduce a kinematic condition by
τ =
x˜p−
x˜p+
, (7.25)
under which the evolution equations are derived. This approach has been outlined in [5, 13]. It
is possible to define the matrix elements formally by
〈p2|Oq(−κ−x˜, κ−x˜)|p1〉
(ix˜p+)
∣∣∣∣∣
x˜p−=τ x˜p+
=
∫ +∞
−∞
dte−iκ−x˜p+tΦq(t, τ), (7.26)
〈p2|OG(−κ−x˜, κ−x˜)|p1〉
(ix˜p+)2
∣∣∣∣∣
x˜p−=τ x˜p+
=
∫ +∞
−∞
dte−iκ−x˜p+t tΦG(t, τ) . (7.27)
Here Φ(t, τ) denotes, in the above sense, a partition function which in the limit τ → −1 tends to
the standard Brodsky–Lepage wave function. Note that the parameter τ is related to x–space.
This parameter may change into the purely kinematic variable η = qp−/qp+ in some applications
after a Fourier transform. In Eq. (5.29)∫
Dzδ(z+ − t+ ηz−)fA(1)J (z+ = t− ηz−, z−) = fˆA(1)J (t, η)tdA−1, (7.28)
η occurs naturally as a variable in momentum space. The reverse formula reads
f
A(1)
J (z+, z−) =
1
(2π)2
∫ +∞
−∞
dt
∫ +∞
−∞
dη
|z−|
η2
exp
{
i
z−(z+ − t)
η
}
tdA−1fˆ
A(1)
J (t, η). (7.29)
Eq. (7.29) has been derived by assuming, that the restrictions of the support are completely
included into the definition of the functions fˆ
A(1)
J (t, η). This can be achieved using the repre-
sentation (8.15) for the Heaviside–functions and performing the limits limε→0+ later on, cf. [34].
One may equally well consider the set of one–variable functions fˆ
A(1)
J (t, η) instead of the two–
variable functions f
A(1)
J (z+, z−). Although the Compton amplitude depends on the functions
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F
A(1)
J (z−, z+) our evolution equations for simplicity have been formulated with the help of the
functions f
A(1)
J (z−, z+). However, both are related by
F
A(1)
J (z+, z−) =
∫ 1
0
dλ
λ2
f
A(1)
J
(
z+
λ
,
z−
λ
)
Θ(λ− |z+|)Θ(λ− |z−|).
The relation for f
A(1)
J corresponding to Eq. (7.28) reads
F̂
A(1)
J (t, η)t
dA−1 =
∫
DzF
A(1)
J (z+, z−)δ(z+ − t+ ηz−), (7.30)
which yields
F̂
A(1)
J (t, η) =
∫ 1
0
dλ
λ
f̂
A(1)
J
(
t
λ
, η
)(
t
λ
)dA−1
. (7.31)
We finally obtain the one–parameter evolution equations for the functions fNSJ and f
A(1)
J :
µ2
d
dµ2
f̂NSJ (t, τ) =
∫ +∞
−∞
dt′V NSext (t, t
′, τ)f̂NSJ (t
′, τ), (7.32)
µ2
d
dµ2
f̂
A(1)
J (t, τ) =
∫ +∞
−∞
dt′V ABext (t, t
′, τ)f̂
B(1)
J (t
′, τ), (7.33)
with f̂NSJ = f̂
qi
J − f̂ qjJ . The corresponding extended kernels V ABext (t, t′, τ) read
V ABext (t, t
′, τ) =
∫ 1
0
dα1
∫ 1−α1
0
dα2K̂
AB(α1, α2)
∫ +∞
−∞
d(κx˜p+)
2π
× (iκx˜p+)dB−dA t
′dB
tdA
exp
{
iκx˜p+
[
t− (1− α1 − α2)t′ + τ(α1 − α2)
]}
. (7.34)
They obey the scaling relation
V ABext (t, t
′, τ) = V ABext (t, t
′,−τ) = 1
τ
V ABext
(
t
τ
,
t′
τ
, 1
)
. (7.35)
For convenience we rewrite the general expressions for the evolution kernels in the variables
x =
1
2
(
1 +
t
τ
)
, x =
1
2
(
1− t
τ
)
, y =
1
2
(
1 +
t′
τ
)
, y =
1
2
(
1− t
′
τ
)
. (7.36)
In one–loop approximation they are given by
V ABext (t, t
′, τ) =
αs(µ
2)
2π
V AB0,ext(t, t
′, τ) (7.37)
where
V qq0,ext(t, t
′, τ) =
1
2τ
{
V qq(x, y)ρ(x, y) + V qq(x, y)ρ(x, y) + 3
2
CF δ(x− y)
}
(7.38)
V qG0,ext(t, t
′, τ) =
1
2τ
(
2y − 1
2
){
V qG(x, y)ρ(x, y)− V qG(x, y)ρ(x, y)
}
(7.39)
V Gq0,ext(t, t
′, τ) =
1
2τ
(
2
2x− 1
){
V Gq(x, y)ρ(x, y)− V Gq(x, y)ρ(x, y)
}
(7.40)
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V GG0,ext(t, t
′, τ) =
1
2τ
(
2y − 1
2x− 1
){
V GG(x, y)ρ(x, y) + V GG(x, y)ρ(x, y)
}
(7.41)
+
1
2τ
1
2
β0δ(x− y)
∆V qq0,ext(t, t
′, τ) = V qqext(t, t
′, τ) (7.42)
∆V qG0,ext(t, t
′, τ) =
1
2τ
(
2y − 1
2
){
∆V qG(x, y)ρ(x, y)−∆V qG(x, y)ρ(x, y)
}
(7.43)
∆V Gq0,ext(t, t
′, τ) =
1
2τ
(
2
2x− 1
){
∆V Gq(x, y)ρ(x, y)−∆V Gq(x, y)ρ(x, y)
}
(7.44)
∆V GG0,ext(t, t
′, τ) =
1
2τ
(
2y − 1
2x− 1
){
∆V GG(x, y)ρ(x, y) + ∆V GG(x, y)ρ(x, y)
}
(7.45)
+
1
2τ
1
2
β0δ(x− y)
with the Θ–structure
ρ(x, y) = Θ
(
1− x
y
)
Θ
(
x
y
)
sign(y) , (7.46)
The non–singlet kernels are given by V NS0,ext = V
qq
0,ext. and ∆V
NS
0,ext = ∆V
qq
0,ext, respectively. The
different partial expressions V AB and ∆V AB read
V qq(x, y) = CF
[
x
y
− 1
y
+
1
(y − x)+
]
, (7.47)
V qG(x, y) = −2NfTRx
y
[
4(1− x) + 1− 2x
y
]
, (7.48)
V Gq(x, y) = CF
[
1− x
2
y
]
, (7.49)
V GG(x, y) = CA
[
2
x2
y
(
3− 2x+ 1− x
y
)
+
1
(y − x)+ −
y + x
y2
]
, (7.50)
∆V qq(x, y) = V qq(x, y), (7.51)
∆V qG(x, y) = −2NfTR x
y2
, (7.52)
∆V Gq(x, y) = CF
[
x2
y
]
, (7.53)
∆V GG(x, y) = CA
[
2
x2
y2
+
1
(y − x)+ −
y + x
y2
]
. (7.54)
Details on the [ ]+–prescription, which acts to the right, are given in Appendix C. Note that
the kernels given in Eqs. (7.38 – 7.45) apply to the full range of variables, i.e. they represent the
kernels completely. The function V qqext(t, t
′, τ) was already derived in Refs. [35, 5].
The determination of these kernels is straightforward observing, however, that these quan-
tities are distribution–valued. In the calculation one may set τ = 1 and later apply the scaling
relation, Eq. (5.11), taking into account the general Θ–structure in the (t, t′)–plane derived in
[5]. Alternatively, the calculation can be done in the different kinematic regions separately. A
sample–calculation for the kernel V Gq is given in Appendix D. All other known representations
in the literature consist explicitly of two or three parts being calculated separately.
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Recently, the kernels (7.38 – 7.41) were also calculated in Ref. [11], using a different notation,
cf. [36] for related work. For τ = 1, corresponding to ζ = 1 in [11], they agree with the results
obtained above. A further independent representation has been given recently in Ref. [37]. The
parameter τ introduced above equals to −ξ/2 in the notation of [37].
8 Special cases
The evolution kernels given above cover a series of limiting cases which were studied in the
literature before. These are characterized by special kinematic constraints for the processes, as
in the case of forward scattering 〈p2| → 〈p1| ≡ 〈p| or the transition from the vacuum state 〈0|
to a hadron state 〈p| being related to the hadron wave functions.
8.1 The Brodsky–Lepage limit
For τ = ±1 the equations (7.38 – 7.45) transform into the limit 〈p2| → 〈p|, 〈p1| → 〈0|, which
is known as the Brodsky–Lepage [38] and Efremov–Radyushkin [39] case. 14 This limit may be
performed formally leaving p1 → 0, which leads to correct results, cf. [35]. The corresponding
evolution equations are obtained using as variables x and y, Eqs. (7.36, 7.32, 7.33). As an
example we consider the simplest case. For 0 < x, y < 1, |τ | = 1 one obtains
V qq(t, t′) = 1
2
CF
{
Θ(y − x)
[
x
y
− 1
y
+
1
(y − x)+
]
+Θ(x− y)
[
1− x
1− y −
1
1− y +
1
(x− y)+
]
+32δ(x− y)
}
. (8.1)
8.2 The ‘near–forward’ representation
This representation has been introduced by X. Ji and has also been given in Ref. [11]. It contains
the forward case as limiting case. A correct application of the evolution equation for near forward
matrix elements needs the representation for the region t < τ and t > τ separately. They are
obtained from our general kernels as special cases. As an example we show here that our general
structure for V qqext covers also the case t > τ, t
′ > τ . Note that
sign y = −sign y and Θ(1− x/y) = Θ(y − x) . (8.2)
One therefore obtains
V qq0,ext(t, t
′, τ) = 1
2
CFΘ(y − x)
{
x
y
[
1 +
1
(y − x)+
]
− 1− x
1− y
[
1 +
1
(x− y)+
]}
+ 3
2
CF δ(x− y)
= 1
2
CFΘ(y − x) 1
(y − x)+
[
1 +
xx
yy
]
+ 3
4
CF δ(x− y) (8.3)
for τ = 1. This representation was also given in Ref. [11].
14Several independent calculations of the evolution kernels for the meson wave functions were performed in
Refs. [40].
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Starting from the anomalous dimension we reproduce the results of [37] and generalize them
even to the region with t′ 6= 1. We obtain 15:
Kqq(t, t′, ξ) = CF
t2 + t′2 − ξ2/2
(t′2 − ξ2/4)(t′ − t)+ +
3
2
δ(t′ − t), (8.4)
KqG(t, t′, ξ) = TRNf
t2 + (t′ − t)2 − ξ2/4
(t′2 − ξ2/4)2 t
′, (8.5)
KGq(t, t′, ξ) = CF
t′2 + (t′ − t)2 − ξ2/4
t(t′2 − ξ2/4) , (8.6)
KGG(t, t′, ξ) = 2CA
t′
t
1
(t′2 − ξ2/4)2
[
(t′2 − ξ2/4)2
(t′ − t)+ + t
′(t′
2
+ ξ2/4) (8.7)
−t(3t′2 − ξ2/4)− (t′ + t)(t′ − t)2
]
+
β0
2
δ(t′ − t),
∆Kqq(t, t′, ξ) = Kqq(t, t′, ξ), (8.8)
∆KqG(t, t′, ξ) = TRNf
t2 − (t′ − t)2 − ξ2/4
(t′2 − ξ2/4)2 t
′, (8.9)
∆KGq(x, ξ) = CF
t′ − (t′ − t)2 − ξ2/4
t(t′2 − ξ2/4) , (8.10)
∆KGG(x, ξ) = 2CA
t′
t
1
(t′2 − ξ2/4)2
[
(t′2 − ξ2/4)2
(t′ − t)+ + t
′(t′
2
+ ξ2/4). (8.11)
−t(3t′2 − ξ2/4)− 2t′(t′ − t)2
]
+
β0
2
δ(t′ − t) .
To get a complete representation of the kernels the independently calculated parts for t < −ξ/2
and |t| < ξ/2 have to be added, which can be directly derived from the general expressions given
above.
8.3 The Altarelli–Parisi limit
Let us consider the case of forward scattering p2 = p1 ≡ p. The corresponding evolution kernels
can be obtained after some calculation from Eqs. (7.38 – 7.45) in the limit τ → 0, t′ > 0,
lim
τ→0
V AB0,ext(t, t
′, τ) =
1
t′
PAB (z) Θ(z)Θ(1− z) with z = t
t′
, (8.12)
cf. Appendix D. Alternatively, the splitting functions for deeply inelastic forward scattering can
be obtained by direct integration of the kernels Eqs. (6.57 – 6.65), which is performed in the
following. The splitting functions are obtained by
P̂AB(z) = PAB(z)θ(z)θ(1 − z) (8.13)
PAB(z) =
∫ +∞
−∞
du θ(1− u)θ(u) (1− u)ÔAB(u, z)
∫ 1
0
dξK̂AB((1− u)ξ, (1− u)(1− ξ)),
where
ÔAB(u, z) =
(
δ(z − u) ∂zδ(z − u)
−θ(z − u)/z δ(z − u)/z
)
. (8.14)
15In ref. [37] the variable t was denoted by x, having a different meaning in our notation. Therefore we use t
instead in Eqs. (8.4 – 8.11). Here our variable τ has to be identified with the variable −ξ/2 from [37].
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The Θ–structure resulting from the measure Dα is universal. In deriving Eq. (8.13) it is useful
to apply the relations
θ(x) = lim
ε→0+
1
2π
∫ +∞
−∞
dξ
eixξ
iξ + ε
, δ(k)(x) =
1
2π
∫ +∞
−∞
dξ (iξ)keixξ, (8.15)
which are valid for tempered distributions [34]. PAB(z) (∆PAB(z)) are the well–known splitting
functions [32, 33] for unpolarized and polarized deep–inelastic forward scattering in O(αs):
P qq(z) = CF
(
1 + z2
1− z
)
+
, (8.16)
P qG(z) = 2NfTR
[
z2 + (1− z)2
]
, (8.17)
PGq(z) = CF
1 + (1− z)2
z
, (8.18)
PGG(z) = 2CA
[
1
z
+
1
(1− z)+
− 2 + z(1− z)
]
+
β0
2
δ(1− z), (8.19)
∆P qq(z) = P qq(z), (8.20)
∆P qG(z) = 2NfTR
[
z2 − (1− z)2
]
, (8.21)
∆PGq(z) = CF
1− (1− z)2
z
, (8.22)
∆PGG(z) = 2CA
[
1− 2z + 1
(1− z)+
]
+
β0
2
δ(1− z). (8.23)
The parton densities of the quarks q(z) and antiquarks q(z) are given in Eqs. (5.22, 5.23) above,
with z denoting the momentum fraction carried by the partons. G(z) denotes the gluon distri-
bution. Their evolution equations read in leading order for the unpolarized case
µ2
d
dµ2
qNS(z, µ2) =
αs(µ
2)
2π
∫ 1
z
dz′
z′
P̂NS
(
z
z′
)
qNS(z′, µ2), (8.24)
µ2
d
dµ2
(
Σ(z, µ2)
G(z, µ2)
)
=
αs(µ
2)
2π
∫ 1
z
dz′
z′
P̂
(
z
z′
)(
Σ(z′, µ2)
G(z′, µ2)
)
. (8.25)
Here qNS(z, µ2) denotes a non–singlet combination of quark densities, as e.g. q(z, µ2)− q(z, µ2),
Σ(z, µ2) =
∑Nf
j=1
[
qj(z, µ
2) + qj(z, µ
2)
]
is the flavor–singlet combination of the quark densities,
and P̂ is the matrix of the leading order singlet splitting functions. The respective evolution
equations in the polarized case are obtained by replacing q, q and G by ∆q, ∆q, and ∆G and
the splitting functions P̂AB(z) by ∆P̂AB(z).
9 Solutions
Here we extend the method used in Ref. [10] for the non–singlet case to the singlet case. The
idea follows the original solution of the Brodsky–Lepage equation given in [39]. We start from
Eq. (7.17) and form the moments of the distribution functions
fA(2)n (z−) =
∫ 1−|z−|
−1+|z−|
dz+z
n
+f
A(2)(z+, z−) . (9.1)
37
leading to
µ2
d
dµ2
fA(2)n (z−) =
αs(µ
2)
2π
∫ +1
−1
dz′−Γ
AB
n (z−, z
′
−)f
B(2)
n (z
′
−), (9.2)
with
ΓABn (z−, z
′
−) =
∫
Dwδ(z− − w2z′− + w1)wn−dB2 K˜AB0 (w1, w2)
= 12
∫ 1
0
dw2Θ(1 + z− − w2(1 + z′−))Θ(1− z− − w2(1− z′−))
×Θ(1− z′−)Θ(1 + z′−)K˜AB0 (−z− + w2z′−, w2)wn−dB2 . (9.3)
In this way a first diagonalization is obtained. The kernels ΓABn (z−, z
′
−) read in the unpolarized
case
Γqqn (z, z
′) = CF
{
Θ(z − z′)
(
1− z
1− z′
)n (1
n
+
2
(z − z′)+
)
+Θ(z′ − z)
(
1 + z
1 + z′
)n (1
n
+
2
(z′ − z)+
)}
+ 3δ(z − z′), (9.4)
ΓqGn (z, z
′) = −2NfTR
{
Θ(z − z′)
(
1− z
1− z′
)n n2 + 2n(z − z′)− (2zz′ − 1)
(n+ 1)n(n− 1)
+ Θ(z′ − z)
(
1 + z
1 + z′
)n n2 + 2n(z′ − z)− (2zz′ − 1)
(n+ 1)n(n− 1)
}
, (9.5)
ΓGqn (z, z
′) = −CF
{
Θ(z − z′)
(
1− z
1− z′
)n 1
n
+Θ(z′ − z)
(
1 + z
1 + z′
)n 1
n
+ δ(z − z′)
}
, (9.6)
ΓGGn (z, z
′) = CA
{
Θ(z − z′)
(
1− z
1− z′
)n (3(1 + z)(1− z′)
n− 1 +
6zz′
n
+
3(1 + z′)(1− z)
n + 1
−2
n
+
2
(z − z′)+
)
+Θ(z′ − z)
(
1 + z
1 + z′
)n (3(1− z)(1 + z′)
n− 1 +
6zz′
n
+
3(1− z′)(1 + z)
n+ 1
−2
n
+
2
(z′ − z)+
)}
+ β0δ(z − z′). (9.7)
Similarly one obtains for the kernels in the polarized case
∆Γqqn (z, z
′) = CF
{
Θ(z − z′)
[(
1− z
1− z′
)n (1
n
+
2
(z − z′)+
)]
+Θ(z′ − z)
[(
1 + z
1 + z′
)n (1
n
+
2
(z′ − z)+
)]
+ 3δ(z − z′)
}
, (9.8)
∆ΓqGn (z, z
′) = −2NfTR
{
Θ(z − z′)
(
1− z
1− z′
)n 1
n
+Θ(z′ − z)
(
1 + z
1 + z′
)n 1
n
}
, (9.9)
∆ΓGqn (z, z
′) = CF
{
Θ(z − z′)
(
1− z
1− z′
)n 1
n
+Θ(z′ − z)
(
1 + z
1 + z′
)n 1
n
− δ(z − z′)
}
, (9.10)
∆ΓGGn (z, z
′) = CA
{
Θ(z − z′)
(
1− z
1− z′
)n (4
n
+
2
(z − z′)+
)
+Θ(z′ − z)
(
1 + z
1 + z′
)n ( 4
n
+
2
(z′ − z)+
)}
+ β0δ(z − z′). (9.11)
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As a next step we have to find a solution of Eq. (9.3). One finds that the following symmetry–
relations hold for kernels ΓGGn (z, z
′) and ∆ΓGGn (z, z
′) :
(1− z′2)nΓABn (z, z′) = ΓABn (z′, z)(1− z2)n, (9.12)
(1− z′2)n∆ΓABn (z, z′) = ∆ΓABn (z′, z)(1 − z2)n . (9.13)
This is expected because of similar problems studied previously in [10, 39]. The final diagonal-
ization of Eq. (9.2), referring to the partition functions fA(2)n (z−) for which the quarkonic and
gluonic operators are dealt with equally, can thus be performed using Gegenbauer polynomials
Cpm(z), cf. [41],
ΓABn (z, z
′) =
∑
ΓABn,m(1− z2)nCn+1/2m (z)Cn+1/2m (z′)N−1n,m, (9.14)
∆ΓABn (z, z
′) =
∑
∆ΓABn,m(1− z2)nCn+1/2m (z)Cn+1/2m (z′)N−1n,m . (9.15)
The coefficients Nn,m are the normalization factors of the Gegenbauer polynomials
∫ +1
−1
dz(1− z2)nCn+1/2l (z)Cn+1/2k (z) = δlkNn,k = δlk
[
22n+1Γ2
(
n+
1
2
)
(k + n+ 1/2) · k!
2πΓ(2n+ 1 + k)
]−1
.
(9.16)
ΓABn,m and ∆Γ
AB
n,m are the respective expansion coefficients which can be easily calculated and are
found to be the diagonal elements of the triangular matrices discussed in Section 6.
Another method of solution consists in forming also Mellin moments in the variable z−,∫ +1
−1
dz−z
k
−f
A(2)
n (z−) = f
A(2)
n,k . (9.17)
The evolution equations may be written as, cf. also [28],
µ2
d
dµ2
f
A(2)
nk =
αs(µ
2)
2π
k∑
l=0
ΓABn,klf
A(2)
nl , (9.18)
with the transformed kernels given by
ΓABn,kl =
∫
Dw+ w
n+l−dB
2 w
k−l
1 K˜
AB
0 (w1, w2)
(
k
l
)
. (9.19)
These evolution equations are not diagonal with respect to the indices (k, l). The explicit ex-
pressions for ΓABn,kl and ∆Γ
AB
n,kl are given in Eqs. (6.78 – 6.81, 6.82 – 6.85). For fixed n they form
triangular matrices. The eigenvalues are the diagonal elements k = l
ΓABn,kk =
∫
Dw+ w
n+k−dB
2 K˜
AB
0 (w1, w2) = γ
AB
n+k−dB
. (9.20)
The coefficients γABn+k−hj are the anomalous dimensions of the forward case with a shifted Mellin
index. A solution for the singlet evolution equations in the case of the single–variable equations
was given in [42] recently.
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10 Conclusions
The scaling violations of the various observables, which occur in space–like processes, can be
traced back to the renormalization of light–ray quark and gluon operators, which define these
quantities. Therefore one may obtain a general description by calculating first the anomalous
dimensions, or evolution kernels, of these operators and establish their connection to the different
observables through the respective integral mappings and, in some cases, subsequent limiting
procedures, afterwards. In the present paper we were limiting the investigation to the case of
twist–2 operators and massless QCD. They are found by a corresponding twist–decomposition
starting with a genuine operator representation. The space–like evolution kernels are process–
independent. To form the observables one has to calculate also the process–dependent coefficient
functions, which are trivial in lowest order. Furthermore, expectation values of the operators
have to be formed, allowing for the description of a wide variety of processes.
In the light–cone expansion both vector operators Oσ and scalar operators x˜σO
σ appear.
As was shown they are equivalent under renormalization and it suffices therefore to study the
evolution of the simpler scalar operators. The respective relations for the vector operators can be
obtained by integral relations. This holds also for the relation between their general non–forward
expectation values between the states 〈p2| and |p1〉. This connection is an important one, as it
forms the basis for the integral relations by Wandzura and Wilczek [19] and one of the authors
and Kochelev [20]. These relations were derived earlier in the local operator product expansion
and a subsequent analytic continuation from the integer moments and a Mellin–transform. Here
it is obtained directly by the integral relation between the scalar and vector operators.
One may derive a series of all–order relations for the evolution kernels of the light–ray opera-
tors. In the local representation they are given by infinite triangular matrices γABn1,n2 , the diagonal
elements of which are the anomalous dimensions in the forward scattering case. The anomalous
dimensions are independent of the the total spin n1 + n2.
The expectation values of the operators between the states 〈p2| and |p1〉 are complex–valued
distribution amplitudes through which the scattering cross section may be represented, which
are, however, no observables. Nonetheless they obey evolution equations which are implied by
the renormalization group equations of the operators. Commonly these matrix elements are
represented by a two–fold Fourier transform as distribution amplitudes which depend on the
two momentum fractions z+ and z− along the momenta p+ and p−. This representation is a
generalization of the case of forward scattering in which only one momentum fraction emerges.
The two–variable amplitudes may be related to single–variable amplitudes by implying a
kinematic constraint to the general case, i.e. demanding τ = x˜p−/x˜p+ = const. In this represen-
tation the kernels V ABext depend on the variables t and t
′ besides the parameter τ . We obtained
a unique representation for the whole kinematic range of t and t′. One may easily describe the
scaling violations in the case of vacuum–meson transitions [38, 39] in the limit τ → −1. With the
help of the functions V ABext (t, t
′, τ) other recent representations [11, 37] can be verified after some
calculation. The evolution kernels in the limit of forward scattering, which are the well–known
splitting functions, can be obtained by an integral relation form the two–variable kernels at one
hand. They result also from the single–variable representation in the limit τ → 0 for t′ > 0 from
the kernels V ABext (t, t
′, τ).
The solution of the two–variable non–singlet and singlet evolution equations require a diag-
onalization of the evolution kernels with respect to the variables z+, z
′
+ and z−, z
′
−, respectively.
Here the w–representation shows, that the diagonalization with respect to the first variables can
be performed by a Mellin transform, as in the forward case. This is an all–order property. The
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diagonalization with respect to the second set of variables through Gegenbauer polynomials re-
lies on a symmetry property of the kernels, which exists at leading order, but is broken in higher
orders. Alternatively, one may perform a second Mellin transform. The latter representation
is, however, only suited for discrete representations over integer moments. An easy analytic
continuation is lacking in the latter case since the eigenvectors do not obey an analytic relation
which can be continued to complex numbers.
Acknowledgement
We would like to thank P. So¨ding and U. Gensch for their constant support of the project. For
discussions we thank A. Tkabladze, W.L. van Neerven, D. Mu¨ller, A.V. Radyushkin, I.I. Balitsky,
and W. Schweiger. We are very much indebted to T. Braunschweig for discussions on the relation
between non–local and local anomalous dimensions, and to M. Lazar for various discussions on
the twist decomposition of light–ray operators. B.G. would like to thank DESY Zeuthen and the
Institute of Theoretical Physics at Graz University for support through the Scientific Exchange
Program. D.R. likes to thank DESY Zeuthen, the Karl–Franzens–University of Graz, and the
Graduate College ‘Quantum Field Theory’ at NTZ, Leipzig University, for the kind hospitality
extended to him. We would like to thank J. Vermaseren for providing us a new version of
AXODRAW. The work was supported in part by EU contract FMRX–CT98–0194(DG12–MIHT).
41
A Kinematic Relations
The Compton process is characterized by the invariants
s = (p1 + q1)
2 = (p2 + q2)
2 =M21 −Q21 + 2p1q1 = M22 −Q22 + 2p2q2
t = (p2 − p1)2 = (q2 − q1)2 = M21 +M22 − 2p1p2 = −Q21 −Q22 − 2q1q2 . (A.1)
Here M1,2 are the masses of the initial– and final state hadron. q
2
1,2 = −Q21,2 are the virtualities
of the incoming and outgoing photon. The initial–state photon is assumed to be space–like
Q21 = −q21 > 0 , (A.2)
while the final state photon can either be light– or time–like with
q22 < m
2
π, (A.3)
to avoid s–channel mass thresholds in the subsequent description, as they occur in reactions like
γ∗ + p → V + p′, where p and p′ are the initial and final–state hadrons, respectively, and V
denotes a meson at the photon–side. In the latter case the process is no longer space–like and
the light cone expansion cannot be applied. On the other hand, one may produce mesons on the
hadronic side in a space–like process.
The inelasticity ν is given by
ν = p+q1 +
1
2
(M21 −M22 ) = p+q2 −
1
2
(M21 −M22 ) , (A.4)
and the cms–energy s reads
s = 2ν +
1
2
[
q21 + q
2
2 +M
2
1 +M
2
2 − t
]
. (A.5)
The virtuality Q2 = −q2 is
Q2 =
t
4
+
1
2
(
Q21 +Q
2
2
)
. (A.6)
We define
xˆ =
Q21
ν
. (A.7)
The variable ξ is given by
ξ =
xˆ
2
+
t+ 2Q22
4ν
= xˆ+ η +
t
4ν
, (A.8)
showing the relation of the variables ξ and η. For t/ν → 0, as assumed in the generalized Bjorken
region, their difference is xˆ. In the case of forward scattering, η = t = 0, ξ and xˆ turn into the
Bjorken variable xB = Q
2
1/(2p.q1). Also other kinematic domains were studied for the Compton
amplitude, as e.g. wide–angel scattering p1.p2 → ∞ [43], a quantity being fixed in the present
treatment.
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B Sample calculation of the anomalous dimensions
In this Appendix a sample calculation for the non–local anomalous dimensions is performed. As
an example we will consider the derivation of the anomalous dimension ∆KGq. The calculation
is performed in the MS–scheme using dimensional regularization in N = 4−2ε dimensions. The
anomalous dimensions are given by the pole parts (p.p.)
Iˆ =
1
ε
IˆP.P. +O(ε
0) (B.1)
of the respective integrals. The gluon operator, Eq. (6.8), reads in the momentum representation
OG5 (κ1, κ2) =
1
2 x˜
µx˜µ
′
[
Faµ
ν(κ1x˜)F˜
a
µ′ν(κ2x˜)− F aµν(κ2x˜)F˜ aµ′ν(κ1x˜)
]
=
∫
dp1dp2
4(2π)2N
(eiκ1x˜p1−iκ2x˜p2 − eiκ2x˜p1−iκ1x˜p2)
×x˜µεµνρσx˜p1Aνa(p1)
(
pρ2A
σ
a(p2)− pσ2Aρa(p2)
)
. (B.2)
The one–loop correction to this operator is calculated. We work in the axial gauge, so that
x˜µFµν(κx˜) → x˜∂κx˜Aν(κx˜),
x˜µF˜µν(κx˜) → x˜µεµνσρ∂σκx˜Aρ(κx˜) . (B.3)
We are interested in pole–parts only, which for ∆KGq correspond to the counter term of the
quark operator. Actually not the complete gluon operator but only the term
x˜µx˜µ
′
F˜ νµ′ (κ1x˜)Fµν(κ2x˜) (B.4)
needs to be used in the calculation which corresponds to the analytic expression:
T
(
x˜µx˜µ
′
Fµν(κ2x˜)F˜
ν
µ′ (κ1x˜)S
)
=
∫
dNp1d
Np2
(2π)2N
1
(2π)N
ψ(p1)Î(p2, p1, κ2, κ1)ψ(p2) , (B.5)
with
Î(p2, p1, κ2, κ1) = e
iκ1x˜p1−iκ2x˜p2I1(p1, p2, κ1, κ2) + e
iκ2x˜p1−iκ1x˜p2I2(p2, p1, κ2, κ1) (B.6)
and
I1 =
∫
dNk(igγµ)i
kˆ
k2
(igγν)
1
i
(
gµσ − x˜
µqσ1 + x˜
σqµ1
x˜q1
)
1
q21
1
i
(
gνρ − x˜
νqρ2 + x˜
ρqν2
x˜q2
)
1
q22
×
(
−iqκ1 x˜λi(x˜q2)εκλρσ
)
eiκx˜k, (B.7)
where q1 = p1 − k and q2 = p2 − k. I2(p2, p1, κ2, κ1) is obtained by interchanging γν ↔ γµ,
p1 ↔ p2 and κ1 ↔ κ2. Here contrary to our convention adopted in the main part we use
κ = κ2− κ1 = 2κ−, and the color factors are suppressed. The individual steps of the calculation
are performed by a FORM-program [44] :
(I) Firstly, the γ–algebra is evaluated. The result is represented by projections onto the matrices
1, γ5, γµ, γ5γµ, σµν , γ5σµν . (B.8)
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Here the only contribution is due to the axial vector part. The resulting expressions have been
classified with the help of the pole–parts Jρ1...ρnlm of basic integrals,
I1 = -
ig2
4 γ5γµ
{
2Jµρσ33 x˜ρx˜σ
+Jρσ32
[
x˜µ(p1 ρx˜σ + p2 ρx˜σ)− x˜ρx˜σ(pµ1 + pµ2 )− gµρ x˜σx˜(p1 + p2)
]
−Jρ31
[
x˜µ(p1 ρx˜p2 + p2 ρx˜p1)− x˜ρ(pµ1 x˜p2 + pµ2 x˜p1)
]
(B.9)
−2Jρ21x˜µx˜ρ + J20x˜µx˜(p1 + p2)
}
.
In the calculation of the pole–parts of the individual integrals we apply the α-representation
of the Feynman denominators and perform the momentum integrals. The exponentials are
expanded into Taylor series as
exp(iκkx˜) =
∞∑
n=0
(iκkx˜)n
n!
. (B.10)
Because of x˜2 = 0 only the first few terms of these expansions contribute.
(II) The terms Jρ1...ρnlm in Eq. (B.9) are
Jλµν33 = p.p.
∫
dNk
kλkµkν
q21q
2
2k
2
eikx˜κ (B.11)
=
iπ2
2ε
∫
D0αe
ix˜P (α)κ
{(
gλµP ν(α) + gµνP λ(α) + gνλP µ(α)
)
+iκ
(
x˜λP µ(α)P ν(α) + x˜µP ν(α)P λ(α) + x˜νP λ(α)P µ(α)
)
−iκD(α)
2
(
gλµx˜ν + gµν x˜λ + gνλx˜µ
)
−(iκ)2D(α)
2
(
P λ(α)x˜µx˜ν + P µ(α)x˜ν x˜λ + P ν(α)x˜λx˜µ
)
+ c1x˜
λx˜µx˜ν
}
,
Jµν32 = p.p.
∫
dNk
kµkν
q21q
2
2k
2
eikx˜κ (B.12)
=
iπ2
2ε
∫
D0αe
iP (α)x˜κ
{(
gµν + iκ(P µ(α)x˜ν + P ν(α)x˜µ
)
+ c2x˜
µx˜ν
}
,
Jν31 = p.p.
∫
dNk
kν
q21q
2
2k
2
eikx˜κ =
iπ2
2ε
iκ˜x˜µ
∫
D0αe
ix˜P (α)κ, (B.13)
Jν21 = p.p.
∫
dNk
kν
q21q
2
2
eikx˜κ (B.14)
=
iπ2
ε
∫
D0αδ(1− α1 − α2)eix˜P (α)κ
(
P ν(α)− i
2
κx˜νD(α)
)
,
J20 = p.p.
∫
dk
1
q21q
2
2
eikx˜κ− =
iπ2
ε
∫
D0αδ(1− α1 − α2)eix˜P (α)κ , (B.15)
with the abbreviations
P µ(α) = pµ1α1 + p
µ
2α2
D(α) = p21α1(1− α1) + p22α2(1− α2)− 2p1p2α1α2 .
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The constants c1 and c2 in Eqs. (B.11,B.12) remain unspecified here, since they do not contribute
to the final result. Note that in the present case the two possible axial denominators 1/kx˜ are
canceled by corresponding factors in the numerator. For completeness we note that in integrals
with axial denominators, like ∫
dk
kµkνe
ikx˜κ
(p1 − k)2(p2 − k)2k2
{
1
kx˜
}
, (B.16)
we proceed as follows. The integrand is first rewritten as
eikx˜κ
kx˜
=
eikx˜κ − 1
kx˜
+
1
kx˜
. (B.17)
By applying the improved gauge prescription given by Leibbrandt and Mandelstam [45] the
integrals decompose into a part being calculated by Leibbrandt already, whereas the other part,
important for the operator renormalization, can be calculated without difficulties. For diagrams
containing more than one axial dominator similar decompositions hold, as e.g.
eikx˜κ
1
(kx˜)2
1
N
=
eikx˜κ − 1− ikx˜κ
(kx˜)2N
+
1
(kx˜)2
1
N
+ iκ
1
kx˜
1
N
(B.18)
eikx˜κ
1
(kx˜) [(k − p)x˜]
1
N
= eikx˜κ
1
px˜
1
N
[
1
(k − p)x˜ −
1
kx˜
]
=
1
px˜
1
N
[
eikx˜κ − eipx˜κ
(k − p)x˜
]
+ eipx˜κ
1
(k − p)x˜
1
px˜
1
N
− 1
px˜
1
N
[
eikx˜κ − 1
kx˜
+
1
kx˜
]
. (B.19)
Here N denotes a standard Feynman denominator. As a result for the pole–part of I1, Eq. (B.7),
we obtain
I1(κ) = −p.p.γ5(γx˜)π
2g2
4
∫
D0αe
iκx˜P (α)
{
δ(1− α1 − α2)
[
2P x˜(α)− x˜(p1 + p2)
]
+
[
iκ(x˜p1)(x˜p2)− 2x˜P (α)− iκ(x˜P (α))2
]}
. (B.20)
(III) Now some appropriate identities are applied to cast the expressions into a form containing
the operators again. In our case these rules can be derived by partial integration. We use the
following relations:∫
D0αe
iκx˜P (α)
[
(iκx˜P (α))2
]
=
∫
D0αe
iκx˜P (α)[δ(1− α1 − α2)(iκx˜P (α)− 3) + 6] (B.21)∫
D0αe
iκx˜P (α)iκx˜P (α) =
∫
D0αe
iκx˜P (α)[δ(1− α1 − α2)− 2] (B.22)∫
D0αe
iκx˜P (α)iκx˜p1 x˜p2 =
∫
D0αe
iκx˜P (α)
{
δ(1− α1 − α2)
[
x˜p2 − 1
iκ
δ(α1)
]
+
1
iκ
δ(α1)δ(α2)
}
(B.23)
∫
D0αe
iκx˜P (α)δ(1− α1 − α2)α2(x˜p1 − x˜p2) =
∫
D0αe
iκx˜P (α) 1
iκ
δ(1− α1 − α2)(1− δ(α1)) .
(B.24)
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(IV) As the result of this calculation we obtain
I1 =
1
ε
γ5(x˜γ)
iπ2g2
4
∫
D0αe
i(κ2−κ1)x˜(p1α1+p2α2)
1
κ2 − κ1
{
δ(α1)δ(α2)− 2
}
+ finite terms .
(B.25)
Collecting all terms one gets
(
TOG5 (κ1, κ2)S
)
=
1
2
∫ dNp1dNp2
(2π)3N
ψ(p1)
{
eiκ1x˜p1−iκ2x˜p2 [−I1(p1, p2, κ1, κ2) + I1(p1, p2, κ2, κ1)]
+eiκ2x˜p1−iκ1x˜p2[−I2(p2, p1, κ2, κ1) + I2(p2, p1, κ1, κ2)]
}
ψ(p2) .
(B.26)
After inserting the explicit expressions and exploiting the symmetry relations of Eq. (B.25) one
obtains finally
p.p.
(
TOG5 (κ1, κ2)S
)
= −
∫ dNp1dNp2
(2π)8
iψ(p1)γ5 (x˜γ) ψ(p2) (B.27)
× π
2g2
4(2π)4
∫
D0α
CF
κ2 − κ1
{
δ(α1)δ(α2)− 2
}
×
{
eiκ1x˜p1−iκ2x˜p2 + eiκ2x˜p1−iκ1x˜p2
}
×
{
ei(κ2−κ1)x˜(p1α1+p2α2) + e−i(κ2−κ1)x˜(p1α1+p2α2)
}
.
Here we have introduced the color factor CF . Now we introduce new variables κ
′
i, use the
possibility of changing α1 ↔ α2 and obtain
p.p.
(
TOG5 (κ1, κ2)S
)
= − π
2g2
4(2π)4
∫
dκ′1dκ
′
2
∫
dNp1d
Np2
(2π)8
iψ(p1)γ5 (x˜γ) ψ(p2) (B.28)
×
{
eiκ
′
1x˜p1−iκ′2x˜p2 + eiκ
′
2x˜p1−iκ′1x˜p2
} ∫
D0α
CF
κ2 − κ1
{
δ(α1)δ(α2)− 2
}
×
[
δ(κ′1 − [κ1 + α1(κ1 − κ2)])δ(κ′2 − [κ2 − α2(κ1 − κ2)])
+δ(κ′1 − [κ1 − α1(κ1 − κ2)])δ(κ′2 − [κ2 + α2(κ1 − κ2)])
]
.
Performing the momentum integration we finally end up with
p.p.
(
TOG5 (κ1, κ2)S
)
= −
∫
dκ′1dκ
′
2
i
2
[ψ(κ′1x˜)γ5(x˜γ)ψ(κ
′
2x˜) + ψ(κ
′
2x˜)γ5 (x˜γ) ψ(κ
′
1x˜)]
× 2π
2g2
4(2π)4
∫
D0α
1
κ2 − κ1
[
CF
{
δ(α1)δ(α2)− 2
}]
×
[
δ(κ′1 − [κ1 + α1(κ1 − κ2)])δ(κ′2 − [κ2 − α2(κ1 − κ2)])
+δ(κ′1 − [κ1 − α1(κ1 − κ2)])δ(κ′2 − [κ2 + α2(κ1 − κ2)])
]
. (B.29)
From this expression we can now read off the anomalous dimension,
∆K̂Gq0 (α1, α2) = CF [δ(α1)δ(α2)− 2] . (B.30)
Finally we would like to add a remark concerning the Feynman rules. It is important to note
that for non–local operators the involved field operators appear with unrestricted momentum
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variables, e.g. Aν(p1), so that we are not enforced to determine operator vertices explicitly. We
can simply apply the standard Feynman rules if we have in mind that the non–local operators
are in fact x–space operators so that for diagrams in momentum space there remain certain
exponential functions as relic terms from the lacking x˜–integration of the Fourier representation.
C The [ ]+–prescription
The anomalous dimensions naturally appear in a regularized form, Eqs. (6.57 – 6.60) and (6.62 –
6.65) with the [ ]+–prescription given by (6.61). This prescription influences the subsequent
relations, especially those of the evolution kernels V AAext (t, t
′, τ). Let us consider the typical term
Vsing(t, t
′, τ) =
∫
D0α [δ(α1) + δ(α2)]
[
1
α1 + α2
]
+
δ
(
t− t′(1− α1 − α2) + τ(α1 − α2)
)
(C.1)
which appears in V qqext = ∆V
qq
ext, V
GG
ext and ∆V
GG
ext . We introduce the variables
α1 = λξ, α2 = λ(1− ξ) . (C.2)
The corresponding measures are∫
D0α [δ(α1) + δ(α2)] =
∫ 1
0
dλ
∫
Dξ =
∫ 1
0
dλ
∫ 1
0
dξ [δ(ξ) + δ(1− ξ)] . (C.3)
One obtains
Vsing(t, t
′, τ) =
∫
Dξ
∫ 1
0
dλ
[
1
λ
]
+
δ
(
t− t′(1− λ) + τλ(2ξ − 1)
)
=
∫ 1
0
dλ
[
1
λ
]
+
[δ(T (λ)− τλ) + δ(T (λ) + τλ)]
=
∫ 1
0
dλ
λ
[δ(T (λ)− τλ) + δ(T (λ) + τλ)− 2δ(t− t′)] , (C.4)
with T (λ) = t − t′(1 − λ). The latter integral may now be rewritten in terms of the variable x
and y, Eq. (7.36), yielding
Vsing(t, t
′, τ) =
1
2|τ |
1
[y − x]+
[ρ(x, y)− ρ(x, y)]
=
1
2|τ |
[
ρ(x, y)
[y − x]+
+
ρ(x, y)
[y − x]+
]
, (C.5)
where the [ ]+–prescription acts to the right.
D Sample calculation of extended evolution kernels
This Appendix is devoted to show how the extended evolution kernels are obtained. As an
example we consider V Gqext (t, t
′, τ). We evaluate Eq. (7.34)
V Gqext (t, t
′, τ) =
∫ 1
0
dα1
∫ 1−α1
0
dα2K̂
Gq
0 (α1, α2)
∫ +∞
−∞
d(κx˜p+)
2π
× (iκx˜p+ t)−1 exp {iκx˜p+ [t− (1− α1 − α2)t′ + τ(α1 − α2)]} , (D.1)
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with
K̂Gq0 (α1, α2) = −CF {δ(α1)δ(α2) + 2} . (D.2)
Because of the scaling relation
V ABext (t, t
′, τ) =
1
τ
V ABext
(
t
τ
,
t′
τ
, 1
)
, (D.3)
and reminding the general investigations in [5], we perform the calculations for τ = 1 and
0 < x, y < 1. The relation of the variables x and y to t, t′ and τ is given in Eqs. (7.36). The
internal integral over κx˜p+ yields
1
2π
∫ +∞
−∞
d(κx˜p+)
iκx˜p+
exp{iκx˜p+X} = 1
2
[Θ(X)−Θ(−X)] = 1
2
ε(X) . (D.4)
The latter equation is distribution–valued in the sense of tempered distributions [25, 34]. The
l.h.s of Eq. (D.4) is the Fourier–transform of the distribution
1
2πi
P
1
z
. (D.5)
This distribution can be represented by
1
2πi
P
1
z
= lim
ε→0+
1
4πi
[
1
z − iε +
1
z + iε
]
. (D.6)
From Eqs. (8.15a) and (5.17) follows then Eq. (D.4).
In terms of the variables x, y we solve
tV Gqext (t, t
′, τ) =
∫ 1
0
dα1
∫ 1−α1
0
dα2K̂
Gq
0 (α1, α2) (D.7)
1
2
{
Θ [x− (1− α1 − α2)y − α2]−Θ
(
− [x− (1− α1 − α2)y − α2]
)}
,
where ∫
D0αΘ [x− (1− α1 − α2)y − α2] =
(
x− y
2
)
+Θ(y − x)(y − x)
2
2y
−Θ(x− y)(y − x)
2
2y
(D.8)∫
D0αΘ [x− (1− α1 − α2)y − α2] δ(α1)δ(α2) = Θ(x− y) . (D.9)
Furthermore we observe that∫
D0αΘ
(
− [x− (1− α1 − α2)y − α2]
)
=
∫
D0αΘ
(
x− (1− α1 − α2)y − α2
)
.
Using these equations and taking into account the general structure of V Gqext (x, y) we obtain finally
(2x− 1)V Gqext (x, y) = CF
1
τ
{
Θ
(
x
y
)
Θ
(
1− x
y
)
sign(y)
(
1− x
2
y
)
−Θ
(
x
y
)
Θ
(
1− x
y
)
sign(y)
(
1− x
2
y
)}
. (D.10)
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Eq. (D.10) also allows to derive the splitting function in the case of forward Compton scattering.
It is obtained in the the limit τ → 0 for t′ > 0, with sign(y) = −sign(y) = 1. Here the
variables x, y are expressed in terms of the variables (t, t′) and τ , Eqs. (7.36). In this limit
x/y = x/y → z = t/t′ holds. Thus V Gqext (t, t′, τ) is given by
V Gqext (t, t
′, τ)
∣∣∣
t′>0
=
1
t′ z
CFΘ(z)Θ(1− z)
{
2 +
2t2 − 4tt′
2t′2
}
+O(τ) (D.11)
for small values of τ , from which
lim
τ→0
V Gqext (t, t
′, τ)
∣∣∣
t′>0
=
1
t′
CF
(
1 + (1− z)2
z
)
Θ(z)Θ(1− z) (D.12)
results.
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