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Abstract. The majority of existing probabilistic model checking case
studies are based on well understood theoretical models and distribu-
tions. However, real-life probabilistic systems usually involve distribution
parameters whose values are obtained by empirical measurements and
thus are subject to small perturbations. In this paper, we consider pertur-
bation analysis of reachability in the parametric models of these systems
(i.e., parametric Markov chains) equipped with the norm of absolute
distance. Our main contribution is a method to compute the asympto-
tic bounds in the form of condition numbers for constrained reachability
probabilities against perturbations of the distribution parameters of the
system. The adequacy of the method is demonstrated through experi-
ments with the Zeroconf protocol and the hopping frog problem.
1 Introduction
Probabilistic model checking is a verification technique that has matured over
the past decade, and one of the most widely known and used probabilistic model
checking tools is PRISM [1]. The majority of the reported case studies of prob-
abilistic model checking, including those performed in PRISM, involve systems
whose stochastic nature arises from well understood theoretical probabilistic dis-
tributions, such as the use of a fair coin toss to introduce randomization into an
algorithm, or the uniform distribution of randomly chosen IP addresses in the
Zeroconf protocol. More complex, realistic systems, on the other hand, involve
behaviors or other system characteristics generated by empirical distributions
that must be encoded via empirically observed parameters. In many cases, these
distribution parameters are based on finite numbers of samples and are statis-
tical estimations that are subject to further adjustments. Also, the stochastic
nature of the model (e.g., the failure rate of some hardware component) may be
varying over time (e.g., the age of the component). The conventional techniques
and tools of probabilistic model checking, including PRISM, do not provide suf-
ficient account for systems with distribution parameters. Consider, for instance,
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Fig. 1. Zeroconf protocol with noisy channels
the setting of automata-based model checking: Given a (probabilistic) modelM
and an LTL formula ϕ, the model checker returns a satisfaction probability p
of ϕ in M. However, M is just an idealized model of the probabilistic system
under consideration, and because the real distribution(s) of its parameter(s) may
be slightly different from those specified in M, p is merely a referential result
whilst the actual result may deviate from p to a small but non-trivial extent.
We elaborate this pitfall in the following two concrete examples.
Motivating examples. We first consider an IPv4 Zeroconf protocol model for
a network with noisy communication channels. Figure 1 presents the protocol
model that uses a maximum of four “ok” message probes. Let a be the probability
that the new host chooses an IP address that has been assigned already, and x
be the probability that the probe or its reply is lost due to channel noise or some
other reason (if any). If an IP address is randomly chosen, then a is equal tom/n,
where n = 60, 534 is the size of IP address space as specified in Zeroconf andm is
number of hosts already connected. By contrast, x relies on an ad hoc statistical
estimation of the loss rate of messages tested in experiments. In reality, it is less
meaningful to specify a single, constant value of x, as the measurement could
be affected by factors such as network load, environment noise, temperature,
measurement time, etc. Instead, x may be given as the expression x0 ± x∆,
where x0 is the mean value of the measured results and x∆ specifies the maximal
perturbation. It is therefore reasonable to express the probability that an address
collision happens as p = p0 ± y∆, where p0 is a referential value for the result
and y∆ specifies the range of perturbation of p. However, although the standard
model checking techniques allow one to obtain p0 by inputting x0, they provide
little account for the relationship between y∆ and x∆.
Another example is a variant of the classic hopping frog problem. A frog
hopping between four rocks and the (i, j)-entry in the following parametric tran-
sition matrix provides the concrete or abstract probability of frog’s movement
from the ith rock to the jth rock:

z1 z2 z3 z4
3
8
1
8
1
4
1
4
0 1
2
1
2
0
1
3
0 1
3
1
3


3where the tuple of variables (z1, z2, z3, z4) satisfies that zi ≥ 0 for each 1 ≤ i ≤ 4,
z1 + z2 + z3 + z4 = 1 and∣∣∣∣z1 − 38
∣∣∣∣+
∣∣∣∣z2 − 18
∣∣∣∣+
∣∣∣∣z3 − 14
∣∣∣∣+
∣∣∣∣z4 − 14
∣∣∣∣ ≤ ∆ (1)
with ∆ a sufficiently small positive number. Intuitively, according to Equation
(1), (3
8
, 1
8
, 1
4
, 1
4
) is the idealized distribution of (z1, z2, z3, z4) and a small per-
turbation of (z1, z2, z3, z4) is allowed and measured. We call (z1, z2, z3, z4) a
distribution parameter and (3
8
, 1
8
, 1
4
, 1
4
) its reference. A typical model checking
problem for this example can be stated as “what is the probability that the frog
eventually reaches the fourth rock without landing on the third rock?” Again,
well established model checking techniques do not provide a direct solution for
this question.
Approach. In a nutshell, the aforementioned two examples demonstrate that a
satisfactory model checking result for a probabilistic system with one or more
perturbed distribution parameters should shed light on the sensitivity of the
result to the distribution parameters. In this paper, we provide a method to
compute the asymptotic bounds of the results in terms of condition numbers for
reachability checking of probabilistic systems under perturbations. We model the
probabilistic systems in discrete-time Markov chains (MCs)1 with distribution
parameters, which are coined as parametric Markov chains (PMCs), and intro-
duce the norm of absolute distance to measure the deviation distances of their
distribution parameters (as exemplified by equation (1)). The reachability check-
ing is formalized as follows: Given a PMC M∗ with state space SM∗ and two
sets of states S?, S! ⊆ SM∗ , a reachability problem is phrased as the probability
of “reaching states in S! only via states in S?”. By adopting a notation from
temporal logic, the problem is denoted by S? U S!, where U refers to the “until”
operator.2 Two instances of the reachability problem class are mentioned in the
two motivating examples above. The output of the reachability checking con-
tains a referential probabilistic result p ∈ [0, 1] and a condition number κi ∈ R
where i ∈ I, an index set, for each distribution parameter. The significance of
the output is that, if a sufficiently small perturbation ∆i, measured by the norm
of absolute distance, occurs on the parameter whose condition number is κi for
each i ∈ I, then the actual result is asymptotically bounded by p±
∑
i∈I κi∆i.
A brief comparison of the reachability checking in MCs and PMCs in terms of
input and output is presented in Table 1.
Perturbation bounds have be pursued for MCs in a line of research [2,3,4,5].
However, to the best of our knowledge, this paper is the first one devoted to
1 Throughout the paper, unless mentioned otherwise, by MCs we mean discrete-time
Markov chains.
2 In fact, the formulation of reachability in the present paper is sightly more gen-
eral than the standard definition of reachability and sometimes is called constrained
reachability, since the S? in S? U S! plays a constraining role.
4Table 1. Reachability checking in MCs and PMCs
Model Input Output
M S? U S! p (idealized reachability probability)
M∗ S? U S!
p (referential reachability probability)
and κi (condition numbers)
the application of concepts and methods from perturbation theory to quan-
titative verification. To further explain our method, it is beneficial to com-
pare it with a standard method for error estimation based on differentiation
and linear approximation. Suppose a sphere (such as a prototype of balls pro-
duced by a sporting goods factory) is measured and its radius is 21cm with
a possible small error within 0.05cm. The dependence of the sphere volume
on the radius is given by V = 4
3
πr3. The problem is to compute volume er-
ror V∆ given the radius error r∆. We recall a classic method for this problem:
First, the differential function of V on r is given by dV = 4πr2dr. Second, let
dr = r∆ = 0.05cm (which is significantly small compared with r = 21cm) and
we obtain V∆ ≈ dV = 4π × 21
2 × 0.05 ≈ 277cm3. The sensitivity of V∆ to r∆
is approximated by the ratio dV
dr
= 4πr2 ≈ 5, 542 and this expression is useful if
the value of r∆ is unknown in advance. We aim to develop a similar methodology
to estimate the perturbations of reachability in PMCs, which is comparable to
the use of differentiation and linear approximation in estimating the error of the
ball volume described above.
Organization. The remainder of the paper is organized as follows. The next sec-
tion (Section 2) presents the formulations of PMCs and introduces the norm of
absolute distance for probabilistic distributions. For presentation purposes, we
separate the treatment of PMCs into that of basic PMCs, which have a sin-
gle distribution parameter, and general PMCs, which have multiple distribution
parameters. Section 3 deals with basic PMCs by establishing a method for com-
puting their asymptotic bounds, in particular, condition numbers for the given
reachability problems. Section 4 generalizes the computation method to handle
non-basic PMCs. Our approach is evaluated by experiments in Section 5. Re-
lated work is discussed in Section 6. In Section 7, the paper is concluded and
several future research directions are outlined. Proof details of the theorems are
found in the Appendix.
2 Parametric Markov Chains
In this section, we define the formal models of PMCs, which are parametric vari-
ants of MCs. Informally speaking, a PMC is obtained from an MC by replacing
the non-zero entries in one or more rows of its probabilistic transition matrix by
mutually distinct variables.
5Let x be a symbolic vector of pair-wise distinct variables, called a vector
variable for short. A reference r for x is a probabilistic vector such that |r| = |x|.
We use x[j] to denote the variable in the ith entry of x. An extension of x,
denoted by x∗, is obtained by inserting the number zero into x, i.e.,
x∗ = (0, . . . , 0︸ ︷︷ ︸
l0 0’s
,x[1], . . . ,x[j], 0, . . . , 0︸ ︷︷ ︸
lj 0’s
,x[j + 1], . . . ,x[k], 0, . . . , 0︸ ︷︷ ︸
lk 0’s
) ,
where l0, . . . , lk are non-negative integers. Two vector variables are disjoint if
they share no common variables. Let (xi)i∈I be a sequence of pair-wise disjoint
vector variables for an index set I 6= ∅ of positive integers. We abbreviate the
sequence (xi)i∈I as xI . Let P(xI) be a k × k abstract square matrix with pa-
rameters xI such that (i) k ≥ max(I), (ii) if i /∈ I then the ith row of P(xI)
is a probabilistic vector and (iii) if i ∈ I then the ith row of P(xI) is x
∗
i , an
extension of xi. Here, the involvement of extensions of vector variable intends to
be consistent with the replacement of non-zero entries by variables mentioned
previously. Such an abstract matrix P(xI) is called a parametric transition ma-
trix and each parameter xi appearing in P(xI) is called a distribution parameter.
We can view P(xI) as mapping from sequences of vectors to concrete matrices.
As such, P〈rI〉, where rI abbreviates (r)i∈I , is the matrix obtained by replacing
xi with its reference ri for each i ∈ I. Sometimes, especially in our running
examples, it is cumbersome to present the distribution parameters xI in P(xI);
if so, we just write P and mention its distribution parameters in the text.
Definition 1 A parametric Markov chain (PMC) is given by the tuple
M∗ = (ι,P(xI), rI) ,
where ι is a probabilistic vector (for the initial distribution of M∗), P(xI) is
a |ι| × |ι| parametric transition matrix, and rI contains references for vector
variables in xI .
The underlying MC of M∗ is M = (ι,P〈rI〉). We do not specify the state
space for M∗ and M. But throughout the paper, we assume that their state
spaces SM∗ = SM = {1, . . . , |ι|}.
As promised earlier, we introduce a statistical distance measurement between
distribution parameters and their references, which is given by the norm of ab-
solute distance (also called total variation).
Definition 2 The statistical distance for M∗ is given by ‖ · ‖ such that ‖v‖ =∑n
i=1 |v[i]| for any vector v.
By definition, the scalar function ‖x∗−r∗‖ is the same as the scalar function
‖x− r‖. If I is a singleton, we also call the PMC a basic PMC. In other words,
a basic PMC is a PMC with a single distribution parameter.
We now present examples of PMCs. The first example is a PMCMfg∗ for the
hopping frog. Its parametric transition matrix (the 4×4 symbolic matrix already
6presented in the Introduction) is denoted by P fg∗ . In P
fg
∗ , the tuple (z1, z2, z3, z4)
is given as the only distribution parameter. We let the reference to the parameter
be (0.375, 0.125, 0.25, 0.25). In words, ideally, the probabilities for the frog to
jump from the first rock to the first, second, third, and fourth rocks are 0.375,
0.125, 0.25, and 0.25, respectively. Such a PMC is denoted byMfg∗ . Additionally,
we let the initial distribution inMfg∗ be ι
fg = (0.25, 0.25, 0.25, 0.25), which means
that all rocks have an equal probability to be the frog’s initial position. Clearly,
Mfg∗ is a basic PMC.
Another example is PMCMzf∗ for the noisy version of Zeroconf. For illustra-
tion purposes, a probabilistic transition system with a parameter x is provided
in Figure 1. The formulation of Mzf∗ according to Definition 1 deviates from
the transition system because of the use of distribution variables. Following the
definition, we let the sequence of distribution parameters be (xi, x
′
i)
4
i=1. The
parametric transition matrix is given by the following 7× 7 symbolic matrix:
Pzf =


0 a 0 0 0 0 1− a
x1 0 x
′
1 0 0 0 0
x2 0 0 x
′
2 0 0 0
x3 0 0 0 x
′
3 0 0
x4 0 0 0 0 x
′
4 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


The constant number a is calculated according to the number of addresses and
that of the occupied ones. The reference for (xi, x
′
i) in M
zf
∗ is (0.75, 0.25) for
each 1 ≤ i ≤ 4. In other words, we suppose that under idealized conditions the
chances of not receiving a reply in four probes are equivalently 0.25. The initial
distribution ιzf is (1, 0, . . . , 0), as state 1 is the initial state.
3 Perturbation Analysis of Basic PMCs
From this section, we commence the perturbation analysis of reachability prob-
lems in PMCs. For presentation purposes, in this section we deal with basic
PMCs. Recall that a basic PMC has a single distribution parameter. Our main
goal is to establish a method to compute an asymptotic bound, in particular, a
condition number for a given reachability problem in a basic PMC against the
perturbation of its sole distribution parameter. In the next section, we generalize
the method to the setting of general PMCs.
3.1 Perturbation Function
Throughout this section, we assumeM∗ contain a single distribution parameter;
thus, M∗ = (ι,P(x), r). Without loss of generality, let x appear in the first
row of P(x). We consider the reachability problem S? U S! in M∗ with state
space SM∗ = {1, . . . , |ι|} such that S? ∪ S! ⊆ SM∗ . For convenience, we let
S? = {1, . . . , n?} and S! = {n!, . . . , |ι|}, where 0 ≤ n? < n! ≤ |ι|. Thus, S? ∩S! =
7∅.3 We call S? the constraint set of S? U S! and S! its destination set. In the
remainder of this subsection, our goal is to formulate a function that captures
the effect of the perturbation of x on the probability of S? U S! being satisfied
by M∗. To motivate and explain the formulation, we recall the standard model
checking techniques for reachability probabilities based on non-parametric MCs.
The underlying MC of the basic PMC M∗ is M = (ι,P〈r〉) and the state
space of SM = SM∗ . Let P
′ = P〈r〉. We use P ′[i, j] to denote the number in the
(i, j)-entry of P ′. Let p be a vector such that |p| = n? and, for each 1 ≤ i ≤ n?,
p[i] is the probability of S? U S! satisfied in state i of M. Thus,
p[i] =
n?∑
j=1
P ′[i, j] · p[j] +
|ι|∑
j=n!
P ′[i, j] , (2)
for each 1 ≤ i ≤ n?. We rewrite the equation system given in (2) as
p = A′ · p+ b′ , (3)
where A′ is the up-left n?× n? sub-matrix of P ′ (thus, A[i, j] = P [i, j] for each
1 ≤ i, j ≤ n?), and b
′ is a vector such that |b′| = n? and b[i] =
∑|ι|
j=n!
P [i, j] for
each 1 ≤ i ≤ n?. Moreover, p is the least fixed point satisfying equation (3).
Lemma 3 p is computed by p =
∑∞
i=0A
′i · b′.
In the following, we define the parametric counterparts of A′ and b′ specified
in Equation (3), namely, A(x) and b(x). It should be stressed that according to
our notations not necessarily all variable in the vector variable x appear in each
ofA(x) and (b)(x). There are two equivalent ways to obtainA(x) and b(x). One
way is to define them by going over the aforementioned procedure for A′ and b′,
and the other way is to directly parameterize A′ and b′. Here, the second way is
chosen. Recall that the first row of P(x) is an extension x∗ of x. We let x∗|n? be
the sub-vector of x∗ that consists of the first n? components (variables or zeros)
of x∗, and −→x n! be the expression x[n!] + . . .+ x[|ι|]. Then, A(x) is obtained by
replacing the first row in A′ with x∗|n? and b(x) is by replacing the first entry
of b with −→x n! . If it is not necessary to mention the (possible) variables in A(x)
or b(x), we just write A or b.
As an example, consider the following model checking problem of the hop-
ping frog (which has already been mentioned in Sections 1 and 2): What is the
probability of reaching the fourth rock without landing on the third one? In this
problem, the constraint set is {1, 2} and the destination set is {4}. Recall that
the only distribution parameter in Mfg∗ is (z1, z2, z3, z4). Thus, the parametric
matrix and the parametric vector are respectively given by
Afg =
(
z1 z2
3
8
1
8
)
, bfg =
(
z4
1
4
)
.
3 This assumption does not impose any theoretical restriction on the reachability
problem, because if S?∩S! 6= ∅ then we carry out the analysis based on (S?\S!)U S!.
8Let V = [0, 1]k where k = |x| and U = {v ∈ V |
∑n
i=1 v[i] = 1}. Let ι? be
the first n? items in ι.
Definition 4 The perturbation function of x for a basic PMC M∗ = (ι,P(x), r)
and with respect to the problem S? U S! such that S?, S! ⊆ SM∗ is ρ : V→ [−1, 1]
such that
ρ(x) = ι? ·
∞∑
j=0
(
A(x)j · b(x)−A〈r〉j · b〈r〉
)
. (4)
The perturbation function ρ captures the effect of any small variation of x
with respect to r on the satisfaction probability of the problem S? U S! in M∗.
For convenience, we call r the reference of ρ.
3.2 Asymptotic Bounds
There are various ways to express the asymptotic bounds. We adopt the most
basic way: The bounds are given by the so-called (absolute) condition numbers
[6]. In Section 6 we briefly discuss the terminologies of perturbation bounds and
condition numbers in the context of related work.
Let ∆ > 0 represent the perturbation distance of a distribution parameter.
In reality, we usually assume ∆ to be a sufficiently small positive number. The
following auxiliary definition captures the variation range of ρ with respect to
the perturbation distance ∆ of the distribution parameter x.
Definition 5 The variation range of ρ with reference r against ∆ is the set
ρ(∆) = {ρ(v) | ‖v − r‖ ≤ ∆,v ∈ U} . (5)
It is not hard to see that ρ(∆) is an interval. The existence of a condition
number for ρ depends on the differentiability of ρ. The following proposition
confirms that ρ enjoys this property in a “neighborhood” of r. Recall that we
have assumed |x| = k.
Proposition 6 ρ is differentiable at r, namely, ρ(x) = h · (x − r) + θ(x − r),
for some h ∈ Rk and θ : Rk → R such that lim‖y‖→0 θ(y)/‖y‖ = 0.
In other words, h · (x− r) is used as the linear approximation of ρ at a point
sufficiently close to r, and we write ρ(x) ≈ h · (x− r). Later, we will provide an
algorithmic method to determine h. Let max(h) = max{h[i] | 1 ≤ i ≤ |h|} and
min(h) = min{h[i] | 1 ≤ i ≤ |h|}.
Theorem 7 The asymptotic bound of ρ is given by the condition number
κ = lim
∆→0
sup
{x
δ
| x ∈ ρ(δ), 0 < δ ≤ ∆
}
. (6)
Then, the number κ exists and, moreover,
κ =
1
2
(max(h)−min(h)) . (7)
9According to the definition of κ in Theorem 7 (in particular, equation (6)),
mathematically, if the parameter x in a basic PMC M∗ with reference r varies
an infinitesimally small ∆ from r in terms of the absolute distance, then the
perturbation of the reachability checking result, ρ(∆), is estimated to be within
±κ∆, where κ is the condition number of ρ. We test the applicability of such κ
in experiments in Section 5.
The definition of κ captures the sensitivity of ρ to x: How does ρ change if we
perturb x? A closely related problem is phrased as this: How much do we have to
perturb x to obtain an approximation of ρ—in other words, what is the backward
error of ρ? The following proposition gives a “backward” characterization of the
asymptotic bound κ, which, by its formulation, pursues the infimum of variations
of x (or equivalently, the supremum of their reciprocals) that can cause the given
perturbation of ρ.
Proposition 8 κ = limx→0 sup
{
δ−1y | 0 < y ≤ x, y ∈ ρ(δ)
}
.
In the following, we present a method to compute the linear approximation of
ρ. We write
∑∞
i=0A
i as
∑
A. Let C(x) = A(x)−A〈r〉 and d(x) = b(x)−b〈r〉.
Theorem 9 Let
e(x) =
∑
A〈r〉 ·C(x) ·
∑
A〈r〉 · b〈r〉+
∑
A〈r〉 · d(x) . (8)
Then, ρ(x) ≈ ι? · e(x).
Theorems 7 and 9 together provide algorithmic techniques for computing the
condition number κ for M∗ and the reachability problem S? U S!.
4 Perturbation Analysis of General PMCs
In this section, we generalize the method developed in the previous section from
basic PMCs to general PMCs that may have multiple distribution parameters.
For general PMCs, perturbations of the parameters may vary either proportion-
ally or independently, yielding two forms of asymptotic bounds, namely, two
condition numbers. However, it turns out that the two kinds of bounds coincide.
4.1 Directional Conditioning
For general PMCs, we need to handle multiple distribution parameters. The
reachability problem S? U S! in a PMC M∗ is the same as for basic PMCs. In
this subsection, we suppose their perturbations are subject to a prescribed ratio,
i.e., proportionally. Hence, we associate a function w : I → [0, 1] to xI such that∑
i∈I w(i) = 1. Such w is called a direction of xI .
To enable the formal treatment, we first define some notations. For each
i ∈ I, let Vi = [0, 1]
ki and Ui = {v ∈ Vi |
∑ki
j=1 v[i] = 1} where ki = |xi|. If
I = {i1, . . . , im}, then VI denotes the cartesian space Vi1 × . . .×Vim . Similarly,
10
UI is Ui1× . . .×Uim . A(xI), b(xI), A〈rI〉 and b〈rI〉 are natural generalizations
of their basic PMC counterparts. We stress that, unlike P(xI), some variables
in xI for each i ∈ I may not appear at A(xI) and b(xI). We can also abbreviate
A(xI) and b(xI) as A and b if xI is clear in the context.
We illustrate these definitions by the example of noisy Zeroconf, whose model
is a non-basic PMC. Clearly, the pursuit of the problem “what is probability of
an address collision?” is equivalent to the problem “what is probability to avoid
an address collision?” In the second problem, the constraint set is {1, . . . , 5} and
the destination set is {7}. The sequence of parameters is (xi, 1− xi)
4
i=1. Thus,
Azf =


0 a 0 0 0
1− x1 0 x1 0 0
1− x2 0 0 x2 0
1− x3 0 0 0 x3
1− x4 0 0 0 0

 , bzf =


1− a
0
0
0
0


The following definition generalizes Definition 4.
Definition 10 The perturbation function of xI for a PMC M∗ = (ι,P(xI), rI)
and with respect to the problem S? U S! such that S?, S! ⊆ SM∗ is ̺ : VI → [−1, 1]
such that
̺(xI) = ι? ·
∞∑
j=0
(A(xI)
j · b(xI)−A〈rI〉
j · b〈rI〉) . (9)
The perturbation function ̺ captures the effect of the small variation of xi
with respect to ri for each i ∈ I on the reachability problem S? U S! in M∗. We
call vectors in rI references of ̺. The definition below generalizes Definition 5.
Definition 11 The w-direction variation range of ̺ with reference in r against
∆ is the set
̺w(∆) = {̺(vI) | ‖vi − ri‖ ≤ w(i)∆, vi ∈ Ui, i ∈ I} , (10)
where vI = (vi)i∈I .
Let xI − rI be the sequence (xi − ri)i∈I , supposing |xi| = |ri| for each i ∈ I.
Let ‖xI‖ be
∑
i∈I ‖xi‖. Similar to ρ, the following proposition holds for ̺.
Proposition 12 ̺ is differentiable at rI , namely, ̺(xI) =
∑
i∈I hi · (xi −
ri) + θ
′(xI − rI), for some hi ∈ R
k (i ∈ I) and θ′ : Rk|I| → R such that
lim‖yI‖→0 θ
′(yI)/‖yI‖ = 0.
We write ̺(xI) ≈
∑
i∈I hi · (xi − ri) and call
∑
i∈I hi · (xi − ri) the linear
approximation of ̺ at rI . The following theorem generalizes Theorem 7.
Theorem 13 The w-direction asymptotic bound of ̺ is given by the directional
condition number
κw = lim
∆→0
sup
{x
δ
| x ∈ ̺w(δ), 0 < δ ≤ ∆
}
. (11)
11
Then, κw exists and, moreover,
κw =
1
2
∑
i∈I
w(i)(max(hi)−min(hi)) . (12)
If the distribution parameters vary a small ∆ in the direction w, then we can
estimate the perturbation of ρ as ±kw∆. In the case that w(i) = 1/|I| for each
i ∈ I, such kw is called a uniform condition number. Like the asymptotic bounds
for basic PMCs, a “backward” characterization of κw also exists, as follows.
Proposition 14 κw = limx→0 sup
{
δ−1y | 0 < y ≤ x, y ∈ ̺w(δ)
}
.
We provide a method to compute the linear approximation of ̺. We define two
specific parametric matrices:C(xI) = A(xI)−A〈rI〉 and d(xI) = d(xI)−d〈rI〉.
We have the following generalized theorem of Theorem 9.
Theorem 15 For each i ∈ I, let
e(xI) =
∑
A〈rI〉 ·C(xI) ·
∑
A〈rI〉 · b〈rI〉+
∑
A〈rI〉 · d(xI) . (13)
Then, ̺(xI) ≈ ι? · e(xI).
Theorems 13 and 15 together provide an algorithmic method for comput-
ing the directional condition number κw for M∗ and the reachability problem
S? U S!.
4.2 Parameter-wise Conditioning
The parameter-wise perturbation analysis handles the independent variations of
distribution parameters. In this case, to facilitate perturbation estimation, we
expect to obtain a condition number for each distribution parameter. It turns
out that the parameter-wise analysis can be reduced to the directional analysis.
We use rI [i := v] denote the sequence of vectors obtained by replacing the
ith vector in rI by v.
Definition 16 The variation range of ̺ projected at xi against ∆ is the set
̺i(∆) = {̺(rI [i := v]) | ‖v− ri‖ ≤ ∆, v ∈ Ui} . (14)
The asymptotic bound of ̺ projected at xi is given by the condition number
κi = lim
∆→0
sup
{x
δ
| x ∈ ̺i(δ), 0 < δ ≤ ∆
}
. (15)
Letwi be the direction such that wi(i) = i and wi(j) = 0 for each j ∈ I\{i}. It
is easy to see that ̺i (resp. κi) is just ̺wi (resp. κwi). It means that parameter-
wise bounds are special cases of directional bounds. Moreover, the following
theorem states that any set of parameter-wise condition numbers conforms to a
specific directional condition number.
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Table 2. Experimental data of noisy Zeroconf (×10−3)
Model xi Probability Distance
Condition Variation
Number Range
Mzf
∗
750 999.024 - 7.797 -
Mzf1 749 −.016 2 - ±.016
Mzf2 752 +.031 4 - ±.031
Mzf3 747 −.048 6 - ±.047
Theorem 17 Let ∆ =
∑
i∈I ∆i and w(i) = ∆i/∆ for each i ∈ I. Then,∑
i∈I κi∆i = κw∆.
If the direction of perturbation may not be known in advance, it is more useful
to present the set of parameter-wise bounds. Theorem 17 provides a mathema-
tical characterization for parameter-wise perturbations in terms of directional
perturbations.
5 Experiments
We evaluate by experiments, how well the condition numbers capture possible
perturbations of reachability probabilities for some PMCs under consideration.
Recall that the outcome of the reachability checking algorithm for a PMC con-
sists of two parts, namely, a referential probabilistic result and one or more
condition numbers (see Table 1). The probabilistic result is computed by a con-
ventional numerical model checking algorithm. For the problems considered in
this section, only a single condition number will be returned. The condition
number is calculated by the method presented in the previous sections.
Our experiments proceed as follows. (i) We specify a reachability problem
for a PMC M∗ and compute the referential probabilistic result p and one con-
dition number κ for the problem, although multiple condition numbers may be
required in other contexts. (ii) By deliberately assigning concrete probability dis-
tributions to the distribution parameter(s) ofM∗, we construct several potential
non-parametric modelsMj with sufficiently small statistical distances fromM∗.
(iii) We compute an actual probabilistic result pj for eachMj and calculate the
actual distance ∆j between the reference(s) inM∗ and the corresponding distri-
bution(s) in Mj . (iv) We compare p− pj , the difference between the referential
result and an actual result, and ±κ∆j , the perturbation estimation.
We performed experiments for the examples of noisy Zeroconf and hopping
frog (the PMCs Mzf∗ and M
fg
∗ ) in Matlab
r [7]. Although Matlab is not a spe-
cialized tool for probabilistic model checking, it provides convenient numerical
and symbolic mathematical operations that are necessary to compute the per-
turbation function. For the easier calculations in the noisy Zeroconf example,
we let a in Pzf∗ , the parametric transition matrix of M
zf
∗ , be 0.2. Moreover, for
simplicity, it is assumed that each probe message and its reply are affected by
the same channel noise level, namely, that the four distribution parameters of
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Table 3. Experimental data of hopping frog (×10−3)
Model Distribution Probability Distance
Condition Variation
Number Range
Mfg∗ (375, 125, 250, 250) 500.000 - 312.500 -
Mfg1 (374, 124, 251, 251) 0 4 - ±1.250
Mfg2 (374, 124, 250, 252) +.623 4 - ±1.250
Mfg3 (377, 125, 248, 250) +.627 4 - ±1.250
Mfg4 (377, 125, 250, 248) −.627 4 - ±1.250
Mfg4 (375, 125, 248, 252) +1.250 4 - ±1.250
Mfg5 (375, 125, 252, 248) −1.250 4 - ±1.250
Mzf∗ are perturbed in a uniform direction. Several MCs in both experiments are
generated by assigning different distributions to the distribution parameters in
their PMCs. Because the infinite matrix series
∑∞
i=0A
j cannot be computed di-
rectly, we adopt an approximation by taking the sum of the first hundred items in
each series encountered. There was no significant truncation error involved the
numerical calculations in our experiments. We test the reachability problems
{1, . . . , 5} U {7} in the first experiment (which states “what is the probability to
avoid an IP collision?”) and {1, 2} U {4} in the second one (which states “what
is the probability for the frog to reach the fourth rock without landing on the
third rock?”). The experimental data are summarized in Tables 2 and 3, respec-
tively. In Table 2, the distance of the perturbed models to the PMC increases.
We observe that the condition number accounts for the result nicely if the per-
turbed distance is smaller than 0.006. When the distance exceeds 0.006, the
perturbation of the probabilistic result may exceed the variation range. In Table
3, several perturbed models with the distance 0.004 to the PMC are presented.
The data also demonstrate that the condition number bounds the reachability
perturbation between a perturbed model and the PMC to a satisfactory degree.
In particular, the difference between the result for Mfg4 (resp., M
fg
5 ) and the
referential result overlaps with the positive (resp., negative) predicted bound.
In short, we observe from the experiments that condition numbers adequately,
although not rigorously, predict the bounds of the reachability checking results
for probabilistic models under small perturbations.
6 Discussion and Related Work
The pursuit of perturbation bounds for MCs can be traced back to the 1960’s.
Schweitzer [2] gave the first perturbation bound, namely, an absolute condition
number for the stationary distribution of an MC against its fundamental matrix
(which is defined by the transition matrix of the MC), and this motivated a va-
riety of subsequent work. Cho and Meyer [3] provided an excellent overview for
various bounds of stationary distributions (all of which are condition numbers)
up to the time of their publication, whilst more recent papers [4,5] shed light on
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new definitions and techniques for perturbation bounds. In spite of its relatively
long history, to the best of our knowledge, the present paper is the first paper
that studies the perturbation problem in quantitative verification. Moreover, our
approach is different frommost of the works on the perturbation analysis for MCs
in that, instead of formulating the bounds in terms of mathematically meaning-
ful components, we adopt numerical computation to approximate the bounds.
Therefore, our work is in mid of a broader branch of perturbation theory for
numerical linear algebra [8], the goal of which is to investigate the sensitivity of
a matrix-formulated problem with respect to one or more perturbed components
in its formulation, and to provide various forms of perturbation bounds for the
solution to the problem. One important group of such bounds is called asymp-
totic bounds (also called linear local bounds), which is further divided into two
subgroups, namely, absolute condition numbers and relative condition numbers.
Both subgroups of condition numbers have their own significance—absolute con-
dition numbers enjoy a more elegant mathematical formulation and are easier
to employ for practical problems, whilst relative ones are more important to the
floating point arithmetic implemented in every computer, which is affected by
relative rather than absolute errors. A detailed classification of these bounds is
found in Konstantinov et al. [6] (Chapters 1 and 2). The condition numbers that
we pursue in the present paper are absolute ones and we leave the analysis of
our problem based on other kinds of bounds to future work.
Quantitative verification of Markov models with various formulations of un-
certainty is a recently active field of research. Daws [9] proposed a symbolic
PCTL model checking approach in which concrete or abstract transition proba-
bilities in his parametric variant of a discrete-time MC are viewed as letters in
an alphabet of a finite automaton. As such, the probability measure of a set of
paths satisfying a formula is computed symbolically as a regular expression on
that alphabet, which is further evaluated to its exact rational value when transi-
tion probabilities are rational symbolic expressions of variables. Hahn et al. [10]
improved the approach of Daws for reachability checking (i.e., PCTL formulae
without nested probability operators) by carefully intertwining the computation
procedure and evaluation procedure of Daws. By definition, their parametric
variants of MCs are more general than ours because they allow abstract transi-
tion probabilities to be expressed by rational symbolic expressions. But in order
to introduce a metric to measure the perturbations for our PMCs, we let ab-
stract transition probabilities be expressed as single variables. Another and more
important difference is that, instead of pushing the symbolic computation to an
extreme as they did, we calculate numbers in symbolic expressions numerically
as in ordinary mathematical calculations.
Another group of research works addresses the undetermined transition prob-
abilities in MCs by specifying their interval values. Sen et al. [11] considered two
semantic interpretations for such models, which are either classes of MC or gen-
eralizations of Markov Decision Processes (MDPs). In the first interpretation,
the PCTL model checking problem is to search for an MC within the MC class
such that a PCTL formula is satisfied; in the second one, the problem can be
15
reduced to a corresponding MDP of exponential size. Benedikt et al. [12] consi-
dered the LTL model checking problem for the same models, which they defined
as the search of an MC that meets the model constraint and optimizes the prob-
ability of satisfying an LTL formula. However, in our perturbation approach we
specify a metric to measure the perturbed distances of the models but not their
perturbed boundaries in terms of interval transition probabilities.
There have also been attempts to study perturbation errors in realtime sys-
tems, in particular, timed automata. For example, Alur et al. [13] defined a
perturbed semantics for timed automata whose clocks might skew at some very
small rates. They showed that if an automaton has a single clock, then the lan-
guage accepted by it under the perturbed semantics is accepted by an equivalent
deterministic automaton under the standard semantics. Bouyer et al. [14] pro-
vided another time perturbation notion, which expresses not the perturbations of
the clock rates but those of the clock constraints. They developed model checking
techniques for ω-regular properties based on their novel semantic relation, which
captures—as argued—the intuition “whether the considered property holds for
the same model implemented in a sufficient (but not infinitely) fast hardware”.
7 Conclusions
Motivated by the pervasive phenomena of perturbations in the modeling and
verification of real-life probabilistic systems, we studied the sensitivity of con-
strained reachability probabilities of those systems—which are modeled by para-
metric variants of discrete-time MCs—to perturbations of their distribution
parameters. Our contribution is a method to compute the asymptotic bounds in
terms of absolute condition numbers for characterizing the sensitivity. We also
conducted experiments to demonstrate the practical adequacy of the computa-
tion method.
This paper is an initial step towards investigating the sensitivity and bounds
for quantitative verification of perturbed systems, and we may identify several
interesting directions for further research. First, reachability, in spite of its fun-
damental status in model checking, captures only a narrow group of practical
verification problems (particularly in the probabilistic domain) and, therefore,
it is desirable to extend the present method to accommodate the general model
checking problems formalized, for instance, in LTL formulas. Second, we adopt
the norm of absolute distance to measure the distance between two probabi-
lity distributions; however, there exist other distance measures that are useful
for problems in some specific domains. For example, the well-known Kullback-
Leibler divergence is widely adopted in information theory [15]. Finally, condi-
tion numbers are among several other forms of perturbation bounds. An in-depth
comparison of their pros and cons is left to future work.
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Appendix: Proof Details
Proof (Proof of Lemma 3). See Theorem 10.15 and its subsequent remark at
pp.762-764 in [16].
Proof (Proof of Proposition 6). We refer this proof to the constructive (and
independent) proof of Theorem 9 below.
Proof (Proof of Theorem 7). Let
κ′ =
1
2
(max(h)−min(h)) =
1
2
(h[i1]− h[i2])
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for some i1, i2, and our goal is to show that κ exists and κ = κ
′. Let |h| = k.
First we give a claim. Let q ∈ [−1, 1]k such that
∑k
i=1 q = 0 and ‖q‖ = 1.
We claim that
h · q ≤ κ′ .
The proof of the claim is straightforward.
Let ε > 0. According to Proposition 6, choose ∆ > 0 such that if 0 < ‖x‖ =
δ ≤ ∆ then
|h · x− ρ(y + r)| ≤
δε
2
.
Let y = δq, then ∣∣∣∣h · q− ρ(y + r)‖y‖
∣∣∣∣ =
∣∣∣∣h · x− ρ(y + r)‖y‖
∣∣∣∣ ≤ ε2 ;
in particular, ∣∣∣∣κ′ − ρ(δei1,i2 + r)‖δei1,i2‖
∣∣∣∣ ≤ ε2 ,
where ei,j is the vector such that the ith (resp. jth) entry in ei,j is 1/2 (resp.−1/2)
and the other entries (if any) are all zero. Since ∆ is supposed to be sufficiently
small, δei1,i2 + r ∈ U. Then,
ρ(δei1,i2 + r)
δ
∈
{x
δ
| x ∈ ρ(δ), 0 < δ ≤ ∆
}
.
Thus,
κ′ − ε ≤ sup
{x
δ
| x ∈ ρ(δ), 0 < δ ≤ ∆
}
.
On the other hand, given 0 < δ′ < ∆, choose y′ such that ‖y′‖ = δ′,
y′ + r ∈ U, and sup(ρ(δ′)) ≤ ρ(y′ + r) + εδ′/2. Without loss of generality,
we suppose y′ = δ′q′. Thus,
h · q′ + ε ≥
ρ(y′ + r)
δ′
+
ε
2
.
Thus, κ′ + ε ≥
sup(ρ(δ))
δ
for any δ such that 0 < δ ≤ ∆. Hence,
κ′ + ε ≥ sup
{x
δ
| x ∈ ρ(δ), 0 < δ ≤ ∆
}
.
Therefore, we have proved that κ exists and κ = κ′.
Proof (Proof of Proposition 8).We suffice to show the following two propositions:
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1. for each ε > 0 there exists x > 0 such that y/δ < κ+ ε whenever 0 < y ≤ x
and y ∈ ρ(δ);
2. for each ε > 0 and x > 0 there exists 0 < y ≤ x and δ > 0 such that y ∈ ρ(δ)
and κ < y/δ + ε.
On the other hand, by the definition of κ,
1. for each ε > 0 there exists ∆ > 0 such that y/δ < κ+ ε whenever 0 < δ ≤ ∆
and y ∈ ρ(δ);
2. for each ε > 0 and ∆ > 0 there exists 0 < δ ≤ ∆ and y > 0 such that
y ∈ ρ(δ) and κ < y/δ + ε.
It holds that given any ∆ > 0 we can choose x such that if 0 < y ≤ x and
y ∈ ρ(δ) then 0 < δ ≤ ∆; conversely, given any x > we can choose ∆ such that
if 0 < δ ≤ ∆ and y ∈ ρ(δ) then 0 < y ≤ x. Therefore, it can be verified that the
two sets of propositions are equivalent.
Proof (Proof of Theorem 9). ρ(x) actually defines a system of non-linear (i.e.
multi-variable polynomial) series. Given a multi-variable polynomial series, the
order of a term in the series is the summation of the exponents of all variants
in it. The smallest order of all terms is called least order of the series. We write
A〈r〉 and b〈r〉 as A and b, respectively. By the definition of C(x) and d(x), we
rewrite ρ as follows:
ρ(x+ r)
= ι? ·
(
∞∑
i=0
(A+C(x))i · (b+ d(x)) −
∞∑
i=0
A · b
)
= ι? ·


∞∑
i=0
Ai · d(x)
︸ ︷︷ ︸
ψ1
+
∞∑
i=0
Ai ·C(x) ·
∞∑
i=0
Ai · b
︸ ︷︷ ︸
ψ2

+ ϕ ,
for some ϕ. We see that ϕ is either 0 or a of polynomial whose least order is not
smaller than 2. Thus,
lim
‖x‖→0
ϕ
‖x‖
= 0 .
Let h · x = ι? · (ψ1 + ψ2), and we obtain the equation in Proposition 6, namely
ρ(x+ r) ≈ ι? · (ψ1 + ψ2) .
Proof (Proof of Proposition 12). We refer this proof to the proof of Theorem 15
below.
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Proof (Proof of Theorem 13). The proof is a generalization of the proof of The-
orem 7. For any direction w, let
κ′w =
1
2
∑
i∈I
w(i)(max(hi)−min(hi)) =
1
2
∑
i∈I
w(i)(hi[j
1
i ]− hi[j
2
i ]) ,
for some j1i , j
2
i for each i ∈ I. Our goal is to show that κw exists and κw = κ
′
w.
Note that |hi| = k for each i.
We first give a claim. Let qi ∈ [−1, 1]
k such that, for each i ∈ I,
∑k
j=1 qi[j] =
0 and ‖qi‖ = 1. We claim that∑
i∈I
w(i)(hi · qi) ≤ κ
′|I| .
The claim is not hard to be verified.
Let ε > 0. According to Proposition 12, choose∆ > 0 such that if 0 < ‖xi‖ =
δw(i) ≤ ∆w(i) for any i ∈ I, then∣∣∣∣∣∑
i∈I
hi · xi − ̺(xI + rI)
∣∣∣∣∣ ≤ δε2 .
where x)I is (xi)i∈I . Let xi = δw(i)qi for each i ∈ I. Thus∣∣∣∣∣∑
i∈I
w(i)(hi · qi)−
̺(xI + rI)
δ
∣∣∣∣∣ =
∣∣∣∣
∑
i∈I hi · xi − ̺(xI + rI)
δ
∣∣∣∣ ≤ ε2 ;
in particular, let eI = (ej1
i
,j2
i
)i∈I where ej1
1
,j2
i
is the vector such that the j1i th
(resp. j2i th) entry in it is 1/2 (resp. −1/2) and the other entries (if any) are all
zero (thus, ej1
i
,j2
i
is a particular instance of qi); then∣∣∣∣κ′w − ̺(δw · eI + rI)δ
∣∣∣∣ ≤ ε2 .
Since δ is sufficiently small, δw · eI + rI ∈ UI . Then
̺(δw · eI + rI)
δ
∈
{x
δ
| x ∈ ̺w(δ), 0 < δ ≤ ∆
}
.
Thus,
κ′w − ε ≤ sup
{x
δ
| x ∈ ̺w(δ), 0 < δ ≤ ∆
}
.
On the other hand, given 0 < δ′ ≤ ∆, choose x′I = (x
′
i)i∈I such that ‖x
′
i‖ =
δ′w(i) for each i ∈ I, x′I+rI ∈ UI , and sup(̺(δ
′)) ≤ ρ(x′I+rI)+εδ
′/2. Without
loss of generality, we suppose x′i = δ
′q′i for each i ∈ I. Thus,∑
i∈I
hi · q
′
i + ε ≥
̺(x′I + rI)
δ′
+
ε
2
.
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Thus, κ′w + ε ≥
sup(̺w(δ
′))
δ′
. Hence,
κ′w + ε ≥ sup
{x
δ
| x ∈ ̺w(δ), 0 < δ ≤ ∆
}
.
Therefore, we have proved that κw exists and κw = κ
′
w.
Proof (Proof of Proposition 14). The proof is an immediate generalization of the
proof of Proposition 8.
Proof (Proof of Theorem 15). The proof of this theorem is a generalization of
that of Theorem 9. We write A〈rI〉 and b〈rI〉 as A and b, respectively. By the
definition of C(xI) and d(xI), we rewrite ̺ as follows:
̺(xI + rI)
= ι? ·
∑
i∈I
∞∑
j=0
(
(A+C(xI))
j · (b+ d(xI))−A
j · b
)
= ι? ·


∞∑
j=0
Aj · d(xI)
︸ ︷︷ ︸
ψI,1
+
∞∑
j=0
Aj ·C(x− I) ·
∞∑
j=0
Aj · b
︸ ︷︷ ︸
ψI,2

+ ϕ ,
for some ϕ. We see that ϕ is either 0 or a polynomial whose least order is not
smaller than 2. Thus,
lim
‖xI‖→0
ϕ
‖xI‖
= 0 .
Let
∑
i∈I hi · xi = ι? · (ψi,1 + ψi,2), and we obtain the equation in Proposition
12, namely
̺(xI + rI) ≈ ι? ·
∑
i∈I
(ψi,1 + ψi,2) .
Proof (Proof of Theorem 17). It holds that for each i ∈ I
κi =
1
2
(max(hi)−min(hi))
κw =
1
2
∑
i∈I
w(i)(max(hi)−min(hi))
where w(i) = ∆1/∆ and ∆ =
∑
i∈I ∆i. The equation in the theorem follows.
