Large deviation principles are established for the Fleming-Viot processes with neutral mutation and selection, and the corresponding equilibrium measures as the sampling rate goes to 0. All results are rst proved for the nite allele model, and then generalized, through the projective limit technique, to the in nite allele model. Explicit expressions are obtained for the rate functions.
Introduction
The Fleming-Viot process is a measure-valued process describing the evolution of the distribution of genotypes in a population. In the case of two alleles it reduces to a one-dimensional di usion process that approximates the classical Wright-Fisher model. The standard model in population genetics involves mutation, replacement sampling, and selective advantages among various genotypes.
Let E be a compact metric space, C(E) be the set of continuous functions on E, and M 1 (E) denote the space of all probability measures on E with the topology of weak convergence. Let A is known as the mutation operator, and the last term in (1:1) describes the continuous sampling.
If the mutation operator has the form of Af(x) = 2 R (f(y) f(x)) 0 (dy) with 0 2 M 1 (E), we call the process a Fleming-Viot process with neutral mutation. It is known that the Fleming-Viot process with neutral mutation has a unique reversible probability measure (cf. Ethier and Kurtz 6] ).
In the present article we will consider the limiting behavior of this process as ! 0: In the rst principal result we establish a large deviation principle (henceforth, LDP) for the sequence of reversible measures. It turns out that the sequence converges to the probability xed point 0 of the mutation operator exponentially fast and for = 1; 0 the deviation is characterized by the relative entropy de ned as H( 0 j ) = where h is the Radon-Nikodym derivative of 0 with respect to . It is known, by Sanov's theorem, that the empirical measure f 1 n P n k=1 X k g n 1 of an i.i.d. sequence of random variables with common distribution 0 converges exponentially fast to 0 as n goes to in nity, and the deviation is characterized by the relative entropy H( j 0 ). Our example here may be the rst among the large deviation literature that has this \reversed" form of relative entropy as rate function. In Sanov's theorem, the in uence of sampling is dominant while in the Fleming-Viot case this in uence decreases to zero. This may be an explanation for the \reversed" expression of the two rate functions.
The second principal result of this article establishes a path level LDP for the Fleming-Viot process with neutral mutation and with selection. This can be viewed as an Freidlin-Wentzell type result in in nite dimension. Furthermore, the existing results on large deviations for nite dimensional di usions usually assume either the di usion coe cient is non-degenerate or the square root of the di usion coe cient is uniformly Lipschitz continuous, but our model with nite alleles satis es neither of them. Hence our results also include an extension of the nite dimensional Freidlin-Wentzell theory.
The sampling rate can be interpreted as the inverse population size and the large deviation results of this paper describe the deviations from the \in nite population" deterministic limit.
The large deviation result for equilibrium measures is proved in Section 2 and the path level LDP is proved in Section 3. We will rst prove the LDP for the Fleming-Viot process with neutral mutation, and then, by the Cameron-Martin-Girsanov transformation, for the case with selection. For processes without selection we will rst prove the result for the nite allele model, and then generalize, through the projective limit technique, to the in nite allele model.
LDP for Equilibrium Measures
Let the following objects be given: X a Hausdor topological space, B X a -algebra of space X, fP " g ">0 a family of probability measures on (X; B X ), fa " g ">0 a family of positive numbers tending to zero as " goes to zero, and a function I : X ! 0; 1]. (2.2) Remark: The B X -measurable condition is needed when B is not the Borel -algebra and not all open or closed sets are B X -measurable. This situation may occur when the space X is not separable.
When the space X is compact, all rate functions are good rate functions. Also the function I in the above de nition is unique when X is a regular topological space. For an excellent introduction to basic concepts and techniques of large deviations refer to 4].
In this section we will establish LDP for the equilibrium measures of the Fleming-Viot processes with neutral mutation and with selection. We will start with the case when the type space E is nite. Then, by using the projective limit technique, we obtain results for the case of E = 0; 1].
For any n 1, let E = f1; 2; ; ng. The space M 1 (E), the set of all probability measures on E, can be identi ed with the (n 1)-dimensional simplex n = fx = (x 1 ; ; x n ) : x i 0; i = 1; ; n;
The Fleming-Viot process with neutral mutation reduces to the neutral one-locus n-allele di usion process with generator
where q ji (j 6 = i) is the intensity of a mutation from allele j to allele i, and q jj = P i6 =j q ji : Let m denote the Lebesgue measure on n . If the in nitesimal matrix (q ij ) is irreducible, then this di usion has a unique stationary distribution which is absolutely continuous with respect to m. (cf. Shiga 11]) In the special case of parent-independent mutation, i.e., q ij = 2 p j > 0; 1 i 6 = j n; n X i=1 p i = 1; > 0: Wright 14] 
On the other hand, for any n 1, let
where B k = fz : (k 1)=2 n h(z) < k=2 n g, A n = fz : h(z) ng. The fact that h is integrable with respect to implies that h n is an increasing sequence of nonnegative simple functions converging to h almost surely with respect to . Let`= fB 1 ; ; B n2 n; A n g. Then we have
Let n go to in nity, we get (2:14) by (1:2) and the monotone convergence theorem. 2
Now we are ready to prove large deviation results for equilibrium measures of some FlemingViot processes. A Fleming-Viot process with neutral mutation has a generator of the following form: By using Varadhan's Lemma, we have for any F( ) 2 C (M 1 ( 0; 1]) In this section we will establish three LDPs at the path level: LDP for nite type (or allele) model, LDP for the Fleming-Viot process with neutral mutation, and LDP for the Fleming-Viot process with neutral mutation and selection. The novelty of our result for nite type model is that the di usion coe cient of the corresponding di usion process is degenerate and the square root of the di usion coe cient is non-Lipschitz. This is an extension of the Freidlin-Wentzell theory.
LDP For Finite Allele Model
De ne S n = fx = (x 1 ; ; x n 1 ) : x i 0; i = 1; ; n 1;
The Fleming-Viot process with nite allele and neutral mutation is a nite dimensional di usion process described by the following system of stochastic di erential equations dx " k (t) = b k (x " (t))dt + " n 1 X l=1 kl (x " (t))dB l (t); 1 k n 1;
where x " (t) = (x " 1 (t); ; x " n 1 (t)), b k (x " (t)) = 2 (p k x " k (t)), and (x " (t)) = ( kl (x " (t))) 1 k;l n 1 is given by (x " (t)) 0 (x " (t)) = D(x " (t)) = (x " k (t)( kl x " l (t))) 1 k;l n 1 ;
and " 2 = ,p k = 0 (k) > 0, B l (t); 1 l n 1 are independent Brownian motions.
For a xed T > 0 and x 2 S n , let C( 0; T]; S n ) be the space of all S n -valued continuous functions on 0; T] endowed with the uniform topology, and P " x denote the law of x " ( ) starting at x.
Lemma 3.1 The family fP " x g ">0 is exponentially tight on C( 0; T]; S n ) for all x 2 S n .
Proof The lemma follows since K a is a compact set in C( 0; T]; S n ).
2
Let @S n and S n denote the boundary and interior of S n , respectively. By direct calculation we get det(A(x)) = x 1 x n 1 (1 P For any x in S n and ' in C( 0; T]; S n ), let By using the explicit expression of D 1 (x), we get the following for functions '(t) whose pathes are completely contained inside S n .
where ' n (t) = 1 P n 1 i=1 ' i (t). log(' 1 (t)) _ ' 1 (t) dtg = 2fb 1 ('(t 2 )) log(' 1 (t 2 )) b 1 ('(t 1 )) log(' 1 (t 1 )) + 2 ' 1 (t 2 )(log(' 1 (t 2 )) 1) ' 1 (t 1 )(log(' 1 (t 1 )) 1)]g:
Letting t 2 goes to t 0 , the above will go to in nity because the rst term goes to in nity while all other terms are bounded. This certainly contradicts the assumption of niteness of I x ('). Theorem 3.3 For any x 2 S n , the family fP " x g ">0 satis es a LDP on space C( 0; T]; S n ) with the good rate function I x ( ) and speed " 2 .
Remark: If we introduce a map between spaces S n and n such that (x 1 ; ; x n 1 ) = (x 1 ; ; x n 1 ; 1
and for simplicity, let fP " x g ">0 denote its image probability on space C( 0; T]; n ) under the map , then by contraction principle we have that for any x 2 n , the family fP "
x g ">0 satis es a large deviation principle on space C( 0; T]; n ) with the good rate function I x ( ) and speed " 2 .
Proof: By Corollary 3. Replacing f with ' in (3:9), we end up with (3:8) because the corresponding probabilities in both equations are the same for < 0 . Now we are ready to prove (3:8) for paths that hit the boundary of S n . Let ' be such a path.
The following is trivially true. 
LDP for Fleming-Viot Processes with Neutral Mutation
The Fleming-Viot process with neutral mutation has many nice properties. One of them is called the partition property, namely, given any nite partition of the type space E = K i=1 E i , then fX(t; E i ) : i = 1; ; Kg is a nite dimensional di usion process as in section 3.1.(cf. Ethier and
Kurtz 7].) By using this property and the projective limit technique, we will establish a LDP for the Fleming-Viot process with neutral mutation. This kind of result can be viewed as an in nite dimensional generalization of the Freidlin-Wentzell theory. In the remainder of this article we will have E = 0; 1]. Consider the following family of partitions of space E J = ff 0; t 1 ]; (t 1 ; t 2 ]; ; (t n ; 1]g : 0 < t 1 < t 2 < < t n < 1; n = 1; 2; g;
with the same partial ordering as in P of (2:12) . It is clear that J P. Thus we will denote generic element of J by {; |; etc., and for any {; | 2 J , the space X { and the mappings {| ; { are de ned accordingly. By an argument similar to that used in Section 2, we can show that the projective limit of (X { ; {| ) {;|2J is M 1 (E) and projective topology is stronger than the weak topology but weaker than the -topology. We will use M pro 1 (E) to denote the space M 1 (E) with this projective limit topology. Remark: Let (t) be a path of the Fleming-Viot process with neutral mutation. Then for every t > 0, the support of (t) is a subset of the support of 0 . Therefore the essential part of the type space is the support of 0 . If we choose E to be the support of 0 , then the result still holds. Because of this we assume in the sequel, without loss of generality, that the support of 0 is E = 0; 1].
Proof: Since the path of Fleming-Viot process is continuous in the -topology (cf. (3.22) where A is the formal adjoint of A de ne through the equality hA ( ); fi = h ; Afi.
We defer the proof of this theorem to Appendix.
LDP for Fleming-Viot Processes with Selection
Finally we turn to prove the LDP of the Fleming-Viot process with selection. The generator of the process is given in (2:16). We will assume that the tness function V (x; y) is continuous on E 2 in the sequel. which is also continuous in the topology generated by %. Since is non-degenerate and ( ) is in H , we have that I ( ( )) = S ( ( )) < 1: 
