This paper addresses the raw textile defect detection problem. An efficient algorithm based on Bayesian estimation is presented for detection of defects encountered in textile images. Bayesian estimation is performed by particle filtering. Performance inprovement in detection rate has been verified through extensive computer simulations.
INTRODUCTION
Automatic visual inspection is one of the most important aspects of the industrial quality control applications. Circuit broads, electronic products, textile products are now inspected by image processing and image vision systems. However, many current visual inspection systems are still dependent on human inspectors. Especially in factories where the speed of production lines is so high it is almost impossible for human inspectors to do the quality control; hence visual inspection by computers becomes more important. One of the industry fields where automated visual inspection systems are mostly needed is the textile industry. Here the main concern is to detect defects in fabrics during the roll of the web product and to warn the manufacturer before the defective product reaches the market. Considering that human vision inspection has a performance of 80 per cent, at best, designing computer related visual inspection systems has became a requirement for textile fabric production plants [1] [2] [3] .
The defect detection in raw textile images is a challenging problem as the defect types occupy a wide spectrum; and the textile fabric images are characterized by complex textures. Therefore simple thresholding techniques will not lead to satisfactory performance. Texture analysis plays an important role in the automated visual inspection of textile products. Model based texture analysis is commonly addressed by modeling texture under analysis in terms of Markov random fields [4, 5] or autoregressive (AR) and/or autoregressive moving average (ARMA) fields [2, 6] . In AR/ARMA based modeling, linear prediction filters such as lattice filters [2, 7] or Kalman filters [8] can be used to estimate the model parameters that represent the complex texture in terms of a small number of parameters. In this paper, we bring a new solution to the model based texture analysis and hence to the defect detection problem. We incorporate particle filters [9, 10] -which perform sequential Monte Carlo (SMC) estimation -to the defect detection problem in textile products. AR modeling in the form of state equation is used for the representation of the texture. The AR coefficients of the model are generated by the Levinson-Durbin algorithm using linear prediction [11] . The defect detection problem then turns into the estimation of the hidden states by the particle filter. The state vectors obtained from defect-free images are then averaged to construct the true feature vector to be used as a reference. The states corresponding to a sub-window of a test image is estimated using the same set of AR coefficients and the state vector is formed; it is then compared with the reference vector in order to make a decision. This decision is based on a Euclidean distance classifier.
The rest of the paper is as follows: In Section 2, the background material on particle filters is given. Section 3 deals with the integration of particle filters to the defect detection problem. Section 4 explains the methodology of the defect detection system. Simulation and results are given in Section 5 which is followed by the conclusions in Section 6.
PARTICLE FILTER
In many scientific problems estimating the system states given a set noisy measurement is a problem of great importance. The particle filtering method tries to estimate the states for a non-linear system in which any other approach such as conventional Kalman filter cannot produce satisfactory results. By using Monte Carlo (MC) type methods, the advantages of grid-based Markov localization are combined with the efficiency and accuracy of Kalman filter based techniques [12] . The basic idea behind particle filtering [9, 10] is the sequential Bayesian estimation [13] . The problem is expressed in terms of a state-space formulation; unknown parameters are modeled by state variables and a sequential importance sampling is performed for their estimation.
In general, the states are the hidden variables in a nonGaussian and nonlinear modeling scheme given by the following state-space equations:
The parameters x , y , v and n represent states, observa-tions, process noise and observation noise, respectively and k is the discrete-time index. The functions f and h are most commonly nonlinear. Here we shall assume that these models are available in probabilistic form. . This can be obtained sequentially in two stages: prediction and update. Here the prediction generally transforms, deforms and spreads the state probability density function (pdf). The update operation uses the latest measurement to modify the prediction pdf. In the prediction stage, the posterior pdf is recursively updated from the samples k y : 0 as specified
This stage is followed by the update stage which is specified as ) (
where
Note that the state equation (1.a) characterizes the a priori state transition probability ) ( There are cases where the posterior density cannot be computed in closed form, in such cases, it is approximated in terms of samples, called particles, drawn from the desired (target) distribution [9, 10, 13] . This pdf needs to be updated sequentially as the new observations are received. By particle filtering analytically inexpressible conditional distribution is approximated using a set consisting of N drawn particles } ,..... 
Ideally, the particles should be sampled from their optimal importance function which are, in general, very difficult to construct and sample from. Thus, simpler approximations are used in practice. One of the possible choices which is also used in this work is the sequential importance resampling (SIR) particle filter [9, 10] where the importance functions are approximated by a priori state transition pdf's; the weights are updated within a normalization using the importance sampling which is followed a resampling step which achieves weight normalization at the same time.
INTEGRATION OF THE PARTICLE FILTER TO THE DEFECT DETECTION PROBLEM
In this paper, our aim is to detect the defects in textile images which inherently have textures. For this purpose model based texture analysis tools are applied. First each image is divided into non-overlapping sub-windows and the pixel values of each sub-window are scanned in snake-form as shown in Fig. 1; and one-dimensional (1-D) representation of the image is generated. The idea behind using the snake form is to retain the horizontal correlation between the pixels as well as the correlation at the edges of the image when the data is converted to 1-D. The snake form has also been studied in the vertical direction however the database being analyzed yielded better results for the horizontal case.
Figure 1 : Snake Form
The texture in each sub-window is characterized by a second order AR model specified as follows: ize the complex texture in terms of finite number of parameters. In our case the number of parameters is taken to be two which seems a valid model for the textures of the textile fabrics we used. This choice also lessens the computational burden of the algorithm. The linear prediction model is applied to every sub-window of defect-free images of each textile type and the AR coefficients are calculated using the Levinson-Durbin algorithm [11] . The average of the AR coefficients over each window are taken and inserted into the state equation (6.a). This is done only once for each textile type; and hence we come up with a model for the texture of each textile type. This model is then used both for defectfree and defective images of the same type. Subsequently, the hidden states k x 's are estimated using sequential importance resampling (SIR) [9, 10] particle filter since in our case both the state dynamics (6.a) and the measurement function (6.b) are known and we can sample from the process noise and the prior. Thus the importance density is chosen as the prior density ) (
. and the resampling is applied at every time step k to prevent degeneracy [10] . Here we used systematic resampling [9] . Then the update equation simplifies to ) (
A pseudo-code description of the algorithm is given in Table I . It should be noted that systematic resampling [10] is used in step-2 of Table I . In SIR filter, importance weights can be calculated easily and the importance density can be sampled without difficulty. On the other hand, the importance sampling density is independent of the measurements, and hence the state space is explored without any knowledge of the observations. Therefore this filter is very insensitive to outliers [10] -defective pixels correspond to outliers in defect detection problem. 
METHODOLOGY
Defect detection system described in this paper can be divided into two parts as learning phase (offline) and application phase (online). All the images used in the simulations are taken from the TILDA [14] database. In the learning phase, defect-free images are selected randomly from the database and the AR coefficients for the texture model is computed for each sub-window of a given textile type to determine the state equation (6.a) and the true feature vector is constructed from average of the state estimates as explained in the previous Section. For each non-overlapping sub-window of the incoming test image, feature vector is formed from the estimates of the states. Then the defect detection is performed in the following manner: 1) Compute Euclidean distance between the feature vector of each sub-window and vector s true (the mean of the feature vectors in the learning phase) ( tile range) and η is a constant determined experimentally [3] In our algorithm we have three basic parameters to be determined (i) number of particles for the particle filter, (ii) η  factor in Eq. (9) and (iii) the size of the sub-windows. The number of particles directly affects the performance with increased processing time. The η value for best performance can be determined by trial and error for each textile type separately. The choice of the size of the non-overlapping subwindows is important as this choice is a compromise between how localized the defects are (i.e., size of the defects); and how representative of the texture for a non-defective sample is the data in a window of such size [4] .
SIMULATION RESULTS AND DISCUSSION
A series of simulations are conducted to test the idea of using particle filters for texture defect detection. We used the raw textile images from c1 group of the TILDA [14] data base. For this group, there are two types of raw images and for each textile type there are 4 different defect classes (e1-e4) and one defect-free class (e0). All classes contain 50 images for defective classes; these 50 images contain both different types of defects and same defect taken at different rotation angles.
In the simulations, the variances of the noise processes are taken as 0.8 for the process noise and 1.0 for the observation noise, respectively. These values seem to be valid for the images used.
The first step is centering the data by subtracting the mean of the data from itself. In the learning phase, AR coefficients are computed and the process model is determined, the true feature vector s true is estimated by the particle filter. Given a test image, the image is divided into sub-windows and the corresponding feature vector s i for each sub-window is calculated. Then the defect detection is performed as explained in the Section 4. 150 different defective images from c1r1 and c1r3 are used in the simulations and an overall performance of 97% is attained for optimum values of subwindow size, the number of particle and threshold value. The performance is measured by the detection rate as Detection Rate (%) = 100×(N CC + N DD ) / N Total where N CC is the number of sub-windows being correctly classified as non-defective, N DD is the number of subwindows being correctly classified as defective and N Total is the total number of sub-windows being tested.
In order to give intuition about how the algorithm works, in Fig. 2 , we will first present a pictorial view of different textile images before and after they are processed by the particle filter. The textural properties of the images vanish after the processing by the particle filter; however the defective regions are enhanced. Figure 3 gives the detection results for different classes of textile images.
To decide on the value of the threshold parameter, number of particles and the sub-window size, several experiments are done. The threshold value is determined empirically for a randomly chosen image from the c1r1 type. The results are shown in Fig.4 . The optimum value for the threshold is found as 2.55 from the figure. This threshold value led to good performance for other images as well, so it is used throughout the experiments. The number of particles is taken to be 15 which was a good compromise between the time of operation and the performance of the algorithm (cf. Fig. 5 ). The speed of the algorithm is an important for a realtime automatic visual inspection. The best performance is obtained for a sub-window size of 16x16.
CONCLUSIONS
An efficient algorithm based on particle filtering is presented for detection of defects seen in raw textile products. Considering the results obtained, the new approach seems to be a feasible method for real-time factory implementations. It should be investigated for nonlinear and more complex texture models.
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