Parameter identification of 1D fractal interpolation functions using bounding volumes  by Manousopoulos, Polychronis et al.
Journal of Computational and Applied Mathematics 233 (2009) 1063–1082
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Parameter identification of 1D fractal interpolation functions using
bounding volumes
Polychronis Manousopoulos ∗, Vassileios Drakopoulos, Theoharis Theoharis
Department of Informatics and Telecommunications, Theoretical Informatics, University of Athens, Panepistimioupolis, 157 84, Athens, Greece
a r t i c l e i n f o
Article history:
Received 14 June 2009
Received in revised form 27 August 2009
Keywords:
Fractal interpolation
Iterated function system
Vertical scaling factors
Symmetric difference metric
Hausdorff metric
a b s t r a c t
Fractal interpolation functions are very useful in capturing data that exhibit an irregular
(non-smooth) structure. Two new methods to identify the vertical scaling factors of
such functions are presented. In particular, they minimize the area of the symmetric
difference between the bounding volumes of the data points and their transformed images.
Comparative results with existing methods are given that establish the proposed ones as
attractive alternatives. In general, they outperform existingmethods for both low and high
compression ratios. Moreover, lower and upper bounds for the vertical scaling factors that
are computed by the first method are presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Fractal interpolation as defined in [1] and [2] is an alternative to traditional interpolation techniques aiming mainly at
data which present details at different scales or some degree of self-similarity. These characteristics imply an irregular,
non-smooth structure that is inconvenient to be described using functions such as polynomials. Examples of successful
use of fractal interpolation include projections of physical objects such as coastlines and plants, or experimental data that
have non-integral dimension. The fractal interpolation which is based on the theory of iterated function systems provides a
constructive way to describe data as opposed to the descriptive ways employed by most traditional methods. This means
that we do not store any information about data but use only a procedural way to reconstruct them.
The closeness of fit of a fractal interpolation function is mainly influenced by the determination of its vertical scaling
factors. No direct way to find the optimum values of these factors exists and the most popular approaches [3,4] employ
analytic (algebraic) or geometric methods. The algebraic approach derives an analytic expression for the vertical scaling
factors by minimizing the sum of squared vertical distances between the original and reconstructed points. According to
the geometric approach, the factors are obtained by calculating ratios of vertical distances between the data points and the
straight lines connecting the endpoints of the whole data or of each interpolation interval. A recent approach [5] uses the
concept of fractal dimension to determine the vertical scaling factors of a multiple-valued signal. Upper and lower bounds
of the vertical scaling factors that constrain an affine fractal interpolation function within an axis-aligned rectangle are
determined in [6].
Our motivation is to create an alternative methodology for determining the vertical scaling factors by using bounding
volumes of appropriately chosen data points, such that the resulting fractal function provides a closer fit, with respect to
some metric, to the original data points. We have developed two such methods, an analytic and an algorithmic one.
The paper is organised as follows. In Section 2 we briefly review the fractal interpolation functions and in Section 3 we
describe in detail our methods for computing the vertical scaling factors. Section 4 contains the experimental results of our
methods as well as a comparison to existing methods. Section 5 summarises our conclusions and points out areas of future
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work. Finally, an Appendix is presented in which the analytic calculation of the vertical scaling factors for the first method
including their lower and upper bounds can be found.
2. Fractal interpolation functions using IFS
Let ∆1, ∆2 be two partitions of the real compact interval I = [a, b], i.e. ∆1 = {u0, u1, . . . , uM} satisfying a = u0 <
u1 < · · · < uM = b and ∆2 = {x0, x1, . . . , xN} satisfying u0 = x0 < x1 < · · · < xN = uM , such that ∆1 is a
refinement of ∆2. Let us represent as P = {(um, vm) ∈ I × R : m = 0, 1, . . . ,M} the given set of data points and as
Q = {(xi, yi) ∈ I × R : i = 0, 1, . . . ,N ≤ M} a subset of them, the interpolation points. The subintervals of ∆2 are
known as interpolation intervals andmay be chosen equidistantly or not. The data pointswithin the nth interpolation interval
In = [xn−1, xn] are represented as Pn = {(ui, vi) : i ∈ Mn} for all n = 1, 2, . . . ,N , where Mn is an index set of Pn such that⋃N
n=1Mn = {0, 1, . . . ,M} and P =
⋃N
n=1 Pn.
Let {R2;wn, n = 1, 2, . . . ,N} be an iterated function system, or IFS for short, with affine transformations
wn
[
x
y
]
=
[
an 0
cn sn
] [
x
y
]
+
[
dn
en
]
constrained to satisfy
wn
[
x0
y0
]
=
[
xn−1
yn−1
]
and wn
[
xN
yN
]
=
[
xn
yn
]
for every n = 1, 2, . . . ,N . Solving the above equations results in
an = xn − xn−1xN − x0 , dn =
xNxn−1 − x0xn
xN − x0
cn = yn − yn−1xN − x0 − sn
yN − y0
xN − x0 , en =
xNyn−1 − x0yn
xN − x0 − sn
xNy0 − x0yN
xN − x0
i.e. the real numbers an, dn, cn, en are completely determined by the interpolation points, while the sn are free parameters of
the transformations satisfying |sn| < 1 in order to guarantee that the IFS is hyperbolic with respect to an appropriate metric
for every n = 1, 2, . . . ,N . The attractor of a hyperbolic IFS is the unique set A∞ = limk→∞W k(A0) for every starting set A0,
whereW (A) =⋃Nn=1wn(A) for all A ∈ H(R2) andH(R2) is the metric space of all non-empty, compact subsets of R2 with
respect to some metric, e.g. the Hausdorff metric
h(A, B) = max{max
a∈A
min
b∈B ‖a− b‖,maxb∈B mina∈A ‖a− b‖}, A, B ∈ H(R
2).
The transformationswn are shear transformations: line segments parallel to the y-axis are mapped to line segments parallel
to the y-axis contracted by the factor |sn|. For this reason, the sn are called vertical scaling (or contractivity) factors.
It is well known (see [2]) that the attractor G = ⋃Nn=1wn(G) of the aforementioned IFS is the graph of a continuous
function f : [x0, xN ] → R that passes through the interpolation points (xi, yi), for all i = 0, 1, . . . ,N . This function is
called fractal interpolation function, or FIF for short, corresponding to these points. A section is defined as the function values
between interpolation points. It is a self-affine function since each affine transformation wn maps the entire (graph of the)
function to each section. An example is depicted in Fig. 1, where a FIF is constructed for the set of interpolation points
Q = {(0, 3), (1, 2), (2, 4), (3, 3), (4, 4)}with vertical scaling factors sn = 0.3, for every n = 1, 2, 3, 4.
3. Identifying the vertical scaling factors
3.1. Problem formulation
Although a FIF passes by definition through its interpolation points, this is not necessarily the case for the remaining data
points P \Q . The closeness of fit depends mainly on each vertical scaling factor sn, n = 1, 2, . . . ,N , the only free parameters
for a given P , and can be measured as the squared error between the ordinates of the original and the reconstructed points∑M
m=0(vm−G[um])2, where G[um] denotes the ordinate of the attractor point with abscissa um, or as the Hausdorff distance
h(P,G) between the two sets. Because of the sensitivity of the Hausdorff metric to noise or isolated points that stems from
its ‘worst-case’ nature, a useful alternative can be theModified Hausdorff Distance, orMHD for short (see [7]),
hMHD(P,G) = max{dMHD(P,G), dMHD(G, P)},
where dMHD(A, B) = (1/Na)Σa∈Ad(a, B),Na denotes the number of points in A and d(a, B) = minb∈B ‖a−b‖ is the usual point
to set distance. The squared error measure is employed by existing methods in order to calculate the vertical scaling factors.
The two others are adopted in this paper because the Hausdorff distance is considered more appropriate in the case of FIFs
as defined previously, since it resides in the core of their definition. Another error measure using theMonge–Kantorovich (or
Hutchinson) metric is adopted for image processing applications in [8].
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Fig. 1. A fractal interpolation function (grey) for a set of five interpolation points (black).
Each affine transformationwn of the interpolating IFS transforms [x0, xN ] × R ⊃ P into [xn−1, xn] × R ⊃ Pn. Although
h
(
P,
N⋃
n=1
wn(P)
)
= h
(
N⋃
n=1
Pn,
N⋃
n=1
wn(P)
)
≤ max
1≤n≤N
{h(Pn, wn(P))},
the direct evaluation of the optimum sn that minimize h(Pn, wn(P)) is not feasible. Therefore, we propose to work with
bounding volumes of P and Pn in order for the transformed pointswn(P) to best approximate the data points within Pn.
Let B ∈ K20 be a bounding volume of P , where K20 denotes the set of convex, compact subsets of R2 with non-empty
interior, and Bn ∈ K20 be convex bounding volumes of Pn for every n = 1, 2, . . . ,N . In other words, it is P ⊂ B and
Pn ⊂ Bn, for every n = 1, 2, . . . ,N . The obvious choice of determining the sn that minimize h(Bn, wn(B)) is of no use.
For example, we have h(Bn, wn(B)) ≤ h(Pn, wn(P)) when B and Bn are the convex hulls of P and Pn respectively ([9], p.
93), i.e. the minimization does not provide an upper bound for h(Pn, wn(P)). Therefore, we propose to use the symmetric
difference metric (see [10], pp. 58–59)
δS(K , L) = H2(K 4 L) = H2((K \ L) ∪ (L \ K)), K , L ∈ K20 (1)
where H2 denotes the Hausdorff measure in R2, in order to minimize the area of the symmetric difference Bn 4 wn(B),
n = 1, 2, . . . ,N . Notice that since we are constrained inK20 the Hausdorff measure coincides with the Lebesgue measure,
i.e. the area, in R2 (see [10], p. xii). So, Eq. (1) can be written in the form
δS(K , L) = Area(K \ L)+ Area(L \ K) = Area(K ∪ L)− Area(K ∩ L). (2)
Therefore, by selecting the values of sn that result in the maximum overlap of the respective bounding volumes we are able
to produce a better approximation of the data points. The advantage of this approach is that, for suitably chosen bounding
volumes B and Bn, we are able to efficiently obtain the optimum sn using either analytic expressions or efficient algorithms.
We have selected two types of bounding volume for the minimization of Ar(sn) ≡ δS(Bn, wn(B)), for all n = 1, 2, . . . ,N ,
namely the bounding rectangle and the convex hull. The first type allows the calculation of the optimum sn using analytic
expressions, while the second provides tighter bounds and efficient algorithmic calculations.We have restricted ourmethod
to convex bounding volumes, since non-convex ones are unlikely to result into efficient algorithms without necessarily
improving the results.
It is worthy of note that the symmetric difference metric provides a bound for the Hausdorff metric in K2, where K2
denotes the class of all non-empty, compact, convex subsets of R2. Specifically, using the theorem of [11], for n = 2 and
K , L ∈ K2 with int(K ∩ L) 6= ∅, we have that
1
c1
δS(K , L) ≤ h(K , L) ≤ c2δS(K , L)1/2
where c1 = (κ2D)/(21/2 − 1), c2 = [2D/(κ1r)]1/2, D = max{diam K , diam L}, r denotes the inradius of K ∩ L and κ1, κ2
denote the 1d and 2dmeasure, respectively, of the unit ball in R2, i.e. κ1 = 2 and κ2 = pi .
3.2. The Minimum Bounding Rectangle Method (MBRM)
The first method employs bounding rectangles as bounding volumes. An example is depicted in Fig. 2, where the
interpolation points of Fig. 1 are used. The bounding rectangle of P , denoted by R, is transformed by wn, n = 1, 2, 3, 4
into the respective interpolation intervals. In this example, we have used sn = 0.4 for all n = 1, 2, 3, 4. The interpolation
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Fig. 2. Transforming the bounding rectangle of P to the interpolation intervals.
Fig. 3. The MBR of the data points divided into two trapezia.
points are marked as black points, the remaining data points as black circles and the transformed data points, i.e.wn(P) for
all n = 1, 2, 3, 4, as ‘x’. The bounding rectangle of each Pn is also depicted in this figure in order to indicate its intersection
withwn(R) for all n = 1, 2, 3, 4.
In general, the bounding rectangle of P is depicted in Fig. 3 with vertices (umin, vmin), (umin, vmax), (umax, vmax),
(umax, vmin), where
umin = u0, vmin = min {vm : m = 0, 1, . . . ,M} ,
umax = uM , vmax = max {vm : m = 0, 1, . . . ,M} .
Note that this is theMBR alignedwith the axes of the co-ordinate system, but bounding rectangles with different orientation
and smaller area might exist. However, we choose the axis-aligned bounding rectangle because it allows the derivation of
analytic expressions for the optimum sn. Without loss of generality, we assume that v0, vM , vmin, vmax are pairwise unequal,
so the rectangle R is divided into two trapezia1namely RU and RL (the upper and lower respectively) defined by the first and
last interpolation point. The parallel sides of the trapezia have length
Γ1 = vmax − v0, Γ3 = vmax − vM , Γ2 = v0 − vmin, Γ4 = vM − vmin. (3)
Let Rn be the bounding rectangle of Pn for n = 1, 2, . . . ,N , defined by the vertices (uminn , vminn ), (uminn , vmaxn ), (umaxn , vmaxn ),
(umaxn , v
min
n )where
uminn = unl(= xn−1) : nl = mini∈Mn {i} , v
min
n = mini∈Mn {vi} ,
umaxn = unr (= xn) : nr = maxi∈Mn {i} , v
max
n = maxi∈Mn {vi} .
1 It may also be divided into two rectangles, if v0 = vM , or one triangle and one trapezium, if vmin = v0 or vmax = vM or vmin = vM or vmax = v0 .
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Fig. 4. The MBR of the points within In × R and the upper trapezium transformed bywn — Case (Ia).
Fig. 5. The MBR of the points within In × R and the upper trapezium transformed bywn — Case (Ib).
Fig. 6. The MBR of the points within In × R and the upper trapezium transformed bywn — Case (II).
Similarly, Rn can be divided into its upper and lower parts RUn and R
L
n that are defined by the first and the last point of the
nth interpolation interval. These are also trapezia with sides of length
α1 = vmaxn − vnl , δ = vmaxn − vnr , α′1 = vnr − vminn , δ′ = vnl − vminn . (4)
3.2.1. The possible cases
The possible cases of the intersection of RUn and R
L
n withwn(R
U) andwn(RL) are depicted in Figs. 4–11. In view of Eq. (1),
our aim is the minimization of Ar(sn) ≡ δS(Rn, wn(R)), for every n = 1, 2, . . . ,N . This is achieved by minimizing the
area of the non-overlapping parts of Rn and wn(R) or, equivalently, the area of the non-overlapping parts of RUn ∪ RLn
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Fig. 7. The MBR of the points within In × R and the upper trapezium transformed bywn — Case (III).
Fig. 8. The MBR of the points within In × R and the lower trapezium transformed bywn — Case (I′a).
Fig. 9. The MBR of the points within In × R and the lower trapezium transformed bywn — Case (I′b).
and wn(RU) ∪ wn(RL). As it is shown in Figs. 4–11, where the possible cases of intersection of RUn , wn(RU) and RLn, wn(RL)
respectively are depicted, these are triangles or trapezia. For each of these cases it is possible to define the area of the non-
overlapping parts as a function of sn and therefore derive an analytic expression for the optimum sn. Specifically, for a given
interpolation interval, we can calculate upper and lower bounds of sn values within [0, 1)which correspond to the possible
cases of intersection between Rn and wn(R). For each intersection case and its corresponding upper and lower sn bounds,
a formula for the optimum sn within these bounds is derived. The optimum sn ∈ [0, 1) is chosen among the optima of all
cases by choosing the value with the minimum Ar(sn). Similarly, we calculate the optimum sn ∈ (−1, 0] and select the
global optimum between the positive and negative optima. All cases and the derived formulas are presented in detail in the
Appendix.
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Fig. 10. The MBR of the points within In × R and the lower trapezium transformed bywn — Case (II′).
Fig. 11. The MBR of the points within In × R and the lower trapezium transformed bywn — Case (III′).
Moreover, this process is useful in terms of the Hausdorff metric. In Fig. 4, for example, we have that RUn = (wn(RU) \
E1)
⋃
E2. Then
h(RUn , wn(R
U)) = h((wn(RU) \ E1)
⋃
E2, wn(RU))
≤ max{h(wn(RU) \ E1, wn(RU)), h(E2, wn(RU))}
which implies that h(RUn , wn(R
U)) is minimized when the area of E1, E2 is minimized. The same can be shown similarly for
the other cases of intersection.
3.2.2. The proposed algorithm
We now present an algorithm for calculating the sˆn ∈ [0, 1) that minimizes Ar(sn) ≡ δS(Rn, wn(R)), for all n = 1,
2, . . . ,N .
Algorithm 1. 1. For each In, n = 1, 2, . . . ,N:
(a) Compute the four values α1/Γ1, δ′/Γ2, δ/Γ3, α′1/Γ4 from Eqs. (3) and (4), remove the duplicates, if any exist, and sort
them. The resulting values define a partition∆s of [0, 1].
(b) For each interval i of∆s:
(i) Determine the case of intersection ofwn(R) and Rn using the conditions of Appendix.
(ii) Calculate the sˆin that minimizes Ar(sn) using the formulas of Appendix.
2. Choose sˆn = argminsˆin Ar(sˆin).
It is also possible for the scaling factors to be negative, provided that |sˆn| < 1. This case is similar to that of positive ones,
with the difference being that the transformations of the two trapezia that make up R are vertically mirrored, thus resulting
into
αl = snΓ2, αr = snΓ4, α′l = snΓ1, α′r = snΓ3. (5)
Therefore, Algorithm1 canbe applied to find the optimumnegative sˆnwith themodifications Γ˜1 = Γ2, Γ˜2 = Γ4, Γ˜3 = Γ1 and
Γ˜4 = Γ3 Both cases of positive and negative vertical scaling factors are combined in the following algorithm that calculates
the sˆn ∈ (−1, 1) that minimizes Ar(sn) = δS(Rn, wn(R)), for all n = 1, 2, . . . ,N:
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Fig. 12. Calculating the optimum vertical scaling factor for I4 .
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Fig. 13. Transforming the convex hull of P to the interpolation intervals.
Algorithm 2. 1. Use Algorithm 1 to find the optimum sˆ+n > 0 that yields minimum area Ar(sˆ+n ).
2. Use Algorithm 1 with the modification Γ˜1 = Γ2, Γ˜2 = Γ4, Γ˜3 = Γ1, Γ˜4 = Γ3 to find the optimum sˆ−n < 0 that yields
minimum area Ar(sˆ−n ).
3. If Ar(sˆ+n ) ≤ Ar(sˆ−n ), then sˆn = sˆ+n , else sˆn = sˆ−n .
An example is depicted in Fig. 12, where the data of Fig. 2 have been used. Using the optimum vertical scaling factor
calculated below, we depict the interpolation points as black points, the remaining data points as black circles, the
transformed data points, i.e. w4(P), as ‘x’, the bounding rectangle R4 with black dashed lines and the transformed w4(R)
with grey dashed lines. The optimum vertical scaling factor s4 for the fourth interpolation interval defined by the points
(3, 3) and (4, 4), is calculated as follows. First, for s4 ≥ 0 it is Γ1 = 1, Γ2 = 1, Γ3 = 0, Γ4 = 2, α1 = 1, δ = 0, α′1 = 1,
δ′ = 0. Therefore, it is∆s = {0, 0.5, 1}, i.e. we have two possible cases of intersection between R4 andw4(R), namely cases
II, I′b for s4 ∈ [0, 0.5) and II, III′ for s4 ∈ [0.5, 1). The optimum positive vertical scaling factor is achieved for case II, I′b and
is calculated to be sˆ+4 = 0.42265, resulting in the minimum area Ar(sˆ+4 ) = 0.46410. Similarly, for sn ≤ 0 it is ∆s = {0, 1}.
i.e. we have one possible case of intersection between R4 andw4(R), namely case Ib, I′b. The optimumnegative vertical scaling
factor is thus calculated to be sˆ−4 = −0.29099, resulting in the minimum area Ar(sˆ−4 ) = 0.74597. Therefore, the optimum
vertical scaling factor for I4 is sˆ4 = 0.42265.
3.3. The Convex Hull Method (CHM)
An alternative to the bounding rectangle of the data points is their convex hull; see [12] for the first presentation of this
method. This provides a tighter bound than the rectangle and is actually the smallest convex volume containing the data
points. In Fig. 13 such an example is depicted, where the same data and notation as in Fig. 2 have been used.
Similarly to the case of bounding rectangles, we want to minimize the area of the non-overlapping parts of the convex
hull of the points within In × R and the transformation of the convex hull of all points under wn. According to Eq. (2),
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this is
δS(CH(Pn), wn(CH(P))) = Area{CH(Pn)} + Area{wn(CH(P))} − 2Area{CH(Pn) ∩ wn(CH(P))}
= Area{CH(Pn)} + Area{wn(CH(P))} − 2Area{CH(Pn ∩ wn(P))}, (6)
where CH(·) is the convex hull of a set of points. We note that wn(CH(·)) = CH(wn(·)), since wn is affine. The calculation
of the optimum sˆn cannot be performed analytically anymore, since it is difficult to derive a formula for δS as a function
of sn. As implied by Eq. (6), the calculation of δS is algorithmic and involves the computation of convex hulls, polygon
intersections and areas. Therefore, a method for one-dimensional minimization without derivatives should be used. An
efficient approach is to use Brent’s method [13], which is a bracketing method with parabolic interpolation. In order for the
method to converge to the minimizing sˆ+n , we must initially bracket it, i.e. provide three constants san, sbn, scn such that (a)
0 ≤ san < sbn < scn ≤ 1, (b) Ar(sbn) < Ar(san), Ar(sbn) < Ar(scn) and (c) san < sˆ+n < scn. A good approximation is to estimate sb
such that Area{wn(CH(P))} ≈ Area{CH(Pn)} and set sa, sc to be smaller and bigger respectively by a factor:
sbn = Area{CH(Pn)}/(anArea{CH(P)})
san = sbn/c
scn = min{csbn, 1}
for some c > 1. The constant c can be determined a priori, e.g. c = 2, ormore safely using an iterative procedure of checking
successively larger values until a suitable bracketing triplet is found. As in the case of bounding rectangles, it is also possible
to have negative vertical scaling factors. The optimum negative sˆ−n can be similarly calculated using the bracketing triplet
sb
′
n = −sbn
sa
′
n = max{csb
′
n ,−1}
sc
′
n = sb
′
n /c.
3.3.1. The proposed algorithm
The algorithm for finding the optimum vertical scaling factors can be outlined as follows:
Algorithm 3. 1. Compute the convex hull of P .
2. For each In, n = 1, . . . ,N:
(a) Compute the known parameters ofwn, i.e. an, cn, dn, en.
(b) Compute the convex hull of Pn.
(c) Find the optimum sˆ+n that minimize the area of non-overlapping parts of CH(Pn) andwn(CH(P)) using the bracketing
triplet (sbn/c, s
b
n,min{csbn, 1}), where sbn = Area{CH(Pn)}/(anArea{CH(P)}) and c > 1.
(d) Find the optimum sˆ−n that minimize the area of non-overlapping parts of CH(Pn) andwn(CH(P)) using the bracketing
triplet (max{csb′n ,−1}, sb′n , sb′n /c), where sb′n = −sb and c > 1.
(e) If Ar(sˆ+n ) ≤ Ar(sˆ−n ) then sˆn = sˆ+n , else sˆn = sˆ−n .
The algorithm may seem computationally demanding, but actually it is possible to achieve linear complexity as well as
efficient implementation. Specifically, the intersection of convex polygons and the calculation of a polygon’s area require
O(n) time. The calculation of the convex hull of a set of points on the plane generally requires O(n log n) time (see [14]).
However, exploiting the fact that the data points are ordered and form a simple (i.e. non-self-intersecting) polyline, it
is possible to achieve O(n) time using either Melkman’s algorithm (see [15]) or a generic convex hull algorithm such as
Andrew’s algorithm (see [16]) without the initial sorting phase. Brent’s method takes a constant number of steps, since it
depends only on the required tolerance and not on the number of data points. Therefore, the calculation of a single vertical
scaling factor, which depends on the number of data points within the respective interpolation interval, requires O(M/N)
time. Since there are N vertical scaling factors, the algorithm’s computational complexity is linear to the number of the
data points, i.e. O(M). Moreover, the calculated convex hulls have relatively few vertices in practice, since an interpolation
interval usually has a limited number of points, and therefore the polygon operations are inexpensive.
4. Results
In the lower part of Fig. 14 a data set consisting of 10000 points representing a synthesized function is presented. This
data set consists of a FIF that has been constructed for a predetermined set of interpolation points and vertical scaling factors
using the Random Iteration Algorithm (see [2]). In the middle and upper part of the same figure, the FIF reconstructed by
the proposed methods using interpolation intervals of 50 points is shown. Below each FIF is depicted its difference to the
original function. As can be concluded from the figure, the reconstructed FIFs interpolate the data points quite successfully
despite the sparsity of the interpolation points.
Table 1 contains the Hausdorff distance as well as the Modified Hausdorff distance between the original and the
reconstructed data points.2 We have compared four methods, the geometric and the algebraic from [4] as well as the two
2 See e.g. [17] for an efficient algorithm for calculating the Hausdorff distance.
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Fig. 14. The original function (bottom), its reconstruction by the MBRM and their difference (middle) as well as its reconstruction by the CHM and their
difference (top).
Table 1
The Hausdorff distance (HD) and the Modified Hausdorff distance (MHD) between the original and the reconstructed data using the four methods for
various interpolation interval lengths (1st data set).
L Method
Geometric Algebraic MBRM CHM
HD MHD HD MHD HD MHD HD MHD
10 0.0970 0.0071 0.0948 0.0073 0.0847 0.0070 0.0863 0.0065
20 0.1286 0.0088 0.1822 0.0097 0.1123 0.0089 0.1056 0.0078
30 0.2189 0.0102 0.1493 0.0128 0.2001 0.0109 0.1430 0.0090
40 0.2380 0.0121 0.1949 0.0169 0.1898 0.0124 0.1778 0.0107
50 0.2789 0.0142 0.2643 0.0219 0.1628 0.0149 0.2319 0.0142
60 0.2483 0.0157 0.2708 0.0225 0.2678 0.0152 0.2462 0.0142
70 0.2569 0.0173 0.3680 0.0267 0.3078 0.0162 0.2510 0.0151
80 0.1975 0.0164 0.2968 0.0247 0.1869 0.0156 0.2262 0.0134
90 0.2542 0.0183 0.3317 0.0281 0.2689 0.0167 0.2522 0.0145
100 0.2247 0.0192 0.3660 0.0365 0.2514 0.0178 0.2236 0.0155
methods proposed in this paper. We have selected the first two methods because they are widely used and we consider
them to be of the best known. The interpolation intervals have been chosen with fixed length L from 10 to 100. In terms of
the Hausdorff distance, the proposed methods perform better than the algebraic and geometric ones in most of the cases.
In terms of the Modified Hausdorff distance, which is more indicative since it gives a measure of the ‘average’ error, the
CHM performs better than the algebraic and geometric methods in all cases, while the MBRM performs better than the
algebraic method in all cases and better than the geometric method inmost of them. An interesting fact is that the proposed
methods perform better than both the others for large interpolation intervals. Notice also that in some cases the increase in
the length of the interpolation interval decreases the Hausdorff distance between the original and the reconstructed data for
all methods. This is reasonable since a larger interpolation interval may sometimes be able to exploit better the self-affinity
of the data.
Moreover, we have compared allmethods for the solution of an ‘‘inverse’’ problem. Using the same interpolation intervals
as in the construction phase of the dataset, we apply the methods to calculate the vertical scaling factors and compare
them to those initially used. In Table 2, the values of the vertical scaling factors calculated by all methods as well as those
initially used are presented. The CHM has the best performance the most accurate approximation of the vertical scaling
factors, followed by the algebraic method, the geometric method and the MBRM. Note that since we use a finite subset of
the (continuous) FIF, it is not possible to achieve an exact calculation of the original vertical scaling factors.
In Fig. 15 a function representing a part of an island’s coastline and the reconstruction by the two proposed methods
FIFs are presented. The original data consist of 3898 points and have been extracted by the island’s satellite image using
edge detection and boundary tracking. Below each FIF is depicted its difference to the original data. As shown in the figure,
where interpolation intervals of 50 points were chosen, the FIFs fit the original data successfully. We note that the data have
been scaled in the x-axis in order to fit the figure. Table 3 shows the Hausdorff distance and theModified Hausdorff distance
between the original and the reconstructed data points. We have used the same methods and interpolation intervals as
in the previous example. The CHM performs better than the algebraic and geometric methods in all cases in terms of the
Modified Hausdorff distance and in most of them in terms of the Hausdorff distance. On the contrary, the MBRM has poorer
performance than both the geometric and algebraic methods. This is justifiable, since the smoothness of the function results
into larger empty areas in the bounding rectangles, while the convex hulls provide a tighter bound.
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Table 2
The vertical scaling factors used for constructing the 1st dataset and their estimation by the four methods.
n sn Geometric Algebraic MBRM CHM
1 0.30 0.29072 0.29103 0.29020 0.29456
2 0.30 0.29957 0.29190 0.34316 0.29591
3 0.30 0.29475 0.29440 0.28232 0.29828
4 0.30 0.29101 0.28845 0.34861 0.29756
5 0.30 0.29747 0.29108 0.42597 0.29913
6 0.30 0.29749 0.29223 0.34990 0.29969
7 0.30 0.29311 0.29243 0.33728 0.30028
8 0.30 0.28848 0.29212 0.35170 0.29965
9 0.30 0.30055 0.29481 0.36560 0.29712
Fig. 15. The original function (bottom), its reconstruction by the MBRM and their difference (middle) as well as its reconstruction by the CHM and their
difference (top).
Table 3
The Hausdorff distance (HD) and the Modified Hausdorff distance (MHD) between the original and the reconstructed data using the four methods for
various interpolation interval lengths (2nd data set).
L Method
Geometric Algebraic MBRM CHM
HD MHD HD MHD HD MHD HD MHD
10 3.3644 0.6169 2.8549 0.5399 4.4819 0.6755 2.7479 0.5363
20 6.6924 1.0141 5.6964 0.9148 8.2890 1.1279 5.3037 0.8631
30 8.4043 1.5323 7.7898 1.3767 11.1578 1.6819 8.7423 1.3270
40 14.3950 1.8819 14.3750 1.6578 12.5811 2.1160 14.3180 1.5717
50 16.2404 2.3950 16.7603 2.1925 16.5078 2.5905 15.1210 1.9578
60 16.6545 3.1094 16.2354 2.7165 18.7655 3.1688 15.6368 2.5287
70 20.5291 3.3339 21.5235 2.8889 22.7285 3.5529 19.6187 2.5941
80 22.6683 4.1242 18.7847 3.4556 23.1129 4.2481 18.6036 3.1963
90 24.3503 4.5808 20.5488 3.8952 24.9467 4.5427 21.3973 3.8489
100 34.3102 4.2807 22.3334 3.5312 28.4304 4.5404 23.6917 3.0668
5. Conclusions and further work
We have presented two novel methods for calculating the vertical scaling factors of 1D affine fractal interpolation
functions. Our methods aim at minimizing the Hausdorff distance as well as its modified version between the original and
the reconstructed data points. Both methods are based on the concept of bounding volumes of appropriately chosen data
points and theminimization of their symmetric differencemetric. The firstmethod (MBRM) uses bounding rectangleswhich
allow analytic calculation of the vertical scaling factors. The second method (CHM) uses convex hulls as bounding volumes
and the vertical scaling factors are calculated by an efficient algorithm of linear time complexity. Moreover, the MBRM can
also be implemented using the same optimization procedure as that of the CHM.
The results show that both proposed methods are able to yield comparable or better results than the two existing ones.
This is especially evident for the convex hull method that yields better results even for sparse interpolation points. The
MBRM can also achieve better results but is more dependent on the data. The experiments indicate that its performance
is better for non-smooth data, while it deteriorates for smooth data that leave empty larger areas of the rectangles. We
conclude that the CHM is expected to perform better than the MBRM in most of the cases.
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Themethods presented in this paper can be efficiently combined with an algorithm for finding the optimal interpolation
intervals, such as the iterative algorithm of [4]. In this case, they will be able to achieve even better results by exploiting
more efficiently the possible self-affinity of the data. Moreover, they can be directly extended to piecewise self-affine fractal
interpolation functions that are based on Recurrent IFS. Futureworkwill focus on the extension of thesemethods to hidden-
variable fractal interpolation functions and to fractal interpolation surfaces, in general.
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Appendix. Calculation of the optimum sn ∈ [0, 1) for the MBRM
The optimum vertical scaling factors sn ∈ [0, 1) for the MBRM are calculated by minimizing the area of the non-
overlapping parts of Rn and wn(R), i.e. Ar(sn) ≡ δS(Rn, wn(R)). As it is shown in Figs. 4–11 these parts are triangles or
trapezia. We will examine each one of these cases using the defined divisions of R and Rn into RU , RL and RUn , R
L
n respectively.
A.1. Calculation of δS(RUn , wn(R
U)) and δS(RLn, wn(R
L))
• Case (Ia): The area of the non-overlapping parts ofwn(RU) and RUn (Fig. 4) is
ArIa = E1 + E2 =
1
2
α2β1 + 12α3β2 =
1
2
[(αl − α1)β1 + (δ − αr)β2]. (7)
The two triangles are similar and β = β1 + β2, so we have
α2
β1
= α3
β2
⇒ αl − α1
β1
= δ − αr
β − β1 ⇒ β1 =
(αl − α1)β
αl − αr + δ − α1 (8)
and
β2 = β − β1 = β − (αl − α1)β
αl − αr + δ − α1 =
(δ − αr)β
αl − αr + δ − α1 . (9)
Combining Eqs. (7)–(9) we have
ArIa =
1
2
[
(αl − α1)2β + (δ − αr)2β
αl − αr + δ − α1
]
= β
2
[
α2l + α21 − 2α1αl + δ2 + α2r − 2δαr
αl − αr + δ − α1
]
.
Using Eq. (5), we have that
ArIa(sn) =
β
2
[
s2nΓ
2
1 + α21 − 2α1Γ1sn + δ2 + s2nΓ 23 − 2δΓ3sn
sn(Γ1 − Γ3)+ δ − α1
]
= β
2
[
s2n(Γ
2
1 + Γ 23 )+ sn(−2α1Γ1 − 2δΓ3)+ α21 + δ2
sn(Γ1 − Γ3)+ δ − α1
]
i.e. ArIa is a function of sn since Γ1,Γ3, α1, δ are determined by the initial points.• Case (Ib): The area of the non-overlapping parts ofwn(RU) and RUn (Fig. 5), calculated similarly to the Case (Ia), is
ArIb(sn) =
β
2
[
s2n(Γ
2
1 + Γ 23 )+ sn(−2α1Γ1 − 2δΓ3)+ α21 + δ2
sn(Γ3 − Γ1)+ α1 − δ
]
• Case (II): The area of the non-overlapping parts ofwn(RU) and RUn (Fig. 6), calculated similarly to the Case (Ia), is
ArII(sn) = (α2 + α3)β2 =
(α1 − αl + δ − αr)β
2
= β
2
[α1 − snΓ1 + δ − snΓ3] = β2 [sn(−Γ1 − Γ3)+ δ + α1]
• Case (III): The area of the non-overlapping parts ofwn(RU) and RUn (Fig. 7), calculated similarly to the Case (II), is
ArIII(sn) = β2 [sn(Γ1 + Γ3)− δ − α1]
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• Case (I′a): The area of the non-overlapping parts ofwn(RL) and RLn (Fig. 8), calculated similarly to the Case (Ia), is
ArI′a(sn) =
β
2
[
s2n(Γ
2
2 + Γ 24 )+ sn(−2δ′Γ2 − 2α′1Γ4)+ α′21 + δ′2
sn(Γ4 − Γ2)+ δ′ − α′1
]
• Case (I′b): The area of the non-overlapping parts ofwn(RL) and RLn (Fig. 9), calculated similarly to the Case (Ia), is
ArI′b(sn) =
β
2
[
s2n(Γ
2
2 + Γ 24 )+ sn(−2δ′Γ2 − 2α′1Γ4)+ α′21 + δ′2
sn(Γ2 − Γ4)+ α′1 − δ′
]
• Case (II′): The area of the non-overlapping parts ofwn(RL) and RLn (Fig. 10), calculated similarly to the Case (II), is
ArII′(sn) = β2 [sn(−Γ2 − Γ4)+ δ
′ + α′1]
• Case (III′): The area of the non-overlapping parts ofwn(RL) and RLn (Fig. 11), calculated similarly to the Case (II), is
ArIII′(sn) = β2 [sn(Γ2 + Γ4)− δ
′ − α′1].
A.2. Calculation of δS(Rn, wn(R)) and the optimum sn ∈ [0, 1)
The total area of the non-overlapping parts of Rn and wn(R) for a given value of sn ∈ [0, 1) is the sum of one of
ArIa(sn), ArIb(sn), ArII(sn), ArIII(sn) plus one of ArI′a(sn), ArI′b(sn), ArII′(sn), ArIII′(sn). Indeed, for a given value of sn ∈ [0, 1)
one of the cases of intersection ofwn(RU), RUn andwn(R
L), RLn respectively holds. Specifically,
• if αl ≥ α1 and αr ≤ δ, then Case (Ia) holds;
• if αl ≤ α1 and αr ≥ δ, then Case (Ib) holds;
• if αl < α1 and αr < δ, then Case (II) holds;
• if αl > α1 and αr > δ, then Case (III) holds;
• if α′l ≤ δ′ and α′r ≥ α′1, then Case (I′a) holds;• if α′l ≥ δ′ and α′r ≤ α′1, then Case (I′b) holds;• if α′l < δ′ and α′r < α′1, then Case (II′) holds;• if α′l > δ′ and α′r > α′1, then Case (III′) holds;
or, equivalently,
• if α1/Γ1 ≤ sn ≤ δ/Γ3, then Case (Ia) holds;
• if δ/Γ3 ≤ sn ≤ α1/Γ1, then Case (Ib) holds;
• if sn < α1/Γ1 and sn < δ/Γ3, then Case (II) holds;
• if sn > α1/Γ1 and sn > δ/Γ3, then Case (III) holds;
• if α′1/Γ4 ≤ sn ≤ δ′/Γ2, then Case (I′a) holds;• if δ′/Γ2 ≤ sn ≤ α′1/Γ4, then Case (I′b) holds;• if sn < δ′/Γ2 and sn < α′1/Γ4, then Case (II′) holds;• if sn > δ′/Γ2 and sn > α′1/Γ4, then Case (III′) holds.
If Γi = 0 for some i = 1, 2, 3, 4, which by definition are at most two, we ignore the respective term(s) and check the
first formulation of the conditions for the validity of the inequalities. For instance, Γ1 = 0⇒ αl = 0 and thus reject cases III
and Ia. Note that only one combination of the cases Ia, Ib and I′a, I′b can be valid for a given interpolation interval. Moreover,
if both case conditions hold as equalities, e.g. sn = α1/Γ1 = δ/Γ3, then the two cases coincide. So, we have the four points
α1/Γ1, δ
′/Γ2, δ/Γ3, α′1/Γ4, not necessarily distinct, which define a partition∆s of [0, 1]. This partition contains at most five
intervals of sn in each one of which, one of the following formulas for the total area of the non-overlapping parts of wn(R)
and Rn holds.
1. Cases Ia, I′a:
Ar(sn) = ArIa(sn)+ ArI′a(sn)
= β
2
[
s2n(Γ
2
1 + Γ 23 )+ sn(−2α1Γ1 − 2δΓ3)+ α21 + δ2
sn(Γ1 − Γ3)+ δ − α1
]
+ β
2
[
s2n(Γ
2
2 + Γ 24 )+ sn(−2δ′Γ2 − 2α′1Γ4)+ α′21 + δ′2
sn(Γ4 − Γ2)+ δ′ − α′1
]
= β
2
[
c1s2n + c2sn + c3
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
, (10)
1076 P. Manousopoulos et al. / Journal of Computational and Applied Mathematics 233 (2009) 1063–1082
where
c1 = Γ 21 + Γ 22 + Γ 23 + Γ 24 , c˜0 = βc1/2c4,
c2 = −2α1Γ1 − 2δ′Γ2 − 2δΓ3 − 2α′1Γ4, c˜1 = c2/c1,
c3 = α21 + α′21 + δ2 + δ′2, c˜2 = c3/c1,
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1.
since by definition Γ1 − Γ3 = Γ4 − Γ2 and δ − α1 = δ′ − α′1. The derivative of Ar(sn) is
Ar ′(sn) = c˜0
[
(s2n + c˜1sn + c˜2)′(sn + c˜3)− (s2n + c˜1sn + c˜2)(sn + c˜3)′
(sn + c˜3)2
]
= c˜0
[
(2sn + c˜1)(sn + c˜3)− (s2n + c˜1sn + c˜2)
(sn + c˜3)2
]
= c˜0
[
s2n + 2c˜3sn + c˜1c˜3 − c˜2
(sn + c˜3)2
]
.
To find the minimum area Ar(sn), we must first find the critical points of Ar(sn):
Ar ′(sˆn) = 0 ⇔ sˆ2n + 2c˜3sˆn + c˜1c˜3 − c˜2 = 0
⇔ sˆn =
−2c˜3 ±
√
4c˜23 − 4(c˜1c˜3 − c˜2)
2
⇔ sˆn = −c˜3 ±
√
c˜23 − c˜1c˜3 + c˜2. (11)
Notice that
D = c˜23 − c˜1c˜3 + c˜2 = c˜23 − (c2/c1)c˜3 + c3/c1 = c˜23 + (c3 − c˜3c2)/c1
= c˜23 +
α21 + α′21 + δ2 + δ′2 + c˜3(2α1Γ1 + 2δ′Γ2 + 2δΓ3 + 2α′1Γ4)
Γ 21 + Γ 22 + Γ 23 + Γ 24
= c˜23 +
(α1 + c˜3Γ1)2 + (α′1 + c˜3Γ4)2 + (δ + c˜3Γ3)2 + (δ′ + c˜3Γ2)2 − c˜23 (Γ 21 + Γ 22 + Γ 23 + Γ 24 )
Γ 21 + Γ 22 + Γ 23 + Γ 24
= (α1 + c˜3Γ1)
2 + (α′1 + c˜3Γ4)2 + (δ + c˜3Γ3)2 + (δ′ + c˜3Γ2)2
Γ 21 + Γ 22 + Γ 23 + Γ 24
.
Therefore, D > 0 for the case Ia, I′a. This can be similarly proved for the rest of the cases whenever square roots appear.
The second derivative of Ar(sn) is
Ar ′′(sn) = c˜0
[
(s2n + 2c˜3sn + c˜1c˜3 − c˜2)′(sn + c˜3)2 − (s2n + 2c˜3sn + c˜1c˜3 − c˜2)((sn + c˜3)2)′
(sn + c˜3)4
]
= c˜0
[
(2sn + 2c˜3)(sn + c˜3)2 − (s2n + 2c˜3sn + c˜1c˜3 − c˜2)2(sn + c˜3)
(sn + c˜3)4
]
= c˜0
[
2(sn + c˜3)[(s2n + c˜23 + 2snc˜3)− (s2n + 2c˜3sn + c˜1c˜3 − c˜2)]
(sn + c˜3)4
]
= 2c˜0
[
c˜23 − c˜1c˜3 + c˜2
(sn + c˜3)3
]
. (12)
From Eqs. (11) and (12) we have that
Ar ′′(sˆn) = 2c˜0
[
c˜23 − c˜1c˜3 + c˜2
(sˆn + c˜3)3
]
= 2c˜0
 c˜23 − c˜1c˜3 + c˜2(−c˜3 ±√c˜23 − c˜1c˜3 + c˜2 + c˜3)3

= 2c˜0
 c˜23 − c˜1c˜3 + c˜2(±√c˜23 − c˜1c˜3 + c˜2)3
 = 2c˜0
 1
±
√
c˜23 − c˜1c˜3 + c˜2
 .
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In order to have Ar ′′(sˆn) > 0, and therefore Ar(sˆn) to be a local minimum, we select in the last equation the sign of the
square root to be the same as the sign of c˜0. Therefore, the optimum vertical scaling factor is
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0,
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
2. Cases Ia, I′b:
Ar(sn) = β2
[
c1s2n + c2sn + c3
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = Γ 21 − Γ 22 + Γ 23 − Γ 24 , c˜0 = βc1/2c4,
c2 = −2α1Γ1 + 2δ′Γ2 − 2δΓ3 + 2α′1Γ4, c˜1 = c2/c1,
c3 = α21 − α′21 + δ2 − δ′2, c˜2 = c3/c1,
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
3. Cases Ia, II′:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = Γ 21 + Γ 23 , c˜0 = β(c1 + c4c6)/2c4,
c2 = −2α1Γ1 − 2δΓ3, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = α21 + δ2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1,
c6 = −Γ2 − Γ4,
c7 = δ′ + α′1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
4. Cases Ia, III′:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = Γ 21 + Γ 23 , c˜0 = β(c1 + c4c6)/2c4,
c2 = −2α1Γ1 − 2δΓ3, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = α21 + δ2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1,
c6 = Γ2 + Γ4,
c7 = −δ′ − α′1.
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The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
5. Cases Ib, I′a:
Ar(sn) = β2
[
c1s2n + c2sn + c3
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = −Γ 21 + Γ 22 − Γ 23 + Γ 24 , c˜0 = βc1/2c4,
c2 = 2α1Γ1 − 2δ′Γ2 + 2δΓ3 − 2α′1Γ4, c˜1 = c2/c1,
c3 = −α21 + α′21 − δ2 + δ′2, c˜2 = c3/c1,
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
6. Cases Ib, I′b:
Ar(sn) = β2
[
c1s2n + c2sn + c3
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = −Γ 21 − Γ 22 − Γ 23 − Γ 24 , c˜0 = βc1/2c4,
c2 = 2α1Γ1 + 2δ′Γ2 + 2δΓ3 + 2α′1Γ4, c˜1 = c2/c1,
c3 = −α21 − α′21 − δ2 − δ′2, c˜2 = c3/c1,
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
7. Cases Ib, II′:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,= Ar(sn)
where
c1 = −Γ 21 − Γ 23 , c˜0 = β(c1 + c4c6)/2c4,
c2 = 2α1Γ1 + 2δΓ3, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = −α21 − δ2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1,
c6 = −Γ2 − Γ4,
c7 = δ′ + α′1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
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8. Cases Ib, III′:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
, (13)
where
c1 = −Γ 21 − Γ 23 , c˜0 = β(c1 + c4c6)/2c4,
c2 = 2α1Γ1 + 2δΓ3, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = −α21 − δ2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ1 − Γ3, c˜3 = c5/c4,
c5 = δ − α1,
c6 = Γ2 + Γ4,
c7 = −δ′ − α′1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
9. Cases II, I′a:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = Γ 22 + Γ 24 , c˜0 = β(c1 + c4c6)/2c4,
c2 = −2δ′Γ2 − 2α′1Γ4, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = α′21 + δ′2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ4 − Γ2, c˜3 = c5/c4,
c5 = δ′ − α′1,
c6 = −Γ1 − Γ3,
c7 = δ + α1,
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
10. Cases II, I′b:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
.
where
c1 = −Γ 22 − Γ 24 , c˜0 = β(c1 + c4c6)/2c4,
c2 = 2δ′Γ2 + 2α′1Γ4, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = −α′21 − δ′2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ4 − Γ2, c˜3 = c5/c4,
c5 = δ′ − α′1,
c6 = −Γ1 − Γ3,
c7 = δ + α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
1080 P. Manousopoulos et al. / Journal of Computational and Applied Mathematics 233 (2009) 1063–1082
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
11. Cases II, II′:
Ar(sn) = ArII(sn)+ ArII′(sn)
= β
2
[sn(−Γ1 − Γ3)+ δ + α1] + β2 [sn(−Γ2 − Γ4)+ δ
′ + α′1]
= β
2
[sn(−Γ1 − Γ2 − Γ3 − Γ4)+ α1 + α′1 + δ + δ′].
The derivative of Ar(sn) is Ar ′(sn) = (β/2)(−Γ1 − Γ2 − Γ3 − Γ4) < 0 which implies that the minimum value of Ar(sn)
is achieved for
sˆn = min
{
α1
Γ1
,
δ′
Γ2
,
δ
Γ3
,
a′1
Γ4
}
.
12. Cases II, III′:
Ar(sn) = ArII(sn)+ ArIII′(sn)
= β
2
[sn(−Γ1 − Γ3)+ δ + α1] + β2 [sn(Γ2 + Γ4)− δ
′ − α′1]
= β
2
[sn(−Γ1 + Γ2 − Γ3 + Γ4)+ α1 − α′1 + δ − δ′].
The derivative of Ar(sn) is Ar ′(sn) = (β/2)(−Γ1 + Γ2 − Γ3 + Γ4) which implies that the minimum value of Ar(sn) is
achieved for
• sˆn = min
{
α1
Γ1
,
δ
Γ3
}
, if (−Γ1 + Γ2 − Γ3 + Γ4) < 0
• sˆn = max
{
δ′
Γ2
,
a′1
Γ4
}
, if (−Γ1 + Γ2 − Γ3 + Γ4) > 0
while Ar(sn) is constant and therefore has no minimum, if (−Γ1 + Γ2 − Γ3 + Γ4) = 0.
13. Cases III, I′a:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
where
c1 = Γ 22 + Γ 24 , c˜0 = β(c1 + c4c6)/2c4,
c2 = −2δ′Γ2 − 2α′1Γ4, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = α′21 + δ′2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ4 − Γ2, c˜3 = c5/c4,
c5 = δ′ − α′1,
c6 = Γ1 + Γ3,
c7 = −δ − α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
14. Cases III, I′b:
Ar(sn) = β2
[
s2n(c1 + c4c6)+ sn(c2 + c5c6 + c4c7)+ c3 + c5c7
c4sn + c5
]
= c˜0
[
s2n + c˜1sn + c˜2
sn + c˜3
]
,
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where
c1 = −Γ 22 − Γ 24 , c˜0 = β(c1 + c4c6)/2c4,
c2 = 2δ′Γ2 + 2α′1Γ4, c˜1 = (c2 + c5c6 + c4c7)/(c1 + c4c6),
c3 = −α′21 − δ′2, c˜2 = (c3 + c5c7)/(c1 + c4c6),
c4 = Γ4 − Γ2, c˜3 = c5/c4,
c5 = δ′ − α′1,
c6 = Γ1 + Γ3,
c7 = −δ − α1.
The minimum value of Ar(sn) is achieved for
sˆn = −c˜3 +
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 > 0
sˆn = −c˜3 −
√
c˜23 − c˜1c˜3 + c˜2, if c˜0 < 0.
15. Cases III, II′:
Ar(sn) = ArIII(sn)+ ArII′(sn)
= β
2
[sn(Γ1 + Γ3)− δ − α1] + β2 [sn(−Γ2 − Γ4)+ δ
′ + α′1]
β
2
[sn(Γ1 − Γ2 + Γ3 − Γ4)− α1 + α′1 − δ + δ′].
The derivative of Ar(sn) is Ar ′(sn) = (β/2)(Γ1 − Γ2 + Γ3 − Γ4) which implies that the minimum value of Ar(sn) is
achieved for
• sˆn = min
{
δ′
Γ2
,
a′1
Γ4
}
, if (Γ1 − Γ2 + Γ3 − Γ4) < 0
• sˆn = max
{
α1
Γ1
,
δ
Γ3
}
, if (Γ1 − Γ2 + Γ3 − Γ4) > 0
while Ar(sn) is constant and therefore has no minimum, if (Γ1 − Γ2 + Γ3 − Γ4) = 0.
16. Cases III, III′:
Ar(sn) = ArIII(sn)+ ArIII′(sn)
= β
2
[sn(Γ1 + Γ3)− δ − α1] + β2 [sn(Γ2 + Γ4)− δ
′ − α′1]
= β
2
[sn(Γ1 + Γ2 + Γ3 + Γ4)− α1 − α′1 − δ − δ′].
The derivative of Ar(sn) is Ar ′(sn) = (β/2)(Γ1 + Γ2 + Γ3 + Γ4) > 0 which implies that the minimum value of Ar(sn) is
achieved for
sˆn = max
{
α1
Γ1
,
δ′
Γ2
,
δ
Γ3
,
a′1
Γ4
}
.
Note that in Cases 1–10, 13, 14 it is possible that sˆn 6∈ [l, r], where l, r define the current sn range. In this case, as it can
be deduced from Ar ′(sn), the minimum value of Ar(sn) is achieved at one of the interval endpoints, i.e.
sˆn = arg min
sn=l,r
{Ar(sn)} .
Also in the same cases, if c4 = 0 or c4 = c5 = 0 the optimum sˆn can be found trivially, since the function Ar(sn) reduces to a
simple quadratic or linear form. Moreover, the value |sn| = 1 is never calculated, since it is |sn| < 1 in the interpolating IFS
definition.
Finally, the optimum values of sn for each interval of∆s are compared and the one that produces the minimum Ar(sn) is
selected as the optimum vertical scaling factor in [0, 1) for In.
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