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a b s t r a c t
The variable splitting method for free-variable tableau calculi
provides an admissibility condition under which the same free
variables can be assigned values independently on different
branches. While this has a large potential for automated proof
search, a direct implementation of this condition is impractical.
We adapt the incremental closure framework for free variables to
variable splitting tableaux by recasting the admissibility condition
for closing substitutions into a constraint satisfaction problem. The
resultingmechanismallows to check the existence of an admissible
closing substitution incrementally during the construction of a
proof. We specify a rule-based algorithm for testing satisfiability
of constraints that accounts for split variables, and present
experimental results based on a prototype variable splitting
theorem prover implementation measuring the computational
overhead of the variable splitting framework.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The field of theorem provers for classical first-order logic is dominated by systems based on
resolution and superposition principles, with some runners-up using instance-based methods. In
general, these methods require problems to be given in clause normal form. The method of analytic
tableaux provides a flexible platform for intuitionistic, modal, and dynamic logics, where problems
cannot easily be transformed to clause normal form. In contrast with resolution, superposition, and
existing instance-based calculi, analytic tableaux canwork directly on input formulas without normal
form conversion.2 In combination with the explicit representation of information at various stages of
a proof search, this makes tableau methods highly suitable for interactive theorem proving, and for
E-mail addresses: chrisha@ifi.uio.no (C.M. Hansen), rantonse@ifi.uio.no (R. Antonsen), martingi@ifi.uio.no (M. Giese),
arild@ifi.uio.no (A. Waaler).
1 Tel.: +47 908 64 927.
2 Recently, Otten (2011) has described a variant of the connection calculus that works on non-clausal input. That development
is mostly orthogonal to the work presented in this article.
0747-7171/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jsc.2011.12.032
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model generation. However, analytic tableaux suffer from shortcomings with respect to the efficiency
of proof search, one of which we address in this article.
In free-variable tableau calculi, free variables are introduced as place-holders when expanding
universal formulas in order to postpone the choice of an instantiation, see e.g. (Fitting, 1996). Free
variables are instantiatedwhen branches are closed, by unifying potentially complementary formulas
on a branch. The expansion of disjunctive formulas splits a proof into several branches, and the same
free variable can occur on more than one branch. Usually, occurrences of a free variable on different
branches have to be instantiated consistently to ensure soundness.
Antonsen (2008) and Antonsen and Waaler (2007b) have analyzed the dependency between
branching and the instantiation of free variables and have arrived at a criterion that, in some cases,
permits to instantiate a free variable differently on different branches. Such divergent instantiation
is referred to as variable splitting. While their presentation mainly focuses on variable splitting in
tableaux for classical first-order logic, they have also defined variable splitting for a free variable
calculus for intuitionistic logic (Antonsen and Waaler, 2007a). The technique can, in general, be
applied to any calculus using free variables that are rigid.
Unfortunately, the variable splitting technique gives only a global criterion that states when
a substitution that closes all branches, possibly instantiating free variables on different branches
differently, is admissible. No hint is given as to how the existence of such an admissible closing
substitution can be ensured during proof search, short of performing an admissibility check for all
possible closing substitutions after each proof step. As it stands, the existingwork on variable splitting
is therefore not suited for direct implementation.
We found that a similar problem of applying a global closure check after each proof step lies at
the heart of the incremental closure approach proposed by Giese (2001, 2002). Incremental closure
is mainly designed as a method to avoid the backtracking usually employed when searching for free
variable tableau proofs. Instead of globally instantiating free variables when a branch can be closed,
incremental closure determines after each proof step whether there is a way to close all branches of
a proof simultaneously. To do this efficiently, the set of closing substitutions for every subderivation
is kept track of during proof search, and this information is updated whenever a new complementary
pair of literals (i.e., a connection) is introduced. Syntactic unification constraints are used to represent
sets of substitutions.
The main contribution in this article is to show how the incremental closure approach can be
extended to provide an incremental, and therefore tractable evaluation of the global closure criterion
of the variable splitting calculus.
The admissibility condition of the variable splitting calculus consists mainly in requiring a certain
dependency relation between formulas to be a partial order. To adapt the framework of incremental
closure to variable splitting we extend the constraint language used in incremental closure with new
kinds of constraints called order and consistency constraints. Satisfiability of these constraints can be
checked using an extension of the standard rule system for syntactic unifiability. Like in the original
formulation of incremental closure, we keep track of unification and admissibility requirements for
each subderivation, and define how these may be updated for each new connection found. We show
that this computation is sound in the sense that a constraint for a derivation is satisfiable only if the
derivation is closable with an admissible substitution. The constraint computation is actually not
complete, in the sense that there are derivations closable by an admissible substitution for which
the computed constraint is unsatisfiable. We will explain why this is the case and why obtaining
completeness in this sense is problematic. Our method is however complete in the usual sense that
there is a derivation with a satisfiable constraint for every valid formula, since the method is at least
as strong as free-variable tableaux.
The key effect of variable splitting is that it explicitly represents dependences between disjunctive
and universal formulas. This could be a significant advantage for automated proof search, and in two
ways. First, variable splitting derivations are proof invariant under permutation,3 meaning that the
3 See (Antonsen, 2008) for a definition of permutation and a proof of the invariance property.
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property of being a proof is preservedwhen interchanging the order of the inferences. Traditional free
variable tableaux are not proof invariant under permutation.4 Splitting calculi are hence flexible with
respect to search strategies and allow in particular the formulation of goal-directed connection-driven
search procedures. Second, in some cases variable splitting proofs are shorter; in fact, Antonsen shows
that for a certain class of formulas there are variable splitting proofs which are exponentially shorter
than the optimal proof in a standard free-variable calculus (Antonsen, 2008; Antonsen and Waaler,
2007b). We will discuss this example in more detail in Section 5.
The combination of variable splitting with incremental closure gives rise to a quite complex
calculus which it is hard to fully evaluate analytically. To obtain a trustworthy assessment of the
potential of the calculus, an empirical evaluation on the basis of a running implementation seems
to be indispensable. It is then natural to compare, on a wide set of problems from the TPTP library
(Sutcliffe, 2009), the performance of the splitting calculus with the performance of a calculus for
analytic tableaux without splitting.
However, an implementation must not only implement a framework for splitting and incremental
closure; it must also implement a search strategy, the choice of which will significantly impact the
performance of the prover. This faces us with an option. Since free variable tableaux support mainly
strategies based on formula types (α, β, γ , δ), we can either compare tableaux with and without
splitting using the same strategy based on formula types, or we can compare the calculi with and
without splitting using different search procedures that are specifically tailored for each of them.
In the former case we can mainly use the experiment to assess the computational overhead of the
splitting framework, and potentially also identify classes of problems for which the splitting calculus
is especially suitable or unsuitable. Sincewe are thenbound to use a strategywhich takes no advantage
of the freedom of inference orders that variable splitting offers, we cannot in this way get a fair
evaluation of the potential that the system has for theorem-proving in general. This can only be
achieved if we use the splitting calculus as a basis for defining and implementing complex goal-
directed search strategies.
As a first step in the empirical evaluation of variable splitting we present in this article
experimental results for a prototype theorem prover of the former kind, i.e., a prover that implements
incremental closure with variable splitting constraints using a simple search strategy based on the
syntactic form of input formulas. Disjunctive formulas have higher priority than universal formulas,
while maintaining fairness. Hence, the strategy is especially well suited for standard free variable
tableaux. Using this strategy facilitates comparison with a tableau implementation without variable
splitting; the overhead of variable splitting is isolated from the potential gains of sophisticated search
procedures for the splitting calculus. Being a test bed for comparison, the prover does not incorporate
refinements used by state-of-the-art theorem provers. To achieve a fair comparison, such refinements
would have to be added to both the splitting and the non-splitting procedure, and ultimately, they
would blur the effect of splitting, rather thanhighlighting it. Althoughour implementation in its design
does not aspire to competewith state-of-the-art theoremprovers, it has shown excellent performance
for certain problems, as discussed in Section 5.
The experimental comparison between the splitting calculus and the standard free-variable
tableaux calculus, both implemented using incremental closure, shows that in most cases, the
computational overhead is within acceptable limits. In some cases, the complexity of the satisfiability
check for variable splitting constraints results in far worse performance than the non-splitting prover,
which is not surprising. In other cases, the reduced search space due to variable splitting results in far
better performance. All in all, the computational overhead of variable splitting seems to be acceptable.
The rest of the article is structured as follows. In Section 2 we give an overview of the variable
splitting calculus. Section 3 presents incremental constraints for derivations, and we show that
constraint satisfiability corresponds to the existence of an admissible closing substitution. Section 4
provides a rule-based procedure for testing constraint satisfiability. Experimental results from the
prototype variable splitting theorem prover is presented and discussed in Section 5. In Section 6 we
4 A counterexample is a complete tableau for {∀xPx,¬(Pa ∧ Pb)} where the universal formula is expanded once on each
branch. There are two permutations of inference order; one is closable, and the other is not.
C.M. Hansen et al. / Journal of Symbolic Computation 47 (2012) 1046–1065 1049
α α1 α2
(ϕ ∧ ψ)T ϕT ψT
(ϕ ∨ ψ)F ϕF ψF
(ϕ → ψ)F ϕT ψF
(¬ϕ)T ϕF ϕF
(¬ϕ)F ϕT ϕT
γ γ ′ γ1
(∀xϕ)T (∀xϕ)T ϕ{x/u}T
(∃xϕ)F (∃xϕ)F ϕ{x/u}F
β β1 β2
(ϕ ∧ ψ)F ϕF ψF
(ϕ ∨ ψ)T ϕT ψT
(ϕ → ψ)T ϕF ψT
δ δ1
(∀xϕ)F ϕ{x/f (u⃗)}F
(∃xϕ)T ϕ{x/f (u⃗)}T
Fig. 1. Types and generation rules for formulas.
Γ , α1, α2
Γ , α
Γ , β1 Γ , β2
Γ , β
Γ , γ ′, γ1
Γ , γ
Γ , δ1
Γ , δ
Fig. 2. Inference rules.
conclude and point out areas of further investigation, especially addressing the challenge of defining
and implementing search procedures that explores deeper structures like connections. As pointed
out above, a fair evaluation of the strengths of the calculus requires implementations that exploit the
potential for complex strategies that comes with the splitting framework.
2. Preliminaries: variable splitting calculus
Focusing on underlying intuitions this section contains a brief description of the variable splitting
calculus. To make the article self-contained we include a set of technical definitions at the end of the
section; see (Antonsen, 2008) for a less condensed presentation. The technical definitions are provided
for readers whowant to follow the proofs in Section 3 inminute detail; theymay however be skipped
without risk of loosing track of the main arguments in this article.
The technical starting point for variable splitting is to assign a unique name to each branch
of a subderivation and to label the variable occurrences in the branch with this name, allowing
substitutions to be applied branchwise. With no further restrictions, this results in an unsound
calculus. Soundness is ensured with the notion of an admissibility condition. A guiding intuition
is that this condition guarantees the existence of a proof without variable splitting. In order to
precisely define the labeling mechanism and the admissibility condition, it is necessary to distinguish
different copies of formulas in a derivation, and for this purpose we apply an indexing scheme for
formulas (Antonsen, 2008), similar to, e.g., (Bibel, 1987; Wallen, 1990; Kreitz and Otten, 1999). An
essential property is that for any given formula occurrence in a derivation, there is an index associated
with it.
Free-variable block tableaux. The variable splitting calculus is based on free-variable block
tableaux (Smullyan, 1968), where the nodes are labeled with finite sets of signed formulas, called
goals. Formulas and terms are defined from a first-order signature and the logical connectives ¬,
∧, ∨, →, ∀, and ∃. Every formula is signed with T or F and, following Smullyan’s uniform notation
(Smullyan, 1968), every non-atomic formula has a type, α, β , γ , or δ, determined by its sign and
outermost connective; see the leftmost columns in Fig. 1. The type symbols are frequently used as
metavariables denoting formulas of that type.
The inference rules are shown in Fig. 2, where the set Γ ∪ {ϕ} is denoted by Γ , ϕ. The formulas,
α, β , γ , and δ, below the horizontal lines are said to be expanded, and the goals below and above the
horizontal line are called conclusions and premisses, respectively. The formulas in the premisses are
defined according to the rightmost columns in Fig. 1, where ϕ{x/t} denotes the result of replacing all
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Fig. 3. Derivation of a valid sequent. Copies of γ -formulas are omitted. Branch names are displayed above each leaf goal. The
symbol Γ1 is a label by which we refer to the corresponding goal in the text.
occurrences of the quantification variable x in ϕ with the term t . For γ -formulas, γ ′ is a copy of γ ,
and u is a free variable, more specifically, the index (defined below) of γ . A γ -formula occurring on
different branches thus introduces the same free variable on each branch, instead of themore common
approach of introducing a fresh variable.5 For δ-formulas, f is a new Skolem function symbol,6 and u⃗
denotes all the free variables occurring in δ. The formulas β1 and β2 are called dual and referred to as
β0-formulas. A derivation of a goal Γ is a finite tree of goals, with root node Γ , obtained by iteratively
applying the derivation rules given in Fig. 2. In Fig. 3, there is an example of a derivation. We display
goals in sequent calculus style Γ ⊢ ∆, where Γ and ∆ are the sets of formulas signed with T and F,
respectively.
Indexing. Themethod of variable splitting requires precise bookkeeping of instances and occurrences
of formulas, a function served by the indexing scheme. Moreover, the indexing scheme is an
indispensable tool for analyzing and defining properties of derivations and formulas. The indices
are used for naming branches, thereby allowing variables in different branches to be treated
independently, and also for defining an admissibility condition.
Intuitively, indices are labels, for example natural numbers, associated with formula occurrences
in a derivation. The essential properties required of indexing are the following. First, all formulas
in a root goal are indexed differently. When a formula is expanded, the new formulas are also
indexed differently. The other formulas in the premisses, however, are indexed with the same indices
as in the conclusion. Second, if some formulas in different branches have the same index, then
their subformulas are also indexed in the same way. From these properties it follows that for each
formula occurrence in a derivation, there is an index associated with it. This index is not necessarily
unique, because formulas may be copied into different branches and occur several places in a
derivation.
From now on, we assume that all formulas are indexed according to how they occur in a given
derivation. For notational simplicity we shall use the terminology defined for formulas on indices as
well. In particular, the type symbols are used as metavariables denoting indices of that type. The β0-
indices play a prominent role in the framework as they enable a simple definition of branch names. If
β is the index of a β-formula, then (β1△β2) is another notation for β , where β1 and β2 are the indices
of the dual β0-formulas as given in Fig. 1. In the root goal of the derivation in Fig. 3, formula indices
are displayed below the respective formulas.
One effect of indexing is that the set of indexed formulas uniquely determines which node of a
derivation it belongs to.We can thereforewriteD|Γ to denote the subderivation ofDwith root goalΓ .
5 Note that the instantiation freedom lost by introducing the same variable across branches is regained by propagating branch
names onto free variables, the details of which will be discussed below. The reason for reusing free variables in this way is to
obtain derivations that are proof invariant under permutation (Antonsen, 2008), and hence provide increased flexibility in
designing proof search strategies, as described in Section 1.
6 The choice of Skolem function symbol is not important here, but a natural choice is to use the index of δ. This results in a
δ-rule that is more liberalized than the δ+-rule (Hähnle and Schmitt, 1994), but less liberal than the δ++ -rule (Beckert et al.,
1993).
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Branch names. The most straightforward way of defining variable splitting is to label a variable
occurrence in a derivation with the name of the branch in which it occurs. We use as branch name
the set of β0-indices in the branch. More precisely, the branch name associated with a goal in D|Γ is
inductively defined as follows. The branch name for the root goal Γ is ∅. If Γc is the conclusion of a
non-branching inference with premiss Γ1, then the branch name for Γ1 is the same as that of Γc . If B is
the branch name of a goal Γc and this goal is the conclusion of a β-inference of ( j△ k)with premisses
Γ1 and Γ2, then the branch names for these premisses are B ∪ { j} and B ∪ {k}, respectively.
The branch names are then propagated to variables in the following way. If u is a variable
occurrence in a goal in D|Γ , and B is the branch name associated with the goal, then uB is a colored
variable for the goal, and for D|Γ .7 A leaf-colored variable is a colored variable for a leaf goal. A colored
formula and a colored goal is a formula and a goal where all variables have been replaced with their
corresponding colored variables. The set of colored terms for D|Γ is the least set containing the colored
variables for D|Γ that is constructed from function and Skolem function symbols. A colored term is
ground if it contains no colored variables. Convention. We write branch names as strings of indices,
with ϵ denoting the empty branch name, and we omit writing empty branch names when denoting
colored variables.
Example 1. Let D be the derivation in Fig. 3. The branch names for D are ϵ, 3, 6, 68, and 69, while the
branch names for D|Γ1 are ϵ, 8, and 9. The leaf-colored variables for D are u3, v3, u68, v68, u69, and v69.
The colored variables for D additionally include u, v, u6, and v6. The leaf-colored variables for D|Γ1 are
u8, v8, u9, and v9, and the set of all colored variables for D|Γ1 additionally includes u and v.
Substitutions. A substitution for D|Γ is a function from the set of colored variables for D|Γ to the set of
colored terms forD|Γ . The domain of a substitution is extended to colored terms and colored formulas
in the standardway. The support of a substitution σ , writtenSup(σ ), is the set of variables uB such that
σ(uB) ≠ uB. Ifσ(uB) is a ground term for each variable uB inSup(σ ), thenσ is ground.We usuallywrite
{uS11 /t1, . . . , uSnn /tn} for σ when Sup(σ ) = {uS11 , . . . , uSnn } and σ(uSii ) = ti for 1 ≤ i ≤ n. A connection is
a pair of atomic formulas with identical predicate symbols and different signs.We denote by Conn(Γ )
the set of connections in a goal Γ . A substitution σ closes a leaf goal L of a branch B in D|Γ if there is a
connection ⟨ϕ,ψ⟩ in Conn(L) such thatϕ Bσ = ψ Bσ up to signs and indices,8 where· B denotes the
result of replacing all variables u in ·with uB. Furthermore, σ closes D|Γ if it closes all leaf goals of D|Γ .
The admissibility condition. Because variables are colored branchwise, it is in general not sound
to define provability by means of closing substitutions alone. To ensure soundness, we provide a
condition for deciding whether a closing substitution is admissible. In short, a substitution induces
a certain relation on the formulas in a derivation, and in order for a substitution to be admissible,
the induced relation must be irreflexive. Although the details are quite technical, the intuition is that
the existence of an induced irreflexive relation guarantees the existence of a proof without variable
splitting.
The admissibility condition is based on the following relations between formulas in a derivation.
The relation ≪1 is the least relation on formulas such that α ≪1 {α1, α2}, β ≪1 {β1, β2}, γ ≪1
{γ ′, γ1}, and δ ≪1 δ1. (If ◦ is a binary relation, then e ◦ {e1, e2} is a shorthand notation for e ◦ e1 and
e ◦ e2.) The transitive closure of≪1 is denoted≪. Observe that the≪-relation is defined in precise
accordance with how formulas are expanded: if ϕ ≪ ψ , then ϕ must be expanded before ψ (≪may
hence be read as before). To the right in Fig. 3, there is an example of a≪1-relation. These relations
are defined similarly for indices.
The set of admissible substitutions is characterized in the following way. Let β(D|Γ ) and γ (D|Γ )
be the set of β- and γ -indices, respectively, for formulas that are expanded in D|Γ . If S and T are sets
of β0-indices, then S △ T is the set of β-indices (s △ t) such that s ∈ S and t ∈ T . If a variable u
occurs in both β1 and β2, then u is called critical for β , written u l β . A splitting relation @ for D|Γ is a
7 Note that branch names are defined recursively from the root goal to the leaf goals. Hence, a colored variable for one
subderivation does not have to be a colored variable for another subderivation.
8 For instance, the indexed formulas (Pa)T1 and (Pa)
F
2 are considered equal even though their signs and indices are different.
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binary relation from β(D|Γ ) to γ (D). (Here we have γ (D), and not γ (D|Γ ), because D|Γ may contain
variables expanded below Γ .) If σ is a ground substitution for D|Γ , we say that@ is a splitting relation
for σ if for all pairs of leaf-colored variables uS, uT in the support of σ , σ(uS) ≠ σ(uT ) implies that
there is a β-index b ∈ S △ T such that b @ u. Let s ∈ S and t ∈ T . Intuitively, when (s∆t) @ u, (s∆t)
has forced different colorings of the variable u and at least two of these colored u-variables have been
given different values by σ . A splitting relation @ induces an ordering ▹1 on the indices in β(D|Γ ) as
follows. Let a▹1 b if and only if a ≪ b or there is a variable u such that a @ u and ul b. We say that @
is admissible for D|Γ if the transitive closure of ▹1 is irreflexive. A substitution σ is admissible for D|Γ
if there is a splitting relation for σ that is also admissible for D|Γ . A proof of a goal Γ is a pair ⟨D, σ ⟩
consisting of a derivation D of Γ and a ground substitution σ which is closing and admissible for D.
The variable splitting calculus is sound and complete; see (Antonsen, 2008) for proofs.
Example 2. The substitution σ in Fig. 3 is closing and admissible for the derivation. The colored
variables v68 and v69 are assigned different values by σ , and thus (8 △ 9) @ v, but the reduction
ordering is still irreflexive because v is not critical for (8△ 9).
3. Incremental constraints
The original introduction of the variable splitting calculus (Antonsen and Waaler, 2005, 2007b;
Antonsen, 2008) does not provide hints on how to turn the splitting calculus into a proof search
procedure. In this sectionwepresent themain contribution of this text: a theoretical basis for designing
an incremental closure proof search procedure based on the variable splitting calculus. We introduce
a constraint language rich enough to capture the complexities of variable splitting, and we define an
incremental constraint computation for variable-splitting derivations.
In standard free-variable block tableaux, a substitution closes a leaf goal if it unifies a connection
in the goal. The set of all closing substitutions for a leaf goal is the union of the set of unifiers for each
connection, and the set of closing substitutions for a non-leaf goal is the intersection of the sets of
closing substitutions for the leaf goals above it. A derivation is closable if the set of closing substitutions
for the root goal is nonempty. Since it is impractical to check for the existence of a closing substitution
for the whole tableau every time a new connection is introduced,9 proof search procedures usually
close branches one by one and backtrack over different possibilities to close branches.
The main idea of the incremental closure proof search procedure (Giese, 2001) is to keep track of
the current set of closing substitutions for each goal in a derivation, and to update these setswhenever
a new connection is found. To represent sets of closing substitutions for subderivations, syntactic
unification constraints are used. An atomic constraint is a term equation, satisfied by substitutions
which unify the terms. Complex constraints are built by means of the logical constraint symbols ∨
and ∧, representing union and intersection of sets of substitutions, respectively.
For variable splitting derivations, only admissible closing substitutions can be accepted. We
represent the admissibility condition in the constraint language by adding order constraints, which
represent orders on the indices of formulas in a derivation. It is, however, useful to be able to
characterize properties of constraints without having to relate them to some underlying derivation.
Hence, we define constraints relative to a constraint signature, containing colored terms and index
symbols, from which we define equations and order constraints. When we define constraints for
derivations, the constraint signature consists of colored terms10 and indices from the derivation.
Recall that a ground substitution for a derivation can be partial in the sense that only variables
in its support have to be instantiated with ground terms. The partiality of ground substitutions is
also reflected in the admissibility condition; the order on indices induced by a ground substitution
is defined on basis of the variables in its support. In order to capture this property in the constraint
language, we need a way to express that two variables have to be instantiated in the same way, but
9 This is an NP-hard problem (Giese, 2002).
10 When we define constraints for derivations, we include colored atomic formulas in the set of colored terms.
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only if both variables are actually instantiated by a substitution. We use a special relation symbol ,,
read as ‘‘undefined or equal’’, to construct consistency constraints, which express exactly this property.
Definition 1. A constraint signature Σ(T , I) consists of a set T of colored terms, a set I of index
symbols, constraint constants⊤ and⊥, binary relation symbols≡, ,, and<, binary logical symbols∧
and ∨, and notational symbols ‘(’ and ‘)’. GivenΣ(T , I), we define constraints inductively as follows.
• Base case: If t, t ′ ∈ T , then (t ≡ t ′) is an equation. If uS, uT ∈ T and S ≠ T , then (uS ,
uT ) is a consistency constraint . If a, b ∈ I, then (a < b) is an order constraint . Equations,
consistency constraints, order constraints,⊤, and⊥ are atomic constraints. All atomic constraints
are constraints.
• Induction step: If C and C ′ are constraints, then (C ∧ C ′) and (C ∨ C ′) are constraints.
Constraint semantics is defined in a standardway for equations, disjunction and conjunction. Note,
however, thatwhenwe later define constraints for derivations, the terms of an equationwill be atomic
indexed formulas with colored variables. Thus, we will consider terms to be equal even though their
signs and indices are different. For consistency constraintswe require that if both the colored variables
are in the support of a substitution, then the terms resulting from applying the substitution to the
variables must be equal. Finally, we interpret index symbols and order constraints by means of an
index structure, thereby allowing us to reason about constraint properties without relating them to
some underlying derivation.
Definition 2. An index structure S for a constraint signatureΣ(T , I) consists of a nonempty domain
|S| and an interpretation function ·S such that aS ∈ |S| for each index symbol a ∈ I, and<S is a strict
partial order11 on |S|. Let Σ(T , I) be a constraint signature, and let σ be a ground substitution. We
say that σ , S satisfies a constraint C , written σ , S |= C , whenever the following conditions hold.
• σ , S |= ⊤
• σ , S |̸= ⊥
• σ , S |= (t ≡ t ′) ⇔ tσ = t ′σ (up to signs and indices)
• σ , S |= (uS , uT ) ⇔ uS ∉ Sup(σ ) or uT ∉ Sup(σ ) or σ(uS)=σ(uT )
• σ , S |= (a < b) ⇔ aS <S bS
• σ , S |= (C1 ∧ C2) ⇔ σ , S |= C1 and σ , S |= C2
• σ , S |= (C1 ∨ C2) ⇔ σ , S |= C1 or σ , S |= C2.
We say that σ satisfies C , written σ |= C , if there is an index structure S such that σ , S |= C . A
constraint C is satisfiable if σ |= C for some σ .
Remark. Recall from Section 2 that a substitution σ is admissible for a derivation if the transitive
closure of a relation ▹1 on the indices in the derivation is irreflexive. In constraint satisfiability, this
correlates to the existence of an index structure which interprets < as a strict partial order on the
domain of the index structure.
Our constraint language would now allow us to define constraints C(Γ ) which are satisfiable if
and only if there is an admissible closing substitution for D|Γ , and it would be possible to compute
these recursively, following the structure of the derivation. But it turns out that it would be hard to
compute these constraints incrementally, i.e., by applying small updates when new connections are
introduced in the leaf goals. The problem is that rule applications can sometimes make an existing
closing substitution admissible without actually introducing a new connection, and this can lead to
large changes in the closing constraints, which are hard to describe incrementally. The problem will
be discussed in more detail after Example 5.
We will define closing constraints for variable splitting derivations that can be computed
incrementally. We will prove that the computed constraint is satisfiable only if there is a closing and
admissible substitution for the derivation, but not vice versa. For the incremental definition, assume
11 That is,<S is irreflexive and transitive (which implies asymmetry).
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Fig. 4. Abstract view of the relationship between branches of D|Γ ′ , D|Γ ′′ and D|Γ .
that we have found a new connection in a leaf goal L of D, and assume that for each goal Γ we have
computed a constraint Cl(Γ )old representing closing substitutions for D|Γ before we take the new
connection into account. We want to express the constraint Cl(Γ ) after we take the new connection
into account in terms of Cl(Γ )old, that is, Cl(Γ ) := Cl(Γ )old ∨ New(Γ ), where New(Γ ) represents
new closing substitutions for D|Γ w.r.t. the new connection.
A central part of the definition of New(Γ ) is the way we merge closing constraints for
subderivations. Consider the abstract outline ofD in Fig. 4. Assume that a newconnection is introduced
in a leaf goal above Γ ′, and assume further that we want to merge New(Γ ′) with Cl(Γ ′′)old in order
to obtain the closing constraint New(Γ ). There are two things to consider when merging constraints.
First, observe that New(Γ ′) and Cl(Γ ′′)old contain colored variables for D|Γ ′ and D|Γ ′′ , respectively,
none of which are colored variables for D|Γ , since the indices j and k are not included in the branch
names.We can, however, correct this issue by adding theβ0-index j to all colored variables inNew(Γ ′),
and likewise, add k to the colored variables in Cl(Γ ′′)old.
Definition 3. Let uS be a colored variable, and let T be a set of β0-indices.We define uS+T := uS ∪ T . If
T is a singleton set {i}wewrite+i instead of+{i}. We extend the+-function to colored terms, colored
formulas, colored goals, and constraints in a straightforward way.12
Second, we have to ensure that constraint merging respects the admissibility condition, i.e., that
the resulting constraint is satisfiable only by admissible substitutions. Recall that a substitution σ
is admissible for a derivation provided that σ induces a certain acyclic relation on the indices in
the derivation. The induced relation is based on the variables split by σ , i.e., on each pair of colored
variables uS, uT ∈ Sup(σ ) that are assigned different ground terms. The variables uS and uT represent
different branch occurrences of the free variable u. In incremental closure, the constraint merging
process joins constraints from different branches, and we model the relation induced by σ by adding
appropriate order constraints.
Assume that the colored variables uS and uT occur in New(Γ ′)+ j and Cl(Γ ′′)old + k, respectively.
We have to make sure that if a substitution σ assigns different values to uS and uT , then some order
constraint (s△ t) < uwhere s ∈ S and t ∈ T must be satisfied by an index structure. Note that σ does
not have to instantiate all variables in New(Γ ′) + j and Cl(Γ ′′)old + k in order to satisfy the merged
constraint. Thus, for uS and uT we end upwith a disjunction (uS , uT ∨ b1 < u ∨ · · · ∨ bn < u),
where the set of bi’s is equal to the set S△ T , i.e., the set of β-indices (s△ t) such that s ∈ S and t ∈ T .
The full definition of merging is as follows.
Definition 4. For a β-formula ( j△ k) expanded in an inference with conclusion Γ and premisses Γ ′
and Γ ′′, we define a constraint merging function j⊗k as follows. Let C ′ and C ′′ be constraints for D|Γ ′
and D|Γ ′′ , respectively (see Fig. 4). Then, C ′ j⊗k C ′′ := (C ′+ j)∧ (C ′′+ k)∧C , where C is a conjunction
of all constraints of the form (uS , uT ∨ b1 < u ∨ . . . ∨ bn < u) such that uS occurs in (C ′ + j), uT
occurs in (C ′′ + k), and S △ T = {b1, . . . , bn}.
We are now able to define how closing constraints can be computed incrementally w.r.t. new
connections introduced in the leaf goals of a derivation. In a proof search, the initial derivation
consists of the root goal only. Before any connections in the root goal are taken into account, we
12 For instance,

Pu1 ≡ Pv1+ 2 = Pu12 ≡ Pv12 .
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let Cl(root) := ⊥. Then, a New-constraint is added as a disjunct for each connection found in the
root goal. When a goal Γ is expanded, we let Cl(Γ ′) := Cl(Γ ) for each new premiss Γ ′. Then the
constraints resulting from new connections are defined recursively over the branches of a derivation,
starting at the leaves, as follows.
Definition 5. For each goal Γ in D we define a closing constraint , written Cl(Γ ), as follows. Let
c = ⟨A1,A2⟩ be a new connection in a leaf goal L of D, and assume that Cl(Γ )old are the closing
constraints before the connection c is taken into account. Then, Cl(Γ ) := Cl(Γ )old ∨ New(Γ ), where
New(Γ ) is the new closing constraint for Γ w.r.t. c defined as follows.
• If Γ is not on the path from L to the root goal, then New(Γ ) := ⊥.
• Otherwise, if Γ = L, then New(Γ ) := A1 ∅ ≡ A2 ∅.
• Otherwise, if Γ is the conclusion of an α-, γ - or δ-expansion with premiss Γ ′, then New(Γ ) :=
New(Γ ′).
• Otherwise, Γ is the conclusion of a β-expansion of ( j △ k) with premisses Γ ′ and Γ ′′. Assume
without loss of generality that L is above Γ ′. We define New(Γ ) := New(Γ ′) j⊗k Cl(Γ ′′)old.
For a derivation Dwith root goal Γ we let Cl(D) := Cl(Γ ) and New(D) := New(Γ ).
Closing constraints capture only the dependences between indices induced by closing
substitutions. To ensure thatwe capture the full admissibility conditionwemust add order constraints
representing dependences corresponding to≪-related β-indices and critical variables, as required by
the ▹1-relation.
Definition 6. The structural constraint for Γ , written Str(Γ ), is defined as follows. If Γ is a leaf goal,
then Str(Γ ) := ⊤. Otherwise,
Str(Γ ) :=

ulb
u < b ∧

a≪b
a < b,
where u ranges over expanded γ -formulas in D, and a and b over expanded β-formulas in D|Γ . For a
derivation Dwith root goal Γ we define Str(D) := Str(Γ ).
Finally, the full constraint definition for each goal in a derivation is the conjunction of the closing
constraint and the structural constraint.
Definition 7. For each goal Γ in D we define a constraint C(Γ ) := Cl(Γ ) ∧ Str(Γ ). If Γ is the root
goal of D, we define C(D) := C(Γ ).
Example 3. Consider the derivation in Fig. 3 in Section 2. Assume that we have just expanded Qa∧Qb
in Γ1, and that we are about to compute New-constraints for the new connections ⟨Qv,Qa⟩ and
⟨Qv,Qb⟩. Let L3, L68, and L69 be the leaf goals from left to right, with branch names 3, 68, and 69,
respectively. Before new connections are taken into account, we have Cl(L3)old = (Pu ≡ Pv)∨ (Pu ≡
Pa), and Cl(L68)old = Cl(L69)old = Cl(Γ1)old = ⊥. We then take into account the connection ⟨Qv,Qa⟩
in L68. We get New(L68) = (Qv ≡ Qa), New(L69) = ⊥, and New(Γ1) = New(L68) 8⊗9 Cl(L69)old =
(Qv8 ≡ Qa) ∧ ⊥, which is unsatisfiable, hence, there is no need to compute the New-constraints for
the goals below Γ1.
Before we take into account the connection ⟨Qv,Qb⟩ in L69, we update the closing constraints. We
getCl(L68) = Cl(L68)old∨New(L68) = (Qv ≡ Qa), but for the other goals there is no change, since their
New-constraints are⊥. We now take into account ⟨Qv,Qb⟩. We label the updated closing constraints
as old, and compute New-constraints w.r.t. ⟨Qv,Qb⟩. We get New(L69) = (Qv ≡ Qb), New(L68) = ⊥,
and
New(Γ1) = Cl(L68)old 8⊗9 New(L69)
= (Qv8 ≡ Qa) ∧ (Qv9 ≡ Qb) ∧ (v8 , v9 ∨ (8△ 9) < v),
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1
L1 : Pa, Pb ⊢ Pv,Qa ∧ Qb
Pa ∧ Pb ⊢ Pv,Qa ∧ Qb
23
Pa ∧ Pb,Qv ⊢ Qa
24
Pa ∧ Pb,Qv ⊢ Qb
Γ1 : Pa ∧ Pb,Qv ⊢ Qa ∧ Qb
Pa ∧ Pb, Pv → Qv ⊢ Qa ∧ Qb
Pa ∧ Pb,∀x
v
(Px
1
→ Qx
2
) ⊢ Qa
3
∧ Qb
4
Fig. 5. A derivation which is not closable. Only γ - and β0-indices are displayed.
and finally, New(root) = Cl(L3)old 3⊗6 New(Γ1) =
(Pu3 ≡ Pv3 ∨ Pu3 ≡ Pa) ∧
(Qv68 ≡ Qa ∧ Qv69 ≡ Qb ∧ (v68 , v69 ∨ (8△ 9) < v)) ∧
(v3 , v68 ∨ (3△ 6) < v) ∧ (v3 , v69 ∨ (3△ 6) < v),
which is added as a disjunct to the closing constraint Cl(root). We have that C(root) is a conjunction of
Str(root) = v < (3△6) and the updated Cl(root). Observe that C(root) is satisfied by the substitution
σ in Fig. 3 (σ satisfies both v3 , v68 and v3 , v69, since v3 ∉ Sup(σ )).
Remark. Example 3 motivates the use of consistency constraints; if we replace all consistency
constraints with equations in C(root), the resulting constraint is not satisfied by σ .
Example 4. Consider the derivation in Fig. 5, and assume that we have just expanded Pa ∧ Pb in the
leftmost branch, introducing two new connections in L1. Before we compute New-constraints for the
new connections, we have Cl(L1) = ⊥ and
Cl(Γ1) = (Qv3 ≡ Qa) ∧ (Qv4 ≡ Qb) ∧ (v3 , v4 ∨ (3△ 4) < v).
For the connection ⟨Pa, Pv⟩ in L1 we get New(L1) = (Pa ≡ Pv). For the root goal we get New(root) =
New(L1) 1⊗2 Cl(Γ1)old =
(Pa ≡ Pv1) ∧ (Qv23 ≡ Qa ∧ Qv24 ≡ Qb ∧ (v23 , v24 ∨ (3△ 4) < v)) ∧
(v1 , v23 ∨ (1△ 2) < v) ∧ (v1 , v24 ∨ (1△ 2) < v).
The New-constraints w.r.t. ⟨Pb, Pv⟩ are similar, and after both connections have been taken into
account Cl(root) is a disjunction of New(root) w.r.t. the two connections. We have Str(root) = v <
(1△ 2), and C(root) = Cl(root)∧ Str(root), which is not satisfiable: any satisfying substitution must
instantiate v1 differently than either v23 or v24, but there is no index structure which satisfies both
(1△ 2) < v and Str(root) = v < (1△ 2).
Example 5. Consider again the derivation in Fig. 5, and assume that we expand Qa∧Qb in L1. No new
connections are introduced, neither is Str(root) extended (Qa∧Qbwas already expanded elsewhere).
Hence, C(root) is the same as in Example 4, and still not satisfiable. However, the substitution
σ = {v13/a, v14/b, v23/a, v24/b} is closing and admissible for the derivation, since (3 △ 4) @ v is
an admissible splitting relation for σ (v is not critical for (3△ 4)).
Example 5 shows that incremental constraints are not complete, in the sense that there are
derivationswhich are closable by admissible substitutions, but for which the incrementally computed
constraint is unsatisfiable. Still, incremental constraints are complete in the usual sense; by further
expansionweobtain a derivationwhich is closablewithout variable splitting. The expansion ofQa∧Qb
is an example of a phenomenon called context splitting where expansion of a β-formula does not
introduce new connections, but provides additional freedom to split variables in existing connections.
Incremental constraints as defined in this text do not capture closure due to context splitting. We
could, of course, recompute all the closure constraints on the expanded branch in order to reflect
the possibly increased splitting freedom. This approach is, however, not incremental, and also highly
inefficient, since it requires recomputed constraints to be merged with all existing constraints in the
other branches.
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Fig. 6. The relationship between a consistent substitution σ and the lifting σ .
Soundness. We will now show that the incremental constraint computation is sound, i.e., that a
satisfiable constraint for a derivation implies that the derivation is closable with an admissible
substitution, as stated in Theorem 1. The main proof is by structural induction on derivations, and the
core is the branching induction step where a goal Γ is the conclusion of a β-inference with premisses
Γ ′ and Γ ′′ (see Fig. 4). The induction proof is based on some definitions and lemmas, which we will
motivate as we introduce them.
Recall from Section 2 that a substitution for a derivation is defined for all colored variables for the
derivation, including those that are not leaf-colored. As it turns out, we need in the induction proof
a way to ensure that the support of a substitution which satisfies a constraint does not contain any
‘‘unnecessary’’ variables, that is, variables that do not need to be instantiated in order to satisfy the
constraint.
Definition 8. A substitution σ is a Sup-reduction of τ if Sup(σ ) is a proper subset of Sup(τ ), and σ
agrees with τ on each variable in Sup(σ ). If σ satisfies a constraint C and none of the Sup-reductions
of σ satisfies C , then σ is aminimal satisfier of C .
Note that a constraint can have more than one minimal satisfier. The following lemma allows us
to assume in general that a substitution satisfying a constraint is in fact minimal. It is easy to prove
using the fact that any constraint contains finitely many variables.
Lemma 1. If a substitution σ satisfies a constraint C, then either σ is a minimal satisfier of C, or there is a
Sup-reduction of σ which is a minimal satisfier of C.
Incremental constraints are defined in such a way that when a connection c is introduced in a leaf
goal L, the closure constraints for the goals in the derivation are immediately extended with New-
constraints w.r.t. c . If the goal L is further expanded, it is no longer a leaf goal. As a consequence, the
New-constraints w.r.t. c may contain colored variables that are no longer leaf colored variables for
the expanded derivation. By contrast, the splitting calculus defines closure of derivations on the level
of leaf goals, i.e., by unifying connections containing leaf colored variables. A minimal satisfier of a
New-constraint w.r.t. c will not necessarily have leaf colored variables in its support, and, hence, not
close the derivation as defined in the calculus. We remedy this by lifting a substitution to the level of
leaf goals, as illustrated in Fig. 6. Lifting a substitution requires that there is only one place (i.e., color)
on each branch for which it instantiates variables. We call such substitutions consistent . Fortunately,
all minimal satisfiers of incremental constraints have this property, as shown in Lemma 2.
Definition 9. A substitution σ for D|Γ is consistent if there are no two variables uS, vT ∈ Sup(σ )
such that S is a proper subset of T .13 If σ is consistent, we define the lifting of σ , written σ , to be the
substitution for D|Γ such that uC ∈ Sup(σ ) if and only if uC is a leaf-colored variable for D|Γ and there
is some uB ∈ Sup(σ ) such that B ⊆ C , and in that case σ(uC ) = σ(uB).
Note thatσ iswell-defined, since the definition of colored variables implies that for any two branch
names B, B′ ⊆ C , either B ⊆ B′ or B′ ⊆ B.
Lemma 2. Let σ be a ground substitution for D|Γ . If σ is a minimal satisfier of C(Γ ), then σ is consistent.
13 For instance, a substitution {u1/a, v12/b} is not consistent.
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Proof. We show that if σ , S |= C(Γ ), and σ is not consistent, then σ cannot be minimal by showing
that σ ′, S |= C(Γ ) for some Sup-reduction σ ′ of σ . We first observe that if σ ′ is a Sup-reduction of σ ,
then σ ′, S still satisfy the order constraints in C(Γ ), since these are not affected by the substitution.
The same is true for the consistency constraints satisfied by σ , since these continue to hold if one
or both of the variables are taken out of the support. Furthermore, the whole constraint contains no
negations, so it is sufficient to construct σ ′ such that it satisfies the equality part of Cl(Γ ).
Cl(Γ ) is constructed in such a way that if σ , S |= Cl(Γ ), then each branch of Γ contains at
least one connection ⟨F ,G⟩, introduced in some node Γ ′ with branch name B, that is closed by σ ,
i.e.,F Bσ = G Bσ .F B andG B contain only variables colored with B. Now choose a subset of these
connections closed by σ such that there is only one of them on each branch. Closing these is clearly
enough to satisfy Cl(Γ ). We define σ ′ by reducing the support of σ to the variables that occur in
one of the chosen connections. Since there are no two chosen connections on one branch, there are
no connections with branch names B1 ⊂ B2, and therefore no variables uB1 and vB2 with B1 ⊂ B2
in Sup(σ ′). Therefore, σ ′ is consistent, and in particular σ ′ ≠ σ , which shows that σ is indeed not
minimal. 
The following lemma ensures that if a consistent substitution σ unifies a connection in a non-leaf
goal Γ , then the lifting of σ closes the derivation D|Γ .
Lemma 3. Let σ be a ground consistent substitution for D|Γ , and let ⟨F ,G⟩ be a connection in Γ . IfF ∅σ =G ∅σ , then σ closes D|Γ .
Proof. Assume that L is an arbitrary leaf goal ofD|Γ , and letC be the branchname for L. By construction
of D, the connection ⟨F ,G⟩ is in L. It is sufficient to show thatF Cσ = G Cσ , which follows from the
assumptionF ∅σ = G ∅σ , and the fact that for any atomic formula ϕ,ϕ ∅σ + C = ϕ Cσ , as we now
proceed to show.
We show that σ(u∅) + C = σ(uC ) for colored variables u∅. The inductive extension to arbitrary
terms and atomic formulas is straightforward. If u∅ is in the support of σ , then uC is in the support of
σ and σ(u∅) = σ(uC ). Note that σ is ground. Hence, σ(u∅)+ C = σ(u∅) = σ(uC ). If u∅ is not in the
support of σ , then uC is not in the support of σ . Hence, σ(u∅)+ C = u∅ + C = uC = σ(uC ). 
In the induction step of the soundness theorem, we will assume that a substitution σ satisfies the
constraint forΓ , the conclusion of aβ-inference. In order to use the induction hypothesis,wewill have
to infer thatσ satisfies the constraints of the premissesΓ ′ andΓ ′′. Alas,we cannot useσ directly, since
σ is not a substitution for D|Γ ′ and D|Γ ′′ .14 The colored variables in the constraints for the premisses
and the conclusion are, however, closely related by the β0-indices of the expanded β-formula. If j is
the β0-index associatedwith the branch of the premissΓ ′, we can remove j from the colored variables
of the support of σ , thereby obtaining a substitution that is restricted to Γ ′. Lemmas 4 and 5 relate a
substitution to its restriction w.r.t. the+-function and constraint satisfiability.
Definition 10. LetΓ ′ be apremiss of aβ-expansionwith conclusionΓ , let jbe theβ0-index associated
with Γ ′, and let σ be a ground consistent substitution for D|Γ . The restriction of σ to Γ ′, written σ |Γ ′ ,
is the substitution for D|Γ ′ such that uB ∈ Sup(σ |Γ ′) if and only if j ∉ B and uB + j ∈ Sup(σ ), and in
that case σ |Γ ′(uB) = σ(uB + j).
Lemma 4. Let Γ ′ be a premiss of a β-expansion with conclusion Γ , let j be the β0-index associated with
Γ ′, and let σ be a ground substitution for D|Γ . If t is a colored term, then (t + j)σ = t(σ |Γ ′)+ j.
Proof. By structural induction on t . The proof is straightforward, and requires use of the premiss that
σ is ground. 
Lemma 5. Let Γ ′ be a premiss of a β-expansion with conclusion Γ , let j be the β0-index associated with
Γ ′, and let σ be a ground substitution for D|Γ . Then, for all constraints C in which the index j does not
occur it holds that σ , S |= C + j if and only if σ |Γ ′ , S |= C.
14 The set of colored variables for D|Γ , D|Γ ′ , and D|Γ ′′ are different, hence, a substitution for D|Γ is not a substitution for D|Γ ′
or D|Γ ′′ .
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Proof. By structural induction on C . Base case. If C is⊤,⊥, or a < b, then C + j = C , and the lemma
trivially holds. If C = t ≡ t ′, then the lemma follows easily by using Lemma 4. If C = uS , uT we
show the lemma as follows.
⇒: Assume σ , S |= (uS + j) , (uT + j). Then one of the following holds; (1) uS + j ∉ Sup(σ ),
or (2) uT + j ∉ Sup(σ ), or (3) σ(uS + j) = σ(uT + j). In case of (1), uS ∉ Sup(σ |Γ ′), and hence
σ |Γ ′ , S |= uS , uT . In case of (2) the argument is similar. In case of (3), σ(uS + j) = σ(uT + j) implies
that both uS + j and uT + j are in the support of σ (remember, σ is ground). Then, by definition both
uS and uT are in the support of σ |Γ ′ , and σ |Γ ′(uS) = σ |Γ ′(uT ). But then σ |Γ ′ , S |= uS , uT .
⇐: Assume σ |Γ ′ , S |= uS , uT . Then one of the following holds; (1) uS ∉ Sup(σ |Γ ′), or
(2) uT ∉ Sup(σ |Γ ′), or (3) σ |Γ ′(uS) = σ |Γ ′(uT ). In case of (1) uS + j ∉ Sup(σ ), and hence
σ , S |= (uS + j) , (uT + j). In case of (2) the argument is similar. In case of (3) σ |Γ ′(uS) = σ |Γ ′(uT )
implies that both uS and uT are in the support of σ |Γ ′ (σ ground implies that σ |Γ ′ ground). Then,
by definition both uS + j and uT + j are in the support of σ , and σ(uS + j) = σ(uT + j). But then
σ , S |= (uS + j) , (uT + j).
The induction step is straightforward. 
Before we present the main soundness proof, we need a way to translate an index structure
into a splitting relation for a derivation. Also, we provide in Lemma 6 some core arguments used
in the soundness proof. Finally, in order to provide a more fine grained control over ‘‘old’’ and
‘‘updated’’ closing constraints, we introduce subscript indices for constraints as follows. We assume
that occurrences of connections are enumerated in the order they are taken into account. This allows
us to refer to the new closing constraint for Γ w.r.t. the i-th connection occurrence as New(Γ )i, and
to the closing constraint for Γ that is updated up to and including the i-th connection occurrence as
Cl(Γ )i.
Definition 11. An index structureS induces a splitting relation for a derivationD|Γ , written@S,Γ , such
that b @S,Γ u if and only if bS <S uS .
Lemma 6. LetΓ be the conclusion of aβ-expansion of ( j△k)with premissesΓ ′ andΓ ′′, let σ be a ground
consistent substitution for D|Γ , and let S be an index structure.
(1) σ |Γ ′ = σ |Γ ′ and σ |Γ ′′ = σ |Γ ′′
(2) If σ |Γ ′ and σ |Γ ′′ close D|Γ ′ and D|Γ ′′ , respectively, then σ closes D|Γ .
(3) If σ , S satisfies both Str(Γ ) and some disjunct New(Γ )i = New(Γ ′)i j⊗k Cl(Γ ′′)i−1 of Cl(Γ ), then
σ |Γ ′ , S |= C(Γ ′) and σ |Γ ′′ , S |= C(Γ ′′).
Proof. Part (1) follows easily from Definitions 9 (lifting) and 10 (restriction of substitution to
subderivation).
Part (2). Let L be an arbitrary leaf goal ofD|Γ . It is sufficient to show that σ closes L. Assumewithout
loss of generality that L is above Γ ′. (If L is above Γ ′′, the proof is similar.) Since σ |Γ ′ closes D|Γ ′ , then
there is a connection ⟨F ,G⟩ in L such thatF B′(σ |Γ ′) =G B′(σ |Γ ′), where B′ is the branch name of L in
D|Γ ′ . Then B = B′ ∪ { j} is the branch name for L in D|Γ and j ∉ B′, andF Bσ =G Bσ follows by use of
Part (1) and Lemma 4.
Part (3). Assume that σ , S satisfies both Str(Γ ) and some disjunct New(Γ )i of Cl(Γ ) of the form
New(Γ ′)i j⊗kCl(Γ ′′)i−1. Observe thatStr(Γ ) only contains order constraints, hence, onlyS is needed in
order to satisfy the atomic constraints in Str(Γ ). Observe further that all atomic constraints in Str(Γ ′)
and Str(Γ ′′) also occur in Str(Γ ). Hence, S satisfies all order constraints in Str(Γ ′) and Str(Γ ′′). Now,
by definition of j⊗k we have σ , S |= New(Γ ′)i + j and σ , S |= Cl(Γ ′′)i−1 + k. Then, by Lemma 5
σ |Γ ′ , S |= New(Γ ′)i and σ |Γ ′′ , S |= Cl(Γ ′′)i−1. But then σ |Γ ′ , S |= Cl(Γ ′) and σ |Γ ′′ , S |= Cl(Γ ′′),
hence σ |Γ ′ , S |= C(Γ ′) and σ |Γ ′′ , S |= C(Γ ′′). 
Theorem 1. If C(Γ ) is satisfiable, then D|Γ is closable with an admissible substitution.
Proof. Assume that σ , S |= C(Γ ), where σ is a ground substitution. By Lemma 1 we can assume that
σ is a minimal satisfier of C(Γ ), and by Lemma 2, σ is consistent. We show by structural induction on
D|Γ that (1) σ closes D|Γ , (2) @S,Γ is a splitting relation for σ , and (3) @S,Γ is admissible for D|Γ .
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Fig. 7. Overview of the branch names in part (2a) of the proof of Theorem 1; L′ and M ′ are branch names of leaf goals in D|Γ ′ ,
and S ′ and T ′ , respectively, are branch names such that S ′ ⊆ L′ and T ′ ⊆ M ′ . The corresponding branch names of D|Γ are
L = L′ ∪ { j},M = M ′ ∪ { j}, S = S ′ ∪ { j} and T = T ′ ∪ { j}. Observe that S ′ ⊆ L′ ⊆ L and T ′ ⊆ M ′ ⊆ M .
Base case. Γ is a leaf goal, the branch name of Γ is ∅, and Cl(Γ ) is a disjunction of equations
constructed from connections in Γ . Since σ satisfies Cl(Γ ) there is a connection ⟨F ,G⟩ in Γ such
thatF ∅σ = G ∅σ , and (1) follows from the observation that σ = σ . Further, (2) and (3) follow from
the observations that @S,Γ is empty, and that all variables in Sup(σ ) have the same color ∅.
Induction step.We assume that the lemma holds for all subderivations ofD|Γ . IfΓ is the conclusion
of an α-, δ-, or γ -expansion with premiss Γ ′, we have C(Γ ) = C(Γ ′), and the lemma follows trivially.
So, assume thatΓ is the conclusion of aβ-expansion of ( j△k)with premissesΓ ′ andΓ ′′. Sinceσ , S |=
C(Γ ), σ , S satisfies some disjunctNew(Γ )i of Cl(Γ ). Let ⟨F ,G⟩ be the i-th connection. If ⟨F ,G⟩ is in Γ ,
then by definitionNew(Γ )i =F ∅ ≡G ∅, and (1) follows by Lemma 3. Otherwise, assumewithout loss
of generality that the i-th connection is in or above Γ ′. Then, New(Γ )i = New(Γ ′)i j⊗k Cl(Γ ′′)i−1.15
By Lemma 6, σ |Γ ′ , S |= C(Γ ′) and σ |Γ ′′ , S |= C(Γ ′′), which by the induction hypothesis implies that
σ |Γ ′ and σ |Γ ′′ are closing for D|Γ ′ and D|Γ ′′ , respectively. Then, (1) is implied by Lemma 6.
In order to show (2), assume that σ(uL) ≠ σ(uM) for uL, uM ∈ Sup(σ ).We show that (a△b) @S,Γ u
for some a ∈ L and b ∈ M . By definition of σ there are uS, uT ∈ Sup(σ ) such that S ⊆ L, T ⊆ M ,
and σ(uS) ≠ σ(uT ). Recall that σ , S |= New(Γ )i for some connection i. We have assumed that σ
is a minimal satisfier of C(Γ ), which implies16 that σ is a minimal satisfier of New(Γ )i, as well. But
uS, uT ∈ Sup(σ ), hence, both uS and uT must occur inNew(Γ )i (recall that σ is ground). This implies17
thatNew(Γ )i = New(Γ ′)i j⊗kCl(Γ ′′)i−1. Thus, uS and uT occur inNew(Γ ′)i+ j or Cl(Γ ′′)i−1+k. Now,
either (a) one of j and k is in S ∩ T , or (b) j ∈ S and k ∈ T .
In case of (a), assume without loss of generality that j ∈ S ∩ T . Let S ′ and T ′, respectively, be S \ { j}
and T \{ j}, see Fig. 7. Then, by definition uS′ , uT ′ ∈ Sup(σ |Γ ′) andσ |Γ ′(uS′) ≠ σ |Γ ′(uT ′). Let L′ = L\{ j}
and M ′ = M \ { j}. Then, S ′ ⊆ L′, T ′ ⊆ M ′, and both uL′ and uM ′ are leaf-colored variables for D|Γ ′ ,
which implies that σ |Γ ′(uL′) ≠ σ |Γ ′(uM ′). By the induction hypothesis @S,Γ ′ is a splitting relation for
σ |Γ ′ , hence, there are a ∈ L′ and b ∈ M ′ such that (a △ b) @S,Γ ′ u. Observe that @S,Γ ′ is a subset of
@S,Γ . Then, (a△ b) @S,Γ u for a ∈ L′ ⊆ L and b ∈ M ′ ⊆ M .
In case of (b), recall that New(Γ )i is the result of merging closing constraints for Γ ′ and Γ ′′. Then,
there is a conjunct uS , uT ∨ b1 < u∨ · · · ∨ bn < u in New(Γ )i such that S △ T = {b1, . . . , bn}. Since
σ(uS) ≠ σ(uT ), bSi <S uS for some bi = (a△ b), which implies that (a△ b) @S,Γ u for a ∈ S ⊆ L and
b ∈ T ⊆ M .
Finally, for (3), assume for the sake of contradiction that@S,Γ is not admissible for D|Γ . This means
that the corresponding reduction ordering is cyclic. By using the definition of a reduction ordering and
the assumption that σ , S |= Str(Γ ), we can infer that<S is reflexive, which is impossible. 
15 Note that if i = 1, then Cl(Γ ′′)0 = Cl(Γ ) as described after Definition 5.
16 Otherwise, we contradict the assumption that σ is a minimal satisfier of C(Γ ).
17 If New(Γ )i is obtained from a connection in Γ we contradict S ≠ T .
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C ∧ (t ≡ t)
DeleteC
C ∧ (f (s1, . . . , sn) ≡ f (t1, . . . , tn)) Decompose
C ∧ (s1 ≡ t1) ∧ · · · ∧ (sn ≡ tn)
C ∧ (uS ≡ vT )
Coalesce
C{uS/vT } ∧ (uS ≡ vT ) if u
S, vT ∈ Var(C) and uS ≠ vT
C ∧ (uS ≡ t) ∧ (uS ≡ t ′)
Merge
C ∧ (uS ≡ t) ∧ (t ≡ t ′) if 0 < |t| ≤ |t
′|
C ∧ (f (. . .) ≡ g(. . .))
Conflict⊥ if f ≠ g
C ∧ (u1 ≡ t1[u2]) ∧ . . . ∧ (un ≡ tn[u1]) Cycle≡⊥ if some ti is not a variable
C ∧ (uS , uT )
Convert
C ∧ (uS ≡ uT ) if u
S and uT are assigned in C
Fig. 8. Constraint transformation rules.
4. Constraint satisfiability
Comon and Kirchner present in (Comon and Kirchner, 2001) a rule-based algorithm for syntactic
unification by providing a sound and terminating set of rules for constraint transformation, and a dag
solved form with respect to which the rules are complete. We extend their rule set with rules for
manipulating consistency constraints, and we provide a new definition of solved form which takes
order constraints into account.
To check the satisfiability of constraints containing disjunctions, we will assume that they are first
transformed to disjunctive normal form (DNF).18 We call a conjunction of atomic constraints a clause.
It can easily be verified that the semantics of ∧ is associative, commutative and idempotent, and ≡
is commutative. This allows us to regard clauses as sets of atomic constraints where equations are
unordered pairs of terms. We apply the transformation rules listed in Fig. 8 to one clause at a time
until a satisfiable clause is found, or no further rule application is possible. The rules are read from top
to bottom, i.e., a constraint matching the topmost pattern is transformed into the constraint defined
by the bottommost pattern.
Definition 12. Let C be a clause. We denote by C{uS/t} the clause obtained by replacing all
occurrences of uS with the term t in all equations in C , and Var(C) is the set of variables occurring
in equations in C .19 An assignment is an equation of the form uS ≡ t where uS ≠ t . It is easy to show
that any variable occurring in an assignment must be instantiated by a satisfying ground substitution,
hence, we say that a variable uS is assigned in C if it occurs in an assignment in C . The notation t[s]
means that the term s is a sub-term of t , and |t| is the number of occurrences of function symbols in t .
The Convert-rule is motivated by the semantics of ,; if both variables are instantiated by a
substitution, then they must be instantiated with the same term. This amounts to converting the
consistency constraint to an equation. Note that consistency constraints cannot simply be deleted for
variables that do not occur in assignments, since an assignment might later be introduced, possibly
18 In our implementation, the equality constraints derived from unifying connections are kept in DNF, like in (Giese, 2001).
The order and consistency constraints are kept separately and not transformed into DNF. This avoids the space requirements of
a complete DNF representation, although the time complexity cannot be avoided. A non-DNF treatment of equality constraints
might possibly lead to better efficiency.
19 Note that (uS , uT ){uS/t} = uS , uT , and Var(uS , uT ) = ∅.
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after applying Convert to some other consistency constraint. Our definition of solved form for clauses
extends the standard definition of dag solved form for syntactic constraints20 with a set of order
constraints with certain syntactic conditions. In addition, a solved form clause may contain a set of
consistency constraints which cannot be converted to equations by the Convert-rule.
Definition 13. A clause is in solved form if it is of the form (uS11 ≡ t1) ∧ · · · ∧ (uSnn ≡ tn) ∧ (a1 <
b1) ∧ · · · ∧ (am < bm) ∧ C such that all uSii are distinct, and uSii does not occur in tj for i ≤ j, and
ai ≠ bj for i ≤ j, and C is a conjunction of consistency constraints uS , uT where at most one of uS or
uT occurs in equations in the clause.
Lemma 7. A clause in solved form is satisfiable.
Proof. Assume that C = (uS11 ≡ t1) ∧ . . . ∧ (uSnn ≡ tn) ∧ (a1 < b1) ∧ · · · ∧ (am < bm) ∧ C ′ is in
solved form. Let σ = {uS11 /t1} · · · {uSnn /tn},21 and let σ ′ be an arbitrary ground specialization22 of σ
such that Sup(σ ′) ⊆ Var(C), i.e., variables that occur only in the consistency constraints in C ′ are left
uninstantiated. Let S be an index structure such that |S| is the set of all index symbols occurring in C ,
and aS = a for each index symbol a, and<S is the transitive closure of<, where a < b if and only if
a < b is an order constraint in C . Well-definedness of S follows from the solved form restrictions on
the order constraints in C , and it is immediate that σ ′, S satisfies C . 
Theorem 2. Starting with a clause C and applying the rewrite rules in Fig. 8 until no rule is applicable
terminates and results in ⊥, or a clause that does not adhere to the solved form restrictions for order
constraints, if and only if C is unsatisfiable. Otherwise, it results in an equivalent clause in solved form.
The rules of Comon and Kirchner are sound, terminating and completewith respect to the standard
definition of dag solved form (Comon and Kirchner, 2001). It easy to see that Convert is sound, and
termination follows from a simple extension of the termination proof of Comon and Kirchner. For
completeness, it is the case that to any clausewhich does not complywith the solved form restrictions
on consistency constraints we can apply the Convert-rule.
5. Experimental results
In this section, we present experimental results from a prototype variable splitting theorem
prover implemented in Java. The prover generates free-variable derivations from input problems in
first-order logic. There are two operating modes, ‘‘Non-Splitting’’ and ‘‘Splitting’’, both of which use
incremental closure to organize the search for a closing variable instantiation. The ‘‘Non-Splitting’’
mode generates standard free-variable tableaux, where each γ -inference introduces a fresh free
variable. The ‘‘Splitting’’ mode constructs derivations according to the splitting calculus defined in
Section 2, where different branch occurrences of the same γ -formula introduce identical variables,
and variable splitting is supported by means of the constraints defined in Section 3.
The twoprovermodes use the same search strategy, and they also use the samealgorithms anddata
structures whenever possible. The search strategy takes advantage of the buffer structure of internal
β-goals when selecting a leaf goal to expand, but uses a simple α > δ > β > γ priority to select the
expansion formula. The prover does not use standard refinements implemented bymost state-of-the-
art theorem provers, and we have not put much effort into optimizing the code. The main purpose of
the implementation is to compare an incremental closure theorem prover for standard tableaux to a
similar proverwith variable splitting, and by leaving out the obvious refinements, we isolate the effect
of variable splitting.
We have run the prover on some of the problems from the TPTP library version 5.1.0 (Sutcliffe,
2009). We used Oracle Java Virtual Machine version 6 update 22 on a computer with Intel Core2 Duo
20 See e.g. (Comon and Kirchner, 2001).
21 Composition of substitutions is defined in the standard way.
22 That is, σ ′ = στ such that σ ′ is ground.
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3.33 GHz CPU and 6 GB RAM, running Linux 64-bit kernel 2.6.35–25. The timeout was set to 180 s. Of
the 1189 problems in first-order form (FOF) without equality that have a ‘Theorem’ status, the ‘‘Non-
Splitting’’ mode solved 323 problems, and the ‘‘Splitting’’ mode solved 317 problems. The number of
problems solved by both modes is 297, while 26 problems were solved by ‘‘Non-Splitting’’ only, and
20 problems by ‘‘Splitting’’ mode only.
The running times are averaged over 30 consecutive runs on each problem. For the problems
that were solved by both prover modes, we have calculated the ratios of the running time, number
of branches, and the number of expansion steps of the ‘‘Splitting’’ mode to those of the ‘‘Non-
Splitting’’ mode. The geometric mean of the time ratios is 1.74, thus, on average, the ‘‘Splitting’’
mode uses 74% longer time than the ‘‘Non-Splitting’’ mode to solve problems. Considering the
lack of optimizations, and that the search strategy does not take advantage of the freedom to
choose expansion order provided by the variable splitting derivations, the computational overhead
is acceptable. The geometric means of the ratios for the number of branches and expansion steps,
respectively, are 0.89 and 0.90, indicating that on average the ‘‘Splitting’’ mode produces shorter
proofs than the ‘‘Non-Splitting’’ mode.
A selection of problems is shown in Table 1. The two leftmost columns show the problem name
and the rating in TPTP v5.1.0. The next three columns show running time in seconds, number of
branches, and number of expansion steps for the ‘‘Non-Splitting’’ mode, and finally, the three right-
most columns show the same data for the ‘‘Splitting’’ mode. A ‘-’ in the time column indicates
that a proof was not found within the time limit. Considering the complex satisfiability check for
splitting constraints, it is not surprising that sometimes the running time is affected in a quite
negative way, or that the ‘‘Splitting’’ mode is not able to find a proof at all. Recall that a constraint
is essentially a disjunction of conjunctive constraints. It is sufficient to find a satisfiable disjunct,
but in order to verify that the whole disjunction is unsatisfiable, we have to check all the disjuncts
successively.
In some cases, variable splitting has a positive effect on the running time. For the problem
SYN036+1, we see that the ‘‘Splitting’’ mode uses approximately a third of the time of the ‘‘Non-
Splitting’’ mode. An explanation of this result may be found by looking at the conjecture of the
problem. The formula contains multiple levels of equivalences nested within γ -formulas, and none
of the quantified variables are critical for the intrinsic β-formulas. This is exactly a situation where
variable splitting is worthwhile, since we can split variables in almost any way we want without
compromising admissibility. Also for the LCL686+1 variants, ‘‘Splitting’’ outperforms the ‘‘Non-
Splitting’’ timewise, as well as with respect to the number of branches and expansion steps.
Antonsen presents in (Antonsen, 2008) a class of formulas for which the number of branches of
the shortest variable splitting proof is exponentially smaller than that of the shortest variable-pure
proof. The formulas are recursively defined as follows. Let ϕ0 be some propositional tautology, and let
ϕn = ∃x(ϕn−1 ∧ (Pnx → (Pna ∧ Pnb))). We tested the prototype prover on instances of the formula
with a timeout value of 60 s for each instance. The ‘‘Non-Splitting’’ mode timed out on n = 9, while
the ‘‘Splitting’’ mode did not time out until it reached instance n = 494. While it is not surprising that
variable splitting boosts performance in this special case, it is nevertheless a proof of concept. As a
comparison, we ran the provers on the TPTP web page System on TPTP23 on instance n = 493 of the
formula. Of the 33 provers that managed to parse the problem file, only 12 were able to prove the
problem.
We have started implementing a connection-based search strategy. Instead of expanding formulas
based on a priority on their top logical connectives, we keep track of the connections formed by the
intrinsic atomic formulas, and use this information to expand formulas in an order which quickly
provides us with new ways of closing subderivations. Early results suggest that when combining
the ‘‘Splitting’’ mode with the connection search strategy, the prover is able to solve some 13%
more problems than when using the formula type priority on which the results in this article
are based.
23 http://www.tptp.org/cgi-bin/SystemOnTPTP
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Table 1
Results on selected problems from TPTP v5.1.0. The column ‘time’ is the running time in seconds,
and the columns ‘leaves’ and ’exp’ indicate the number of branches and expansion steps,
respectively. A ‘-’ in the ‘time’ column indicates a timeout, and in that case, the ‘leaves’ and ‘exp’
columns show the respective value at the time the prover was interrupted.
Non-Splitting Splitting
Problem Rating Time Leaves Exp Time Leaves Exp
GEO174+2 0.14 0.0267 211 503 – 18 85
GEO176+2 0.07 0.0233 151 367 – 18 85
GEO183+1 0.14 0.0208 137 404 – 101 318
GEO185+2 0.07 0.0176 43 143 – 18 88
GEO186+2 0.14 0.0959 61 153 – 10 51
GEO211+1 0.07 – 82 347 0.2043 32 250
GEO225+1 0.14 0.0055 12 61 0.0077 6 52
GEO226+1 0.14 – 551 1532 0.0830 24 126
GEO227+1 0.07 – 655 2112 0.3103 30 194
GEO228+1 0.07 – 2547 8758 0.0381 42 233
GEO241+1 0.14 – 498 1250 15.2169 36 287
GEO242+1 0.14 – 498 1250 41.6380 36 287
GEO261+1 0.07 – 893 2021 0.0667 50 387
GEO262+1 0.07 – 618 1527 0.0874 50 392
KRS131+1 0.07 – 280 1083 0.0469 56 172
KRS160+1 0.00 0.0206 124 355 – 66 186
KRS178+1 0.21 0.2219 64 309 0.0113 8 74
LCL650+1.001 0.07 0.0798 1321 4399 – 246 1056
LCL686+1.005 0.07 0.0439 788 2388 0.0436 71 280
LCL686+1.010 0.14 1.6579 21140 52618 0.0822 146 550
LCL686+1.015 0.14 2.7167 21403 51890 0.1260 221 820
MGT028+1 0.07 0.0288 302 783 0.0182 18 50
MGT030+1 0.07 – 2479 6598 0.0216 22 64
MGT036+1 0.07 0.0100 43 127 – 14 40
NLP080+1 0.14 – 265953 677759 0.7528 158 329
SET027+3 0.00 0.0134 27 108 – 12 55
SET047+1 0.00 0.0198 51 140 – 18 51
SET576+3 0.00 – 179 644 0.0067 6 23
SET589+3 0.00 0.0075 9 38 – 11 39
SET627+3 0.00 0.0048 13 46 0.0045 4 17
SYN036+1 0.21 3.3615 100 333 1.0187 100 311
SYN319+1 0.07 0.0081 35 111 – 20 91
SYN326+1 0.07 0.0077 22 101 – 24 111
SYN331+1 0.07 – 144 668 0.1570 12 51
SYN345+1 0.07 0.0211 163 345 0.0208 28 65
SYN347+1 0.07 0.0103 46 89 0.0083 8 13
SYN359+1 0.00 0.0123 27 83 0.0040 5 16
SYN917+1 0.21 – 169 506 0.1034 102 270
SYN941+1 0.07 0.0068 25 66 0.0033 4 10
SYN943+1 0.00 0.0092 48 107 0.0106 14 25
SYN986+1.001 0.14 – 134 390 0.0049 4 10
6. Conclusion and future work
In this article, we have transformed Antonsen and Waaler’s work on variable splitting (Antonsen
and Waaler, 2007b) into an implementation ready algorithm by recasting the admissibility criterion
for closing substitutions into a constraint satisfaction problem. Further, we have presented a rule-
based system for checking satisfiability of variable splitting constraints, and finally, we have presented
experimental results from the first implementation of a variable splitting theorem prover.
The prototype prover is able to operate both in variable splitting mode, and in standard free-
variable tableaux mode, in order to compare the two systems on a similar program platform. The
prover lacks standard refinements found in state-of-the-art provers, and not much time has been
spent on code optimization. The results show that the variable splitting mode performs on average
slightly better than the standard tableaux mode with respect to proof size. With respect to running
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time, we see that the variable splitting mode uses longer time to find proofs. Still, considering the
immature state of the prover, the computational overhead for the tested problems is within an
acceptable limit. On particular problems, variable splitting provides a significant reduction in running
time, when compared to the standard tableaux mode. We are therefore confident that the freedom
in rule application order provided by variable splitting can be an advantage when combined with a
strategy that makes use of it.
Besides code optimization and implementation of standard refinements, there are several subjects
that can be further investigated in order to take the variable splitting technique closer to a state-
of-the-art implementation. First of all, we will complete the implementation of a connection-based
search strategy, i.e., a strategy that expands formulas based on connections formed by the intrinsic
atomic formulas. Early results suggest that such a goal-oriented search strategy has potential in
combination with variable splitting. However, the design of an effective connection-driven search
procedure that takes advantage of the incremental splitting framework is non-trivial.
In our current approach to defining variable splitting constraints, the branch defining indices are
added to colored variables by default in each merging operation. This results in generating large and
highly complex constraints in order to ensure that only admissible solutions are preserved through
the merging operation. Another approach is to add indices to variable colors by need as a means
of resolving unification clashes. We believe that this will reduce constraint complexity, and thus
make the satisfiability check less time consuming. Defining splitting constraints this way is, however,
not trivial, and requires extensive efforts in order to ensure soundness without compromising
completeness.
A third area of investigation is to see if it is feasible to have a variable splitting constraint definition
that is complete with respect to the proof definition of the variable splitting calculus. This involves
finding a way to capture the effect of context splitting without having to recompute all constraints on
the branch.
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