Implicit difference methods for initial-boundary value problems  by Strang, Gilbert
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 16, 188- 198 ( 1966) 
Implicit Difference Methods for 
Initial-Boundary Value Problems 
GILBERT STRANG* 
Massachusetts Institute of Technology, Cambridge, Massachusetts 
Submitted by Norman Levinson 
We shall discuss the stability of difference schemes 
C bj(X, h) U(X + $6 t + k A) = C Cj(X, h) U(x + jk 4 A) (1) 
in one space variable, in the presence of lateral boundaries. The 
underlying analytical problem, which may perhaps be obscured by the 
applications, is to estimate 11 (B-V)” 11, w h ere B and C are (finite or infinite) 
matrices of Toeplitz form: B, and Cii depend only on the difference j - i. 
To start, we write (1) more concisely as 
U(f + 4 = WJV), (2) 
where the operator Rk acts on the Hilbert space e2, /+2, or ehr2, according as 
there is no boundary, a single boundary x = 0, or the two boundaries x = 0 
and x = 1. It is understood that the components of U(t) are just the values 
U( jh, t, K), with j = 0, f- 1, **. in the first case, j = 1,2, *** in the second, 
and j = 1, *me, N - 1 when there are two boundaries, with Nh = 1. The 
difference scheme is called stable if for some positive k, , 
I/ Rkn (1 < constant for nk<l, K<K,. (3) 
Without boundaries, the theory conceived by von Neumann and carried 
forward particularly by Lax and Kreiss [l, 21 makes it possible generally to 
decide the stability of RI, , at least when (1) approximates a parabolic or 
symmetric hyperbolic system. 
The task of including boundary conditions was begun by Gelfand and 
Babenko, and then continued by Godunov and Ryabenkii [3-51. These 
authors succeeded in finding necessary and sufficient conditions for the 
family Rk to be uniformly invertible, and have its spectrum in the unit disk. 
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Roughly speaking, this means that for any E > 0 there exist C, and k, such 
that 
II kn II < ‘Xl + 4 for k <k,. (4) 
Working independently, we have established the stronger stability con- 
dition (3) in the case of scalar coefficients 6f and ci and rather special boundary 
conditions. For this we imposed the same condition on the implicit part at 
the boundary which Godunov and Ryabenkii discovered, together with the 
usual hypotheses for initial value problems. We described our work in [6] 
for one boundary; in this note we show how to handle also a second boundary. 
An extension to systems seems rather difficult. 
Our proof depends on the factorization ideas of Wiener and Hopf; for the 
reader’s convenience we include an extremely brief and simple account of 
these ideas in an Appendix, and refer to Krein’s excellent paper [7] for the 
full theory. Since the Wiener-Hopf method was created for problem with 
just one boundary, we have to give it an unusual “twist” to apply it to two. 
In the final section, we add one result on explicit (bi = 6,J unbalanced 
(cj = 0 for j < - 1) d’ff 1 erence schemes. Previously we have proved in [8] 
that for hyperbolic equations such as au/at + au/ax = 0 they cannot be 
more than “second-order accurate” and remain stable; they can provide 
arbitrary accuracy for the heat equation [9]. Here we note that they cannot 
be used at all for higher-order equations au/at = u(&/M), s > 2, except in 
the case a < 0 and s = 3. 
2. We think of (1) as a finite difference analogue of one of the scalar 
equations 
or 
au azu 
z = 44 J&g ' WI 
We have excluded time-dependent coefficients only for convenience. Of course, 
there is an initial condition U(X, 0) = Us defined on (- co, co), (0, co), or 
(0, 1). Whenever boundary conditions are needed, we always impose u = 0 
in (5) and U = 0 on and outside of the boundaries in (1); we require this 
special (and sometimes unsatisfactory) condition in order to arrive at Toeplitz 
matrices. We suppose k/h = constant for (5a), and allow either k/h or k/h2 
to be fixed for (5b). 
Let us establish a correspondence between functionsf(x, 8, h) and doubly- 
infinite matrices T*(f): 
cfh 4 eiie t--) T*(fh = fkm5( jh, h), j,k=O,fl,‘.-. (6) 
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The singly-infinite submatrix which has j, k = 1, 2, *.. we call T+“(f), and 
the finite submatrix with j, K = 1, .*., N - 1 is TN”(f). We define 
b(x, 8, h) = c bj(X, h) eije, c(x, 8, h) = c Cj(X, h) eijs, Nh= 1. 
Also we extend the definition of b and c (and later s and t) for x outside the 
boundary, setting them equal to their values at the nearest boundary. With 
these conventions, the system (1) with one and two boundaries, respectively, 
becomes 
T+h(b) up + k) = T+“(c) U(t); T,*(b) U(t + k) = TN*(C) U(t). (7) 
Our starting-point is the Lax-Wendroff e2 estimate for pure initial-value 
problems: 
IIT”(+))l=l +W. (8) 
In particular we assume that c and b-l are analytic in eie on the unit circle, 
Lipschitz continuous in x and h, and satisfy ( c/b j < 1 + O(k); when k/h2 
is fixed in the parabolic case, we also make these smoothness assumptions 
on the first derivatives of c and b with respect to x and h. 
Suppose the equations are explicit, so that b = 1 and T”(b) is the identity. 
Then 
II Tdfc) II d II T+%) II Q II WC) II = 1 + O(k) 
and the stability condition (3) follows immediately. 
In general, Z’+h(b)-l T+h(~) looks nothing like T+h(c/b), but we shall see 
that modulo O(k) these two operators are similar. Then we prove that this 
remains true even for a second boundary. This is the decisive step; we then 
have 11 R, /I < 1 + O(k) in the new (equivalent) norm induced by the simi- 
larity, and (3) follows immediately. 
To deal with one boundary, we factor 
6(x, 8,O) = s(x, 8) t(x, 0) = (c sj(x) &‘) (5 t,(x) t@) 
0 
(9) 
in such a way that Csjzi#O for Is/ <l and Ct,zi#O for Ial > 1. 
We call s an “upper” function and t “lower”; if (1) had been written as a 
convolution, our conventions would be reversed. 
The Wiener-Hopf factorization (9) requires a new assumption on b (see 
the Appendix), namely that b(x, 0, 0) # 0 and 
index (b) = & lr d (arg b(8)) = 0 
--1 
INITIAL-BOUNDARY VALW PROBLEMS 191 
for all X. Thus the number of zeros of C b,aj inside the unit circle equals the 
order of its pole at z = 0, for polynomial b. This assumption is actually neces- 
sary and sufficient in order that 
1) T+h(b)-l (1 < constant, (/ TNh(b)-l (1 < constant for k <k,. 
(10) 
When b is a polynomial, as it usually is, this follows from Ryabenkii’s work; 
in general, the method of Baxter [lo] can be extended to the x-dependent 
case to give this result. 
To deal with two boundaries, we make s upper for x < 4, lower for x > g, 
and smooth and nonzero in between. The opposite holds for t, and both have 
index 0. This “twisted” factorization for two boundaries means that even 
if b is independent of X, which we expect with constant coefficients in (5), 
still s and t will depend on X. Thus we are introducing an O(k) term into our 
later estimates and we get stability only over finite time intervals; this term 
is absent for constant-coefficient problems on (- co, co) and (0, 00). To 
justify this apparently undesirable result, we pause for an example: 
Let k = h, c = 1, b = (1 - 4 eF)/(l - 4 eie), so that ( b / = 1 and 
index (b) = 0. Let 
D, = det T,“(b) = det 
c3 33 3’ 
T si6 .F 
1 3 3 -- 
2 48 ** 
1 3 3 
oyJ- ‘16 
3 . . 
s 
0 0 0 J-3 
. 2 4, 
8 D, = 1 
Expanding always on the first column, we find 
DNi-1 = 4 3D,+~D,-,+~~- +$D,. 
This gives D, = Q for all iV > 1, so that the modulus of some eigenvalue of 
T,(b)-l TN(c) is at least 
4 l/N 
( 1 3 
>1+y. 
Thus the O(k) = 0(1/N) t erm is unavoidable under our assumptions. 
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Returning to the factorizations, we will need to compare products T(f) T(g) 
with T(fg). In the constant-coefficient case these are equal; in general this 
is not so, and for parabolic reasons we compute the O(h) term in the difference 
- z (f + hfhh k + h(m -i) g, + hg&- (ho) 
= I% + h(- ifeegz + fgh + hdllc-1 (A 0). (11) 
We have underlined the only nontrivial product, and used M for “equal up 
to O(h2).” We remark in passing that this gives the interesting result 
oh z-h(g) - T”(g) Th(f) M ihT” 
i ?$-$f (x, 4 0)) . W) 
We now want to carry formula (11) over to the matrices T+h, and here the 
factorization comes in. We can do so provided either f is upper (which makes 
Tn( f) upper triangular) or g is lower. If f is upper, then 
Th(f)=(,* Thk) = (: T+:(g) ' 
(T'(f) T"(g))+ = T+Yf) T+h(g) (13) 
and similarly if g is lower. 
We also need formula (11) for the matrices TN&. This time we are all right 
if around x = Of is upper, and around x = 1 f is lower; to see this, we draw 
(with apologies) 
x=0 
Th(f)d = 4 
x=Q 
x=1 
(T'(f) Thtg)), = TN"(f) Ti3g) + OIlA II + IIB II) (14) 
The entries of A and B are Fourier coefficientsfj with 1 j 1 > N/3, so their 
contribution is easily included in the O(P) terms. The same is true if g is 
lower around x = 0 and upper around x = 1. 
Now we are ready to state 
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THEOREM I. If (8) holds, with the assumptions which follow it, and 
b(x, 8,O) has index 0, then in norms unformly equivalent to &+2 and eN2 (for 
small k) we have 
II T+Y&’ T+*(C) II < 1 + O(k); II T,“(b)-’ TNh(c) II Q 1 + O(k). 
Since these operators coincide with Ii, , we deduce the strong Lax-Richtmyer 
condition (3). 
PROOF. Suppose first that k/h = constant. We write N for “equal up to 
O(h),” since terms which are O(h) = O(k) can be ignored. We also ignore the 
superscript h. 
For pure initial-value problems, 
T(b)-l T(c) - T (+) (15) 
and the Lax-Wendroff estimate (1) gives stability. 
For one boundary, 
RI, = T+(b)-I T+(c) N T+(t)-1 T+(s)-l T+(c) 
is similar to 
T+(s)-l T+(c) T+(t)-l. 
Now using the fact that s and l/s are upper, t and l/t are lower, 
T+(s)-’ T.+(c) T+(t)-1 N T+ (+) T+(c) T+ (+) 
-T+(+)T+(+T+(+T+(+) (16) 
and finally 
)iT+(~)ll$llT(~)j/~l+O(k). (17) 
We do exactly the same for TN, noting that the similarity transformation 
yields an equivalent norm, since just as in (10) 
11 T+(t)-1 11 < constant, 11 TN(t)-l 11 < constant for large N. (18) 
The final difficulty comes for k/ha tied, when we have to watch the O(h) 
terms in factoring T(b). We want 
T(s + ha) T(t + h7) w T(b), (19) 
I3 
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with s and u upper, t and 7 lower, all four independent of h. This implies 
st = b(x, 8, O), 
giving the same S, t as before, and 
- is,& + at + ST = f (x, 6,O). 
(20) 
(21) 
(21) is a Riemann-Hilbert equation for (T and 7; such equations have been 
studied by Russian mathematicians starting with Plemelj, It can be solved 
because the ratio t/s of their coefficients has index 0 (actually t and s have 
index 0 individually). Furthermore 0, 7 are Lipschitz in x because every- 
thing else is. We omit the obvious analogous of the arguments in (16), which 
are required to complete the proof. 
3. In discussing difference schemes, let us say with one boundary, it is 
useful to notice the subclass of unbalanced schemes, in which bj = c, = 0 
for j < - 1. When there is only one boundary condition, we do not need to 
extrapolate for values of U(x, t) with x < 0; naturally many of the well- 
known schemes fall into this subclass. 
Without discussing boundary conditions for higher-order equations, 
which underlie our result, we come directly to 
THEOREM II. If s > 3 and a # 0, or s = 3 and a 4 0, there does not 
exist a stable unbalanced explicit scheme which is consistent with &/at = aa*u/ax”. 
PROOF. The consistency condition is most easily written as 
c(eie) = C cjeW = &(ie)’ + ()({ (j Is+l), (22) 
-1 
where X = k/h” > 0. 
Let us start with s = 3, where the particular choice 
C(eie) = 1 + ah(eis - 1)3 e+ 
obviously gives a consistent unbalanced method. It is easy to compute (for 
real a) 
1 e e C12=Ie--iBl%C12=cos2-+sin2- 
2 2 
i 1 
e 2 
+8ahsin2- ) 
2 
. 
Thus for a < 0, 1 C 1 < 1 for all 0 if A is small, and there exists a stable 
scheme. 
When a is not real, the differential equation is not well-posed, and no con- 
sistent scheme can be stable; 1 c j > 1 from (22) for small 0 of the proper 
sign. 
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For a > 0, we first verify that D(z) = zC(z) has exactly one zero in 
1 x ] < 1. Since D( 1) = 1 and D( - 1) = - (1 + 8ah), there may be one or 
three real roots in (- 1, 1). But the product of the roots is 1, so there is just 
one (real) root inside 1 z 1 < 1, and two roots outside. Therefore, index 
(C) = 0, and the argument of C returns to its initial value as z goes around 
the unit circle. Now if (22) holds, we must have 
~(4 = C(z) + G(x), G = O(l z - 1 1”) as z+ 1. 
G has at most a simple pole at the origin, since c and C are unbalanced, and 
it has a zero of order at least four at z = 1. By the argument principle, the 
argument of G increases at least by 2~ as .z goes around the circle. Thus at 
some 4, 
arg (C(ei+)) = arg (G(ei+)) (mod 27~). 
Since 1 C(eis) 1 > 1 everywhere, we have I c(eie) j > 1 at 0 = 4 (or nearby, 
in the special case 1 C(ea@) / = 1, G(&+) = 0). Thus any unbalanced c satis- 
fying (22) with s = 3, a > 0, yields an unstable method. 
For s > 3, we can use the same argument, or the following simpler one. 
From (22) we have c(z) = 1 + G( z w ), h ere G + 0, G is unbalanced, and 
G(eie) = 0( / 0 I”). We kn ow f rom [9] that the mean value of (1 - cos 0)-2 Re G 
over a period is zero. Therefore either Re G(ei+) > 0 for some+, or Re G = 0 
and Im G(ei+) # 0 for some 4; in either case I c(e@) 1 > 1 and the method is 
unstable. 
APPENDIX 
We want to establish as simply as possible the well-known condition for 
the invertibility and factorization of certain operators on !+;“. We restrict 
ourselves to “multi-diagonal Toeplitz operators,” that is, to polynomials 
in the shift operators 
We repeat the correspondence (6) between Toeplitz operators and power 
series: 
b(z) = f bjzj t+ B = f bjM. 
-N -N 
(23) 
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Such operators arise in difference schemes with constant coefficients and 
one boundary; let us mention without proof the formula 
/I B” I/ = s;p j bn(eis) / . (24) 
First we answer by slightly different arguments the purely computational 
question in Eq. (13): given that b(z) c(z) = d(z), do the associated operators 
satisfy BC = D ? The answer comes from the obvious fact that EE-l = I 
but E-lE # I. In other words, the “right shift” E-l is only a right inverse of E. 
Therefore 
(1 bjEj) (1 cjE’) = c djEj , 
provided that no products E-‘E appear. Thus BC = D if bj = 0 for j < 0, 
so that B is upper triangular, or if cj = 0 for j > 0. 
Next we want to decide whether a Toeplitz matrix is invertible by looking 
at its power series. We begin with the simple case B = E - orl. Clearly 
--01 
i . 
10.01 
0 -a 1 * a2 =o. 
. . . ii 1 . 
When / 01 1 < 1, this vector is in &++2, and B is singular. For 1 01 / = 1, B is 
the limit of the singular operators E - anl/(n + I), so B is again singular. 
For / LX 1 > 1, we can write down the inverse B-l = - C E%+-l. Thus 
E - ol1 is invertible if and only if the root of the associated polynomial 
satisfies 1 OL 1 > 1. 
For a triangular operator B = xf bjEj, b, # 0, we factor 
$ b,,d = bM(z - aI) a.. (z - a~). 
By our multiplication rules, 
B = b,(E - a$) ... (E - aMI). 
The factors commute, so their product is invertible if and only if all the 
factors are. Thus B is invertible if and only if all 1 ai 1 > 1. 
For lower triangular matrices, just the opposite is true. B = C!, bjEj 
is invertible if and only if B* = C,” b+Ei is. Consequently the roots of 
C b+& must be outside the unit circle. Replacing z by z-l, this means the 
roots of x:0,, b# must lie inside the circle. 
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THEOREM III. A Toeplitz matrix B = C!?$ brEj, bMbmN # 0, is invertible 
on /+2 if and only if its associated polynomial b(z) has M roots outside and N 
roots inside the unit circle. In this case we can factor 
b(z) = 5 bizj = (f sjzi) (i t&j 
-N 0 -N 
~othat~s~~~#Ofor~x~~1and~t~z~#Ofor]z]~l.ThisfactorsB 
into a corresponding product B = ST of invertible triangular operators. 
PROOF. Order the roots of b by 10~~ [ > [ a2 1 > **- > 1 aMfN [ , and write 
s = b,(z - CLJ .** (z - CX.~), t = (z - cQ+I) **- (z - c4&,ffN) KN. 
Since the associated operators S and T are upper and lower triangular, 
respectively, we know that B = ST. Let there be p roots with 1 CQ 1 > 1, 
q roots with 1 01~ 1 = 1, and r roots with j 01~ / < 1. 
If p = M, q = 0, r = N, then we have the required factorization; by the 
results obtained earlier in the Appendix, S and T are invertible. 
Now suppose the conditions of the Theorem do not hold. If p > M, or 
p=Mandq#O,th en S is invertible but T is not; therefore, B is singular. 
The remaining case is p < M, when S is singular; T is either invertible (if 
r > N) or the limit of invertible operators. Consequently B = ST is the 
limit of singular operators, and must be singular. 
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