Abstract-Three-dimensional (3D) silicon integration technologies have provided new opportunities for Network-on-Chip (NoC) architecture design in Systems-on-Chip (SoCs). In this paper, we consider the application-specific NoC architecture design problem in a 3D environment. We present an efficient floorplanaware 3D NoC synthesis algorithm, based on simulated allocation, a stochastic method for traffic flow routing, and accurate power and delay models for NoC components. We demonstrate that this method finds greatly improved topologies for various design objectives such as NoC power (average savings of 34%), network latency (average reduction of 35%) and chip temperature (average reduction of 20%).
I. INTRODUCTION
Three dimensional (3D) integrated circuits, in which multiple tiers are stacked above each other and vertically interconnected using through-silicon vias (TSVs), are emerging as a promising technology for SoCs [1] [2] [3] [4] . As compared to 2D designs, 3D circuits permit reduced latencies for critical interconnect structures, resulting in higher system throughput, performance, and power, and allow other benefits such as heterogeneous integration. All of these flexibilities enable the design of new high-performance System-on-Chip (SoC) structures that were previously thought to have prohibitive overheads. In spite of well-known challenges such as thermal bottlenecks (to which several solutions have been proposed), the benefits of 3D integration are considerable. In the context of intrachip communication, 3D technologies have created significant opportunities and challenges in the design of low latency, low power and high bandwidth interconnection networks.
In 2D SoCs choked by interconnect limitations, networkson-chip (NoCs), composed of switches and links, have been proposed as a scalable solution to the global communication challenges: compared to previous architectures for on-chip communication such as bus-based and point-to-point networks, NoCs have been shown to provide better predictability, lower power consumption and greater scalability [5, 6] . 3D circuits enable the design of more complex and more highly interconnected systems: in this context, NoCs promise major benefits, but impose new constraints and limitations. 3D NoC design introduces new issues, such as the technology constraints on the number of TSVs that can be supported, problems related to optimally determining tier assignments and the placement of switches in 3D circuits, and accurate power and delay modeling issues for 3D interconnects.
This work addresses the problem of designing applicationspecific 3D NoC architectures for custom SoC designs, in conjunction with floorplanning. Specifically, our work determines both the NoC topology and the floorplan of the NoC switches * This work was supported in part by the SRC under contract 2008-TJ-1819. and cores. We propose a synthesis method to find the best topology for the application, under different optimization objectives such as power and network latency, and determine the paths for traffic flows. We use a 3D thermally-aware floorplanner to assign the cores to different 3D tiers, while optimizing chip temperature, and find an initial floorplan for the cores on each tier. Given the positions of cores, we use a stochastic flow allocation method, Simulated Allocation (SAL), to route the traffic flows and build the topology for the application, initially using a simple strategy for determining the approximate locations of the switches. When the best topology is found, a fast floorplanner is applied to further optimize the positions of the added switches. Accurate power and delay models for switches and links are integrated into our algorithm.
Our approach has three significant features that together make it uniquely different from competing approaches: first, we use improved traffic flow routing using SAL that accommodates a realistic objective function that has components that are nonlinear and/or unavailable in closed form; second, we interleave floorplanning with NoC synthesis, using specific measures that encourage convergence by discouraging blocks from moving from their locations in each iteration; and third, we use an accurate NoC delay model that incorporates the effects of queueing delays and network contention.
Our algorithm is extremely flexible and is applicable both to 2D and 3D layouts, but we demonstrate that the use of 3D designs results in significantly reduced NoC power and latency, when compared to optimal 2D implementations.
II. CONTRIBUTIONS OF OUR WORK
There has been a great deal of prior work on NoCs alone and on 2D and 3D layout alone, but less on integrating the two. In the area of designing NoC architectures for 3D ICs, most of the literature has focussed on regular 3D NoC topologies such as meshes [7] [8] [9] [10] [11] , which are appropriate for regular 3D designs [12, 13] . However, most modern SoC architectures consist of heterogenous cores such as CPU or DSP modules, video processors, and embedded memory blocks, and the traffic requirements among the cores can vary widely. Therefore, regular topologies such as meshes may have significant area and power overhead [14, 15] , and tuning the topology for application-specific solutions can provide immense benefits.
The synthesis of an application-specific NoC topology includes finding the optimal number and size of switches, establishing the connectivity between the switches and with the cores, and finding deadlock-free routing paths for all the traffic flows. For 2D systems, the problem of designing applicationspecific NoC topologies has been explored by several researchers [16] [17] [18] [19] [20] . Srinivasan et al. [17] present a three-phase NoC synthesis technique consisting of sequential steps that 978-1-4244-5766-3/10/$26.00 ©2010 IEEE 6C-1 517 floorplan the cores, next perform core-to-router mapping, and then generate the network topology. In [19] , Murali et al. present an NoC synthesis method that incorporates the floorplanning process to estimate link power consumption and detect timing violations. Several topologies, each with a different number of switches, are explored, starting from one where all the cores are connected to one switch, to one where each core is connected to a separate switch. The traffic flows are ordered so that larger flows are routed first.
In the 3D domain, Yan et al. [14] present an applicationspecific 3D NoC synthesis algorithm that is based on a ripup-and-reroute procedure for routing flows, where the traffic flows are ordered in the order of increasing rate requirements so that smaller flows are routed first, followed by a router merging procedure. Murali et al. [15] propose a 3D NoC topology synthesis algorithm, which is an extension to their previous 2D work [19] , described above. The 3D NoC synthesis problem has been shown to be NP-hard in [21] .
Our work is motivated by the following observations:
• The final results of application-specific NoC topology synthesis depend on the order in which the traffic flows are routed. In some cases, routing larger flows first provides better results [18, 19] , while in others, routing the smaller flows first may yield better results [14] . A strategy is required to reduce the dependency of the results on flow ordering.
• In all of the works mentioned previously, the average hop count is used to approximate the average packet latency in NoCs. This ignores the queueing delays in switch ports and the contention among different packets for network resources such as switch ports and physical links, and cannot reflect the impact of physical core-to-switch or switchto-switch distances on network latency. More accurate delay models that include the effects of queueing delay and network contention, and better delay metrics, should be applied for NoC performance analysis.
• The delays and power dissipation for physical links in NoCs are closely linked to the physical floorplan and topology of cores and switches. We show in Section VI that interleaving floorplanning and NoC topology synthesis process leads to superior results.
We address these important problems in application-specific NoC topology synthesis. Our solution to overcoming the ordering problem is based on the use of a multicommodity flow network formulation for the NoC synthesis problem: the advantage of such an approach is that it takes a global view of the problem and eliminates the problem, described above, of finding the best order in which to route the traffic flows. The multicommodity flow problem is a well-known approach for solving such problems, but has seen little use in NoC design, with a few exceptions. In [22, 23] , Hu et al. propose a scheme to optimize NoC power consumption through topology exploration and wire style optimization, subject to the average communication latency constraints, but do not handle layout synthesis issues, and assume simple linear objective functions.
Our work utilizes a stochastic SAL approach to efficiently solve the multicommodity flow problem under a nonlinear objective function that can be evaluated by an oracle, but is hard to express in closed form. The SAL framework has previously been used to solve multicommodity flow problems in computer network design. We also use an accurate delay model for switches in NoCs which consider the queueing delay and network contention. Finally, our algorithm performs the floorplanning of cores/switches and NoC topology synthesis in an integrated iterative loop, attempting to find the optimal solution for the problem of application-specific NoC design.
III. PROBLEM INPUTS, OBJECTIVES, AND CONSTRAINTS
The input to our 3D NoC synthesis problem is a directed graph, called the core graph, G(V, E, λ). Each node v i ∈ V represents a core (either a processing element or a memory unit) and each directed edge e vi,vj ∈ E denotes a traffic flow from source v i to destination v j . The bandwidth of traffic flow from core v i to v j is given by λ(e vi,vj ) in MB/s. In addition, NoC architectural parameters such as the NoC operating frequency, f , and the data link width, W , are also assumed to be provided as inputs. The operating frequency is usually specified by the design and data link width is dictated by the IP interface standards.
Our 3D NoC synthesis framework permits a variety of objectives and constraints, including considerations that are particularly important in 3D, such as power dissipation, temperature, and the number of TSVs, and NoC-specific issues such as minimizing the average/maximum network latency, limitations on the maximum bandwidth, as well as general factors such as the design area. In addition, the solution must be free of deadlocks, which can occur during routing flows due to cyclic dependencies of resources such as buffers. We use the turn prohibition algorithm presented in [24] to ensure that our topology is deadlock-free. The specific optimization objectives in each step of our approach are described in Section IV.
The output of our 3D NoC synthesis solution is an optimized custom deadlock-free network topology with pre-determined paths on the network to route the traffic flows in the core graph and the floorplan of the cores and switches in the NoC such that the constraints are satisfied.
IV. THE OVERALL DESIGN FLOW
The design flow of our NoC synthesis algorithm is presented in Fig. 1 . Given a given a core graph, we first obtain an initial floorplan of the cores using a thermally-aware floorplanner. This precedes the 3D NoC synthesis step, and is important because the core locations significantly influence the NoC architecture. Associating concrete core positions with the NoC synthesis step better enables it to account for link delays and power dissipation. Our 3D NoC synthesis algorithm is performed on a directed routing graph G (V , E ): V is the vertex set, which is the union of core set V in the input core graph G(V, E, λ) and the set of added switches, V s . We assume that the maximum number of switches that can be used in each 3D tier l equals
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to the number of cores in that tier, although it is easy to relax this restriction. The edge set E is constructed as follows: we connect cores in a tier l only to the switches in the same tier l and adjacent tiers l − 1, l + 1 and the switches from all the 3D tiers form a complete graph. A custom NoC topology is a subgraph of the routing graph, G .
The 3D NoC synthesis problem can be viewed as a multicommodity flow (MCF) problem. For a core graph G(V, E, λ) and a corresponding routing graph G (V , E ) (corresponding to a flow network), let c(u, v) be the capacity of edge (u, v) ∈ E . The capacity c(u, v) equals to the product of the operating frequency f and data link width W . Each commod-
k corresponds to the weight (traffic flow) along edge e si,ti in the core graph from source s i to destination t i , and d i = λ(e si,ti ) is the demand for commodity i. Therefore, there are k = |E| commodities in the core graph. Let the flow of commodity i along edge (u, v) be f i (u, v) . Then the MCF problem is to find the optimal assignment of flow which satisfies the constraints:
Demand satisfaction:
Superficially, this idea seems similar to [23] , where an MCF formulation is proposed. However, that work is directed to 2D NoC synthesis with a single objective of minimizing NoC power, modeled as a linear function of the flow variables f i (u, v). The corresponding Linear Programming (LP) problem is solved using an approximation algorithm. Our more general formulation integrates more objectives and more accurate modeling for NoC components. In fact, most components of our objective function are nonlinear or, as in case of network latency, unavailable in closed form, rendering an LP-based approach impossible.
We choose to apply an SAL-based flow allocation approach that is particularly suitable for (see Section V-A for details) solving the MCF problems where the objective function is in such a form. The SAL procedure yields the NoC topology and the paths for all the traffic flows in the core graph. In this optimization, we assume single-path routing for each traffic flow in the core graph, but conceptually, the SAL method can easily be extended to deal with the multipath routing problem.
After the 3D NoC synthesis step, the actual switches and links in the synthesized 3D NoC architecture are fed back to the floorplanner to update the floorplan of the cores and used switches, and the refined floorplan information is used to obtain more accurate power and delay estimates. The process continues iteratively: with the refined floorplan, a new SAL based 3D NoC synthesis procedure is invoked to find a better synthesis solution, and so on.
The specific optimization objectives used in various steps of our approach are as follows:
• For NoC topology construction, we optimize a linear combination of the network power, average network latency and TSV count, with constraints on bandwidth.
• For the initial floorplanning step (Section V-C), we optimize a linear combination of chip temperature and weighted inter-core distance.
• For subsequent steps that floorplan the cores and switches, we optimize a linear combination of design area, link power, link delay and chip temperature.
V. TECHNICAL DETAILS
In this section, we present the major elements in our 3D NoC synthesis algorithm.
A. Simulated Allocation Algorithm
Simulation Allocation (SAL) [25, 26] is a stochastic framework for finding near-optimal solutions for the multicommodity traffic flow problems. It has been shown to be simpler, but often faster and more efficient, than other stochastic algorithms such as simulated annealing and evolutionary algorithms. The details of the SAL framework used in our work are described in Algorithm 1.
In the core graph G(V, E, λ), let
• P i be the number of available paths for traffic demand Note that since we consider single-path routing for each commodity, at most k paths, one per commodity, will have nonzero flows. Therefore, even though the number of paths can be exponentially large, it is never necessary to enumerate P i ; storing the allocation state x does not impose a significant memory overhead. if F (x) < F best then 12:
13: The SAL algorithm may start with a given partial allocation state x 0 or the with the zero state (x ip ≡ 0). In each step, it chooses, with state-dependent probability q(|x|), between allocation(x), i.e., adding the traffic flow for one non-allocated commodity to the current state x, and disconnect(x), i.e., removing the traffic flow for one allocated commodity from current state x. After a sequence of such moves, from time to time, the algorithm will reach a full allocation state, yielding a feasible solution for the considered problem. The procedure terminates when the number of visited full allocation states reaches a user-specified limit N or no better solution is found within M visited full allocation states.
Procedure allocation(x) selects one currently non-allocated commodity, K i = (s i , t i , d i ) , at random and allocates it to one of the allowable paths that have enough residual capacity to support K i . The path for allocating K i is chosen to be the minimum cost path p with respect to the cost function for the NoC topology construction step. Then we add flow x ip = d i to the current state x and reduce the capacities of the links on the selected path p in the routing graph by d i . When routing commodity K i , several new links and switches from the routing graph may be added to the NoC topology and the sizes of the switches on the path p may need to be adjusted accordingly.
Procedure disconnect(x) selects an allocated commodity K i = (s i , t i , d i ) at random and removes the corresponding flow x ip from current state x. We then increase the capacities of the links on the path p by d i . If some links/switches become unused in the resulting solution, such links/switches are also removed from the NoC topology. The sizes of the switches on the path p may need to be adjusted accordingly.
Function q(γ), defined for 0 ≤ γ ≤ H, has the properties:
According to [26] , if
then the expected average number of steps (allocations and disconnections) required to reach a full allocation state starting from state x is no greater than
For instance, if q 0 = 2 3 then a full allocation state will be reached from the zero allocation state in only 3H steps.
B. Analytical Switch Modeling for NoCs
Accurate delay models for switches are required as an input to our 3D NoC synthesis problem. We utilize the analytical delay model presented in [27] , which includes the effects of queueing delay and network contention. The model considers first-come-first-serve input buffered switches and targets wormhole flow control under deterministic routing algorithms.
Let S be the packet size and H the service time for a header flit passing through switch i. The service time of a packet passing through switch i, excluding the queueing delay, is
where W is the data link width and f is the operating frequency. For switch i, let
• p be the total number of ports.
• λ j be the traffic arrival rate at port j.
• N j be the average number of packets in the buffers of input port j, and
• c jk be the probability that packets of input ports j and k compete for the same output port, and C j be the row vector
• R be the residual service time seen by the incoming packets, defined as follows: if another packet n is being served when packet m arrives, then R is the remaining time before packet n leaves the switch.
Then we can write the equilibrium condition for the switch as:
where
T . The switch model described by Equation (2) provides a closed form expression for the average number of packets at each input port of the switch i, given the traffic arrival rate (Λ), the packet contention probabilities (C), switch design specifications (H, W ) and packet size S. For further details, the reader is referred to [27] .
C. 3D Floorplanning
An initial step of thermally-aware floorplanning is applied to assign the cores into 3D tiers under thermal considerations, and to optimize the positions of the cores so that highly communicating cores are placed close to each other. In our implementation, we use the 3D thermally-aware floorplanner tool in [28] based on B -tree floorplan model. The floorplanner uses a built-in thermal analysis technique based on the HS3D [28] tool. Of course, any other similar tools can also be integrated into our program.
For each edge e vi,vj which connects two cores, v i and v j , the edge weight of e vi,vj is set to be the product of edge bandwidth λ(e vi,vj ) and the distance d ij between v i and v j . Our cost function is a weighted sum of the chip temperature and the sum of these edge weights. Therefore, we use the floorplanner to find a good initial floorplan of cores that favors our next step of 3D NoC synthesis.
During initial floorplanning, we only consider the communicating cores, since no switches have been introduced at this time. Once a full allocation of traffic flows is found, the topology of the NoC is determined, including the switches that are used to route traffic. We then invoke the floorplanner to find a refined floorplan of cores and NoC switches, under an objective function that is a linear combination of design area, link power, link delay and chip temperature.
D. Switch Location Estimation and Path Cost Estimation
When routing a flow from source s to destination d, our objective is to find a minimum cost path in the routing graph. While the initial solution considers the physical locations of only the cores, as flow allocation proceeds, new switches will be included in the NoC topology and their physical positions must be estimated to compute the link power and delay.
We estimate the switch locations in the following way: for a newly added switch i, the switch is initially placed at the centroid of the source and destination nodes of switch i in the routing graph. Given these initial estimates of the positions of the newly added switches, we apply Dijkstra's shortest path algorithm on the routing graph to find the minimum cost path for the traffic flow, which is required by allocation(x). When the 3D NoC synthesis step is complete, we feed the actual switches and links in the synthesized architecture to the floorplanner to update the switch locations, for more accurate power and delay estimation. Since the floorplanner is stochastic, it is possible for the new floorplan to be vastly different from the one that was used to generate the NoC topology, negating the assumptions used to build the topology. To avoid this, we add a penalty to the objective function of the floorplanner to ensure that the blocks do not move far away from their initial locations, and optimize the precise locations of the switches, which were initially placed in (possibly illegal) centroid locations.
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VI. EXPERIMENTAL RESULTS
A. Experimental Setup
We have implemented 3D-SAL-FP, our SAL-based 3D NoC synthesis algorithm with floorplan feedback, in C++. All experiments were conducted on an Intel Pentium 4 CPU 3.20GHz machine with 2G memory running Linux.
The design parameters are set as: 900MHz clock frequency, 512-bit packets, 4-flit buffers and 32-bit flits. We use Orion [29] to estimate the power dissipation of the switches. The link power and delay are modeled based on the equations from Pavlidis et al. [8] , and the delay of switches are estimated using the model described in Section V-B. All switches and links are evaluated under a 45nm technology.
Several parameters affect the efficiency and performance of the SAL algorithm (Section V-A). In our implementation, we found that a constant function q(γ) = q0, where q0 ∈ [0.75, 0.90], can produce good solutions. The user-specified iteration limit N is empirically set to be three times of k, the number of commodities in the core graph, and M is set to be 50. We find that the best solutions are often obtained within k full visited allocation states for all the benchmarks.
B. Impact of each strategy applied in our algorithm
Our algorithm 3D-SAL-FP improves upon the previous algorithms in [14, 15] by: 1) using a more sophisticated traffic flow routing algorithm (SAL), 2) adding a feedback loop of floorplanning and NoC synthesis to refine the NoC architecture, 3) using a more accurate switch delay model including the effects of queueing delay and network contention. To show the separate impact of these techniques on the NoC design, we have implemented three other 3D NoC synthesis algorithms.
The first algorithm, based on the work by Murali et al. [15] , has two stages: 3D NoC synthesis and floorplanning of the synthesized NoC architecture. At the 3D NoC synthesis stage, simple delay model (average hop count) is used to approximate the average network latency and the traffic flows are routed in fixed order (in the order of decreasing flow rate). In the next stage, we move on to find the floorplan of cores and used switches in the NoC architecture. We refer to this algorithm as the Baseline1 algorithm. The second algorithm differs from Baseline1 in that it applies an improved traffic flow routing strategy (SAL) in the 3D NoC synthesis stage. We refer to this algorithm as the Baseline2 algorithm. The third algorithm improves upon Baseline2 by feeding back the results of floorplanning stage to refine the NoC synthesis. The process continues iteratively: after the 3D NoC synthesis step, the actual switches and links in the synthesized solution is fed back to the floorplanner to refine the floorplan of the cores and used switches; with the refined floorplan, a new NoC synthesis procedure is invoked to find a better synthesis solution, and so on. We refer to this algorithm as the Baseline3 algorithm. Our 3D-SAL-FP differs from Baseline3 in that it use the accurate switch delay model (described in Section V-B ) to incorporate the queueing delay and network contention issues.
We then applied these four algorithms to design 3D application specific NoC topologies. We compared these algorithms on both a set of existing published benchmarks and several large synthetic 3D benchmarks. Since large standard benchmarks are not available, we use the method proposed in [14] to generate the large synthetic 3D benchmarks. This method is based on the NoC-centric bandwidth version of Rent's rule proposed by Greenfield et al. [30] . For the small published benchmarks, two 3D tiers are used, where each tier contains one layer of devices and multiple layers of interconnect. For all of the large synthetic benchmarks, four 3D tiers are used.
The corresponding results are shown in Tables I and II . For each algorithm, we report the following: the network power (in mW , including switch power and link power), the average network latency (in ns, evaluated by the accurate delay model), the number of TSVs and the maximum chip temperature (in • C).
We can observe that using the improved traffic flow routing algorithm, the Baseline2 algorithm outperforms Baseline1, achieving 23% power saving for the published benchmarks, 10% reduction in chip temperature and better network performance. The corresponding numbers for synthetic benchmarks is 21% in power saving and 9% in chip temperature reduction. Furthermore, Baseline3 uses the feedback from the floorplanning step to improve upon Baseline2, and shows 34% reduction in the power dissipation for both published and synthetic benchmarks, about 20% reduction in chip temperature and 10% reduction in average network latency. Finally, with more accurate delay model, 3D-SAL-FP improves upon Baseline3, with 26% reduction in average network latency for published benchmarks and 44% for the synthetic benchmarks. Since the objective function for these algorithms is a linear combination of several metrics, the use of different sets of weighting factors can result in different Pareto-optimal solutions. For a fair comparison, we have used identical weighting factors for all four algorithms discussed here. In the solutions shown here, 3D-SAL-FP performs significantly better than Baseline3 in reducing the delay, and is slightly better on average (and sometimes worse on specific examples) in terms of power and temperature. By altering the weights, other tradeoff points may be identified.
C. Delay and Power Reduction Potential in 3D NoCs
In this section, we further investigate the benefits that 3D circuits can bring to the NoC architecture design. The benchmark B3, with 69 cores and 136 flows, was selected and our 3D-SAL-FP algorithm was applied to synthesize this benchmark with different numbers of 3D tiers, from 1 to 4. The 1-tier case is the design that uses conventional 2D technology. The results are shown in Table III . For each case, we list the following results: the design footprint, the network power, the maximum path length, the maximum total link delay, the maximum network latency, the average network latency, the total number of TSVs, the maximum chip temperature and the CPU time.
As we can see from Table III , as the number of 3D tiers increases, the footprint size continues to decrease, together with the maximum length of the path to route the packets. The reduced path length further brings down the maximum link delay and the total link power at the cost of increased number of TSVs and higher chip temperature. The switch power depends on the specific network traffic and the sizes of the switches determined by the customized NoC architectures and does not change much as the number of 3D tiers increases.
VII. CONCLUSION
We have proposed an efficient algorithm, 3D-SAL-FP, to synthesize application-specific 3D NoC architectures. Our algorithm utilizes a stochastic approach called simulated allocation to reduce the dependency of NoC design results on flow ordering. We also use accurate delay model for switches in NoCs which consider the queueing delay and network contention. Finally, our algorithm performs the floorplanning of cores/switches and NoC topology synthesis in an integrated iterative loop, attempting to find the optimal solution for the problem of application-specific NoC design. Experimental re- sults on a set of benchmarks show that our algorithm can produce greatly improved solutions.
