Abstract-With the invention of microarray technology, researchers are capable of measuring the expression levels of ten thousands of genes in parallel at various time points of the biological process. During the investigation of gene regulatory networks and general cellular mechanisms, biologists are attempting to group genes based on the time-depending pattern of the obtained expression levels. In this paper, we propose a new Memetic Algorithm -a Genetic Algorithm combined with local search -based on a tree representation of the data -a Minimum Spanning Tree -for clustering gene expression data. The combination of both concepts is shown to find near-optimal solutions quickly. Due to the Minimum Spanning Tree representation of the data, our algorithm is capable of finding clusters of different shapes. We show, that our approach is superior in solution qnality compared to classical clustering methods.
Introduction
In the past few years, DNA microarrays have become one of the major tools in the field of gene expression analysis. In contrast to traditional methods, this technology enables the monitoring of expression levels of thousands of genes in parallel [27] . Thus, microarrays are a powerful tool helping to understand the underlying regulatory mechanisms of a cell. A problem inherent in the use of DNA arrays is thetremendous amount of data produced, whose analysis itself constitutes a challenge. Several approaches have been applied to analyze microarray data including principal component analysis [25] as well as supervised [ I I] and unsupervised learning [lo, 22, 231 . In unsupervised leaning, clustering techniques are utilized to extract the gene expression patterns inherent in the data and thus find potentially co-regulated genes. Hierarchical clustering [IO] appears to be the most widely used method. It produces a representation of the data in the form of a binary tree, in which the most similar genes are clustered in a hierarchy of nested subsets. In [22] self-organizing-maps (SOM) were used to analyze human hematopoietic differentiation. Tavazoie et al. [23] applied the k-means algorithm to identify clusters in yeast data. Although the results of all these approaches are useful, some basic problems remain: (i) algorithms like k-means and SOM are only capable of detecting clusters of convex shape and generally fail if the clusters are of a more complex, non-convex shape and (i,i) most algorithms are simple local search heuristics, which usually converge to the first local optimum. In practice this problem is unsatisfactorily solved by repeating the clustering and then comparing the solutions either by visual inspection or an external cluster index. In this pap,er, we present a new clustering algorithm that faces these two problems. First, due to a representation of the data as Minimum Spanning Tree, a concept from graph theory, our algorithm is capable of finding clusters of different and complex shapes. Second, since our algorithm is based on a memetic framework, it is.able to overcome less promising local optima and find more optimal solutions. In addition we show that our framework is much more effective than classical clustering algorithms in finding near-optimum solutions quickly.
The paper is organized as follows: the MST data representation is described in section 2. A short introduction to Memetic Algorithms is given in section 3, and in section 4 the Memetic Algorithm (MA) proposed is described in detail. In section 5, we present the results of our Memetic Algorithm on gene expression datasets. Furthermore, the MA is compared to other tree based clustering algorithms such as Hierarchical Average Linkage clustering and another MST based method. Section 6 concludes the paper and outlines areas of future research.
Minimum Spanning Trees
As described earlier we use a Minimum Spanning Tree (MST) to represent the dataset. Let A' = {z,, . . . ,zn} be a setofgeneexpressiondatawitheachz; = ( z i l , . .
. ,zi-) E 8" denoting the m-dimensional data vector of gene i with its expression levels at time 1 , 2 , . . . , m . Let G ( S ) = (V, E ) be an undirected weighted acyclic and complete graph. where V = {ziiz; E A ' } being a set of vertices ( i n o u r c a s e g e n e s ) a n d E = { z i , z j l z ; , z j E A ' V i # j } a set of edges connecting the genes. Each edge ( U , v) E E has been assigned with a weight u ( u , v) that represents the dissimilarity between U and U. We use the Euclidean distance as dissimilarity measure, but theoretically any other distance measure (e.g. correlational distance, Manhattan distance) could also be. applied: A .tree is a connected weighted graph with no circuits and a spanning tree T of a connected weighted graph C(X) is a tree of C(X) that contains every vertex ofG(X). If we define the weight of a tree to be the sum of its edge weights. an MST is a spanning tree with minimum total weight. An MST can be computed using either Kruskal's [I51 or Prim's algorithm [ZO] in O(IEl log IEI) and O ( l E log /\,'I) time, respectively, I . 1 denoting the number of elements in the set. We decided to use Prim's algorithm, since it is faster for fully connected graphs. For details on the algorithm and its implementation see 171.
By utilizing this MST representation we transform the multi-dimensional clustering problem (that is usually defined as finding the best partition P ( X ) according to an objective function) into a tree partitioning problem: finding a set of tree edges and deleting them, so that the resulting unconnected components determine the clustering. Representing a multi-dimensional dataset as a relatively simple tree structure of course leads to a loss of information. But our results indicate that no indispensable information is lost that is needed to solve the clustering problem. Instead, the MST representation of the dataset allows us to deal with clusters of complex shapes, with which classical algorithms, which are based on the idea of grouping the data around a center, have problems. The advantage of the MST representation is that it preserves proximity which is the most basic principle of so called Gestalt clusters [26] (see Fig. I for an example of differently shaped Gestalt clusters and Fig. 2 
Memetic Algorithms
Memetic Algorithms, and Genetic Algorithms in general, are population-based heuristic search approaches and have been'applied in a number of different areas and problem domains, mostly combinatorial optimization problems. It is known that it is hard for a 'pure' Genetic Algorithm to 'fine tune' the search in complex spaces [Y] . It has been shown that a combination of global and local search is almost always beneficial [16] . The combination of an Evolutionary Algorithm with a local search heuristic is called Memetic Algorithm 118, 191. MAS are known to exploit the correlation structure of the fitness landscape of combinatorial optimization problems [16, 171. They differ from other hybrid evolutionary approaches, that all individuals in the population are local optima, since after each variation step, a local search is applied.
MAS are inspired by Dawkin's [91 notion of a meme. A meme is a "cultural gene" and in contrast to genes. memes are usually adapted by the people who transmit them before they are passed to the next generation. From the optimization point of view, it is argued that the success of an MA is due to the tradeoff between the exploration abilities of the underlying EA and the exploitation abilities of the 10-cal searchers used. This means that during variation, the balance between disruption and information preservation is very important: on the one hand the escape of local optima must he guaranteed, hut on the other hand disrupting too much may cause the loss of important information gained in the previous generation. The pseudocode of a Memetic Algorithm is given in Fig. 3 . 
The clustering algorithm: MST-MA
The memetic clustering algorithm described in this paper is based on a conceptual framework also used in [ 171.
Representation of an Individual and Initialization
The representation used in the MA resembles the one in Genetic Algorithms, since we reduced the multi-dimensional clustering problem to a binary tree partitioning problem: First, the MST is computed using Prim's [20] algorithm. Then, for each edge in the MST a mutual neighborhood value [I21 (ninv) is calculated that will be used in the local search. The concept of the ninv will be. explained later. For a given dataset, both the MST and the mill's are only computed once and then copied to each individual. The individual itself is represented as a bit vector of length n -1, with n denoting the number of genes. Each bit corresponds to an edge of the MST~indicating whether the edge is deleted (0) or not (I). The resulting cluster memberships can then be calculated from the MST partition.
To initialize the population, k -1 edges are randomly chosen according to a uniform distribution and deleted from the MST, with k denoting the number of clusters.
Fitness Function
The objective function to optimize has to satisfy several criteria: (i) Since we are not only looking for spherical cluster shapes, it should not he based on calculating the distance to a centroid, because that would inevitably lead to convex clusters regardless of the fact, that with the MST representation it is possible to find more complex shaped groups. However, (ii) it should prefer compact clusters to less compact clusters, since in clusters shaped too strangely the individual gene expression profiles might differ too much to he similar in the biological and mathematical sense (see cluster C in Fig. 1 for an example of a cluster that is highly diverse and therefore not interesting for biologists). Two well-known objective functions used for clustering purpose, the sum-of-squared-error criterion [ 171,
and the ; which minimizes intracluster and maximizes inter-cluster distances, are both based on calculating distances to a cluster center. Hence, we decided to use another function that satisfies the two criteria mentioned above:
where in both equations d(., .) is the Euclidean distance,
ICil the number of cluster members in cluster Ci, k the number of clusters andp a term to penalize results including clusters with less than a defined number C; ofmembers. Eq.
(2) (withVCi,p = 0) is also known as total squareddistance measure [13].
Local Search
The local search applies the concept of the mutual neighbor- Fig. I . A human eye would clearly recognize that a belongs to cluster A and b to cluster B. The nearest neighbor of b is a, but the first two nearest neighbors of a are two points out of A;so that the ninv of the edge ( a , b) would be high, although the weight of the edge might be low. The ninv is a semi-metric and does not satisfy the triangle inequality. The local search works as follows: for each individual a list of deleted and non-deleted edges is created. During each step, a pair of a deleted and a non-deleted edge is chosen randomly. For the non-deletededges, edges are favored with a higher ninv and for the deleted edges those with a lower mnv are favored. Then both states of the edges are reversed, the deleted becomes undeleted and vice versa, if the resulting clustering has a smaller objective value according to Eq. (2). This procedure is repeated until no enhancement could he made or the two lists are empty. Since for each flipped deleted edge a non-deleted edge is flipped as well, the number of clusters is preserved during local search.
Selection, Recombination and Mutation
Selection is applied twice during the main loop of the algorithm: selection for variation and selection for survival. For variation (recombination and mutation) individuals are randomly selected without favoring better individuals. To determine the parents of the next generation, selection for survival is performed on a pool consisting of all parents of the current generation and the offspring. The new population is derived from the best individuals of that pool. Hence, the selection strategy is similar to the selection in a (fi + A)-ES [41. To guarantee that the population contains each solution only once, duplicates are eliminated. The recombination operator is a modified uniform crossover, similar to the uniform crossover for binary strings [21] . To preserve the number of clusters, for both parents, lists of their deleted edges are created. Each bit of the child's hit vector is set to I. Then, a pair of deleted edges (one from each parent) is randomly chosen and deleted from the lists. With a probability of 0.5 either the deleted edge of parent a or the one of parent b is copied to the child. This is repeated until both lists are empty. Thus, it is guaranteed that the number of clusters is preserved.
As mutation operator a simple modified point mutation is applied. Since each individual contains much more nondeleted than deleted edges a normal point mutation (just flipping a randomly chosen bit) would lead to more and more clusters. To preserve the number of clusters, again the two lists with deleted and non-deleted edges are created. A pair of a deleted and a non-deleted edge is randomly chosen and both are flipped.
Results
We compare our memetic clustering algorithm to two other clustering methods. The first seems to he the most widely used method to cluster gene expression data: the average linkage algorithm (for details see [IO] ). The algorithm is denoted as AvgLink. The second is also based on an MSTrepresentation of the dataset, has recently been published in [24] and is denoted as BestZPartition. The latter algorithm works as follows: first, delete randomly k-1 edges from the MST. Then for each pair of adjacent clusters that are connected by an edge, go through all the edges within the two merged clusters and cut that one, that globally optimizes the 2-partitioning of the merged cluster, measured by an objective function. Xu et al. applied the.squared error function defined in Eq. ( I ) . All algorithms were implemented in Java 1.4. The performance of'our MA is shown on four publicly available datasets often used as sample datasets for gene expression clustering purpose.:
Datasets
The first dataset denoted as Y-SP is available, at [31 and has been produced by Chu et al. [5] . They used DNA microarrays to analyze the transcriptional program of sporulation in budding yeast. The chip contains 61 18 genes and the mRNA levels were measured at seven time points during the sporulation process. Chu et al. found about I 143 genes with significant changes in their expression. Significant meant that the root mean square of the log,(R) was greater than I .13, where R is the measured ratio of each gene's mRNA level to its mRNA level in vegetative cells just before transfer to sporulation medium. For further details see [51. We applied a variation filter, which discarded all genes with an absolute change less or equal to 3 of the log,-transfomed expression values, and used the resulting 375 genes for clustering. After filtering the vectors were normalized to have a mean of 0 and a variance of 1 as described in [231. We chose 15 clusters, which appeared to be a reasonable number for 375 genes.
The second dataset is denoted as H-HD and is also publicly available at [2] . The authors [22] used Affymetrix chips and examined the hematopoietic differentiation across 4 different cell lines (HL-60, U937, NB4 and Jurkat). After removing the spiked control genes, the data consists of 7225 genes measured at 17 different time points and cell lines, respectively. We applied an absolute variation filter that discarded all genes with an absolute change in expression level less or equal to 30 and an expression level of maxlmin < 3.
After filtering 713 genes remained and their expression vectors were normalized to have a mean of 0 and a variance of 1 as described in [23] . We selected 30 clusters as described in [22] .
The third .dataset is denoted as H-FB and is puhlicly available at [I]. The authors [I41 examined the response of human fibroblasts to serum on cDNA .microarrays in order to study growth control and cell cycle progression. They found 517 genes whose expression levels varied significantly, for details see [14] . We used these 517 genes for clustering, their expression vectors where normalized as described above (mean of 0; variance of I). We selected I O clusters as described in [ 141. The fourth dataset is denoted as H-MYC and is described in- [6] . The authors [6] used Affymetrix chips and examined the effects of c-myc activation in human fibroblasts. After removing the spiked control genes, the dataset contains expression levels of 7236 human genes and ESTs measured under 4 different conditions repeated in 3 identical experiments leading to a 12 dimensional space. We used a variation filter which discarded the genes with an absolute change in expression level of less than 50 and an expression level of maximin < 2. The resulting number of genes was 498. Again the vectors were normalized as described above. We selected 15 clusters which appeared to he a reasonable number.
Computational Results
In the experiments, the Memetic Algorithm was run with a population size of P = 40. The M A was terminated upon convergence or before the 200th generation. The recombination and mutation rate was set to 40% and a single point-mutation per mutation step was applied, the penalty p was set to 10 if ICil < 5, which turned out to be a reason- It is evident that the MA outperforms the other two algorithms according to both functions. Although on the first dataset (Y-SP) BestZPartition is slightly better than the MA regarding the hest solution found according to Eq. (I), w' e can show that the MA is superior concerning the other ohjective function (Eq. (2)) and in average solution quality on both objective functions. We show that for larger datasets (H-FB, H-HD and H-MYC) the MA is more efficient, especially in average solution quality. This is not surprising since MAS are combinatorial optimization methods and with a growing number of genes, the clustering problem becomes more complex. The MA outperforms both other methods according to both objective functions in best and average solution quality. Furthermore, the average linkage algorithm shows minor performance on all datasets compared to the MST based methods.
From the biologists point of view, the distribution of genes to the clusters is also important. As an example, the number of genes belonging to each cluster for the best solution found on the first dataset (Y-SP), is displayed in Fig.  4-6 . In the clustering presented by AvgLink, the distribution of genes per cluster is quite asymmetric: two clusters contain only one gene, two clusters contain two, two clusters three, one four and on the other hand there is one cluster with 83 and one with 91 genes (Fig. 6 ). This distribution explains the high objective function values, especially if the larger clusters are not compact.
Both MST based methods produce compact clusters as shown in Tab. I , but the MA still bettqr than Best2Partition.
For clustering gene expression data, it is important that the clusters can be differently sized, meaning that the genes should not be totally equally distributed, but on the other hand the clusters should be reasonable, not only containing one or two genes. Fig. 4-6 show that the MST based methods are able to find such clusters. Furthermore, MST-based methods are in general capable of finding differently shaped clusters. 
Conclusions and future research
In this paper, a Memetic Algorithm in combination with a data representation as a minimum spanning tree was proposed. Therehy, we reduced the multi-dimensional clustering problem to a tree'partitioning problem, which is solved on the basis of a memetic framework using a sophisticated local search approach. Our method is not restricted to finding clusters of a spherical shape, which is important if one wants to explore the clusters inherent in the data itself. On the other hand, we could outline that although our method is not mean, based, compact clusters can be found, an important task, especially for clustering gene expression profiles. In particular, we demonstrated that our MA outperforms two other clustering methods such as the widely used average linkage clustering and another MST-based method. We show that the clusters found by the MA are more compact and reasonably sized. Hence, our proposed MST based MA is shown to be highly valuable for clustering gene expression profiles and therefore constitutes a good alternative to classical clustering methods.
For future research it would he very interesting to explore the clusters found by the MA in mora detail. Furthermore, the determination of the number of clusters, could also be solved by the MA itself, having individuals representing clustering solutions with different numbers of clusters. Alternatively, one could think of sub-populations, each
