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ABSTRACT: With the expansion of oﬀshore petroleum
extraction, validated models are needed to simulate the
behaviors of petroleum compounds released in deep (>100
m) waters. We present a thermodynamic model of the
densities, viscosities, and gas−liquid−water partitioning of
petroleum mixtures with varying pressure, temperature, and
composition based on the Peng−Robinson equation-of-state
and the modiﬁed Henry’s law (Krychevsky−Kasarnovsky
equation). The model is applied to Macondo reservoir ﬂuid
released during the Deepwater Horizon disaster, represented
with 279−280 pseudocomponents, including 131−132 indi-
vidual compounds. We deﬁne >n-C8 pseudocomponents based
on comprehensive two-dimensional gas chromatography (GC
× GC) measurements, which enable the modeling of aqueous partitioning for n-C8 to n-C26 fractions not quantiﬁed individually.
Thermodynamic model predictions are tested against available laboratory data on petroleum liquid densities, gas/liquid volume
fractions, and liquid viscosities. We ﬁnd that the emitted petroleum mixture was ∼29−44% gas and ∼56−71% liquid, after
cooling to local conditions near the broken Macondo riser stub (∼153 atm and 4.3 °C). High pressure conditions dramatically
favor the aqueous dissolution of C1−C4 hydrocarbons and also inﬂuence the buoyancies of bubbles and droplets. Additionally,
the simulated densities of emitted petroleum ﬂuids aﬀect previous estimates of the volumetric ﬂow rate of dead oil from the
emission source.
■ INTRODUCTION
The 2010 Deepwater Horizon disaster revealed the limits of pre-
existing knowledge on the behaviors of petroleum ﬂuids under
extreme, deep-sea conditions (>100 m depth). Deepwater
Horizon was likely the largest accidental marine oil spill in
history, emitting over a three-month period more than half a
million metric tons of petroleum mass1−3 from the broken
Macondo riser stub into the Gulf of Mexico at 1524 m depth4
(emission depth once the riser tube had been cut). During this
event, water column measurements revealed the presence of a
∼1100 m depth intrusion of a mostly dissolved1 hydrocarbon
plume that extended up to >200 km horizontally from the
emission point.5−7 This deep-water hydrocarbon plume
reportedly contained total BTEX (benzene, toluene, ethyl-
benzene, o-, m-, and p-xylenes) concentrations of up to 77.2 μg
L−1.1 By comparison, during a sea-surface oil spill, evaporation
processes compete with aqueous dissolution to remove light
hydrocarbon compounds, such as these toxic aromatic
hydrocarbons, from the ﬂoating oil.8−12 However, during the
Deepwater Horizon release, evaporation was suppressed during
ascent of petroleum ﬂuids in the water column, and this
dramatically increased the fraction of soluble hydrocarbon mass
that was transferred to the water column, relative to a sea-
surface spill.1,12,13 As a result, the deep marine ecosystem
experienced substantially heightened toxic hydrocarbon ex-
posures.1 Finally, unlike a sea-surface spill, the Deepwater
Horizon disaster also generated hydrates, which can occur at
water depths of >500 m. Hydrates are buoyant solid materials
composed of light compounds (≤C5 hydrocarbons, CO2)
entrapped in crystal-like structures of water molecules. Hydrate
formation contributed to early failures to contain the release.14
Thin15 hydrate shells can also form around hydrocarbon gas
bubbles or liquid droplets,16−19 and this inﬂuences mass
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transfer rates of hydrocarbons dissolving into the water column.
The phenomena described above distinguish the Deepwater
Horizon release from a conventional sea-surface spill, due to the
inﬂuences of pressure and temperature on mechanical proper-
ties (density, viscosity) of the ascending Macondo reservoir
ﬂuid (MRF), as well as chemical repartitioning among the
associated gas−liquid−water phases, under deep-sea conditions.
As oﬀshore petroleum exploration and extraction activities
expand,14,20−22 validated models are needed6,23−26 to simulate
the unusual phenomena aﬀecting petroleum mixtures released
under deep-sea (>100 m depth) conditions. Equation-of-state
(EOS) models are used widely to estimate the gas−liquid
equilibrium phase distribution of petroleum mixtures with
respect to varying pressure, temperature, and composition.27,28
In practice, petroleum compounds usually are grouped into
approximately 10 (pseudo)components, conventionally based
on distillation cut data.27,28 An EOS model has been developed
and tuned for the MRF by Dr. Aaron A. Zick, an independent
petroleum engineer summoned by the United States Depart-
ment of Justice.29 However, the 11 components of the Zick
model are not designed to distinguish diﬀerences in aqueous
solubility. For example, benzene is grouped with n-hexane, yet
these compounds have aqueous solubilities that diﬀer by a
factor of 151.30 Due to this large diﬀerence in solubilities,
benzene and n-hexane experienced very diﬀerent trajectories
during the Deepwater Horizon release.1,13 This illustrates how
conventional EOS models for petroleum mixtures are
inappropriate and inaccurate for modeling aqueous dissolution
of hydrocarbons in the deep sea.
To investigate this problem, de Hemptinne and co-
workers31−34 studied the aqueous dissolution of petroleum
compounds under oil reservoir conditions. They determined
experimentally the equilibrium partitioning between a live oil
and water at 25 MPa and 100 °C, and they modeled this system
using 19 components (including several saturated and aromatic
hydrocarbons, N2, and CO2) deﬁned so as to discriminate
mixture components according to diﬀerences in both volatility
and aqueous solubility.31 Here, we use the terms live oil or
simply liquid to refer to the petroleum liquid phase under local,
high pressure conditions, whereas dead oil refers to the
petroleum liquid phase at atmospheric conditions.28 De
Hemptinne et al. showed that the modif ied Henry’s law
(Krychevsky−Kasarnovsky equation)35,36 can accurately
model aqueous dissolution at high pressures, in conjunction
with use of the Peng−Robinson EOS37 (PR EOS) to describe
the hydrocarbon-rich phases.32 However, their model consid-
ered only highly water-soluble components (≤C6 alkanes,
single-ring aromatics, CO2, and N2) for which Henry’s law
constant data are available. The partitioning behaviors of
moderately water-soluble hydrocarbons in the n-C8−n-C20
range are particularly challenging to simulate, since this
petroleum fraction cannot be fully characterized on an
individual-compound basis.
Comprehensive two-dimensional gas chromatography (GC
× GC) can ﬁll this data gap. GC × GC uses two serially joined
columns to separate thousands of hydrocarbons in the n-C8−n-
C45 range of dead oils.
38,39 Structurally related compounds are
grouped together in diﬀerent regions of the GC × GC
chromatogram (Figure 1).38,40−44 Additionally, GC × GC can
separate compounds according to diﬀerences in both vapor
pressure and air−water partition coeﬃcient (Supporting
Information (SI) Figure S-1),11,45 which makes it a natural
approach for deﬁning pseudocomponents for gas−liquid−water
equilibrium calculations.12,39,47−49 For example, GC × GC was
used previously to deﬁne pseudocomponents for the modeling
of simultaneous evaporation and aqueous dissolution of
hydrocarbons from sea-surface oil slicks.12,49,50
In the present work, we present a thermodynamic model that
is designed to simulate the physical properties and gas−
liquid−water equilibrium partitioning of MRF in the deep sea,
based on detailed compositional data made available in previous
reports, further augmented here with new GC × GC data. We
also introduce a new method to generate pseudocomponents
suitable for aqueous dissolution modeling of water-soluble
hydrocarbons in the n-C8−n-C26 range, based on data obtained
from GC × GC coupled to a ﬂame ionization detector (GC ×
GC−FID). For some compounds or pseudocomponents, input
properties to the thermodynamic model are unavailable, and
estimation methods are validated and applied. The resulting
thermodynamic model is then further validated with several
experimental and model data sets, including data recently made
Figure 1. (a) GC × GC−FID chromatogram of the dead oil fraction
of MRF sample MW-1,46 overlaid with the elution positions of a few
compounds. (b) Same chromatogram overlaid with polygons that
delineate distillation cuts by n-alkane carbon number along the 1st
dimension (pink lines), and ﬁve separated hydrocarbon groups along
the 2nd dimension (black lines), including saturated hydrocarbons
(sat.) and 1-ring to 4-ring aromatics (arom.). Examples of assigned
pseudocomponent structures are also displayed, expressed as a number
of aromatic (Carom) and aliphatic carbon atoms (Caliph) (also see SI
Section S-7). (c) Same chromatogram overlaid with estimates of the
critical temperature (Tc). Each polygon is colored according to the
estimated Tc of the corresponding pseudocomponent. Circles
correspond to the elution positions of individual compounds, with
the interior part of the circles colored according to the Tc from
literature data.73 The color scale on the upper right of panel (a)
indicates FID signal response (arbitrary units).
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public through court documents from United States of America
versus BP Exploration & Production, Inc., et al.51 Finally, we
explore the inﬂuences of pressure, temperature, and composi-
tion on the ﬂuid properties and partitioning processes that
controlled the transport and redistribution of petroleum
compounds emitted from the broken Macondo riser stub
during the 2010 Deepwater Horizon disaster. The probable
spontaneous formation of thin skins of gas hydrates around
bubbles and droplets at depth >500 m16−19,52,53 is not
evaluated in the present work.
■ MODELING APPROACH
To model the pressure-dependent, temperature-dependent
equilibrium distribution of a petroleum mixture between a
petroleum gas phase and a petroleum liquid phase, we
employed the PR EOS with the 1978 modiﬁcation:28,37,54
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−
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where P refers to the (total system) pressure, T is the
temperature, R is the molar gas constant, V̅ is the molar
volume, a is a parameter interpreted as an average measure of
the attraction between molecules, and b represents the average
volume occupied by the molecules. The parameters a and b are
dependent on the composition of the ﬂuid. Eq 1 was used for
both the petroleum gas and liquid phases. The reader is
referred to SI Section S-2 and to refs 27, 28, 37, and 54 for a
more complete description of the EOS model. To solve
numerically the PR EOS for a petroleum mixture, which can
occur as a single phase ﬂuid or as a two-phase gas−liquid
system, we use a combination of successive substitution,
stability analysis, and second-order minimization techniques,55
that we implemented in Matlab.56 These procedures are
described further in SI Section S-3.
The density of a petroleum ﬂuid, ρ, is given by28
ρ = ∑ ·
̅
x M
V
i i
(2)
where xi is the mole fraction of component i in the phase of
interest, Mi is the molar weight of component i, and V̅ can be
computed from SI eqs S-1 to S-12. The PR EOS underpredicts
the densities of liquid phases,28 which can be improved by the
volume translation introduced by Peńeĺoux et al.57 This
correction modiﬁes only the predicted densities and does not
aﬀect gas−liquid equilibria. We estimated the volume trans-
lation parameter (SI eq S-12) based on measured or estimated
critical properties of individual components of the mixture and
their acentric factors (ω).58 Additionally, we assumed that the
low mole fractions of water encountered in petroleum gas and
petroleum liquid phases at environmentally relevant temper-
atures33,59 do not aﬀect substantially the fugacities of petroleum
compounds in either the gas or liquid phases, therefore water
was not included as a component in the gas−liquid PR EOS
calculations. Finally, Macondo dead oil had a reportedly low
asphaltene content (0.9−1% by weight),60 and therefore we did
not consider EOS models that account for asphaltenes.61
We now consider the coupled equilibrium partitioning
between the petroleum gas and liquid phases and water, in
order to complete our description of the three-phase system.
We described the partitioning of a compound between water
and gas phase using the modiﬁed Henry’s law,32,35,36 which is
valid up to pressures of ∼100 MPa, corresponding to water
depths of ∼10 000 m:32,36
= * · ν*− · ̅ ·K P K P e( ) ( )H i H i P P R T, , ( ) /( )i
L
(3)
where KH,i is the Henry’s law constant of component i in units
of kg m−3 Pa−1, P* is the reference pressure at which the
Henry’s law constant is known (here atmospheric pressure, or
101 325 Pa), and νi̅L is the partial molar volume at inﬁnite
dilution of component i in water, assumed independent of
pressure and temperature. The Henry’s law constant was also
corrected for temperature:30,62
= * · − Δ · − *→ )(K T K T e( ) ( )H i H i H R T T, , / (1/ 1/ )gas H O i2 , (4)
where T* is a reference temperature (298.15 K), and
ΔHgas→H2O,i is the enthalpy of transfer from gas phase to
aqueous phase for solute i. Finally, the Henry’s law constant
was also corrected for salinity, according to the Setschenow
equation:30
= = · − ·K S K S( ) ( 0) 10H i H i C K, , isalt salt, (5)
where S is the salinity, Ksalt,i is the Setschenow constant of
component i, and Csalt is the concentration of salt in seawater
(∼0.5 M).30
■ RESULTS
Model Compositions of MRF. We ﬁrst report on the
formulation of pseudocomponents suitable for the three-phase
partitioning modeling of the MRF. Discrepancies exist among
diﬀerent reports of the composition of MRF. During the release
event, a sample (MW-1) of the emitted reservoir ﬂuid was
taken directly from the broken Macondo riser stub using an
isobaric gas-tight sampler (June 21, 2010).1 The measured gas-
to-oil ratio (GOR), deﬁned as the ratio of the volume of gas to
that of dead oil at atmospheric conditions, was 1600 standard
cubic feet per barrel for MW-1.1 Based on the sampling
procedure,1 and also because it was taken directly from within
the broken Macondo riser stub, we believe that MW-1 is
probably the most representative sample of the emitted
petroleum mixture, compared to other available samples
taken from collection vessels at the sea surface during the
event (see Reddy et al.1). However, other samples of the single-
phase MRF were taken from within the Macondo well before
the accident. The GOR of MW-1 diﬀers from values reported
for these prespill downhole single-phase MRF samples (2441−
2747, four-stage separation; 2819−2945, single-stage separa-
tion).63 Compared to prespill downhole samples, MW-1 did
not exhibit a systematic fractionation among the volatile
components (SI Section S-4), thus we infer that this sample
was not biased toward the petroleum liquid phase at emission
depth. Hence the apparent discrepancy in composition among
MW-1 and prespill downhole samples remains unexplained.
In view of these conﬂicting reports, we conducted
thermodynamic simulations for three diﬀerent reported
compositions of MRF:1,64,65 the MW-1 sample, represented
here by a model composition denoted MC1, and also two
diﬀerent prespill downhole samples (model compositions MC2
and MC3).
MC1 is deﬁned as follows:
(a) MC1 includes 131 individual compounds in sample MW-
1 that were quantiﬁed previously1 by gas chromatogra-
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phy−mass spectrometry (GC−MS) and by GC−FID,
including 74 saturated hydrocarbons ranging from
methane to n-C26, 56 aromatic hydrocarbons ranging
from benzene to C2-benz[a]anthracenes and chrysenes,
and CO2. (In SI Table S2 of ref 1, ﬂuoranthene was listed
incorrectly and the correct mass fraction of 4.6 × 10−6 g
g−1 in the reconstituted reservoir ﬂuid was used.) These
131 individual compounds represent 48.3% of the MW-1
mass. By comparing quantiﬁed individual compounds
with simulated distillation66 data (SI Section S-5),1,67 we
concluded that the emitted mixture composition is
approximately known on an individual-compound basis
up to n-C8, and the mass fraction of unknown
composition increases with increasing carbon number
after n-C8 (SI Figure S-4). We excluded individually
quantiﬁed n-alkanes >n-C26 (represented instead by
pseudocomponents, described in part c below), since
these compounds were assumed to undergo negligible
partitioning into the aqueous phase.13
(b) For MC1, we used GC × GC−FID data to deﬁne
pseudocomponents for hydrocarbons in the n-C8−n-C26
range, excluding individually quantiﬁed compounds.
Instrument settings and chromatogram preprocessing
methods68−71 are described in SI Section S-6. For
simplicity, we delineated the chromatogram by n-alkane
elution intervals (i.e., simulated distillation elution
intervals or approximate boiling points) along the ﬁrst
dimension, and we further segregated the chromatogram
space into ﬁve hydrocarbon groups along the second
dimension, including: saturated hydrocarbons, single-ring
aromatics, two-ring aromatics, three-ring aromatics, and
four-ring aromatics, based on known elution patterns of
these compounds38 (Figure 1b). The resulting grid of
polygons eﬀectively separates the GC × GC chromato-
gram mass into a set of pseudocomponents that are
suited to model gas−liquid−water partitioning. The mass
assigned to each pseudocomponent is proportional to the
total GC × GC−FID signal in the corresponding
polygon, minus the mass attributed to individually
quantiﬁed compounds (described below). This is
possible because the FID detector signal is approximately
proportional to hydrocarbon mass,68,72 enabling the
grouping and quantiﬁcation of structurally related
compounds.40,43,48
An approximate chemical structure can be assigned to
each pseudocomponent represented by the polygons in
Figure 1b (SI Section S-7). Compounds grouped within
a given pseudocomponent are expected to have similar
chemical structures and therefore exhibit similar proper-
ties (Figure 1c). Consequently each pseudocomponent
can be modeled using empirical fragment structure
contribution methods (next section). Additionally, the
131 individually quantiﬁed compounds represented by
category a (above) each were attributed to appropriate
polygons, and their mass was removed to avoid double-
counting. Using this procedure, 66 pseudocomponents
were deﬁned based on the n-C8−n-C26 elution range of
the GC × GC−FID chromatogram, representing 29.1%
of the MW-1 mass.
(c) Lastly, for MC1 we deﬁned 82 pseudocomponents
corresponding to single carbon number intervals from
n-C27 to n-C108 deﬁned from simulated distillation
data1,67 which represent 22.1% of the MW-1 mass (SI
Section S-8). More than 99% of the MW-1 dead oil mass
eluted before n-C108, and resins are considered included
in the GC-amenable simulated distillation mass up to n-
C108.
We also constructed MC1,do, deﬁned as the model
composition of dead oil from MW-1, based on reported
compositional data1 (SI Section S-9).
Model compositions MC2 and MC3 are based on previously
reported compositional analysis by Schlumberger (sample
1.18)64 and Pencor (sample 53),65 respectively, for two prespill
downhole MRF samples, both collected on April 12, 2010, at a
depth of 5529.7 m. Brieﬂy: we renormalized the detailed
composition of the MW-1 ﬂuid, based on the reported
Table 1. Validation of Property Estimation Methods with Available Experimental Data for Hydrocarbons
property available literature data
estimation
method
number of tested compoundsa
(out of 147b) RMSE (RMSRE)c
critical pressured Poling et al.73 group
contribution81,82
69 0.77 bar (3.7%)
critical temperatured Poling et al.73 group
contribution81,82
73 15 K (3.9%)
critical volumed Poling et al.73 group
contribution81,82
62 17 cm3 mol−1
(9.4%)
acentric factord Poling et al.73 group
contribution81,82
64 0.064 (280%)e
Henry’s law constant Sander62,f group
contribution83
60 13 mol dm−3 atm−1
(45%)
enthalpy of phase transfer from gas
to water
Plyasunov and Shock74 group
contribution84
26 3.2 kJ mol−1 (18%)g
partial molar volume at inﬁnite
dilution in water
Liu and Ruckenstein,75 Graziano (CH4 and
C2H6),
76 King (CO2)
36
eq 6 18h 3.2 cm3 mol−1
(4.8%)
Setschenow constant Ni and Yalkowsky77 Xie et al.,78 Schwarzenbach
et al.,30 Weiss79
eq 7 29h 0.026 L mol−1
(10.9%)
aCompounds for which literature data were available for a given property. bAll the compounds quantiﬁed in MW-1 by Reddy et al., excluding CO2.
1
cRoot mean squared error (RMSE) and root mean squared relative error (RMSRE), where the relative error is deﬁned as (estimated−
experimental)/experimental. dThe Avaullee et al. method was used only for PAHs.81 eThe large reported RMSRE value arises due to inaccurate
predictions for compounds smaller than n-C5. However, property estimates were not necessary for these compounds, since literature data were
available. See SI Section S-12 for more details. Exclusion of small compounds (≤n-C5) yields RMSE (RMSRE) values of 0.023 (6.4%). fHere we
retained only the measurement and literature review values from ref 62. gExcluding small compounds yields RMSE (RMSRE) values of 2.5 kJ mol−1
(6.6%). hIncludes CO2.
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simulated distillation data of the Schlumberger and Pencor
samples, in order to construct MC2 and MC3 (see SI Section S-
10 for the detailed procedure). MC1 includes 279 components
(no N2 quantiﬁed) whereas MC2 and MC3 include 280
components (including N2 at <0.25 mass percent). The
tabulated values of model compositions MC1, MC2, and MC3
can be found in Table 4-12 of reference 106.
Estimation of Input Parameters for the Thermody-
namic Model. To simulate gas−liquid−water partitioning for
the whole petroleum mixture according to the thermodynamic
model described by eqs 1−5, several properties must be known
or estimated for each component, including ω, the critical
temperature, critical pressure, critical volume, Kh, ΔHgas→H2O,
ν ̅L, and Ksalt. For compounds quantiﬁed individually, data for
some or all of these properties were found in existing
compilations.36,62,73−80 For the remaining cases, component
properties were estimated using group contribution or property
correlation methods, as described below. For pseudocompo-
nents deﬁned based on the GC × GC−FID chromatogram,
properties were estimated using the approximate chemical
structure assigned to each pseudocomponent.
For hydrocarbon compounds ≤n-C26, the group contribution
methods81−84 that we selected were found to exhibit root-
mean-squared-relative-error (RMSRE) values of <11% for ﬁve
out of eight of the needed input parameters, based on our
comparisons to available experimental data (Table 1).
Estimation methods for ω, Kh, and ΔHgas→H2O had RMSREs
of 280%, 45%, and 18%, respectively. However, these errors
drop to 6.4% and 6.6% for ω and ΔHgas→H2O, respectively, when
light compounds (≤n-C5) are excluded (SI Figures S-6 to S-
11). For the purposes of our thermodynamic simulations, these
property estimates were not needed for light compounds, since
literature data were available in these cases. Finally, uncertainty
exists regarding the correct Henry’s law constants for >n-C13
normal alkanes.85 However, in practice, this uncertainty is not
expected to aﬀect our results signiﬁcantly. During the
Deepwater Horizon release, normal alkanes >n-C7 were reported
to have not dissolved noticeably during ascent to the sea
surface.13 Finally, the temperature-dependent binary interaction
parameters (used by the PR EOS) were estimated based on the
group-contribution method by Jaubert and co-workers.86 This
method is parametrized for all pairwise interactions between
aromatic hydrocarbons, nonaromatic hydrocarbons, CO2, and
N2.
For the >n-C26 pseudocomponents, which were assumed
eﬀectively insoluble in water, we estimated only the properties
required for gas−liquid modeling with the PR EOS, namely the
critical properties and ω, using the Twu and Kesler-Lee
correlations (SI Section S-8).87−91 For the purpose of
estimating binary interaction parameters, each >n-C26 pseudo-
component was assumed to have the structure of a normal
alkane; this was preferred to a more recent method92 that was
not employed due to unphysical predicted carbon numbers for
large molecules.
New Proposed Correlations for Prediction of ν ̅L and
Ksalt for Hydrocarbons. For ν ̅L and Ksalt, no satisfactory
prediction methods were found that could be applied to all
components up to n-C26. Hence we developed and validated
new correlations for these two properties.
To adjust the Henry’s law constant for changes in pressure
(eq 3), we must estimate the partial molar volume at inﬁnite
dilution in water (ν ̅L). Based on data for CO2, three aromatic
compounds, two cycloalkanes, two branched alkanes, and ten
normal alkanes (SI Section S-13),36,75,76 we obtained the
following correlation (Figure S-12a; r2 = 0.995; root-mean-
squared error (RMSE) = 3.2 cm3 mol−1):
ν ̅ = · ̅ + · −V1.13 3.33 10iL iMG, 6 (6)
where ̅VMG i, is the McGowan molecular volume for component
i, which is determined with a group contribution method.30
Both ν ̅L and ̅VMG have units of m3 mol−1. A previous
correlation by Lyckman et al.,34,93 developed only with data for
gases, was found to provide less good predictions for
compounds other than methane, ethane, propane and CO2
(RMSE = 27.0 cm3 mol−1).
Since Ksalt depends principally on molecular size and
molecular polarity,94 we surmised that a simple two-parameter
correlation could be developed for hydrocarbons. Based on
reported data for 28 hydrocarbons plus CO2 (SI Section S-
13),30,77−79 we obtained the following correlation (SI Figure S-
12b; r2 = 0.83; RMSE = 0.026 L mol−1):
ν= − · + · ̅ +K M1.35 2800 0.0836i i iLsalt, (7)
where Ksalt,i is in L mol
−1, Mi in kg mol
−1, and νi̅L in m3 mol.
These correlation statistics are comparable to a previously
reported correlation based on the Abraham solvation model.94
Validation of Gas−Liquid Predictions of the Thermo-
dynamic Model for MRF. We compared our thermodynamic
model predictions for petroleum compositions MC1,do, MC2,
and MC3 to 87 property data measured previously on (a)
density (17 data), (b) gas−liquid partitioning (9 data), and (c)
viscosity (61 data) under a broad range of pressure and
temperature conditions. We also compared our model
predictions to those made by a tuned EOS model reported
previously by A. Zick.29 Validations of the thermodynamic
model for these three properties are discussed in turn below:
(a) The predicted density of the dead oil at surface
conditions (atmospheric pressure, 22 °C) is 819.6 kg
m−3 for the mixture MC1,do. This agrees well with the
measured value of 820 kg m−3 for MW-1 dead oil.1 The
predicted extent of change of the dead oil density with
increasing pressure agrees within 6 kg m−3 of the
experimental data by Abdelrahim, for pressures up to 15
MPa, obtained with a diﬀerent dead oil sample (SI Figure
S-13).95 For the Schlumberger prespill downhole
sample,64 our thermodynamic model predictions (for
mixture MC2) and the Zick model both agree with high-
pressure experimental densities, with maximum devia-
tions of 6 and 10 kg m−3 (∼1%), respectively (SI
Sections S-14 and S-15).
(b) For the Schlumberger sample, the experimental volume
fraction of petroleum liquid64 at 7.6−34.7 MPa and ∼117
°C agrees with our thermodynamic model predictions for
mixture MC2 to within 16% (SI Section S-15). At
emission depth (15.5 MPa and 4.3 °C), our thermody-
namic model and the Zick model both give similar
predictions for the Schlumberger sample: simulated gas
volume fractions are 39% versus 44%; predicted gas-
phase densities are 200 versus 194 kg m−3; and predicted
liquid-phase densities are 696 versus 699 kg m−3. Using
mixture MC3, our thermodynamic model also agrees well
with the liquid volume fraction given by the Zick model
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for the Pencor prespill downhole sample, at pressures
≤25 MPa (≤2500 m depth) and a temperature range of
−2 to 30 °C (SI Section S-15). At much higher
pressures, corresponding to conditions much deeper than
those relevant to the Deepwater Horizon release, our
thermodynamic model deviates from the correct gas−
liquid volume fractions (>25 MPa and −2 to 30 °C) and
also fails to predict the dew point (transition from one
phase to two phases through drop formation) at 43−47
MPa for −2−40 °C (SI Figures S-14 and S-15). This is
discussed further in SI Section S-15.
(c) We ﬁnd good correspondence between the viscosity
predicted by our model, using the Pedersen et al.90
viscosity model (SI Section S-14), for MC1,do (3.9 mPa s,
or centipoise, at 15 °C; 2.5 mPa s at 35 °C) and that
measured for the Macondo dead oil sample “ENT-
052210−178”96 (4.1 mPa s at 15 °C; 1.4 mPa s at 35
°C). Finally, our attempts to make comparisons with
high-pressure viscosity data for the Pencor prespill
downhole sample were confounded by the failure of
our thermodynamic model to correctly predict the dew
point, which occurs at very high pressures (46 MPa at 4.3
°C), using mixture MC3 (SI Figures S-14 and S-15).
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Additional discussion is provided in SI Section S-15,
including comparisons with the predictions of the Zick
model, which uses the Lohrenz-Bray-Clark97 viscosity
model.
Domain of Applicability of the Thermodynamic
Model. The formulas and approximations used in the
thermodynamic model are usually considered valid for typical
conditions found anywhere in the global ocean (depths of
<10 000 m, seawater salinity of ∼35‰, and seawater
temperatures of −2 to 30 °C).27,30,32,36,37,78 However, based
on the comparisons discussed above, we interpret that our
model predictions for the MRF are valid for gas−liquid−water
partitioning, densities, and ﬂuid viscosities at conditions ranging
from the sea surface to ≤2500 m depth (0.1 to 25 MPa and −2
to 30 °C), which encompasses the range of conditions explored
by petroleum ﬂuids during the Deepwater Horizon disaster.
Additionally, the presented model is not considered validated
for brines under oil reservoir conditions27,98 (explained further
in SI Section S-16), and further EOS modiﬁcations may be
required for heavier petroleum ﬂuids.
■ IMPLICATIONS FOR DEEP-SEA PETROLEUM FLUID
RELEASES
Thermodynamic simulation results have several crucial
implications for the behaviors and trajectories of petroleum
ﬂuids in the deep sea during the Deepwater Horizon disaster. By
deﬁnition, the thermodynamic model assumes that the phases
involved are at chemical equilibrium, and speaking formally this
describes the state to which the system will tend after inﬁnite
time. Nonetheless, the model provides very useful insights into
events that transpired in the deep sea. We interpret carefully
the signiﬁcance of the resulting implications, so that the reader
may avoid extending the results inappropriately to situations
limited by kinetics (time).
Estimated State of the MRF at the Broken Macondo
Riser Stub. Compared to a conventional sea-surface spill, the
high-pressure deep-sea conditions of the Deepwater Horizon
release modiﬁed profoundly the state of the emitted petroleum
mixture. Based on the estimated conditions in the Macondo
well pipe below the blowout preventer (∼24 MPa99 and 105
°C1), the mixture was in the two-phase region before its
emission into the sea (SI Figure S-14 and S-15). The emitted
ﬂuid cooled rapidly upon its introduction into ocean water,
based on the rate of water entrainment reported by Camilli et
al.100 and assuming heat capacity values of 2000 J kg−1 K−127,101
and 4000 J kg−1 K−1102 for live petroleum ﬂuids and seawater,
respectively. We infer that the petroleum ﬂuids cooled to 37 °C
within 1.5 m from the emission point, consistent with ﬁeld
observations,1 and were down to 10 °C within 7.6 m distance.
We also assumed that supersaturated gases reached partitioning
equilibrium with the petroleum liquid within only seconds after
emission from the broken riser stub, analogous to the common
observation that an agitated Champagne bottle evolves gas
rapidly when opened. Assuming gas−liquid equilibrium, the
emitted mixture is predicted to have been 29−44% petroleum
gas (by volume) and 56−71% petroleum liquid at emission
depth (15.5 MPa and 4.3 °C, Table 2), based on the range of
compositions of samples taken at the broken well stub (MC1)
and downhole before the spill (MC2, MC3). By comparison, the
petroleum mixture is 99.7% gaseous by volume at the sea
surface.1 Relative to surface conditions, the small value of the
gas volume fraction at emission depth is due largely to the
compression of the gas and to a lesser extent also due to the
increased partitioning of light compounds into the petroleum
liquid phase (Table 3). For example, 36−51% of the methane,
the lightest and most abundant compound in the MRF, is
predicted to have partitioned into the petroleum liquid phase at
emission depth, which decreases both the density and the
viscosity of the liquid phase. By comparison, 99.8% of methane
would reside in the gas phase under surface conditions. The
gas−liquid distribution of light compounds determines the
densities and sizes of bubbles and droplets, which inﬂuences
their velocities of ascent toward the sea surface.
Gas−Liquid−Water Partitioning Equilibrium in the
Deep Sea. Gas−water partitioning equilibrium changes rapidly
with changing pressure (Figure 2), whereas liquid-water
partitioning equilibrium is approximately independent of
pressure.1,103−105 Thus, thermodynamic considerations pro-
foundly favor dissolution of light (C1−C4) hydrocarbons into
deep waters, far exceeding that expected for a conventional sea
Table 2. Predicted Properties of Emitted Fluids at 1524 m
Water Depth (15.5 MPa and 4.3°C) and at Surface
Conditions (0.101325 MPa and 15.6°C), According to the
Thermodynamic Model
1524 m Water Depth
(15.5 MPa and 4.3 °C)
surface conditions
(0.101325 MPa and 15.6 °C)
property
values for model
compositions MC1 (MC2,
and MC3)
values for model composition
MC1
density of gas
(kg m−3)
181 (194, 194) 0.94
density of
liquid
(kg m−3)
707 (699, 690) 824
percent gas
(by volume)
29% (44%, 42%) 99.7%
viscosity of gas
(mPa s)
0.020 (0.022, 0.022) 0.011
viscosity of
liquid
(mPa s)
0.74 (0.69, 0.65) 4.1
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surface oil spill (Figure 2). Methane, ethane, propane, and
butane would be 141×, 33×, 11×, and 3× more water-soluble
at 1524 m depth than at the sea surface, according to
calculations. For example, if 1 mass unit of the MRF becomes
equilibrated with 100 mass equivalents of water at 1500 m
depth (which happened within minutes for small bubbles and
droplets106), then 15% of the MRF mass will have dissolved
into the aqueous phase, comprised mostly of light compounds.
By comparison, near the sea surface, a 1:100 mass ratio of
MRF:water would lead to equilibrium partitioning of only 0.6%
of MRF into the aqueous phase (Figure 2). To fully rationalize
the dissolution rates of petroleum ﬂuids in the water column,
we must perform detailed simulations of buoyant ascent, gas−
liquid distributions, and dissolution kinetics of bubbles and
droplets.106 However, the simple equilibrium partitioning
calculations shown above illustrate how deep-sea conditions
dramatically increase the thermodynamic driving force that
promotes aqueous dissolution of light hydrocarbons, when
compared to a petroleum release at the sea surface. This insight
is consistent with the reported discovery that emitted light
(C1−C3) hydrocarbons became >98% trapped in the water
column during the Deepwater Horizon disaster.1,13,107
Dispersants injected at emission depth would have lowered
interfacial tensions of gas−water and liquid-water interfa-
ces,95,108,109 which would decrease the sizes of bubbles and
droplets emitted from the broken Macondo riser stub, thereby
enhancing the rate of aqueous dissolution of petroleum
compounds.106 However, dispersants are not expected to alter
equilibrium partitioning of hydrocarbons into water unless the
critical micelle concentration (CMC) in water is exceeded.110
The key water-soluble component of the dispersant injected
near the broken Macondo riser stub was dioctyl sodium
sulfosuccinate (DOSS), which was measured in the deep-water
hydrocarbon plume at concentrations of up to 12 μg L−1.111
This level is about 4 orders of magnitude lower than the CMC
for DOSS,111 suggesting that DOSS did not inﬂuence the
thermodynamics of partitioning of hydrocarbons into water.
The role of dispersants is explored more extensively in recent
work.106
Expected Changes in Gas Bubble and Liquid Droplet
Densities under High Pressure. According to our model,
predicted densities are 181−194 kg m−3 for the petroleum gas
phase and 690−707 kg m−3 for the petroleum liquid phase at
ambient emission conditions (15.5 MPa and 4.3 °C) at the
broken Macondo riser stub (Table 2). Deep-sea conditions
thus aﬀect gas and liquid densities profoundly, and this in turn
inﬂuences the ascent velocities of gas bubbles and liquid
droplets at local pressure and temperature conditions, both due
to changes in buoyancy force and changes in shear stress
(friction) associated with changing bubble/droplet sizes.112
This is important because the surface areas and ascent velocities
of bubbles and droplets place controls on the rates of
dissolution and trajectories of petroleum compounds in the
deep water column.112
Were Dissolution and Evaporation Processes Respon-
sible for the Deposition of Petroleum Residues on the
Sea Floor? In the aftermath of Deepwater Horizon, petroleum
residues representing 1.8−14.4%113,114 or 0.5−9.1%113 of the
dead oil emitted into the environment was found on the deep
sea ﬂoor (900−1700 m depth).114 The transport mechanism of
these residues to sediments remains unclear.113 Valentine et al.
proposed deposition of liquid petroleum residues dispersed in
deep waters,114 whereas others proposed that surfaced liquid
petroleum residues sank due to sorption to negatively buoyant
aggregates of organic and inorganic material (“marine
snow”).115,116 Here, we used equilibrium partitioning simu-
lations to investigate the hypothesis that aqueous dissolution
and/or evaporation might suﬃciently alter the density of the
petroleum liquid to cause this material to lose buoyancy and
therefore sink. Aqueous dissolution and evaporation both
selectively remove light compounds from petroleum liquid,
thereby increasing the density of the liquid phase. According to
Table 3. Predicted Percentage in Gas and Liquid Petroleum
Phases, For Selected Compounds at 1524 m Water Depth
(15.5 MPa and 4.3°C) and at Surface Conditions (0.101325
MPa and 15.6°C), According to the Thermodynamic Model
1524 m water depth
(15.5 MPa and 4.3 °C)
surface conditions
(0.101325MPa and15.6 °-
C)
compound
percent in liquid
phase for MC1
(MC2, MC3)
percent in gas
phase for MC1
(MC2, MC3)
percent in
liquid phase
for MC1
percent in
gas phase
for MC1
methane 51 (36, 38) 49 (64, 62) 0.2 99.8
ethane 74 (59, 61) 26 (41, 39) 1.1 98.9
propane 83 (70, 72) 17 (30, 28) 3.7 96.3
n-butane 90 (82, 83) 10 (18, 17) 14.3 85.7
benzene 98.4 (96.3, 96.5) 1.6 (3.7, 3.5) 76.3 23.7
CO2 70 (54, 56) 30 (46, 44) 0.5 99.5
Figure 2. Simulated gas−liquid−water equilibrium partitioning of a
given mass of complete MRF with varying masses of seawater
(expressed as seawater-to-MRF mass ratio), shown with varying depth.
The color scale represents the simulated mass fraction of total
petroleum compounds in (a) seawater, (b) gas, and (c) petroleum
liquid phase. For any given depth and seawater-to-MRF mass ratio, the
sum of these three mass fractions equals one. The plots illustrate the
equilibrium distributions of MRF in hypothetical gas−liquid−water
systems at diﬀerent depths, and they should not be interpreted as
showing the compositional evolution of gas bubbles or liquid droplets
that undergo kinetically controlled aqueous dissolution of petroleum
compounds during buoyant ascent. To generate the plots, we assumed
a temperature proﬁle based on observed mean annual conditions in
the Gulf of Mexico as a function of depth,95 and we assumed a salinity
of 35 g kg−1 throughout the water column.
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the thermodynamic model, aqueous dissolution is insuﬃcient
to generate a loss of buoyancy (SI Section S-17). Extensive
evaporation of the surfaced oil (>50% mass removal for each
hydrocarbon lighter than n-C22) would be needed to produce
buoyancy loss (SI Section S-17). However, this hypothesis is
not supported by the composition of the petroleum residues
found in the deep-sea sediments, 15−20% of which contained
the light compounds n-C11 and n-C16.
114 Thus, results of gas−
liquid−water partitioning simulations argue against the
hypothesis that aqueous dissolution and evaporation processes
alone caused a buoyancy change that led to the observed broad
deposition of petroleum compounds on the seaﬂoor. However,
we ﬁnd that evaporation and aqueous dissolution processes
both increase the density of the petroleum liquid phase, and
these processes likely facilitated buoyancy loss, thereby aiding
other deposition mechanisms (e.g., marine snow).
Implications for Estimating the Volumetric Flow Rate
of Dead Oil from the Emission Source. We ﬁnd that the
uncertainty in the MRF composition, interpreted here as the
variability among the model compositions MC1, MC2, and
MC3, introduces a large uncertainty into the previously
reported estimates of the volumetric ﬂow rate of dead oil
(deﬁned at surface conditions) from the broken Macondo riser
stub. This has direct implications for ﬁnes that would be paid
by the responsible party.
According to some published estimates, the volumetric ﬂow
rate of dead oil is based on (1) measurement of a volumetric
ﬂow rate of emitted ﬂuids at emission depth, and (2)
conversion of this value into an estimated volumetric ﬂow
rate of dead oil at surface conditions.99,100,117 However,
converting the ﬂow rate at emission depth to an equivalent
ﬂow rate of dead oil at surface conditions depends on the
assumptions about the gas and liquid volume fractions at
emission depth. Our thermodynamic model is designed to
provide the needed information about gas and liquid volume
fractions. According to the model, 1 m3 of (gas + liquid)
petroleum ﬂuids at 1524 m depth (15.5 MPa and 4.3 °C) is
equivalent to 154 m3 of gas and 0.500 m3 of dead oil at surface
conditions (0.101325 MPa and 15.6 °C), assuming a single-
stage separation of model composition MC1 and assuming
negligible inﬂuence of hydrates on bulk properties of the
petroleum ﬂuid phases. However, with composition MC2, 1 m
3
of petroleum ﬂuids at 1524 m depth produces 182 m3 of gas
and 0.363 m3 of dead oil at surface conditions. Therefore, the
uncertainty in the MRF composition (MC1 versus MC2) leads
to an uncertainty of 32% in the estimated volumetric ﬂow rate
of dead oil. By comparison, previous reports have assumed a
value of ∼0.4 m3 dead oil per m3 of petroleum ﬂuids at
emission depth,2,99 or ∼0.8 m3 when methane was assumed
100% in hydrate form.100
Other available estimates of the volumetric ﬂow rate of dead
oil are based on reservoir modeling, using measured pressures
of the well after it was capped.118−121 In this case, the estimated
ﬂow of barrels of dead oil (at surface conditions) is obtained by
dividing the estimated volumetric ﬂow rate of single-phase
MRF within the well by the so-called formation volume factor,
which is dependent on MRF composition.118 Our model
estimates of the formation volume factor are 1.73 (for MC1) or
2.22−2.19 (MC2, MC3) for a single-stage separation from
reservoir conditions118 to surface conditions, which imply dead
oil volumetric ﬂow rates that diﬀer from each other by 25%. By
comparison, Dr. Paul Hsieh (US Geological Survey) used a
value of 2.35, provided to him by BP personnel.118
The above examples demonstrate that detailed knowledge of
the composition of the emitted petroleum ﬂuids is crucial for
ensuring accurate estimates of ﬂow rates for deep-water
releases. Additionally, resulting estimates of dead oil ﬂow
rates further depend upon the process by which the single-
phase MRF or the gas and liquid phases at emission depth
(15.5 MPa and 4.3 °C) are brought to surface conditions. For
example, a four-stage separation would yield ∼11% more dead
oil at surface conditions than the single-stage separation.63
These uncertainties illustrate that the volume of dead oil is a
problematic metric for imposing legal penalties on deep-water
petroleum ﬂuid releases, unless a clear thermodynamic
deﬁnition is introduced and used consistently. In contrast,
total mass of emitted petroleum ﬂuids would be a more broadly
useful metric, being independent of both pressure and
temperature conditions. However, under the legal precedent
established by United States of America versus BP Exploration &
Production, Inc., et al.,51 penalties imposed in the United States
are based on the emitted volume of dead oil.
Outlook. In upcoming work, simulated gas−liquid−water
equilibria and associated ﬂuid properties will be combined with
detailed modeling of bubble and droplet formation,26 buoyant
plume dynamics,122 aqueous dissolution kinetics, and hydrate
formation.123 These combined simulation approaches can be
used to improve our fundamental understanding of deep-sea
petroleum ﬂuid releases, further constrain hydrocarbon trans-
fers to the water column during such events, and improve
response planning for future deep-sea releases in other regions.
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