Abstract-This paper presents a phase-resolved optical coherence tomography (OCT) system that uses the polarization quadrature encoding method in a two-channel Mach-Zehnder interferometer. OCT is a powerful optical signal acquisition method that can capture depth-resolved micrometer-resolution images. In our method, a complex signal is optically generated, and its real and imaginary components are encoded in the orthogonal polarization states of one sample beam; absolute phase information can then be acquired instantaneously. Neither phase modulation nor numerical Fourier or Hilbert transformation to extract phase information is required, thereby decreasing data acquisition rates and processing time. We conducted signal post-processing to select data from the instabilities of reference scanning delay lines; the measured phase sensitivity was as low as 0.23 • , and the corresponding path-difference resolution was 265 pm. A localized surface profile measurement of a chromiumcoated layer deposited on a commercial resolution target surface was conducted. The results confirmed that successful images can be obtained even with very small optical path differences using the proposed method.
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INTRODUCTION
Today, optical coherence tomography (OCT), which is based on low coherence interferometry, has become a powerful tool that can support non-contact high-speed tomographic imaging in transparent and turbid specimens [1] . By using this technique, the depth-resolved intensity of backreflected or backscattered optical radiation can be measured that micrometer-resolution images can be captured. Recently, OCT using various phase-sensitive detection techniques has been proposed to detect longitudinal displacement with pico-to-nanometer sensitivity; this makes it possible to measure layered structures in semiconductors and bio-tissue surfaces or cell responses to various stimuli [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Table 1 summarizes the typical approaches that have been developed to detect the phase information with OCT. For an optical system constructed in free space, a differential phase measurement setup using dual-channel polarization-sensitive OCT with a Wollaston prism was first reported by Hitzenberger in 1999 [2] . A Wollaston prism is placed at the focal point of a lens, where it splits the sample beam into two components. Here the phase difference between the two resulting focal spots is measured similarly to the phase retardation measurement caused by a birefringent sample in polarization-sensitive OCT. This idea was applied to a differential phase-contrast OCT (DPC-OCT) system by Sticker et al. in 2001 [3] . The difference between the two phase functions is obtained by using an OCT system with Hilbert transformation of the measured interference signals. This method has also been demonstrated using fiber-based OCT [4, 5] . However, the distance between the two focal spots of the sample beams which is separated by a Wollaston prism, limits the transversal resolution of the phase-contrast image. Sticker et al. presented a DPC-OCM setup as well in 2002 [6] . In this study, two sample beams with different FWHM diameters were coaxially combined and focused onto the sample. Such an arrangement permits the path-length difference between the small spot beam and its surrounding to be measured and imaged-optical path length differences (OPL) as small as ∼ 2 nm were reported. However, in DPC-OCM ghost images are generated, and moreover, the image contrast is dependent on the direction of beam separation; this restricts the applications of DPC-OCM.
Alternatively, Christopher et al. [7] proposed an optical referencing method wherein the light from the second output of the Michelson interferometer goes to a reference gap. In such a case, the phase change of the light reflected from a sample relative to a reflective surface above can be measured, but the setup incorporates both fiber and free-space elements and is complicated. Moreover, full interferometric signals, and not just envelopes are required to extract the phase term by using Hilbert transformation.
From 2005, various Fourier domain-OCT (FD-OCT) systemsusing swept laser source [8, 9] , buffered Fourier domain mode-locked lasers [10] , or CCD array with a cooling system [9, [11] [12] [13] -have been proposed to extract depth-resolved intensity and phase information. In contrast to previous time domain-OCT (TD-OCT) phase measurement systems which involves the mechanical scanning of a reference mirror to perform A-scans in the time domain, the entire axial depth structure is acquired in parallel without involving any mechanical scanning of the reference mirror in FD-OCT systems enabling faster measurement and higher phase stability [14, 15] . Furthermore, FD-OCT systems can be constructed using a common-path configuration where the phase distribution of a sample referenced to the top surface of the coverslip is measured. Thus, longitudinal displacement detection at picometerscale levels has been demonstrated using FD-OCT systems [9] [10] [11] 13] .
In this study, we have proposed a phase-resolved OCT system that uses the polarization quadrature encoding method in a twochannel Mach-Zehnder interferometer. The complex signal is optically generated, and its real and imaginary components are encoded in the amplitude of the orthogonal polarization states of one sample beam; thus absolute phase information can be acquired instantaneously. Signal post-processing to select data from the instability of reference scanning delay lines is also introduced. The sensitivity of the longitudinal displacement detection at the picometer-scale level is achieved. The validity of the proposed method is demonstrated by performing experiments with a mirror for longitudinal displacement and the surface profile scanning of a chromium layer deposited on a commercial resolution target. The feasibility of the proposed method for samples with different reflectivities between orthogonally polarized light and whether the idea is applicable for FD-OCT system is also discussed.
THEORETICAL BACKGROUND AND EXPERIMENTAL SETUP

System Configuration
The experimental setup is shown in Fig. 1 . A collimated beam from a superluminescent diode (SLD) centered at a wavelength λ 0 of 830 nm with a spectral bandwidth ∆λ of 16 nm was used as a low-coherence light source in a Mach-Zehnder interferometer. The axial resolution -0.44λ 2 0 /∆λ -was approximately 18.9 µm. After passing through a half-wave plate (HWP) and a polarizing beam splitter (PBS), the incident beam was divided into signal and reference beams. A quarterwave plate (QWP) inserted into the sample arm was used to change the linear polarization state to circular polarized light. The 2 mm diameter beam was then focused by a 50 mm focal length lens (effective NA: 0.22) and scanned by a two-axis galvanoscanner mirror (XY-GM). A HWP was placed in the reference arm in order to rotate the S-polarized light into 45 • linearly polarized state. A grating-based rapid-scanning optical delay (RSOD) line [16] using a 160 Hz resonant scanner (Z-GM), which creates separately controllable phase and group delays, was used in the reference arm for axial scanning. Finally, the Figure 1 . Schematic diagram of the system. SLD, superluminescent diode; HWP, half-wave plate; QWP, the quarter-wave plate; M, mirror; BS1-BS3, non-polarization beam splitters; PBS, polarized beam splitter; RSOD, rapid-scanning optical delay line; Z-GM and XY-GM, z-, x-and y-axis galvanoscanner mirrors; BD P and BD S , balanced detectors; ADC, analog-to-digital converter; and PC, personal computer.
light reflected from the sample recombined with the reflected reference beam, and both horizontal (P-wave) and vertical (S-wave) components were directed toward two balanced receivers (BD P and BD S ) using two PBSs. Thus, the output signal current was not only double that from a single detector but also free from dc currents.
From the Jones matrix calculations, the interference signals V P and V S of the P-wave and S-wave components, respectively, are proportional to
and
respectively. Here A P (t) and A S (t) are the amplitudes of the P-wave and S-wave signals, respectively. In pure phase objects, A P (t) ≈ A S (t) = A(t). φ is the phase difference between the sample and reference arms in the P-wave and S-wave interference signals. When the source spectrum is centered on the pivoting axis of the galvomounted mirror, the RSOD generates only a group delay; no phase modulation is introduced during scanning [16] . Therefore, the two fully demodulated interferograms (i.e., without any fringe within their envelopes) have a 90 • phase difference; this can be represented as follows:
V P (t) and V S (t) corresponds to the imaginary and real parts of an analytical signal, respectively. From the above equations, the optical phase fluctuation is converted into amplitude modulation and can be detected by using the conventional envelope detection technique. Thus, neither complete interferometric signals nor numerical Fourier or Hilbert transformation by using computers are required to extract phase information. Both the amplitude and phase tomographic images with a size of 1.5 mm × 3.5 mm can be acquired within 1 s by using
Therefore, the difference in the OPL traversed by light between the sample and reference arms can be calculated from the phase term φ and the center wavelength of the source, λ 0 , as follows: Figure 2 shows a representative curve that demonstrates instabilities as a result of the presence of a mechanical device (i.e., resonant mirror in RSOD); this might cause path mismatch during various measurements. As given in (3) and (4), the envelope amplitude is dependent on optical phase fluctuations. Hence, as shown in Figs. 2(a) and (b), the positions of the maximum peaks in both P-wave and S-wave are separated. Multiple peaks also existed in the S-wave interferometeric signal, as shown in Fig. 2(d) . Therefore, we applied a selection algorithm to select data from the position of the maximum peaks in P-wave and S-wave separated by larger than 5 sampling points and when multiple peaks existed in either P-wave or S-wave signals.
Selection Algorithm
RESULTS
Figure 3(a) shows a representative V S (t) which is plotted as a function of time. The measured axial resolution of the system was ∼ 19.3 µm.
In this case, a fully demodulated interferogram is directly acquired by centering the source spectrum on the pivoting axis of the Z-GM, thus the sampling rate needed is below 1 kHz. We also recorded V S (t) signal as shown in Fig. 3(b) where the modulation frequency is set to 40 kHz by RSOD for comparison with our method. The sampling rate needs to be increased to 400 kHz so that the full interferometric signal was not distorted for phase information extraction.
(a) (b) Figure 3 . Interference S-wave signal recorded using a mirror as the sample in (a)without and (b) with phase modulation introduced during scanning. Figure 4 shows the results of the temporal stability test that is conducted by recording the φ signal from a mirror surface for a specified period of time. The phase sensitivity can be characterized by the variance of the phase, and is determined by the signal-tonoise ratio (SNR) of the phase measurement system [9, 11] . For a standard deviation (SD) of phase fluctuation of 0.23 • , which directly yields the minimum detectable phase, calculated within 1 s of the measurement, the sensitivity of the longitudinal displacement was 265 pm, as shown in Fig. 4(a) . For the measurement time of 25 s, as shown in Fig. 4(b) , the sensitivity of longitudinal displacement was 392 pm. The measured SNR of our system was 36 dB, under which condition the theoretical sensitivity is 29.8 pm. The difference between the theoretical and measured sensitivities may be due to the influence of background disturbances such as vibrations as a result of the presence of a mechanical device (i.e., resonant mirror) during the measurements.
In order to verify the OPL (7) of the output signal in our system, the phase angle variation with the optical path difference produced by displacing the mirror longitudinally at 20 nm per step was measured using a PZT-controlled precision stage. The experimental results are shown in Fig. 5 ; the dynamic range of the measured phase φ is observed to be −180 • ∼ 180 • , which corresponds to longitudinal displacement range of 430 nm. The measured data points are in good agreement with the expected values (solid line). However, the largest deviations occur when the measured phase φ is near 0 • , ±90 • , and ±180 • . In these cases, the systematic deviations are probably caused by the detection channels -either P or S -obtaining very weak or no signal; this can be proved by (3) and (4) .
The performance of the technique for quantitative phase imaging was tested with a commercial resolution target (Edmund: NBS 1963A); a chromium layer (thickness: ∼ 100 nm) was deposited on the target surface by evaporation. Fig. 6(a) shows a sketch of the sample arm configuration. A two-dimensional dataset of 100 adjacent axial scans was recorded within 1 s. Figs. 6(b) and 6(c) show the amplitudecontrast and phase-contrast images respectively. The amplitudecontrast image only shows the different reflectivities from the glass plate and the deposited chromium coating layer. However, from the phase-contrast image, a plot of the distribution of the differential phase between adjacent axial scans, ∆φ along the surface of the object can be extracted as shown in Fig. 6(d) . The change in ∆φ is ∼ 93.4 • , which corresponds to step heights of ∼ 107 nm between the glass plate and chromium coating layer. This result confirms that the phase detection of the interference signal (e.g., Figs. 6(c) and 6(d)) allow us to successfully image very small optical path differences that are invisible in amplitude-contrast images (e.g., Fig. 6(b) ).
DISCUSSIONS AND CONCLUSION
In this paper, a novel phase-resolved optical low coherence interferometer that permits simultaneous amplitude-and phase-contrast imaging has been proposed. By using the interference between circular polarization and 45 • linear polarization, a polarization quadrature encoding method was adopted in a two-channel Mach-Zehnder interferometer; this provides direct quantitative measurements of depthresolved phases with sub-nanometer scale sensitivity in the reflection mode. Other analog phase decoding methods also apply both quadrature components of the complex interferometric signal, whereas phase shifting [17, 18] requires sequential measurements for a single image, which decrease the imaging speed, and a stable and carefully calibrated reference-arm setup. The phase shifting technique is also sensitive to any interferometer drifts between phase-shifted acquisitions. Synchronous detection [19] , including lock-in detection and phase-locked loops, is not instantaneous and depends on the presence of an electronic carrier frequency. These methods lead to slower responses of the phase decoding.
In the proposed phase-resolved OCT configuration, a balanced detection technique removes the low-frequency background noise caused by different reflections of the RSOD during axial scanning and reduces the intensity noise [20, 21] . A signal post-processing is also used to select data from the instabilities caused by the reference scanning delay line. Thus, the measured phase sensitivity by this method is as low as 0.23 degree, which allows measurements of pathdifference resolution of 265 pm in a displacement range of 430 nm. It is obvious that our method has better phase stability than the phase sensitivity experiments described in prior literatures [2-4, 6, 8, 12] , which used either the Hilbert or Fourier transformation phase decoding method [22] . Besides, our technique which simply acquired optical phase fluctuation by using only the envelope decoding scheme has a reduction of data acquisition (e.g., at least 400 times less than the numerical phase decoding method as compared in Fig. 3) .
When compared to the use of polarization-sensitive OCT [23] [24] [25] [26] with polarization modulation for phase-sensitive detection [2] where the method measure the phase difference between the two separating and orthogonal-polarized sample beams in the same way as the phase retardation measurement in a birefringence sample. Our approach determines absolute phase difference between the sample and the reference arm by using optically generated complex signal who's real and imaginary components are encoded in the amplitude of the orthogonal polarization states of one sample beam. Thus, no coaxial beams or separate beams are necessary, lateral resolution can be easily improved by using high-NA lenses and confocal detection of the backscattered light.
However, although a two-channel Mach-Zehnder interferometer was adopted in our proposed system which allows better polarization control, a drawback of our method is that for samples with different reflectivities in orthogonally polarized light, the assumption that A P (t) ≈ A S (t) = A(t) is no longer satisfied; this leads to the following phase angle measurement
The systematic error in the OPL, ∆OPL, caused by the error between φ and φ N is shown in Fig. 7 as a function of φ and A S /A P ; A S /A P is the ratio between the amplitude of the S-and P-wave signals. It is obvious that either increasing or decreasing A S /A P causes the measured value of OPL to deviate from the actual value. For the sample with a constant reflectivity ratio between the amplitudes of the S-wave and P-wave signals, the distribution of the differential phases between the adjacent axial scans, ∆φ, along the surface of the object can be calculated. Thus the constant error in OPL is canceled out. Otherwise, a priori information about the distribution of A S /A P in the sample can be obtained by first offcentering the source spectrum on the mirror (i.e., Z-GM in Fig. 1 ) and then scanning the sample; the A P and A S terms in (1) and (2) can then be separately recorded and used to calibrate the phase measurement result by using a modification of (6) as follows:
In this study, the validity and feasibility of this novel phase detection method is confirmed by performing experiments using a TD-OCT system. Although system with fiber-based implementation and the differential phase retrieval method may be used for improving the phase stability, our result shows performance an order of magnitude less than from those of the displacement sensitivity by FD SDPM [9] , FDML-PSOCT [10] and SD-OCPM [11, 13] . We intend carrying out further experiments to evaluate the combination of this polarization quadrature encoding method with swept source-or CCD array-based FD-OCT system. From the Jones matrix calculations, the detected intensity using FD-OCT can be expressed by using a modification of Figure 7 . Contour plot of the systematic errors in measuring OPL, ∆OPL, as a function of actual phase angle φ, and the amplitude ratio A S /A P , caused by phase detection error in our proposed system when using samples with different reflectivities to S-wave and P-wave signals.
(1) and (2) as follows:
where k is the wavenumber; S(k) is the spectral density of the light source; R R and R are the reflectivities from the reference surface and the sample, respectively; and φ is the phase term. Thus, the phase information can be retrieved by directly using the complex spectral signal as
This is in contrast to the conventional phase-resolved FD-OCT system where the phase term is extracted by Fourier transformation of the detected spectral intensity and by tacking the argument of the transformed depth-resolved complex function. Since our approach is capable of obtaining phase information directly in spectral domain, thereby decreasing data processing time and the 2π ambiguity may also be corrected [13] . However, due to the extensive amount of information that needs to be addressed and further studies are required to support the suggestion, this will be the source of a separate publication.
