ABSTRACT In this paper, we present a novel method to estimate the dense scene flow from the aligned depth map and color image using variational framework. For scene flow estimation, most scenes can be seen as scenes composed by independent 3-D rigid parts, so we apply 3-D local rigidity assumption to data term as a fidelity measure for each pixel. Meanwhile, in order to improve the accuracy of scene flow estimation at the boundaries of motion, we assume that depth map and color image are aligned and utilize the boundaries information of depth map to yield smoothness term which is weighted by a depth map driven anisotropic diffusion tensor. In addition, an efficient numerical algorithm named primal-dual algorithm is implemented for the variational formulation of scene flow estimation. Our method is tested on the Middlebury data sets, and the real-world scene data set captured by KINECT. Experimental results show that our method can receive dense and accurate scene flow and preserve motion boundaries well.
I. INTRODUCTION
This estimation is a core research area of computer vision field. Scene flow can be used to describe the 3D motion field of a scene, which can be regarded as 3D extension of optical flow. Optical flow has been researched for several decades. Most top-performing methods adopt the energy minimization approach introduced by Horn and Schunck [1] . However, optical flow is just a two-dimensional apparent motion in the image plane. Therefore, the research on the scene flow estimation technology has important theoretical significance, and it can also greatly promote the applications of scene flow in various fields, such as 3D motion detection and segmentation [2] , [3] , and vehicle assistant driving [4] , [5] , etc.
The concept of scene flow was given by Vedula et al. [6] , in 1999, who proposed a framework to compute scene flow from optical flow. Then, many approaches have been proposed to compute the 3D motion field. Huguet and Devernay [7] proposes a method that concerns the estimation of scene flow in a variational framework and calculates the scene flow by coupling the optical flow estimation with dense stereo matching. In contrast to [7] , Wedel et al. [8] proposes an algorithm which decouples the disparity estimation from the scene flow estimation. ÄŇech [9] proposes a method which estimates semi-dense disparity and optical flow of a stereo sequence by growing correspondence seeds. Basha et al. [10] combines a 3D point cloud representation with a multi-view variational framework for scene flow estimation. The 3D point cloud is used to directly represent 3D space, and allows smoothness assumptions to be imposed directly on the scene flow. Vogel et al. [11] introduces a piecewise rigid scene model which allows to estimate 3D dense motion based on oversegmentation of the scene. Richardt et al. [12] proposes a method for estimating dense wide-baseline scene flow from two general handheld videos. Xiang et al. [13] presents a novel method of bilateral filter and adaptive TV penalty function based on variational framework for scene flow estimation from a calibrated stereo image sequence. Mayer et al. [14] publishes a large dataset for learning scene flow based on CNNs model and proposes a network for scene flow estimation. Xiao et al. [15] proposes a monocular camera scene flow estimation method based on a variational model, which combines occlusion function with energy function and uses coarse-to-fine schedule to overcome the large displacement problem. All these methods [7] - [15] use stereo or multi-view camera system to estimate scene flow.
Recently, with the popularity of consumer depth sensors, the depth information captured by a single view sensor can be used directly for scene flow estimation. Gottfried et al. [16] presents the first framework for RGBD scene flow estimation by applying color and depth video sequences acquired by KINECT. Hadfield and Bowden [17] estimates the motion of sparse points and performs postprocessing to obtain a dense motion field. Quiroga et al. [18] proposes a method to compute local scene flow by tracking in a Lucas-Kanade framework. However, [18] is a local method and can only obtain sparse flow field. Then, they combine both local and global approaches for RGBD scene flow estimation and receive dense flow field [19] . After that, they also propose a per-pixel over-parameterized representation using rotation and translation to capture the global rigid motion of the scene [20] . In [19] and [20] , they regard real scenes motion as locally rigid motion which can be solved using local rigid transformation. These methods [16] - [20] calculate scene flow by combining the image motion with the depth information, but the depth data is not exploited to constraint image motion boundaries. In order to increase the robustness as well as the accuracy of discontinuity preserving variational optical flow models, Nagel and Enkelmann [21] propose the anisotropic (image driven) regularization to decrease the well-known over-smoothing effects of the Horn and Schunck model [1] . Werlberger et al. [22] introduces an anisotropic (image driven) regularization based on the robust Huber norm for optical flow estimation. Inspired by [21] and [22] , we propose a depth map driven anisotropic diffusion tensor which can directly guide the 3D flow field smoothing to avoid the over-smoothness of scene flow.
In this paper, we propose a method of scene flow estimation which applies depth map driven anisotropic diffusion tensor to smoothness term and employs 3D local rigidity assumption which considers that all pixels in each image neighborhood belong to the same rigid surface in 3D scene. In addition, an efficient numerical algorithm named primal-dual algorithm is implemented for the variational formulation of scene flow. Our method can estimate scene flow using RGBD sensor directly, and the results of experiments show our method can obtain more accurate scene flow. The rest of this paper is organized as follows. Section II describes the method of scene flow estimation based on RGBD data. Section II-A focuses on scene flow energy function modeling which contains data term and smoothness term. Section II-B mainly discusses the energy function optimization. In section III, we present the experimental results tested on Middlebury datasets and FIGURE 1. At time t1 and t2, we can acquire the two RGB-D frames from the depth sensor. For the first frame at time t1, X 1 (X , Y , Z ) is one point in the 3D space in camera coordinate system, and x 1 (x, y ) is the projection of X 1 (X , Y , Z ) in image coordinate system. For the second frame at time t2, X 2 (X , Y , Z ) is the corresponding point of X 1 (X , Y , Z ) after moving.
real-world scenes dataset. Finally, we give a brief conclusion in section IV.
II. THE METHOD
Scene flow can be estimated by applying RGBD data of two consecutive frames which is captured by using a RGBD sensor. The projection and back-projection relationship between 3D space and 2D image are shown in Fig. 1 . The scene flow v(v x , v y , v z ) describes the 3D motion between t1 and t2,
For point X 1 (X , Y , Z ) in 3D space, the projection point x 1 (x, y) onto image plane can be given by,
where M is the camera intrinsic parameter matrix:
Z is the depth value of one point in the depth map. So x and y can be expressed as
The projection u(u, v) of scene flow v(v x , v y , v z ) can be given by
In the same way, we can have
So u(u, v) can be expressed as:
Then the warp function w(x, v) can be defined as
A. THE ENERGY FUNCTION
We apply variational approach to estimate scene flow and describe scene flow as an energy function consisting of a data term and a smoothness term. For the data term of scene flow estimation, we employ 3D local rigidity assumption, which means that a patch of scene is regarded as a 3D rigidity part and has consistent motion. To preserve the motion discontinuities of scene flow estimation, an adaptive TV regularization is employed to the smoothness term, which is weighted by depth map driven anisotropic tensor to avoid the oversmoothness of scene flow. The energy function of scene flow can be written as
where E d ( v) is the data term, and E s ( v) is the smooth term. α is the balance factor.
1) DATA TERM
Data term corresponds to brightness constancy constraint and depth constancy constraint. The brightness constancy constraint is given by
where the warp function w(x, v) can be expressed as Eq (10) . The depth constancy constraint is given by
where v z (x) is the Z component of the scene flow v(v x , v y , v z ), Z 1 and Z 2 are the depth maps. The residuals can be given by
where D = (0, 0, 1) T . In order to avoid the influence of the noise, occlusions or motion discontinuity, we apply the Charbonnier penalty as follows.
Then the data term can be expressed as
We apply 3D local rigidity assumption in data term, so when the scene flow is projected onto image plane, the 3D local rigidity assumption corresponds to image neighborhood N(x) rigidity assumption in image plane. Then we have
2) SMOOTHNESS TERM Many authors [16] , [18] , [19] , [22] apply the TV regularization in optical flow estimation and scene flow estimation.
Since the motion boundaries are more likely to appear at depth discontinuities, we apply depth map driven anisotropic TV regularization to smooth the scene flow in the 3D space. The anisotropic diffusion tensor is known as the NagelEnkelmann operator [21] , and has been successfully applied in the optical flow [22] , and many other fields [23] , [24] . The smooth term can be expressed as
where
The anisotropic diffusion tensor is defined as
where ∇Z (x) is the gradient of depth map. n =
∇Z (x)
|∇Z (x)| is the unit vector of the depth map gradient, and n ⊥ is the normal vector to n. Here, we use Canny operator to extract the gradient of depth map.
Finally, the whole energy function of scene flow estimation is
B. THE ENERGY OPTIMIZATION
To overcome the problem of large displacements, we apply the coarse-to-fine/warping scheme [25] . At the top level, an initial optical flow is estimated by minimizing an energy function. The initial flow is then up-sampled to the next pyramid level and used to warp the second image toward the first. This process is repeated at all levels of pyramid. For the numerical solution scheme, we are inspired by [19] and [22] , but the solution is not same because the energy function is differ from the method of [16] and [19] . For simplifying the optimization of the energy, an auxiliary variable v is introduced. A coupling term is also added, so that v is the close approximation of v. Then the energy function can be written as
where θ is a small constant. This convex minimization problem can be simplified into two problems. We can optimize the simplified problems by alternating and updating v or v in each iteration.
For v being fixed, we optimize
where η = θ α. This minimization problem can be solved point-wise. For every dimension, this problem can be regarded as a special version of the total variation based image denoising model of Rudin, Osher and Fatemi (ROF).
This minimization problem can be solved point-wise, which is a nonlinear optimization problem and can be solved by iterative reweighted least squares (IRLS) with the GaussNewton algorithm.
Step 1. Optimization of Eq (23) . This optimization problem is similar to the well-known ROF model. Chambolle proposed a projected gradient descent algorithm to minimize the ROF model, which is based on a dual formulation of the TV [23] . In order to obtain a similar algorithm to minimize Eq (24), we use the LegendreFenchel (LF) transform [26] to solve Eq (24) .
Assuming f H ( q) = q and applying the LF transform, we have
where * denotes the LF transform, and p is the dual variable. According to the nature of LF transform, we have
So f H ( q) can be expressed as
Then the Eq (23) becomes,
Applying the divergence theorem, Eq (30) can be changed into
For every point, the functional derivative of Eq (31) w.r.t.
Then:
For every point, the functional derivative of Eq (30) 
Applying a projected gradient descent update scheme, we can get
where τ ≤ Step 2. Optimization of Eq (24) Assuming that an initial estimate v (v x , v y , v z ) is known, we solve for increments v ( v x , v y , v z ), we have
Applying the first-order Taylor expansion, we have
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For every point, set the functional derivative of Eq (38) w.r.t. v to zero, then we have
From Eq (38), we can get
The incremental scene flow v can be computed by the following a iterative procedure. Initializing v = 0, then we have,
Then
And we also have
The general optimization problem is minimized by the above two steps. For v being fixed, we solve v by minimized Eq (23),and for v being fixed, we solve for v by Eq (24) . So the scene flow estimation is achieved by alternating estimation of v and v . 
III. RESULTS AND DISCUSSION
In experiments section, we tested our scene flow method using Middlebury datasets and RGBD data captured by Kinect. The method was implemented with C++. We tested our algorithm on a system with an Intel Core i5-4590-3.30 GHz CPU, 8G memory and Windows 10 64-bit operating system. Since RGBD scene flow estimation is a relatively new field, it is hard to find an effective RGBD testing dataset with ground truth. So we used Middlebury stereo datasets (Cones and Teddy) to simulate the RGBD data. We calculated scene flow by applying color images and disparity maps with ground truth of the Middlebury Cones and Teddy datasets, and compared with other methods [7] , [10] , [11] , [19] , [27] , [28] . For evaluating our method on more complex scenes, we performed the evaluation using the real-world data acquired by KINECT V1. KINECT is the most popular depth sensor which can acquire high-quality depth data. For KINECT V2, the resolutions of color images and depth maps are obviously different, which guide hard to align the color images with depth maps, so we just used KINECT V1 to test our scene flow method.
A. MIDDLEBURY EVALUATION
The scene of images in Middlebury stereo datasets can be described as a fix camera which observes moving objects in the scene along the X axis, and the movement in Y and Z axis is zero. We applied image 1 of each datasets as the first frame and image 2 as the second frame, both in quarter-size. The ground truth for the optical flow is given by the disparity map from frame 1. Thus, our method can be evaluated in 2D space. For the error measurements, we applied Average Angular Error (AAE) and Root Mean Squared Error (RMSE) of flow. The AAE is shown as following,
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where (u i , v i ) denotes the ground truth flow at point i. (u i , v i ) denotes the predicted optical flow at point i. k is the factor of error. The RMSE is defined as Eq (66),
To prove the significance and advantages of the proposed method, we compared our approach with the typical optical flow method [28] , stereo-based methods [7] , [10] , [11] , and the RGBD scene flow methods [19] , [27] .
The Fig. 2 shows the Teddy stereo dataset, and the Fig. 4 shows the estimated optical flow and ground truth flow of Teddy dataset. The Fig. 3 shows the Cones stereo dataset. The Fig. 5 shows the estimated optical flow and ground truth flow on the Cones stereo dataset. Graphical comparisons of optical flow estimation from different methods are shown in Fig. 6 . We compared our method with [7] and [11] . From  Fig. 6 , it can find that our method can obtain more detailed and smoothed flow fields. We encoded the motion using the color encoding scheme [29] .
The numerical results are presented in Table 1 which are compared to other scene flow estimation methods and the recently optical flow method. From Table 1 we can find that the proposed method can achieve better results for RMSE of Teddy and AAE of Cones. This is due to we improved the parameter settings and modified the design of energy function. During calculating the scene flow on each pyramid layer, we applied the median filter that has been proved to be very effective in [30] . Especially for the Teddy dataset, the RMSE and AAE of our method both are nearly the half of [19] . Reference [27] is an particle-based scene flow estimation algorithm, which performed the scene flow estimation directly in the 3D space. In contrast to [27] , our method applied the 3D local rigidity assumption which can reduce the effect of noise in most cases. The RMSE of [10] on Cones dataset is better than our method. And the AAE of [10] on Cones dataset and RMSE on Teddy dataset are near to our method. Reference [10] presents a novel 3D point cloud representation, which uses to directly model the desired 3D unknowns and allows smoothness assumptions to be imposed directly on the scene flow and structure. Cones dataset is characterized by relatively round surfaces, such as vertebrae, teacup and mask. Because [10] constrains scene flow in 3D point cloud space directly, [10] can better handle these round surfaces in 3D space. Our method does not directly represent threedimensional scene as a point cloud. Instead, we employ a 3D local rigidity assumption for scene flow estimation. Teddy dataset have many sharp edges relative to Cones dataset. Our method has better results in dealing with sharp edges. Reference [28] is an optical flow method, which combines a matching term with energy function. The matching term can extract matching descriptor which is an useful information for optical flow estimation, so the AAE of [28] on Teddy dataset is lower than other methods. However, [28] can only estimate optical flow, our method can estimate scene flow directly which contains more information for describing the motion of 3D.
In order to fully evaluate the accuracy of our algorithm, we used other error measurements additionally, such as MSE (Mean Squared Error), MAE (Mean Absolute Error) and EPE (Endpoint Error). The MSE is defined as
the MAE is defined as the EPE is defined as
For our method, we used anisotropic smoothness based on depth map driven, which can achieve a more accurate smoothing operation at the motion boundaries. Table 1 shows our method can achieve better results for RMSE on Teddy and AAE on Cones comparing to [7] , [10] , and [11] . Table 3 shows the results evaluation using MSE, MAE and EPE error measurements.
B. REAL-WORLD EVALUATION
For the Teddy dataset and Cones dataset, the 3D motion is just from camera translation, which can not fully evaluate the performance of scene flow methods, so we further tested our method on real-world data in this section.
We used KINECT to take a couple of depth maps and corresponding color images from the real-world. Fig. 7 to 12 show the scene flow estimation on real-world datasets. In Fig. 7 , the color images and the aligned depth maps are acquired from KINECT, and the main moving object between the two color images is the human hand. In Fig. 8 , the edges of depth map are detected using Canny Operator. The Canny Operator is an edge detector, which can extract the information of edge in image. The Fig. 9 shows the experimental results of the optical flow and scene flow estimation with different assumptions. In Fig. 9 , (a), (b) and (c) are the optical flow in different conditions. (d), (e) and (f) are the corresponding scene flow. Observing (d) and (e), the scene flow of (d) is more sensitive to the noise rather than (e). The noise region is circled in (d). The error can be caused by the brightness changes of the intensity image and the abnormal disturbance of the depth map. But when 3D local rigidity assumption is employed, (e) shows that the noise can be removed in most cases. Therefore, the effectiveness of 3D local rigidity assumption is verified by comparing (d) with (e). Further, we can still find that motion field also has partial loss and motion boundaries are blurred in (d), especially for the region of thumb. When the depth map driven anisotropic diffusion tensor is employed in estimation, the result is shown in (f), and the motion boundaries are sharper and more accurate than (e). In Fig. 10 , the second row is an example of scene flow estimation using real-world data, which is not combined the depth map driven anisotropic diffusion tensor. The third row of Fig. 10 is an example of scene flow estimation which combines the depth map driven anisotropic diffusion tensor. The results show that the depth map driven anisotropic diffusion tensor can keep motion boundaries sharper and can avoid the over-smoothness of the scene flow. In Fig. 11 , the main motion in the image comes from the motion of the human body in the Z direction, which can not be estimated by optical flow methods. In Fig. 12 , we tested our approach on more complicated scene, which has two moving people in image. And the main moving directions of the objects in the image are X and Z directions. Above all, the evaluation on real-world data verified the effectiveness of 3D local rigidity assumption and depth map driven anisotropic diffusion tensor.
C. RUNNING TIME Our algorithm is tested on an Intel Core i5-4590-3.30 GHz CPU. In our experiments, we set different neighbor size N(x) to test the running time. Fig. 13 shows that the running time is affected by the rigid domain N(x). From Fig. 13 , we can find that the running time increases with the expansion of N(x). Table 2 shows the details of running time and N(x). The N (x) = 1 * 1 means that the method is not combined 3D local rigidity assumption. Finally, we set N (x) = 3 * 3.
IV. CONCLUSION
In this paper, we presented a new method to compute dense scene flow from RGBD images in variational framework. In order to improve the accurate of the scene flow estimation and preserve the motion boundaries, we employed 3D local rigidity assumption and proposed a smoothness term weighted by depth map driven anisotropic diffusion tensor. Our method has been tested on Middlebury stereo datasets and real-world datasets. The experimental results on Middlebury datasets show that our method can achieve better results comparing with the previous dense scene flow methods. The real-world experimental results show that the depth map driven anisotropic smoothness term has a marked impact on the quality of motion boundaries preserving. In the future, our work will explore the rich information in depth data for 3D motion analysis. 
