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This paper presents a novel approach for self-healing in cellular networks based on the
application of mobile terminals context information: time, service, activity, identity and,
especially, location. Context information is therefore used to support root cause analysis,
providing improved network fault diagnosis compared to classical non-context-aware
approaches. The integration of context information is implemented by means of the newly
deﬁned contextualized indicators. These are used in order to integrate user equipment con-
text information in pre-existent failure management schemes. The presented techniques
are especially suitable for indoor small cell scenarios, whose particular conditions of
dynamic user distribution, overlapping coverage, dynamic radio and service provisioning
environment, etc., make previous diagnosis schemes especially unreliable. The algorithms
and methodology for the proposed context-aware system are deﬁned and its performance
is assessed by means of an LTE system-level simulator.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Troubleshooting is one of the most time and resource-
consuming tasks in cellular network operations. Faults in
network elements (e.g. in base stations, backhaul, etc.)
often end up requiring ﬁeld engineers and/or technicians
visits to the site, which introduce high expenditures. Base
stations are extremely complex systems, composed of mul-
tiple and redundant equipment, from the power supply to
the pure communication subsystems. The lack of a proper
knowledge of the causes of a failure can easily lead to high
delays in fault recovery. This may include multiple visits to
the site and/or long system monitoring time, with the
corresponding costs and disruption of the user service,
which strongly impacts the operator brand image.Operators and standardization bodies have proposed
different approaches to reduce these expenditures by
means of automating network failure management. In this
ﬁeld, the Next Generation Mobile Networks (NGMN)
Alliance [1] and the 3rd Generation Partnership Project
(3GPP) [2] deﬁned the Self-Organizing Networks (SON)
concept [3]. SON encompasses three main areas of cellular
system operations, administration and management
(OAM): self-conﬁguration, the initial automatic conﬁg-
uration of the network elements; self-optimization, the
tuning of network parameters to adapt the system to
changes; and self-healing, the automatic identiﬁcation
and correction of network failures.
Self-healing consists of fault detection, root cause
analysis (diagnosis), compensation and recovery. In spite
of being one of the key factors to keep the quality of service
(QoS), self-healing has been scarcely analyzed in the litera-
ture, partly due to the intrinsic difﬁculties of network fail-
ure identiﬁcation in such a complex system as a cellular
network.
Normal cells
Vicm cells
Faulty cell
Aﬀected areas
Fig. 1. Faulty/victim cell example.
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application of self-healing in current deployments.
Cellular infrastructure consists in heterogeneous networks
(HetNets). These are characterized by the simultaneous
coexistence and interaction of multiple radio access tech-
nologies (RATs) such as GSM, UMTS, LTE (Long-Term
Evolution) and different cell station deployment models
(e.g. femtocells, picocells, etc.). HetNets complexity leads
to an increased demand for automatic, fast and accurate
diagnosis mechanisms.
On the other hand, the wide market penetration of
smartphones and tablets (about the 74% of mobile term-
inals [4]) enlarges the amount of distributed sensing and
computational capacity in the network. New mobile term-
inals are powerful platforms highly equipped with sensors
and applications that increase the availability of terminals
and users’ context information [5]. Context encompasses
information on the user conditions such as location and
activity, opening the opportunity to make use of this data
for network diagnosis purposes.
In this way, user equipment (UE) data can be included as
a new source of information for self-healing, where such
solutions are especially promising in the ﬁeld of indoor
deployments of small cells. Small cells are low powered
base stations aiming to provide speciﬁc coverage to certain
spots and increasing frequency reuse [6]. Their deploy-
ments are characterized by overlapping cell coverage areas
(between small cells and with the macrocells). Also by
highly variable distributions of the UEs, as the reduced
coverage areas (in the range of dozens of meters) allow fast
variations in cell occupation. Furthermore, small cell net-
works are commonly more prone to failures as they are
often more accessible to unintentional or intentional dam-
age and rely on vulnerable infrastructure: especially fem-
tocells, which make use of common broadband
connection and routers. All these characteristics make
small cell networks especially predisposed to failures that
may stay undetected for long periods of time.
In this respect, UE context data related to the users’
services, activity, consumption, applications and, espe-
cially, location would be an invaluable source of support
to overcome the described challenges for self-healing at
indoor scenarios. This work is focused on the deﬁnition,
description and assessment of the novel concept of con-
textualized indicators to integrate such information into
existing diagnosis mechanisms, highly increasing their
accuracy.
This work is organized as follows: Section 2 presents
the general problem formulation, as well as the literature
review and the contributions of this work. Section 3
deﬁnes the mathematical processes related to the
generation of contextualized indicators. Section 4 inte-
grates the contextualized indicators into a complete
diagnosis scheme. Section 5 assesses the challenges
related to performance indicator generation and estab-
lishes three main approaches to deal with the possible
lack of samples for their calculation. Section 6 shows
the results of evaluating the presented mechanisms in
an LTE system-level simulator modeling a key indoor
scenario. Finally, Section 7 presents the conclusions of
the work.2. Problem description
In the analysis of network performance, a problem is
deﬁned as a degradation in the service provision [7], e.g.
dropped calls, while the fault or cause refers to the speciﬁc
software or hardware issue that generates the problem.
Problems are commonly deﬁned at cell level, even if they
may be located at other levels of the infrastructure such
as at the operator’s core and the backhaul.
If a cell has a problem, it is categorized as problematic.
Depending on the origin of the failure, a cell can be also
categorized as faulty, if it provokes the cause/fault of the
problem; or victim if the cell itself does not generate any
fault but it is affected by other faulty cells. For example,
a victim cell can be overloaded by the trafﬁc coming from
the outage of another close cell. Victim cells are usually
adjacent neighboring cells to the faulty one but not
necessarily, as shown in Fig. 1. For example, a cell can suf-
fer interference coming from distant base stations trans-
mitting at high power in the same frequency band.
In this ﬁeld, root cause analysis consists of the diagnosis
or identiﬁcation of the speciﬁc cause generating a problem.
This step is essential to select and execute the necessary
actions to compensate for and/or recover the network from
the fault. Root cause analysis has been commonly based on
the correlation and statistical analysis of different sources
of information gathered from faulty and/or victim cells
and their associated infrastructure. In this respect, the
main sources of information are:
 Alarms: automatic fault event messages generated by
network elements.
 Mobile traces: measurements gathered from speciﬁc
users or operator’s test terminals.
 Network counters: radio measurements periodically
reported to the OAM system by network elements.
 Key performance indicators – KPIs: combinations of mul-
tiple counters.
 Status monitoring: continuous (periodical or by demand)
collection of information related to the status of a net-
work element, commonly bases stations, e.g. heartbeat
signals.
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NGMN and 3GPP have recently identiﬁed the concept of
SON enablers as additional inputs for failure management
[8]:
 Performance Management and Direct KPI Reporting in
Real-Time, which allows to gather statistics, alarms
and cell data within very short time intervals (min/s).
 Subscriber and Equipment Traces, which deﬁne mecha-
nisms for monitoring particular network elements or
terminals for a certain period of time.
 Minimization of Drive Tests (MDT), which enriches pre-
vious trace mechanisms by adding localization informa-
tion to the UE reports. Here, UE positions are estimated
by means of cellular techniques, e.g. timing advance, or
global navigation satellite systems (GNSS).
Originally, root cause analysis was mainly based on
alarm correlation. However, very often the same alarms
can be triggered by different failure causes, therefore
reducing their usability for fault identiﬁcation.
Additionally, a problem may not activate any explicit
alarm. This makes the analysis based on other information
sources (network counters, KPIs, status monitoring and
mobile traces) essential for failure diagnosis analysis. All
those sources will be indistinctly referred as indicators
hereafter.
2.1. Classical indicators
Based on the presented sources of information, the clas-
sical mechanism for network monitoring is presented in
Fig. 2 left column. In such an approach, the performance
analysis is based on indicators at cell level, kM , where k
refers to the speciﬁc indicator andM is the set of measure-
ments from which is calculated. The majority of these indi-
cators are generated by statistical analysis of theFig. 2. Classic and proposed contextualized appmeasurements and/or event-related counters coming from
the UEs in the serving cell. For example, the call drop ratio
of the cell, the Xth-percentile of the UE received power, etc.
Particularly, the indicators related to measurement reports
are calculated based on statistics of the received UE sam-
ples (e.g. m0ðui; tÞ from the UE ui at instant t).
In this classical view, the set of samples used for
calculating a value of the indicator depends uniquely on
the period of time when they were gathered and the serv-
ing cell of the reporting UEs. The process is classically
transparent for the network operator, the indicators being
automatically generated by the OAM system, providing in
consequence a value of kM ½n for each observation period
n, for example each hour.
In small cell networks, one of the main issues of using
classical indicators for diagnosis is the highly overlapped
coverage areas. This might lead to a failure not being sig-
niﬁcantly reﬂected in the statistics depending on the dis-
tribution of the UEs. For example, the problem may stay
hidden for the operator till a speciﬁc UE spatial distribution
and/or trafﬁc demand (peak hour) provokes an explicit
degradation in the network service. However, the problem
should be averted in advance to avoid its impact on net-
work service provisioning.
Additionally, the small coverage areas can easily lead to
a low number of UEs per cell and fast changes in their dis-
tribution. This can result in lack of data for the indicator
calculation or drastic variations in the statistics. In the
future, such an issue will become even more critical, as
SON functions are expected to reduce their response time
from the classical hours to min/s in order to provide fast
response to network issues [9].
The use of direct information at the UE level could help
to overcome those issues. Classically these reports are
obtained from particular UEs by subscriber traces, drive
test, MDT or over the top applications. Such information
allows analyzing the service performance of speciﬁcroaches for KPI generation mechanisms.
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tional context information, typically the UE location
obtained in drive tests and MDT. However, as represented
in Fig. 2 central column), the analysis of the context of such
data has been till now mainly based on human expert
analysis, which is extremely time consuming. Also, the
manual approach lacks the required automation for fast
response to network failures.
2.2. Related work
To improve the presented situation, an automatic
approach for using context information in diagnosis
is deemed indispensable in current OAM systems,
especially given the growing demand of complex cellular
infrastructure.
However, until now, studies in self-healing have mainly
centered their analysis in macrocell scenarios. Refs. [7,10]
proposed general frameworks for self-healing procedures
in such environments, establishing the bases for the use
of KPIs for diagnosis purposes.
Refs. [11,12] deﬁned further reﬁnements in the treat-
ment of the indicators in detection and diagnosis,
incorporating procedures to model different failure causes
and comparing them with real time current network
states. However, no context information was included in
those studies.
The idea of using direct UE reports can be considered in
line with the works on MDT, recently incorporated to the
standard [13,14]. As previously explained, in MDT the
UEs report special measurement messages that include,
when possible, localization information. Such localization
is roughly estimated by cellular based methods (e.g. timing
advance, propagation delay, etc.) or GNSS. However, MDT
approaches mainly address ofﬂine performance analysis
of the network and no previous work has presented a sys-
tematic approach for incorporating this information to
online diagnosis in indoor small cell environments.
Some mechanisms could be used for the integration of
context information into the analysis of network perfor-
mance. Ref. [15] included the UE position as an additional
parameter for generating macrocell diffusion maps for
sleeping cell detection. Ref. [16] suggested the use of a
semantic reasoner and clustering map in the ﬁeld of gen-
eral telecommunication service adaptation. However, such
mechanisms did not provide a numerical straightforward
indicator on network performance, implying the modi-
ﬁcation of current network monitoring procedures.
Therefore, its adoption in current systems is not evident.
Ref. [15] proposed the use of diffusion maps (a data
mining technique) for detection of the sleeping cell prob-
lem. While that work used simulated positioning informa-
tion of the UE, it did not elaborate on the comprehensive
application of such information, also focusing the analysis
only on an elementary reference macrocell scenario and a
very limited set of network problems.
Additionally, previous work of the authors [17] pro-
posed a location-aware architecture that could partially
support OAM context-based functionalities. However, this
work only presented a self-optimization showcase tech-
nique. Also the tutorial work presented in [18] deﬁned ageneral framework for context-aware self-healing and
indicated the general conditions for its application in small
cell scenarios. However, no comprehensive methodology
was included and just a showcase mechanism for cell dis-
connection was proposed.
2.3. Proposed solution
Therefore, a lack of comprehensive developments in the
ﬁeld of cellular network failure management based on con-
text information has been identiﬁed. However, the use of
context information has been considered useful for self-
healing and, therefore, it is analyzed in this work. Thus, this
paper presents a novel approach for integrating context
information into self-healing. This is achieved by means
of contextualized indicators, which combine radio perfor-
mance measurements and UE context information. These
indicators will have the advantage of being easy to inte-
grate in current diagnosis mechanisms. In terms of the
considered evaluation scenarios, the proposed approach
can be applied indistinctly for macro and small cell
environments. This paper will be focused on indoor small
cell scenarios, these being the more challenging from a
self-healing perspective, and therefore those that could
beneﬁt the most from the proposed developments.
Here, the main contributions of this work are: ﬁrstly,
the deﬁnition of the contextualized indicator approach as
a way to introduce context information into current self-
healing mechanisms for cellular networks; secondly, the
mathematical formulation of such an approach in a com-
prehensive manner that allows the deﬁnition and applica-
tion of any particular set of context sources by deﬁning
context masks; thirdly, the integration of these contextual-
ized indicators into a diagnosis scheme; fourthly, the
analysis of the implications of the proposed approach from
a computational and architectural way and from the per-
spective of both consumers and operators; and ﬁfthly,
the assessment of the proposed approach by a particular
example of context mask based on location, evaluating
the capabilities of the approach for a key simulated sce-
nario. This approach can be applied for macrocell and small
cell scenarios alike. However, its evaluation will focus on
the small cell case, being one of the most challenging
environments that could beneﬁt from the approach.
3. Contextualized indicators
This paper proposes the construction of contextualized
indicators for network analysis, where both UE radio mea-
surements and context are used to generate the indicators.
In order to do so, the mathematical expressions related to
such indicators are deﬁned. This way, a contextualized
indicator kMc ½n is deﬁned as:
kMc ½n ¼ uMc ð m0ðui; tzÞ; cðui; tzÞjui 2 USC; tz 2 Tnf gÞ; ð1Þ
where the contextualized statistic uMc is calculated based
on both measurements m0ðui; tzÞ and their related context
cðui; tzÞ. Here, ui refers to a speciﬁc UE of the set of network
reporting terminals, USC. Contrary to classic indicators at
cell level, these UEs do not have to be served by a unique
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vation period Tn.
The context of one UE is composed of different cate-
gories and values, such as location, user category and ser-
vice conditions:
cðui; tzÞ  xðui; tzÞ; yðui; tzÞ; zðui; tzÞ; scðui; tzÞ; . . .f g; ð2Þ
where x; y; z represent the position of the UE when the
measurement was gathered and sc indicates the serving
cell. Many more context parameters can be deﬁned, such
as current demanded quality of service, trustfulness in
the terminal report, terminal orientation and speed.
Some of this context information can be directly received
from the terminal or they may be estimated from other
parameters. For example, UE speed, if required, may be cal-
culated from previous position reports.
This method greatly differs from that presented in [18],
where the measurements of each particular terminal are
analyzed based on historical positioned data. Hence, a cer-
tain period of time would be required to start generating
meaningful data about each UE. This makes that approach
more dependent on the recorded database of previous
samples and on the mobility of each terminal.3.1. Statistics calculation
Once the collection of measurements and context for a
certain period has been obtained, how to generate the con-
textualized statistic uMc should be deﬁned. This paper pro-
poses the use of sample weights for this task.
Sample weights are a concept applied in the ﬁeld of
population statistics and social polling [19]. In social poll-
ing, sample weights are mainly used to tame the effect of
heterogeneous sampling likelihood of a particular pop-
ulation group. However, they have not been, to the best
of the authors’ knowledge, previously applied in cellular
networks monitoring.
In order to have a comprehensive way to calculate any
desired statistics from both measurements and context,
the sample weights concept is applied to the calculation
of the empirical probability density function (epdf) [20]
of the UE measurements.
In the proposed approach, sample weights are used as a
way of increasing the impact of some measurements com-
pared to others on a certain contextualized indicator. This
concept is based on the idea that the reports gathered
under certain context (e.g. from a speciﬁc area, or terminal)
would have higher relevance in the detection andFig. 3. Empirical pdf, histogram and associdiagnosis of certain failures. Based on this premise, the
epdf for a speciﬁc contextualized indicator can be calcu-
lated as:
p^cðmÞjM0 ¼
1
Aw
X
8m02M0
dðmm0ðui; tzÞÞ wcðcðui; tzÞÞ; ð3Þ
where wcðcðui; tzÞÞ represents the weight related to the
context cðui; tzÞ of a certain measurement m0ðui; tzÞ. The
expression is normalized dividing it by Aw, representing
the sum of all the weights applied WcðM0Þ to the set of
measurements M0. Therefore, weights will have an impact
on the original probability distribution of a certain indica-
tor by giving higher or lower importance to some samples.
The epdf can be used as the base for approximating an
underlying parametric (Gaussian, beta, etc.) or non-para-
metric distribution of the measurements (see Fig. 3).
From such a distribution, the particular statistic uM (as
the mean, Xth percentile, variance, etc.) can be calculated
to generate the indicator values kM ½n ¼ uMðp^ðmÞjM0 Þ.
3.2. Weight masks
To simplify weights calculation and increase their
applicability, the context masks concept is also introduced.
A context mask deﬁnes a relation between a particular
context attribute and a set of weights. For example, a loca-
tion mask may deﬁne sample weights as inversely propor-
tional to the UE distance to the serving base station. In the
same way, a service mask can consist in discarding (weight
0) all terminals that have no visibility (no received signal)
from a certain cell.
Also different context masks could be deﬁned for the
same context attribute. Hence, a context mask could apply
lower weights to samples far from the cell station position,
increasing the importance of close samples for issues
related to the base station proximity. Conversely, another
mask could deﬁne a higher weight for positions close to
the external walls/windows of the building, thereby
increasing the importance of border effects.
The multiple context masks contribute to the total
weight ðwcðcðui; tzÞÞÞ applied to each sample. This can be
deﬁned as a function /c of the multiple weights generated
by the simultaneously applied context masks (see Fig. 5):
wcðcÞ ¼ /c wp1c ðcxyzÞ;wp2c ðcscÞ . . .
n o 
; ð4Þ
Each combination of context masks implies the generation
of a particular contextualized indicator, as represented in
Fig. 4. In this ﬁgure, the top part reﬂects the classicate approximate normal distribution.
Fig. 4. Classic and proposed approached for the diagnosis inference mechanisms.
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network element (e.g. base station) in a transparent way.
In the proposed approach (bottom) different contextual-
ized indicators can be calculated depending on the set of
context masks applied to the UE measurements. In this
case, each indicator value is computed based on the
weighted UE measurements received during an observa-
tion period.
3.3. Binary weights
The weights of a context mask can be speciﬁed as any
function of the context attributes. As a useful option, the
use of binary weights, which can only have a value of 0
or 1 for any particular context, is proposed:
wpc ðcÞ ¼
1 if wpc conditions for c are met
0 otherwise

ð5Þ
This is equivalent to discard or accept certain samples
depending on their compliance to a given condition. For
example, if the position of the terminal is inside a certain
area. This solution is good in terms of simplicity and fast
computation, but it eliminates the possibility of ﬁner
weights (e.g. gradual increase in the weight of a sample
depending on its distance to a base station).
This approach is especially useful for context masks
based on geographical areas. This way, just the samples
measured in certain regions can be included in the cal-
culation of a contextualized indicator. The cell center, its
edge, the building border, etc., are areas whose statistics
are especially interesting for diagnosis purposes. Binary
weights are also appropriate for selecting samples
obtained from terminals served just by speciﬁc cells or
meeting certain conditions.
For the generation of the total weight, /c can still be
freely deﬁned by any combination of the different weight
masks. However, if only binary weights are used, these
can be easily combined by logical operators such as ANDand OR. The total weight can therefore deﬁne the intersec-
tion or the union set of measurements satisfying different
context masks.
For binary weights, the calculation of the epdf would
not be required to obtain any context statistics, as these
can be calculated directly over the original samples M0 by
simply discarding the measurements with total weight
equal to 0, reducing the computational costs of the process.4. Context-aware diagnosis
Once the contextualized indicators have been deﬁned,
they have to be integrated in the diagnosis process. Here,
a diagnosis scheme based on a naive Bayes classiﬁer is pre-
sented and adapted.
Such a mechanism, as well as any statistical based
diagnosis system, requires a learning phase, where the sys-
tem adapts to the network conditions and its expected out-
puts under different network states. Then, the system is
used for the diagnosis of failures causes during the diagno-
sis phase.
4.1. Learning phase
For the diagnosis of the speciﬁc failure cause, the cur-
rent values of the indicators have to be compared with
the statistical models of the indicators. These models are
constructed during the learning phase.
Following the framework presented in [7], models con-
sist of the estimated conditional probability of each indica-
tor value given a certain network state: a normal status or a
speciﬁc failure cause. The expression for a contextualized
indicator is:
PðKMc jS ¼ siÞ; ð6Þ
where PðKMc jS ¼ siÞ is the approximate conditional proba-
bility for the values of the indicator KMc given a speciﬁc
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cell, etc.).
In order to calculate such a probability, the indicator
values for different labeled periods, periods where the
speciﬁc failure cause/state of the network is known, are
gathered. Based on the equally labeled values of this train-
ing set, the conditional probabilities are calculated
approximating their function by a parametric (e.g.
Gaussian, beta) or non-parametric distribution (e.g. ks-
density, normalized histogram) [21].
4.2. Diagnosis phase
In the diagnosis phase, the failure cause affecting the
network is identiﬁed by comparing the current indicator
values to the models generated during the learning phase.
In order to do so, the values of one or multiple KPIs shall be
compared to the statistical proﬁle generated in the learn-
ing phase for such indicators.
This comparison may be performed following different
inference mechanisms. Here, a naive Bayes classiﬁer is pro-
posed as a baseline diagnosis method [21]. A naive Bayes
classiﬁer is based on the use of the Bayes’ theorem assum-
ing strong independence between the features. This classi-
ﬁer includes four main parameters:
 Evidence: known values of network indicators.
 Prior probabilities of each network state, this means the
likelihood of the network being in a certain status if no
evidence is known.
 Conditional probabilities: the probabilistic relation
between the values of the features/indicators and a
given network status.
 Posterior probabilities: the likelihood for a certain net-
work state given the evidence and the conditional
probabilities.
If contextualized indicators are used as inputs of the
classiﬁer, this can be expressed as:
PðS ¼ sijKÞjn ¼
PðS ¼ siÞ
Q
8kMc 2KPðK
M
c ¼ kMc ½njsiÞ
PðKÞ ð7Þ
where K ¼ kM1c1 ½n; kM1c2 ½n; . . . ; kM2c1 ½n; . . .
n o
is the evidence,
composed of the set of input KPI values in the nth observa-
tion period. Each of these KPIs can be based on different
measurable parameters M and/or context masks c.
PðKMc ¼ kMc ½njsiÞ is the conditional probability of the indica-
tor input (kMc ½n), which is calculated from the models
obtained in the learning phase. For a possible network
state S ¼ si; PðS ¼ siÞ indicates its prior probability and
PðS ¼ sijKÞ represents its posterior probability given the evi-
dence K with probability PðKÞ. PðKÞ being equal for all
PðS ¼ sijKÞ, this term can be discarded for comparisons
between the probabilities of different states.
Eq. (7) can be applied assuming the independent com-
putation of the probability distributions for each KPI,
avoiding the calculation of multidimensional joint proba-
bility distributions that would be required if independence
was not assumed. Although being a simple mechanism,naive Bayes classiﬁers have demonstrated good perfor-
mance in a huge variety of situations, even when indepen-
dence between the features is not guaranteed [22]. Once
the classiﬁer returns the posterior probabilities, inference
of the network state can be based on a simple maximum
a posteriori (MAP) decision rule, consisting in selecting as
the estimated network status s^½n the one with maximum
posterior probability, which provides the results for the
diagnosis method.
For this approach, each time the diagnosis system
receives the values of the indicators for a period n, these
are analyzed without considering previous or posterior
samples. This allows to generate a diagnosis for each per-
iod with just one value of each considered indicator.
Additional mechanisms making use of the time series
evolution could also be used with contextualized indica-
tors. For example, that presented in reference [12]. Here,
an observation window is used for the most recent indica-
tor values. However, such time series approaches may
lead to an increase in the time needed by the algorithm
to diagnose and also imply higher computational costs.
Therefore, their application would be reserved to further
studies.
4.3. Data scarcity avoidance
The use of context masks, especially binary ones, could
lead to having not enough UE measurements to calculate a
contextualized indicator. If there are not enough measure-
ments that meet the conditions of an applied set of context
masks (for example there are no users on the edge of a
cell), the value of the contextualized indicator could not
be calculated for the period.
That situation could occur also for classical indicators,
for example if a cell does not serve any UEs for a period.
However, as the context masks can impose more restricted
conditions, this problem may become more serious. To
reduce the impact of such situations, this work proposes
three different approaches:
 Discard indicator: Avoid using the affected indicator for
the period without samples. However, having less indi-
cators for the classiﬁcation may lead to a reduction in
the diagnosis accuracy.
 No diagnosis: If one of the selected indicators as input
of the classiﬁers has no value, the system avoids pro-
viding any diagnosis result. This reduces the risks of
providing erroneous results, while increasing the peri-
ods without answer and possibly increasing fault
response delay.
 Fallback: A substitute input for the naive Bayes classiﬁer
is selected for the periods where the primarily selected
indicator has no value. This substitute can be another
contextualized indicators or a classic indicator. In this
way the system can keep providing diagnosis results
while at the same time trying to maintain accuracy.
The choice between the three techniques would depend
on the OAM requirements and limitations in terms of accu-
racy and capacity to process and store multiple models and
indicators.
Fig. 5. Diagnosis data processing scheme.
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The complete diagram of the presented approach is
schematized in Fig. 5. Here, the network measurements
M0 and the collected context information for all terminals,
C ¼ cðu1; t1Þ . . . cðui; tzÞ . . .f g, are processed by different con-
text masks. In the represented scheme, different sets of
location masks wloc and service masks wsc are applied,
which leads to speciﬁc values for each contextualized indi-
cators. Based on the correspondent models, the conditional
probabilities for each possible network state are calculated.
As inputs for the classiﬁer, the indicators where each
state could be more easily distinguishable should be
selected. These can be chosen based on the state models,
by selecting those indicators where each model is more
clearly differentiated from the rest. If the input indicators
are already selected, only those have to be computed dur-
ing the diagnosis phase (avoiding the calculation of other
context mask combinations).
5. Implementation considerations
The presented mechanisms involve a series of require-
ments from an implementation point of view that wouldhighly impact their applicability in real cellular OAM sys-
tems. In this respect, the main considerations to take into
account are at system level, or how the mechanisms can
be located in a real OAM architecture. Also the available
information as well as the computational complexity
would highly impact the applicable context masks. This
section addresses these issues, presenting some details
for the real implementation of the proposed system.
5.1. System implications
In the proposed approach, the context information (and
especially localization) may be obtained from different
sources. On the availability of the localization information,
multiple solutions and systems are commonly present for
outdoor UE positioning. At the same time, indoor localiza-
tion systems are becoming more extended, with multiple
developed mechanisms based on cellular signal analysis
[23] and other technologies also applicable for mobile
terminals [24,25].
The OAM system can obtain this information directly
from the operator network infrastructure (i.e. if cellular
based localization is implemented) or the UEs, by means
of management and/or control plane messaging [26]. It
can also be obtained from UE user applications or external
servers by over the top solutions (as the approaches pro-
posed by [16–18]).
5.2. Hybrid and distributed approaches
The implications of distributed and hybrid approaches
for self-organizing OAM systems in small cell environments
have been analyzed by a recent work of the authors [17].
That paper presented the architectural characteristics of
an integrated location-aware SON system dedicated to net-
work optimization. It deﬁned a hybrid local approach as the
best way to avoid excessive backhaul trafﬁc and com-
putational costs. For such a solution, a local SON centralized
unit is located on-site for a particular indoor small cell
deployment (e.g. a mall), allowing the use of the proposed
mechanisms without saturating the network backhaul, as
well as being computationally manageable. Additionally,
indicators based on a unique serving cell are particularly
interesting for distributed approaches. Such indicators can
be calculated by each cell itself if it has also access to the
additional context information (from external sources
through internet or directly coming from the terminal).
This leaves the door open to hybrid implementations of
mechanisms based on contextualized indicators.
Moreover, pure distributed algorithms could be deﬁned.
For example, if a naive Bayes classiﬁer is used, this can be
implemented in a distributed manner. Each cell could cal-
culate the conditional probabilities for their own served-
based indicators. Then, these values can be shared between
the cells to perform the multiplication required to obtain
the ﬁnal posterior probability of the network state.
5.3. Classiﬁer inputs selection
For the classiﬁer, its inputs need to be selected. In order
to do so, common approaches make use of human
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work failures [27].
For classical indicators, the options are limited, where
the main indicators that can be used are those generated
by the faulty cell and its neighbors. When more than one
neighboring cell indicator is available, the one more
affected by the failure could be chosen as input. In real
environments, as the faulty cell is a priori unknown, all
indicators would be monitored continuously.
For contextualized indicators, the choices grow
exponentially, as multiple deﬁnable context masks can be
applied, increasing the number of available indicators.
However, a set of common location-based indicators can
be straightforwardly deﬁned for any environment, as they
are clearly affected by different failures. The most useful
indicators for each type of failure are presented below:
 Small cell interference: This kind of failure would par-
ticularly affect measurements gathered at the edge of
the victim cell, closer to the interfering one.
 Macro cell interference: Such faults would especially
affect the served edge of cells located in the border of
the indoor location.
 Power degradation: In case a cell degrades its transmit-
ted power, the most affected area would be the center
of its expected coverage, even if no total coverage hole
appears due to the overlapping coverage of other cells.
The effects over classic performance indicators could
be detected in the long run in dropped calls or excessive
overload of neighboring cells. However, the indicated
contextualized indicators should help to detect the fault
before the service provision is affected.
These indicators can be applied to any deployment. In
situations with multiple available indicators for each fail-
ure cause, that with the highest deviation with respect to
the other network states would be selected. However, an
analysis of other context mask options could also lead to
the generation and selection of indicators providing even
better performance.
5.4. Mask information sources
As deﬁned in the previous subsection, location-based
context masks associated with the center and the edge of
a cell should be deﬁned. To do so, different mechanisms
can be established depending on the amount of informa-
tion known on the scenario and the localization data
precision:
 Distance based: if the distance of the UE to the base sta-
tion is available or can be calculated, e.g. by means of
time-of-arrival. This method is especially applicable
for macro scenarios. However, it has been discarded
for the analysis in this paper because indoor localization
methods provide also coordinates, which allows to
choice more precise masks.
 Power diagram based – Voronoi: Power diagrams are a
generalized form of Voronoi tessellations based on the
polygonal partition of the scenario taking into account
the Euclidean distance between the base stations andalso their transmitted power [28]. This solution allows
an estimation of the relative coverage areas and the
expected serving cell for each point.
 Propagation model based: if enough data is known about
the scenario (walls, obstacles and their attenuation), the
radio coverage of the cells can be calculated by different
propagation models, as in Winner II [29]. Considering
shadowing effects may improve the estimated coverage
areas. However, such calculations are computationally
complex and require a degree of knowledge of the par-
ticular scenario that is far from the one that can be
expected in real deployments. Also, such models can
be highly impacted by changes in the scenario.
 Measurement campaign based: Also ﬁngerprint mea-
sured information can be used to deﬁne the expected
coverage area and the center of a cell. However, the
need of test campaigns makes this solution not espe-
cially applicable if the ﬁngerprinting information was
not already obtained for other purposes, e.g. localiza-
tion [30].
The choice of one or another solution would reside in
the available information as well as the complexity of the
scenario. In this respect, a power diagram based solution
is assumed to be the best option in terms of computational
cost and required inputs for open or semi-open areas.
Additionally, Voronoi diagrams are very suitable for binary
masks, where only the presence inside or outside one area
would deﬁne the assigned weight 0 or 1. If propagation
information is used instead, the same information can be
the base to generate more complex weights, for example
as functions of the expected received power.
5.4.1. Border effects
When using a location-based mask, and especially
Voronoi based, the deﬁned areas may encompass large
zones outside the indoor scenario. This could lead to erro-
neous aggregation of UEs located outside the premises.
Such a problem can be straightforwardly avoided if the
indoor location perimeter is known. In such a case, the
samples gathered outside the scenario can be weighted
or discarded based on their position. Additionally, if par-
ticular weights are assigned to those samples, they can
be used to perform analysis on the interference generated
in the exterior by the small cells. In order to reduce the
additional computation cost of applying this perimeter
mask, other approach is possible: truncating the Voronoi-
based areas by the intersection points with the scenario
perimeter. The new calculated areas can then be applied
directly during the diagnosis phase. Moreover, other con-
text-based solutions can be also used to discard such sam-
ples. For examples conditions related to the unavailability
of indoor localization, service that commonly stop working
outside the premises.
5.5. Retraining needs
Retraining is a common challenge of diagnosis mecha-
nisms. For the presented naive Bayes classiﬁer this would
be required to update the probabilistic models of the
indicators if the conditions of the network make them
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validity of the models are:
 Changes in the fault characteristics, if the conditions
related to the failures change signiﬁcantly from those
existing when learning.
 Variations in the distribution of the UEs, if the average
user distributions vary signiﬁcantly.
 Variations in the scenario topology, obstacles, architecture
and cell positions.
The durability of the probabilistic models would be
dependent on the extent and variety of the training set
used during the learning phase, as well as the dynamic nat-
ure of the scenario. However, these challenges are also
common to classical diagnosis mechanisms and have been
extensively addressed in literature [31]. Here, the use of
the proposed contextualized indicators is not expected to
introduce additional requirements with respect to classical
solutions. From an operational point of view, the update of
the models, if necessary, can be performed in background
or during low-load periods based on previously recorded
cases. Therefore, there should not be challenging cost
restrictions introduced by such calculations.
5.6. Computational costs overview
A key point for the application of the presented mecha-
nisms in real time diagnosis is their computational cost
and the capabilities of current computing systems to cope
with such calculations during online network operation.
One of the main advantages of the presented approach
is that the deﬁnition of the context mask and the models
generation are solely performed during the learning phase.
Therefore, the computational requirements for the diagno-
sis phase are much reduced.
The diagnosis phase is applied once the models and the
contextualized KPI values have been already calculated. Its
computational cost depends on the number of KPIs
selected as input for the classiﬁer as well as the number
of failures considered by the diagnosis system. Even if real
network monitoring systems contain hundreds/thousands
of counters and KPIs, the number of indicators used for
diagnosis is commonly much lower. For instance, the clas-
siﬁer in [21] made use of 19 indicators, while the system
presented in [11] had just three inputs. If the selected indi-
cators are already calculated by the system, the cost of
including more or less of them in the diagnosis phase is
low. The addition of one indicator consists in estimating
its conditional probabilities and then including it in the
product of the other indicators results.
The weight generation would however be the most
costly operation in the diagnosis procedure, as it is depen-
dent on the context of each measurement. However, con-
sidering that multiple UE indicators would be reported at
the same instant (e.g. the UE measurement reports may
include both quality and received power measurements),
they will also share the same context. Therefore, equal
weights may be applied to different measured indicators,
reducing the calculation needs. The complexity of the con-
textualized indicators generation would then be directlydependent on the number of reports Rj j and not on the
number of measurements, where each report is deﬁned
as a set of simultaneous values received for multiple indica-
tors of one UE, e.g. rðui; tzÞ ¼ m1ðui; tzÞ . . .mjðui; tzÞ . . .
 
.
The number of reports in each period would depend on
the amount of UEs, the UE reporting frequency and the
length of the observation period.
Assuming that the complete diagnosis process is per-
formed at the end of each period (with all the reports gath-
ered in such a period) the complexity would be therefore
related to Rj j  OðWcalcÞ, where OðWcalcÞ is the complexity
of calculating the weights applied to each measurement.
With regard to such complexity, service weights
deﬁned in terms of a certain characteristic of the terminal
would be just computed by comparing the context attri-
bute reported with the deﬁned condition (e.g. throughput
below a certain level, a particular serving cell, etc.).
However, location-based weights calculation would be
the most complex and costly procedure to be performed.
If the location masks are based on deﬁning if a sample
belongs to a certain area (e.g. sample located in the cell
edge) it would only be required to compute whether its
reported position is inside or outside the deﬁned area.
For irregular area shapes, such calculation could be
especially costly. However, for the case where areas are
deﬁned by Voronoi or following any other regular polygo-
nal form, the complexity of the problem is Oð Rj j Vj jÞ [32],
where V is the number of vertexes of the area. An average
of 6 vertexes for each Voronoi area in random plane tes-
sellations is estimated [33], a number that could be a
good approximation for general cellular deployments
(e.g. in the scenario presented in Fig. 7 the mean is 5
vertexes).
Therefore, assuming polygonal areas, the complexity of
the complete diagnosis procedure for one period would
imply Oð Wj j Rj j3Þ. In this expression Wj j represents the
number of location masks applied to each sample. Even if
multiple simpliﬁcations and optimizations can be applied
for this process [32], the expression clearly indicates the
need of minimizing the number of processed measure-
ments. This could be achieved by reducing the observation
period, but it would also reduce the available time for the
diagnosis. It is also possible to reduce the number of times
the weights are recalculated for a certain terminal, if it is
assumed that the UE context has remained static (e.g. if
the UE has remain essentially static, its location masks val-
ues do not need to be recalculated).6. Performance evaluation
The presented mechanisms are evaluated in the LTE
system-level simulator presented in [34], whose general
characteristics are summarized in Fig. 6. From the def-
inition of the contextualized indicators multiple options
are available for weight deﬁnitions, context masks and
applications. In this evaluation, different particularizations
of the approach would be adopted to provide a glance to
the capabilities of the proposed approach.
Here a macrocell environment containing an indoor LTE
small cell area is modeled as shown in Fig. 7. Three
Fig. 6. Simulator parameters.
Fig. 7. Simulated airport scenario.
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around technique is used to avoid border effects in the
simulation. The indoor scenario has been designed emulat-
ing the Málaga airport departures zone. This comprises an
area of 200  300 m, with an irregular building plan
including boarding gates, security checks and passing
boarding bridges. Simulated users move freely in this
structure following a random waypoint based model [35],
where realistic user pattern concentrations were deﬁned
in the security check area, boarding gates, etc.
In order to provide indoor coverage, twelve LTE small
cells are deployed in the building following an approxi-
mately uniform distribution. This conﬁguration can be
considered as following an unplanned approach, as no
planning algorithms were used to deﬁne the small cell
locations. The closest LTE macrocell is located at 376 m
to the northwest of the scenario.This scenario is especially representative for the evalua-
tion of the proposed approach as it includes very different
types of areas: open and semi-open ones, shops, corridors
and zones full of obstacles and walls. Also, crowded and
sparsely populated spots are included. Here, different
network failures are simulated. Their impact on UE mea-
surements as well as on the indicators at cell level has been
evaluated. The evolution of the system and the users has
been simulated with a resolution of 100 ms, where the
UE distribution and failure conditions change continu-
ously. The observation period for the indicators calculation
is one minute.
The evaluation assessment is focused on the analysis of
three key common failures in small cell networks related
to variations in cell transmitted power, speciﬁcally in their
equivalent isotropically radiated power (EIRP). Such fail-
ures are generated following the expression:
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where the EIRP fcell of a speciﬁc failure f of a faulty cell is
equivalent to its normal status average value plus a varia-
tion DEIRP fcell. In order to further test the capabilities of the
proposed mechanisms, a certain degree of randomness in
this parameter is introduced, varying its value each minute
following a uniform distribution DEIRP fcell ¼ Uðaf ; bf Þ where
the minimum af and maximum bf values depend on each
analyzed network state. Hence, the different failures simu-
lated are:
 Small cell interference: due to misconﬁguration, the cell
transmits above its normal level generating interfer-
ence to its neighbors. For the simulated scenario, the
small cells were originally deployed expecting to trans-
mit at the same power (which is a common approach).
Here, DEIRP f ¼ Uð15;20Þ. Based on commercial small
cell characteristics, these values represent a feasible
case of EIRP increase, for example, if all the small cells
have been conﬁgured to transmit at 0 dBm (as in the
simulated case), while the misconﬁgured cell transmits
at its maximum power.
 Macro cell interference: a signal coming from a external
macrocell generates interference inside the indoor sce-
nario, where DEIRP f ¼ Uð30;40Þ. This represents realis-
tic values if a previously low powered macrocell starts
transmitting at its maximum power. This could also clo-
sely reﬂect the situations where an external repeater or
a new macrocell is deployed near the indoor scenario or
if relevant structural obstacles (e.g. a building) disap-
pear from its signal propagation path.
 Cell power degradation: the cell transmitted power is
reduced due to a failure in its RF equipment. It is mod-
eled as a variation in its transmission power of
DEIRP f ¼ Uð60;40Þ.
With the inclusion of these randomness margins, the
ability of the system to work under different situations
and without retraining is also assessed.6.1. Learning phase
In the simulated scenario, the terminals report multiple
measurable indicators and events, such as handovers,
received power and quality levels. For the modeled net-
work failures, different measurable variables have been
considered, where the channel quality indicator (CQI)
[36] is selected as the main source of information about
possible channel degradations, as stated in [37]. The CQI
provides information on the channel quality experienced
by a UE, being directly related to the signal-to-noise-
plus-interference ratio of the radio-link.
The CQI has also the advantage of being measured con-
tinuously by the terminals, independently of any event.
Other counters, such as those based on events (e.g. han-
dovers, drops) are only related to speciﬁc events-situations
and therefore may not provide continuous information for
all positions, being also more vulnerable to the possiblescarcity and random distribution of UE reports in indoor
scenarios.
As speciﬁc statistics for the CQI, the mean and different
Xth-percentile distributions were analyzed. The mean was
found to be the most suitable CQI statistic, presenting bet-
ter stability between different measurement periods under
the same fault. In comparison, the 5th percentile statistics
have shown very disperse values.
For the classiﬁers, three inputs have been chosen for
each classical or contextualized approach, following the
indications described in Section 5.3. For both, the statistical
models under each network state (Normal, SC Interference,
Macro Interference and Power degradation) have been gen-
erated. These are based on a training set of 50 periods,
being these distributions used to approximate the condi-
tional probabilities for the diagnosis phase.
6.1.1. Classical
The top graph in Fig. 8 shows the temporal evolution of
the main CQI-based indicators when cell 8 is the faulty
small cell. A failure in that cell is especially signiﬁcant, as
it is located in a semi-open area with also close walls and
obstacles.
The indicators are presented for 576 periods of one
minute and different network states: normal, macrocell
interference, small cell interference and power degrada-
tion. Periods when the network is under the same state/-
fault are placed together as they were simulated
contiguously.
The inputs for the diagnosis phase have been chosen
based on the indications of Section 5.3, where the most
impacted indicators have been selected for each failure:
 Cell 8 served samples:Mean CQI of the UEs served by the
faulty cell.
 Cell 7 served samples: The classic indicator most affected
by the macrocell interference.
 Cells [5,7,8,9]: Mean CQI of the UEs served by the faulty
cell and its adjacent neighbors. It is the indicator most
affected by power degradations.
The left side of Fig. 9 shows the statistical models of
these indicators (represented by the normalized histogram
and its approximate Gaussian distribution) calculated
based on the training set for different network states. It
can be observed how different causes lead to varied differ-
ences between the distributions. For instance, small cell
interference situations (SC Interf.) clearly impact the CQI
distribution of the UEs served by the faulty cell 8. In fact,
a simple threshold (e.g. in CQI = 10) could serve to identify
if the CQI value corresponds to small cell interference.
However, the distributions for the macro interference case
(Macro Interf.) and the power degradation failure (Power
degr.) present overlapping between them and with the nor-
mal state, which would lead to erroneous classiﬁcations in
the diagnosis phase.
6.1.2. Contextualized
Given the analyzed issues, UE location information is
the main context attribute to be taken into account for
the diagnosis. The cell area is deﬁned as the power-
Fig. 8. Evolution of classic and contextualized CQI indicators.
Fig. 9. Indicators statistical models.
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lished as the circular area surrounding a speciﬁc small cell
with a radius of the 75% of the shortest distance between
the small cell position and the closest neighboring
power-diagram area. The cell edge is deﬁned as the coronal
area surrounding a cell formed by its Voronoi area discard-
ing the cell center.
As previously stated, these Voronoi-based areas have
the advantage of not requiring any particular information
about the scenario besides the relative location of each
small cell with respect to its neighbors and their transmit-
ted power. Also, they allow a faster calculation of a point
belonging or not to a speciﬁc area. A Voronoi tessellation
would acceptably approximate coverage areas in line of
sight scenarios with equal transmitted power for all small
cells. This approach however may introduce inaccuracies
in scenarios including obstacles, walls, etc. For the ana-
lyzed scenario, these are considered a good approximation.
This can be observed in Fig. 7, where in the airport sce-
nario, the different plotted UEs are served by the base sta-
tions in good correspondence with their Voronoi areas.
Except for cell 8, whose transmitted power is degraded in
that situation, the marks and colors associated to the serv-
ing cell of the UEs coincide mainly with the tessellation.
The lack of UE measurements cannot be directly associ-
ated with a failure as it may be dependent of the real
absence of users and/or cell monitoring issues. For these
situations, the location masks are a powerful tool for
obtaining contextualized indicators for the failure-affected
areas, even when the cell is not able to report UE measure-
ments. In this way, edge masks are applied in combination
with service masks for the adjacent neighbors. However,
the cell center mask for the possible faulty cell is applied
without service mask to avoid lack of data in case the
faulty cell is too degraded to serve any UE.
The bottom graph in Fig. 8 shows the temporal evolu-
tion of the most important contextualized indicators.
Again, those more impacted by each failure are selected.
The impact of the power degradation failure can be
observed in the Cell-8-CENTER samples indicator. Its proﬁle
shows a clear reduction in the CQI values, making it the
most suitable indicator for identifying the cause.
Additionally, the most important served edge indicators
are represented. As expected, Cell-4-SERVED EDGE samples
shows the highest degradation for macro interference.
Finally, Cell-9-SERVED EDGE samples is assumed to be one
of the most affected indicators by the small cell interfer-
ence generated by its adjacent cell 8.
The statistical models for these indicators are repre-
sented on the right side of Fig. 9. Compared to their classi-
cal counterparts, the contextualized indicators present a
clearer distinction between the modeled network states,
which should lead to a better performance in the diagnosis
of network failures.6.2. Diagnosis phase
The indicators included in Fig. 9 are selected as inputs
for the naive Bayes classiﬁer used in the diagnosis phase,
for both classic and contextualized indicators.For the classiﬁer, prior probabilities of each network
state have to be deﬁned by human experts or by analyzing
the occurrence of each cause in previously recorded data.
In order to properly evaluate the capabilities of the pro-
posed mechanisms, prior distributions are considered
equal, so the results are not dependent on the quality of
the prior probability estimation. The conditional probabili-
ties are calculated based on the Gaussian approximate
models generated during the learning phase.
The performance of the diagnosis results is measured in
terms of the capability and accuracy for identifying each
cell condition, as presented in Fig. 10. This is evaluated
by three main ﬁgures of merit:
 Type I error rate or false positive ratio: the percentage of
erroneous positives obtained for a cause with respect to
the total number of periods where the cause is not
really present.
 Type II error rate or false negative ratio: the percentage
of periods where the real cause is not diagnosed over
the number of periods where it is present.
 No data rate: deﬁned as the percentage of periods where
diagnosis could not be performed. This can be due to
the absence of UE measurements meeting the context
masks conditions. As presented in Section 4.3, the lack
of a contextualized indicator input can lead to not pro-
viding any diagnosis depending on the technique
applied (fallback, no diagnosis or discard KPI).
In terms of data scarcity, in the presented simulation,
CELL-4-SERVED EDGE indicator (generated by combining
the location mask of the cell 4 edge and the service mask
of being served by cell 4) is the only one that includes some
periods with no samples. In particular, there were 52 per-
iods without values (in a total of 576 simulated periods),
where such intervals are coincident with the small cell
interference situation and therefore are caused by cell 8
serving the users located in the cell 4 edge due to its
increased transmitted power. Thus, the contextualized
KPI cannot be calculated in such periods. In order to
address this issue, the three main approaches presented
in Section 4.3 are applied. Particularizing, the fallback tech-
nique is implemented using the classic indicator CELL-7-
SERVED SAMPLES as a substitute of CELL-4-SERVED EDGE
for periods where the contextualized indicator cannot be
calculated.
These approaches are compared with the classic solu-
tion, and the results are presented in Fig. 10. The left side
of this ﬁgure contains the bar graph presenting the type
I, type II and no data rates for each network state and the
classical and contextualized indicators approaches.
On the one hand, both classic and contextualized indi-
cators diagnosis obtain perfect performance for the small
cell interference cause. This is expected from the large sta-
tistical deviation generated for such failure in both classi-
cal and contextualized indicators.
On the other hand, contextualized indicators greatly
improve the accuracy of the diagnosis of the other three
network conditions. Their capabilities especially impact
the situations where a greater statistical difference is
achieved in comparison to the classical approach, e.g. for
Fig. 10. Diagnosis evaluation per each method and case.
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tion failure. For the normal state, the type I error is reduced
very signiﬁcantly from the 4.43% to the 0.47% (fallback).
For the power degradation failure, any contextualized
approach achieves zero error in comparison to the 10.49%
of the classical case. Additionally, the deﬁned fallback tech-
nique provides diagnosis for all periods while only slightly
degrading the performance in comparison to the no diagno-
sis solution.
In order to have a summarized view of the network per-
formance, Fig. 11 shows the total diagnosis error rate, mea-
sured as the percentage of samples incorrectly classiﬁed
over the total number of diagnosed periods, independently
of the particular cause. The periods where diagnosis is not
performed due to lack of data are not included in the ratio.
Instead, those periods are represented by the no data rate
bar, deﬁned as the percentage of samples where the
mechanisms do not classify the network status. Here, it is
shown how the context no diagnosis is the one providing
the best accuracy, with only a 0.4% of error at the cost of
not providing any classiﬁcation for the 12% of the periods.
On the other hand, the fallback approach gives a slightly
higher error but still it provides an accuracy 5 times lower
than the one given by the classical indicators.
Finally the proposed mechanisms are applied to the
same scenario and different faulty cells. In particular, small0
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Fig. 11. Diagnosis evaluation for the different methods and faulty cell 8.cell interference and power degradation issues are emu-
lated in cells 4, 5, 6, 7, 8, 9 and 10. For each case, the indi-
cators are particularized for the corresponding faulty cell.
For the contextualized approach, the indicators used for
diagnosis are the faulty cell center CQI and the adjacent
neighbor served edge CQI.
The results are presented in Fig. 12. The table includes
the diagnosis error rate for the different techniques, as well
as the no data rate for the context (no diagnosis) approach.
Here, it is shown how for the main cells of the building,
the proposed mechanisms achieved much better perfor-
mance than the classical approach.
This is especially interesting for the case of cell 7, where
a unique adjacent cell is available to support the diagnosis.
In this case, the classic mechanism has a very high diagno-
sis error rate (11.89%) while the contextualized approaches
maintain good performance.
For the faulty cell 10 case as well as for cell 6, the con-
textualized indicators do not provide a very high advan-
tage over the classical one, being in fact inferior for the
cell 6 case. This is given by the particular location of these
cells, which makes their small cell interference failure easy
to differentiate from the macro interference one: as these
faulty cells are isolated from the rest of the network cells,
their excessive transmission power does not affect the cell
7 CQI values used for diagnosis in the classical approach. In
the implementation of the system, these situations can be
automatically detected based on the training data, makingFig. 12. Analysis of the diagnosis error and no data rate for different
faulty cells.
Fig. 13. Diagnosis accuracy given the location error.
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ized ones is unnecessary.
6.3. Impact of localization error
An important consideration for the applicability of loca-
tion based context masks is its robustness to errors in the
UE positions. A priori, this would be particularly dependent
on the size of the considered areas.
To evaluate this point, errors in the localization sources
are modeled in the simulated scenario. To do so, a random
error is aggregated to each known position of the UEs
before the sample weights are calculated. Such an error
is modeled as a normal Gaussian random variable added
to the components of the UE position:
emx ¼ Nðl;rÞ
emy ¼ Nðl;rÞ
(  ð9Þ
where emx and e
m
y are the Gaussian error components aggre-
gated to the vertical and horizontal axis coordinates
respectively. l equals 0 for all cases while the standard
deviation is in the range r ¼ 0;0:5;1;2;3;5;7;10;15f gm.
This is in accordance to real indoor localization systems,
whose error ranges from dozens of centimeters to a few
meters depending on the technique and the conditions of
the environment [23–25].
Fig. 13 shows the results of the analysis for the faulty
cell 8 cases, where the diagnosis error rate of the algo-
rithms is represented given the standard deviation of the
introduced location error.
The ﬁgure shows how the use of contextualized indica-
tors keeps providing better results than the classical one
even for error values as high as 7 m. The contextualized
methods even have half the error of the classical one for
a localization inaccuracy of 5 m, showing a high level of
resiliency against imprecision in the available UE positions.7. Conclusions
The present work has deﬁned a novel approach for
network failure diagnosis, where network diagnosis is per-
formed by processing newly deﬁned contextualized indica-
tors. These are constructed combining UE measurementsof different radio indicators together with context informa-
tion, such as the location of the terminal. Based on the
novel application of samples weights, contextualized
indicators allow a smooth integration in existing diagnosis
schemes.
The comprehensive mathematical fundamentals for the
proposed approach have been presented: from the applica-
tion of weight samples to the application of contextualized
statistics. Additionally, the concept of context masks has
been deﬁned, consisting in sets of sample weights based
on different context variables. These masks can be applied
to the collected UE measurements to generate distinct con-
textualized indicators. The implications of implementing
the approach in real systems have been also assessed.
The capabilities of such mechanisms have been evalu-
ated by an LTE system-level simulator modeling a small
cell network deployment located in a large indoor scenario.
The diagnosis of different network failures has been per-
formed based on classical and contextualized indicators.
UE context, in particular serving cell and location masks,
is used to improve the analysis of the network. The results
show a relevant increase in accuracy by the proposed sys-
tem in comparison with classical approaches. Also, addi-
tional analysis on the impact of UE location errors shows
the resilience of the approach against high levels of
positioning inaccuracy.
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