In this paper we explicitly calculate the irreducible representations of the endomorphism algebra of the Gelfand᎐Graev representation of the unitary group Ž . U 3, q . In addition, we compute the structure constants of this endomorhphism algebra.
INTRODUCTION

Ž
. Let GL 3, F denote the general linear group of invertible 3 by 3 q Ž . Ž . matrices over F . Let F : GL 3, F ª GL 3, F denote the homomorphismŽ . ŽŽ q . t . y1 defined by F a s a . Then F is a Frobenius map and the group i j i j Ž . of fixed points of F is the unitary group U 3, q . In this paper we will examine the structure and representations of the Hecke algebra H of the Ž . Gelfand᎐Graev representation of U 3, q . In this case, the Gelfand᎐Graev representation is the induced representation of any nontrivial linear repre-Ž . Ž . sentation of the maximal unipotent subgroup U of U 3, q to U 3, q . The Ž . center of GL 3, F is connected, thus there is only one Gelfand᎐Graev q Ž
. w x representation ⌫ of U 3, q 3, p. 519 , and ⌫ is independent of the choice of the nontrivial linear representation of U.
After a discussion of some preliminary results in Section 1, Section 2 contains the calculations that explicitly give the irreducible representations w x of H. D. Surowski 8 has previously calculated some of these irreducible Ž . Ž . representations in the case of SU 3, q instead of U 3, q . The techniques Ž used in Section 2 are different than Surowski's most notably the use of . Curtis's theorem to be discussed below , and this section provides a complete list of the irreducible representations. The structure of the Hecke algebra is further examined in Section 3 and the structure constants of the algebra are explicitly calculated.
The material in this paper forms a part of the author's doctoral dissertation at the University of Illinois at Chicago. I thank my advisor Bhama Srinivasan for her invaluable assistance. In addition, I thank Jonathan Alperin, Paul Fong, David Radford, Steve Smith, and Jeremy Teitelbaum for their comments and discussions on this material. I thank Charles Curtis for suggesting this problem. I also thank Henri Gillet for financial support in the form of a research assistantship.
PRELIMINARY RESULTS AND BACKGROUND INFORMATION
Gelfand᎐Grae¨Representations
Let G be a connected reductive algebraic group defined over a finitẽ 
Properties of Gelfand᎐Grae¨Representations
w x The Gelfand᎐Graev characters ⌫ are multiplicity free 7, Theorem 49 . Thus, in principle, it might be feasible to decompose the Gelfand᎐Graeṽ Ž . representation into irreducible representations. In the case that Z G is w connected there is only one distinct Gelfand᎐Graev representation 3, p.
x 519 . Thus, in this case the choice of nondegenerate linear representatioñ of U will not affect the results. Let T denote a maximally split F-stable 0 650m aximal torus of G. A maximal torus of G is defined to be a subgroup of . Conversely, all the maximal tori of G are conjugate in G to T for some 
for some geometric conjugacy class of pairs T, where ⑀ s
see, for example, 1, Proposition 8.4.7 . In particular when
T ,
The Hecke Algebrã F
Given G s G , the maximal unipotent subgroup U of G and a nondegenerate linear character of U, the Hecke algebra H is constructed in Ž w x. the following way. This can be done more generally, see 4, Sect. 11 . Let e denote the central primitive idempotent in CU corresponding to . That is,
is a basis for H called the n n n g J w x standard basis of H 4, Proposition 11.30 . There is a bijection from the set ² : of irreducible characters of G such that , ⌫ / 0 to the set of all irreducible characters of H. This bijection is given by restriction from CG w x to H 3, Proposition 2.2 . Also the primitive central idempotents of H are Ä 4 e⑀ where ⑀ is a primitive central idempotent of CG associated with a ² : such that , ⌫ / 0. Since ⌫ is multiplicity free, the Hecke algebra H is w x commutative 3, Proposition 2.2 . Thus these idempotents are actually Ž . primitive non-central idempotents. Thus they give us the simple module w x C Ge⑀ which affords 4, Corollary 11.27 .
Curtis's Theorem
As mentioned above, the set of irreducible characters of H is in ² : bijection with the set of irreducible characters of G such that , ⌫ / Ž . 0. Namely, given a pair T, there exists a unique irreducible character ² : 
c t t where c is an element in the standard
T n tgT T n n Ž .Ž . basis of H described abo¨e and the coefficients f c t are gi¨en by
Note that Curtis's theorem says that we have the following commutative diagram:
C
Thus if we first find the homomorphisms f for each maximal torus T of T G and then compose these with the irreducible characters of T we will get all the irreducible characters of H. . GL 3, F will be denoted by G. Instead of using the fixed point group G q˜F it will be convenient to take the unitary group G given by conjugating G by 0 0 1 .
THE GELFAND᎐GRAEV REPRESENTATION OF G
ow let U denote the unipotent subgroup of G which consists of upper unitriangular matrices. That is,
Let U be the subgroup of G given by conjugating U by 0 0 1 . The following is a summary of the above notation:
Us t, u Nu, tgF and t
Hse CG e.
Ž .
We recall Curtis's theorem, Theorem 1.1. The main result of this section will be the computations of the unique homomorphisms f : H ª CT , for From now on denote T by T , T by T , and T by T .
The above conditions on T , T , and T simplify to
T s t,u,¨Nt s1, u s 1, and¨s 1 .
Ä 4
2N
otice that T is not a subgroup of G but there exists a subgroup T of 1 1G such that T is conjugate to T in G. Since T is diagonal, it will be 1 1 1
< < convenient to work with the group T instead of T . Notice that T s
the maximally split torus in G.
The Hecke Algebra
But then a basis of the Hecke algebra is given by c s ind x ex e N x g T j T s and Then
Then S ( S where S is the subgroup of F 2 U consisting of elements x such
Note that the case t s t and t / t so t / t cannot occur. Also
. the case t s t and t / t so t / t cannot occur.
for some fixed t such that 
Ä 4
Then S is isomorphic to the multiplicative subgroup S of F 2 U consisting of
Ž . Now suppose that t s t and t / t so t / t . Then
Notice that when t g T has exactly two entries on the diagonal the
LEMMA 2.1. We ha¨e that
. when u is in the regular unipotent conjugacy class. Thus if we choose the
The correct sign can be determined by examining the character table for G w x in, for example, 6 .
Characteristic Equations of Elements of T 0
Recall, as mentioned in the Introduction, given an F-stable maximalF torus T and a character of T s T there exists a unique homomorphism f : H ª CT, independent of , which has the property that each homo-
where c is an element in the basis of H given above,
Here n is the element in Z j T w such that c s The following lemma is a general result about all three maximal tori of G. Proof. This is immediate from Lemma 2.16.
LEMMA 2.2. Let t be an element of a maximal torus T . Also let u g
In the remainder of this section we will distinguish the results between Ž when t g T has a characteristic equation with three distinct roots t / 
Ž . Ž . reasoning gives results 2 and 3 . The only differences are that in 2 , if Ž . y is an eigenvalue then it is either t or t and in 3 , if y is an 1 2 eigenvalue then it is t .
1
The above proposition is a modification of a similar proposition for Ž . w x GL 3, q proved by Carter in 2, Proposition 5 . 
Characteristic Equations of Elements of T and T
Ž . Proof. Substituting t s a, t s b, and t s c immediately gives 2.20 1 1Ž . Ž . Ž . there are five types of elements in T : t , t , t , t , t , t , t , t , t , 2 1 2 3 1 1 3 1 2
C un s C t . Also hunh s t if and only if h s gx for some
Ž . In the remainder of this paper, the notation N x and T x will denote the norm and trace of x g F 2 over F , respectively. Recall the basis 
Ž .
Proof. Within this proof c will be denoted by just c and T will be i w x denoted by just T. As before, let n s , , , so that c s n e. 
This proves the theorem when t is of type t , t , t . 
Ž
yq . Now suppose t is of type t , t , t . Then
by the same argument as above, and Q x s 1 for all x. But, as above
Ž .Ž . 
Note that det g is not zero since t / t . Now we will show that gung s t. 
2
We will now prove a similar result where we instead assume that the y entry of n s n is not an eigenvalue of the fixed t g T . 
The proof of the previous theorem almost works here again except for the places where we used that y is an eigenvalue. This was used in two different places. One was in determining the values of the Green functions Ž y1 . Ž y 1 . on gung and the other was to conclude that u was 1. First
Thus when t is of type t , t , t the Green function
Ž . Ž . in 1.2 will always take the value 1. So suppose that t is of type t , t , t Ž . Ž .
But this matrix is singular since the first and third rows are multiples of each other. This is a contradiction. So gung y1 is not semisimple. Thus the
. . values of the Green functions Q gung , Q gung , and
will always be 1.
T u
Now for the other adjustment that has to be made to the previous proof.
y1
Ž . By Corollary 2.10 in order for gung to be included in 1.2 we must have Ž
yq
. q that the entry s s t q t q t q . This corollary also showed that 1 2 1 there are no restrictions on r except for the condition that r1 s s q s q Ž Ž . Ž .. i.e., N r s T s which just comes from the requirement that u g U. Thus ind n Ž .
Note. In summary the coefficients f c t are equal to: 
be a fixed element of T . Also But the second and third rows of this matrix are multiples of each other, so it is not invertible. This is a contradiction. So un is not conjugate to x. Ž . Thus as in Theorem 2.36, the values of the Green functions in 1.2 will always be 1. The rest of the proof of Theorem 2.36 goes through here verbatim.
Ž .Ž .
Note. In summary the coefficients f c t are equal to: . Ž . 1 , 1.2 becomes
. q x where u s 0, 3t q . Also, as the proof of Theorem 2.35 shows, 1 gung y1 is not semisimple. As shown in the proof of Theorem 2.37, un is conjugate to
Proof. Now the proofs of Theorems 2.36 and 2.38 almost translate to a proof of this theorem by just changing T or T to T . In the case 
Ž . and 3 i )1, j F1, this computation is trivial. First note that the Ž . Ž . Hecke algebra is commutative so that cases 2 and 3 are the same.
Ž . Clearly in case 1 , a a s a where u u s u . That is, c c s c . In 
