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Abstract
In this paper we give a new proof of a classical result by Fréchet [M. Fréchet, Une définition fonctionnelle
des polynomes, Nouv. Ann. 9 (4) (1909) 145–162]. Concretely, we prove that, if Δk+1
h
f = 0 and f is
continuous at some point or bounded at some nonempty open set, then f ∈ Pk . Moreover, as a consequence
of the technique developed for our proof, it is possible to give a description of the closure of the graph for
the solutions of the equation. Finally, we characterize some spaces of polynomials of several variables by
the use of adequate generalizations of the forward differences operator Δk+1
h
.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and some historical remarks
A function f :R→R is said to be additive whenever
f (x + y) = f (x)+ f (y), ∀x, y ∈R. (1)
Equation (1) was first studied by A.M. Legendre in 1791 and C.F. Gauss in 1809 but the first
important result about the solutions of (1) was the proof by A.L. Cauchy in his famous ‘Cours d’-
Analyse’ (1821) [4] that the unique continuous additive functions are the linear maps f (x) = cx,
c ∈ R. Since then, the functional equation (1) is usually known by his name. After Cauchy,
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trarily small interval are also sufficient to reach the same conclusion obtained by Cauchy.
From the results by Darboux, it is immediate that a solution of Eq. (1) which is not linear, must
be nowhere continuous. The problem of finding such solutions remained open for many years
until, in 1905, G. Hamel [13] got it by using Zorn’s Lemma. Indeed, we only need to take a Hamel
basis B of R as a Q-vector space and to consider the unique Q-linear map L :R → R such that
L(v) = 1 for all v ∈ B. In all what follows we call L the Hamel map. Such a function is additive
and nonlinear (in the sense of R-linearity), so that it is nowhere continuous and nowhere bounded.
Another interesting property of the discontinuous additive functions is that their graphs are dense
subsets of R2 (see [3,17]) so that they have wild oscillations. This justifies the difficulties that
people found in order to give an example of such a function in the XIX century.
An easy proof of the density of the graphs of any discontinuous additive function f is as
follows: All additive functions f are Q-linear maps. If f is additive but it is not an R-linear map,
then there are points x1, x2 ∈R∗ such that f (x1)x1 =
f (x2)
x2
. This means that {v1 = (x1, f (x1)),v2 =
(x2, f (x2))} is a basis of R2 as a real vector space, so that the set of Q-linear combinations
of {v1,v2} is a dense subset of R2, but
α1v1+α2v2 =
(
α1x1 + α2x2, α1f (x1)+ α2f (x2)
)
= (α1x1 + α2x2, f (α1x1 + α2x2)) ∈ graph(f )
for all (α1, α2) ∈Q2. This ends the proof.
The Cauchy functional equation and its variants have been widely studied by many authors.
An interesting modification of this equation is the Jensen functional equation (see [1]):
f
(
x + y
2
)
= f (x)+ f (y)
2
; x, y ∈R. (2)
Now, if we set h = y−x2 then x + 2h = x+y2 and (2) can be written as
f (x + 2h)− 2f (x + h)+ f (x) = 0; x,h ∈R,
so that the modified Cauchy equation has an equivalent representation in terms of forward dif-
ferences of second order,(
Δ2hf
)
(x) = f (x + 2h)− 2f (x + h)+ f (x) = 0; x,h ∈R. (3)
Clearly, any solution of the Cauchy functional equation is also a solution of (3). On the other
hand, it is not difficult to prove that any solution of (3), when restricted to a set of the form xQ
(x ∈ R), is a polynomial of degree  1, px(t) = axt + bx (this is a particular case of Lemma 2
of this paper). Thus, if f satisfies (3) and f (0) = 0, then f (t) = axt for all t ∈ xQ, so that
f (x + y) = f
(
2x + 2y
2
)
= f (2x)+ f (2y)
2
= 2xax + 2yay
2
= xax + yay = f (x)+ f (y); for all x, y ∈R.
It follows that f is a solution of (1) if and only if it is a solution of (3) and f (0) = 0. In particular,
the graphs of discontinuous solutions of (3) are dense subsets of R2.
In 1909, M. Fréchet [9] studied an important generalization of Cauchy’s equation, which
characterizes the polynomials. More precisely, he proved the following result:
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Fk+1(f )(x1, . . . , xk+1)
= f (x1 + x2 + · · · + xk+1)
+
k∑
t=1
(−1)t
∑
{i1,...,ik+1−t }∈Pt (k+1)
f (xi1 + · · · + xik+1−t )+ (−1)k+1f (0),
where x1, x2, . . . , xk+1 are real variables and
Pt (k + 1) =
{
A ⊂ {1,2, . . . , k + 1}: #A = k + 1 − t}, t = 1,2, . . . , k.
A continuous function f :R→R is a polynomial of degree less than or equal to k if and only if
Fk+1(f ) vanishes identically on Rk+1.
The proof was brilliant. We include a draft of it here, since the paper by Fréchet is very old
and hence, not easy to find.
Proof of Fréchet’s Theorem (draft). We will make the proof by induction on k. For k = 1
we have Cauchy’s result. Let us assume that the theorem holds for k. Given f a solution of
Fk+1(f ) = 0, we define the auxiliar function
ϕ(x) = f (x + xk+1)− f (x)− f (xk+1)+ f (0).
It is easy to check that if Fk+1(f ) = 0 then, for any fixed constant xk+1, we have that Fk(ϕ) = 0.
This allows us to use the induction hypothesis and claim that ϕ(x) ∈ Pk−1. Now,
Q(x,y) = f (x + y)− f (x)− f (y)+ f (0)
is a symmetric function, so that we can claim that Q(x,y) is a polynomial in the two variables
x, y of degree less than or equal to k − 1 in each one of these variables. Now we proceed as
follows:
• We note that Q(x,y) satisfies the functional equation
Q(x,y)+Q(x + y, z) = f (x + y + z)− f (x)− f (y)− f (z)+ 2f (0),
so that Q(x,y)+Q(x+y, z) is a symmetric function with respect to the variables x, y and z.
• We decompose Q as a sum of polynomials,
Q = Q0 +Q1 + · · · +Qr,
where Qi is homogeneous of degree i, and i = 0, . . . , r . Such a decomposition is unique.
It follows that the polynomials Qi(x, y) + Qi(x + y, z) are symmetric with respect to the
variables x, y and z.
• Now, the homogeneous polynomial Qi(x, y) has the form:
Qi(x, y) = a0xi + a1xi−1y + · · · + ai−1xyi−1 + aiyi,
so that the symmetry of the function Qi(x, y) + Qi(x + y, z) jointly with the binomial
formula imply a set of identities for the coefficients {at }it=0 that can be used to prove that
there exists a certain constant Ai such that
Qi(x, y) = Ai
(
(x + y)i − xi − yi),
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of Qi(x, y). Thus, if Q = Q0 + · · · + Qr has degree  k − 1 in the variables x and y,
this implies that r  k and
Q(x,y) =
k∑
i=2
Ai
(
(x + y)i − xi − yi)= R(x + y)−R(x)−R(y),
where R(x) =∑ki=2 Aixi .• Now we set S(x) = f (x)−R(x)− f (0). Then it is clear that
S(x + y)− S(x)− S(y) = 0 for all x, y ∈R,
so that there exists a constant a such that S(x) = ax. And f (x) = f (0) + ax + R(x) ∈ Pk.
This ends the proof. 
Remark 1. We would like to note that Fréchet’s proof remains unchanged if you assume just the
continuity at one point or the boundedness at an interval with nonempty interior of the solution f
of Fn+1(f ) = 0. This is so because ϕ is continuous or bounded at an open interval if and only if
f is so (this validates the induction step), and the same holds true for S, and, on the other hand,
the unique step where the proof requires from f to be continuous, is to show that S (which is
a solution of the Cauchy equation) is a linear function. Thus Fréchet’s Theorem also holds for
solutions of the Fréchet equation,Fk+1(f ) = 0, under the hypothesis of the theorem by Darboux.
Fréchet’s functional equation can be interpreted as a forward differences equation, since
Fk(f )(x1, . . . , xk) = ΔxkΔxk−1 · · ·Δx1f (0).
Thus, if h = xi for all i, we obtain that
Fk(f )(h,h, . . . , h) = Δkhf (0),
where Δkh denotes the classical kth forward difference operator. Fréchet himself denoted his
operator Fk by the symbol Δk , but he noted that, for his operators, the step size changes from
one iteration of the differences operator to another, and he called an (abstract) polynomial of
degree  k to any solution of the functional equation Δ(k+1)f = 0. This terminology has been
maintained by other authors and now can be considered classical (see [11,12]).
Remark 2. If f is a solution of the Fréchet equation, it is now clear that Δxk+1 · · ·Δx1f (0) = 0
for all {xi}k+1i=1 . Indeed, it is not difficult to check that this forward differences of f van-
ishes not only at zero but identically on R. Let us prove this claim: if we assume that
Fk+1(f )(x1, . . . , xk+1) vanishes for any x1, . . . , xk+1 then for every x ∈R we have that
Fk+1(f )(x, xk, . . . , x1) = ΔxΔxk · · ·Δx1f (0)
and
Fk+1(f )(xk+1 + x, xk, . . . , x1) = Δxk+1+xΔxk · · ·Δx1f (0)
so that
Fk+1(f )(xk+1 + x, . . . , x1) = Δxk · · ·Δx1f (x + xk+1)−Δxk · · ·Δx1f (0) = 0,
Fk+1(f )(x, xk, . . . , x1) = Δxk · · ·Δx1f (x)−Δxk · · ·Δx1f (0) = 0
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0 = Δxk · · ·Δx1f (x + xk+1)−Δxk · · ·Δx1f (x) = Δxk+1Δxk · · ·Δx1f (x).
In this paper, we study the solutions of the higher order forward differences equation
Δk+1h f (x) =
k+1∑
j=0
(
k + 1
j
)
(−1)k+1−j f (x + jh) = 0, for all x,h ∈R. (4)
In principle, this equation is less restrictive than Fréchet’s equation since we do not allow the
step size to change at each iteration of the difference operator.
It is well known that the continuous solutions of Δn+1h f = 0 are the polynomials p ∈ Pn
(see [2,11,14,18,19]). A reference for a theorem that implies this claim is [15], where McKiernan
proved that any solution of (4) should be of the form
f (x) = A0 +A1(x)+ · · · +An(x),
where A0 = const and Ai(x) (i = 1,2, . . . , n) are the diagonalizations at x of certain real-valued,
symmetric, multi-additive functions Ai(x1, . . . , xn). On the other hand, Ciesielski [7] has shown
that any solution of the functional inequation
Δn+1h f (x) 0, for all x,h ∈R
that is bounded at some set Γ of positive Lebesgue measure is continuous in all the real line. It
follows that the solutions of (4) that are not polynomials are unbounded at every set of positive
Lebesgue measure, so that they also have wild oscillations.
It follows that the aforementioned papers give a neat answer to the question: When the solu-
tions of Fréchet functional equation are polynomials? But they do not give any description of the
graph of discontinuous solutions of this equation. Moreover, the proofs involve technical results
from measure theory, so that they are not elementary.
Our main task in this paper is twofold. Firstly, we will give a new proof of Fréchet’s the-
orem which involves no measure theory, been of a quite elementary nature. More precisely,
we will prove that any solution of Δk+1h f = 0 which is continuous at one point, is a polyno-
mial of degree  k. Secondly, as a consequence of the technique developed for our proof of
Fréchet’s theorem, we will give a description of the closure of the graph of f for arbitrary solu-
tions of Δk+1h f = 0. In particular, we prove that graph(f )R
2 has an unbounded open subset and
we give several examples where graph(f )R2 =R2.
Our results are thus analogous to those given by Darboux for the Cauchy equation, but for
the higher order forward differences operator. In the last section of the paper we translate some
results to the multivariate setting by making use of two natural extensions of the forward differ-
ences operators, which are different from those extensions given by Fréchet in 1909 and 1929
(see [9,10]).
2. Main results
We start this section by proving a technical lemma in which we give a description of the solu-
tions of Δk+1h f = 0, with no regularity assumptions on the function f , when they are restricted
to certain dense subsets of the real line.
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pα,β ∈ Pk such that f |α+(β−α)Q = pα,β |α+(β−α)Q.
Proof. We first prove the result for α = 0 and β = 1. For this purpose we take the unique poly-
nomial p ∈ Pk such that
p
(
i
k
)
= f
(
i
k
)
, i = 0, . . . , k
and we consider the set
F = {z ∈Q: f (z) = p(z)}.
It is immediate that { i
k
}ki=0 ⊂ F and we will see that F =Q, that is to say, f |Q = p|Q.
Set
y
(j)
i =
i
2j k
, i ∈ Z, j ∈N0.
We begin proving by induction on j that {y(j)i }i∈Z ⊆ F.
In order to prove the inclusion for j = 0, for all s ∈ Z, we take the only polynomial ps ∈ Pk
such that ps(y(0)i ) = f (y(0)i ), i = s, s +1, . . . , s + k (so that p0 = p). From the definition of y(0)i ,
for each s ∈ Z it is straightforward that
(
Δk+11
k
f
)(
y(0)s
)= k∑
i=0
(
k + 1
i
)
(−1)k+1−if (y(0)s+i)+ f (y(0)s+k+1), (5)
but (Δk+11
k
f )(0) = 0 and ps(y(0)s+i ) = f (y(0)s+i ), i = 0, . . . , k, so that
f
(
y
(0)
s+k+1
)= − k∑
i=0
(
k + 1
i
)
(−1)k+1−if (y(0)s+i)
= −
k∑
i=0
(
k + 1
i
)
(−1)k+1−ips
(
y
(0)
s+i
)
= ps
(
y
(0)
s+k+1
)−Δk+11
k
ps
(
y(0)s
)
= ps
(
y
(0)
s+k+1
)
,
where we have used that Δk+11
k
ps(y
(0)
s ) = 0 (recall that ps ∈ Pk) and the analogous to (5) for ps .
Then, we have
ps
(
y
(0)
s+i
)= f (y(0)s+i)= ps+1(y(0)s+i), i = 1, . . . , k + 1
which joined to the fact that ps,ps+1 ∈ Pk implies that ps = ps+1. As s is arbitrary we conclude
that ps = p for all s ∈ Z and it is immediate that this means that{
y
(0)
i : i ∈ Z
}⊆ F.
Now, let us suppose that the result holds for j ∈ N0 and prove it for j + 1. Let p ∈ Pk be the
unique polynomial such that
p
(
y
(j+1))= f (y(j+1)), i = 0, . . . , k.i i
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f (y
(j+1)
i ) for all i ∈ Z. The induction hypothesis implies that p(y(j)i ) = f (y(j)i ) for every i ∈ Z
and then, it is clear that p(y(j)i ) = p(y(j)i ) for all i ∈ Z from which it is evident that p = p and
finally that {y(j+1)i : i ∈ Z} ⊆ F. We thus close the induction process.
Take now a ∈Q− {y(j)i : i ∈ Z, j ∈N0} and consider the function f˜ (t) = f (at). It is imme-
diate that Δk+1h f˜ = 0 so that in the same way that we have done for f we can find p˜ ∈ Pk such
that
p˜
(
y
(j)
i
)= f˜ (y(j)i ), ∀i ∈ Z, j ∈N0.
It is easy to check that C = {y(j)i : i ∈ Z, j ∈N0} ∩ {ay(j)i : i ∈ Z, j ∈N0} is not a finite set and
we also have
p(ay) = f (ay) = f˜ (y) = p˜(y), ∀y ∈ C.
From the fact that C is not finite it follows that p˜(t) = p(at) and since y(0)k = 1 we have that
f (a) = f˜ (1) = p˜(1) = p(a). Hence we have a ∈ F.
With this all at hand we reach the announced conclusion, Q⊆ F, and, therefore, f |Q = p|Q. In
other words, we have proved that the theorem holds for α = 0 and β = 1 (notice that 0+1Q=Q).
For any other choice of α,β , we consider the function f˜ (t) = f (βt + α) that also meets
the condition Δk+1h f˜ = 0 so that we can proceed as before to prove that there exists p˜ ∈ Pk
such that f˜ |Q = p˜|Q and it is sufficient to take pα,β(t) = p˜( t−αβ−α ) that satisfies f |α+(β−α)Q =
pα,β |α+(β−α)Q. 
In all what follows, we denote by pα,β the unique polynomial of degree  k such that
f |α+(β−α)Q = pα,β |α+(β−α)Q and we define pα := p0,α , under the assumption that there is no
confusion about the solution f of Δk+1h f = 0 that we are working with.
Theorem 3. Given k ∈N and f :R→R such that Δk+1h f = 0, the following claims are equiva-
lent:
i) f ∈ Pk .
ii) f is continuous at certain x ∈R.
iii) f |(a,b) is bounded for certain nonempty interval (a, b) ⊆R.
Proof. The implications i) ⇒ ii) ⇒ iii) are obvious, so that we only need to prove that iii) ⇒ i).
Let us suppose that f /∈ Pk . In this case we can find α,β ∈ R such that pα = pβ . We can chose
x0 ∈ αQ and x1 ∈ βQ, 0 < x0 < x1, in such a way that px0(x0) = px1(x0) (note that px0 = pα
and px1 = pβ ).
Given λ,γ ∈Q, we define x(λ)1 = λx1, x(λ)γ = x0 + γ (x(λ)1 − x0) and p(λ) = px0,x(λ)1 . Then(
p(λ)
)∣∣
x0+(x(λ)1 −x0)Q = f |x0+(x(λ)1 −x0)Q,
and the relation
p(λ)
(
x(λ)γ
)= f (x(λ)γ )
holds for all λ,γ ∈Q.
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p0(x0) = f (x0) and p1
(
x
(λ)
1
)= f (x(λ)1 ), ∀λ ∈Q.
On the other hand, for each i ∈ {2, . . . , k} and λ ∈Q we have that
x
(λ)
i = (1 − i)x0 + λix1 ∈ (1 − i)x0 + x1Q.
Hence, if we set pi = p(1−i)x0,x1 , the relation
pi
(
x
(λ)
i
)= f (x(λ)i )
holds for all λ ∈ Q. Thus, we have got a set of fixed polynomials {p0,p1, . . . , pk} with
p0 = p1 and a parametrized set of knots {x(λ)1 , x(λ)2 , . . . , x(λ)k }λ∈Q such that the family of points
{(x(λ)i , f (x(λ)i ))}λ∈Q is a subset of the graph of pi for i = 1,2, . . . , k and limλ→λ0,λ∈Q x(λ)i = x0,
where λ0 = x0x1 . Moreover, for each λ ∈Q, the points {(x
(λ)
i , f (x
(λ)
i ))}ki=0 all belong to the graph
of p(λ). This suggests us to think that the family of polynomials p(λ) should blow up near x0 as
λ → λ0. This is precisely what we will prove. It is clear that
lim
λ→λ0
λ∈Q
f
(
x
(λ)
i
)= lim
λ→λ0
λ∈Q
pi
(
x
(λ)
i
)= lim
x→x0
pi(x) = pi(x0). (6)
Now, let q, p˜(λ) ∈ Pk denote the interpolation polynomials defined by q(i) = pi(x0) and
p˜(λ)(i) = f (x(λ)i ), i = 0,1, . . . , k, respectively; where λ ∈ Q is arbitrary. It follows from (6)
that
lim
λ→λ0, λ∈Q
p˜(λ)(i) = q(i), i = 0,1, . . . , k.
Thus, it is an easy corollary of the Lagrange interpolation formula (but also from the fact that
Pk is a finite-dimensional vector space, and all norms are equivalent for such spaces) that
limλ→λ0, λ∈Q p˜(λ) = q uniformly on compact subsets of the real line. There exists a strong
relation between the polynomials p(λ)and p˜(λ). In fact, it is easy to check that p(λ)(t) =
p˜(λ)(
t−x0
x
(λ)
1 −x0
), since the relation
p˜(λ)
(
x
(λ)
i − x0
x
(λ)
1 − x0
)
= p˜(λ)(i) = f (x(λ)i )= p(λ)(x(λ)i )
holds for all i ∈ {0, . . . , k} and p(λ)(t), p˜(λ)( t−x0
x
(λ)
1 −x0
) ∈ Pk .
The assumption that p0(x0) = p1(x0) guarantees that q is a nonconstant polynomial. This
implies that q(Q) = q(R) and q(R) = R, q(R) = [M,∞) or q(R) = (−∞,M] for a certain
M ∈R. Thus, for each C ∈ q(R) and each ε > 0 there exists some γ ∈Q such that |C − q(γ )|
ε/2. On the other hand,
lim
λ→λ0, λ∈Q
∥∥p˜(λ) − q∥∥[0,γ+1] = 0,
so that, if we take |λ− λ0| small enough, then
max
{∣∣x0 − x(λ)γ ∣∣, ∣∣f (x(λ)γ )− q(γ )∣∣}= max{∣∣x0 − x(λ)γ ∣∣, ∣∣p(λ)(x(λ)γ )− q(γ )∣∣}
= max{∣∣x0 − x(λ)γ ∣∣, ∣∣p˜(λ)(γ )− q(γ )∣∣} ε2
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max
{∣∣x0 − x(λ)γ ∣∣, ∣∣f (x(λ)γ )−C∣∣}max{∣∣x0 − x(λ)γ ∣∣, ∣∣f (x(λ)γ )− q(γ )∣∣+ ∣∣q(γ )−C∣∣}
 ε.
This means that (x0,C) ∈ graph{f }R2 for all C ∈ q(R). In particular, f is unbounded at any
open interval (a, b), since x0 was arbitrarily chosen between the set of points z ∈ x0Q such that
p0(z) = p1(z). 
In order to give a description of graph{f }R2 , we prove the following results.
Lemma 4. Let f be a solution of Δk+1h f = 0 which is nowhere continuous. Then graph{f }R
2 is
a connected subset of R2 which contains an unbounded open set and for each x ∈R there exists
an infinite interval Ix ⊂R such that
{x} × Ix = graph{f }R2 ∩ {x} ×R.
Proof. A detailed inspection of the proof of the theorem above reveals that, if Δk+1h f = 0 but
f /∈ Pk then there are polynomials p0,p1 ∈ Pk , p0 = p1 such that pi |xiQ = f |xiQ (i = 0,1) and
for each point z0 ∈ x0Q \ {z: p0(z) = p1(z)} there exists an infinite interval J ⊂ R with {z0} ×
J ⊂ graph{f }R2 . Moreover, J = q(R) for a certain polynomial q ∈ Pk (which depends on the
choice of z0) such that q(0) = p0(z0) and q(1) = p1(z0). In particular, {z0}× [p0(z0),p1(z0)] ⊂
graph{f }R2 . This implies that C(p0,p1) ⊂ graph{f }R2 , where C(h, g) denotes the set
C(h, g) = {(x, y) ∈R2: min{h(x), g(x)} y max{h(x), g(x)}}
for any choice of functions h,g :R → R. In particular, this implies that graph{f }R2 has an
unbounded open subset.
Now we will prove the second claim of the lemma. Given a point x ∈ R, if (x, y1), (x, y2) ∈
graph{f }R2 and y1 < y2 then for all ε > 0, ε < |y1 − y2|, there are two points x1, x2 ∈ R such
that
max
{|x − x1|, |x − x2|, ∣∣y1 − f (x1)∣∣, ∣∣y2 − f (x2)∣∣}< ε2 .
Thus, the polynomial px1,x2 satisfies px1,x2([x1, x2]) ⊇ [f (x1), f (x2)] and
graph{px1,x2} ⊂ graph{f }R
2
,
so that if we take w ∈ (y1, y2) such that
y1 < f (x1) < y1 + ε2 <w < y2 −
ε
2
< f (x2) < y2,
then there exists a point ξw ∈ (x1, x2) such that px1,x2(ξw) = w, so that
max
{|x − ξw|, ∣∣w − px1,x2(ξw)∣∣}= |x − ξw|max{|x − x1|, |x − x2|} ε,
and (x,w) ∈ graph{f }R2 , since ε was arbitrary. It follows that {x} × [y1, y2] ⊂ graph{f }R2 .
This proves that graph{f }R2 ∩{x}×R= {x}× Ix for a certain interval Ix ⊂R and for all x ∈R.
Of course, this implies that graph{f }R2 is a connected set, since the graph of the polynomial p0
is connected and intersects all the sets {x} × Ix .
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proved this for the points x ∈ x0Q \ {z: p0(z) = p1(z)}. Now, given any point x ∈R there exists
an infinite sequence {zn}∞n=0 ⊂ x0Q \ {z: p0(z) = p1(z)} such that limn→∞ zn = x. Let M0 ={n: sup Izn = ∞} and M1 = {n: inf Izn = −∞}. Clearly, N=M0 ∪ M1, so that #M0 = ∞ or
#M1 = ∞, and Ix is not bounded, anyway. 
Theorem 5. Given k ∈ N and f :R → R such that Δk+1f = 0, if f /∈ Pk , there are functions
h,g :R→R∪ {±∞} such that graph{f }R2 = C(h, g), where g(x)−h(x) = +∞ for all x ∈R,
and there exists p0,p1 ∈ Pk such that p0 = p1 and C(p0,p1) ⊂ C(h, g). Finally, g is lower
semicontinuous and h is upper semicontinuous.
Proof. Let us set, for each x ∈R,
h(x) = inf{t ∈R: (x, t) ∈ graph{f }R2}
and
g(x) = sup{t ∈R: (x, t) ∈ graph{f }R2}.
With this notation at hand, it is clear that we have already proved the first two claims of the
theorem. Now we will prove that g is lower semicontinuous (we only make the proof for the
function g, since the proof for the other function is analogous). So, let x0 be such that g(x0) =
M < ∞ and let us assume that g is not lower semicontinuous at x0. Then there exists some δ > 0
and a null sequence {εn}∞n=0 → 0 (εn = 0 for each n) such that g(x0 + εn)M + δ for all n.
Now, it follows from g(x0) = M < ∞ that f (x0)  M , since (x0, f (x0)) ∈ graph{f } ⊂
graph{f }R2 . Thus, f (x0) = px0(x0)M and there exists some ε > 0 such that px0(y)M + δ2
for all y such that |y − x0|  ε. It follows that h(y) M + δ2 for all y such that |y − x0|  ε
(since graph{px0} ⊂ graph{f }R2 ). On the other hand, for all n big enough we have that |εn| δ,
so that
h(x0 + εn)M + δ2 <M + δ  g(x0 + εn).
This implies that (x0 + εn,M + δ2 ) ∈ graph{f }R
2 for all n  n0, so that (x0,M + δ2 ) ∈
graph{f }R2 and g(x0)M + δ2 >M , a contradiction. This ends the proof. 
There are several examples which show that g and h may be discontinuous functions. In fact,
many shapes are possible for graph{f }R2, where f is assumed to be a discontinuous solution
of Δk+1h f = 0 for a certain k. If k = 1 then graph{f } must be a dense subset of R2. For k = 2
we can take f = L2 + ax2 + bx + c and
graph{f }R2 = {(x, y) ∈R2: y  ax2 + bx + c}.
For k = 3, we set f (t) = tL2(t). Then f satisfies Δ4hf = 0 and
graph{f }R2 = {(x, y) ∈R2: xy  0},
so that, in this case,
g(x) =
{0 x < 0,∞ x  0,
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h(x) =
{−∞ x  0,
0 x > 0.
Finally, for k increasing, the sets graph{f }R2 become more and more complicated. For ex-
ample, it is easy to check that, for all k  3, if we set f (t) = L2(t)q(t) + h(t) where h(t) ∈ Pk ,
q(t) =∏k−2i=1 (t − xi) and we assume that x1 < x2 < · · · < xk−2, then Δk+1h f = 0 and
graph{f }R2 = {(x, y) ∈R2: (y − h(x))q(x) 0}.
3. The multivariate case
Given m ∈ N, k ∈ N0 and a function f :Rm → R, we write f ∈ Pkm(Ω)tot whenever there
exists a polynomial of total degree less than or equal to k, namely
p(x1, . . . , xm) =
∑
i1+i2+···+imk
ai1,i2,...,imx
i1
1 x
i2
2 · · ·ximm ,
such that f = p|Ω and we write f ∈ Pkm(Ω)max if there exists a polynomial
p(x1, . . . , xm) =
∑
max{i1,i2,...,im}k
ai1,i2,...,imx
i1
1 x
i2
2 · · ·ximm
such that f = p|Ω.
In this section we will characterize (by the use of adequate forward differences) the spaces of
polynomials Pkm,tot = Pkm(Rm)tot and Pkm,max = Pkm(Rm)max, respectively.
Let f :Rm → R be a function and let us fix a positive integer k and the vectors v ∈ Rm,
α = (α1, . . . , αm) ∈Nm0 . We define
Δαhf (x)
α1,...,αm∑
i1,...,im=0
(
m∏
j=1
(−1)αj−ij
(
αj
ij
))
f
(
x + h(i1, . . . , im)
)
,
Δkv,hf (x) =
k∑
i=0
(
k
i
)
(−1)k−if (x + ihv),
where x ∈Rm and h ∈R.
Both definitions can also be introduced by a recursive relation. Indeed, it is easily checked
that Δα+eih f = Δeih Δαhf and Δk+1v,h f = Δ1v,hΔkv,hf . On the other hand, it is also immediate that
Δkei ,hf = Δkeih f,
where ei stands for (0, . . . ,
i)
1, . . . ,0) ∈Rm.
There are several possibilities to define the forward differences operator in the several vari-
ables setting. We have introduced here two of the most used. The first one, is of common use
in approximation theory, where several approximation operators which are also connected with
interpolation theory, are defined in terms of these difference operators. The second one is useful
if you are interested in the generalization of the forward differences operators to more general
spaces (e.g, Banach spaces, etc.). In fact, a theory of polynomials in general Banach spaces was
developed after Fréchet by some people of his influence [16].
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Pkm,tot and Pkm,max. It is clear that the theorems of the section above will help for an inductive
proof. For example, if you know that Δ(k+1)eih f = 0 for i = 1,2, . . . ,m, then Theorem 3 guar-
antees that, for all i  m and any fixed vector x0 ∈ Rm, gi(xi) = f (x0 + xiei) is a polynomial
of degree  k in the variable xi . Thus, if we are allowed to use some result that guarantees that
in a such situation all these polynomials should match together in a unique polynomial on the
variables {x1, x2, . . . , xm}, then we will prove that f itself is a polynomial. There are several
results about polynomial covers (see [5,6]), but we will prove here one which is adequate for our
purpose. With this objective in mind, we need first to introduce some notation.
Given i ∈ {1, . . . ,m}, we consider the projection
πi :R
m →Rm−1,
πi(ξ1, . . . , ξm) = (ξ1, . . . , ξi−1, ξi+1, . . . , ξm).
Given m > 1 and a function f :Rm → R, for i ∈ {1, . . . ,m}, α ∈ R and z = (z1, . . . , zm) ∈
Rm, we define
f
(i)
z :R→R,
f
(i)
z (ξ) = f (z1, . . . , zi−1, ξ, zi+1, . . . , zm)
and
f
[i]
α :R
m−1 →R,
f
[i]
α (ξ1, . . . , ξm−1)f (ξ1, . . . , ξi−1, α, ξi, . . . , ξm−1).
Now we can state our lemma about polynomial covers, being the main tool for the proof of
this result the use of the Lagrange interpolation polynomial in the 1-dimensional case.
Lemma 6. Given f :Rm →R, let us suppose that there exist intervals (a1, b1), . . . , (am, bm) ⊆R
not necessarily bounded such that for all z ∈ I = (a1, b1)×· · ·× (am, bm) and all i ∈ {1, . . . ,m}
we have f (i)z ∈ Pk . Then, f ∈ Pmkm,tot(J ) with
J =
m⋃
i=1
π−1i
(
πi(I )
)
.
Proof. The proof is by induction on m. For m = 1 the result is evident so let us assume that the
lemma holds for m− 1 and prove it for m.
With no lost of generality we can assume that I = (−ε, ε)m. If we apply the induction hy-
potheses for i = 0, . . . , k we obtain that f [1]iε
k+1
= pi ∈ Pk(m−1)m,tot ((−ε, ε)m−1). Take the function
g1 :π
−1
1
(
π1(I )
)=R× (−ε, ε)m−1 →R,
g1(ξ1, ξ2) =
k∑
li (ξ1)pi(ξ2),i=0
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g1 ∈ Pkmm,tot(π−11 (π1(I ))). Furthermore, for any z = (z1, z2) ∈ R × (−ε, ε)m−1, we know that
f (z) = f (1)z (z1). But f (1)z ∈ Pk and we have that
f (1)z
(
iε
k + 1
)
= f [1]iε
k+1
(z2) = pi(z2)
so that f (1)z interpolates the values {pi(z2)}ki=0 at the knots { iεk+1 }ki=0 and then
f (1)z (z1) =
k∑
i=0
li (z1)pi(z2) = g1(z1, z2) ⇒ f (z) = g1(z).
We thus have f = g1 ∈ Pkmm,tot(π−11 (π1(I ))).
We can prove in almost the same way that f = gi ∈ Pkmm,tot(π−1i (πi(I ))) for i = 1, . . . ,m. But⋂m
i=1 π
−1
i (πi(I )) = (−ε, ε)m, which is a set with nonempty interior and all these polynomials
must coincide in such a set. Hence we have that there exists g ∈ Pkmm,tot such that gi = g|π−1i (πi (I ))
for all i ∈ {1, . . . ,m}, and then f |J = g, which completes the proof. 
Now we are able to prove the main result of this section.
Theorem 7. Given f ∈ Rm → R such that for all i ∈ {1, . . . ,m}, Δ(k+1)eih f = 0, we have that
the following claims are equivalent:
(1) f ∈ Pkm,max.
(2) f is continuous at certain x ∈Rm.
(3) f |Bδ(x) is bounded for certain x ∈Rm and δ ∈R+.
Proof. Clearly, we only need to prove the implication (3) ⇒ (1). We make the proof by induction
on m. The case m = 1 is Theorem 3. Let us suppose that the result holds for m − 1. We can
suppose that x = (0, . . . ,0) and that there exists ε ∈ R+ such that f |I is bounded with I =
(−ε, ε)m.
It is immediate that Δk+1h f
(i)
z = 0 for any z and i. Moreover, if z ∈ I we also have that
f
(i)
z is bounded in certain neighborhood of zi . Then from Theorem 3 we conclude that for all
z ∈ I and i ∈ {1, . . . ,m} we have f (i)z ∈ Pk . Now, from Lemma 6 we know that f ∈ Pkmm,tot(J )
with J =⋃mi=1 π−1i (πi(I )). Therefore, f is continuous in J . For z1 ∈ R and i ∈ {1, . . . ,m}, it
is immediate that f [i]z1 is always continuous at (0, . . . ,0) and also that Δ
(k+1)e(m−1)j
h f
[i]
z1 = 0 for
any j ∈ {1, . . . ,m − 1}, therefore, by means of the induction hypotheses, we can conclude that
f
[i]
z1 ∈ Pkm−1,max.
Finally, for all z = (z1, . . . , zm) ∈Rm, ξ ∈R and i, j ∈ {1, . . . ,m}, i = j , we have
f (i)z (ξ) = f [j ]zj (z1, . . . , zj−1, zj+1, . . . , zi−1, ξ, zi, . . . , zm).
But f [j ]zj is a polynomial so that f
(i)
z ∈ Pk . Therefore, for all z ∈Rm and i ∈ {1, . . . ,m}, f (i)z is a
polynomial and then, again by Lemma 6, we have that f ∈Pkmm,tot, since
⋃m
i=1π
−1
i (πi(R
m))=Rm.
To finish the proof we need first to reduce the degree of f from km to k. Of course, this is easy
if we are able to prove that all the classical derivatives of f of order k+1 vanish identically on R.
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Δ
(k+1)ei
h satisfy that, for each h > 0 and all x0 ∈Rm, there exists ξh ∈ [x0,x0 + (k + 1)hei] such
that
Δ
(k+1)ei
h f (x0)
hk+1
∂k+1f
∂xk+1i
(ξh). (7)
We know that: the first member of (7) vanishes identically, x0 ∈ Rm and h > 0 were arbitrarily
chosen, and ∂
k+1f
∂xk+1i
is continuous so that we may conclude that
∂k+1f
∂xk+1i
(x) = 0 for all x ∈Rm and i = 1, . . . ,m.
This ends the proof. 
Corollary 8. Given f :Rm → R such that Δαhf = 0, for all α ∈ Nm such that |α| =
∑m
i=1 αi =
k + 1. Then the following claims are equivalent:
(1) f ∈ Pkm,tot.
(2) f is continuous at certain x ∈Rm.
(3) f |Bδ(x) is bounded for certain x ∈Rm and δ ∈R+.
Proof. Let us assume that f solves Δαhf = 0 for all α = (α1, . . . , αm) ∈ Nm with |α| =∑m
i=1 αi = k + 1 and f is bounded in an open set. We know from Theorem 8 that in such
a case f ∈ Pkm,max. On the other hand, the forward differences operators Δαh satisfy the identities
1
hk+1
Δαhf (x0)
∂k+1f
∂x
α1
1 ∂x
α2
2 · · · ∂xαmm
(ξh)
for all x0 ∈ Rm and all h > 0, with ξh ∈ [x0,x0 + hα1e1] × [x0,x0 + hα2e2] × · · · × [x0,x0 +
hαmem]. Thus, we can claim that
∂k+1f
∂x
α1
1 ∂x
α2
2 · · · ∂xαmm
= 0
for all α with
∑m
i=1 αi = k + 1. This ends the proof. 
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