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ABSTRACT
Bottom topography, or more generally the geometry of the ocean basins, is an important ingredient in numer-
ical ocean modeling. With the help of an adjoint model, it is shown that scalar diagnostics or objective functions
in a coarse resolution model, such as the transport through Drake Passage, the strength of the Atlantic meridional
overturning circulation, the Deacon cell, and the meridional heat transport across 32◦S, are sensitive to bottom
topography as much as they are to surface boundary conditions. For example, adjoint topography sensitivities
of the transport through Drake Passage are large in choke point areas such as the Crozet-Kergue´len Plateau and
south of New Zealand; the Atlantic meridional overturning circulation is sensitive to topography in the western
boundary region of the North Atlantic Ocean and along the Scotland-Iceland ridge. Many sensitivities are con-
nected to steep topography and can be interpreted in terms of bottom form stress, that is, the product of bottom
pressure and topography gradient. The adjoint sensitivities are found to agree to direct perturbation methods
with deviations smaller than 30% for significant perturbations on time scales of 100 years, so that the assump-
tion of quasi-linearity that is implicit to the adjoint method holds. The horizontal resolution of the numerical
model affects the sensitivities to bottom topography, but large scale patterns and the overall impact of changes in
topography appear to be robust. The relative impact of changes in topography and surface boundary conditions
on the model circulation is estimated by multiplying the adjoint sensitivities with assumed uncertainties. If the
uncertainties are correlated in space, changing the surface boundary conditions has a larger impact on the scalar
diagnostics than topography does, but the effects can locally be on the same order of magnitude if uncorrelated
uncertainties are assumed. In either case, bottom topography variations within their prior uncertainties affect
the solution of an ocean circulation model. To this extent, including topography in the control vector can be
expected to compensate for identifiable model errors, and thus improve the solution of estimation problems.
——————–
1. Introduction
Numerical ocean general circulation models (OGCM)
consist of a set of discretized partial differential equations
for a set of prognostic variables (the numerical ocean state)
which are solved subject to initial conditions and boundary
conditions (lateral and surface boundary conditions, surface
forcing); the solution also depends on a number of model pa-
rameters (e.g., diffusivity and viscosity parameters). These
quantities are referred to as independent parameters, or con-
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trols. They each have associated uncertainties which can be
significant. The result of an OGCM is sensitive to changes
in all of these fields and parameters (e.g., Bryan 1987, Losch
et al. 2004, Marsland and Wolff 2001, Simmons et al. 2004).
Forcing fields, initial conditions, and parameters are derived
either from measurements, reanalysis data products, esti-
mates by different models or, if there is no information avail-
able at all, from tuning exercises such that the resulting cir-
culation is consistent with available observations (within as-
sumed error bars) or meets some subjective norms (expecta-
tions) of the investigator. From this perspective it is impor-
tant to know which parameters influence the solution signif-
icantly, so that future efforts can be directed at estimating or
measuring these parameters with higher precision. Numer-
1
2ous studies have explored the sensitivity of certain features
of the circulation, for example the strength of the Antarctic
Circumpolar Current (ACC), the Atlantic overturning circu-
lation, to most of the above parameters or how closely the
model result reproduces individual measurements or glob-
ally averaged, say, temperature profiles (e.g., Gent et al.
2001, Large et al. 1997).
The representation of the computational domain has so far
received little attention in the context of uncertainty assess-
ment of “model parameters”. Although the role of topogra-
phy in numerical models has been recognized for a long time
(e.g., Adcroft et al. 1997, Holland 1973, Marshall 1995a, Ol-
bers 1998, Pacanowski and Anand 1998), there is no general,
objective way of representing topographic sub-grid scales on
a computational grid in a way that leads to the “best possi-
ble” flow field. Topography may thus undergo a consider-
able amount of ad-hoc tuning before it is introduced into the
OGCM. Smoothing a given topography is a widely used pro-
cedure to remove too steep gradients (Penduff et al. 2002),
“holes” are filled in, straits are deepened, opened, or closed,
in order to make the model produce a “more realistic” result
(Large et al. 1997). In the extreme case, topography may
be changed significantly so as to compensate for lacking nu-
merics or resolution in deriving a consistent flow field. Other
parameters such as the boundary conditions that apply along
the lateral solid walls are equally uncertain in global ocean
models (Adcroft and Marshall 1998).
Another source of uncertainty is the bathymetric data
sets themselves. As an example, consider the difference
between two well-known data sets: ETOPO5 (Sloss 1988)
and its successor ETOPO2 (http://www.ngdc.noaa.
gov/mgg/fliers/01mgg04.html), which is in large
parts based on the satellite derived topography of Smith and
Sandwell (1997). The topographies implied by the two data
sets are profoundly different (Fig. 1a). For visualization, the
original data sets have been smoothed with a radial block
mean filter of radius 112 km (≈ 1◦ spherical distance). The
root-mean-square (rms) difference on a 1/3◦-grid over the
oceans is still 131 m and the maximum differences are as
large as 2000 m. On large scales the topographies differ by
approximately 100 m, for example south of Australia in the
Southern Ocean. Such differences are significant since they
can be represented in ocean models. As a reference, Fig. 1b
depicts the topography used in the present study.
State estimation based on control theory provides a natu-
ral framework for accounting for parameter uncertainties of
the type discussed above (see e.g., Wunsch 1996). In this
context Losch and Wunsch (2003) have explored the possi-
bility of using bottom topography as a control variable in
a barotropic shallow water model. The scope of this pa-
per is to extend their study, and to investigate the sensitiv-
ity of the state of a given OGCM, here the MITgcm (Mar-
shall et al. 1997), to the representation of bottom topogra-
phy. In particular, (a) we show that bottom topography sen-
sitivities in our OGCM can be computed with the help of
the adjoint method, making bottom topography a possible
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FIG. 1. a) Equal area map (Gall-Peters projection) of the differ-
ence between ETOPO2 and ETOPO5 topographies, smoothed with
a 1◦ radial block average (in units of meters). b) Model topography
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control variable in state estimation, (b) we quantify bottom
topography sensitivities and show that they can have a sig-
nificant impact on the modeled ocean circulation, (c) we put
bottom topography sensitivities into context to momentum
and buoyancy forcing sensitivities to assess their relative im-
pact. The model configuration used in this work is limited by
coarse resolution and crude parameterizations of sub-grid-
scale processes. Nevertheless, the OGCM is a fully fledged
baroclinic model. In the context of sensitivity studies it has
been used in this configuration in several recent studies (e.g.,
Ferreira et al. 2005, Huang et al. 2003, Losch et al. 2004).
The implementation of bottom topography control will be
shown to be significantly more complex than (i) bottom to-
pography control in a shallow water model, and (ii) initial
condition, boundary forcing, or mixing controls in a baro-
clinic OGCM. Therefore, our work should be viewed as an
early step towards establishing topography as a control vari-
able in an OGCM, showing the potential of this approach.
Our study hinges on the use of the adjoint method (see
e.g., Wunsch 1996). This method enables us to compute,
simultaneously and in a single adjoint integration, all linear
sensitivities of a scalar-valued model diagnostics J (often re-
ferred to as objective function, probing function, or cost func-
tion) to changes in a given set control variables u (for exam-
ple, surface forcing, topography). The sensitivity is given
by the gradient ∇uJ in multi-dimensional control space.
In the present context, J might represent volume transport
through Drake Passage or the strength of the Atlantic merid-
3ional overturning circulation. This method has both techni-
cal and conceptual advantages over direct perturbation ap-
proaches but requires a separate (tedious) code development
effort. Before the advent and increasing sophistication of
algorithmic/automatic differentiation (AD) tools during the
1990’s this development inevitably was inexact (e.g. Sirkes
and Tzipermann 1997) and lagged behind the forward code
development. Early OGCM studies based on hand-written
adjoints include those of Tziperman and Thacker (1989),
Sheinbaum and Anderson (1990) and Marotzke and Wunsch
(1993). Carl Wunsch’s foresight at the outset of the MITgcm
development that forward and adjoint model code ought to
be developed in parallel by exploiting the new technology
of AD was key to what has evolved into the “Estimating the
Circulation and Climate of the Oceans” (ECCO) Consortium
and has lead to the adjoint capabilities of the MITgcm today.
In the following we briefly review recent OGCM applica-
tions of the adjoint method in the context of sensitivity stud-
ies (a), state estimation (b), and bottom topography control
(c).
(a) The first sensitivity study using the MITgcm ad-
joint was undertaken by Marotzke et al. (1999), who in-
vestigated the (tangent) linear sensitivity of the merid-
ional heat transport in the Atlantic. Bugnion (2001) and
Ko¨hl (2005) extended this study to climate time scales,
and to higher-resolution, respectively. Other examples are
the study of SST anomalies in the North Atlantic (Junge
and Haine 2001), midlatitude–ENSO teleconnection mecha-
nisms (Galanti and Tziperman 2003, Galanti et al. 2002), the
deep ocean heat content (Huang et al. 2003), water mass ori-
gins and pathways in the Pacific (Fukumori et al. 2004), the
carbon sequestration efficiency (Hill et al. 2004) in ocean
models, optimal observing system design (Ko¨hl and Stam-
mer 2004), sensitivity of ocean biological productivity to
iron fluxes (Dutkiewicz et al. 2006), and impact of open
boundary conditions in a regional North Atlantic circulation
(Ayoub 2005). Other groups have developed adjoint compo-
nents of their OGCMs as well, and provided interesting ap-
plications of the adjoint method, for example, Galanti et al.
(2002, using MOM), Weaver et al. (2003, using OPA), and
Moore et al. (2004, using ROMS).
(b) With their publication of a dynamically consis-
tent, decadal, quasi-global state estimate (see http://
www.ecco-group.org/), Stammer et al. (2002, 2003)
demonstrated the practicality of solving the estimation prob-
lem of a time-dependent ocean state as laid out in Wunsch
(1996) (see also Wunsch and Heimbach 2006). Subsequent
global and regional-scale studies include those of Ko¨hl and
Willebrand (2003), Ferron and Marotzke (2003), Lea et al.
(2006), and Gebbie et al. (2006). An important extension
of the state estimation which adds transient tracers such as
chlorofluorocarbons (CFCs) as observational constraints was
undertaken by Li and Wunsch (2003, 2004).
(c) Adjoint models have been used to study bottom to-
pography as a control variable in tidal modeling and gravity
wave dynamics in shallow water models of shelf seas (Das
and Lardner 1991, 1992, Heemink et al. 2002, Lardner et al.
1993, ten Brummelhuis et al. 1993). In idealized scenar-
ios, Losch and Wunsch (2003) successfully optimized bot-
tom topography in the limit of nearly-geostrophic dynamics
by assimilating (synthetic) sea surface height data. Here we
extend those approaches to a fully fledged OGCM, but re-
strict ourselves to adjoint sensitivity analysis. The adjoint
sensitivity analysis of a realistic ocean model helps to iden-
tify physical processes within the model system and already
allows us address questions in an oceanographic context.
In the future, bottom topography will likely be included
in the control vector of such state estimation studies.
2. MITgcm and its adjoint
The M.I.T. General Circulation Model (MITgcm) is a
general purpose grid-point algorithm that solves the Boussi-
nesq form of the Navier-Stokes equations for an incompress-
ible fluid, hydrostatic or fully non-hydrostatic, with a spatial
finite-volume discretization on a curvilinear computational
grid (in the present context on a three-dimensional longitude,
latitude, depth grid). The model algorithm is described in
Marshall et al. (1997); for online documentation and access
to the model code, see MITgcm Group (2002).
The tangent linear and adjoint model of MITgcm are
generated via automatic/algorithmic differentiation (AD)
(Griewank 2000). To this end, the MITgcm has been adapted
for use with the Tangent linear and Adjoint Model Compiler
(TAMC), and its successor TAF (Transformation of Algo-
rithms in Fortran, Giering and Kaminski 1998) to provide
exact, efficient tangent-linear and adjoint code (Heimbach
et al. 2002, 2005, Marotzke et al. 1999). The adjoint model
framework incorporates the ECCO state estimation infras-
tructure, but only part of it here because we restrict ourselves
to sensitivity studies.
a. Some aspects of bottom topography control
The starting point for our adjoint code development was
the adjoint model used in previous sensitivity and state esti-
mation studies which computes the local gradient of the ob-
jective function with respect to a (by now “standard”) control
vector comprising initial temperature and salinity as well as
air-sea buoyancy and momentum flux fields (other control
variables are available, but do not play a role here).
The procedure for adding topography to the control vector
is based on the “partial cell” treatment in the MITgcm (Ad-
croft et al. 1997). This technique enables continuous varia-
tion of the fractional volume per grid cell between zero and
one with respect to the vertical component and — apart from
its original motivation to represent topography more accu-
rately without increasing the vertical resolution — ensures
differentiability in the cells abutting topography. Total depth
H is then written as the sum over all tracer cells
H(i, j) =
∑
k
hc(i, j, k)∆rf (k), (1)
4where ∆rf (k) denotes the full-cell thickness of layer k and
hc(i, j, k) the fractional cell thickness at the tracer point of
the C-grid. Denoting the bottom layer at (i, j) as klow, the
hc(i, j, k) assume values
hc(i, j, k)


= 1, for k < klow
= hlow(i, j) ∈ (0, 1] for k = klow
= 0, for k > klow.
(2)
From these, fractional thicknesses are derived for the
cell faces which carry the zonal (u at W -face) and
meridional (v at S-face) velocity points on the C-grid,
hw(i, j, k), hs(i, j, k), respectively. The fractional elements
hx(i, j, k), x = c, w, s are central to the finite-volume spa-
tial discretization. For more details on partial cells we refer
to Adcroft et al. (1997) and MITgcm Group (2002).
The variation of Eq. (2) yields δhc(i, j, k) =
δhlow(i, j) δk klow , with the Kronecker delta symbol δk klow ,
and thus variation of Eq.(1) reduces to
δH(i, j) =
∑
k
δhc(i, j, k)∆rf (k) = δhlow(i, j)∆rf (klow)
Thus, while formulating the control problem in terms of the
full depthH and 3-dimensional field hc(i, j, k), when taking
the derivative all terms in the sum (1) vanish except the bot-
tom layer cell k = klow. The source of the adjoint bottom
topography sensitivity is thus confined to the bottom layer,
and propagated into the interior solely by adjoint variables of
the time-dependent flow field (in the language of AD, while
the interior (k 6= klow) cell thicknesses are active, their sen-
sitivities evaluate to zero, and only k = klow is effectively
active).
The tangent-linear model (the adjoint of which is very
closely related, see e.g., Giering and Kaminski 1998) de-
pends on the particular choice of which fields are consid-
ered as control variables, that is, whether a field is consid-
ered constant (passive) or variable (active) with respect to
differentiation.
Consider a tracer cell face area normal to the x (zonal)
direction,Ax = ∆y∆rf hw, with meridional arc length ∆y.
Then, the zonal volume transport U through the cell face Ax
is given by
U = uAx (3)
In the absence of bottom topography control, this represents
a linear expression in u with constant Ax, and linearization
trivially yields δU = δuAx. However, if hc is allowed to
vary, then hw varies and Eq.(3) is quadratic, so that lineariza-
tion requires the product rule, thus
δU = δuAx + u δAx (4)
where δAx = ∆y∆rf δhw. Recalling Eq.(2), we note that
δAx = 0, except at k = klow. All advective terms are
affected and will propagate changes in fractional cell thick-
nesses. In a similar fashion, linearization of viscous fluxes
(Laplacian and biharmonic friction), bottom and side drag
terms will be modified.
Modifications in the MITgcm to account for the activity
of partial cells (which are passive parameters if bottom to-
pography is not a control) are mostly straightforward, with
one exception: The conjugate gradient elliptic solver loses
its self-adjoint property which had made it easy to deal with
previously (Marotzke et al. 1999). We point out that changes
necessary in the model to recover a correct adjoint were sub-
stantial, and qualitatively different from code modifications
to accommodate the “standard” control variables. Neverthe-
less, we confine this technical discussion to the appendix.
3. Adjoint Sensitivity Simulations to Bottom
Topography
In this first study of adjoint bottom topography sensitiv-
ities of a fully-fledged baroclinic OGCM, we restrict our-
selves to a coarse-resolution setup. This enables us to con-
duct a larger (and longer) number of simulations as well as
longer simulations to elicit general magnitudes and patterns
of sensitivities. The configuration of the OGCM is very sim-
ilar to that of Ferreira et al. (2005). It covers the globe from
80◦S to 80◦N with a horizontal resolution of 4◦ × 4◦ and 15
layers with thicknesses ranging from 50 m near the surface
to 690m near the bottom. To concentrate on bottom topogra-
phy effects, the model is forced with annual means of wind
forcing fields (Trenberth et al. 1990) and heat and freshwater
fluxes (Jiang et al. 1999) for most experiments. No temper-
ature or salinity relaxation to climatology is applied. The
topography is derived from ETOPO2 by horizontal smooth-
ing with an averaging kernel with a radius of 230 km and
interpolated to the 4◦-grid. The only additional editing of
topography involves the Drake Passage: it is deepened by
resetting 12 grid points to 3870 m and and 2 to 4510 m, to al-
low a more realistic transport through the strait in the coarse
resolution model. These modifications do affect the circula-
tion, but do not alter the qualitative picture of our sensitivity
results. The topography used is shown in Fig. 1b.
To avoid problems with vigorous initial adjustment pro-
cesses, all model integrations are started from a 2000 year
spin-up integration that was initialized with temperature and
salinity climatologies (Levitus and Boyer 1994, Levitus et al.
1994). Again, this choice has little impact on the overall pat-
terns of the sensitivities. For computational efficiency, all in-
tegrations use asynchronous time stepping with a tracer time
step of 2 days and a momentum time step of 20 minutes.
Preliminary test showed that neither the horizontal distribu-
tion nor the magnitude of the sensitivity maps are greatly
affected by this choice (not shown) as long as the integration
times are longer than gravity-wave time scales.
For comparison, we use a configuration with a horizontal
resolution of 2◦ and 23 vertical layers ranging from 10 m
near the surface to 500 m at depth, similar to the one used
in Stammer et al. (2002), and driven with the same surface
forcing as the 4◦-model.
5TABLE 1. Summary of adjoint sensitivity calculations
objective function 1 year 10 years 100 years 500 years 1000 years
(4◦ resolution)
Drake Passage trans-
port
DPT4D1Y DPT4D10Y DPT4D100Y DPT4D500Y DPT4D1000Y
Atlantic Meridional
Overturning
MOC4D1Y MOC4D10Y MOC4D100Y DTP4D500Y MOC4D1000Y
Southern Ocean
overturning
SOO4D1Y SOO4D10Y SOO4D100Y DTP4D500Y
Southern Ocean heat
uptake
SOH4D1Y SOH4D10Y SOH4D100Y SOH4D500Y
(2◦ resolution)
Drake Passage trans-
port
DPT2D1Y DPT2D10Y
Atlantic Meridional
Overturning
MOC2D1Y MOC2D10Y
We have conducted a series of adjoint sensitivity calcu-
lations for a set of dynamically interesting scalar model di-
agnostics (objective functions) which are subject of frequent
oceanographic and climate analyses. A summary is given
in Table 1. In the following we discuss mainly experiments
with (adjoint) integration times of 100 years.
a. Drake Passage Transport
The volume transport through Drake Passage averaged
over the last year of the 100-year-integration is chosen as
a scalar measure (objective function) for the strength of
the ACC. In our model simulation this transport is low
(76 Sv), which is in part attributed to the surface forcing
(with monthly-varying climatological fluxes and sea sur-
face temperature restoring the transport rises to 102 Sv, not
shown). Fig. 2a shows maps of the sensitivity of the Drake
Passage transport with respect to bottom topography for an
integration of 100 years.
The sensitivity to bottom topography is localized and the
global map is not smooth. In general, the flow is affected by
topography gradients, and small variations in absolute depth
are less important. For example, in a zonal integral along
a latitude circle (or a closed streamline), momentum input
by surface wind stress is balanced to a good approximation
by topographic or bottom form stress (bottom pressure times
horizontal topography gradient pb∇H , Olbers 1998). Over-
laying the topography with sensitivity to topography shows
that changing the topography according to the sign of the
sensitivity generally tends to reduce the zonal topographic
gradients. As an example a section along 50◦S is shown in
Fig. 3. Smoother topography leads to less bottom form stress
and allows the flow to accelerate.
In coarse-resolution models as discussed here, topogra-
phy gradients cannot be realistically resolved in general, and
are often represented by two adjacent grid points. Therefore,
if reducing the topographic gradients has an effect on the ob-
jective function, adjacent grid points can have sensitivities
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FIG. 3. Depth (thin dashed line, in m) and sensitivity (thick solid
line, in Sv/m) of the Drake Passage transport to topography along
50◦S.
with opposite signs (cf. Fig. 3). If the topography is resolved
by the grid, these dipole pattern are still present, but on larger
scales than the grid scale (see Figure 3 in Losch and Wun-
sch 2003). In Section 4 we will see that the sensitivities do
depend on the grid resolution. With higher resolution they
are concentrated near continental slopes and generally over
steep topography.
The sensitivity to topography is concentrated at a few
“choke points” in the Southern Ocean with steep topog-
raphy: Drake Passage, Crozet-Kergue´len Plateau, and the
Indian Southpolar Ridge/Macquarie Ridge/New Zealand
Plateau area south of New Zealand. Decreasing the height
H of the topography in the latter two regions leads to higher
Drake Passage transports as one would expect from sim-
ple geostrophic contour considerations: “flatter” topography
leads to less blocked geostrophic contours, which in turn al-
lows a higher transport. In a different language, the momen-
tum input by surface stress is balanced in the closed stream-
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FIG. 2. Adjoint sensitivity with respect to topography of a) the volume transport through Drake Passage, b) the Atlantic meridional
overturning circulation (MOC), c) the Deacon cell, and d) the heat transport across 32◦S. In all cases, the integration period is 100 years.
line average by bottom form stress, that is, by the average
of the product of bottom pressure and the gradient of to-
pography (Olbers 1998). Decreasing the horizontal (along-
streamline) topography gradient reduces the form stress term
so less momentum taken out of the system than added, thus
increasing the transport. In the Drake Passage the situa-
tion is not so obvious, but the sensitivities can be under-
stood using the same arguments. The ACC turns north onto
the Argentinean Plateau just after the Drake Passage. De-
creasing the topographic gradient along its streamlines can
be achieved either by increasing the height of the topogra-
phy (positive sensitivity) directly in the passage and across
the Scotia Ridge where the ocean is deepest or by decreas-
ing the height near South Georgia and at the southern rim of
the shallow Argentinean Plateau. Therefore the sensitivities
have opposite signs in this region. The positive sensitivities
at 50–46◦W and 50◦S correspond to a sharp drop in topog-
raphy (cf. Fig. 3).
b. Atlantic Meridional Overturning Stream Function
The adjoint sensitivity of the strength of the Atlantic
meridional overturning circulation (MOC) averaged over the
last year of a 100 year integration is shown in Fig. 2b. We
define the strength of the MOC as the maximum value of the
overturning stream function at 32◦N, which happens to be at
1080 m depth (the bottom of the 7th model layer). The MOC
is somewhat overestimated with 29 Sv; we attribute this
strong overturning mainly to inappropriate surface boundary
conditions (constant heat and fresh water fluxes, no restor-
ing), the coarse resolution, and the parameterization of con-
vection by increased vertical diffusivity.
The peak values of the sensitivity to topography are
8 × 10−3 Sv m−1 but the color scale in Fig. 2b is cho-
sen to emphasize smaller values in the Southern Ocean.
Strong topography sensitivities on the order of 10−3 Sv m−1
near Newfoundland and along the path of the Gulf Stream
and the North Atlantic current show that the position of
both the upper branch of the overturning circulation (the
Gulf Stream/North Atlantic Current) and the lower branch
(Deep Western Boundary Current) in part determine the
overturning strength (see also Fig. 5 in Section 4 Section c).
Both branches are boundary currents (barely resolved in the
present configuration) that are strongly influenced by topog-
raphy. Because of the chosen color scale, many second order
features appear in the North Atlantic that are difficult to in-
terpret. In Section 4 we will see that these patterns depend
strongly on the horizontal resolution.
The MOC sensitivities in the Southern Ocean are weaker
than Drake Passage transport sensitivities in the Southern
ocean (note that the color scale is different by one order of
magnitude to account for the much weaker MOC sensitiv-
ities) because (i) the Southern Ocean has a only a remote
7influence on the MOC (diffusive processes weaken this in-
fluence), but a more direct influence on ACC transport, and
(ii) the time scale of 100 years may not be not long enough
to propagate the entire adjoint signal from the North Atlantic
to the Southern Ocean. However, the topography sensitivi-
ties in the Southern Ocean have a pattern that is similar to
that of the Drake Passage transport (Fig. 2a) suggesting that
a stronger overturning is connected to a stronger ACC, as
proposed by Toggweiler and Samuels (1995). Zonal wind
stress sensitivity patterns in the Southern Ocean (not shown)
are also similar to the Drake Passage case (see Section 5) and
thereby support this interpretation.
c. Overturning and Meridional Heat Transport in the
Southern Ocean
The Southern Ocean overturning or Deacon cell (e.g.,
Do¨o¨s and Webb 1994, Speer et al. 1999) is the secondary cir-
culation in the Southern Ocean (the ACC being the primary
one). In the zonal Eulerian mean, it consists of a northward
Ekman transport, which is the main driver of the Deacon cell,
a downwelling branch north of the Drake Passage latitude,
a deep return flow, below the topography and geostrophi-
cally balanced, and an upwelling branch around Antarctica
which ventilates deep waters from the north. This overturn-
ing circulation has been subject to many studies (see Olbers
et al. 2004, for a review). In coarse resolution models with
Gent and McWilliams (1990, GM) parameterization of the
eddy fluxes the Deacon cell is eliminated as a tracer transport
agent (Borowski et al. 2002), but in our configuration with-
out GM-parameterization, the Deacon cell is rather strong
(44 Sv).
Connected to the overturning circulation, the surface heat
flux in the Southern Ocean cannot be observed directly.
Models and indirect data have been used to estimate the heat
budget in the Southern Ocean (e.g., Ganachaud and Wunsch
2000, Sloyan and Rintoul 2001, Trenberth and Caron 2001,
Wunsch 2005). Flux estimates range from −0.6 to −0.9 PW
across 32◦S implying a poleward flux of heat (Trenberth and
Caron 2001, Wunsch 2005).
In our simplified model, the heat flux at the surface is
prescribed. In a steady state and in the absence of further
heat sources, the northward heat transport across a given lat-
itude is balanced by the integrated surface heat flux north
of that latitude. The forcing data (Jiang et al. 1999) used
in this study imply a mean southward transport of 0.45 PW
across 32◦S consistent with the observed value in the model,
and within errors of estimates of Wunsch (2005) and ref-
erences cited therein. Also the partition of the transport
between the ocean basin shows the observed pattern with
northward transport in the Atlantic (0.57 PW) and Pacific
Oceans (0.23 PW) and southward transport of 1.25 PW in the
Indian Ocean (e.g., Ganachaud and Wunsch 2000, Sloyan
and Rintoul 2001).
The sensitivity of the Deacon cell, which we define as the
maximum overturning strength at 48◦S and 50 m depth (bot-
tom of the top layer of the model), is shown in Fig. 2c. The
pattern of the overturning sensitivity to topography is simi-
lar to that for the Drake Passage transport (Fig. 2a) but often
with reversed sign. (Note also that the sensitivities are two
orders of magnitude smaller than those for the Drake Passage
transport.) For example increasing the height of topogra-
phy (i.e., making the ocean shallower) south of New Zealand
or at the Crozet-Kergue´len Plateau increases the overturning
strength but decreases the Drake Passage transport. On the
other hand, the sensitivity along the mid-ocean ridges has
the same sign in most places, so that increasing the height
of the mid-ocean ridge in the South Pacific again decreases
the Drake Passage transport, but now also decreases the Dea-
con cell. We leave the interpretation of this ambiguous result
until we have a solution with higher resolution and a better
parameterization of eddy transfer processes.
The sensitivity of the advective heat transport across
32 ◦C to bottom topography is shown in Fig. 2d. Note that
the heat transport sensitivity is measured in PW m−1, while
the overturning sensitivity is in Sv m−1. In spite of the dif-
ferent units, the sensitivity to topography is strong in loca-
tions similar to the ones for Deacon cell and heat transport,
supporting the connection between these quantities. How-
ever, more often than not, the sign of the heat transport sen-
sitivity is opposite to that of the overturning sensitivity, be-
cause a stronger general circulation increases the overturning
and the southward heat transport, hence decreases the north-
ward heat transport. Therefore, weaker western boundary
currents, the main agents of southward heat transport in the
Southern Ocean increases the northward heat transport.
4. Linearity, time scales, and horizontal resolution
In the following we assess the degree to which the im-
plicit assumption of linearity holds, and investigate the de-
pendency of the sensitivity patterns with respect to integra-
tion times, and horizontal resolution.
a. Finite difference perturbation experiments
The adjoint method implies linearization about the state
of the model so that the adjoint sensitivities are always linear
sensitivities. The assumption of quasi-linearity is tested in
the following by a small sample of perturbation experiments.
It is important to understand the difference between what
is usually called gradient checks and testing quasi-linearity.
Gradient checks test individual elements of the adjoint-
generated gradient (∇uiJ)adj. against finite-difference in-
tegrations in the limit of small perturbations, , in the cor-
responding control vector element and for short integration
times, (∇uiJ)f.d. = [J(ui + ) − J(ui)]/. We performed
various gradient checks to verify the accuracy of the auto-
matically generated adjoint code, but will omit technical de-
tails. Instead we focus here on testing quasi-linearity: we
use large finite perturbations and long time scales to assess
to what degree the assumption of linearity, that is implicitly
8made when dealing with adjoint sensitivities, is valid.
We choose four different points where we add a pertur-
bation of 100 m to the height of the topography (making the
ocean locally shallower): Indonesian Throughflow (130◦E,
2◦S), Macquarie Ridge (166◦E, 54◦S), exit of Labrador
Sea (42◦W, 54◦N), and a point in the North Pacific Ocean
(142◦W, 38◦N) with very low sensitivity. We compare the
resulting differences to a reference run with the original to-
pography to the linear adjoint sensitivities in Table 2.
Adjoint and finite-difference sensitivities give the same
order of magnitude transport differences. The adjoint sen-
sitivity results differ by less than 30% from the perturbation
results except for cases when the sensitivity is very small and
the implied transport changes smaller than 0.001 Sv. De-
creasing the integration time decreases the differences fur-
ther (e.g., to order 5% for 1 year integrations). We conclude
that on time scales of 100 years, the adjoint sensitivities can
be used to estimate the impact of finite topography uncer-
tainties on scalar model diagnostics within roughly 30%.
b. Different Time Scales
Fig. 4 shows that the sensitivity to topography changes
with the length of the integration: as an example, we choose
as the objective function the meridional heat transport across
32◦S, averaged over the last year of the integration and in-
tegrate the model for 1, 10, 100, and 500 years. The topog-
raphy sensitivity changes in pattern and magnitude for the
first three integrations, but there are only small differences
between the 100 year and the 500 year run, mostly restricted
to regions far away from 32◦S. Again, the effect of local vs.
remote effects is visible, the former playing a dominant role
for short integration times (1 year), the latter increasing in
influence with increasing time scales (100, 500 years).
In forward perturbation experiments such as the ones in
Section 3 a, we found that the difference in, for example,
temperature between two simulations, albeit two to three or-
ders of magnitude smaller than the signal, has not reached a
steady state after 500 years. Because the model includes a
parameterization of convection, we expect non-linear behav-
ior to maintain small differences between the experiments,
even in our coarse configurations: small differences in buoy-
ancy cause different convective depths, that lead to new
anomalies that are propagated by Rossby and Kelvin waves.
Therefore, small changes in sensitivity near the “measure-
ment” area along 32◦S, where the objective function is com-
puted, are not surprising even after long time scales, but are
a consequence of the internal variability of the model.
We conclude that after 100 years the sensitivities near the
location of the “measurement” have nearly equilibrated and
that the sensitivities of the 100 year-integrations are repre-
sentative of principle sensitivity patterns.
c. Higher Resolution
The sensitivity to bottom topography is expected to
depend in part on the horizontal resolution — because
with varying resolution, the topographic gradients and the
sub-grid-scale processes that are implicitly parameterized,
change. Therefore, increasing the resolution from 4◦ to 2◦
should decrease the sensitivity. Doubling the resolution re-
quires a shorter time step so that the overall computational
cost (wall clock time and memory requirements) for a 2◦ ex-
periment is at least 16 times that of the 4◦ experiment. For
this reason, we compare only shorter 1 and 10-year integra-
tions of a 4◦ experiment to a 2◦ experiment in Fig. 5 for the
objective function Atlantic meridional overturning stream
function.
As expected the sensitivities in the 2◦ experiments and in
the 4◦ experiments are different. For example, the sensitiv-
ity of the Drake Passage transport over the Crozet-Kergue´len
Plateau is less pronounced in the 2◦ resolution run, because
at this resolution the topography resolves a few passages be-
low 2000 m depth and hence the ACC feels less topographic
stress: the ACC is steered around the Kergue`len Plateau and
not across it as in the coarser and more viscous experiment
(not shown).
The MOC sensitivities in the North Atlantic Ocean are
much finer in the the 2◦ run. As the continental margins
and the boundary currents become sharper, so does the sen-
sitivity to topography. The sensitivity in the interior of the
North Atlantic basin that is visible in the 4◦ run has vanished,
pointing towards too strong horizontal viscosity/diffusion in
the coarser experiment: with strong internal friction, the
boundary currents are more spread-out and are also affected
by topography in the interior.
In spite of these differences, several important patterns
do appear to be robust. For example, the sensitivities in both
configurations are pronounced along the western boundary
of the North Atlantic and after 10 years also in the Denmark
Strait and over the Scotland-Iceland Ridge. This similarity
is encouraging and shows that the 4◦runs do contain relevant
sensitivity patterns.
From the graphs in Fig. 5, the point-wise sensitivities in
the coarse runs appear to be larger in both amplitude and spa-
tial extent. To estimate the overall effect of the sensitivities,
the sensitivities ∂φ/∂ui at position i are multiplied by the
uncertainties ∆ui:
∆φi =
∂φ
∂ui
∆ui. (5)
In the limit of uncorrelated uncertainties, the point-wise con-
tributions ∆H ∂φ/∂H are added geometrically according
to uncorrelated error propagation (∆φ =
√∑
i∆φ
2
i ): the
effect of an uncorrelated global topography uncertainty of
∆H = 100m would result in an uncertainty of the trans-
port through Drake Passage by 1 Sv in the 2◦ experiment
and 0.6 Sv in the 4◦ experiment. For the meridional over-
turning strength, the estimated uncertainties are 0.4 SV and
0.6 Sv respectively. In the other limit of perfect correlation,
9TABLE 2. Comparison of implied transport difference from linear adjoint sensitivities ∆φadj = ∆H · (∂φ/∂H) and perturbation
experiments ∆φfwd = φ(H +∆H)− φ(H) for 100 year integrations. The relative difference is [(∆φadj −∆φfwd)/∆φfwd]× 100.
130◦E, 2◦S 166◦E, 54◦S 142◦W, 38◦N 42◦W, 54◦N
Drake Passage transport (DPT4D100Y)
∆φfd [Sv] 0.0822 −0.1885 −2× 10−6 −0.0250
∆φadj [Sv] 0.0632 −0.1533 −7× 10−7 −0.0253
rel. diff. [%] 23 19 69 1
Atlantic meridional overturning circulation (MOC4D100Y)
∆φfd [Sv] 0.0386 −0.0139 6× 10−7 −0.0590
∆φadj [Sv] 0.0286 −0.0141 3× 10−7 −0.0611
rel. diff. [%] 26 1 46 4
“Deacon Cell” (SOO4D100Y)
∆φfd [Sv] 0.0026 0.0092 −7× 10−7 0.0001
∆φadj [Sv] 0.0023 0.0096 −8× 10−8 0.0001
rel. diff. [%] 10 5 89 33
Heat transport across 32◦S (SOH4D100Y)
∆φfd [Sv] 0.0019 −0.0006 −3× 10−7 0.0003
∆φadj [Sv] 0.0010 −0.0007 −7× 10−8 0.0002
rel. diff. [%] 44 21 80 19
that is by simply adding all ∆φi in Eq. (5), the implied un-
certainties are −4.4 Sv for the 2◦ experiment and −2.0 Sv
for the 4◦ experiment for the Drake Passage case. For the
MOC, we have 0.16 Sv for the 2◦ experiment, −1.6 Sv for
the 4◦ experiment. These numbers are ambiguous and do
not support the hypothesis that the overall sensitivity to to-
pography is smaller in high resolution models. All that can
be said is, that the sensitivities to topography do change with
resolution, and more experiments are needed to explore the
sensitivities at higher resolutions.
5. Importance Relative to Momentum and Buoyancy
Forcing
To put adjoint sensitivities with respect to bottom topog-
raphy into perspective, we show the sensitivity of the Drake
Passage transport to the control variables zonal and merid-
ional wind stress, heat and fresh water flux in Fig. 6.
The zonal wind stress sensitivity map shows that increas-
ing the zonal wind stress in the Southern Ocean, in partic-
ular in Drake Passage itself, south of Africa and Australia,
increases the transport through the Drake Passage (positive
sensitivity). This is accomplished by an increased Ekman
transport piling up surface waters at northern boundaries
(Drake Passage, Africa, and Australia). The increased sur-
face height gradient then accelerates the ACC. Less north-
ward (i.e., more southward) meridional wind stress along
the Pacific coast of South America moves less water out of
(“pushes” more water into) the Antarctic Circumpolar Cur-
rent, thus increasing its strength (negative sensitivity). The
northern hemisphere wind stress does not seem to affect the
ACC as much on the time scale of 100 years.
Heat and fresh water fluxes are converted to buoyancy
fluxes by scaling with gαθ/(ρ0cw) and gβSS0, respectively.
Upward flux (out of the ocean) is positive. The parame-
ters are the gravity acceleration g = 9.81m s−2, the ther-
mal expansion coefficient αθ = 2 × 10−4 K−1, the saline
contraction coefficient βS = 7.4 × 10−4, the heat capacity
of water cw = 3994 J kg−1 K−1, a reference density ρ0 =
1035 kg m−3, and a reference salinity S0 = 35. In buoy-
ancy flux units, it becomes immediately clear that heat and
freshwater fluxes have very similar effects on the Drake Pas-
sage transport, and their effect can be interpreted as a general
sensitivity to buoyancy fluxes. The physical interpretation is
also intuitive: decreasing the outgoing buoyancy flux north
of approximately 50◦S increases the buoyancy of the surface
layers, thus the stratification; south of 50◦S increased up-
ward buoyancy flux decreases the buoyancy around Antarc-
tica. Both mechanisms increase the meridional density gra-
dient, which then accelerates the ACC. The sensitivity in the
northern hemisphere is much larger (more negative) in the
Atlantic Ocean than in the remaining oceans pointing to an
intimate link between the Atlantic Overturning Circulation
and the strength of the ACC.
In the Southern Ocean, mean wind stress values are on
the order of 0.1 N m−2, surface buoyancy fluxes range from
−5 to +5×10−8 m2 s−3. Assume uncertainties as large as
50% for wind stress and buoyancy fluxes; uncertainty of to-
pography is estimated at 100 m (locally the uncertainties can
be much larger, cf. Fig. 1a). From Fig. 6, we read off a zonal
wind stress sensitivity of 2 Sv/(N m−2) in Drake Passage, a
buoyancy flux sensitivity of 1×107 Sv/(m2 s−3) in the At-
lantic Ocean, and from Fig. 2 a topography sensitivity of
2×10−3 Sv/m near the Crozet-Kergue`len Plateau. Accord-
ing to Eq. (5), changing the control variables in these points
by their respective large uncertainties changes the Drake
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FIG. 4. Adjoint sensitivity of heat transport across 32◦S to topography for different time scales.
Passage transport by 0.1 Sv (wind stress), 0.25 Sv (buoy-
ancy flux), and 0.2 Sv (topography), that is, by compara-
ble amounts. Clearly, these rough estimates refer to point-
wise changes. If we were to estimate the effect of, for
instance, large scale wind stress fluctuations in the South-
ern Ocean, the point-wise effects would accumulate, de-
pending on the error correlation and the topographic ef-
fects would be smaller, because uncertainties in topography
are likely to be uncorrelated. In the case of perfect corre-
lation, increasing the zonal wind stress south of 38◦S by
0.05 N m−2 implies an integral linear increase of the Drake
Passage transport by 20 Sv consistent with the dramatic in-
crease in transport that Gent et al. (2001) observe when they
add 0.05×secant(latitude)N m−2 to the zonal wind stress
(their experiment H). Increasing the heat flux south of 52◦S
by 10W m−2 and assuming perfect correlation increases the
transport by 3.0 Sv. Assuming a systematic bias of +100 m
south of 38◦S leads to a decrease in transport by 2.1 Sv.
In the other limit of uncorrelated uncertainties wind stress
uncertainties of 0.05 N m−2 south of 38◦S lead to 1 Sv
Drake Passage transport uncertainty, heat flux uncertain-
ties of 10 W m−2 to 0.5 Sv, and topographic uncertainties of
100 m south of 38◦S to 0.6 Sv. We note, that both locally
and on the large scale uncertainties in bottom topography
can have the same size effect on the Drake Passage transport
as uncertainties in surface forcing fields. All effects on the
transport have measurable magnitudes and therefore should
be controllable. Uncertainties in surface forcing fields are
more likely to be correlated in space than topography uncer-
tainties, and the overall effect of surface wind stress uncer-
tainties is estimated to be larger than that of the topography
uncertainties.
6. Discussion
Numerical ocean models are sensitive to the geometry
of the model domain. This sensitivity can be qualified and
quantified with the help of an adjoint model that computes
the gradient of scalar objective functions (model diagnos-
tics) with respect to the control variables.
We found in a coarse grid configuration of the MITgcm,
that the sensitivity with respect to bottom topography is lo-
cally equally important to the mean circulation of the model
as are surface boundary conditions. Many interesting as-
pects about the model dynamics are revealed in the sensi-
tivity maps. We have briefly touched upon this topic to illus-
trate the power of the adjoint sensitivities. To the extent that
the model represents real processes, the conclusions about
the model dynamics can be transfered to the real ocean.
For future applications of the presented adjoint technol-
ogy, one can imagine, for example, an objective function that
is directly related to the position of the Gulf Stream separa-
tion point, thereby finding a way to represent a proper Gulf
Stream separation in a coarse model by systematically tun-
ing the topography. Or, extending the work of Ko¨hl (2005), a
study on the impact of the topography of the Denmark Strait
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FIG. 5. Comparison of adjoint sensitivity to topography between 4◦ (left column) and 2◦-resolution (right column) runs for 1 year (top
row) and 10 years (bottom row) for the Atlantic meridional overturning stream function.
and the Scotland-Iceland-Ridge could be modified from the
traditional approach of changing the topography locally and
observing the changes in circulation (e.g., Beismann and
Barnier 2004) to asking directly, which control variables af-
fect, say, the Atlantic meridional overturning stream func-
tion. Due to the limited resolution of our experiments, we
were only able to point to regions where topography mat-
ters.
In our simulations, many details are different from realis-
tic scenarios, and necessarily so are the adjoint sensitivities.
In the following we name a few.
For computational efficiency, and because this study is in
part a proof of concept, we chose a coarse resolution grid,
similar to other studies (e.g., Ferreira et al. 2005). We have
shown that many of the sensitivity features remain when
the resolution is doubled, but have also shown that other
features start to change qualitatively (e.g., emergence of a
sharper western boundary current structure, and Scotland-
Iceland Ridge with increasing resolution). Care must there-
fore be taken to interpret sensitivities within the context of
the numerical model and configuration (the issue of conver-
gence of a model towards a solution with increasing reso-
lution, may be extended to the question of convergence of
adjoint sensitivities, a difficult topic in the context of inter-
preting adjoint sensitivities in highly nonlinear regimes). In
general, we expect that the maps of sensitivity to topogra-
phy becomes smoother and thus more straightforward to in-
terpret when the resolution increases sufficiently to resolve
steep topography gradients. Finally, at eddy permitting reso-
lution, when according to Penduff et al. (2002) roughness of
topography can actually lead to less realistic solutions, the
sensitivity to topography may be completely different than
in our experiments.
With respect to the forcing, we note that imposing con-
stant surface fluxes that are independent of the underlying
ocean state is clearly unrealistic. We have chosen this type
of idealized boundary condition to facilitate the interpreta-
tion of the flux sensitivities. Allowing some feedback be-
tween ocean model and surface boundary conditions, for ex-
ample, by mixed boundary conditions (prescribed fluxes in
combination with temperature restoring), both improves the
solution and leads to different flux sensitivities, but we found
in preliminary experiments that neither restoring boundary
conditions nor a seasonal cycle in the boundary conditions
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FIG. 6. Adjoint sensitivity with respect to surface boundary conditions of the volume transport through Drake Passage after 100 years:
a) zonal wind stress τx, b) meridional wind stress τy, c) heat flux Q, d) fresh water flux EmP . Heat and fresh water flux sensitivities are
rescaled into units of buoyancy flux sensitivity.
have a fundamental effect on the sensitivity to topography
(not shown). Using atmospheric state variables such as air
temperature, specific humidity and wind speed as control
variables, from which surface fluxes are computed via bulk
formulae, captures the feedback between atmosphere and
ocean even better (as well as the direct coupling between
momentum and buoyancy fluxes) and may lead to more re-
alistic sensitivities (efforts in this regards are currently under
way in the context of improving the ECCO-like state estima-
tion systems).
For technical reasons, the current model configuration
does not include a modern eddy transfer parameterization
such as that of Gent and McWilliams (1990), although in
principle this is possible (Ferreira et al. 2005, who used an
adjoint model with GM-parameterization but without topog-
raphy as a control variable). Parameterizing turbulent mix-
ing by horizontal diffusion often leads to spurious convec-
tion in the Southern Ocean, so the processes in the model
that maintain the density structure in the Southern Ocean are
different from those in the real world. The southern over-
turning cell is most likely affected by this parameterization
so that particularly the interpretation of the Deacon cell sen-
sitivities in Section 3 c should not be generalized. On the
other hand, the impact of the topography on the near surface
flow depends significantly on the oceanic stratification (Mar-
shall 1995b), and one expects a more pronounced impact of
the topography at high latitudes regions where the stratifica-
tion is weak.
Other parameterizations, such as implicit diffusion for
deep convection, could also be replaced by more realistic
schemes. Parameterizing vertical mixing as a function of to-
pography roughness, following Simmons et al. (2004), adds
a further connection between topography and the general cir-
culation. We expect the topography sensitivities to change
when including such a parameterization.
Flow near the bottom tends to be affected more strongly
by topography than near-surface currents that are baroclini-
cally shielded from the effects of topography (Marshall and
Stephens 2001). Either the explicit resolution of such bot-
tom or slope currents or their efficient parameterization, for
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example by a bottom boundary layer model (Beckmann and
Doescher 1997, Campin and Goosse 1999) might change the
behavior of the ocean model and its sensitivity to bottom to-
pography.
The present findings have consequences for the choice
of control variables (the control vector) in ocean state es-
timation studies. The control variables determine the so-
lution of a model. In state estimation the elements of the
control vector are systematically adjusted within prescribed
error bounds to fit the model variables to observations. In
most of the current state estimation studies the control vec-
tor consists of surface boundary conditions and initial con-
ditions. With our findings that bottom topography affects
the solution of an OGCM measurably and, at least locally,
as much as surface boundary conditions, it is natural to in-
clude bottom topography in the control vector and allow it to
adjust within prescribed (probably small) limits in the frame-
work of state estimation. Losch and Wunsch (2003) demon-
strated the feasibility of this idea in a single-layer, nearly-
geostrophic model so that there do not appear to be any fun-
damental difficulties in doing so. Other parameters, such as
mixing coefficients (Stammer 2005), eddy stresses (Ferreira
et al. 2005), or lateral slip boundary conditions affect the so-
lution as well and should also be considered. Topography,
diffusivity, and lateral boundary conditions promise to be a
challenging combination, both technically and dynamically,
of control variables in a general circulation model.
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APPENDIX
A. Technical issues of topography as a control variable
While relying on automatic adjoint code generation, some
important issues needed to be addressed. We spare the reader
the technical details, but highlight a few conceptual aspects.
The surface pressure field at each time step is found by
an implicit scheme. This scheme involves an elliptic matrix-
operator and the corresponding equations are solved itera-
tively. For constant matrix coefficients this operator is self-
adjoint, but the coefficients depend on the topography; if bot-
tom topography is a control variable, the operator looses its
self-adjoint properties and derivative code for this iterative
solver must be generated. Under certain circumstances, the
implicit function theorem may be invoked to show that a cor-
responding iterative solver for the adjoint equations can be
derived. However, Giles (2002) shows that straightforward
AD may fail in providing an efficient solver. Here, we chose
to store intermediate results of the iteration at each time step.
In the future, this costly approach may be replaced by a more
efficient and generally stable solution.
There is a certain freedom in choosing the control vari-
able topography on a C-grid: the topographic height at ei-
ther the pressure/tracer-points or the velocity points. Be-
cause, on a C-grid there are two velocity points per grid cell,
the latter choice doubles the number of topography related
control variables. It also changes the solution algorithm,
implying shaved or cut cells instead of the standard partial
cells (Adcroft et al. 1997). Currently, we chose to use topo-
graphic height at the pressure/tracers points as control vari-
ables instead. This choice involves many non-continuous
(non-differentiable) function calls (FORTRAN MIN/MAX
functions) when generating the fractional volume cells. The
MIN/MAX functions can be replaced by quasi-continuous
approximations in order to ensure differentiability. In prac-
tice, doing so changes the resulting sensitivities only locally.
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