In this note we consider the Ky Fan k-norm matrix conic optimization problem, which includes the nuclear norm regularized minimization problem as a special case. For this class of nonpolyhedral matrix conic optimization problems, we show that the solution mappings of two types of perturbed KKT systems are locally upper Lipschitz at the origin for a KKT point, under the second-order sufficient condition of the stationary point and the strict Robinson's CQ for the associated multiplier. This result depends on an equivalent characterization for the point pair in the graphical derivative of the normal cone mapping of the k-norm matrix cone, and implies a local error bound which plays a crucial role in the convergence rate analysis of algorithms.
Introduction
Throughout this note, we write X = R × R m×n with m ≤ n, where R m×n is the vector space of all m×n real matrices endowed with the trace inner product ·, · and its induced Frobenius norm · . Let K := (t, X) ∈ X | σ(X) (k) ≤ t be the Ky Fan k-norm matrix cone for an integer k ∈ [1, m] , where σ(X) ∈ R m denotes the singular value vector of X with nonincreasing entries, and · (k) means the vector Ky Fan k-norm. Given twice continuously differentiable f : X → R, h : X → R p and G : X → X, we are interested in the following Ky Fan k-norm matrix conic optimization problem
where L ′ X is the derivative of L with respect to X , and N K (G(X )) is the normal cone of K at G(X ) in the sense of convex analysis. By the definition of N K , it is easy to obtain
where K • is the negative polar cone of K, and Π K : X → X is the projection operator associated to K. So the KKT optimality conditions in (3) can be equivalently written as
In the sequel, for a given feasible point X ∈ X of problem (1), we denote by M(X ) the set of Lagrange multipliers, and say that X is a stationary point of problem (1) if and only if M(X ) = ∅. It is well known that if X is a locally optimal solution to problem (1) , then X may not be a stationary point. If Robinson's constraint qualification (CQ) holds at X , then M(X ) = ∅ and X is a stationary point. When X is a stationary point, we say that a Lagrange multiplier (λ, Y) ∈ M(X ) satisfies the strict Robinson's CQ if
where T K (G(X )) is the contingent cone of K at G(X ), and Y ⊥ := Z ∈ X : Z, Y = 0 .
This note is mainly concerned with the solution mappings of the perturbed KKT systems Ψ(X , λ, Y) = δ and Ψ(δ, X , λ, Y) = 0 for δ = (δ f , δ h , δ G ) ∈ X × R p × X, where
Notice that Ψ(δ, X , λ, Y) = 0 is the KKT system of the following perturbation of (1)
whereas Ψ(X , λ, Y) = δ does not correspond to the KKT system of any perturbation of (1). Let J : X × R p × X ⇒ X × R p × X and J : X × R p × X ⇒ X × R p × X be the solution mappings associated to the above two types of perturbed KKT systems, respectively, i.e.,
and
Clearly, (X , λ, Y) is a KKT point of (1) iff (0, X , λ, Y) ∈ gph J or gph J , while (X , λ, Y) is a KKT point of (8) associated to δ = (δ f , δ h , δ G ) ∈ X × R p × X iff (δ, X , λ, Y) ∈ gph J .
The main contribution of this work is to establish the locally upper Lipschitz of the multifunctions J and J at 0 for W = (X , λ, Y) ∈ J (0) = J (0), under the second-order sufficient condition of X and the strict Robinson's CQ for (λ, Y). As will be shown in Remark 3.1(b), the locally upper Lipschitz of J at 0 implies that the distance from any point (X , λ, Y) near W to the whole set of KKT points can be controlled by the KKT system residual at this point. This local error bound plays a key role in achieving the convergence rate of the first-order algorithms for (1) , and especially the nuclear norm regularized least-squares problem. While the locally upper Lipschitz of J is important in the perturbation theory of optimization. This is the main motivation of this work.
We notice that Zhang and Zhang [17] recently derived the locally upper Lipschitz of the KKT mapping for the canonical perturbation of nonlinear semidefinite programming (SDP) problems by the equivalent Kojima's reformulation, under the second-order sufficient condition and the strict Robinson's CQ. Later, Han, Sun and Zhang [9] established the locally upper Lipschitz of the perturbed KKT system for the nonlinear SDP problem under the same assumption and used it to provide a sufficient condition to guarantee the linear convergence rate of the ADMM (alternating direction method of multipliers) for the convex composite quadratic SDP problem. This note is also motivated by their works and the wide applications of the Ky Fan k-norm matrix conic optimization. When making revisions for our manuscript, we learn that Ding, Sun and Zhang [7] provide an equivalent characterization for the isolated calmness (i.e., the locally upper Lipschitz) of the KKT solution mapping for a large class of conic optimization problems.
To close this section, we present a brief summary for the notations used in this paper.
• Let S m be the vector space of all m × m real symmetric matrices, and O m×k the set of all m × k real matrices with orthonormal columns. We simplify O m×m as O m . For any Z ∈ R m×n , σ(Z) denotes the singular value vector of Z whose entries are arranged in a nonincreasing order, and for any Z ∈ S m , λ(Z) is the eigenvalue vector with decreasing entries. For Z ∈ R m×n , O m,n (Z) means the following set
Similarly
• For a closed set S and a point x ∈ S, T i S (x) and T S (x) denote the inner tangent cone and the contingent cone, respectively, and N S (x) means the limit normal cone of S at x. When S is convex, N S (x) is the normal cone in the sense of convex analysis.
• The e, E and I denote a vector, a matrix of all entries being 1 and the unit matrix, respectively, whose dimensions are known from the context. For a given Z ∈ R m×n and an index set J ⊆ {1, . . . , n}, Z J is an m×|J| matrix consisting of those columns Z j with j ∈ J, and for x ∈ R n , x J ∈ R |J| is a vector consisting of x i with i ∈ J.
Preliminaries
In this section, Y and Z denote the finite dimensional vector spaces equipped with the norm · . For a multifunction S : Y ⇒ Z, two important sets associated with it are the domain dom S := {y ∈ Y | S(y) = ∅} and the graph gph S := {(y, z) ∈ Y × Z | z ∈ S(y)}. First, we recall the locally upper Lipschitz (see [10, 12] ) of a multifunction at a point. The locally upper Lipschitz concept of S at y for z ∈ S(y) in Definition 2.1 is different from the one defined by Robinson [15] , which actually requires S(y)∩V is upper Lipschitz at y. The locally upper Lipschitz of S at y for z ∈ S(y) is also called the isolated calmness of S at y for z ∈ S(y) in [9] . By Lemma 1 in Appendix A, we have the following equivalent characterization for the locally upper Lipschitz of a multifunction. In addition, from [13, 10] we also have the following equivalent characterization for the locally upper Lipschitz property of a multifunction at a point of its graph. Lemma 2.2 Let S : Y ⇒ Z be a multifunction. Then S is locally upper Lipschitz at y for z ∈ S(y) if and only if DS(y|z)(0) = {0}.
Next we recall the graphical derivative of a multifunction S : Y ⇒ Z from [16, 8G]. Definition 2.2 Consider a multifunction S : Y ⇒ Z and a point y ∈ dom S. The graphical derivative of S at y for any z ∈ S(y) is the mapping DS(y|z) : Y ⇒ Z defined by
When S is single-valued at y, we simplify the notation DS(y|z) to be DS(y).
If the multifunction S : Y ⇒ Z is implicitly defined by a (directionally differentiable) single-valued mapping, then we have the following result for its graphical derivative.
If F is directionally differentiable at (y, z) ∈ gph S, then it holds that
In particular, when F (y, z) := y + H(z) for any y ∈ Y and z ∈ Z with H : Z → Z being a single-valued mapping, the above two inclusions become equalities.
Proof: Consider any u ∈ Y and v ∈ DS(y|z)(u). Then, (u, v) ∈ T gph S (y, z). By the definition of T gph S (y, z), there exist sequences u n → u, v n → v and t n ↓ 0 such that
This shows that there exist sequences w n ≡ 0, (u n , v n ) → (u, v) and t n ↓ 0 such that t n w n = F (y + t n u n , z + t n v n ) for all n. Consequently, ((u, v), 0) ∈ T gph F ((y, z), 0), i.e., 0 ∈ DF (y, z)(u, v). The first inclusion follows by the arbitrariness of v in DS(y|z)(u). [12, Equation(6.6) ]), and the second inclusion follows. For the last part, it suffices to prove that v ∈ Y : 0 ∈ DF (y, z)(u, v) ⊆ DS(y|z)(u). Indeed, let v be an arbitrary point such that 0 ∈ DF (y, z)(u, v). Then ((u, v), 0) ∈ T gph F ((y, z), 0), which means that there exist sequences w n → 0, (u n , v n ) → (u, v) and t n ↓ 0 such that
Consequently, −y − t n (u n − w n ) = H(z + t n v n ), i.e., z + t n v n ∈ S(y + t n (u n − w n )). This shows that (u, v) ∈ T gph S (y, z) or equivalently v ∈ DS(y|z)(u). The desired inclusion then follows by the arbitrariness of v in the set {v ∈ Z : 0 ∈ DF (y, z)(u, v)}. ✷
The following lemma characterizes a relation between the graphical derivative of the normal cone multifunction N K : X ⇒ X and the directional derivative of Π K . Lemma 2.4 Let (X , Y) ∈ gphN K be given. Then, for any Z 1 , Z 2 ∈ X, we have that
where T i gphN K (X , Y) denotes the inner tangent cone of gphN K at the point (X , Y).
Proof: By the Moreau's decomposition theorem [11] ,
This implies the third equivalence. The second equivalence is immediate by the relation between gphN K and gphN K • . Thus, it suffices to establish the first and the third equivalence. For this purpose, we first establish the following implication:
Then there exist sequences t n ↓ 0 and
So,
for all n.
Since Π K (·, ·) is directionally differentiable in the Hadamard sense, taking the limit n → +∞ to the both sides of the last equality yields that Π ′ K X + Y; Z 1 + Z 2 = Z 1 . This shows that the implication in (12) holds. Next we establish the implication that
To this end, let {t n } be an arbitrary sequence with t n ↓ 0, and for each n define
Together with the directional differentiability of Π K and Π K • , it follows that
This shows that ( (1) at X , where
, the outer second-order tangent set of K at G(X ) in the direction G ′ (X )Z, and C(X ) denotes the critical cone of problem (1) at X with the form
Lemma 2.5 Suppose that X = (t, X) is a locally optimal solution of problem (1) and Robinson's CQ holds at X . Then the following second-order necessary condition holds:
where for any
is the Hessian of L(·; λ, Y) at X . Conversely, suppose that X is a stationary point of problem (1) and Robinson's CQ holds at X . Then the following second-order sufficient condition
is necessary and sufficient for the quadratic growth of problem (1) at X .
By [5, Proposition 4.2] the sigma term in Lemma 2.5 is computable. To introduce its expression, for any given X ∈ R m×n , we assume that X admits the SVD of the form
where
We use ν 1 > ν 2 > · · · > ν r to denote the nonzero distinct singular values of X, and write
and supposing that X = X + Γ has the SVD as in (16) with the index sets a, b, c and a l (l = 1, 2, . . . , r) given by (17)-(18), then for any (τ, H) ∈ R × R m×n we have that
, and otherwise
where X † denotes the Moore-Penrose pseduo-inverse of X, B : R m×n → S m+n is a linear mapping defined by B(Z) = 0 Z Z T 0 for Z ∈ R m×n , and P ∈ O m+n is defined by
Main results
We first establish a proposition to provide an equivalent characterization for the point pair in gph DN K • ((ζ, Γ)|(t, X)). The proof of this proposition is put in Appendix B.
Proposition 3.1 Let ((t, X), (ζ, Γ)) ∈ gphN K be given. Write X := (t, X) = (t, X) + (ζ, Γ). Let X have the SVD as in (16) with a, b, c and a l (l = 1, 2, . . . , r) defined by (17) and (18). Then,
Now we are in a position to establish the main results, which are stated as follows.
Theorem 3.1 Let X = (t, X) ∈ X be a stationary point of (1)
have the SVD as in (16) with a, b, c and a l (l = 1, . . . , r) given by (17) and
(a) If the second-order sufficient condition of problem (1) holds at X and (λ, Y ) satisfies the strict Robinson's CQ, then the multifunctions J and J defined in equations (9) and ( Proof: (a) Since Π K (·) is directionally differentiable everywhere and globally Lipschitz continuous by [5] , and the function f and the mappings h and G are twice continuously differentiable, by [1, Proposition 2.47] the mapping Ψ is directionally differentiable with
where [h ′ (X )] * and [G ′ (X )] * denote the adjoint of h ′ (X ) and G ′ (X ), respectively. Let
By Lemma 2.3 and the directional differentiability of Ψ and Ψ, it follows that
Next we prove that F = {(0, 0, 0)}. Clearly, (0, 0, 0) ∈ F . Suppose on the contradiction that there exists a nonzero
Together with (20), we have that
Making the inner product with ∆ X for the two sides of (22) and using (23) yields that
From equation (24) and Lemma 2.4, it immediately follows that
In addition, from (26) and (19a) of Proposition 3.1,
along with (22) and L ′ X (X ; λ, Y) = 0 implies that ∆ X ∈ C(X ). So, by (27) and the second-order sufficient condition, we have ∆ X = 0. Substituting ∆ X = 0 into (22) 
which is equivalent to saying that there exists
Consequently, we have that
and the following relation holds:
where the last equality is due to [1, Example 2.62]. By the definition of contingent cone, it is easy to verify that if
By Lemma 2. (b) Let Ω be the KKT point set of (1). By Lemma 2.1, the locally upper Lipschitz of J at 0 for W = (X , λ, Y) means that there are a constant ϑ ≥ 0 and a small ε > 0 such that
which provides a local error bound for estimating the distance from any points in the neighborhood of W to Ω, and the bound is only related to the KKT residual Ψ(X , λ, Y) .
(c) By the definitions of Ψ and Ψ, the multifunction J can be equivalently written as
Thus, by equation (30) and Lemma 2.1, the locally upper Lipschitz of J at the origin for W = (X , λ, Y) implies that there exist a constant ϑ ≥ 0 and a small ε > 0 such that
[ Proof: Clearly, (b) implies (a). It suffices to argue that (a) implies (b). For this purpose, we assume that (a) holds for neighborhoods U = B(y, δ) and V = B(z, ε) with δ > 0 and ε > 0. We proceed the arguments by the two cases as shown below.
Case 1: ε > δ. We show that (b) holds for V ′ = B(z, ε ′ ) with ε ′ = δ 2 . Since ε ′ < ε, it is clear that V ′ ∩ S(y) = {z}. Moreover, since part (a) holds, it immediately follows that
In addition, by noting that B(z, ε ′ ) ⊂ {z} + 3 4 δB Y , we also have
Thus, part (b) directly follows from the last two equations with µ ′ = max(µ, 1).
Case 2: ε ≤ δ. Using the same arguments as for Case 1 can verify that (b) holds for V ′ = B(z, ε ′ ) with ε ′ = ε/2. Here, we omit the details for simplicity. ✷
Appendix B
This part includes some lemmas used for the proof of Proposition 3.1 and the proof of Proposition 3.1, which requires the mappings G : R q×q → S q and H : R q×q → R q×q as
and the matrices E 1 , E 2 ∈ R m×m and F ∈ R m×(n−m) associated to the given X, X ∈ R m×n :
Unless otherwise stated, in the sequel, when X has the SVD as in (16), we write
Firstly, we recall from [5, Lemma 3.15] a result on the projection of (t, X) onto K. 
In the subsequent discussion, for this case we always write α := {1, . . . , k 0 }, β := {k 0 +1, . . . , k 1 }, γ := {k 1 +1, . . . , m}, γ = {1, . . . , m}\γ. (36)
(ii) If σ k = 0, then there exist θ > 0 and u ∈ R m + such that σ = σ(X) − θu with u i = 1
In the subsequent discussion, for this case we always write α := {1, 2, . . . , k 0 } and β := {k 0 +1, k 0 +2, . . . , m}.
Also, for the two cases we sometimes use the partition for β := β 1 ∪ β 2 ∪ β 3 with β 1 := {i ∈ β | u i = 1}, β 2 := {i ∈ β | u i ∈ (0, 1)} and β 3 := {i ∈ β | u i = 0}.
Next we recall from [5, Proposition 3.16] the expression of the directional derivative of the projection operator Π K at (t, X) / ∈ int K ∪ int K • , which is stated as follows.
Lemma 3 Let (t, X) / ∈ int K ∪ int K • be given. Write (t, X) = Π K (t, X) and σ = σ(X). Suppose that X has the SVD as in (16) with a, b, c and a l (l = 1, 2, . . . , r) given by (17) and (18). Then, the directional derivative of
where Φ 0 (τ, D( H)) and Ξ(τ, D( H)) will be stated by σ k > 0 and σ k = 0, respectively. 
if (t, X) ∈ bdK, and otherwise is the unique optimal solution of the problem
Here,
where D(Z) and T (Z) for any Z = [Z 1 Z 2 ] ∈ R m×n with Z 1 ∈ R m×m are defined by
Here "•" means the Hardmard product. In particular, from [5, Page 127], we know that
where C 1 ⊆ W is a closed convex cone which, if (t, X) ∈ bd K, has the form
and otherwise takes the following form
Case 2: σ k = 0. Let r 0 ∈ {1, 2, . . . , r} be such that α = r 0 l=1 a l and β = r+1 l=r 0 +1 a l , where α and β are defined by (38) with integer
. . , r, and
is the unique optimal solution of the following convex minimization problem
if (t, X) ∈ bdK, and otherwise is the unique optimal solution of the convex problem
where D(Z) and T (Z) for any Z = [Z 1 Z 2 ] ∈ R m×n with Z 1 ∈ R m×m are given by
where C 2 ⊆ W is a closed convex cone which, if (t, X) ∈ bd K, has the form
The following lemma provides a crucial result on the directional derivative of Π K , which can also be found from the proof of [5, Proposition 4.5].
Lemma 4 Let (t, X) /
∈ int K ∪ int K • be given. Write (t, X) = Π K (t, X) and σ = σ(X). Let X have the SVD as in (16) with a, b, c and a l (l = 1, 2, . . . , r) given by (17) and (18).
, X); (∆t, ∆X) + (∆ζ, ∆Γ) = (∆ζ, ∆Γ) if and only if
and (i) It suffices to argue that the second equality of (53) holds with Ξ(τ, D( H)) given by (39) if and only if (49b)-(50f) hold. Suppose that the second equality of (53) holds with Ξ(τ, D( H)) given by (39). We immediately have (50e). Notice that (E 1 ) γγ = 0. By the expressions of (E 2 ) γγ and F γc , we obtain (50f). By the symmetry of E 1 and Φ l (τ, D( H )),
This implies (50d). By the symmetry of E 2 and Φ l (τ, D( H )), we have that
By this, we obtain equations (49b)-(50c). By using σ = σ − θu and (35), we have that
Together with (55), we obtain that (49b)-(49d) hold. Consequently, the necessity follows. Conversely, suppose that (49b)-(49d) and (50a)-(50d) hold. Then (54) and (55) must hold. Along with (50e)-(50f), we obtain the second equality of (53).
(ii) It suffices to argue that the second equality of (53) holds with Ξ(τ, D( H)) given by (44) if and only if equations (51b)-(52c) hold. Suppose that the second equality of (53) holds with Ξ(τ, D( H)) given by (44). Firstly, we readily get equation (52c). By noting that (E 1 ) bb = 0, (E 2 ) bb = 0 and F βc = 0, equation (51b) and (51g) also hold. Notice that
due to the symmetry of E 2 , E 1 and
is the matrix consisting of the first m columns of Φ r+1 τ, D( H) . Equation (57) implies that (52a)-(52b) hold, while (58) implies that (51d) holds. By σ = σ − θu and (37),
Together with (58), we get equations (51c)-(51f). Consequently, the necessity follows. Conversely, suppose that (51c)-(51f) and (52a)-(52b) hold. Then (57) and (58) must hold. Together with (51b), (51g) and (52c), we obtain the second equality of (53). ✷ Next we provide an equivalent characterization for the critical cone of K at (t, X) + (ζ, Γ) associated with the complementarity problem
Lemma 5 Let ((t, X), (ζ, Γ)) ∈ gphN K be given with (t + ζ, X + Γ) / ∈ int K ∪ int K • . We write (t, X) = (t, X) + (ζ, Γ), σ = σ(X) and σ = σ(X). Let X have the SVD as in (16) with the index sets a, b, c and a l (l = 1, 2, . . . , r) defined by (17) and (18).
Proof: (i) Let r 0 , r 1 ∈ {1, 2, . . . , r} be such that α = 
Let (τ, Z) be an arbitrary point from (60), it follows that
where the first inequality is using the von Neumann's trace inequality, and the last one is due to u β = u ↓ β and i∈β
By the von Neumann's trace inequality, equation (61) is equivalent to saying that G( Z ββ ) and Diag(u β ) have a simultaneous ordered eigenvalue decomposition, which by the proof of Case (i) of [6, Proposition 5.1] is equivalent to saying that
where β 1 , β 2 and β 3 are the index sets defined as in Lemma 2. Together with (62), the definitions of the operator D in (40) and the set C 1 in (43), we get the desired equivalence.
(ii) Let r 0 ∈ {1, . . . , r} be such that α = r 0 l=1 a l and β = r+1 l=r 0 +1 a l , where α and β are defined by (38) with k 0 ∈ [0, k −1] such that (37) holds. Now β 1 = a r 0 +1 , β 3 = b and β 2 = r l=r 0 +2 a l . Also, by σ = σ − θu (see Case (ii) of Lemma 3) and (ζ, Γ) ∈ bd K • ,
Let (τ, Z) be an arbitrary point from T K (t, X) ∩ (ζ, Γ) ⊥ . From (τ, Z) ∈ T K (t, X) and the expression of T K (t, X) (see [5, Equation(4. 2)]), it follows that (63), it follows that
By the von Neumann's trace inequality, equation (64) 
with Z a l a l ∈ S |a l | for l = r 0 + 1, . . . , r. Together with equation (65), the definitions of the operator D in (45) and the set C 2 in (48), we obtain the desired equivalence. ✷ Now we give a characterization for the negative polar cone of the critical cone of K at (t, X) + (ζ, Γ) associated with the complementarity problem
Lemma 6 Let ((t, X), (ζ, Γ)) ∈ gphN K be given with (t + ζ, X + Γ) / ∈ int K ∪ int K • . We write (t, X) = (t, X) + (ζ, Γ), σ = σ(X) and σ = σ(X). Let X have the SVD as in (16) with the index sets a, b, c and a l (l = 1, 2, . . . , r) defined by (17) and (18). Suppose that ((∆t, ∆X), (∆ζ, ∆Γ)) ∈ gphDN K • (ζ, Γ)|(t, X) . The following statements hold.
where X : R m×n → R m×n is a mapping defined by (69).
(
Proof: Since ((∆t, ∆X), (∆ζ, ∆Γ)) ∈ gphDN K • (ζ, Γ)|(t, X) , by Lemma 2.4 we have that Π ′ K (t, X); (∆t, ∆X) + (∆ζ, ∆Γ) = (∆ζ, ∆Γ). So, the results of Lemma 4 hold. 
where the third equality is using G(∆ X 1 ), H( Z 1 ) = 0. By (50d) it follows that
for l = 1, . . . , r 1 and l ′ = 1, 2, . . . , r +1, or l = r 1 +1, . . . , r +1 and l ′ = 1, . . . , r 1 , where
a l a l ′ with "⊘" denoting the division of entries. While from equations (50a)-(50c) and equation (50e) it immediately follows that
for l, l ′ = 1, 2, . . . , r+1 and l = l ′ , where
From the last two groups of equalities, an elementary calculation yields that
where X : R m×n → R m×n is a mapping with X(A) for any A ∈ R m×n defined by
with F γc = (E γc − F γc ) ⊘ F γc . Thus, for any (τ, Z) ∈ X, it always holds that
In view of this, the desired conclusion of this case then follows.
(ii) Let r 0 ∈ {1, . . . , r} be such that α = r 0 l=1 a l and β = r+1 l=r 0 +1 a l , where α and β are defined by (38) with k 0 ∈ [0, k−1] such that (37) holds. For any (τ, Z) ∈ X, by (51d)
From equation (51f) and equations (52a)-(52c), it is immediate to obtain that
. . , r 0 , or l = 1, . . . , r 0 and l ′ = r 0 +1, . . . , r+1, and
Then, after an elementary calculation, it is easy to calculate that 
Then (∆ζ, ∆Γ) ∈ T K (t, X). Thus, to prove that (∆ζ, ∆Γ) ∈ C K (X), we only need to show that (∆ζ, ∆Γ) ∈ (ζ, Γ) ⊥ . We proceed the arguments by three cases as shown below.
Case 1: (t, X) ∈ int K. Now (ζ, Γ) = (0, 0) which implies equation (19a), and Π K is directionally differentiable at (t, X) with Π ′ K ((t, X); (τ, H)) = (τ, H) for (τ, H) ∈ R × R m×n . The latter means that Π ′ K ((t, X); (∆t, ∆X) + (∆ζ, ∆Γ)) = (∆t + ∆ζ, ∆X + ∆Γ). Together with (72), we have (∆t, ∆X) = (0, 0) ∈ [C K (X )] • , and then (19b) follows. Equation (19c) directly follows from (ζ, Γ) = (0, 0) and (∆t, ∆X) = (0, 0).
Case 2: (t, X) ∈ int K • . Now (t, X) = (0, 0) and (ζ, Γ) = (t, X) ∈ int K • . Then T K (t, X) ∩ (ζ, Γ) ⊥ = K ∩ (ζ, Γ) ⊥ = {(0, 0)}. So, (∆t, ∆X) ∈ X = [C K (X )] • , and (19b) follows. Notice that Π K is directionally differentiable at (t, X) with Π ′ K ((t, X); (τ, H)) = (0, 0) for any (τ, H) ∈ R × R m×n , which means that Π ′ K ((t, X); (∆t, ∆X) + (∆ζ, ∆Γ)) = (0, 0). Together with (72), we obtain (∆ζ, ∆Γ) = (0, 0) ∈ C K (X ), and (19a) follows. Since (t, X) = (0, 0), (19c) directly follows by (∆ζ, ∆Γ) = (0, 0) and Lemma 2.6.
Case 3: (t, X) / ∈ int K ∪ int K • . Let X have the SVD as in (16) with the index sets a, b, c and a l (l = 1, 2, . . . , r) defined by (17) and (18). Write σ = σ(X) and σ = σ(X). Let τ = ∆t + ∆ζ and H = ∆X +∆Γ. We proceed the arguments by two subcases. 
