Abstract. In this Part II of this paper we first refine the analysis of error-free vector transformations presented in Part I. Based on that we present an algorithm for calculating the rounded-to-nearest result of s := p i for a given vector of floatingpoint numbers p i , as well as algorithms for directed rounding. A special algorithm for computing the sign of s is given, also working for huge dimensions. Assume a floating-point working precision with relative rounding error unit eps. We define and investigate a K-fold faithful rounding of a real number r. Basically the result is stored in a vector Resν of K non-overlapping floating-point numbers such that
1. Introduction, notation and basic facts. We will present fast algorithms to compute approximations of high quality of the sum of a vector p i of floating-point numbers. Since sums of floating-point numbers are ubiquitous in scientific computations, there is a vast amount of literature to that; excellent surveys can be found in [9, 14] .
In Part I [22] of this paper we gave a fast algorithm to compute a faithfully rounded result of p i . Our methods are based on error-free transformations. For example, Knuth [11] gave an algorithm (cf. Part I, Algorithm 2.1) transforming the sum a + b of two floating-point numbers into a sum x + y, where x is the usual floating-point approximation of the sum and y comprises of the exact error. Surprisingly, x and y can be calculated using only 6 ordinary floating-point operations. Such error-free transformations receive interest in many areas [1, 8, 13, 14, 17, 18, 19, 20, 24, 25, 26, 27] .
More background, an overview of existing methods and more details are given in Part I [22] of this paper.
This Part II of our paper extends the results of Part I [22] in various ways, and it is organized as follows. For the often delicate estimations we developed a framework for the analysis in Part I. Those techniques and main results are summarized in Section 2. Next we redefine the error-free vector transformation in Algorithm 3.3 (Transform) and refine the analysis of Part I. This is the key to all algorithms in Part II. We especially allow for huge vector lengths up to about eps −1 , and give as a first example in Section 4 an algorithm to compute the sign of p i . We show that the constant in the stopping criterion is best possible.
In Part I we developed an algorithm to compute a faithful rounding res of the sum s of a vector of floatingpoint numbers. This means that there is no floating-point number between res and s. Especially, if s is itself a floating-point number or is in the underflow range, then res = s. In the following Section 5 of this paper we define and investigate K-fold faithful rounding. Suppose a floating-point working precision with relative rounding error unit eps to be given. Then K-fold faithful rounding of s := p i means basically that a vector Res ν of K floating-point numbers is computed such that Res ν is an approximation of relative accuracy eps K , and Res K is a faithful rounding of s −
Res ν . This implies that replacing Res K by its two floating-point neighbors in
Res ν produces a lower and upper bound for s. After developing the theoretical background in Section 5, we present a fast algorithm for computing a K-fold faithful rounding Res ν of p i in Section 6. Moreover we show that the sequence Res ν is non-overlapping.
In the following Section 7 we develop a rounding-to-nearest algorithm for s = p i . This is the ultimate accuracy of an approximation of s by a single floating-point number; however, it necessarily comes with a burden: To compute a faithful rounding of s, it suffices to know s up to some error margin, whereas the rounded-to-nearest result may ultimately require to know s exactly, namely if s is the midpoint of two adjacent floating-point numbers.
Our Algorithm 4.5 (AccSum) presented in Part I for computing a faithfully rounded result of p i has the charming property that the computing time is proportional to the logarithm of the condition number: The more difficult the problem is, the more computing time is needed. This is also true for our rounding-to-nearest algorithm, however, the "difficulty" depends on the nearness of the exact result p i to the midpoint of two adjacent floating-point numbers. In Section 7 we also give algorithms for computing p i with directed rounding.
For our Algorithm 4.5 (AccSum) presented in Part I the vector length was limited to about eps −1 . In Section 8 we extend the range of applicability to vector lengths near eps −1 . We conclude the paper with computational results on a Pentium 4, Itanium 2 and Athlon 64 processor. For all algorithms presented in Part I and II of this paper and in [18] we put a Matlab reference code on http://www.ti3.tu-harburg.de/rump .
As in [18] and [22] , all theorems, error analysis and proofs are due to the first author of the present paper.
Notation and basic facts.
We use the notation and a number of results of Part I [22] of this paper. For convenience, some of the main results are summarized in the following, for more details, cf. [22] .
The set of floating-point numbers is denoted by F, and U denotes the set of subnormal floating-point numbers together with zero and the two normalized floating-point numbers of smallest nonzero magnitude. The relative rounding error unit, the distance from 1.0 to the next larger floating-point number, is denoted by eps, and the underflow unit by eta, that is the smallest positive (subnormal) floating-point number. For IEEE 754 double precision we have eps = 2 −53 and eta = 2 −1074 . Then Note that for f ∈ U, f ± eta are the floating-point neighbors of f . We denote by fl(·) the result of a floating-point computation, where all operations within the parentheses are executed in working precision. If the order of execution is ambiguous and is crucial, we make it unique by using parentheses. An expression like fl p i implies inherently that summation may be performed in any order. We assume floating-point operations in rounding to nearest corresponding to the IEEE 754 arithmetic standard [10] .
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Fig. 2.1. The unit in the first place and unit in the last place of a normalized floating-point number
In Part I we introduced the "unit in the first place" (ufp) or leading bit of a real number by 0 = r ∈ R ⇒ ufp(r) := 2 log 2 |r| , (2.2) where we set ufp(0) := 0. This gives a convenient way to characterize the bits of a normalized floating-point number f : They range between the leading bit ufp(f ) and the unit in the last place 2eps · ufp(f ). The situation is depicted in Figure 2. 1.
In our analysis we will frequently view a floating-number as a scaled integer. For σ = 2 k , k ∈ Z, we use the set epsσZ, which can be interpreted as a set of fixed point numbers with smallest positive number epsσ. Of course, F ⊆ etaZ. These two concepts, the unit in the first place ufp(·) together with f ∈ F ⇒ f ∈ 2eps · ufp(f )Z proved to be very useful in the often delicate analysis of our algorithms. Note that (2.2) is independent of some floating-point format and it applies to real numbers as well: ufp(r) is the value of the first nonzero bit in the binary representation of r. It follows
see (2.9) through (2.20) in Part I of this paper. The fundamental error bound for floating-point addition is
cf. (2.19) in part I. Note that this improves the standard error bound fl(a + b) = (a + b)(1 + ε) for a, b ∈ F and |ε| ≤ eps by up to a factor 2. In many estimations we desperately need this factor. Also note that (2.9) is also true in the underflow range, in fact addition (and subtraction) is exact if fl(a ± b) ∈ U.
Next we note a useful sufficient criterion [cf. (2.21) in Part I] to decide that no error occurred in the sum of two floating-point numbers. For a, b ∈ F and σ = 2
We define the floating-point predecessor and successor of a real number r with min{f : f ∈ F} < r < max{f : f ∈ F} by pred(r) := max{f ∈ F : f < r} & succ(r) := min{f ∈ F : r < f } .
Using the ufp concept, the predecessor and successor of a floating-point number can be characterized as follows. Note that 0 = |f | = ufp(f ) is equivalent to f being a power of 2.
Lemma 2.1. Let a floating-point number 0 = f ∈ F be given. Then
A main concept of both parts of this paper is faithful rounding [5, 20, 4] . A floating-point number f is called a faithful rounding of a real number r if there is no other floating-point number between f and r. It follows that f = r in case r ∈ F.
We denote this by f ∈ 2(r). For r ∈ F this implies f = r.
The following sufficient criterion was given in Lemma 2.4 in Part I. Note that for the computation of a faithful rounding of a real number r we only need to know r up to a certain error margin. The rounded-tonearest fl(r) computed by Algorithm 7.4, however, ultimately requires to know r precisely, namely if r is the midpoint between two adjacent floating-point numbers.
Lemma 2.3. Let r, δ ∈ R andr := fl(r). Ifr / ∈ U suppose 2|δ| < eps|r|, and ifr ∈ U suppose |δ| < 1 2 eta. Thenr ∈ 2(r + δ), that meansr is a faithful rounding of r + δ.
A main principle of both parts of this paper is the error-free transformation of the sum of floating-point numbers. For the sum of two floating-point numbers Knuth [11] gave an algorithm transforming a+b = x+y for general a, b ∈ F with x = fl(a + b). It requires 6 floating-point operations. The following faster version by Dekker [5] applies if a, b are somehow sorted. 
In Part I, Lemma 2.6 we analyzed the algorithm as follows. (2.14) that is the floating-point subtractions x − a and b − q are exact.
3. Error-free transformations. The main principle of the error-free vector transformation in Part I is the extraction of a vector into a sum of higher order parts and a vector of lower order parts. The splitting is chosen so that the higher order parts add without error. 
The following was proved in Part I, Theorem 3.4. 
Based on that we derived in Part I a transformation of a vector p i into an approximation of its sum and a remainder part, namely
, an error-free transformation. Now we refine this algorithm and its analysis by introducing an offset, by a parameterized stopping criterion and by allowing for huge vector lengths. 
i , 1 ≤ i ≤ n, and let ∈ F. Define M := log 2 (n + 2) and assume 2 M eps < 1.
Furthermore, assume that ∈ epsσ 0 Z is satisfied for µ := max i |p 
i .
Then Algorithm 3.3 will stop, and
is true for all m between 1 and its final value. Moreover, 
Remark. The assumption ∈ epsσ 0 Z is necessary to ensure that ufp( ) is not too small: If Algorithm Transform does not stop for m = 1, then we will show that no rounding error occurs in the computation of t (1) = fl(t (0) + τ (1) ). Without the assumption on = t (0) this need not be true if 0 < ≤ eps|τ A special application of Algorithm 3.3 (Transform) with = 0 might be the following. Suppose it is known that one component, p 1 say, of a vector p is much larger in magnitude than the others. Then the call Transform(p(2 : n), p 1 ), in Matlab notation, may reduce the number of loops since then σ 0 only depends on the smaller components p 2 , · · · , p n and not on p 1 . We will use this in Section 6, where we will present Algorithm 6.4 (AccSumK) to compute a faithfully rounded result of K-fold accuracy.
The following lemma adapts some parts of the analysis of the original Algorithm 4.1 (Transform) in Part I and includes the offset . Note that the code in (3.7) without offset is the same as for Algorithm 4.5 (AccSum) in Part I.
Lemma 3.5. Let p be a nonzero vector of n floating-point numbers and ∈ F. Let res be computed as follows:
Define M := log 2 (n + 2) , and assume 2 2M eps ≤ 1. Furthermore, assume that ∈ epsσ 0 Z is satisfied for
Then res is a faithful rounding of 
If the exponent 2M in the parameter Φ is changed into another integer, then res need not be a faithful rounding of s + . Abbreviate 
Theorem 4.2. Let S be the result of Algorithm 4.1 (AccSign) applied to a vector of floating-point numbers
Then Algorithm AccSign will stop, and
The parameter Φ cannot be replaced by a power of 2 smaller than 2 M eps without jeopardizing (4.1). The
Without loss of generality assume the vector p to be nonzero. The assumptions of Lemma 3.4 are satisfied, and (3.2), (3.4) and = 0 imply
To see that Φ is optimal, consider
with c := 1 32
in a floating-point format with relative rounding error unit eps ≤ 
i ) = 4 by rounding tie to even, so that res = 0 but s = 4eps.
The improved version for sign determination is applicable in single precision for dimensions up to 8.3 · 10 6 , and in double precision for dimensions up to 4.5 · 10 15 .
K-fold faithful rounding.
Sometimes the precision of the given floating-point format may not be sufficient. One possibility for improvement is the use of multiple precision arithmetic such as in [2, 3, 7, 6] . Frequently such packages support a special long precision data type.
An alternative may be to put together a long number by pieces of floating-point numbers; for example XBLAS uses this to simulate quadruple precision [14] . For two and more pieces this technique was used in [21] to compute highly accurate inclusions of the solution of systems of linear equations. Later this technique was also called staggered correction.
To gain as much accuracy as possible, the pieces may be required to be non-overlapping, i.e. their bit representations should have no bit in common [19, 20] . Another approach is to assume that two numbers may only overlap in bits where those of the first one are zero [24] .
In this section we define K-fold faithful rounding. Recall that by Definition 2.2 a floating-point number f ∈ F is called a faithful rounding of a real number r ∈ R if
Before extending this definition to K-fold faithful rounding, we collect some properties of the ordinary faithful rounding.
Lemma 5.1. Let r ∈ R be given, and let f ∈ F be a faithful rounding of r. Then To prove (5.2) we assume f / ∈ U and without loss of generality f > 0. For f not being a power of 2 we have ufp(f ) ≤ ufp(r), so (5.1) and (2.11) in Lemma 2.1 imply
If f is a power of 2, then this is also true if
The lemma is proved.
Lemma 5.1 is formulated for general r ∈ R. For our main application, the approximation of the sum s = p i of floating-point numbers p i , we have p i ∈ etaZ and therefore s ∈ etaZ. Thus (5.3) reads in this case f ∈ U ⇒ r = f . Before we define K-fold faithful rounding, we introduce the concept of a non-overlapping sequence of floating-point numbers.
Definition 5.2. A sequence of floating-point numbers
Remark. Note that trailing zeros are possible, and that a sequence of zeros is by definition non-overlapping.
The definition implies that for f i f i+1 = 0 the binary expansions of f i and f i+1 do not have a bit in common. The following properties hold true.
Remark. Note that Lemma 5.3 is applicable to any subsequence f i1 , · · · , f im with i 1 > · · · > i m because it is non-overlapping as well.
Proof. Let (f, g) be a non-overlapping sequence. Then the definition (5.4) of non-overlapping implies
and (5.5) follows. To prove (5.6) we first show 
Our aim is a sequence (f 1 , · · · , f k ) such that f ν has a small relative error with respect to s, i.e.
For that we extend the Definition 2.2 of ordinary faithful rounding to a sequence f 1 
The sequence is called a strongly faithful rounding if it is in addition non-overlapping.
Of course, a strongly faithful rounding is faithful, but the converse is not true. However, the following lemma shows that the members of a sequence representing a faithful rounding may overlap in at most one bit, and subnormal numbers can only occur at the end.
with equality if and only if ufp(
Assume f i ≥ 0. Then using (5.12) for m = i and m = i − 1 gives
where the last inequality follows by the assumption |f i−1 | ≥ 
Hence f m−1 / ∈ U, and an induction argument finishes the proof.
Next we show that faithful rounding is sufficient to satisfy our anticipated bound (5.9) on the relative error with respect to s.
Moreover, a sequence representing a faithful rounding need not to be strongly faithful, i.e. may be overlapping.
This proves (5.13) because the rightmost expression is a power of 2. Finally consider
implies that (f 1 , f 2 ) is a faithful rounding of s. However, it is overlapping by |f 2 | ≥ 2eps · ufp(f 1 ) = eps.
Note the difference to Algorithm 4.8 (SumK) in [18] . There, the result can also be stored in an array of length K and it is of a quality as if computed in K-fold precision, i.e. with relative rounding error unit eps K . So the precision is K-fold, the accuracy, however, depends on the condition number of the sum. The accuracy of the K-fold faithfully rounded result is independent of the condition number.
It is straightforward to derive from Algorithm 4.5 (AccSum) in Part I a new algorithm computing a result as if computed in K-fold precision, similar to SumK in [18] . This fact has been mentioned independently to the first author by Nicolas Louvet [15] .
6. Algorithms for K-fold accuracy. Let floating-point numbers p 1 , · · · , p n be given. Next we will derive an algorithm to compute a sequence f 1 , · · · , f K ∈ F representing a strongly faithful rounding of the sum s := p i . Lemma 6.1. Let for a nonzero vector p of n floating-point numbers and ∈ F the assumptions of Lemma 3.5 be satisfied. Assume res ∈ F has been computed with the code given in (3.7) in Lemma 3.5. Set
∈ U, then (5.2) and (3.10) imply
, and the assertion follows similarly.
When applying the code given in Lemma 3.5 to a vector p and ∈ F, it calculates a faithful rounding res of s + , and also extracts p into some vector p . However, we have no equation relating s, , res and p , but only an estimation which follows from res ∈ 2(s + ). The only equation between the mentioned quantities we know up to now is s + = τ 1 + τ 2 + p i as by Lemma 3.5.
However, to be able to repeatedly apply Lemma 6.1 to produce a non-overlapping sequence ( Remark 2. The main part of the proof of Lemma 6.3 will be to show that no rounding error can occur in the computation of R, that is R = τ 2 − (res − τ 1 ). The proof is involved and moved to the Appendix. and (6.5) yield R = τ 1 + τ 2 − res, and (3.8) gives
Remark 3. As is
This proves (6.1). To see (6.2) note that (2.8), (3.11) and (2.4) imply ∆ = res − τ 1 ∈ eps · ufp(τ 1 )Z ⊆ 2 2M eps 2 σZ. Furthermore, (3.9) and 2 2M eps ≤ 1 yield τ 2 ∈ epsσZ ⊆ 2 2M eps 2 σZ, and (2.6) gives
But (3.8) and the definition of σ imply epsσ ≤ 2 M eps 2 σ, and (6.2) follows by (2.4).
Next we can formulate an algorithm to compute a result of K-fold accuracy, stored in a non-overlapping result vector Res of length K.
Algorithm 6.4. Accurate summation computing K-fold faithful rounding. Res
Res k is frequently of better accuracy than K-fold since possible zero bits in the binary representation of s "between" Res k−1 and Res k are not stored.
Remark 2. For k ≥ 3, say, it might be advantageous to eliminate zero summands in the vectors p (k) .
Assuming that it seems unlikely that extracted vectors p (k) are ill-conditioned for k ≥ 1 and using the fact that the new σ needs not to be computed in subsequent calls to TransformK, AccSumK needs (4m + 5K + 3)n + O(m + K) flops if the "repeat-until"-loop in the first extraction TransformK is executed m times.
Remark 3. Also note that the limited exponent range poses no problem to achieve K-fold accuracy. Since the exact result s is a sum of floating-point numbers, it follows s ∈ etaZ, and also s − f k ∈ etaZ for arbitrary floating-point numbers f k . So for a certain K, the sum s is always stored exactly in this means
which is true because Res k ∈ U implies R k and all p . In that case a number of case distinctions were necessary in the proof in the Appendix to assure that no rounding error can occur in the computation of R k in TransformK.
7. Rounding to nearest and directed rounding. Using the results of the previous section we can derive algorithms for computing s := p i with directed rounding, i.e. resD := max{f ∈ F : f ≤ s} for rounding downwards, and resU := min{f ∈ F : s ≤ f } for rounding upwards. Note that resD = resU is equivalent to s ∈ F. As an example we display Algorithm 7.1 (DownSum) for rounding downwards, its counterpart looks similarly. The proof of correctness follows straightforwardly by Lemma 6.3 and the definition of faithful rounding.
Algorithm 7.1. Accurate summation with rounding downwards. Let res and δ 1 be computed as follows: 
Thus (7.2) shows fl(s) = succ(res). The case δ 1 ≥ 0 follows similarly, and the case δ 1 = 0 follows. By Lemma 7.2 it can be decided which µ ∈ {M − (res), M + (res)} has to be subtracted from s to decide whether fl(s) is equal to res or to one of its neighbors. However, µ is not a floating-point number but could only be subtracted in two parts by splitting µ into res and δ res := µ − res ∈ F. Rather than extracting the vector p appended by −res and −δ res again, it is much better to use the already extracted vector p . Fortunately, our analysis in Lemma 6.3 gives an equation for s − res in terms of p i , namely s − µ = s − res − δ res = R + p i − δ res for R as computed in Algorithm 6.2 (TransformK). Now Algorithm 3.3 (Transform) allows for one extra parameter to be added to p i , but not two. The following lemma shows that one parameter R ∈ F is sufficient and Transform can be applied directly to p and R . and res = s ∈ U, which means δ res = eta/2 / ∈ F, a contradiction. Therefore, the final value m satisfies m > 1, and the "until"-condition in yields |res| = |τ 1 
Henceforth we assume σ > We know by (3.16) and (3.11) that
Moreover (3.8) gives σ ≤ 2 M epsσ, so that (7.5) and (2.4) prove δ res ∈ 2 M eps 2 σZ ⊆ epsσ Z.
To show R − δ res ∈ F, we distinguish two cases. First, assume |τ 1 | < σ. Then |τ 2 | ≤ eps|τ 1 | < epsσ and τ 2 ∈ epsσZ as in (3.9) yields τ 2 = 0. Hence R ∈ F gives R = τ 1 − res = fl(τ 1 − res), and (2.8) shows R ∈ eps·ufp(res)Z ⊆ 1 2 eps·ufp(res)Z. Regarding (7.5) and (2.10) it suffices to show |R−δ res | ≤ 1 2 ufp(res). By (3.12), (2.9), τ 2 = 0, (3.14) and (3.11),
Now (3.16) implies ufp(τ 1 ) ≤ 2ufp(res), so that (7.6) and the assumption 2 2M eps ≤ 1 yield
This finishes the first case. Second, assume |τ 1 | ≥ σ. Then as in (10.7) we see
and by (2.8) we know ∆ = res − τ 1 ∈ eps · ufp(τ 1 ) ⊆ epsσZ. We distinguish two subcases. First, suppose |res| ≤ σ. Then (3.9) yields R = τ 2 − ∆ ∈ epsσZ ⊆ 1 2 epsσZ. Regarding (7.5) implies δ res ∈ σ. This is seen with (7.8), (3.16), (7.6) and
This leaves us, secondly, with |τ 1 | ≥ σ and |res| > σ. In this case (7.5) and (3.9) imply ∆, δ res ∈ epsσZ and R = τ 2 − ∆ ∈ epsσZ as well, so with (2.10) it suffices to show |R − δ res | ≤ σ. We have t (0) = = 0 in Algorithm 3.3, so for the final value of m in the "until"-condition (Transform) and with (3.3) we have
Now (3.12) and (3.15) give
so that (7.6) yields |δ res | ≤ 2 M epsσ. Using (7.8) and 2 2M eps ≤ 1 we conclude
We note that Lemma 7.3 does not remain true for = 0 as is seen by = 1, the 1-element vector p = eps 2 and the choice δ res = −eps. However, we do not need this case in the sequel.
Now we can state the algorithm to compute the rounded-to-nearest result of a sum of floating-point numbers.
Algorithm 7.4. Accurate summation with rounding to nearest.
end if else % fl(s) ∈ {res, succ(res)} the case δ > 0 is treated similarly end if Remark 2. Note that numerical evidence suggests that it seems worth to check for δ = 0 to save the second extraction by TransformK. If the "repeat-until"-loop in the first and second extraction by TransformK is executed m and m times, respectively, and using the fact that the second extraction unit σ needs not to be computed, then NearSum needs (4m + 4m + 4)n + O(m + m ) flops.
Remark 3. Note that we generally assume that no overflow occurs, however, this is easily treated by some scaling.
Remark 4. We used the predecessor and successor of a floating-point number. These are especially easy to calculate if directed rounding as in IEEE 754 is available. Otherwise, for example, they may computed in rounding to nearest using Algorithm 3.5 (NextPowerTwo) from Part I of this paper, or by the algorithms presented in [23] .
Proof of Theorem 7.5. The internal result res is computed in the same way as in (7.3 The case δ > 0 is programmed and treated similarly, and the theorem is proved.
In contrast to Algorithm 4.5 (AccSum) in Part I, the computing time of Algorithm 7.4 (NearSum) depends on the exponent variation of the vector entries rather than on the condition number of the sum. However, it seems unlikely that the maximum number of 40 extractions for IEEE 754 double precision is achieved in other than constructed examples.
There is an apparent contradiction, namely that the computing time of AccSum is proportional to the logarithm of the condition number, but that of NearSum with only one extra call of Algorithm 6.2 (TransformK) is not. However, the computing time of AccSum to compute a faithfully rounded result is proportional to t f := log(cond ( p i )), but that of NearSum is proportional to t N := log(cond (R − δ + p i )), where R − δ + p i is the difference between the exact sum s and one of the "switching points" M − (res) or M + (res). Note that, subject to the size of the exponent range, t N /t f can be arbitrarily large.
Finally we mention that combining the results of Sections 6 and 7 we can easily define an algorithm producing a sequence of K floating-point numbers representing a K-fold rounded-to-nearest result of s = p i . Consider Algorithm 6.4 (AccSumK) changed in such a way that only the last member Res K of the sequence (Res 1 , · · · , Res k ) is computed in rounding-to-nearest using a piece of code similar to that in Algorithm 7. (8.4) and the choice of Φ and (3.5) gives
We first show that we may assume Again, the assumptions of Theorem 3.2 are satisfied for the next call of ExtractVector, and repeating this argument shows
for k between 1 and its final value K. The same argument as before applies to possible rounding errors in the computation of σ K . Denote We will show 2|δ| < eps|res| and apply Lemma 2.3 to demonstrate that res is a faithful rounding of the true result s. First we need to bound
= 0 for all i, and (8.8) gives δ K+1 = 0. Otherwise the "until"-condition and (8.11) yield .18) and (8.17) gives 2|δ| < eps|res|. Therefore res / ∈ U and Lemma 2.3 prove that res is a faithful rounding of s. The proof is finished.
With (8.14) we see that for IEEE 754 double precision at most K = 17 extractions are possible, and we can also estimate the minimum treatable vector length n by Algorithm 8.1 (AccSumHugeN) depending on the number of extra extractions. Suppose the "repeat-until"-loop in Algorithm 8.1 (AccSumHugeN) has been executed K times, and assume
Then the first call of Transform implies |τ 1 | ≥ 8ϕσ and a little computation using eps = 2 m yields
so that the "until"-condition is satisfied. That means, if M satisfies (8.19), then the "repeat-until"-loop in AccSumHugeN is executed at most K times. It follows the minimum treatable vector lengths n with K loops, which are summarized in Table 8 .1. As expected, AccSumHugeN becomes inefficient for a vector length approaching eps −1 ; in IEEE 754 single precision about 10 6 and in double precision about 2 · 10 13 may be a reasonable limit for n. As before an algorithm with K-fold faithful rounding and rounding-to-nearest for input vectors of huge length may be developed as well.
9. Computational results. In the following we give some computational results on different architectures. All programming and measurement was done by the second author.
All algorithms are tested in three different environments, namely Intel Pentium 4, Intel Itanium 2 and AMD Athlon 64. We carefully choose compiler options to achieve best possible results, see Table 9 .1.
We faced no problems except for Pentium 4 and the Intel Visual Fortran 9.1 compiler, where the code optimization/simplification is overdone by the compiler. A typical example is the first line q i = fl ((σ + p i ) − σ) in Algorithm 3.1 (ExtractVector), which is optimized into q i = p i . This can, of course, be avoided by setting appropriate compiler options; however, this may slow down the whole computation. In this specific case the Basically, no second author suggested a simple trick to overcome this by using q i = fl (|σ + p i | − σ) instead. This does not change the intended result since |p i | ≤ σ is assumed in the analysis (Theorem 3.2), it avoids unintended compiler optimization, and it does not slow down the computation. For the other algorithms to be tested we had to use, however, the compile option /Op for Pentium 4. This ensures the consistency of IEEE standard 754 floating-point arithmetic. The compile options for the different algorithms are summarized in Table 9 .2.
To test the algorithms presented in this paper, examples for huge condition numbers larger than eps −1 were generated by Algorithm 6.1 in [18] , where a method to generate a vector whose summation is arbitrarily illconditioned is described. All tests are performed in IEEE 754 double precision except those for AccSumHugeN, which are performed in IEEE 754 single precision. Competitors for K-fold rounding are Malcolm's summation [16] and the long accumulator [12] . In fact, both approaches produce the bit representation of the exact result in an intermediate step: Malcolm's in an overlapping sequence of floating-point numbers, and the long accumulator in a non-overlapping sequence. From this it is not too difficult to extract a result of K-fold accuracy; the corresponding algorithms are denoted by MalcK and LAccuK, respectively. In Table 9 .3 we normed the computing time of AccSum to 1, practically the same computing time as for AccSumK for K = 1.
Indeed we observe the linear dependency of AccSumK in K. For MalcK and LAccuK there is not too much dependency on K since the exact result of the sum is computed anyway; only some additional effort to extract from this a sequence of K floating-point numbers is necessary. On AMD Athlon 64 and for large K, Malcolm's approach is superior to AccSumK. Note that the accuracy of the results Res k may in fact be better than K-fold since there may be sequences of adjacent zeros in the bit representation of the exact result, producing gaps between adjacent Res k .
Next we tested NearSum. Challenging examples for rounding to nearest have an exact sum near the midpoint of two adjacent floating-point number. The usual condition number for the sum 
measuring the nearness of the sum to a "switching-point" for rounding to nearest. In Table 9 .4 we normed again the computing time for AccSum to 1, so the additional amount of computing time to go from faithful rounding to rounding to nearest is monitored. Again, Malcolm's algorithm and the long accumulator compute a bit representation of the exact sum, and from there it is not difficult to derive the rounded-to-nearest result. The corresponding algorithms are denoted by MalcN and LAccuN, respectively. In all examples we choose the dimension n = 1000.
For small condition number the ratio of computing times for NearSum shows the expected factor 2 compared to AccSum caused by the additional call of TransformK. Also as expected, the computing time of MalcN and LAccuN is almost independent of the condition number. For n = 1000 some 43 bits are extracted in double precision at a time. Hence for condition number 10 64 which is about 2 213 we need some 5 extractions, and this is reflected in the computing time ratio of NearSum to AccSum in Table 9 .4. Note that condition numbers exceeding 10 16 occur only in very special applications.
In Figures 5.1 and 5.3 in Part I of this paper we displayed the MFlop-rates for different algorithms. They showed that AccSum achieves a much better MFlop-rate than Malcolm's or long accumulator algorithm. For AccSumK and NearSum this is similar; for small condition numbers they achieve about 85% to 95%, for larger ones between 105% up to 160% and a little more of the MFlop-rate of AccSum. This corresponds to about 50% to 80% of the peak performance.
Next we tested AccSumHugeN. For double precision we may use AccSum until dimension n = 6.4 · 10 7 . For such large dimensions we would basically measure cache misses rather than performance of the algorithms. Therefore we rewrote all algorithms in single precision. We use the same names Malcolm, LAccu and AccSum as before, so AccSum in the following Tables 9.5 and 9.6 refers to AccSumHugeN. For increasing dimension fewer and fewer bits can be extracted by AccSumHugeN at a time, thus requiring more and more extractions. We tested dimensions from n = 10, 000 up to n = 1, 280, 000, which is the range of applicability of AccSumHugeN where the dimension is too large for AccSum. All examples are generated to have condition number 10 8 .
The results for Pentium 4 and Itanium 2 architectures are displayed in Table 9 .5, where now the computing time of SSum, the ordinary single precision recursive summation, is normed to 1. Moreover, the ratio of computing time for single precision Sum2 [18] and XBLAS [14, 1] to SSum is displayed. Note that both deliver a result "as if" calculated in twice single precision (i.e. 48 bits precision). So for condition number 10 8 we can expect almost full accuracy of the result, but for condition numbers 2 48 ∼ 2 · 10 14 and above we cannot expect a single correct digit of the computed result; hence the comparison to the other algorithms is not quite fair.
As in Part I of this paper we observed a significant performance drop for larger dimensions due to cache misses. So, as also explained in Part I, algorithms Sum2 and XBLAS do not become relatively faster, but the reference SSum gets abruptly slower at a certain dimension. As expected, the computing time for AccSum grows slowly with increasing dimension. Both Malcolm and LAccu suffer severely from the small sizes of the internal accumulators. Note that although AccSum computes a result of much better quality, namely a faithfully rounded result, it is faster than XBLAS up to dimensions where cache misses appear.
The results for AMD Athlon architecture are displayed in Table 9 .6, left the ratio of computing times relative to recursive summation SSumU with unrolled loops, right MFlops. As explained in Part I this is the only architecture out of the three where unrolled loops speed up recursive summation SSum. For n = 10, 000 the speed up is a factor 6.6, i.e. SSumU is more than 6 times faster than SSum. We programmed also the other algorithms XBLAS etc. with unrolled loops, but observed almost no difference.
Again there is a drop in performance at a certain dimension. The MFlop-rates are displayed in the right half of Table 9 .6. For Sum2, XBLAS and LAccu those are 1200, 690 and 200, respectively, for all dimensions, so they are not displayed. So the MFlop-rate of AccSum is significantly slower than that of SSumU for small dimension, and becomes superior for larger dimensions.
Finally we tested AccSign. To compute the sign of a sum of floating-point numbers is very simple from the intermediate result of Malcolm's or the long accumulator algorithm. Since a bit representation of the exact sum is available, the sign is immediately available. However, the exact sum is always computed, no matter how well-or ill-conditioned the problem is.
For AccSign we use the weak "until"-condition with the factor 2 M eps rather than 2 2M eps in AccSum. We proved that this is weakest possible, just sufficient to guarantee the correct sign. Another competitor is now Priest's doubly compensated summation. The computed approximation res of s := p i satisfies [19, 20 ] the error estimate |res − s| ≤ 2eps|s|, therefore sign(res) = sign(s).
The adapted algorithms by Malcolm and Priest to compute sign(s) are denoted by MalcS and PriestS, respectively. To save space we omit results for the long accumulator. The following Table 9 .7 shows the results for fixed vector length n = 1000. The first column "cond " denotes the condition number of the sum; all computations are performed in double precision. Note again that condition numbers up to 10 16 are the generic case.
As can be seen from Table 9 .7, where the time for AccSum is normed to 1, the improved stopping criterion in AccSign pays for non-extreme condition numbers. The improvement becomes negligible for huge condition numbers. The corresponding ratios for the long accumulator LAccuS are at best 38, 20 and 10 for the three architectures and largest condition number 10 64 , and for "small" condition number, the generic case, about 110, 51 and 30, respectively.
Finally we tested our algorithms for the special case of zero sums. For Malcolm's, the long accumulator or Priest's algorithm this does not make much difference, but for AccSign and AccSum it does. In this case the input vector has to be extracted completely, until the final extracted vector is entirely zero. Note that the condition number of a zero sum is infinity.
The results are displayed in Table 9 .8, where the time for AccSign is normed to 1. All computations are performed in double precision. The first column "Exp. range" depicts 53(1 − log eps (e max − e min )), where Table 9 .8 Measured computing times for zero sums, n = 1000, for all environments time of AccSign normed to 1 e max and e min denote the largest and smallest exponent of the summands, so basically 53 times the number of bits covered by the summands. Zero sums are fortunate for Malcolm's and the long accumulator approach because the exact sum has to be computed. This is seen from the computational results. Here for AMD Athlon architecture Malcolm's algorithm outperforms AccSign for large exponent range.
Finally we display the achieved MFlop-rates for Itanium and Athlon architecture in Figure 9 .1; for Pentium 4 it looks similarly. As can be seen, AccSign achieves for not too large exponent range a little better rate than AccSum. The MFlop-rates for the other algorithms do not change since in any case the exact bit representation is calculated. If σ ≤ |τ 1 |, then res = fl(τ 1 + τ 2 ), (2.8) and (2.4) yield res ∈ eps · ufp(τ 1 ) ⊆ epsσZ, so res, τ 1 , τ 2 ∈ epsσZ from ∆,R ∈ epsσZ and (3.9), proving (10.4).
Furthermore, (3.12), (3.14), (3.9) and the assumption Proof of (10.1). We use the notation in Lemma 3.5, especially (3.12). We distinguish several cases.
First, assume |τ 1 | < σ. Then (3.9) yields τ 2 ∈ epsσZ and |τ 2 | ≤ eps · ufp(τ 1 ) < epsσ, so τ 2 = 0 and R = −∆ ∈ F by (10.3).
Second, assume σ ≤ |τ 1 | < Henceforth, we may assume without loss of generality res = τ 1 because otherwise ∆ = res − τ 1 = 0 and R = τ 2 ∈ F. For the remaining cases Finally we have |τ 2 | ≤ eps · ufp(τ 1 ) = σ, we know τ 2 ∆ ≥ 0 by (10.6), and together with |∆| = σ this certifies |R| = |τ 2 − ∆| ≤ σ. Therefore (10.4) together with (2.10) yield (10.1). This finishes the proof of (6.5).
11. Summary. We presented algorithms to calculate the sign of a sum, summation with K-fold faithfully rounded, with directed rounding and rounded-to-nearest result. The paper contains as well the ingredients to compute a rounded to nearest result in K-fold accuracy. All our algorithms use only floating-point addition, subtraction and multiplication in one working precision, no branches in the inner loops and no special operations. Similar algorithms for dot products are easily developed using the error-free transformation TwoProduct of a product of two floating-point numbers into a sum (cf. [5] , see also [18] ). For all algorithms presented in Part I and II of this paper and in [18] we put a Matlab reference code on http://www.ti3.tu-harburg.de/rump .
The algorithms are based on so-called error-free transformations. We hope to see these computationally and mathematically highly interesting operations in future computer architectures and floating-point standards.
