We propose a theory of deterministic chaos for discrete systems, based on their representations in symbolic history spaces Ω = (B ∞ , T ∆ ). These are spaces of semi-infinite sequences, as the one-sided shift spaces, but endowed with a more general topology T ∆ which we call a semicausal topology. We show that Ω is a metrizable Cantor set which embeds the chaotic attractor Λ. We discuss metrical properties, including the correlation dimension of Λ. Examples are considered: Asymmetric neural networks and random cellular automata are not chaotic. A neural network model with "memory", on the other hand, does appear to be an example of discrete chaos.
Introduction.
Recently, discrete systems with a complex dynamical behavior have received a great deal of attention, for their relevance in fields ranging from theoretical biology to quantum gravity. For example, asymmetric neural networks [1−4] can have a complicated dynamics which is reminiscent of "chaos". Also cellular automata display [5] bifurcations between several possible dynamical regimes [6] , the most disordered of which has been described as "chaotic" [7] . Yet it is unclear precisely how this type of dynamics on discrete spaces is related to deterministic chaos in Euclidean phase spaces.
In this article we will examine how the definitions of deterministic chaos can be translated to the context of discrete state spaces. This will lead us into a formalism which we call "discrete chaos", that allows one to decide whether the complex dynamics of some finite systems can be viewed as approximately chaotic.
Unfortunately, for most finite systems there is no convenient quasi-represen--tation in terms of real variables. For example, in spin networks and cellular automata the relevant distance is the Hamming distance; this induces a topology on the space of states that is distinct from the usual topology of IR n . There are different points of view on this problem, ranging from the fundamentalist, which concludes that a finite system cannot be viewed as approximately chaotic, to the liberal, which reduces the definition of chaos to the exponential growth of the limit-cycle period with the size of the system.
Our feeling is that chaos should not be limited to real variables, as these are idealizations of a reality which could be viewed equally well in terms of finite state spaces. Indeed, the fact that most real variables have infinite algorithmic information [8] is not satisfactory from a physicist's point of view. Yet some form of idealization is necessary to define chaos rigorously.
Our purpose in this article is to propose a different idealization, inspired from symbolic dynamics [9−12] , which is well suited to finite systems with a natural spin network representation (e.g., temperature anomaly maps in meteorology).
Instead of specifying the coordinates of a point with infinite accuracy, we will assume that one is given a representation of the system through a sequence of N -symbol words, labeled by non-positive integers, which carry information about the system at increasing temporal depths. For example, one might give an N -symbol description of the system at every past tick of a clock. The state of a discrete system is then given by S = {S (0) , S (−1) , · · · , S (−n) , · · ·}, where S (−n) is a vector with components S i (−n) = 0, 1, · · · , r−1, for symbols of rank r (i = 1, · · · , N ) [ Fig. 1 ]. The set of such symbolic histories will be denoted by B ∞ .
The approximation which makes this concept practical, akin to the 128−bit version of floating-point variables, is the truncation of the symbolic history to the n most recent words. This is a good approximation if the difference between states which coincide in the first n words belongs to a small neighborhood of the origin. We will formalize this demand through the assignment of a semicausal topology on B ∞ . The topological space constructed in this way will be called a symbolic history space, and will be denoted by Ω ≡ (B ∞ , T ). There are many possible choices of T ; these give rise to different symbolic history spaces that can be adapted to different discrete dynamical systems.
The notion of truncated symbolic histories allows us to define an "approximate chaos" for dynamical systems on finite state spaces where the dynamics takes as input vector n consecutive time steps. In the limit of a very long memory, n → ∞, such systems acquire an asymptotic behavior which is closely related to deterministic chaos in Euclidean spaces. Cellular automata and asymmetric spin glasses have no memory (n = 1), so they do not provide good models of chaos. As we will see below, this failure manifests itself in the lack of an invariant attracting set on which the dynamics is topologically transitive, a fact which has important consequences with regard to applications in prediction and control.
We should stress that even if the this treatment looks very similar to symbolic dynamics there are several differences: Points of Ω represent the history of the symbolic system towards the past only, whereas itineraries extend to t −→ +∞ (the future) in the case of non-invertible maps [10] and the past and future in the invertible case [11, 12] . The dynamics in the symbolic space Σ N is given by a shift map σ : Σ N −→ Σ N whereas in Ω it is a more general map (see Sec. 3). In the symbolic history spaces Ω, the homeomorphism with a Cantor subset Ξ ⊂ IR N cannot be realized as an itinerary in the usual sense. Finally, not all points of Ω represent possible histories: Instead, Ω plays the role of an embedding space for the chaotic attractor.
The organization of this paper follows a broad separation into topological and metric properties. The properties of the topological space Ω are considered first, and "discrete chaos" is defined in Sec. 3. Our definition of chaos is independent of any metric structure, nor does it require the existence of a metric that would be compatible with a semicausal topology. In Sec. 4 we consider several examples of semicausal metrics on Ω, and consider metrical properties of the attractors, in particular the concept of "attractor dimension". In Sec. 5 we give a homeomorphism to Cantor subsets of real state spaces and show how some of the metrics in Ω are related to the euclidean metric in IR d . We end with the conclusions and a discussion of possible applications of our results.
Symbolic Histories Spaces Ω.
Let S = (S 1 (−n), S 2 (−n), · · · , S N (−n)), where S i (−n) ∈ Z Z r is an N − symbol model of the state of the system at temporal depth n. We denote the space of the r N possible states by B = {S} and the infinite set of symbolic histories of the system by
From the point of view of discrete dynamical systems, it is natural to consider topologies on B ∞ such that near-neighbors have the same symbols in the recent past.
n (S) it may or may not have the same symbols as S in the range n ≤ m < n + ∆. One semicausal topology differs from another in which differences are allowed between S ′ (−m) and S (−m) in this range, for S ′ ∈ N ∆ n (S) [ Fig. 2 ]. It is easy to check that the basis sets N ∆ n (S) satisfy the Property 1:
Definition 2:
The semicausal topology T 0 is called the causal topology. The base elements N 0 n (S) are uniquely defined by i) and ii) above. In the following, where there is no confusion we will drop the ∆ in the notation and write the basis elements simply as N n (S).
Definition 3:
A symbolic history space is a topological space Ω = (B ∞ , T ∆ ).
It is worth pausing here to consider the physical significance of the semicausal topology in the light of a few examples: (1) 
The time series of a real variable, {x (0) , x (−1) , x (−2) , ...}, becomes a symbolic history if one replaces each x (t) by its 64 − bit "floating-point" approximation. The topology induced from IR n on the space of symbolic histories is not semicausal. Indeed two points can be near neighbors in IR n and yet differ as symbolic states, as for example in the case of 0.5 . = (1, 0, 0, ...) and 0.4999... . = (0, 1, 1, ...).
b) Let S i (t) (i = 1, ..., N ) denote the temperature anomaly maps in ocean surface waters as measured by N recording stations (S i = 0 is colder than normal, 1 is warmer). Considering that intermediate depth waters act as a thermal reservoir, the next day anomaly S i (t + 1) is a function of the maps S i (t), S i (t − 1),..., S i (t − τ ),... ; since the effect of S i (t − τ ) on the reservoir temperature decreases with τ , the natural topology for the problem of prediction is a semicausal topology.
c) Let us define the following neighborhoods in B ∞ :
One can check easily that the set of neighbors {O (S)} S∈B ∞ defines a semicausal topology with ∆ = 1. Note that the bit number i has a preferential role.
d) The usual metric of symbolic dynamics,
induces a semicausal topology with index ∆ = 1 (see Sec. 4). e) In financial time series analysis one uses "digital walks" to detect price patterns. A digital walk is an N -symbol word where each symbol represents the integrated price differential over a period of l consecutive days. Thus, a word gives price information for the previous N × l days, with a coarsegrained time scale τ = l. One can represent the information on price patterns as a symbolic history by letting S(−n) be the digital walk with τ = 2 n . If one accepts that price patterns at longer time scales have less relevance for the problem of prediction, then a forecasting model should be continuous with respect to a semicausal topology.
The following proposition is easy to verify:
Property 2: Ω is a commutative ring under the operations
performed on each symbol in the infinite symbolic history S. The "zero" is the element 0 = (0, 0, 0, 0, ...) ,
and the identity is the element e = (1, 1, 1, 1, ...) .
In the case of binary symbols, the addition operation is nilpotent and the multiplication is idempotent, so in that case Ω is a boolean algebra (a ring with an idempotent cross operation).
see Ref [13] .
Theorem 1: Ω is complete.
Proof: We need to show that any Cauchy net of elements in Ω converges to an element in Ω. Let {S k } be a Cauchy net. From definition 4, S k ′ (−m) = S k (−m) ∀m < n and k, k ′ > k 0 . Let us construct S from m = 0 down to m = n − 1 such that S (−m) = S k (−m) ∀m < n; by incrementing n this construction leads to a unique symbolic history S. The sequence {S k } converges to S which by construction is of the form (1), so that S ∈ Ω. Proof: A set is perfect if it is closed and every point is an accumulation point. Ω is closed because it is the total space so it is both open and closed. Let S ∈ Ω and consider the sequence {S k } given by
This sequence converges to S and by construction S k = S ∀k. Thus, S is an accumulation point. Theorem 4: Ω is totally disconnected.
Proof: We must show that the connected component C (S) of each S ∈ Ω consists of just the point S [14] . By contradiction, let S ′ ∈ C (S) with S ′ = S. Then S and S ′ differ in at least one symbolic state:
is a separation of Ω because by lemma 2 both of them are disjoint non-empty open sets. This implies that C (S) ⊂ N n+1 (S) but S ′ / ∈ N n+1 (S) and we have a contradiction.
Theorem 5: Ω is compact.
Before proving the theorem let us first prove three lemmas.
Lemma 3:
The number of distinct sets N n (S) ∀S ∈ Ω and n fixed, is finite.
Proof: For any S ∈ Ω, N n (S) is totally defined by specifying the first n + ∆ symbolic states and the list of which differences are allowed between S ′ (−m) and S (−n ′ ) in the range n ≤ m < n + ∆, in all a finite amount of information for any fixed n.
Then there exists a finite subcovering of V.
Proof: The neighborhood N n (S) can be expressed as a finite union of neighborhoods in the following way: let m ≥ n + ∆, the set
Then g must be non-bounded in at least one of the N m (S ′ ).
Proof of theorem 5: By theorem 2, Ω is Hausdorff then by the lemma 4 it remains to prove that for any covering
By contradiction let us suppose that there does not exist such n. Then there exists a covering V such that
This defines a function g : Ω −→ IN given by g (S) = n, which is not bounded. Then by lemma 5, there exists a nested sequence of neighborhoods
with n 1 < n 2 < ..., such that g is non-bounded ∀N n k (S k ). The sequence {S k } is a Cauchy net, therefore by theorem 1 it converges to an element of Ω, but that element is not covered by V since g −→ ∞, and therefore we have a contradiction.
From theorems 3, 4 and 5 we have the following Corollary: Ω is a Cantor set.
Remark: This generalizes the result that the shift space Σ N with the topology given in (ref. [11] pp. 441) is a Cantor set. In that case it is a corollary of the "Main Theorem" of symbolic dynamics, which uses the Conley-Moser [15] conditions to construct a homeomorphism between a Cantor subset Ξ ⊂ Λ of the attractor and Σ N with this topology (see ref. [11] pp. 448). As we shall see below, the topology on Σ N is semicausal with ∆ = 1, so our results are a generalization to arbitrary semicausal topologies which are not necessarily induced by a metric.
Chaotic Dynamics in Ω.
We begin by reviewing definitions for chaotic maps on real phase spaces [11] . Let f : IR d → IR d , d ∈ Z Z + be a continuous map, and let us assume for now that IR d is endowed with the usual topology induced from open balls in the Euclidean metric. Then,
has sensitive dependence on initial conditions and is topologically transitive on A. Now we will extend the definitions 5 to 7 in a natural way, so they can be applied to the dynamics generated by a continuous function F : Ω −→ Ω. Since Ω is a topological space, for which we have not yet specified a choice of metric, we must first provide a topological definition of sensitivity to initial conditions. Definition 5-bis: f : IR d → IR d has sensitive dependence on initial conditions on M ⊂ IR d if there exists a field of neighborhoods N (x), i.e., a function from the trapping region M to the continuous topology on IR d , N :
The metrical definition 1 is recovered if one requires that the neighborhoods N (x) be δ-balls centered at x.
The other definitions 6-9 are already metric-independent. We stress that with the modified definition 5-bis the term "chaos" is given a purely topological meaning. The definitions analogous to 5-bis -9 for Ω are as follows.
Definition 12: Let A ⊂ Ω be a compact set. F : A −→ A is chaotic on A if F has sensitive dependence on initial conditions and is topologically transitive on A. Proof: Since every closed subset of a compact set is compact, it follows that M is compact and since F is continuous F n (M) is compact. Since Ω is Hausdorff every compact subset of it is closed, so F n (M) is closed [16] . Property 4: Λ is compact and closed.
Proof: Λ is an intersection of closed sets, so it is closed. Since every closed subset of a compact space Ω is compact, it follows that Λ is compact.
Theorem 6: If Λ is a chaotic attractor then it is perfect.
Proof: By property 4, Λ is closed, it remains to prove that every point in Λ is an accumulation point of Λ. By contradiction, let S 0 ∈ Λ be an isolated point, then there exists n ∈ IN ∋ N n (S 0 ) ∩ Λ = {S 0 }. Then, by topological transitivity Λ has an isolated orbit (the orbit of S 0 ) but this violates sensitivity to initial conditions on Λ, so Λ could not be a chaotic attractor.
Theorem 7: If Λ is a chaotic attractor then it is a Cantor set.
Proof: The theorem follows directly from property 4, theorem 6 and the fact that a subset of a totally disconnected set is also totally disconnected.
Now we are going to define a map Γ : Ω −→ Ω which is very useful to analyze symbolic systems with causal deterministic dynamics on N bits (r = 2), such as neural networks, particularly when the dynamical rule involves a memory of past states [17] .
i = 1, ..., N , be a set of non-vanishing continuous functions, then Γ : Ω −→ Ω is defined by:
where Θ (x) = 0, 1 for x ≤ 0, x > 0 respectively. We should stress that due to the fact that Ω is totally disconnected it is not difficult to construct continuous non-vanishing functions h i that change sign. Property 6: Let Λ be the attractor of definition 14. The restriction of Γ to Λ is completely defined by specifying Λ itself, as follows. For any point S ∈ Λ and n ≥ 1, let S n ∈ Λ be such that S n (−n − k) = S (−k), for k ∈ IN. Then Γ (S) = (S n (−n + 1) , S n (−n) , ...).
Proof: Since S ∈ Λ, for any n ∈ IN there is an element S n ∈ Λ such that Γ n (S) = S n . By (9) Γ acts as a down-shift map for all but the most recent slice, therefore S n (−n − k) = S (−k), for k ∈ IN.
Note that although the maps Γ are the natural choice from a point of view of causality, the definitions of chaos on Ω given in Defs. 10-13, in principle allow for more general dynamical maps F that are not shift maps for the slices n ≥ 1.
Neural networks and cellular automata are binary dynamical systems in which the values of the state variables S i , i = 1, . . . , N , at time t depend on the state variables at time t−1. As long as the system has a finite number of possible states (2 N ) it cannot have sensitivity to initial conditions, as was already pointed out by Crisanti et. al. see Ref. [2] . It is interesting to see how this comes about with the semicausal topology: These systems are described by a function Γ such that the functions h i (8) depend only on the components S (0). Therefore, all points S ′ ∈ N n (S) for n ≥ 0 have the same evolution. By similar arguments one easily shows that these systems are not topologically transitive on Λ. So we have proved the following Theorem 8: Symbolic systems for which the dynamical function is given by (8) and (9) with h i functions of S (0) only, are not chaotic.
Some readers may object to this result on the basis that an approximate manifestation of chaos could be observed if one considered definitions based on the Hamming distance, rather than the semicausal topology. For instance, if "near-neighbors" are defined as N − bit words with Hamming distance d H = 1, systems such as cellular automata can be designed so that the evolution drives near-neighbors apart (a phenomenon known as "damage spreading" in the cellular automata literature [7] ). This allows one to define something analogous to a first Liapunov exponent; a positive first Liapunov exponent together with the existence of long periodic orbits (exponential in the size of the system) and a positive Shannon entropy are some of the criteria that are usually applied to decide if the system is "chaotic".
Our objections to these criteria for chaos are more than a matter of mathematical rigor. Even if we accept that a positive first Liapunov exponent as defined above can substitute the criterion of sensitivity to initial conditions, the existence of a trapping region and topological transitivity on the attractor are also essential in the definition of chaos; suffice it to give the example of the map x n+1 = 2x n , with x n ∈ IR, which has a positive Liapunov exponent and is clearly not chaotic. As we will show in the examples below, the existence of an attractor with topologically transitive dynamics is inconsistent with a dynamical rule for which the relevant metric is the Hamming distance. This is related to the fact that the Hamming distance is not well defined for N → ∞.
We have examined numerically several of the binary systems which have been considered in the literature, including the random k = 4 cellular automata [7] , and some neural network models such as those studied by Crisanti et. al. in the context of Shannon's entropy [2] . In all cases, the limit set consisted of a large number of disjoint periodic orbits, some of them very long. The orbits are unstable. If one bit is switched the system generally diverges away from its orbit and heads towards another asymptotic periodicity: This is the usual evidence for sensitivity to initial conditions. However there is no "compact" region (based on the Hamming distance) which could be identified as a trapping region, nor is the dynamics topologically transitive on the limit set of all periodic orbits. Instead, one finds that the limit-cycles are best modeled as random sets of N − bit words, which run over the entire configuration space rather than a smaller "attractor".
Without anything analogous to a "low-dimensional attractor" which might imply a reduction in the effective dimension of the dynamics, none of the practical applications of chaos theory can carry through. The phase space reconstruction methods and other versions of the "method of analogues" [18] fail because one finds no good analogue in any finite data set, for large N . This stands in contrast to chaotic systems: being confined to a low-dimensional attractor a chaotic trajectory has many close returns to any initial point (e.g. Poincaré returns), so a finite data set can provide examples from which a prediction can be derived. The lack of close returns in binary systems is directly related to the failure to find an attractor on which the dynamics is topologically transitive.
The number of returns to within a Hamming distance d H of an initial point on one of the long periodic orbits is given in the [ Figs. 3a,b ] for the cellular automata and the neural network. We have also graphed the best-fitting Gaussian curve for comparison. The first obvious result is that there are no returns with d H < 50 in a network of 200 automata, in 5 million iterations of the dynamical map. The neural network was run with N = 100 neurons for 500,000 iterations, and again no returns were found with d H < N 4 . Both the value of the nearest return and the fit to a Gaussian are consistent with a random process which produces patterns all over the configuration space without any restriction to a possible "attracting subspace". This indicates a very high degree of algorithmic complexity [8] in the time-series, not at all characteristic of chaotic systems. A large algorithmic complexity indicates a lack of predictability, unlike Shannon entropy which is a statistical measure of disorder.
Having shown that the usual symbolic systems without memory are not chaotic, we shall now propose an example of a binary system which does appear to satisfy our definition of symbolic chaos. This example is based on an asymmetric neural network with state-dependent synapses originally designed to recognize sequences of patterns, and described in Ref. [4] . As shown there, this system has a transition from a stable sequence reproduction to a disordered behavior. We shall modify the dynamical rule by introducing a memory in an analogous way as have been done in Ref. [17] , as follows:
The reader not familiar with the notation of Hopfield-type neural networks may refer to Ref. [4] ). As usual the training patterns ξ µ are randomly generated. We have run this system with varying sets of parameters; here we shall describe only some of the results. With the threshold set to η = 0 and T = 30, a network of N = 49 neurons with p = N patterns (i.e., a capacity α = 1), we find evidence for an attractor and near-returns, as shown in [Fig. 4 ]. Unlike in the examples above there are substantially more near-returns than for a random sequence. We will return to this example in the next section.
Metrics in Ω.
The space Ω is metrizable as we will see below. This enforces its utility in using it to model chaotic dynamical systems.
with n ∈ IN, such that D n (S) satisfies definition 1 for a fixed ∆. This condition is stronger than semicausality, since it requires that the importance of symbols should drop off exponentially with n. Such metrics will be appropriate to analyze systems with an exponential decay of temporal correlation functions, e.g. chaotic systems.
There are many metrics that satisfy definitions 16-18. Here we will give three examples: a) For any S, S ′ ∈ Ω let:
This metric is used in the context of symbolic dynamics [11, 12] to prove topological conjugacy with the shift map when the Conley-Moser conditions are satisfied [15] .
It is easy to check that (13) satisfies the following properties: iii) From i, ii it follows that d (S, S ′ ) is semicausal with ε n = 1 2 n and ∆ = 1.
In the binary case (r = 2) it is possible to define a "dot" product in Ω given by
where the "cross" product is defined by (3). Using equations (6) and (7) the metric (13) can be written as
with d n again given by (14) . This metric is comparable to (13) but with a different bound and causality index ∆. One can check that:
iii) From i, ii it follows that d (S, S ′ ) is semicausal with ε n = 1 2 n−1 and
c) The previous metrics are based on the Hamming distance, so they are relevant in the study of cellular automata and neural networks. However one can think of symbolic systems that do not give equal relevance to the different symbols at each time step. The following metric is an example. For any S, S ′ ∈ Ω let:
This metric is semicausal with index ∆ = 1 and bounded.
Given a choice of metric, one can define phenomenologically the concept of "attractor dimension" from the correlation graphs. From a finite data set, one computes the average N (ρ) of the number of neighbors S ′ of S with distance d(S, S ′ ) < ρ [9] . The claim that N (ρ) ∼ ρ D a as ρ → 0 leads to the definition of the correlation dimension as
For the example of a neural network with memory described in the previous section, we found an effective dimension D a ≈ 2 in the range 0.002 < ρ < 0.02 (see Fig. 5 ).
For both the neural network of Ref. [2] and the k = 4 cellular automata, which we showed were not approximately chaotic, the correlation graph N (ρ) doesn't approximate a power law in the limit ρ → 0. This is related to the fact that the distribution of returns to Hamming distance d H is approximately Gaussian.
Topological Conjugacy.
An important concept in the theory of chaos, is that of topological conjugacy. Two maps f and g that are topologically conjugate are representations of the same dynamics. In particular, if one is chaotic then so is the other [10, 11] . In order to establish a relation between chaotic dynamics in Ω and IR N , we will construct a particular homeomorphism between Ω and a Cantor subset Ξ ⊂ IR N . We are going to do the construction for r = 2, but generalizations for arbitrary r are easy; so for the rest of this section S i (−n) = 0, 1.
Let Ξ be a Cantor set that can be expressed as the Cartesian product of N Cantor sets Ξ i ;
we will construct the i th component Ξ i by suppressing from the interval [0, 1] the open middle 1/a i part, i = 1, . . . , N , a i > 1, see Fig. 6 . Now, we define a map φ : Ω −→ Ξ by:
where
is the length of each of the remaining 2 n intervals at the n th step of the construction of Ξ i . Then, we have the Theorem 9: The function φ : Ω −→ Ξ given by (16) is a homeomorphism if Ω is endowed with one of the metrics (13) and (15) and Ξ ⊂ IR N with the standard Euclidean metric.
Proof: To show that (16) is a homeomorphism we must show that φ is a bijection and is continuous. The continuity of φ −1 follows from the fact that continuous bijections from compact spaces into Hausdorff spaces are homeomorphisms [19] . Let x i ∈ Ξ i , then at each step of the construction of Ξ i , it should be in one and only one of the remaining segments. At step 1, x i is in the first or in the second segment if S i (0) = 0, 1 respectively. If at step n, x i is in the k th segment, at the next step it will be in the k th or in the k + 1 th segment depending on S i (−n) = 0, 1 respectively. Thus, φ is a bijection by construction. For the continuity, let x = φ (S) and x ′ = φ (S ′ ), and consider for Ω the metric (13), then:
Since l n − l n+1 < 1/2 n ,
Then, there exists δ = ε/2 √ N such that d (S, S ′ ) < δ ⇒ |φ (S) − φ (S ′ )| < ε. This proves that φ is continuous. A similar derivation follows with the metric (15) .
Theorem 9 gives a meaning to the attractor dimension defined in the previous section through the correlation graphs: D a is the correlation dimension of the set φ(Λ) ⊂ IR N .
The homeomorphism φ allows us to construct an example of discrete chaos from the logistic map f µ (x) = µx (1 − x) as follows. For µ > 4 the logistic map is chaotic on the Cantor subset Ξ ⊂ [0, 1] constructed above, with 1 a = 1 − 4 µ (N = 1). Let S = φ −1 (x) denote the semi-infinite binary sequence of a point x ∈ Ξ (r = 2). Then by Theorem 9, the map F = φ −1 • f µ • φ satisfies the definition of discrete chaos on Ω, with T induced from either of the metrics (13) or (15) .
This example also leads to an interesting practical application of the spaces Ω, to realize computer simulations of chaotic systems on Cantor sets. If, for example, one iterates the logistic map for µ ≥ 4 with a floating-point variable, the truncation errors nudge the trajectory away from the Cantor set and eventually x → −∞. Because of this problem one usually chooses µ < 4 in computer simulations. The homeomorphism φ suggests a natural solution to this dilemma, which is to iterate the truncated symbolic history rather than the floating-point variable. To iterate the dynamics, one computes x = φ(S) by assuming that the truncated bits are all equal to zero, then applies the logistic map to obtain x ′ = f µ (x). Since x ′ generally does not belong to the Cantor set (because of truncation errors), in the process of constructing S ′ = φ −1 (x ′ ), at some n one will find that this point does not belong to either the interval corresponding to S(−n) = 0 or to S(−n) = 1. This truncation error can be corrected by moving to the extremity of the interval which lies closest to x ′ . In this way, truncation errors are not allowed to let the trajectory diverge from the Cantor set Ξ ⊂ [0, 1].
It is worth noting that the map F just constructed is not equivalent to a shift map for the slices n ≥ 1, i.e. this map is not given by (9) . Because of the symmetry of the logistic map, it is easy to see that the itinerary towards the past is completely useless to determine the evolution of the system, i.e., if the history is used as conditioning information then the probability that the next bit in F (S) be equal to 1 is exactly 1/2. This example shows the importance of admitting more general maps than Γ in the definition of discrete chaos.
Conclusion.
From an initial ansatz, to replace the usual idealization of physical states as "points" on a differentiable manifold by another idealization as infinite "symbolic histories", we proceeded to define a class of topologies which make the truncation to finite histories a valid approximation, in the same sense that the usual topology on IR d allows one to approximate a real coordinate by a finite string of digits or bits. With this topology and the natural commutative ring structure, the space of symbolic histories was shown to have several interesting properties, including those of Cantor sets: it is compact, totally disconnected and yet every point is an accumulation point.
Continuous dynamical maps on the space of symbolic histories can lead to attracting sets within Ω, in which case an attractor is defined in the usual way. The dynamical map is said to be chaotic on the attractor if it is sensitive to initial conditions and topologically transitive.
Finite systems that depend only on the previous time step and for which the different symbols have comparable importance do not provide good approximations of chaos, because they lack an invariant attracting set on which the dynamics could approximate topological transitivity. The absence of even an approximate manifestation of chaos has important practical consequences -for example we found that prediction models based on a search for analogous examples in a data set are inapplicable because no analogues are found in any reasonable amount of data.
An important example of "symbolic history" is when the words S(−n) represent the state of a finite system at "ticks of a clock". In that case the dynamics is related to a down-shift map except for the zeroth element. We use the notation Γ for these maps, to differentiate from the general case when F : Ω → Ω is not related to the shift map. The dynamics on the attractor generated by Γ is uniquely specified by the attractor itself (Property 6): given any initial state on the attractor, S = {S (0) , S (−1) , · · ·} ∈ Λ, one finds one and only one state S ′ ∈ Λ such that
Then, Γ(S) = S ′ . In other words, to determine Γ(S) it is sufficient to scan Λ in search of the state S ′ which is equal to S downshifted one step in time, with the extra symbolic model S ′ (0) on top.
For the maps Γ the similarity to symbolic dynamics is obvious. However, there are some important differences between chaotic maps Γ and the shift map on the space of itineraries Σ N . First of all, points of Ω represent the history of the system towards the past only, whereas itineraries extend either to t −→ +∞ for the one-sided shift spaces, or both ways to t −→ ±∞ in the case of invertible maps. This is why in our case the shift map does not specify the dynamics completely: the zeroth element must be specified by giving either the function Γ or the attractor Λ, as explained above. Secondly, we are describing chaos on a proper subset Λ of the larger symbolic space Ω, i.e., Ω plays the role of an "embedding space"; in contrast the chaotic dynamics on all of Σ N is homeomorphic to that which takes place on a Cantor subset Ξ of the attractor. Note that in our case the attractor cannot be all of Ω: Of the r N states in Ω that have the form
only one can belong to Λ, namely S ′ = Γ(S). The two differences, one related to causality and the other to the intrinsic nature of the embedding space Ω, allowed us to develop the formalism of chaos on symbolic systems without ever invoking differentiable manifolds, thereby lending support to our claim that this formalism can be regarded as a different representation of reality based on symbolic histories rather than real variables.
One could go one step further and suggest that other theories of physics could be rewritten by thinking of Ω as the space of physical states and call "real" the elements S ∈ Ω rather than the coordinates on differentiable manifolds. Of course that would probably turn out to be rather inconvenient for most systems; we are only making this outrageous suggestion to emphasize that the mathematical constructions which best represent reality are nothing but those which make reality look simple. With this in mind, Ω appears to be a more appropriate framework to describe the physical reality of discrete systems than differentiable manifolds! The fact that Ω is a Cantor set is perhaps not surprising in light of the analogy to the symbolic dynamics of chaotic maps f : IR d → IR d . If one regards an N − symbol vector S (0) as defining a partition of phase space into r N disjoint subsets O α (0), then the specification of two consecutive vectors, {S (0) , S (−1)}, defines a finer partition into subsets O α (0) ∩ O β (−1).
Repeating the procedure to finer and finer partitions one obtains the image of Ω in real phase space as the infinite intersection set {α,β,γ,···}
much like the textbook construction of the Cantor set from the intersections of the intervals I = (0, 1), f (I) = 0, 1 3 ∪ 2 3 , 1 , etc. Note that one could replace an N −symbol description of the state for two consecutive slices by a 2N −symbol description for a single slice, based on a partition of phase space into r 2N disjoint cells O α (0) ∩ O β (−1); this indicates that there is an exact renormalization group transformation relating refinement in space with extension of symbolic histories to greater temporal depths; this may be an interesting line of investigation to pursue which might be expected to raise issues of universality along the lines of Feigenbaum's work [20] .
A priority in the continuation of this work is to further elucidate the connection between chaos on discrete systems and real chaos. One notes first of all that there cannot be a homeomorphism between the embedding space Ω and IR d : one is a Cantor set and the other a differentiable space! The reason why a real embedding space could not possibly be homeomorphic to a symbolic history space is that given any map from the space of symbolic histories to real phase space, there is a continuous curve in the latter which takes one across the boundary which separates symbolic histories beginning with distinct symbolic vectors, S ′ (0) = S (0), so the map is discontinuous at the boundary. This fact should not be regarded as a serious problem, since chaos is defined on the attractor and there is no impediment to a homeomorphism from the attractor Λ ⊂ Ω to a Cantor subset of IR d , or for that matter from Ω to a larger Cantor subset of IR d . The formal connection between chaos on the space of symbolic histories and real chaos, particularly the definition of quantities related to the "embedding dimension" and "Liapunov exponents", is the subject of ongoing research.
Figure Captions
[1] A state in the space of symbolic histories, S ∈ B ∞ , is a succession of N − bit symbolic words giving an approximate description, or "model" of the system at times t = 0, −1, −2, · · ·.
[2] A state S ′ in the neighborhood N ∆ n (S) has the same symbolic words as S for the slices t = 0, −1, · · · , −n and can have any symbolic word at all beyond t = −n−∆. In between these two bounds, the differences which are allowed for S ′ ∈ N ∆ n (S) characterize the particular semicausal topology.
[3] The number of times the system returns to a Hamming distance d H of a point half-way along the trajectory is represented as a function of d H (solid dots). The best-fitting Gaussian is also given for comparison (open dots). Figure 3a corresponds to a neural network model with N = 100; 3b is for a k = 4 random cellular automata with N = 200.
[4] The number of times the system returns to a Hamming distance d H is given, for a neural network model with memory. Unlike the previous examples, of dynamical systems without memory, we find many analogues. There is one return with d H = 0; the system did not fall on a limit-cycle at that point because the dynamics also considers symbols further back in time.
[5] The correlation graph N (ρ) gives the effective attractor dimension for the neural network with memory, D a ≈ 2 in the range 0.002 < ρ < 0.02.
[6] Construction of the Cantor sets Ξ i , i = 1, . . . , N by suppressing from [0, 1] the open middle 1/a i part, 1 < a i < ∞. The remaining 2 n intervals at the n th step of the construction are of length l n = 1 2 n 1 − 1 a i n .
