Because models used to represent the Gibbs energy of mixing are typically highly nonlinear, the reliable prediction of phase stability from such models is a challenging computational problem. The phase stability problem can be formulated either as a minimization problem or as an equivalent nonlinear equation solving problem. However, conventional solution methods are initialization dependent, and may fail by converging to trivial or non-physical solutions or to a point that is a local but not global minimum. Since the correct prediction of phase stability is critical in the design and analysis of separation processes, there has been considerable recent interest in developing more reliable techniques for stability analysis. Recently we have demonstrated a technique that can solve the phase stability problem with complete reliability. The technique, which is based on interval analysis, is initialization independent, and if properly implemented provides a mathematical guarantee that the correct solution to the phase stability problem has been found. In this paper, we demonstrate the use of this technique in connection with excess Gibbs energy models. The NRTL and UNIQUAC models are used in examples, and larger problems than previously considered are solved.
Introduction
The basic problem in computing phase equilibrium is the solution of a nonlinear programming (NLP) problem representing the minimization of the total Gibbs energy subject to material balance constraints. This may also be represented as an equivalent set of nonlinear equations, including the equifugacity conditions. In an attempt to assure that a global minimum in the Gibbs energy is found, some type of two-stage approach is often used (e.g., Michelsen, 1982a,b; Sun and Seider, 1995; McKinnon et al., 1996; McDonald and Floudas, 1997; Hua et al., 1997) .
In the first stage, a local (and potentially global) minimum of the NLP problem is located. This represents a candidate equilibrium solution. Generally, this is initially the trivial case of a single phase whose composition is the same as a specified overall feed composition. If it is later (in the second stage) determined that there is no single phase equilibrium solution, then in this stage a phase split calculation is performed, generally based on some presumed number of phases. This can be done by using a local method to solve the NLP problem or to solve the equivalent nonlinear equation system. Whether based on the trivial single phase case, or obtained from a phase split calculation, the phase compositions corresponding to the local minimum in the NLP problem can be used to define a tangent plane. This is a (hyper)plane tangent to the (reduced) Gibbs energy surface ´Üµ at each phase composition. It is well known (e.g. Baker et al., 1982) that the candidate solution corresponds to a global minimum in the NLP problem, and thus the true equilibrium solution, only if the tangent plane Ø Ò´Ü µ never intersects (i.e., lies above) the Gibbs energy surface ´Üµ.
In the second stage of this two-stage approach, this tangent plane criterion is used as a global optimality test on the local solution identified in the first stage. This is the phase stability problem. One way to determine whether Ø Ò´Ü µ ever lies above ´Üµ is to consider whether the tangent plane distance function ´Üµ ´Üµ Ø Ò´Ü µ is negative for any composition Ü. A common approach for determining if ´Üµ is ever negative is to minimize it subject to the mole fractions summing to one. This optimization problem can either be solved directly or by solving an equivalent set of nonlinear equations for the stationary points of ´Üµ. If there is no stationary point found for which ´Üµ ¼, that is, if the global minimum of ´Üµ is 0 (at the tangent points), then the local solution being tested is globally optimal and represents the true equilibrium solution. If, on the other hand, any of these yield a negative tangent plane distance, indicating that the tangent plane intersects the Gibbs energy surface, the phase is unstable and can split (in this context, unstable refers to both the metastable and classically unstable cases). In this case, the first stage (phase split) calculation must then be repeated, perhaps changing the number of phases assumed to be present, until a solution is found that meets the second stage global optimality (phase stability) test. Assuming that the tangent plane distance is minimized globally in the phase stability analysis, this type of two-stage procedure can be shown to converge in a finite number of steps to the equilibrium solution (e.g., McKinnon et al., 1996) .
Clearly, determining a global minimum in the phase stability problem is the key in this two-stage procedure for computing phase equilibrium. Conventional minimization or equation solving techniques are initialization dependent, and may fail by converging to trivial or nonphysical solutions or to a point that is a local but not a global minimum (e.g., Green et al., 1993) . Thus there is no guarantee that the phase equilibrium problem has been correctly solved. Because of the difficulties that may arise in solving such problems by standard methods (e.g., Michelsen, 1982a,b) , there has been significant interest in the development of more reliable methods, as reviewed in more detail by Hua et al. (1998) . Particularly noteworthy is the work of McDonald and Floudas (1995a,b,c; 1997) , who have shown that for certain activity coefficient models, the phase stability and equilibrium problems can be made amenable, through the formulation of convex underestimating functions, to solution by powerful global optimization techniques using branch and bound, which provide a mathematical guarantee of reliability. McDonald and Floudas (1997) also demonstrate that while it is possible to apply rigorous global optimization techniques directly to the NLP problem for the phase equilibrium problem, it is computationally more efficient to use a two-stage approach such as outlined above, since the dimensionality of the global optimization problem (phase stability) that must be solved is less than that of the full equilibrium problem.
An alternative approach for solving the phase stability problem is the use of interval analysis. This provides not only a mathematical guarantee of global optimality, but also a computational guarantee (Hua et al., 1998) , since it deals automatically with rounding error. This method, based on a interval Newton/generalized bisection algorithm, was originally suggested by Stadtherr et al. (1995) , who applied it to small problems (binary and ternary) involving excess Gibbs energy models, as later done also by McKinnon et al. (1996) .
More recently Hua et al. (1996a,b; 1998) extended this method to problems modeled with cubic equations of state, in particular the Van der Waals (VDW), Peng-Robinson (PR) and Soave-Redlich-Kwong (SRK) models with standard mixing rules. In this paper we return to problems involving excess Gibbs energy models. Though the technique applied here is general-purpose, the applications presented here focus on the NRTL and UNIQUAC models for excess Gibbs energy. We consider larger problems using these two models than previously attempted using this method, and in doing so consider two means of enhancing the efficiency of the technique, both based on sharpening the range of interval function evaluations.
Background

Phase Stability Analysis
As discussed above, the determination of phase stability is often done using tangent plane analysis (Baker et al., 1982; Michelsen, 1982a) . A phase at specified temperature Ì , pressure È , and feed mole fraction Þ is unstable if the molar Gibbs energy of mixing surface Ñ´Üµ ¡ Ñ Ü ¡ Ñ Ü ÊÌ ever falls below a plane tangent to the surface at Þ. That is, if the tangent plane distance
is negative for any composition Ü, the phase is unstable. The subscript zero indicates evaluation at Ü Þ, Ò is the number of components, and ¼ Ü ½, ½ Ò . A common approach for determining if is ever negative is to minimize subject to the mole fractions summing to one. It is readily shown that the stationary points in this optimization problem can be found by solving the system of nonlinear equations:
The Ò¢Ò system given by equations (2)-(3) above has a trivial root at Ü Þ and frequently has multiple nontrivial roots as well, even for a very simple Margules-type model of excess Gibbs energy (Green et al., 1993) . We use here an interval Newton/generalized bisection method for solving the system of equations (2)-(3). The method requires no initial guess, and will find with certainty enclosures of all the stationary points of the tangent plane distance . The method can also be easily modified so that only the stationary point corresponding to the global minimum in is found.
The technique is general-purpose and can be applied using any model for the reduced Gibbs energy of mixing Ñ´Üµ. In this paper we concentrate on the use of excess Gibbs energy models, thus the reduced Gibbs energy of mixing is given by
where ÊÌ is the reduced molar excess Gibbs energy. In the example presented here we use the NRTL and UNIQUAC models for .
NRTL Model
The Non-Random Two Liquid model is a local composition model. For an Ò component system, the NRTL equation for the reduced molar excess Gibbs energy is given by:
where Ü is the mole fraction for species , and and´ µ are mole fraction weighted averages involving the binary interaction parameters and :
The presence of mole fraction weighted averages is emphasized here since this will be exploited below in improving the efficiency of the interval approach. The parameter is a function of and the more commonly available parameter « « , and is given by ÜÔ´ « µ.
For this model, equation (2) becomes
where
Equations (8) and (3) represent an Ò ¢ Ò equation system whose solutions are the stationary points of when the NRTL model is used.
UNIQUAC model
The UNIversal QUAsi-Chemical model is another local composition model. For an Ò component system, the UNIQUAC equation for the reduced molar excess Gibbs energy is given by:
where Ü is the mole fraction for species , and
are mole fraction weighted averages involving the pure component parameters Ö , Õ and Õ ¼ and the binary interaction parameter . The coordination number is 10.
Equations (15) and (3) represent an Ò ¢ Ò equation system whose solutions are the stationary points of when the UNIQUAC model is used.
Methodology
Interval Computations
We apply here an interval Newton/generalized bisection (IN/GB) technique. This technique provides the power to find, with confidence, enclosures of all solutions of a system of nonlinear equations (e.g., Neumaier, 1990; Kearfott, 1996) , and to find with total reliability the global minimum of a nonlinear objective function (e.g., Hansen, 1992; Kearfott, 1996) , provided only that upper and lower bounds are available for all variables. A detailed step-by-step description of the basic IN/GB algorithm used here is given by Schnepper and Stadtherr (1996) , and additional details are provided by Hua et al. (1998) . Our implementation of the IN/GB method for the phase stability problem is based on appropriately modified routines from the packages INTBIS (Kearfott and Novoa, 1990) and INTLIB (Kearfott et al., 1994) 
Enhancements
The efficiency of the IN/GB method may depend significantly on how tightly one can compute interval extensions ´ µ of real expressions ´Üµ. Denoting Ê´ µ ´Üµ Ü ¾ as the exact range of ´Üµ over the interval , then an interval extension of ´Üµ is an enclosure for Ê , that is, ´ µ Ê´ µ.
The most common approach to enclosing Ê is to use the natural interval extension of ´Üµ, which is obtained from the expression ´Üµ by simply replacing each occurrence of the variable Ü by the interval and evaluating the real arithmetic operations using the corresponding interval arithmetic operations (Moore, 1966) . If each variable in an expression appears only once, then the natural interval extension will always yield the true (though, in computational practice, outwardly rounded) range Ê . Unfortunately for most of the functions of interest in phase stability analysis it is not possible to perform rearrangements that eliminate all but one occurrence of each variable. In this case, use of the natural interval extension can lead to substantial overestimation of Ê , and means of computing tighter interval extensions should be considered. Two techniques considered here are the use of constraint information, and the use of monotonicity, as outlined very briefly below. More details concerning these techniques, and more discussion and examples related to the computation of interval extension, are available from Tessier (1997) and from Hua et. al. (1998) , who use the techniques in the context of phase stability analysis for equation of state models.
Mole Fraction Weighted Averages
As emphasized above, mole fraction weighted averages, of the form ´Üµ However, the range can be tightened by using the constraint that the mole fractions must sum to one. Thus,
One approach to using the constraint is to use a constraint propagation approach. However, this may not lead to the sharpest possible bounds on in the constrained space. Tessier (1997) showed how the true upper and lower bounds on in the constrained space can be found by thinking of the problem in terms of linear programming, which led to an O(Ò) algorithm for constructing the desired upper and lower bounds for Ë without actually using an LP problem solver. Details of this algorithm, as well as examples of its use have been given by Tessier (1997) and Hua et. al. (1998) .
For computing the range of mole fraction weighted averages of scalar quantities, such as and´ µ in the NRTL model and Ö, Õ, Õ ¼ , and Õ ¼ in the UNIQUAC model, this algorithm can be applied directly.
This approach can also be extended to determining the range of a mole fraction weighted average of interval quantities. This is potentially useful, for example, in bounding the summations in equations (9) and (16), which are mole fraction weighted averages of the quantities in brackets, which we denote as ´Üµ. To evaluate the range of such a summation over a desired interval, one can first determine the range Ä Í of ´Üµ over the interval. Then the problem becomes one of determining the range of Using the algorithm to determine Ë or Ë Á represents a computational overhead that, it is hoped, will be offset by the improvements due to tighter function bounds. Since the algorithm is applied twice in determining Ë Á , the overhead will be roughly twice that incurred in determining Ë .
Monotonicity
If a function is known to be monotonic on a given interval, then clearly its range can be tightly bounded simply by evaluating the function at the endpoints of the interval. Thus, the use of a monotonic interval extension Å is a common approach used in trying to more tightly bound function ranges (e.g., Hansen, 1992) . If for every variable the function is either monotonically nonincreasing or monotonically nondecreasing, then Å Ê ; otherwise, Å is no less sharp than the natural extension. Some implementation issues not discussed by Hua et. al. (1998) are mentioned briefly here.
In order to ensure proper outward rounding in computing Å , its upper and lower bounds should be computed using interval arithmetic. Thus, an evaluation of Å requires two interval function evaluations, one for each bound, as opposed to only one if the natural interval extension is used. This is a computational overhead that must be traded-off against hopefully tighter function bounds when Å is computed. Since, for purposes of using the constrained space extensions discussed above we evaluate the functions to be solved in terms of various mole fraction weighted averages, to use the monotonic interval extension in this context requires that partial derivatives with respect to the mole fraction weighted averages be bounded. This is an additional computational overhead which must be weighed against improvements due to sharper function ranges. It should also be noted that since the natural interval extension is used bound these partial derivatives, these bounds may be overestimates and thus monotonicity may not be detected even when present.
An important feature in the implementation of Å is that monotonicity can be "inherited." That is, if a function is known to be monotonic with respect to one or more variables over a particular interval , then any subintervals of , formed by bisection or by the interval-Newton iteration, will have the same monotonicity properties with respect to these variables. By using this property of inheritance, the unnecessary evaluation of partial derivative bounds can be avoided.
Results and Discussion
The methodology outlined above is now applied to solve several phase stability problems. These will be used to evaluate the enhancements in computational efficiency expected to be provided by using the constrained space and monotonic interval extensions. The examples will also demonstrate the performance of the method on larger NRTL and UNIQUAC problems than previously solved using the method.
The results for each problem presented below include the roots (stationary points) enclosed, as well as the value of the tangent plane distance at each root. It should be noted that, while rounded point approximations are reported here, we have actually determined verified enclosures of each root and computed for this enclosure. Each such enclosure is known to contain a unique root, based on the interval-Newton uniqueness test (see Hua et al., 1998) . Thus, for example, in Similarly narrow enclosures were found in all cases.
In order to emphasize the power of the method, in these studies we have found all the stationary points.
However, it should be emphasized that, for making a determination of phase stability or instability, finding all the stationary points is not necessary, since at most the stationary point corresponding to the global minimum in is needed. The method applied here can easily be modified, as discussed in more detail below, so that only this point is found. Nevertheless, it may in fact be desirable to determine all the stationary points (at least all the local minima), since the local minima in are known to provide good initializations for the local methods used to solve the phase split stage of the phase equilibrium problem (e.g., Michelsen, 1982a,b; Sun and Seider, 1995) .
For each problem, results on computational efficiency are also presented. These include data for the number of intervals on which the root inclusion test must be performed and for the CPU time on a Sun Ultra 2/1300 workstation. Results for four different ways to compute interval function extensions are given. In the tables of results, these are denoted for the natural interval extension without any of the enhancements suggested above, Ë for the scalar form of the constrained space interval extension, Ë Á for both interval and scalar forms of the constrained space extension, and Ë Å for use of monotonicity along with both interval and scalar forms of the constrained space extension. In all cases, the results found for the stationary points is the same.
Problem 1
This problem involves the three-component system Ò-propanol (1), Ò-butanol (2) and water (3 and Floudas (1995a) . Three other feeds were also considered. The improved bounds on function ranges due to the constrained space and monotonic interval extensions is apparent in the reduction in the number of intervals that must be tested, which is about 36% from to Ë , 55% from to Ë Á , and 60% from to Ë Å . This is not fully reflected in the CPU times, however, because of the overhead involved in implementing the enhanced interval extensions. For example, in the Ë Å case, the CPU time actually increases relative to Ë Á even though the number of root inclusion tests required is somewhat less. We would expect this overhead to perhaps be somewhat less of a factor as larger problems are considered.
Problem 2
This problem involves the four-component system Ò-propanol (1), Ò-butanol (2), benzene (3) and water (4). The NRTL model is used with parameters (Gmehling et al., 1977 (Gmehling et al., -1990 
Problem 3
This problem involves the five-component system Ò-propanol (1), Ò-butanol (2), benzene (3), ethanol (4), water (5). The NRTL model is used with parameters listed in Table 7 . Results are given in Tables 8 and   9 . All these feeds are unstable, and some have five stationary points. Once again the biggest improvement in performance comes in changing from use of to use of Ë . In this case, the improvements due to using Ë Á and Ë Å are sufficient to somewhat overcome the overhead, resulting in an average CPU time savings of over 75% on these problems.
Problem 4
This problem involves the three-component system ethylene glycol (1), lauryl alcohol (2), and nitromethane (3). The UNIQUAC model is used with the parameters (McDonald and Floudas, 1995a) listed in Table 10 . Results are shown in Tables 11 and 12 
Problem 5
This problem involves the four-component problem acetic acid (1), benzene (2), furfural (3) and cyclohexane (4). The UNIQUAC model is used with the parameters (Sørensen and Arlt, 1979-1987) listed in Table 13 . Results are shown in Tables 14 and 15 . The first feed is a stable phase, while the remaining four are unstable. This problem is unusual, in our experience, in that for none of the feeds was there any improvement in number of root inclusion tests due to use of monotonicity. Apparently, for this particular Gibbs energy surface, the use of the natural interval extension to bound the partial derivatives that determine monotonicity results in overestimations sufficient to prevent monotonicity from being detected when present, or at least to not be detected often enough to make any difference. Overall, the computational savings due to the use of the Ë extension was impressive on this problem, averaging about 83%.
Problem 6
This problem involves the five-component problem acetic acid (1), benzene (2), furfural (3), cyclohexane (4) and water (5). The UNIQUAC model is used with the parameters (Sørensen and Arlt, 1979-1987) 
Discussion
The results clearly show that substantial computational savings can be obtained by using the scalar form of the constrained space interval extension Ë instead of the natural interval extension . The procedure (Tessier, 1997; Hua et al., 1998) for computing Ë efficiently determines the exact (without roundout) bounds on the mole fraction weighted averages occurring in the equation system to be solved. This in turn leads to tighter bounds on expressions containing these parameters. The tightening of bounds on function ranges allows intervals to be eliminated more readily than if bounds are not sharp. For instance, if the true range Ê of a function over an interval does not contain zero, then that interval can be eliminated from further consideration, but an overestimate of Ê , such as might be obtained from the natural interval extension, might well contain zero, leading to further work on this interval and perhaps its bisection, creating even more work. While the interval form of the constrained space extension Ë Á , and the monotonic extension Ë Å derived from it, can even further tighten function bounds in most cases, this comes at the cost of some additional computational overhead, which cannot always be overcome by the reduction in the number of intervals that must be tested. However, even in the worst case (Problem 5), the Ë Å extension is not significantly most costly than Ë (and is still a significant improvement over the natural interval extension ), and there is potential for substantial savings as seen in Problem 6. Thus, since its benefit is potentially significant, and its disadvantages are relatively small, the routine use of the Ë Å extension may be worthwhile, at least on problems of size equal to or greater than those considered here.
The computation times required by the method used here are quite good for a general-purpose approach offering a verified solution. All the problems used here were also solved with the commercial package Numerica (ILOG), which also offers a verified solution. This code (van Hentenryck, et al., 1997) combines ideas from interval analysis, such as used here, with techniques from constraint satisfaction programming (CSP). In all cases, Numerica found the same results as reported in Tables 2,5 ,8,11,14 and 17, but at a computational cost roughly two to three orders of magnitude greater than for the method used here. For example, on the first feed listed for Problem 6, Numerica required 34448 seconds (over nine and a half hours) of CPU time, while (on the same machine) the method used here required only about 144 seconds (less than two and a half minutes).
While we have focused here on improving the interval function evaluations that underlie the interval approach for phase stability analysis, we can also use several other simple ways to make improvements in efficiency. For example, in the problems above we found enclosures of all the stationary points. However, for making a determination of phase stability or instability, finding all the stationary points is not always necessary. For example if an interval is encountered over which the interval evaluation of has a negative upper bound, this guarantees that there is a point at which ¼, and so one can immediately conclude that the mixture is unstable without determining all the stationary points. It is also possible to make use of the underlying global minimization problem. Since the objective function has a known value of zero at the mixture feed composition, any interval over which the interval value of has a lower bound greater than zero cannot contain the global minimum and can be discarded, even though it may contain a stationary point (at which will be positive and thus not of interest). Thus, we can essentially combine the interval-Newton technique with an interval branch and bound procedure in which lower bounds are generated using interval techniques as opposed to convex underestimators. Also, it should be noted that the method described here can easily be combined with existing local methods for determining phase stability. First, the (fast) local method is used. If it indicates instability then this is the correct answer as it means a point at which ¼ has been found. If the local method indicates stability, however, this may not be the correct answer since the local method may have missed the global minimum in . Applying the method described here can then be used to confirm that the mixture is stable if that is the case, or to correctly determine that it is really unstable if that is the case (Hua et al., 1997) .
Concluding Remarks
Results presented here demonstrate that interval analysis provides a completely reliable technique for solving phase stability problems involving excess Gibbs energy models. The technique is initialization independent, immune from rounding error, and provides both mathematical and computational guarantees that all stationary points in the tangent plane distance function are enclosed, thus eliminating computational problems that may occur in other currently used techniques. Though applied here in connection with the NRTL and UNIQUAC models, the technique used is general-purpose, straightforward to use, and can be applied in connection with any model. The enhancements described for improving the evaluation of interval extensions provides significant savings in computation time, approaching an order of magnitude reduction in some cases. For problems of the size considered here (up to five components), this means that computation times are quite reasonable. Of course, the computation time requirements are much greater than in the case of local methods that do not guarantee that the correct solution is found. Thus, as might be expected, there is a price to pay for knowing with certainty that the phase stability problem is correctly solved. Table 7 : Problem 3: NRTL parameters (Gmehling et al., 1977 (Gmehling et al., -1990 Table 14 : Stationary points for acetic acid(1), benzene(2), fufural (3), cyclohexane(4) system at a number of feeds using UNIQUAC model. Table 17 : Stationary points for acetic Acid(1), benzene(2), furfural(3), cyclohexane(4), water(5) system at a number of feeds using UNIQUAC model. 
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