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1. INTRODUCTION 
Consider the linear initial value problem (IVP) 
B~(t) + Ax(t) = f(t) ,  t > o, (1.1) 
x(o) = xo, 
where B, A E C ~x~ are n-by-n complex matrices, and B is assumed to be nonsingular. This 
problem arises in many scientific and engineering computing areas such as numerical differential 
equations and VLSI circuit simulation, where matrices B and A are large sparse and usually, 
have special structures and properties [1,2]. 
The waveform "relaxation (WR) iteration is one of the most practical and efficient methods for 
approximately solving the IVP (1.1) [3-5]. And the relaxation [6,7] and the multigrid schemes [8] 
are fundamental cceleration techniques for further improving the convergence speed of the WR 
iteration. See also [9]. Recently, by technically combining the ideas of the alternating direction 
implicit (ADI) iteration for discretized partial differential equations and the waveform relaxation 
iteration for initial value problem, we established in [10] a class of alternating direction implicit 
wavefovm relaxation (ADIWR) methods for solving the IVP (1.1), and studied its convergence 
theory and investigated its numerical behaviour when matrix A is Hermitian positive definite 
and matrix B is Hermitian positive semidefinite, respectively. It has been shown in [10] that the 
ADIWR methods are very effective for solving the IVP (1.1) from both theoretical nd numerical 
aspects. See also [11]. 
The ADIWR method can be classified into the more general alternating splitting wavefovm re- 
laxation (ASWR) methods, which are natural generalizations of the two-step iteration methods 
for solving systems of linear equations [12,13]. In this paper, we will further study numerical 
behaviour of the ADIWR method when matrices B and A are non-Hermitian. In addition, we 
present a block successive overrelaxation (SOR) scheme for the ADIWR method so that its con- 
vergence speed can be further accelerated. For the block SOR accelerated ADIWR method, we 
also study its convergence property in detail, and examine its acceleration effect by implementing 
several numerical examples. Numerical experiments show that the ADIWR method has faster 
convergence speed and larger convergence domain than both unsymmetric successive overralaxa- 
tion (USOR), waveform relaxation (USORWR), and one-step 1 methods, and it always performs 
much better than both USORWR and one-step method. Moreover, the block SOR acceleration 
scheme can considerably improve the numerical property of the ADIWR method. 
This paper is organized as follows. After brief descriptions of the ASWR and the ADIWR 
methods as well as their convergence theorems in Section 2, we present the block SOR acceleration 
scheme for ADIWR and discuss its convergence property in Section 3. Some numerical results are 
given in Section 4 to show the effectiveness of ADIWR and its block SOI~ acceleration variant. 
Finally, in Section 5 we briefly state some concluding remarks. 
2. ASWR AND ADIWR METHODS 
With the splittings 
B = MB1 -- NB1 = MB2 -- NB2, 
A -- MA1 -- NA1 = MA2 -- NA2 (2.1) 
of the n-by-n complex matrices B and A, the so-called alternating splitting waveform relaxation 
(ASWR) method for the IVP (1.1) has the following two-step iteration form: 
MBI:E (k+l/2) -6 MAlX  (k+1/2) : NB lX  (k) + NA lX  (k) -6 f ( t ) ,  x(k+l/2)(O) : XO, 
MB2:~ (k+l) -6 MA2 x(k+l) = NB2fC (k+1/2) + NA2 x(k+l/2) -6 f(t), x(k+l)(0) ---- x0, (2.2) 
k = 0,1,2, . . . .  
l i t  iterates only the first-half iteration in the ADIWR method twice at each of its iteration steps. 
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See [10,11]. By directly solving these two implicit ordinary differential equations and eliminating 
the auxiliary variable x (k+1/2), we can equivalently rewrite the iteration scheme (2.2) as 
x (k+l) = Kx (k) + (b(t), k -- 0, 1,2, . . . ,  (2.3) 
where the concrete xpressions of K: and ~ can be found in [10]. From [10,14] we easily know 
that the iteration (2.3) is convergent if and only if the spectral radius of the operator K: is less 
than one, i.e., p(/C) < 1. 
As the case of finite interval is trivial [10], in the following we wilt only discuss the convergence 
property of the operator E on the infinite interval, i.e., in Lp(0, +c~) which is the usual Lp-space 
of C"-valued functions defined on [0, +c~). l~rom [10] we immediately have the following theorem. 
THEOREM 2 .1 .  Assume that alI eigenvalues of matrices MB~ MA~ and MBIMA2 have positive 
reM parts, and t: is an operator in Lp(O, +oo) with 1 <_ p < +oo. Then 
;(~:) = sup ; (K (z ) )  = m_~; (K( ,~) ) ,  
Re (z)_~0 
where ~ is the imaginary unit, 
g(z)  = (zMB2 + MA2) -1 (zNs2 + NA2) (zMm + MA1) -1 (zgB1 q- NA1) 
is the Laplace transform of the kernel of tC Therefore, the alternating splitting waveform relax- 
ation method (2.2) is convergent if and only if maxee~ p( K (z~) ) < 1. 
Like the classical ADI iteration method, we specially split matrices B, A E C ~×~ into 
B = HB + VB and A = HA + VA, 
respectively. Here, HA, VA, and HB, VB are prescribed matrices according to structures and/or 
properties of matrices A and B, respectively. Given two real parameters ¢ and ¢, if we choose 
the splittings (2.1) of matrices B, A E C ~×n as 
Mm = ¢I  + HB, 
MB2 ---- ~bI + lAB, 
MA1 = ¢I + HA, 
MA2 = ¢I + VA, 
Nm = ¢ I  - VB, 
N82 = ¢ I  - HB, 
NA1 = ¢ I -  VA, 
NA2 = ¢ I  - H~, 
then method (2.2) naturally leads to the following alternating direction implicit waveform relax- 
ation (ADIWR) method [10]: 
(¢ I  + HB) ~(k+1/2) + (¢ i  + HA) x (k+1/2) ----- (¢ I  -- VB) ~(k) + (¢ i  _ VA) x (k) + f(t), 
(¢I+VB)x(k+l)+(¢I+VA)x(k+l)=(¢I--HB)~(k+l/2)+(¢I--HA)x(k+l/2)+f(t)' (2.4) 
z(k+l/2)(0) = z(k+l)(0) = x0. 
From Theorem 2.1, we know that the asymptotic convergence speed of this ADIWR method is 
characterized by the quantity 
with 
where 
p (K:¢,¢) = ~a~p (K¢,¢ (s~)), 
K¢,¢ (~) = (wI + V) -1 (wI - H) (wI + H) -1 (wI - V) , 
H = HA + *~HB, Y = VA + *~VB, and w = ¢ + ,~¢. 
Again, from [10] we have the following convergence theorem for the ADIWR method. 
(2.5) 
(2.6) 
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THEOREM 2.2. Assume that both &H + a;H* and ~V + wV* are nonnegative definite and at 
least one of them is positive definite. Then, 
i.e., the ADIWR method converges for any initial vector. Here, ~ denotes the conjugate complex 
ofw. 
We easily see that for two positive reals ¢ and ¢, if the four matrices HA, VA, HB, and VB 
are Hermitian positive semidefinite, then both matrices ~H + wH* and ~V + wV* are I-Iermitian 
positive semidefinite. Moreover, if at least one of the matrices HA, VA, HB, and VB is positive 
definite, then at least one of the matrices ~H + wH* and ~V + wV* is positive definite. 
For clarity, we remark that the afore-mentioned USORWR method is exactly the ASWR 
method (2.2) corresponding to the following special matrix splittings: 
__1 (DB + "hLB)  , NB 1 .~ __1 _ _ MB1 = 71 71 [(1 '~1) DB "~IUB], 
MB2 = 1 (D B +~,2UB ) Ns2 1 [(1 "/2) DB q~2LB] 
"~2 72 
MA1 = 1 (DA +wlLA) NA1 1 [(1 ~vl)DA--~VlUA] 
021 t~ 1 
MA2 ---- 1 (DA -~ ¢d2UA) NA 2 1 [(1 W2) DA -- W2LA] 
t~ 2 ~02 
where V1, 72, ~1, and w2 are real positive parameters; and DA and DB are diagonal matrices, 
LA and LB are strictly lower triangular matrices, and UA and Us are strictly upper triangular 
matrices, of matrices A and B, respectively. 
3. THE BLOCK SOR ACCELERATION OF  ADIWR 
From the definition of the ADIWR iteration we can obtain the following fixed-point equation 
(¢I + VB) ~ + (¢I + VA) x =- (¢I  -- HB) 9 + (¢I -- HA) y + f(t), 
(¢ I  + HB) 9 + (¢ /+ HA) y = (¢ I  -- VB) ~ + (¢I -- VA) x -t- f(t), 
y(0)  = x (0)  = x0  
associated with the IVP (1.1). That is to say, 
+  z(t) = ](t ) ,  z(O) : zo, 
where 
and 
t>_0, 
Ly(t) j / i t )  = zo = , ' L / ( t )  ' x0  
- (¢ I  - Vs )  ¢ I  + Hs  ' --  (¢ I  --  VA) ¢I + HA ]" 
(3 .1 )  
The IVP (3.1) has the following equivalence r lationship to the original IVP (1.1). 
THEOREM 3.1. Let ¢, ¢ > O. If x* (t) is the exact solution of the IVP (1.1), then (x ~ (t) T , x* (t)T) T 
is the exact solution of the IVP (3.1). Conversely, if (x*(t)T,y*(t)-c) T is the exact solution of 
the IVP (3.1), then it holds that x*(t) = y*(t) and x*(t) is the exact solution of the IVP (1.1). 
PROOF. Because 
B~ + Ax = ((¢I  + Vs) -- (¢I  -- HB)) ~ + ((¢I + VA) -- (¢I -- HA)) x 
= ((¢I  + Hs)  -- (¢I -- VB)) ~ + ((¢I + HA) -- (¢I -- VA)) x, 
the first statement is clearly true. 
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Now, if (x*(t) T, y*(t)T) T satisfies 
(15I + VB) 5" + (¢1 + VA) x* = (151 -- HB) ~* + (¢ I  -- HA) y* + f ( t ) ,  
(151 + HB) ~* + (¢ I  + HA) y* = (15I -- VB) :~* + (¢ I  -- VA) x* + f(t), 
x*(o) = y*(0) = ~o, 
then we have 
15 (9* - 5*) + ¢ (y* - x*) = 0 and y*(0) - x*(0) = 0. 
Therefore, it holds that x*(t) = y*(t) and x*(t) is the exact solution of the IVP (1.1). | 
In order to ensure the existence of the solution of the IVP (3.1) in Lp(0,+c~), we should 
guarantee that mat r ix /~ is nonsingular and all eigenvalues of mat r ix /~- t~ have positive real 
parts. These facts are described in the following two theorems. 
THEOREM 3.2. Let the parameter 15 be nonzero. Let both matrices 151 + HB and ¢I  + V B be 
nonsingular and the splitting B = MB -- NB, with 
1 1 
MB = ~-~ (15I + Hs)  (15I + VB) and NB = ~ (15I -- HB) (151 -- VB), 
be convergent. Then matr ix /~ is nonsingular. 
PROOF. It holds that 
15I+VB - (¢ I - -HB) )  
/~ = -- (151 -- VB) ¢I  + HB 
( , 
= - (151 - VB) (151 + VB) -1 I 0 So(15) ] '  
where 
S0(15) = - (151 - Vs) (151 + VB) -1 (151 - HB) + (15I + HB) 
= (15I + HB) [I -- (15I + HB) -1 (15I -- VB) (15I + VB) -~ (15I -- HB)] 
is the Schur complement of matr ix/~. Under the assumption of the theorem, we know that both 
15I + HB and 15I + VB are nonsingular and the spectral radius of the matrix 
(151 + HB) -~ (¢I - VB) (151 + VB) -~ (¢ I  -- HB) 
is less than one. Hence, matrix S0(¢) is uonsingular, and so is matr ix /~.  | 
In particular, it follows straightforwardly from the proof of Theorem 3.2 and [10] that matrix 
is nonsingular if ¢, t5 > 0, matrices HB and VB are Hennit ian positive definite, and matrices 
HA and VA are Hermitian positive semidefinite. 
THEOREM 3.3. If all eigenvalues of B-1A have positive real parts and ¢,15 > 0, then all eigen- 
values of [~-l A have positive real parts, too. 
PROOF. We can show that 
) ,#_~= ( -~(¢ I+VB) - - (¢ I+VA)  
\ - (~(¢ i  - vB)  - (¢z  - vA) )  
( (A¢ - ¢) I + (~vB - vA) 
- ( (~¢ - ¢ )  i - (AVB - VA) )  
- (A  (¢ I  - HB) - (¢ I  - HA)) 
A (¢ I  + HB) - (¢ I  + HA) ] 
- ((A¢ - ¢) I - (AHB -- HA)) 
(A¢-  ¢ ) I+  (AHB - HA) ]" 
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Because the matrices 
(%¢ - ¢) I + (%VB -- VA) and - ((%p - ¢) I - (%VB -- VA)) 
are commutative, we have 
(AB - A) = det (((A¢ - ¢) I + (AVB - VA)) ((A¢ -- ¢) I + (AHB - HA)) det 
- ( ( ) ,¢  - ¢ )  I - (~VB - VA))  ( (%¢ -- ¢ )  I -- (%HB -- HA) ) )  
= det (2 (),¢ - ¢) (hYs - VA + %HB -- HA)) 
= [2 (%¢ -- ¢)]~. det (%B - A). 
Therefore, the conclusion what we were proving follows. | 
For the IVP (3.1), we can easily construct he block Jacobi iteration 
z (k)(0) = z0, 
the block Gauss-Seidel iteration 
(3.2) 
z(k)(0) = z0, 
and the block SOR iteration 
= ( ( I -  w) D ( /~)+wU ( /~)) / : (k - l )+ ( ( I -~)D (..4) +wU ( .4 ) )z  (k-') +w], 
z (k) (0)  = z0,  
where D(/~), -L(/~), -U(/~) and D(A), -L(A),  -U(A)  are the block diagonal, the strictly block 
lower triangular and the strictly block upper triangular parts of matrices/~ and A, respectively. 
Denote by 
. (z (¢,-  (f,) + ÷ ¢, -  
Then, it follows from [10] that in Lp(O, +ee) the spectral radius of the block Jacobi, the block 
Gauss-Seidel and the block SOR methods are given by 
p (~2) = sup p(KS(z)), 
Re (z) >0 
p(~Gs)= sup p(KGS(z)), 
Re (z)>0 
p(tCSOR)= sup p(gS°R(z) ) .  
Re (z)~O 
Obviously, A/~ + .~ is a consistently ordered block matrix. Therefore, we can obtain the 
functional relationship between the eigenvalues of the block 3acobi matrix K J (z) and the block 
SOR matrix Ks°R(z) [8,9]. 
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THEOREM 3.4. Assume w # O. ffA(z) is a nonzero eigenvMue of KS°R(z) and p(z) satisfies 
(A(z) + w - I) 2 = A(z)w2(/~(z)) 2, (3.3) 
then #(z) is an eigenvalue of Ka(z); conversely, if #(z) is an eigenvalue of Ka(z) and A(z) 
satisfies (3.3), then A(z) is an eigenvMue of KS°R(z). 
When w = 1, the block SOR iteration aturally reduces to the block Gauss-Seidel iteration. 
Immediately, we have the following conclusion. 
COROLLARY 3.1. I f  ~(Z) is an eigenvMue of KJ(z), then 8(z) = (#(z)) 2 is an eigenvMue of 
KGS(z),  and if e(z) is a nonzero eigen~lue of KGS(z) and (~(z))  ~ = e(~), then , ( z )  is an 
eigenvalue of Ka(z). Thus, the block Jacobi iteration converges if and only if the block Gauss- 
Seidel iteration converges; And if both are convergent, hen p(/C cs) = (p(/CJ)) 2. 
Since 
= -z (¢ I  - v~)  - (¢~r _ vA) z (¢ I+ HB) + (¢r + H~) 
.(o °
= (00 (z(~I+VB)+(~I+VA)-I(z(OI-HB)+(OZ-HA))SI(Z) ' 
where 
Sl(z) = (z (¢I + HB) + (¢I + HA))-: (z (¢I -- VB) + (¢I -- VA)) 
• (z (¢ I  + VB) + (¢1 + VA))-: (z (¢ I  -- HB) + (¢ I  -- HA)), 
we know that K cs (z) has the same nonzero eigenvalues as $1 (z). Therefore, 
p(K:as)= sup p(KGS(z))= sup p(Sl(z)),  
Re (z)>0 Re (z)~0 
which, together with (2.5) and (2.6), results in the following statements. 
THEOREM 3.5. Matr/x K¢,¢(z) has the same nonzero eigenvalues as matr/x KaS(z). Thus, the 
block Gauss-Seidel iteration (3.2) converges K and only ff the ADIWR iteration (2.4) converges; 
and if both are convergent, hen p(K: Gs) = p(K:¢,¢). 
Theorems 3.4 and 3.5 and Corollary 3.1 immediately yield the following corollary. 
COROLLARY 3.2. Assume w # O. IrA(z) is a nonzero eigenvalue of t(s°R(z) and ~(z) satisfies 
(~(z )+~ - 1 )2=~(z)~:~(z ) ,  
then u(z) is an eigenvMue of Kc,¢(z); conversely, if ~(z) is an eigenvalue of K+,¢(z) and A(z) 
satisfies the above relationship, then A(z) is an eigenwlue of KS°R(z). 
Now, with these functional relationships ofthe eigenvalues ofthe iteration matrices, the optimal 
choice of the relaxation parameter w can be discussed in detail in an analogous way to that in [14]. 
For the length of this paper, we will omit it here. 
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4. NUMERICAL  RESULTS 
In this section, we will use several examples to examine feasibility and effectiveness of the 
ADIWR method and its block SOR accelerated variant. We will mainly focus on implicit linear 
initial value problems for which matrices B and A are non-Hermitian. For numerical behaviour 
of the ADIWR method for the Hermitian matrices B and A, we refer the readers to [10]. 
4.1. Non-Hermi t ian  P rob lems 
We consider the two-dimensional boundary value problem 
Ou 
o-7 - 5A2~ + ~(y)~y + b(~)~ + ~ = 0, 
u(~, y) = 0, 
u(x, y, O) = O, 
(x, y) ~ fi, 
(x, y) e 0~, 
(x, y) E ~ U 0~t, 
(4.1) 
where ~t = (0, 1) x (0, 1); a(y), b(x) : [0, i] -~ ~ are continuously differentiable functions; and 5 
and c are constants. 
If we use the central difference scheme to discretize the problem (4.1) with equidistant stepsize 
h = 1/(6 + 1) in both x and y directions, and denote 
U ~-~ (U l l , . . . ,U£1 , . . . ,U l~, . . . ,~t~I )  T, 
where u 0 = u(xi,yj), xi -~ ih, y# -- jh, i , j  = 1,2, . . .  ,~, then we obtain the IVP (1.1) of the form 
du 
d-~+(B l®I+I®B2)u-=b,  t>0,  
u(0) = uo =- 0, 
(4.2) 
where 
i 
Bi = ~-~ 
1 
B2 = 
25 + C h2 -5 + h 
2 -~al 
h h 
-5  - -~a2 25 + h 2 -5  + -~a2 
• *f~ " 
-5 - -~a~_ l  25+2h 2 
h 
L -5 -  ~a~ 
25+ 2h2 -5+hb l  
h b h b - -5 - -~ 2 25+2h2 -5+~ 2 
• . • • 
h b 
h 
-5  + ~a~- i  
25 + 2 h2 
E R ~x~, 
h 
-5  + ~b~-i  
25 + 2 h2 
E ~x~ 
and as = a(y~), bj -- b(x#), i , j  -- 1, 2 , . . . ,  6, are the values of the functions a(y), b(x) at the mesh 
points y~ and x#, respectively. Obviously, the analytical solution of the IVP (4.2) is u* (x, y, t) = 0. 
We compare numerical behaviours of the ADIWR method with the USOR wave form relaxation 
(USORWR) method, as well as the one-step method which only iterates the first-half equation 
in (2.4) twice at each of its iteration steps. In particular, for simplicity but without loss of 
generality, in the ADIWR method we set ~b ----- ¢ -- ¢, and in the USORWR method, we set 
~l = 9~2 = wl -- w2 - w. Here, we assume that the integrals in the resulting equations are 
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discretized by the implicit trapezoidal rule with stepsize At = 0.01. In our computations, all 
runs are started from an initial vector 
u( °)(x, t) = u(x, y, 0) + t, 
for t >_ O, and terminated once the current iteration u (k+l) satisfies 
max u(k+l) ( t ) - -u(k)( t )  < 10 -s. 
0<_t<2 
EXAMPLE 4.1. The IVP (4.2) with a(y) = (1 + y)/2, b(x) = (1 + x)/2,  and c = 0. 
In Tables 1 and 2, we list the experimental optimal parameters wopt for USORWR and ¢opt for 
both ADIWR and one-step methods, as well as the corresponding number IT of iteration steps, 
with respect o different dimensions of the IVP (4.2). Concretely, Table 1 gives the results for 
a fixed 5 -- 1 and varying l, while Table 2 gives those for a fixed g = 50 and varying 5. The 
maximum number of iteration steps is set to be 500. 
Table 1. IT for USORWR, ADIWR, and one-step methods when 5 ~-- 1. 
~2 102 202 302 402 502 802 1002 
Wopt 1 .616  1.779 1.843 1.883 1.900 1.936 1.950 
USORWR 
IT 43 80 116 150 185 287 352 
~bopt 55.3 96.5 135.0 174.4 215.5 332.0 408.0 
ADIWR 
IT 28 51 73 95 119 180 229 
¢opt 240.5 880.3 1911.2 3351.6 5191.3 13112 20372 
One-Step 
IT 99 331 > 500 > 500 > 500 > 500 :> 500 
Table 2. IT for USORWR, ADIWR, and one-step methods when g = 50. 
1 1 1 
5--0 2--0 1--0 1 2 10 100 
Wopt 1 .378  1 .554  1.762 1.900 1.904 1.906 1.906 
USORWR .... 
IT 34 60 77 185 t93 196 197 
¢opt 22.0 32.8 46.6 215.5 421.6 2081.2 20772 
ADIWR 
IT 29 44 61 119 121 121 121 
¢opt 103 .2  259.0 519.0 5191.3 10383 51892 518492 
One-Step IT 78 171 319 > 500 > 500 > 500 > 500 
The results in Table 1 show that ADIWR has much less number of iteration steps than both 
USORWR and one-step when the experimentally optimal parameters are employed. When the 
problem dimension --- g2 increases from 102 to 1002, the number of iteration steps of ADIWR 
increases linearly with respect o n. We also see that the ranges of the experimentally optimal 
parameters for ADIWR, USORWR, and one-step are very different. The results in Table 2 further 
show that for different 5, ADIWR also performs much better than both USORWR and one-step, 
even when the problem becomes quite nonsymmetric, e.g., when 5 -- 100. 
Tables 3 and 4 list the theoretical optimal parameters, as well as the corresponding spectral 
radius, for ADIWR and one-step methods, respectively. Concretely, Table 3 shows the results 
for a fixed 5 -- 1 and varying ~, while Table 4 shows those for a fixed ~ -- 50 and varying 5. 
Obviously, we see that ADIWR always outperforms one-step. 
Table 3. Optimal parameters for ADIWR and one-step methods when 5 = 1. 
~2 102 202 302 402 502 802 1002 
¢opt 55.3 96.5 135.0 174.4 215.5 332.0 408.0 l 
ADIWR 
p 0.631 0.804 0.869 0.901 0.920 0.951 0.961 
L ¢opt 240 880 1922 3362 5202 13122 20402 
One-Step Pl 0.880 0.965 0.980 0.988 0.993 0.997 0.998 
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Table 4. Optimal parameters for ADIWR and one-step methods when £2 = 502. 
1/50 1/20 1/10 1 2 10 100 
¢opt 41.80 48.83 59.89 406.03 812.8 4077.6 40819.7 
ADIWR 
p 0.6414 0.8080 0.8738 0.9087 0.9083 0.9079 0.9078 
~opt 169.0 422.5 845.0 8450 16900 84500 845000 
One-Step 
p 0.8831 0.9736 0.9900 0.9953 0.9954 0.9954 0.9953 
In Figures 1 and 2, we plot the curves of iteration number versus relaxation parameter for 
ADIWR and USORWR when ~2 __ 502 and l 2 --- 1002, respectively. 
Evidently, Tables 1 and 2 and Figures 1 and 2 show that the convergence speed of ADIWR is 
much faster than that of USORWR or one-step. The convergence r gion of ADIWR is (0, 4-00), 
while that of USORWR is only within the interval (0, 2). 
Define 
=log Ilu¢° u*lloo) 
at t = 1, where u* is the analytical solution of the IVP (4.2). Then we plot the curves of error 
e(k) versus iteration umber IT of both ADIWR and USORWl:L in Figure 3. These figures clearly 
show that ADIWR is of a much smaller convergence factor than USORWR. 
EXAMPLE 4.2. The IVP (4.2) with a(y) = -e  y, b(x) = - (1 -x )e  ~ sin(107rx), 6 = 1, and different 
values of c. 
500 
I 
450 
400 
35O 
300 
25O 
2O0 
15 . 
Convergence history of USORWR 
5 118 1.85 119 1.95 
O) 
170~ 
Convergence history of ADIWR 
150t 
-- 140t 
130t 
120]- 
117 o 2oo 25o 3oo 350 
Figure 1. IT versus w and ~b when £2 _ 502. 
Convergence history of USORWR Convergence history of ADIWR 
500 265~. ,  , . , 
IX  
45( 
b- ~ 245 
\ 
400 f 235 ~.~j  
3510.88 1.9 1.92 1.94 1.96 1.98 22550 370 390 410 430 450 
Figure 2. IT versus w and ¢ when £2 ___ 1002. 
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-1o 
.15 
-lO 
Errors of ADIWR and SSORWR with N=10 
~-.... - -  ADIWR 
iT 
Errors of ADIWR and SSORWR with N--50 
'"'"'""' .4...,.,,,.,.,.- 
IT 
Figure 3. e(k) versus IT when £2 = 
Errors of ADIWR and SSORWR with N---30 
iT 
Errors of ADIWR and SSORWR with N=100 
'~..... - -  ADIWR 
so IO¢ 1~o 
IT 
102 , 302 , 502 , and  1002 .
~2 
USORWR 
c----0 
ADIWR 
USORWR 
c--- 10 
ADIWR 
USORWR 
c = -10 
ADIWR 
Table 5. Numerical results for Example 4.2. 
102 202 302 402 502 802 1002 
1.608 1 .775  1.843 1.870 1.893 1.933 1.947 
IT 41 76 110 144 177 272 334 
¢ 54.4 97.1 137.1 176.5 217.7 335.0 411.4 
IT 28 51 73 95 119 185 229 
w 1.570 1.750 1.824 1.853 1.879 1.925 1.940 
IT 32 58 83 109 134 204 250 
¢ 67.4 120.8 168.5 216.5 266.8 409.9 505.0 
IT 23 42 61 79 99 153 191 
1.629 1.783 1.847 1.882 1.904 1.939 1.951 
IT 58 109 159 208 256 400 494 
¢ 39.6 72.3 102.0 133.2 163.2 253.5 312.0 
IT 36 66 95 125 153 239 295 
In Table 5, we list the number  of i terat ion steps for c = 10, 0, and -10 ,  respectively, when 
the prob lem dimension n = £2 ranges from 102 to 1002. We remark that  changing the contant 
c implies changing the definiteness of the problem. For all cases, we see that  ADIWR has much 
less numbers  of i terat ion steps than USORWR.  
EXAMPLE 4.3. The IVP  (4.2) wi th a(y) = -e  y, b(x) -- - (1  - x)e ~: sin(101rx), 5 -- 1, c = 0, and 
different init ial i terat ion values of u (°) (x, y, t). 
By  this example,  we test effectiveness of ADIWR with respect to the init ial  i terat ion values. 
We choose the init ial i terat ion values to be u(°)(x, y, t) = t, 100t, and 10 sin(107rt), respectively, 
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Table 6. Numerical results for Example 
~2 
u (°) = t 
u(°) = 100t 
u(°) = 10sin(10vrt) 
102 
w 1.356 
USORWR 
IT 109 
¢ 40.8 
ADIWR 
IT 35 
w 1.347 
USORWR 
IT 126 
¢ 44.0 
ADIWR 
IT 44 
w 1.350 
USORWR 
IT 127 
¢ 5o.5 
ADIWR 
IT 33 
4,3. 
202 302 402 502 802 1002 
1.660 1 .758  1 .811  1.846 1.900 1.920 
142 202 262 321 495 > 500 
91.2 128.8 166.8 204.4 31510 387.1 
54 77 101 125 195 241 
1.654 1 .753  1 .808  1.843 1.900 1.920 
174 250 326 402 > 500 > 500 
96.5 141.5 183.5 225.0 347.0 429.0 
69 100 131 161 253 315 
1.649 1.794 1 .833  1.858 1.931 1.942 
148 199 258 317 490 > 500 
103.5 155.5 200.0 248.0 379.0 472.0 
54 79 101 125 190 236 
Table 7. Numerical results for IVP 
~2 
~(~) = y2 
b(x) = x2 
~=1 
c= I0 
a(y ) -  y 
10 
b(x) = z ~ 
~=1 
c : --I0 
a(y) ---- ey sin(107ry) 
10 
b(x) = e x sin(10vrx) 
~=1 
c=0 
e • 
b(x) = - -  
10 
6=1 
c= 10 
(4.2) for different a(y), b(x), and c. 
102 202 302 402 502 802 1002 
1.577 1.756 1 .832  1.862 1.884 1.927 1.944 
USORWR 
IT 33 61 87 114 140 216 264 
67.4 119.0 163 .8  212.6 260.3 402.0 495.0 
ADIWR 
IT 24 43 61 81 99 155 193 
w 1.626 1.778 1 .843  1.879 1 .901  1.937 1.952 
USORWR 
IT 62 116 169 221 273 426 I >500 
¢ 36.8 68.9 98.9 129.3 158.4 247.7 304.7 
ADIWR 
IT 37 67 97 127 155 243 299 
w 1.61 1.776 1.842 1 .878  1 .901  1.936 1.950 
USORWR IT 44 81 116 151 186 288 354 
¢ 55.9 98.6 135.9 175 .3  216.5 333.8 410.5 
ADIWR 
IT 28 51 73 95 119 185 229 
w 1.55 1.742 1.818 1.846 1 .873  1 .918  1.935 
USORWR 
ADIWR 
IT 29 53 77 100 123 191 234 
68.6 119.9 168.4 221.1 266.5 410.8 503.8 
IT 23 42 61 80 99 155 191 
and list the obta ined numerical  results in Table 6. Again,  ADIWR outper fo rms USORWR for 
all of our tes ted  cases. 
In addit ion,  we test  ADIWR for the IVP  (4.2) w i th  respect  o different choices of the  funct ions 
a(y) and b(x), constants  5 and c, as well as meshsizes h. The  numer ica l  results are l isted in 
Table 7. These  results  again conf irm that  ADIWR has faster convergence speed than  USORWR.  
4.2. The  b lock  SOR accelerat ion of  ADIWR 
We now test  the  block SOR accelerat ion effect of ADIWR.  We consider Example  4.1 and let 
~b -- ¢ -- ¢ in ADIWR.  It  then  follows that  the eigenvalues of K¢(z )  are 
¢- -  #i ¢ -  uj i , j  = l ,2 , . . . ,g ,  m, j (z ,¢ )=z+¢+~ z+¢+vj '  
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where #i and vi are the eigenvalues of matrices B and A, respectively. From Corollary 3.2 we 
know that the eigenvalues A(z, ¢) of KS°R(z) can be computed by the equation 
¢) + - 1) 2 = A(z, ¢). 
In Table S, we list the values of p()E) and p(/C s°R) when ¢ = ¢* and ~J = w*, where ¢* and w* 
are the experimental optimal parameters in terms of the minimun umber of ADIWR and block 
SOR iteration steps, respectively. From Table 8, we see that the spectral radius of the block 
SOR method is less than that of the ADIWR method. This shows that the block SOR technique 
actually accelerates ADIWR. See also Figure 4. 
Table 8. Spectral radii of ADIWR and block SOR. 
10 20 30 40 50 80 100 
¢* 55.3 96.5 135 174.4 215.5 332 408 
(~ADIWR) 0,6259 0.8023 0.8686 0.9013 0.9204 0.9506 0.9608 P 
(]C s°~)  0,6121 0.7950 0.8643 0.8986 0.9188 0.9500 0.9603 P 
w* 1.018 1.018 1,016 1.013 1.010 1.007 1.007 
0.94 , 1.05r 
0.9 ~ 
0.88 Q. 1 
0.86 0.95 
0.84 
0.820.8 0"9 I 
0"708. 0.96 0.~)8 ; 1.()2 1.()4 1.06 0"805..94 0.96 0.98 1 1.02 1.04 1.06 
1.14 
[0 0) 
1.1( 
1 .O! 
o. 1.02 
0.98 
0.94 0.96 0.98 
1.15, 
1,10 I
o. 1.05 
1.00 
1 1.02 1.04 1.06 0._G.949.~ 0.96 0.98 1 1.02 1.04 1.06 
(0 (0 
Figure 4. The spectral radii of/C sOR for different w. 
5. CONCLUDING REMARKS 
We have constructed block SOR acceleration scheme for the ADIWR method, and discussed 
the convergence property of this new scheme. Numerical results how that ADIWR is much more 
efficient han USORWR, and the block SOR acceleration technique actually improves the conver- 
gence speed of ADIWR. However, we should realize that the choices of the iteration parameters 
involved in these two methods are very difficult and are also problem-dependent, and it is an 
important and interesting problem that needs further study. 
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