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Abstract 
The current Canadian used nuclear fuel container (UFC) design uses a 
pressure-grade carbon steel (CS) vessel with its outer surface coated with a thin layer of 
copper. One concern regarding the structural integrity of the UFC design is the potential 
internal corrosion of the CS vessel. Moisture trapped inside a UFC could condense within 
the gap between the hemispherical head and the cylindrical body of the vessel. The internal 
UFC environment will be exposed to a continuous flux of ionizing radiation arising from 
the decay of radionuclides trapped in the used UO2 fuel matrix.  
This thesis research project investigates the effects of physical and chemical 
solution parameters on CS corrosion, with the aim of developing a corrosion dynamics 
model that can be used to assess the integrity of the current Canadian UFC design with 
confidence. The parameters studied in this thesis project were the ratio of solution volume 
to surface area, pH, dissolved O2, and the presence or absence of γ-radiation. Corrosion 
dynamics were followed using electrochemical techniques, both conventional and 
non-standard techniques developed as part of this project. The electrochemical tests were 
augmented with post-test surface and solution analyses to study oxides formed on corroded 
surfaces and to determine the dissolved metal content in the solution phase. 
The results of this study clearly demonstrated that CS corrosion involves many 
oxidation steps that lead to the formation and growth of different oxides as well as the 
dissolution of metal ions. The transfer of Fe atoms between metal, oxide and solution 
phases provides routes for developing strong systemic feedback that can induce 
autocatalytic reaction cycles, resulting in oscillatory behaviours that are observable under 
certain solution conditions. The dynamics of CS corrosion may not approach and reach 
  
 ii 
only one steady state, but continue to evolve and reach different steady states, depending 
on solution parameters. A mechanism that can explain the CS corrosion dynamics over 
long time periods under a range of solution conditions has been proposed. The 
mathematical formulation of a model for the long-term corrosion of CS based on this 
mechanism has just begun. This study has shown that the corrosion dynamics in the early 
stages of corrosion can be easily modeled by applying classical electrochemical reaction 
rate equations coupled with mass transport flux equations. However, for CS in aerated 
solutions or other oxidizing environments, these classical equations must be formulated for 
the metal oxidation process rather than the reduction of solution species (oxidant) because 
the former process is rate determining. 
 
Keywords: Carbon Steel, Corrosion Dynamics, Electrochemistry, Film Growth, Water 
Radiolysis, Inverse Crevice Corrosion, Solution Properties, Oscillating Patterns 
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Chapter 1. Introduction 
 
1.1 Thesis Motivation 
Nuclear energy is one of the cleanest forms of energy generation with operating 
plants emitting no greenhouse gases. It contributes 15% of the total electricity generation 
in Canada and more than 50% in Ontario [1, 2]. In the nuclear industry, an important issue 
to be addressed is the disposal of used nuclear fuel. CANDU (CANada Deuterium 
Uranium)-type reactors use natural uranium (0.7 at% 235U abundance) for fuel, fabricated 
in high-density ceramic UO2 pellets, which are encased in zircaloy cladding (fuel pins) [3, 
4]. The fuel pins are then assembled in a bundle of 10 cm in diameter and 50 cm in length 
[4]. In the reactor the UO2 fuel undergoes nuclear fission and neutron activation processes 
which generate radionuclides. Once the fuel is discharged from the reactor, radionuclides 
are no longer produced but those already present continue to decay. Due to the high 
radioactivity when discharged from the reactor, the used fuel bundles are initially stored in 
spent fuel storage bays for tens of years, and then transferred to a dry storage site [5]. As 
of 2017, Canada had a total of approximately 2.8 million used CANDU fuel bundles in 
wet and dry storage [6]. 
Canada plans permanent disposal of the used nuclear fuel in a deep geological 
repository (DGR) following wet and dry storage. Key to the DGR design concept is the use 
of multiple natural and engineered barriers to prevent the release of radionuclides to the 
environment (Figure 1.1) [7]. The used fuel container (UFC) is a major engineered barrier. 
The current Canadian UFC design consists of a carbon steel (CS) vessel with its outer 
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surface coated with a thin layer of Cu. The CS provides the structural strength to withstand 
repository loads and the Cu layer functions as an external corrosion barrier. 
 
Figure 1.1 The proposed design of the multiple barrier system for the Canadian DGR [7]. 
 
The current Canadian UFC design uses a pressure-vessel-grade CS pipe pre-coated 
with Cu that would be closed by welding on a CS hemispherical head, also pre-coated with 
Cu, and then a Cu coating would be applied over the welded region [7, 8]. One concern 
regarding the structural integrity of the UFC design is the potential internal localized 
corrosion of the CS vessel near the weld region [7, 9]. Moisture trapped inside a UFC could 
condense within the gap between the hemispherical head and the body (Figure 1.2). The 
internal UFC environment will be exposed to a continuous flux of ionizing radiation, most 
notably, -radiation, emitted from the decay of radionuclides trapped in the used UO2 fuel 
matrix. For the used CANDU fuel and the current Canadian UFC design the -radiation 
dose rate at the inner surface of the UFC is anticipated to be less than 100 Gyh−1 (1 Gy = 
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1 Jkg−1). The calculated dose rate at the inner CS vessel surface is 51 Gyh−1 for 
10-year-old (from discharge) used fuel and 4.9 Gyh−1 for 100-year-old fuel [10]. 
 
Figure 1.2 (a) Schematic of the hemispherical head and main vessel of the UFC; (b) 
optical image of the CS inner vessel cross section; (c) schematic of water condensation in 
the near-weld region. 
 
Although CS corrosion has been studied extensively, the quantitative effects of the 
chemical and physical properties of solution environments on the corrosion rate and its 
evolution are not well established. Corrosion studies are often based on easily measured 
phenomenological changes. Existing corrosion rate models are often formulated from the 
observed time-dependent behaviour of one measurable parameter such as the weight 
change of a metal coupon, the amount of dissolved metal, or the corrosion current. 
However, corrosion consists of various electrochemical and chemical reactions and mass 
transport processes that follow their own rate and flux laws with specific dependences on 
the chemical and physical properties of the solution. Hence, the extrapolation of a rate 
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formula for overall corrosion (or metal loss) that was established under a narrow range of 
solution conditions to the conditions beyond the studied range can be problematic [11].  
The corrosion environment within the gap over the weld region of the UFC would 
be very different from those commonly employed in existing studies. Specifically, (1) the 
condensed water in the gap is relatively pure or freshwater with a very low ionic strength 
and a near neutral pH, (2) the water volume to CS surface area ratio in the weld gap or 
water droplets would be small and the water would be stagnant, and (3) the CS and water 
are exposed to a continuous flux of γ-radiation. CS corrosion under some of the conditions 
outlined above has been studied [12-28], but a systematic study of the combination of all 
these conditions has yet to be carried out. In addition, the safety assessment of CS structures 
in DGR conditions requires prediction of its corrosion rate over long service lifetimes well 
beyond those that can be tested in a laboratory. 
Because corrosion involves not only interfacial electron transfer but also many 
interfacial and solution reactions, and transport of chemical species, the overall corrosion 
process may not follow linear chemical dynamics. Under these conditions, simple 
extrapolations of rate formulae (based on linear dynamics) to time scales and corrosion 
environments beyond the tested ranges will not yield valid predictions. To develop a 
high-fidelity model that can predict the overall rate of corrosion as a function of solution 
conditions where such complexity can occur, it is critical to identify and decouple the key 
elementary processes controlling the overall rate. The rate and flux equations for the 
elementary processes must then be formulated as a function of solution conditions. The 
effects of solution conditions on the overall corrosion rate can then be quantified through 
their effects on the individual elementary processes. 
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1.2 Research Objective and Approaches 
The objective of this thesis project is to determine the mechanism of CS corrosion 
in solution environments that are relevant to those anticipated inside the current Canadian 
UFC design over long timescales. The long-term goal of this continuing project is to 
develop a high-fidelity CS corrosion dynamic model that can be used to assess the integrity 
of the current Canadian UFC design with confidence. 
The solution parameters explored in this thesis project were the ratio of solution 
volume to surface area, pH, dissolved O2 (DO) concentration, and the presence or absence 
of γ-radiation. The corrosion dynamics were followed by electrochemical techniques of 
two types: corrosion potential (ECORR) measurements and polarization tests. For the 
polarization tests, both conventional techniques and non-standard techniques developed 
specifically for this project were used. The electrochemical tests were augmented by post-
test surface and solution analyses. The surface analysis techniques used were optical 
microscopy, scanning electron microscopy (SEM), Raman spectroscopy and X-ray 
photoelectron spectroscopy (XPS). The solutions were analysed by measuring the 
dissolved iron concentration using inductively coupled plasma optical emission 
spectroscopy (ICP-OES). 
 
1.3 Thesis Outline 
The first three chapters provide an introduction and background information for the 
thesis project: the motivation and objectives of the thesis project in Chapter 1, literature 
review and technical background in Chapter 2, and the experimental techniques used in 
this project in Chapter 3. 
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The next five chapters report on the studies carried out in this thesis project.  
Chapter 4: Study on the possibility of galvanically coupled corrosion between the 
crevice and bold CS surfaces in the presence of -radiation. 
Chapter 5: Study on the combined effect of pH and aeration on CS corrosion 
dynamics using a novel dual-electrochemical cell set-up developed to measure the metal 
oxidation current during CS corrosion in aerated solution. 
Chapter 6: Investigation of metal oxidation current as a function of electrode 
potential under potentiodynamic and potentiostatic conditions using conventional 
electrochemical techniques. 
Chapter 7: Study on the effect of O2 concentration in the purging gas on CS 
corrosion at neutral pH. 
Chapter 8: Study on CS corrosion dynamics at neutral pH in the presence of 
-radiation. 
The summary and overall conclusions of the thesis project are presented in Chapter 
9. 
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Chapter 2. Technical Background and Literature Reviews 
 
2.1 Microstructure of Carbon Steel 
Carbon steel (CS) is an Fe-based alloy with carbon as the alloying element. Pure 
iron at room temperature exhibits a body-centered cubic (BCC) crystal structure, which is 
usually referred to as α-Fe or ferrite. The solubility of carbon atoms inside the ferrite 
interstitial sites is low (< 0.022 wt%) and so most of the carbon in CS exists as a secondary 
iron carbide (Fe3C) phase, also known as cementite. The Fe–Fe3C phase diagram is shown 
in Figure 2.1 [1]. Cementite is a hard and brittle phase. As a result, increasing carbon 
content (cementite content) in CS would increase the mechanical strength and hardness 
while decreasing the ductility. Ferrite and cementite forms a eutectoid structure called 
pearlite. Pearlite consists of alternating layers of ferrite and cementite with the average 
carbon content of 0.76 wt%.  
 
Figure 2.1 The Fe–Fe3C phase diagram [1]. 
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CS also contains non-metallic inclusions present as secondary phases. Non-metallic 
inclusions can be categorized into two main types based on the composition: oxide (CaO, 
Al2O3, SiO2) and sulfide (CaS, MnS) [2]. These inclusions are produced during the 
steelmaking process. Oxygen is widely used in steelmaking as a refining agent, and sulfur 
is a common impurity in coal and coke [3]. Both oxygen and sulfur are soluble in the liquid 
iron but have very little solubility in the solid phase iron (α-Fe) [3]. To decrease the content 
of oxygen and sulfur, many elements with high affinity for oxygen (such as Si, Mn and Al) 
or sulfur (such as Ca and Mg) and with low solubility in liquid iron are added into liquid 
iron, which converts dissolved oxygen and sulfur into oxide and sulfide (composition of 
inclusions) [4]. While most of the inclusions can be removed, it is impossible to produce 
steels completely free of inclusions in industrial steelmaking processes [5]. 
 
2.2 Principles of Aqueous Corrosion 
2.2.1 Kinetics of electrochemical reactions 
Aqueous corrosion of metal is an electrochemical process. Electrochemical 
reactions involve electron transfer between electrode (e.g. metal) and electrolyte (solution). 
Electrochemical reactions take place on the electrode/electrolyte interface and are therefore 
heterogeneous in nature. Corrosion of metal in an electrolyte typically involves the 
oxidation of metal (anodic reaction) and reduction of solution species (cathodic reaction). 
For example, Fe corrosion in an acidic environment: 
Oxidation: Fe → Fe2+ + 2e− (2.1a) 
Reduction: 2H+ + 2e− → H2 (2.1b) 
Overall: Fe + 2H+ → Fe2+ + H2 (2.1c) 
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The driving force for corrosion is the difference between the equilibrium potentials 
(EEQ) of the two half reactions. Corrosion occurs only when the EEQ of the reduction half 
reaction is higher than the EEQ of the oxidation half reaction. 
The reaction rate of an electrochemical half reaction can be characterized by the 
current density (i) due to the electron transfer throughout the reaction. The half reaction is 
defined as an oxidation if i is positive, whereas a negative i defines a half reaction as a 
reduction. There is no net current when the half reaction is at EEQ because the rates of the 
oxidation (𝑖) and the reduction reactions (|𝑖 ⃐|) are equal. The equalized reaction rate is 
known as the exchange current density (𝑖0 ). A deviation from the EEQ, known as an 
overpotential (), is required to drive the half reaction at a net rate i. The dependence of i 
for a half reaction on 𝜂 can be described using the Butler–Volmer equation: 
𝑖 = 𝑖0 {exp (
𝛼𝑧𝐹𝜂
𝑅𝑇
) − exp [−
(1−𝛼)𝑧𝐹𝜂
𝑅𝑇
]} (2.2) 
where 𝛼 is the charge transfer coefficient and is normally equal to 0.5, 𝑧 is the number of 
electrons transferred in the reaction, 𝐹 is the Faraday constant (96,485 C·mol−1), 𝑅 is the 
ideal gas constant (8.314 J·mol−1) and 𝑇 is the temperature (in the unit of K). When the 
magnitude of 𝜂 is high enough, the Butler–Volmer equation reduces to the Tafel equation. 
For example, the anodic Tafel equation is expressed as: 
𝜂 =
2.303𝑅𝑇
𝛼𝑧𝐹
(log 𝑖 − log 𝑖0) (2.3) 
This equation shows a linear relationship between 𝜂 and log 𝑖 with a slope of 
2.303𝑅𝑇
𝛼𝑧𝐹
. This 
slope is referred to as the Tafel slope. 
An electrochemical reaction usually consists of several consecutive elementary 
steps including mass transport in the solution phase, adsorption/desorption and electron 
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transfer. The Butler–Volmer equation, and its derived Tafel equation, can only accurately 
represent the electrochemical reaction kinetics when electron transfer is the 
rate-determining step [6].  
 
2.2.2 Mixed potential theory 
In an electrochemical system with multiple half reactions, the relationship between 
polarization current and electrode potential is described by the mixed potential theory. In a 
corrosion process, at least two half reactions occur and each half reaction is not at 
equilibrium. Instead, each half reaction is proceeding at a certain rate. Due to charge 
balance, the rate of the oxidation (anodic) half reaction (𝑖a) must be equal to the rate of the 
reduction (cathodic) half reaction (|𝑖c|). The equalized rate is called the corrosion current 
(𝑖CORR): 
𝑖a = |𝑖c| = 𝑖CORR (2.4) 
The electrode potential at which charge balance is met (equation 2.4) is called the corrosion 
potential (ECORR). If both anodic and cathodic half reactions follow the Tafel equation, the 
net current i as a function of electrode potential E can be expressed as: 
𝑖 = 𝑖CORR {exp [
𝛼a𝑧𝐹(𝐸−𝐸CORR)
𝑅𝑇
] − exp [−
𝛼c𝑧𝐹(𝐸−𝐸CORR)
𝑅𝑇
]} (2.5) 
This equation is referred to as the Wagner–Traud equation [7]. When the electrode potential 
is close to ECORR (normally < 10 mV), the current–potential relationship described in 
equation 2.5 can be simplified to a linear function. The slope of E versus i is referred to as 
the linear polarization resistance (𝑅P): 
𝑅P =
d𝐸
d𝑖
|
𝐸=𝐸CORR
=
𝑏a𝑏c
2.303(𝑏a+𝑏c)𝑖CORR
 (2.6) 
where 𝑏a  and 𝑏c  are Tafel slopes of the anodic and cathodic reaction. Equation 2.6 is 
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known as the Stern–Geary equation [8]. The Stern–Geary equation shows that 𝑖CORR is 
inversely proportional to 𝑅P if the Wagner–Traud equation can be applied to the corrosion 
system. 
 
2.3 Principles of Water Radiolysis 
2.3.1 Radioactive decay and ionizing radiation 
The nuclear decay of radioactive fission products in used nuclear fuel generates 
ionizing radiation. In the radioactive decay process, either an α-particle or β-particle is 
emitted. These two decay modes are called α-decay and β-decay. An α-particle is a 
high-energy helium nucleus ( He2+2
4 ) and a β-particle is a fast electron. The nuclear decay 
of most radioactive isotopes is accompanied by the emission of high-energy photons (X-ray 
or γ-ray). The energy of the emitted particle or photon during radioactive decay is typically 
in the range of 10 keV to 10 MeV [9]. The energy of emitted α-particles or photons during 
radioactive decay is characteristic of the nuclide. For example, the α-decay of 210Po emits 
α-particles with an energy of 5.304 MeV [9]. The β-decay of 60Co emits γ-rays with the 
energies of 1.332 MeV and 1.173 MeV [9]. Beta-particles emitted during β-decay do not 
have characteristic energy but are found in the range from 0.1 MeV to 5 MeV [9]. However, 
the maximum value of β-particle energy is characteristic of the element. 
 
2.3.2 Interaction of ionizing radiation with matter 
Particles emitted via radioactive decay do not have energies high enough to induce 
nuclear reactions, but the energy is much higher than that required to ionize atoms and 
molecules (typically several tens of eV). Therefore, the high-energy charged particles (e.g., 
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α and β particles) and electromagnetic radiation (e.g., X-rays and γ-rays) are often referred 
to as ionizing radiation due to their ability to ionize molecules and atoms. Ionizing radiation 
transfers its energy to an interacting medium mainly by colliding non-discriminately with 
the electrons bound to atoms and molecules in the medium. Due to its high kinetic energy 
each radiation particle undergoes a series of collisions before it loses most of its kinetic 
energy. 
The α-particles interact with electrons within a medium, primarily through inelastic 
collisions, along the radiation path. Due to their large size in comparison with the electrons 
they perturb, only small amounts of energy are lost with each collision, and the large 
α-particles are not easily deflected from their paths. However, the large collision cross 
section with electrons prevents these particles from penetrating deeply into the medium, 
resulting in a very dense collection of excited and ionized particles along a short stretch of 
the radiation track (Figure 2.2a). 
Beta-particles share the same mass as the electrons with which they interact. The 
particles can lose up to half of their energy with each collision and can be deflected through 
a large angle. β-particles can interact with additional electrons to lose their remaining 
energy. Also, the electrons with which the β-particles interacted can propagate the electron 
ejection process, but with reduced efficiency through each cascade. Therefore, these 
particles create a low-density collection of ions or excited molecules along their radiation 
tracks (Figure 2.2b). 
Gamma-rays transfer most of their energy by Compton scattering if their energy 
exceeds 0.01 MeV. In Compton scattering, the interaction of a γ-ray with matter causes 
electron ejection and the γ-ray photon emerges with a reduced energy. Due to the low 
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probability of the Compton scattering, the penetration depth of γ-radiation is large relative 
to all other radiation forms (Figure 2.2c). The ejected electron (a ‘hot’ primary electron) is 
very much like a β-particle (fast electron) and therefore the chemical effects induced by 
both β- and γ-radiation in water are essentially the same for the same absorbed energy. 
Because γ-rays must interact with atoms and molecules to create a primary fast electron, 
they have a much greater penetration depth than β-particles.  
 
 
Figure 2.2 The penetration depth (in water) and the density of the clusters of ions and 
excited molecules along the radiation track differ for each type of ionizing radiation. 
 
The rate of energy transfer per unit of penetration depth through a medium is 
referred to as the linear energy transfer (LET) rate. The LET rate depends on the type of 
radiation and the interacting medium. For a given medium, it is highest for α-particles, 
lower for β-particles, and lowest for γ-photons. Because of the high LET rate of α-particles, 
α-radiation is largely confined to the nuclear fuel and fuel cladding. Hence the following 
section will focus on the interaction of γ-radiation (low LET radiation) with water. 
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2.3.3 Water radiolysis by γ-radiation 
The interaction between ionizing radiation and a water molecule leads to the 
ionization or excitation of the water molecule. The result is creation of ion pairs (H2O•+ 
and e−hot) or electronically excited water molecules (H2O*) along the radiation track. The 
electron of this ion pair is labelled as ‘hot’ because it has a kinetic energy that is sufficiently 
high to excite or ionize one or more neighbouring water molecules. Secondary (or the 
tertiary) ionization caused by this ‘hot’ electron will occur near the previous ionization, 
resulting in a cluster of 2-3 ion pairs (or excited water molecules) near the radiation track. 
This cluster is referred to as a “spur” [10]. The spur density along the track depends mainly 
on the collision rate of the radiation particle with the bound electrons in the water 
molecules. For low LET - and -radiation, the inelastic collision mean free path of the 
radiation (the primary electron) in liquid water at 25 °C is about 1 m, while the spur size 
is about 20 nm. The large distance between the spurs on a radiation track means that 
interactions between spurs will be negligible. However, this is not the case for high LET 
α-radiation, where the spurs overlap considerably [10]. 
Once the spurs are formed, the electrons, ions and radicals within the spur undergo 
various energy transfer processes including energy relaxation to vibrational and rotational 
motions, dissociation, ion-molecule reaction and geminate recombination (Figure 2.3). 
These processes occur in spurs or solvent cages, while spurs continue to expand. The spurs 
overlap and the radiolysis products along the ionizing radiation track become uniformly 
distributed. The time to reach this homogeneous out-of spur distribution stage is 100 ns in 
water at 25 °C [10]. The species present at this stage are normally referred to as primary 
radiolysis products and their concentrations per absorbed energy are called primary 
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radiolysis yields (G value). The generation of primary -radiolysis products can be 
expressed as: 
H2O (−0.41) → •OH (0.27), •eaq− (0.26), •H (0.06), H2 (0.04), H2O2 (0.07), H (0.26) 
   (2.7) 
where the numbers in brackets are the G-values in units of μmol·J−1. 
 
Figure 2.3 Schematic of water radiolysis as a function of time following absorption of 
radiation energy as a pulse. The figure on the right-hand panel shows the expansion of 
spurs with time. 
 
When exposed to a continuous source of -radiation, the primary radiolysis 
products form continuously and undergo a series of chemical reactions, reaching steady 
state on a time scale of seconds [11, 12]. The steady-state concentration of each species is 
affected by various solution parameters including pH and chemical additives [11, 12]. 
Generally, the radical species have high reactivity and therefore short lifetimes and so their 
steady state concentrations are orders of magnitude lower than those of the molecular 
species (H2O2, H2, and O2).  
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Reactions between metal and solution species requires the diffusion of reactive 
species to the metal surface. The diffusion rate is strongly dependent on the steady state 
concentration in the bulk solution. Therefore, the molecular species are expected to 
participate in interfacial reactions to a much more significant extent than radical species. 
Among the molecular species, the radiolytic oxidants (H2O2 and O2) are expected to have 
a much larger influence than the reductant (H2), as the reactivity of H2 is low at room 
temperature. For example, reducing iron oxides with H2 normally requires a temperature 
greater than 200 °C [13, 14]. 
 
2.4 Electrochemical Reactions in the Fe-H2O system 
2.4.1 Overview of the Fe-H2O system 
The Pourbaix diagram (potential-pH diagram) is a useful tool in corrosion studies 
as it indicates the most thermodynamically favourable product at a given pH and electrode 
potential. The original Pourbaix diagram for the Fe-H2O system is shown in Figure 2.4 
[15]. Considerable work has been carried out since to improve it, such as incorporating 
more oxide/hydroxides with revised thermodynamic data [16], incorporating the 
contribution of solution anions [17, 18], or extending to higher temperature [19-21]. 
Although different versions of the Poubaix diagram have been plotted, they generally 
consist of three regions with a different favoured product in each: metallic state at low 
electrode potential; dissolved metal cation at acidic pH and Fe oxides at high pH. The latter 
two cases are often referred to as active and passive states, respectively. They also 
correspond to two corrosion pathways: dissolution and oxide formation. The mechanisms 
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of Fe dissolution (at acidic pHs) and passive oxide formation will be introduced in the next 
two sections. 
 
Figure 2.4 Pourbaix diagram the of Fe-H2O system at 25 °C [15]. 
 
2.4.2 Fe dissolution reaction in acidic environment 
The overall half reaction of Fe dissolution can be expressed as 
Fe → Fe2+ + 2e− (2.8) 
The equilibrium potential of reaction 2.8 is only dependent on [Fe2+] and is 
independent of pH. However, it has long been known that the steady state Fe dissolution 
rate under a fixed electrode potential is strongly correlated with pH: the rate increases with 
pH [22]. The mechanism of the Fe dissolution reaction was extensively studied in the 20th 
century and several multi-step mechanisms have been proposed. Most of the studies on the 
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Fe dissolution mechanism were performed using pure Fe in acidic sulfate solutions. A 
detailed summary has been given by Lorenz and Wiesbeck [23].  
The first mechanism for Fe dissolution in acidic environments was proposed by 
Heusler [24]. The mechanism involves formation of adsorbed Fe(OH) on the surface. The 
overall dissolution of Fe to divalent ion Fe2+ is driven by catalytic reactions. However, the 
existence of catalytic reactions proposed by Heusler was questioned by Bockris et al. [25]. 
In the work of Bockris et al., a comparison of several proposed mechanisms with 
experimental results suggested the following mechanism including three consecutive 
elementary steps: 
Fe + OH− ⇌ FeOH + e− (2.9a) 
FeOH → FeOH+ + e− (2.9b) 
FeOH+ ⇌ Fe2+ + OH− (2.9c) 
in which the second step is rate determining. The Heusler and Bockris mechanisms give 
different anodic Tafel slopes and reaction orders with respect to OH−. The anodic Tafel 
slope is predicted to be 30 mV·dec−1 by the Heusler mechanism, and 40 mV·dec−1 by the 
Bockris mechanism. The reaction order with respect to OH− is given as 2 by the Heusler 
mechanism, but 1 by the Bockris mechanism. The experimentally determined Tafel slope 
and reaction order with respect to OH− became the criteria to validate these two 
mechanisms for subsequent researchers. For example, the work of Voigt [26] and Heusler 
and Cartledge [27] supported the Heusler mechanism, whereas the work of Kelly [28] and 
Podestá and Arvía [29] supported the Bockris mechanism. Hilbert et al. showed that Fe 
dissolution could follow either the Heusler mechanism or the Bockris mechanism, 
depending on the pH at the electrode surface [30]. 
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Florianovich et al. studied the effect of [SO4
2−] on the Fe dissolution reaction [31]. 
Their results suggested that both SO4
2− and OH− participate in the anodic reaction. This 
idea was also supported by a later work of Geana et al. [32]. After studying the Fe 
dissolution behaviour over a wide overpotential range between active and passive states, 
Geana et al. concluded that Fe dissolution follows two mechanisms depending on the 
electrode potential. When the electrode potential is low, Fe dissolution follows the Bockris 
mechanism. When the electrode potential is close to the passivation potential, adsorbed 
Fe(OH)2 forms on the surface via oxidation of Fe(OH)(ad): 
FeOH(ads) + H2O ⇌ Fe(OH)2 (ads) + H
+ + e− (2.10) 
Fe(OH)2 (ads) would then dissolve into solution by reaction with H
+ or with the 
assistance of other solution anions. Later, Lorenz and coworkers expanded this mechanism 
and explained Fe oxidation kinetics in the potential range of active dissolution and passive 
film formation [33-36]. According to the Lorenz mechanism, Fe(OH)x (ads) forms as an 
intermediate on the electrode surface with an x value of 1 to 3, corresponding to three 
oxidation states of Fe. The transition state between active state and passive state occurs 
when Fe(OH)2 (ads) covers the surface. The passivation occurs when Fe(OH)3 (ads) covers the 
surface, as Fe(OH)3 (ads) can be converted into solid oxides film such as Fe3O4 and γ-Fe2O3. 
Electrochemical impedance spectroscopy (EIS) was introduced to study the Fe 
dissolution mechanism by Epelboin and Keddam [37]. Their first result supported the 
Bockris mechanism [37]. Subsequent work by Keddam and coworkers [38, 39] suggested 
that dissolution occurs via more than one pathways. In addition to the pathways described 
in the Lorenz mechanism, parallel self-catalytic dissolution reactions are proposed in which 
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Fe(OH) (ads) and Fe(OH)2 (ads) act as catalysts. The self-catalytic reaction mechanism 
proposed by Keddam et al. is close to the one proposed by Heusler [24]. 
 
2.4.3 Formation of FeIII oxide under high electrode potential 
When the electrode potential is high enough, protective FeIII oxides forms, which 
is referred to as passivation. The passive film can be prepared by either using an oxidizing 
solution, such as chromate, or using a potentiostat to apply a high electrode potential. 
Extensive research has been carried out to investigate the composition, structure and 
growth mechanism of passive films on Fe. Several review articles on Fe passivation have 
been published [40-43]. 
 
2.4.3.1 Structure and composition 
Historically there have been many debates over the structure and composition of 
the passive films on iron. Studies using ex situ electron diffraction work indicated that the 
passive layer has a spinel structure [44-47], while other researchers used in situ Mössbauer 
spectroscopy [48] and surface enhanced Raman spectroscopy [49, 50] and claimed that the 
film is amorphous. A bilayer structure consisting of inner magnetite (Fe3O4) and an outer 
maghemite (γ-Fe2O3) layers was proposed by Nagayama and Cohen [51, 52], which was 
supported by other research [46, 47, 53]. However, in some other studies it was proposed 
that the outer layer of the film is hydrated [54-57]. The composition of the outer layer was 
proposed to consist of FeOOH/Fe(OH)3 [54] or mixed Fe
II/FeIII hydroxide [50, 58]. 
These disparate observations were resulted from the different electrode potentials 
used in these studies. When the electrode potential is low, dissolution occurs and 
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reprecipitation of Fe2+(aq) results in the formation of a hydrated film [42, 59]. At high 
electrode potentials, dissolution is not detectable (due to the low solubility of Fe3+(aq)) and 
film formation/growth follows the solid reaction mechanism [42, 59, 60]. The contention 
over the outer layer composition was addressed by Büchler et al [61]. Their results showed 
that FeOOH is formed via oxidation of Fe2+(aq) on the electrode. Therefore, the surface 
hydration of the passive film is dependent on [Fe2+(aq)] near the interface, which is further 
dependent on the hydrodynamic conditions of the system [61]. 
The structure of passive films formed at high electrode potentials was characterized 
with more advanced in situ techniques after the 1990s by many researchers: the crystalline 
structure was confirmed by in situ studies using X-ray absorption spectroscopy (XAS) [60], 
scanning tunneling microscope (STM) [62, 63] and X-ray diffraction (XRD) [42, 64]. 
Toney and coworkers showed that the film has a spinel structure similar to Fe3O4 but with 
different cation vacancies in the octahedral and tetrahedral sites [42, 64]. Today it is 
generally accepted that the passive film has a bilayer structure with an inner layer of 
defective Fe3O4 and an outer layer of γ-Fe2O3 or FeOOH. The surface hydration depends 
on the film preparation conditions [43]. 
 
2.4.3.2 Growth kinetics 
The passive film on iron is a compact oxide layer with nm thickness. Due to the 
insoluble nature of the passive film, once the first monolayer of oxide is formed, the film 
growth follows the solid reaction mechanism. The first monolayer is converted from 
adsorbed species Fe(OH) (ads) , Fe(OH)2 (ads) or Fe(OH)3 (ads) according to various studies 
[65-67]. 
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Several models have been proposed [68-71] to describe the time dependent growth 
of passive films and many of them have been applied to the studies of Fe passivation. 
Currently there is no unified theory on the kinetics of passive film growth on Fe. All 
existing models agree with the existence of a high electric field in the oxide layer, which 
assists the transport of ions across it. These models differ in the distribution of electric 
potential across the interface and in the oxide layer. Detailed comparisons of different 
models can be find in various publications [43, 70, 72]. 
In most early work, oxide growth kinetics was studied by potentiostatic polarization 
or galvanostatic polarization. The oxide growth rate is represented by the polarization 
current (i), with oxide thickness (x) being proportional to the total charge (Q) calculated by 
integration of i. The kinetics of oxide growth was studied by the investigation of the 
relationship between i, Q and electrode potential (E) during polarization tests. According 
to the experimental results, two different rate laws were observed: 
𝑖 = 𝐴 exp (𝛽𝑉 −
𝑥
𝐵
) (2.11) 
𝑖 = 𝐴 exp (
𝐵𝑉
𝑥
)  (2.12) 
in which 𝑉 is the potential drop across the oxide; 𝐴, 𝐵 and 𝛽 are constants. Equation 2.11 
corresponds to a logarithmic rate law and equation 2.12 corresponds to an inverse 
logarithmic law. Equation 2.11 was supported by the work of Cohen and coworkers [51, 
73], and Bockris et al. [74]. Equation 2.12 was supported by the work of Goswami and 
Staehle [75], and Burstein and Ashley [76]. The polarization current as a function time of 
time during potentiostatic polarization based on Equation 2.12 was then derived by 
Burstein and Davenport [77]. Since V cannot be directly measured, these studies used E as 
its replacement. However, the relation between E and V was not explicitly stated in these 
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studies. The underlying assumption in these studies was that the difference between the 
values of E and V is a constant, independent of film thickness.  
The point defect model proposed by Macdonald and coworkers [69, 78, 79] is the 
first model that included the potential drop at interfaces. According to the model, metal 
oxide grows via migration of oxygen anions or oxide anion ion vacancies while metal 
dissolves via migration of metal cations or cation vacancies. The model assumes a constant 
electric field strength across the passive layer, which is found to be 1.11 × 106 V·cm−1 for 
an Fe passive film [78]. A simplified point defect model has been applied to the study of 
an Fe passive film by Krishnamurthy et al. [80].  
Based on the point defect model, Bojinov et al. developed the mixed conduction 
model by incorporating ionic defect structure and electronic conduction [81, 82]. The 
model has been used to study Fe passivation and simulated the defect concentration in the 
passive layer [81]. The predictions of the model correlate well with the experimental data 
of contact electric impedance [81, 82]. 
While most oxide growth models assume that the potential profile across the oxide 
layer is linear, which is based on charge neutrality in the oxide film, Battaglia and Newman 
incorporated Poisson’s equation into their model [83], which avoided this assumption. The 
model is based on the point defect model and the results substantiated electroneutrality in 
the oxide film.  
All the models described above focus on the kinetics of ion transport across the 
oxide layer. The electrochemical reactions at interfaces (metal oxidation at metal/oxide 
interface and solution reduction at oxide/solution interface) were either assumed to be at 
quasi-equilibrium state, or not considered. Due to mass and charge balance, the rate of 
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electrochemical reaction and mass transport must be equal. Mass and charge balance were 
taken into consideration in the model developed by Momeni and Wren [71, 84]. The model 
used electrochemical rate laws to calculate oxide growth and the dissolution rate. The 
model was also used in studying Fe passivation [71] and successfully reproduced the 
experimental data of Sato et al. [54].  
 
2.5 Corrosion of Carbon Steel 
CS corrosion in various service environments has been studied for a long time due 
to its wide range of application. Although CS can exhibit very different corrosion behaviour 
in different environments, the overall process consists of similar elementary steps. In this 
section, the formation and transformation mechanisms of various Fe oxide/(oxy)hydroxide 
during the corrosion process will be reviewed. Then the corrosion behaviour of CS in pure 
water/freshwater, under γ-radiation, and in small solution volumes will be reviewed. 
 
2.5.1 Fe oxide/(oxy)hydroxide formation and conversion during the corrosion process 
Apart from the passive oxide layer of several nm thickness, many other oxides, 
which can be seen by the naked eyes, can be present as corrosion products (referred to as 
rust). Outdoor exposure tests showed that corrosion products (rust) of Fe-based alloys 
include various types of oxides and oxyhydroxides. The typical composition are green rust 
(GR), goethite (α-FeOOH), akaganeite (β-FeOOH), lepidocrocite (γ-FeOOH), magnetite 
(Fe3O4) and maghemite (γ-Fe2O3) [85]. These oxides are stable in solution and air and can 
easily be detected. The presence of Fe(OH)2 and Fe(OH)3 as intermediates during CS 
corrosion has also been confirmed by in situ XRD studies [86].  
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Unlike the passive film which grows via solid state reaction, rust is normally formed 
by Fe dissolution followed by precipitation. Systematic studies of the Fe oxide formation 
mechanism can be traced back to the work of Misawa et al [87, 88]. According to the 
mechanism proposed by Misawa et al, GR can be formed by aeration oxidation of FeII(aq) 
with the assistance of Cl− or SO4
2−, or oxidation of Fe(OH)2 (s). Rapid oxidation of GR 
produces γ-FeOOH while slow oxidation of GR produces Fe3O4. Therefore, γ-FeOOH is 
usually observed as the outer part of rust due to sufficient supply of O2, while Fe3O4 is 
usually observed in the inner part of rust due to insufficient O2 supply [85]. Another 
pathway of Fe3O4 formation is the Schikorr reaction at higher temperatures [19].  
3Fe(OH)2 → Fe3O4 + H2 + H2O (2.13) 
Misawa et al. also proposed that Fe3O4 and γ-FeOOH can be formed via reaction 
between FeII(aq) and O2, followed by precipitation. Although homogeneous reaction 
between FeII(aq) and O2 is possible [89], it is a slow reaction. This pathway was not adopted 
in many of the following work [90, 91].  
Alpha-FeOOH is thermodynamically more stable than γ-FeOOH and so γ-FeOOH 
tends to transform to α-FeOOH. After γ-FeOOH forms, it would gradually transforms into 
α-FeOOH with amorphous FeOx(OH)3−2x as an intermediate [87]. Another type of ferric 
oxyhydroxide, β-FeOOH, is only observed in Cl-containing environments [88, 92]. Refait 
and Génin proposed that β-FeOOH is formed via oxidation of β-Fe2(OH)3Cl in the presence 
of large [Cl−] (> 2 M) [93]. Strictly speaking, β-FeOOH is not an oxyhydroxide as it 
contains Cl− in its structure. Ståhl et al determined the chemical composition of β-FeOOH 
as FeO0.833(OH)1.167Cl0.167 [94]. A more general expression of β-FeOOH composition is 
FeO1−2x(OH)1+xClx [95]. 
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The formation mechanism of γ-Fe2O3 has not been well discussed in corrosion 
studies. As Fe3O4 and γ-Fe2O3 have the same crystal structure, Fe3O4 can be readily 
oxidized to γ-Fe2O3 [96]. Differentiation between Fe3O4 and γ-Fe2O3 is also difficult. 
The schematic of conversion between various Fe oxide/(oxy)hydroxides is shown 
in Figure 2.5 [96]. The figure also includes ferrihydrite (Fe5HO8·4H2O), hematite (α-Fe2O3) 
and feroxyhyte (δ-FeOOH). They are not discussed here since they are not commonly 
observed in corrosion studies. A more detailed description can be found in the book of 
Cornell and Schwertmann [96]. 
 
Figure 2.5 Schematic of formation and transformation of common iron 
oxide/oxyhydroxide [96].  
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2.5.2 Corrosion of CS in pure water and fresh water 
It is known that corrosion of Fe occurs in pure water [97]. However, relevant studies 
are rare as pure water is a less common service environment. Existing studies have shown 
that CS corrosion in pure water is strongly dependent on the dissolved oxygen (DO) 
concentration and water flow velocity [98-105]. Early work showed that the corrosion rate 
of CS increases with [O2] [98-100]. The corrosion rate also increases with water flow rate 
[99-101]. Matsudaira and coworkers showed that Fe shows minimal corrosion in aerated 
flowing pure water due to the stability of passive films, while in stagnant aerated pure water 
or deaerated pure water, the passive film is not stable and corrosion occurs [102, 103]. 
Mercer and Lumbard also found that the passive film is stable at high [O2] [104]. 
In contrast to pure water, CS corrosion in fresh water has drawn more attention due 
to the widespread application of CS in water pipelines and shipbuilding. Apart from [O2] 
and flow rate, the CS corrosion rate in fresh water also depends strongly on the water purity 
[106]. The reported corrosion rate of CS is usually within the range of 0.1 to 10 mm·y−1. 
The main factors are concentrations of Ca2+, Cl−, SO4
2−, CO3
2−/HCO3
− and microorganisms. 
Since microorganisms cannot survive inside the used fuel container due to the presence of 
radiation, microbiologically influenced corrosion is unlikely to occur. This section will 
only be focusing on the effects of inorganic species. 
Effects of pH, Cl−, SO4
2−, CO3
2−/HCO3
− on CS corrosion have been recently 
summarized by Matsushima [107]. Current there is no consistent conclusion on the effect 
of each environmental factor. Contradictory results were reported in different studies. The 
reason could be the presence of multi-factors and synergistic effects between different 
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factors. Therefore, effect of one factor on CS corrosion is dependent on the condition of 
other factors. 
The solution pH is influenced by concentrations of Ca2+ and CO3
2−/HCO3
− [108]. 
The work of Whitman et al. showed that CS corrosion rate in tap water is independent on 
pH in the pH range 4 to 9 at 22 °C. Beyond this range, the corrosion rate decreases with 
pH [109]. However, a corrosion rate increase with pH between pH 7 and 8 has been 
observed in other studies [110-112]. The presence of Ca2+ and CO3
2−/HCO3
− also promotes 
the formation of CaCO3 and FeCO3 film, which decreases corrosion rate [107]. Fredj et al. 
showed that CS corrosion rate in Na2CO3 solutions reaches maximum when the 
concentration of Na2CO3 is 100 ppm [113].  
The linear dependence of CS corrosion rate on [Cl−] and [SO4
2−] in aerated stagnant 
water was observed by Fredj et al. [113]. In flow water conditions, increasing [Cl−] also 
increases corrosion rate of CS. The increase of corrosion rate is dependent on water flow 
rate [104, 107, 114]. Localized corrosion can be accelerated as the conductivity of water 
increases with [Cl−] and [SO4
2−] [107]. 
The presence of metal cations is also known to influence the corrosion rate of CS. 
Incorporation of metal cations into the films formed on CS could inhibit corrosion process 
[115]. Studies on metal cation effect is limited, most of the work were performed by Sakairi 
and coworkers [115-117]. In their works, effects of Na+, Mg2+, Zn2+, Al3+, and Zr4+ on CS 
corrosion were investigated. It was shown that the inhibition effect of a metal cation Mz+ 
is correlated with both the hardness of Mz+, which is dependent on the electronegativity 
and ionization potential of M, and the molar volume ratio of M(OH)z and γ-Fe2O3. The 
order of inhibition effect was shown as Al3+ > Zn2+ > Mg2+ > Zr4+ > Na+ [115-117]. 
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Elaborating the effect of each factor in a multi-factor corrosion system requires a 
huge amount of experimental work. The combination of experimental studies and 
multivariate analysis methods is an effective approach to minimize the experimental work. 
Itagaki et al. [118] and Lu [119] performed discriminant analysis in CS corrosion studies. 
Their studies showed the association of corrosion form (localized corrosion, uniform 
corrosion or no corrosion) with various environmental factors including [O2], [Cl
−], 
[HCO3
−], [SO4
2−], [SiO3
2−], [Ca2+], [Mg2+], [NH4
+] and pH. Currently, quantitative 
relationship between corrosion rate and each environmental factor is not established. 
 
2.5.3 Corrosion of CS under γ-radiation 
Effect of γ-radiation on CS corrosion has been investigated only to a limited extent. 
Existing studies fall into two main categories. One category is corrosion in nuclear waste 
disposal environments, focusing on ground water conditions. The other category is 
corrosion in nuclear reactor environments, focusing on high temperature circulating water 
conditions. Relevant studies in these two categories will be reviewed respectively in this 
section. 
 
2.5.3.1 Effect of γ-radiation on CS corrosion in ground water environments 
Effect of γ-radiation on CS corrosion in ground water environment was only 
addressed in limited studies. Early studies include work by Westernman and coworkers 
[120, 121], Marsh and Talylor [122], and Smailos et al. [123]. It has been found in these 
studies that exposure under γ-radiation increases the corrosion rate by 2 to 30 times, 
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depending on the solution environment and radiation dose rate. A detailed summary of 
research work in the 1980s and 1990s has been given by Shoesmith and King [124]. 
The effect of γ-radiation on CS corrosion in ground water environments has been 
studied by various researchers in recent 20 years [125-129]. The experimental conditions 
used in these studies are summarized in Table 2.1.  
 
Table 2.1 Summary of the experimental conditions used in various studies on CS 
corrosion in ground water environments under γ-radiation. 
Author 
Dose rate 
(kGy·h−1) 
Temperature 
(°C) 
Solution composition 
Neufuss et al. [125] 0.2 70 Granitic water, distilled water 
Smart et al. [126] 0.011, 0.3 30, 50 
Modified Allard groundwater, 
bentonite equilibrated with 
groundwater 
Čuba et al. [127] 0.2-5 25, 50, 70 Granitic water, deionized water 
Winsley et al. [128] 0.025 25, 80 Young cement water 
Liu et al. [129] 2.98 90 
Bentonite with 17 % Baishan 
ground water 
 
Neufuess et al. studied CS corrosion under γ-radiation by measuring the Fe content 
in both the oxide formed and the solution [125]. Their results showed that irradiation 
strongly affects the corrosion kinetics in systems both with and without O2. The effect of 
impurities in granitic water on the corrosion rate is minor. They also found that CS under 
He saturated solution and N2 saturated solution shows different corrosion kinetics [125]. 
However, in the study only the difference between the corrosion rate in the presence and 
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absence of γ-radiation was presented. The actual corrosion rate in the presence of 
γ-radiation is unknown. 
Smart et al. measured the CS corrosion rate in an anaerobic environment by 
monitoring H2 evolution [126]. The corrosion product in the absence of γ-radiation is Fe3O4, 
whereas in the presence of radiation the corrosion product is Fe3O4 with small amounts of 
FeOOH. They found that the CS corrosion rate increases by 10 to 30 times in the presence 
of γ-radiation [126]. However, this could be an overestimation as H2 could be generated 
from both corrosion and water radiolysis. 
The work of Čuba et al. [127] followed a similar method as Neufuss et al [125]. In 
their work, the corrosion product was determined by X-ray diffraction (XRD). In the 
presence of γ-radiation, the corrosion products are crystalline Fe3O4, γ-FeOOH and a small 
amount of α-FeOOH in deionized water, whereas in granitic water the XRD patterns do 
not show diffraction lines for standard Fe oxide/(oxy)hydroxide, which could be due to the 
small size or the amorphous nature of corrosion products [127]. The composition of 
corrosion products is independent of temperature. Similar to the study of Neufuss et al., 
only the difference between the corrosion rate in the presence and absence of γ-radiation 
was presented. The actual corrosion rate in the presence of γ-radiation is unknown. 
Winsley et al. measured CS corrosion rates in an anaerobic environment by 
monitoring H2 evolution and weight loss [128]. Their results showed that irradiation only 
increases the initial corrosion rate and has a negligible effect on the long-term corrosion 
rate. 
Liu et al. determined the corrosion rate of CS under γ-radiation to be 31.53 ± 4.71 
μm·y−1 by weight loss [129]. The rate is 33% higher than that in the absence of radiation. 
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Different from other studies, in their work irradiation and heating were performed 
sequentially instead of simultaneously, hence the corrosion rate is a time-average value of 
the overall process. The corrosion products are Fe3O4, α-FeOOH and α-Fe2O3 in the 
absence of γ-radiation. Two new phase γ-Fe2O3 and FeCO3 are formed in the presence of 
radiation [129]. 
 
2.5.3.2 Effect of γ-radiation on CS corrosion in reactor environments 
Investigation of CS corrosion in reactor environment under γ-radiation is limited. 
The major contributions are from the work of Ishigure et al. [130], Fujita et al. [131, 132] 
and Daub et al. [133, 134]. The experimental conditions used in these studies are shown in 
Table 2.2. 
 
Table 2.2 Summary of experimental conditions in various studies on CS corrosion in 
reactor environments under γ-radiation. 
Author 
Dose rate 
(kGy·h−1) 
Temperature 
(°C) 
Solution composition 
Ishigure et al. [130] 0.5 250 Pure water with 20 ppb O2 
Fujita et al. [131, 132] 0.48, 0.55 100, 250 Deaerated pure water 
Daub et al. [133, 134] 6.2, 6.8 25, 150 
Deaerated pure water, 
deaerated pH 10.6 borate 
 
The work of Ishigure et al. showed that exposure to irradiated conditions increases 
the amount of iron oxide formed and decreases the dissolved Fe in the solution. They 
concluded that γ-radiation does not have a marked influence on the CS corrosion [130]. By 
contrast, the work of Fujita et al showed that the CS corrosion rate increases by six times 
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when exposed under γ-radiation. The rate increase is due to water radiolysis rather than 
irradiation of the CS specimen [131, 132].  
Daub and coworkers compared CS corrosion behaviour at pH 10.6 under 
γ-radiation and in H2O2 solutions by electrochemical measurement [134]. They found that 
H2O2 is the key radiolysis product controlling CS corrosion. A huge increase of ECORR was 
also observed under γ-radiation. In another study, they found the Fe3O4/γ-Fe2O3 film 
formed on a CS surface after corrosion in 150 °C at pH 7.0 and 10.6 under γ-radiation 
[133], suggesting that presence of γ-radiation does not necessarily increase the corrosion 
rate. 
 
2.5.4 Corrosion of CS in small solution volumes 
CS corrosion in small solution volumes is more addressed in atmospheric corrosion 
studies. Occurrence of atmospheric corrosion requires a high relative humidity, which 
promotes formation of a thin water layer on a metal surface [135]. Atmospheric corrosion 
of metal is electrochemical reaction in nature, hence there is no mechanistic difference 
between atmospheric corrosion and regular aqueous corrosion. In laboratory studies, tests 
were performed by using either a thin solution layer or droplets. 
 
2.5.4.1 CS corrosion under thin solution layer 
Electrochemical tests of Fe under a thin solution layer have been performed in many 
studies using various techniques: one type of techniques is based on the influence of 
solution resistance, which is dependent on solution layer thickness (δ), on various 
electrochemical signals. Mansfeld and Kenkel developed an atmospheric corrosion 
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monitor by monitoring the galvanic coupling current between dissimilar metals [136]. The 
current follows the same trends as the weight loss data [137]. Another approach adopted 
by Mansfeld and coworker was measuring the polarization resistance (Rp) between two 
identical electrodes [138]. Recently, Liu et al. studied current distribution of CS under thin 
sea water layer using wire beam electrode (multi-electrode array) [139]. Xia e al. studied 
atmospheric corrosion of CS by monitoring electrochemical noise [140]. In these studies, 
the electrochemical signal generated is influenced by many factors including solution 
resistance, electrochemical reaction kinetics and corrosion product. It is difficult to extract 
the information of corrosion kinetics such as iCORR, from these electrochemical signals. 
Therefore, these techniques are more suitable in monitoring corrosion rather than studying 
corrosion kinetics. 
Nishikata and coworkers performed EIS studies using two identical Fe electrodes 
[141, 142]. In their studies, an equivalent circuit comprising a transmission line was 
proposed, which allowed the extraction of charge transfer resistance (Rct). Their results 
showed that the corrosion rate of CS in 2 M NaNO3 solution reaches a maximum when δ 
is around 20 ~ 40 μm [142]. Later on, EIS studies using two comb-like electrodes were 
performed in various studies [143-145].  
Three-electrode systems have also been extensively applied in studying metal 
corrosion under a thin solution layer [146-150]. Due to limited solution volume, the 
application of a three-electrode system requires a special design of the electrochemical cell, 
especially the placement of reference electrode (RE). Three major approaches were used 
in existing studies: 
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(1) Using conventional RE such as saturated calomel electrode (SCE) connected to 
the main cell using a micro capillary [146, 148, 151]. 
(2) Using a pseudo-RE such as Ag/AgCl piece [150]. A pseudu-RE does not 
maintain a constant electrode potential and its electrode potential varies with solution 
composition [152]. 
(3) Indirect measurement of electrode potential using a Kelvin probe [149, 153]. 
Fishman and Crowe obtained polarization curves for CS in a thin NaCl solution 
layer under various relative humidities [146]. The result showed that the corrosion rate of 
CS increases with relative humidity. Stratmann and Streckel measured ECORR and corrosion 
rate (determined by O2 consumption) during the drying of a solution layer [147, 154, 155]. 
One key finding in their work was the dependence of O2 diffusion limiting current (iL) on 
δ. The value of iL is inversely proportional to δ when 10 nm ≤ δ ≤ 100 μm according to 
the following equation 
𝑖L = 4𝐹𝐷
[O2]
𝛿
 (2.14) 
in which 𝐹 is the Faraday constant (96,585 C·mol−1) and 𝐷 is the diffusion coefficient of 
O2. When δ > 100 μm, iL is independent of δ due to the convection in the solution layer 
caused by the Kelvin probe. When δ < 10 μm, iL is also independent of δ as O2 transport 
through the gas/solution interface becomes the rate determine step. The same dependence 
of iL on δ has also been found by following researchers, though different ranges of δ under 
which 𝑖L ∝
1
𝛿
 were given [148-151, 156]. 
Although the work of Stratmann and Streckel also pointed out that accumulation of 
[Fe2+] leads to the pH increase and oxide formation as solution layer thickness becomes 
thinner [155], many studies were only focusing on the cathodic reaction, i.e., transport of 
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O2 through the solution layer followed by O2 reduction on the surface [151], hence it can 
only reflect corrosion kinetics at early stages where the amount of corrosion product is 
small.  
 
2.5.4.2 CS corrosion in droplet 
In laboratory studies, a droplet is created on a metal surface by either using small 
amount of solution (μL) directly, or placing a salt particle on the metal surface, whose 
deliquescence in humid air would produce a droplet. The spherical shape of the droplet 
leads to variation of [O2] across the metal surface. The edge the of the droplet is rich in O2 
due to the small water thickness while the centre of the droplet has lower [O2] due to its 
large water thickness. This leads to local galvanic corrosion with the centre acting as anode 
and the edge as cathode. The phenomenon is referred to as an Evans drop. The electrode 
potential distribution on a CS surface under an Evans drop was shown in the work of Chen 
and Mansfeld [157]. Existing studies on CS droplet corrosion were focusing on three 
aspects: expansion of the droplet, corrosion initiation, and corrosion propagation in the 
primary droplet. 
It has been shown by Weissenriederz and Leygraf that Fe corrosion under NaCl 
solution droplets shows filament corrosion behaviour. The corrosion propagates beyond 
the initial edge of the primary droplet [158]. They attributed the expansion of the droplet 
to the water adsorption of corrosion products. The work of Tsuru et al. found that 
micro-droplets form beside the edge of the primary droplet [159]. They assumed that a 
water layer with a considerable thickness is spreading around the primary droplet with the 
edge close to the position of the microdroplet. According to the proposed mechanism, the 
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cathodic polarization in the droplet edge increases the local pH, leading to the adsorption 
of water from air, and mass transport of water and cations from the droplet centre to the 
edge [159]. The microdroplet formation around the primary droplet was also observed by 
other researchers [160, 161]. These studies all showed that the microdroplet formation is 
associated with the cathodic polarization of the droplet edge. 
Li and Hihara found that corrosion of CS does not initiate when a NaCl droplet is 
smaller than a critical size of 45 μm in diameter [162]. Their results showed that corrosion 
initiates at Al-containing inclusion sites and a smaller droplet will have a lower probability 
of covering an inclusion site. In another work, they found that the critical size for ultrapure 
Fe is 150−200 μm [163]. The work of Risteen et al. showed that MnS inclusions are the 
dominating initiator for corrosion of 1010 steel, whereas on pure Fe corrosion initiation 
could be due to surface heterogeneity caused by grinding [164]. 
Li and Hihara examined the corrosion products formed during CS corrosion in NaCl 
droplet [165, 166]. The results showed that GR forms near a central anodic site and 
γ-FeOOH forms near cathodic sites surrounding the GR region. Fe3O4 forms in the 
transition region between GR and γ-FeOOH. They attributed the distribution of corrosion 
products to the O2 and pH gradient in the droplet [166]. Electrochemical studies of Jiang 
and Chen showed that the steady state ECORR of the droplet edge is 110 mV higher than that 
of the centre and corrosion products show morphology of concentric circles [167]. Li and 
Hihara found that O2 reduction is the main cathodic reaction, whose rate is inversely 
proportional to the droplet size in the range of 103−426 μm [168]. 
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Chapter 3. Experimental Techniques 
 
3.1 Electrochemical Tests 
3.1.1 Three-electrode electrochemical cell 
The electrochemical tests were performed in a typical three-electrode 
electrochemical cell consisting of a working electrode (WE) made of CS, a counter 
electrode (CE) made of platinum mesh and a reference electrode (RE). Two types of RE 
were used in this study: a saturated calomel electrode (SCE) or an Hg|HgO electrode. The 
schematic of the electrochemical cell is shown in Figure 3.1. During electrochemical 
analyses, the cell was connected to a potentiostat to control or measure the electrode 
potential of the WE or current flowing through the WE. The electrode potential measured 
is the electric potential difference between WE and RE. A high impedance voltmeter is 
installed between the WE and the RE inside potentiostat to ensure negligible current flow 
through the external measurement circuit between the WE and the RE. The current 
measured is the current flow between the WE and the CE. 
 
Figure 3.1 Schematic of three-electrode electrochemical cell. 
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3.1.2 Cyclic voltammetry (CV) and cathodic potentiodynamic polarization (PDP) 
Cyclic voltammetry (CV) is a commonly used electrochemical technique to study 
the redox reactions that occur on the electrode surface as a function of electrode potential. 
In a CV experiment, the potential of the WE is scanned linearly with time from an initial 
potential (Einitial) to a desired reversal potential (Ereversal) and then back to the initial potential 
(Einitial) [1]. The corresponding current response is measured. A typical CV potential 
waveform is shown in Figure 3.2. 
 
Figure 3.2 Electrode potential versus time profile in a CV experiment. 
 
In a cathodic potentiodynamic polarization (PDP), the electrode potential is 
scanned from an applied potential (EAPP) or corrosion potential (ECORR) back to a negative 
limit (Figure 3.3). The corresponding reduction current is recorded. This is a common 
approach for studying the kinetics of cathodic reactions. It can also be used to quantify the 
amount of corrosion products on WE (known as cathodic stripping voltammetry), provided 
the corrosion products can be readily reduced in the negative electrode potential range used.  
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Figure 3.3 Electrode potential versus time profile in a cathodic PDP experiment. 
 
3.1.3 Potentiostatic polarization  
During potentiostatic polarization, the WE is held at a constant electrode potential 
versus RE, and the polarization current is measured. The value of polarization current 
provides kinetic information about the anodic or cathodic reaction. The dependence of the 
steady state polarization current on the EAPP can also be used to determine useful 
information such as the Tafel slope and corrosion rate [2]. 
 
3.1.4 Galvanic coupling current measurement 
To measure the galvanic coupling current between two electrodes, a two-electrode 
cell is used instead of a three-electrode cell. During the test, the WE lead of the potentiostat 
is connected to one electrode. The CE and RE leads are short-circuited and connected to 
another electrode. A potentiostatic polarization technique at 0 V is applied by potentiostat 
and the resulting current is measured.  
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3.1.5 Polarization using customized EAPP time profile 
In some electrochemical tests in this thesis, it is required to polarize WE with a 
time-varying EAPP. The EAPP time profile is usually a recorded ECORR time profile obtained 
under a certain condition. One example is shown in Figure 3.4. This polarization test is a 
non-standard electrochemical technique as the EAPP time profile is not a simple function. 
This is performed by using two different approaches. 
 
Figure 3.4 Example of EAPP time profile (black) and approximation using a step function 
(red). 
 
One approach is using a step function as an approximation (example shown in 
Figure 3.4). The polarization becomes a sequence of potentiostatic polarizations 
(chronoamperometry). To get a better approximation, the duration of each step should be 
short. In this study, the duration of every step was 1.0 s. Due to the large number of 
parameters, a customized code based on the EC-Lab® development package was written to 
control the potentiostat. 
Another approach requires using two electrochemical cells and two channels of the 
potentiostat. The set-up is shown in Figure 3.5 and is referred to as dual 
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electrochemical-cell (DEC) set-up. In this set-up, the connections of channel #1 are the 
same as a regular connection of three-electrode cell. The WE in cell #1 is under open circuit 
condition. Its electrode potential changes with time and this ECORR time profile is used as 
an EAPP time profile to polarize the WE in cell #2. The RE lead of channel #2 is connected 
to the WE in cell #1. The RE in cell #2 is connected to the RE in cell #1 (same type of RE 
are used). Channel #2 applies a potentiostatic polarization of 0 V, which ensures that the 
WEs in cell #1 and cell #2 are always at identical electrode potentials. The polarization 
current in cell #2 is monitored. A more detailed explanation of the DEC set-up can be found 
in Appendix A. 
 
Figure 3.5 Schematic of the dual-electrochemical (DEC) set-up. 
 
3.2 Surface Analysis Techniques 
3.2.1 Overview of surface analysis techniques 
Surface analysis techniques can be divided into two categories: microscopic 
techniques and spectroscopic techniques. Both techniques have been extensively applied 
in corrosion studies. Common microscopic techniques include optical microscopy, 
scanning electron microscopy (SEM), scanning tunneling microscopy (STM), and atomic 
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force microscopy (AFM), etc. Common spectroscopic techniques include Raman 
spectroscopy, energy-dispersive X-ray spectroscopy (EDX), X-ray photoelectron 
spectroscopy (XPS), Auger electron spectroscopy (AES), secondary ion mass spectrometry 
(SIMS), and ion scattering spectroscopy (ISS), etc. The instrumentations of these 
techniques can be found in various publications [3-7]. 
Microscopic techniques are mainly used to study the surface morphology. Different 
techniques provide different spacial resolutions. The lateral resolution of an optical 
microscope is on the μm scale; for SEM, the lateral resolution is on the nm scale and for 
STM and AFM an atomic scale can be reached.  
Spectroscopic techniques are mainly used to study the composition. They usually 
involve the interaction of electrons, photons or ions with matter and measure various 
emitted particles/waves. Depending on the type of interaction, different analysis depth and 
chemical composition information can be obtained by different techniques. The analysis 
depth of selected spectroscopic techniques is shown in Figure 3.6 [3].  
In this study, a combination of microscopic techniques (optical microscopy and 
SEM) and spectroscopic techniques (Raman spectroscopy and XPS) have been used to 
characterize the morphology and composition of the oxides formed on the metal surface 
after electrochemical or radiation experiments. These techniques will be briefly discussed 
in the next two sections. 
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Figure 3.6 Analysis depth of selected spectroscopic techniques. The non-hatched areas 
are variation dependent on instrumental parameters and on the material [3]. 
 
3.2.2 Microscopic techniques 
3.2.2.1 Optical microscopy 
Optical microscopes are used for examination and analysis of the surface 
morphologies of samples. The resolution of images taken by the optical microscope cannot 
compete with SEM. However, the colours of the oxides on the electrode surface, which 
often reveals their composition, can be captured by the optical microscope. Therefore, it is 
a more convenient and cost-effective technique when a higher magnification is not required. 
Since optical microscopes do not need to be operated in a vacuum environment, this 
technique is also less destructive to the loosely attached corrosion products.  
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3.2.2.2 SEM 
The resolution of an image taken by SEM can be much higher than that obtained 
by an optical microscope. Hence, when a high-resolution image is needed (nm scale), SEM 
is often used and has proven to be an effective technique. SEM can also be used to observe 
the cross section with the assistance of a focused ion beam (FIB). 
 
3.2.3 Spectroscopic techniques  
3.2.3.1 Raman spectroscopy  
Raman spectroscopy is used to probe the composition of materials by detecting the 
inelastic scattering of the incident laser photons (Raman shift). For a solid sample, the 
detected shifts correspond to the energy of vibrational modes of the molecule or crystal. 
Each compound has its characteristic Raman shifts. Sample constituent compounds can be 
identified by comparing the Raman spectrum with spectra of standard compounds. 
 
3.2.3.2 XPS 
XPS is a spectroscopic technique that can provide information about the elemental 
composition, chemical state and electronic state of the elements within the first 30 
monolayers of a surface. The analysis depth of XPS varies between 1 and 10 nm [3]. In 
XPS, incident X-ray radiation is used to measure the binding energy (BE) of electrons by 
measuring the kinetic energies (KE) of emitted photoelectrons, as is shown in the following 
equation: 
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KE = ℎ𝜈 − BE − 𝛷SP (3.1) 
in which ℎ is the Planck constant; 𝜈 is the incident X-ray frequency and 𝛷SP is the work 
function of the instrument. 
Since each element produces a characteristic set of XPS peaks at characteristic BE 
values. All the elements except H and He on the surface can be identified. A high resolution 
XPS near the BE range of an element also reveals the chemical environment of the element 
[8, 9], as the shape of the peak and its BE value can be slightly altered by its chemical 
environment, such as oxidation state. 
 
3.3 Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES) 
Inductively coupled plasma optical emission spectrometry (ICP-OES) is an 
analytical technique used for the detection of chemical elements in aqueous samples. In 
this technique, an inductively coupled plasma (ICP) is used as the ionization source to 
produce excited atoms or ions that emit electromagnetic radiation at wavenumbers 
characteristic of an element. Typically, Ar gas is used to create the plasma. Photons are 
emitted with different wavelengths, and are separated by a monochromator before the 
intensities are detected with a spectrometer. With calibration curves from standard 
solutions, the measured intensities can be converted into concentration units [10]. A 
simplified schematic diagram of ICP-OES is shown in Figure 3.7 [11]. ICP-OES can detect 
concentrations as low as parts per billion (ppb). 
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Figure 3.7 Simplified schematic of an ICP-OES [11]. 
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Chapter 4. Inverse Crevice Corrosion of Carbon Steel: 
Effect of Solution Volume to Surface Area1 
 
4.1 Introduction 
One concern regarding the structural integrity of the inner carbon steel (CS) vessels 
of the used fuel container (UFC) design is localized corrosion. Moisture trapped inside a 
UFC could condense on the stressed regions near the welds and, for the Canadian design, 
within the gap between the hemispherical head and the body. This could lead to localized 
corrosion and pose a potential failure mechanism of the container.  
Carbon steel generally does not exhibit localized corrosion behaviour without 
ionizing radiation present and localized corrosion is observed only in chemical 
environments that promote the breakdown of a passive oxide film. Such environments 
include water with alkaline pHs [1] and solutions containing certain anions such as 
carbonate/bicarbonate [2], chromate [3, 4] and halides [5-7]. However, it has been observed 
that -radiation can increase the corrosion potential for CS significantly, alter the kinetics 
of CS corrosion[8] and cause pitting on CS even in Ar-purged seawater [2]. 
Our current understanding of the impact of -radiation driven water radiolysis on 
localized corrosion of CS is limited. Due to the highly reactive environment irradiation 
induces, water radiolysis is known to increase the rate of metal oxidation at the early stages 
of corrosion. However, because metal oxidation leads to both solid oxide formation and 
metal dissolution and the oxide formed on the surface influences the subsequent metal 
                                                 
1 A version of this chapter has been published: L. Wu, D. Guo, M. Li, J.M. Joseph, J.J. Noël, P.G. 
Keech, J.C. Wren, J. Electrochem. Soc., 164 (2017) C539–C553. 
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oxidation, a change in the early oxidation rate can have a profound effect on long-term 
corrosion behaviour [9-11].  
In the weld region of a UFC there will be two different corrosion environments 
associated with the crevice at the weld and the adjoining boldly exposed metal surfaces. 
This work explores the possibility of galvanically coupled corrosion between the crevice 
and bold CS surfaces in the presence of -radiation. Two sets of experiments have been 
performed. In the first set of experiments, water droplets were placed over crevices formed 
between CS and quartz plates in sealed vials, and the test assemblies were then exposed to 
-radiation. The results showed different extents of corrosion on the crevice and the bold 
surfaces, raising the possibility of inverse crevice corrosion, i.e., galvanic coupling that 
accelerates the corrosion on the boldly exposed surfaces covered with water. We 
investigated this possibility in a second set of electrochemical experiments by monitoring 
the coupling current between two electrodes, one electrode mimicking the bold surface and 
the other mimicking the crevice surface. The post-test electrodes were examined by surface 
analysis. 
  
4.2 Experimental 
4.2.1 Crevice coupon exposure tests 
The CS used was A516 Gr. 70 CS purchased from Metal Samples Company, 
containing 0.23 % carbon. The CS test coupons were cuboids of 10 mm × 15 mm × 7 mm. 
A notch with a volume of 0.02 cm3 was fabricated on the 10-mm edge to hold a water 
droplet over the crevice mouth, as shown in Figure 4.1a. The CS coupons were polished 
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manually using a series of silicon carbide papers with grits of 400, 800 and finally 1200. 
The polished coupons were then sonicated in acetone and dried under flowing argon. 
 
Figure 4.1 Schematics of the CS-quartz crevice coupon assembly and the corrosion test 
cell, and the photographs of the corrosion test cell, autoclave and 60Co -radiation cell. 
 
A crevice was created between a CS coupon and a quartz plate by binding them in 
a polyester holder (Figure 4.1a). The gap between the coupon and the quartz plate was 
estimated to be ~50 μm based on the roughness of the two surfaces. This gap is not as 
narrow as a crevice typically used in a corrosion study (a few μm) but will nevertheless be 
referred to as a crevice in this chapter. The quartz crevice former allows visual inspection 
of corrosion in the crevice without opening it. The quartz plates did not appear to have any 
chemical effect on the CS corrosion process because the post-test surface analysis by X-ray 
photoelectron spectroscopy (XPS) found no Si on the CS crevice surfaces. 
CS
Quartz
Water	
droplet
Polyester
holder
Quartz
CS
Polyester holder
Water droplet
(a)  Crevice Coupon Assembly (b)  Corrosion Test Cell
(c)  Photographs of Corrosion Cell, Autoclave and � -Irradiation Cell
1 cm 5 cm 0.5 m
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A crevice assembly was placed on a glass pedestal inside a 40-mL glass corrosion 
test cell (Figure 4.1b). A small volume (1.5 mL) of purified water (Type 1, 18.2 MΩ·cm) 
was added to the bottom of the cell to maintain 100% relative humidity in the cell without 
having a direct contact with the crevice coupon assembly. A water droplet of 0.05 mL was 
used to fill the notch over the mouth of the crevice and to wet the crevice by the capillary 
effect. The water droplet also partially covered the surface outside the notch (Figure 4.1a). 
Depending on the type of cover gas used to fill the cell, the assembly was prepared either 
in an argon-filled glove box using deaerated water, or under ambient conditions using 
aerated water. The glass corrosion test cell was sealed and placed in an autoclave (Figure 
4.1c) and the temperature of the whole assembly was maintained either at room temperature 
or at 80 °C. Room temperature was 21 ± 3 °C during the tests and 21 °C is used to represent 
room temperature throughout this chapter. For irradiation tests, the autoclave was placed 
inside a 60Co -radiation cell (Figure 4.1c) which provided a dose rate of 3.2 kGy·h−1 at the 
time of the tests. The dose rate used in this study is about 60 times higher than the 
anticipated dose rate inside a UFC. 
Following a 20-h exposure, the crevice assembly was taken apart inside an 
argon-filled glove box to minimize air oxidation and the CS coupon was transferred to a 
post-test surface analysis laboratory in a container filled with argon. 
 
4.2.2 Electrochemical galvanic coupling tests 
Galvanic coupling between the crevice and boldly exposed surfaces was explored 
using two electrode types representing the different geometries of the crevice and boldly 
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exposed surfaces. They are referred to as the ‘crevice electrode’ and the ‘bold electrode’, 
respectively, hereafter.  
The crevice electrodes were prepared as follows. One face on each of two CS 
coupons was polished using 1200 grit SiC paper and the other faces were coated with 
insulating paint (Amercoat 90 HS, PPG Protective & Marine Coatings). This 
epoxy-phenolic paint is stable under -radiation at room temperature over the exposure 
durations used in this study. The crevice electrode was assembled by placing the two CS 
coupons in a polyester holder, as shown in Figure 4.2, with the two polished surfaces facing 
each other, forming a crevice with a total geometric crevice surface area of 3 cm2. The 
bold-surface electrode was a flat CS coupon with a surface area of 0.785 cm2. 
 
Figure 4.2 CS electrodes used in the electrochemical experiments: the crevice electrode 
assembly, and a schematic of the electrochemical cell used for coupling current 
measurements. 
 
The electrolyte was prepared from 0.01 M Na2B4O7·10H2O (analytical grade, EMD 
Inc.), with the addition of H3BO3 (analytical grade, Caledon Laboratories Ltd.) to achieve 
the desired pH of 7.0. The borate buffer was chosen to match the initial pH of the water 
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droplet used in the coupon exposure tests while minimizing the buffer’s influence on 
corrosion reactions. Borate is stable under -radiation, has a good buffer capacity near 
neutral pH and does not incorporate into the oxide film of Fe [12]. The 500-mL electrolyte 
solution was purged with argon continuously throughout the experiment.  
The electrochemical cell set-up for coupling current measurement is schematically 
shown in Figure 4.2. The bold and crevice electrodes were connected through a potentiostat 
(Solartron, model 1287) configured as a zero-resistance ammeter (ZRA) [13]. The 
measured coupling currents were verified using an ammeter (Keithley model 6514 System 
Electrometer). 
In a different set of experiments, a crevice electrode and a bold electrode in the 
same electrochemical cell were not coupled but allowed to corrode independently for 3 h 
or 48 h.  
All electrochemical experiments were performed at room temperature with or 
without γ-radiation present. Radiation experiments were conducted in the 60Co -cell at 
3.2 kGy·h−1. 
 
4.2.3 Surface analyses 
The X-ray photoelectron spectroscopy (XPS) analyses were carried out with a 
Kratos Axis Ultra spectrometer using a monochromatic Al Kα source. The spectrometer 
dispersion was adjusted to give a binding energy of 932.63 eV for metallic Cu-2p3/2. 
High-resolution spectra were collected using an analysis area of ~300 μm × 700 μm for 
Fe-2p3/2 and C-1s using a pass energy of 20 eV. The pass energy corresponds to an Ag 3d5/2 
peak with a full width at half maximum (FWHM) of 0.55 eV. All spectra were analyzed 
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using Casa XPS software. Peak shifts due to any apparent charging were adjusted using 
calibration with the C-1s peak set to 284.8 eV. The Fe-2p3/2 high resolution spectra were 
fitted using Gupta–Sen multiplet peaks [14]. The FWHM was generally fixed between 1.0 
and 1.2 eV. A detailed description of binding energies and the spectral deconvolution 
method can be found elsewhere [15]. 
A LEO (Zeiss) 1540XB scanning electron microscope (SEM) equipped with 
focused ion beam (FIB) was used to examine the surface morphology and cross section of 
the coupons. Raman spectra of the coupons were taken using a Renishaw model 2000 
Raman spectrometer with a Melles Griot 35 mW HeNe laser at 633 nm and a Peltier cooled 
charge-coupled device (CCD) detector. The focused laser beam was ~2 μm in diameter. 
The coupon spectra were compared with Raman spectra of standard iron oxide samples 
from Alfa Aesar. 
 
4.3 Results and Discussion 
4.3.1 Crevice coupon exposure tests 
4.3.1.1 Oxides formed on boldly exposed surfaces 
The optical images of coupons after 20-h exposure to different corrosion 
environments are shown in Figure 4.3. Under all exposure conditions crevice surfaces 
remained relatively clean while bold surfaces were more corroded. For a given exposure 
condition, corrosion on a bold surface was not limited to the area initially covered with a 
water droplet (labelled wet-bold), but also included the rest of the surface (labelled dry-bold 
surface). The amount and the colour of the corrosion deposits on a wet-bold surface varied 
depending on whether the surface was outside or inside the notch. These results indicate 
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that for a given exposure condition the amount and type of oxides formed during stagnant 
water-droplet corrosion may strongly depend on the local thickness of a water layer or 
condensed water film. 
 
Figure 4.3 Optical images of the CS crevice coupons exposed for 20 h to water droplets 
under Ar or air cover gas in the absence of γ-radiation (no Rad), or with γ-radiation (Rad) 
at 21 °C. 
 
At room temperature the extent of corrosion on a bold surface was from the least to 
the most extensive in the following order of exposure environments: 
Ar + no Rad < air + no Rad < Ar + Rad < air + Rad 
where no Rad and Rad represent tests without or with γ-radiation present, respectively. The 
colour of oxide deposits also depended on exposure environment. The colour of the oxide 
formed in Ar + no Rad is difficult to see due to the thinness of the oxide layer present. On 
a dry-bold surface corroded in other environments the colour of the oxide deposits varies 
from light green (in air + no Rad), to dark green (or mixture of green and black) (in Ar + 
Rad), and to dark orange (black and orange) (in air + Rad). On a wet bold-surface the colour 
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of oxide deposits formed outside the notch varies from dark red (in air + no Rad), to black 
and orange (in Ar + Rad), and to orange (in air + Rad). Iron oxides and hydroxides have 
distinct colours: mixed ferrous-ferric hydroxides are green, magnetite (Fe3O4) is black, 
lepidocrocite (-FeOOH) is orange, and hematite (-Fe2O3) is red [16]. 
The chemical compositions of oxide deposits on wet-bold surfaces outside the 
notches were characterized by Raman spectroscopy. The Raman results, discussed in more 
detail below, are summarized in Table 4.1. The Raman spectra of the surfaces corroded in 
different exposure environments are compared with the reference spectra of standard 
powdered iron oxide samples in Figure 4.4. The Raman spectrum of a surface corroded in 
Ar + no Rad at 21 °C shows no discernible iron oxide peaks as there is only a very thin 
layer of oxide present. The Raman spectrum of a surface corroded in air + no Rad shows 
three major peaks at 250, 380 and 530 cm-1 that correspond to the three main peaks of 
lepidocrocite (-FeOOH). However, the relative intensity of the peak at 670 cm-1 to the 
intensities of the two other peaks is higher in the spectrum of the corroded surface than in 
that of reference standard -FeOOH. The higher intensity at 670 cm−1 is attributed to the 
additional presence of magnetite (Fe3O4) which has its main Raman peak at 670 cm
−1. The 
Raman characterization of the oxide deposits on the wet-bold surface outside the notch is 
consistent with the dark orange colour of the oxides seen in the optical image of this surface 
in Figure 4.3. Magnetite is black while lepidocrocite is orange. Magnetite, being black, also 
has a low Raman scattering probability [17]. These results indicate that the oxide deposits 
present on a coupon corroded for 20 h in air + no Rad consist mainly of Fe3O4 and -FeOOH. 
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Table 4.1 Oxides formed on the wet-bold surfaces, identified by Raman spectroscopy. 
 Without γ-radiation With γ-radiation 
21 °C 
Ar Negligible oxides FeIIFeIII2(O)n(OH)8-2n, Fe3O4/γ-Fe2O3 
Air Fe3O4, γ-FeOOH Fe3O4/γ-Fe2O3, γ-FeOOH 
80 °C 
Ar Fe3O4 Fe3O4/γ-Fe2O3 
Air Fe3O4, α-Fe2O3 Fe3O4/γ-Fe2O3, α-Fe2O3 
 
 
Figure 4.4 Raman spectra of the wet-bold surfaces of the CS coupons whose optical 
images are shown in Figure 4.3. 
 
The Raman spectrum of a wet-bold surface corroded in Ar + Rad shows major 
peaks near 300, 400 and 700 cm−1. This spectrum does not exactly match the reference 
spectrum of any individual iron oxide/hydroxide. The reference Raman spectra of hematite 
(-Fe2O3), goethite (α-FeOOH) and -FeOOH, all have peaks at 300 and 400 cm−1. 
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However, the ratio of the observed peak intensities at 300 cm−1 to 400 cm−1 in the spectrum 
of the wet-bold surface does not match with those in the reference spectra of any of the 
FeIII oxides. In addition, green rusts (GR), which are a group of FeII-FeIII hydroxides with 
some of the OH sites in the oxide lattice replaced by other anions, have a main peak at 420 
cm−1 [16]. GR does not exist as a pure solid phase and is not stable in air. Hence no standard 
sample is available from which a reference spectrum can be taken. Based on the known 
Raman peaks for iron oxides, we have assigned the peaks at 300 and 400 cm−1 to Raman 
scattering associated with the vibrational modes of the FeIII − O bond of an oxide(s) that 
has not formed to a specific oxide phase. The peak near 700 cm−1 is assigned to spinel 
oxides, magnetite and/or maghemite (-Fe2O3). Maghemite has a major, broad peak over 
the range of 670 to 718 cm−1, has the same oxide structure as magnetite, and also has a low 
Raman scattering probability [17, 18]. The bold-surface spectrum is very similar to that of 
iron-oxide nanoparticles formed by -irradiation of a solution initially containing ferrous 
ions [19]. Those iron-oxide nanoparticles were identified as magnetite with a hydrated and 
hydrolyzed surface (i.e. as ferrous and ferric hydroxides and oxyhydroxides): 
Fe3O4 + 4 H2O ⇌ FeIIFeIII2(O)n(OH)8−2n + n H2O ⇌ FeIIFeIII2(OH)8 (4.1) 
The Raman analysis indicates that the oxide deposits on a coupon corroded in Ar + Rad 
consist of green FeII-FeIII hydroxides, black Fe3O4 and possibly -Fe2O3, consistent with 
the colours of the deposits seen in the optical image shown in Figure 4.3. 
 The Raman spectrum of a wet-bold surface corroded in air + Rad at room 
temperature compares well with that of -FeOOH, but it also contains an additional broad 
peak at 670 to 720 cm−1 suggesting the presence of Fe3O4 and -Fe2O3 as well. The Raman 
analysis is consistent with the dark orange colour of the deposits seen in an optical image.  
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 The optical images in Figure 4.3 show that the formation of corrosion products on 
a bold surface during 20 h of corrosion at 80 °C are significantly more extensive than those 
formed at room temperature. At 80 °C, the oxide deposits formed on a bold-surface are 
mainly black with some green colour when corrosion occurred in Ar + no Rad, mostly 
black in Ar + Rad, while mostly black with some orange to red in air + no Rad or in air + 
Rad. The Raman spectra of these oxides (Figure 4.4) indicate that the black oxides formed 
in Ar + no Rad or Ar + Rad are mostly Fe3O4. Based on the Raman spectra and the deposit 
colours, the oxides formed on a surface corroded in Ar + no Rad at 80 °C are characterized 
as Fe3O4, and those formed in Ar + Rad are characterized as mainly a mixture of black 
Fe3O4 and -Fe2O3. 
 The Raman spectra of bold surfaces corroded in air + No Rad or air + Rad at 80 °C 
indicate the presence of a mixture of -FeOOH and α-Fe2O3, in addition to Fe3O4 and 
-Fe2O3. The Raman results are consistent with the mainly black deposits with orange to 
red tints seen in the optical micrographs (Figure 4.3). The colour of the oxide deposits 
formed with γ-radiation present is darker and mostly black compared to the deposits formed 
without γ-radiation present, further indicating that the oxides formed with γ-radiation 
present contain more Fe3O4 and -Fe2O3 while the oxides formed without γ-radiation 
present contain more -FeOOH and α-Fe2O3. 
The optical imaging and the Raman spectroscopic analyses show that iron oxidation 
progresses to form iron hydroxides/oxides with different oxidation states depending on the 
exposure environment. At room temperature without γ-radiation, iron oxidation in Ar 
progresses very slowly and oxide formation is negligible. Iron oxidation in air forms Fe3O4 
and γ-FeOOH deposits. With γ-radiation present iron oxidation in Ar forms mixed FeII/FeIII 
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hydroxides, Fe3O4 and -Fe2O3 and iron oxidation in air forms Fe3O4, -Fe2O3 and 
-FeOOH. Increasing temperature from 21 °C to 80 °C accelerates the formation and 
growth of oxides. At 80 °C the formation of mixed FeII/FeIII hydroxides and particularly 
Fe3O4 is seen in all studied environments. As Fe(OH)2 and Fe3O4 are formed, they can 
oxidize to -FeOOH and γ-Fe2O3, and then to -Fe2O3, under appropriate oxidizing 
conditions. The ratios of these oxide products thus depend on the corrosion environment, 
as discussed below. 
 
4.3.1.2  Oxides formed on crevice surfaces  
Crevice surfaces were examined primarily using XPS because of the very thin oxide 
deposits on these surfaces. High resolution XPS spectra of the O-1s and Fe-2p2/3 bands 
were deconvoluted to obtain the oxidation-state compositions and the hydroxide/oxide 
ratios in the top 9 nm of the oxide layers (the analysis depth of the XPS instrument used in 
this study). The reference spectra of the metal and single-phase metal oxides (Fe0, FeO, 
Fe3O4, -FeOOH, -FeOOH, -Fe2O3 and γ-Fe2O3) were used for the deconvolution 
following a method developed by Biesinger et al. [15]. Note that the multiple-peak spectra 
of standard -FeOOH and -FeOOH are nearly the same and hence separation of the 
contributions of these two phases of ferric oxyhydroxides is not possible. Separation of two 
phases of ferric oxide (-Fe2O3 and γ-Fe2O3) is not possible for the same reason. Similarly, 
separation of the FeO contribution from that of Fe3O4 to the overall spectrum is difficult 
due to the similarities of their multiple-peak spectra. Thus, only the sum of their 
contributions (as FeII & FeII/FeIII oxides) is considered in the following discussion. 
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Example of XPS spectra, presented in Figure 4.5, were taken from the crevice and 
wet-bold surface of a coupon corroded in air + Rad at 21 °C. The metallic fraction (Fe0) in 
the spectrum of the bold surface is negligible, indicating that the oxide layer on this surface 
is thicker than 9 nm. The XPS analysis indicates that the oxides in the top 9 nm on the bold 
surface are Fe3O4, Fe2O3 and FeOOH, consistent with the Raman analysis results (Table 
4.1). On the other hand, the XPS Fe-2p3/2 spectrum of the crevice surface includes a large 
contribution of Fe0 (~25 at.%), indicating that the oxide layer is very thin (< 9 nm). The 
deconvolution of the spectrum indicates that the oxides present on the crevice surface are 
mainly FeII & FeII/FeIII oxides and Fe2O3 but lacking FeOOH. 
 
Figure 4.5 Examples of high-resolution XPS spectra and the deconvoluted components 
for the Fe-2p region from crevice surfaces on a coupon exposed at 21 °C with γ-radiation 
and with air as the cover gas. The Fe-2p3/2 peak was fitted with peaks for Fe metal, FeO, 
Fe3O4, Fe2O3 (average of α and γ) and FeOOH (average of α and γ) [15]. 
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The XPS results for crevice surfaces corroded under different conditions are 
summarized in Figure 4.6. Also shown in this figure is the XPS analysis of a freshly-
polished surface with only an air-formed oxide. Compared to the freshly-polished surface, 
all crevice surfaces have smaller Fe0 components, indicating that additional or potentially 
different oxides than the air-formed oxide have formed on the crevice surfaces. At a given 
temperature the metallic (Fe0) fraction in the XPS Fe-2p3/2 band on a crevice surface 
corroded for 20 h in air is nearly the same as that found on a crevice corroded in Ar with 
or without γ-radiation. However, the FeIII (FeOOH + Fe2O3) fraction in the oxide layer is 
higher on a crevice surface corroded in air than on one corroded in Ar. 
 
Figure 4.6 Fractions of different components determined from deconvolution of high-
resolution XPS spectra of the Fe-2p region recorded on crevice surfaces following 20 h 
exposure to different radiation and cover gas environments at room temperature and 
80 °C. 
 
A thinner layer of oxide is formed and the fraction of Fe3O4 present in the layer is 
higher for corrosion with γ-radiation present than without γ-radiation at room temperature. 
This could be attributed to the faster formation of a uniform layer of Fe3O4 with γ-radiation 
70 
 
  
present, as the presence of this oxide can suppress the later growth of Fe(OH)2 and its 
subsequent oxidation to Fe(OH)3 and -FeOOH. Oxidative conversion of Fe3O4 to 
-FeOOH is more difficult than its conversion to -Fe2O3. The oxidation of Fe3O4 to 
-Fe2O3 is relative fast because both oxides share the same oxide structure [8, 16, 20]. As 
the outer layer of conductive Fe3O4 is converted to an insulating layer of -Fe2O3, further 
metal oxidation can be quickly suppressed [10]. 
Increasing temperature from 21 °C to 80 °C decreases the Fe0 fraction in the surface 
layer on a crevice surface corroded in Ar or air and with or without γ-radiation. The Fe0 
fraction on the surfaces corroded in either cover gas with γ-radiation present at 80 °C is 
negligible, indicating that the oxide layers on these surfaces are thicker than 9 nm. Since 
the XPS only analyses the top 9 nm layer, it does not convey information on any thicker 
oxides present on these surfaces. 
The XPS analysis results indicate that the decrease in the Fe0 fraction with increase 
in temperature is primarily associated with an increase in the Fe3O4 fraction in the oxide 
layer on a surface corroded in Ar, while it is primarily associated with an increase in the 
FeIII (FeOOH + Fe2O3) fraction on a surface corroded in air. In a given cover-gas 
environment at 80 °C, the oxide fraction in the XPS Fe-2p3/2 band is higher with γ-radiation 
present than without γ-radiation, and the fraction of FeOOH in the oxide layer is also higher 
with γ-radiation present. These results are opposite to the trends observed at room 
temperature. 
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4.3.1.3 Effect of solution redox properties on oxide formation  
The observed effects of cover gas, γ-radiation and temperature on the types of oxide 
formed on CS surfaces during 20-h corrosion are consistent with the thermodynamics of 
iron oxidation reactions. The electrochemical equilibrium potentials (EEQ) of the redox 
half-reactions of iron hydroxides/oxides are well established. Their values at pH 7.0 are 
indicated on a potential scale with respect to that of the saturated calomel electrode (VSCE) 
in Figure 4.7. The equilibrium potentials of (Fe0  Fe2+(aq) + 2 e−) and (Fe2+  Fe3+(aq) 
+ e−) are not indicated in the EEQ diagram because they depend on the concentrations of 
dissolved ferrous and ferric ions. When the aqueous concentrations of these species are at 
their saturation limits their EEQ values are the same as those of (Fe
0 + 2 H2O  Fe(OH)2 + 
2 H+ + 2 e−) and (Fe(OH)2 + H2O  Fe(OH)3 + H+ + e−).  
 
Figure 4.7 Electrochemical equilibrium potential diagram for iron redox reactions that 
can occur during corrosion of CS. The equilibrium potential of a given iron redox pair at 
pH 7.0 is indicated by a bar with the redox pair written on either side of the bar. 
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The driving force for an electrochemical oxidation is the difference between the 
corrosion potential (ECORR) and the oxidation equilibrium potential (EEQ). The ECORR of a 
metal-solution system depends on how oxidizing the solution is; the overpotential does not 
dictate the overall rate of metal oxidation. The relative positions of the EEQ values of 
different iron redox reactions indicate that in a less oxidizing environment (such as Ar + 
no Rad) corrosion products would be limited to ferrous ions dissolved in water, GR (mixed 
ferrous and ferric hydroxides) and FeO/Fe3O4. In a more oxidizing environment (e.g., in 
the presence of O2 or γ-radiation), the Fe(OH)2 and FeO/Fe3O4 that are formed can further 
oxidize to ferric oxides, such as -Fe2O3, -FeOOH and -Fe2O3. 
The types of oxidant and their concentrations in the water volume in contact with 
the CS surfaces vary with exposure environment. With no ionizing radiation present, the 
main oxidants are H2O in Ar-purged solutions and H2O and O2 in aerated solutions. With 
-radiation present the main oxidants are H2O2 produced from liquid water radiolysis [8, 
21, 22], and HNO3 produced from humid air radiolysis [23-25]. 
Gamma-radiation affects metal corrosion primarily via production of oxidizing 
species in the solution phase [8, 26-28]. Exposed to -radiation, water decomposes to a 
number of redox active species. In assessing the effects of γ-radiation on metal corrosion 
there has been some debate regarding whether OH or H2O2 is the most important 
radiolytically produced oxidant affecting corrosion. While the early stage (< 100 ns) 
radiolytic yield of •OH is higher than that of H2O2, its high chemical reactivity in solution 
results in its concentration rapidly becoming a few orders of magnitude lower than that of 
H2O2 [21, 29]. The homogeneous solution reactions of •OH are very fast with their rates 
nearly diffusion limited. Hence, •OH is consumed by these before it can reach the metal 
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surface in any significant quantities. In addition, the chemical reactivity of H2O2 is 
significantly increased on surfaces compared to that in solution. Thus, although H2O2 is a 
weaker oxidant than •OH in solution, it is more effective in oxidizing solid metal and metal 
oxides/hydroxides, and we can safely disregard metal surface oxidation by •OH in this 
study.  
It is also worthwhile discussing here whether the overall corrosion extent depends 
purely on the total dose (DR·t) of γ-radiation input, or also on the dose rate (DR), as there 
is some confusion around this issue in the radiolytic corrosion literature. Corrosion 
involves surface oxidation, the rate of which depends on the surface state (the chemical 
and morphological nature of the metal substrate and any oxide layer present) and the 
aqueous concentration of the oxidant at the surface. If an oxidant generated from radiolytic 
processes did not undergo any chemical reactions other than corrosion reactions, the 
primary radiolytic production rate of the oxidant would be linearly proportional to DR and 
the overall corrosion damage might depend on the total dose (DR·t), and not on dose rate. 
In this study, the rate of surface oxidation by a radiolytically produced oxidant is 
determined by competition kinetics of the surface oxidation with all other reactions of the 
oxidant. Therefore, in this study, using dose rate rather than total dose is a more accurate 
approach. Using total dose rather than dose rate is a shortcut that can be used only for very 
short irradiation times (pulse radiolysis) or when the bulk phase chemical reactions of 
radiolysis products are not important. 
For the corrosion of CS the main oxidant produced by -radiolysis of liquid water 
is H2O2 [8, 21, 22], while humid air radiolysis produces HNO3 [23-25] that can be absorbed 
easily in water droplets. Hydrogen peroxide and nitric acid are strong and kinetically facile 
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oxidants. In addition, nitric acid lowers the pH of the water. The continuous radiolytic 
production of H2O2 and HNO3 in solution by a steady flux of ionizing radiation will not 
only push the overall oxidation of Fe0 to iron oxides with higher oxidation states but will 
also increase the rates of individual oxidation steps.  
 
4.3.2 Electrochemical study of inverse crevice corrosion 
The different corrosion kinetics observed on crevice and bold surfaces raise the 
possibility that galvanic coupling between a bold and a crevice electrode may be 
accelerating water-droplet corrosion of the bold surface, an effect referred to as ‘inverse’ 
crevice corrosion hereafter. Corrosion kinetics on these surfaces and the possibility of 
galvanic coupling were explored using two electrode types representing the different 
geometries of the crevice and bold surfaces (Figure 4.2). 
Two sets of experiments were performed. In the first set, a crevice electrode and a 
bold electrode were galvanically coupled through a zero-resistant ammeter, and the 
coupling current (Icp) between the two electrodes was monitored. In the second set, a 
crevice electrode and a bold electrode were not coupled but allowed to corrode 
independently for the same durations, 3 h and 48 h. To determine the effect of coupling on 
corrosion evolution the electrode surfaces corroded while coupled and those corroded 
independently were examined by SEM and XPS and compared. The electrode tests were 
only performed in Ar-purged solutions at 21 °C with or without γ-radiation present. 
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4.3.2.1 Coupling current 
The coupling currents observed between the crevice and bold electrodes in 
Ar-purged solutions with or without -radiation are shown in Figure 4.8. Two sets of data 
with different coupling durations (3 h and 48 h) are shown in the figure. The currents 
plotted here are not normalized to unit surface area due to the different sizes of the two 
electrodes (3 cm2 for a crevice electrode and 0.785 cm2 for a bold electrode). The coupling 
currents observed with or without -radiation are all negative; i.e. the electrons flow from 
a bold electrode to a crevice electrode. The negative current does not mean that metal 
oxidation occurs exclusively on a bold electrode while solution reduction occurs 
exclusively on a crevice electrode, but that the net redox process on the bold electrode is 
more anodic (i.e. there is faster overall oxidation than reduction) than on the crevice 
electrode. 
 
Figure 4.8 Coupling current recorded between the crevice and bold-surface electrodes for 
durations of (a) 3 h and (b) 48 h in Ar-purged solutions at room temperature with and 
without γ-radiation. 
 
The magnitude of the coupling current varies from one experiment to another, but 
it decreases rapidly to a near steady-state value of −1.0  0.2 μA within 30 min in all cases. 
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Gamma-radiation of an Ar-purged solution affects the time to reach steady state but has a 
negligible effect on the steady-state coupling current that is reached and, if anything, 
slightly reduces it. 
A coupling current of −1.0 A corresponds to an electron transfer rate per unit area 
of 3.5  10−12 mol·cm−2·s−1 at the crevice surface/solution interface and 1.3  10−11 
mol·cm−2·s−1 at the bold electrode/solution interface. The latter value corresponds to a 
metal oxidation rate of 6.5  10−12 mol·cm−2·s−1 if the metal oxidation involves only the 
conversion of Fe0 to Fe2+(aq) – the most conservative assumption in terms of the possible 
rate of Fe0 loss from the metal phase. The maximum metal dissolution from the bold surface 
with a surface area of 0.785 cm2, over 48 h due to the galvanic coupling, is then 0.9  10−6 
mol. The molar mass of iron is 56 g·mol−1 and its density is 7.9 g·cm−3. Using these values, 
the maximum rate of metal loss from the bold surface with area of 0.785 cm2 is 0.29 ng·s−1 
or 4.7  10−4 nm·s−1. The maximum total metal loss due to the galvanic coupling over 48 
h is then 50 g in weight or 81 nm in dissolution depth.  
The coupling current does not necessarily represent either a purely anodic reaction 
current on the bold electrode or a purely cathodic reaction current on the crevice electrode. 
On each electrode both anodic (metal oxidation) and cathodic (solution reduction) reactions 
occur. The negative coupling current only means that the sum of the anodic and cathodic 
currents is slightly more positive on the bold electrode while the sum is slightly more 
negative on the crevice electrode. If the electrodes are not coupled, the anodic and the 
cathodic reaction currents on each electrode should be the same and the total current would 
be zero, irrespective of the rate of the oxidation reaction. This would allow the rate of metal 
oxidation on the crevice electrode to be very different from that on the bold electrode. 
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When the electrodes are coupled, if there is no galvanic coupling between the two 
electrodes there would be no coupling current in spite of different corrosion rates. The 
small negative coupling current observed means that the coupling increases the metal 
oxidation rate slightly on the bold electrode, while it increases the solution reduction rate 
slightly on the crevice electrode. The coupling current does not represent the overall 
oxidation rate on the bold electrode or the overall reduction rate on the crevice electrode.  
 
4.3.2.2 Evolution of surfaces 
Figure 4.9 compares the low magnification SEM images of the electrode surfaces 
corroded while coupled with those corroded independently. Corresponding higher 
magnification SEM images of these surfaces are presented later. Whether the electrodes 
are coupled or un-coupled, the morphologies of the surfaces of both crevice and bold 
electrodes evolve with time, but they evolve differently. The morphologies of both surfaces 
evolve faster when the electrodes are coupled than un-coupled. Gamma-radiation also 
affects the morphological evolutions of both surfaces. 
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Figure 4.9 Low magnification SEM images of crevice and bold electrodes corroded for 
3 h and 48 h while coupled or independent in Ar-purged solutions at neutral pH and room 
temperature with or without γ-radiation present. 
 
The SEM images of corroded bold electrodes (Figure 4.9 and Figure 4.10) show 
the lamellar morphology of cementite layers on the surfaces of pearlite grains. The iron in 
the cementite phase is strongly coordinated to carbon and inert to further oxidation. Thus, 
at early stages of corrosion iron dissolution will occur preferentially from the active -Fe 
phases. This oxidative dissolution will leave cementite layers on the surfaces of the pearlite 
grains [30] but smooth surfaces on the pure -Fe grains.  
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Figure 4.10 High magnification SEM images of the bold electrodes whose low 
magnification SEM images are shown in Figure 4.9. 
 
In Figure 4.11, the SEM images of FIB cut cross sections of the bold electrodes 
corroded while coupled to the crevice electrodes for 20 h with γ-radiation present are 
compared with the image of an independent CS electrode corroded for the same duration 
at the same temperature and with γ-radiation present but in an aerated solution at pH 6.0. 
The preferential dissolution of -Fe at early stages of CS corrosion can be more easily 
observed at a lower pH and in more oxidizing (aerated and γ-radiation present) 
environments because of more extensive and prolonged dissolution of ferrous ions at a 
lower pH. The cross-section image of a CS electrode corroded at pH 6.0 clearly 
demonstrates that at early stages of corrosion iron dissolution occurs preferentially from 
the active -Fe phases. Compared to a CS coupon corroded in an aerated solution at pH 
6.0 with γ-radiation, the difference in the dissolution depth between the -Fe and the 
cementite sites is much smaller on the electrodes corroded in deaerated solutions at pH 7.0, 
and there is significant build-up of hydroxide/oxide particles on these surfaces.  
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Figure 4.11 (a) SEM micrographs of the surface and the cross section of an CS electrode 
corroded independently for 20 h in an aerated solution at pH 6.0 with γ-radiation present 
and (b) SEM micrographs of the cross sections of the ferrite/pearlite interfacial region 
and the ferrite region on bold electrodes corroded for 20 h while coupled to crevice 
electrodes in deaerated water at neutral pH, with γ-radiation (Rad) or without γ-radiation 
(no rad). 
 
The SEM images of the cross sections of the bold electrodes corroded for 48 h with 
γ-radiation present are shown in Figure 4.12. Comparison of Figure 4.11 and Figure 4.12 
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shows that the difference in the dissolution depth between the -Fe and the cementite sites 
is greater and the quantity of oxide deposits is also greater on the bold electrodes corroded 
for longer times (Figure 4.12). On these surfaces the metal-oxide interface on the ferrite 
grains is depressed compared to that on the pearlite grains. The observed topologies 
indicate that, due to faster oxide build-up, iron dissolution from the -Fe sites in pearlite is 
suppressed at a faster rate and hence at an earlier time than dissolution from the ferrite sites. 
The oxide deposits formed on the bold electrode corroded without coupling are slightly 
thicker but more porous, while those formed on the coupled electrode are more compact 
and more uniformly spread across the surface.  
 
Figure 4.12 SEM micrographs of the cross sections of the ferrite/pearlite interfacial 
region and the ferrite region on bold electrodes corroded for 48 h while coupled (with 
coupling) to the crevice electrodes or independent (without coupling) in deaerated water 
at neutral pH with γ-radiation present. 
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The SEM images in Figure 4.9 and Figure 4.10 indicate that iron dissolution is less 
extensive with γ-radiation present than without γ-radiation. This is attributed to faster 
surface coverage by oxides driven by the radiolytically produced oxidants. Similarly, for a 
given radiation environment, the surface coverage is faster with coupling than without 
coupling (Figure 4.12). The faster coverage of the surface leads to growth of a more 
compact oxide layer as corrosion progresses. Because of the variations in oxide coverage 
and oxide porosity across the surface the XPS results for these surfaces were not analyzed 
to obtain the different oxide fractions. 
Crevice electrodes corroded with or without γ-radiation all show relatively smooth 
surfaces. Nevertheless, small changes due to γ-radiation and coupling were observed. The 
surface morphology (Figure 4.9 and Figure 4.13) and the surface composition (metal 
oxidation states, Figure 4.14) of a crevice electrode corroded independently are closer to 
those observed for a coupled crevice electrode corroded for 48 h than for a coupled crevice 
electrode corroded for only 3 h. This suggests that the metal oxidation without γ-radiation 
present has progressed faster on an independently corroded crevice electrode. In addition, 
on an independently corroded crevice electrode the surface morphology and metal 
oxidation composition do not change significantly after 3 h. This indicates that there may 
be rapid metal formation of a protective oxide layer with in 3h. On a coupled crevice 
electrode, the formation of a protective oxide layer appears to be slower and corrosion 
progresses longer. 
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Figure 4.13 High magnification SEM images of the crevice electrodes whose low 
magnification SEM images are shown in Figure 4.9. 
 
 
Figure 4.14 Fractions of different oxidation components on crevice electrodes corroded 
for different durations while coupled or independent in Ar-purged solutions at neutral pH 
and room temperature with or without γ-radiation present. 
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The effect of coupling on crevice electrode corrosion with γ-radiation present is 
similar to that observed without γ-radiation. The low magnification SEM image of a 
coupled crevice electrode corroded for 3 h shows dark circular spots that correspond to pits 
generated from dissolution of inclusions. After 48 h, the surface is covered by a uniform, 
albeit thin, layer of oxide, and the metal grain structures underneath the oxide layer are 
clearly visible. Crevice electrodes corroded independently do not show these features 
indicating that there is less dissolution and more oxide formation compared to coupled 
electrodes.  
Interestingly, comparison of Figure 4.6 and Figure 4.14 shows that the oxide 
compositions determined by XPS in the top 9 nm of oxide layers on the coupled crevice 
electrodes corroded for 20 h in Ar-purged solutions either with or without γ-radiation 
present, are nearly the same as those observed for the coupons corroded for 20 h in 
Ar-purged water droplets, although the corresponding bold surfaces (Figure 4.4 versus 
Figure 4.9) show very different corrosion extents. These comparisons suggest that the most 
critical parameter controlling the rate of corrosion is the ratio of water volume to surface 
area. 
A small occluded water volume can be quickly saturated with dissolved metal ions. 
The presence of these ions, when they approach the situation limit, can suppress further 
dissolution, while promoting oxide formation [31]. The faster formation of a uniform 
protective oxide layer can in turn suppress overall metal oxidation and the net result is a 
cleaner surface with a thinner oxide layer within the crevice than on a boldly exposed 
surface. 
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The presence of a protective oxide layer may suppress metal oxidation, but it can 
still support water reduction. Hence, if the crevice surface is coupled with a boldly exposed 
surface that could corrode easily the crevice surface can provide more cathodic sites and 
accelerate the metal oxidation on the boldly exposed surface.  
 
4.3.3 Proposed mechanism for evolution of CS corrosion 
The experimental results show that different types of oxides are formed and grow 
in different solution environments. The types of oxides observed are consistent with those 
expected based on the thermodynamics of individual metal-solution redox reactions. 
However, the composition and morphology of the oxides evolve with time, and the rate of 
oxide evolution depends on the solution environment, which includes the ratio of water 
volume to surface area, pH and temperature as well as the type and concentration of 
oxidants present in solution. The effect of a particular solution parameter on corrosion 
evolution varies depending on the state of other parameters. As a result, solution parameters 
can affect differently the individual elementary processes involved in the overall corrosion 
process and this can lead to the system following different corrosion pathways. 
To determine the integrated effect of different solution parameters on the overall 
corrosion rate and its evolution, the overall corrosion process must be deconvoluted into 
the key elementary kinetic processes and the separate effects of individual solution 
parameters on the rate of each elementary process must be determined. The results from 
this study suggest that the key elementary processes are a series of iron oxidation steps, 
with each oxidation step followed by dissolution and oxide formation, as schematically 
shown in Figure 4.15. This kinetic scheme is based on the mass and charge balance (MCB) 
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model that has successfully simulated the observed corrosion behaviour of passive alloys 
[32, 33]. The corrosion kinetic scheme can also explain many seemingly contradicting 
observations reported in literature, some of which are discussed below. First, the corrosion 
kinetic scheme and how solution parameters may affect the individual kinetic steps are 
described. 
 
Figure 4.15 Schematic of CS corrosion reaction pathways. The red arrows represent 
interfacial charge transfer steps at rates of ROX#, the blue arrows represent metal cation 
dissolution steps at rates of RDiss# and the green arrows represent metal hydroxide/oxide 
formation steps at rates of RMO#. The large black arrow at the bottom of the schematic 
indicates that corrosion progresses further along the corrosion pathway and faster in a 
more oxidizing solution environment.  
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4.3.3.1 CS corrosion pathways 
Corrosion involves metal oxidation coupled with the reduction of solution species 
on the metal surface. This is an electrochemical process, requiring interfacial electron 
transfer between metal and solution species, e.g., 
Fe0(m) {  FeI(m) + e− }  FeII(m) + 2 e− (4.2) 
2 H2O + 2 e
−  2 OH− + H2 (4.3) 
However, unlike other electrochemical processes on inert surfaces, for corrosion to 
proceed the electron transfer must be accompanied by metal cation transfer from the metal 
to the solution phase due to charge conservation. The metal cation transfer requires 
lattice-bond breaking followed by solvation (or hydration) of the cation:  
FeII(m) + n H2O  FeII(hyd) (4.4) 
where FeII(hyd) represents the hydrated ferrous ion (Fe
II·nH2O) on the metal surface, 
and not yet diffused into the bulk solution phase. The overall interfacial charge transfer 
process that produces FeII(hyd) in deaerated water is then: 
Fe0(m) + 2 H2O  FeII(hyd) + 2 OH− + H2  (4.5) 
Hereafter, FeII(hyd) will be simply referred to as Fe
II. In the presence of another 
oxidant, the metal oxidation coupled with the reduction of the oxidant should be included. 
For example, in an aerated solution the overall charge transfer rate is the sum of the rates 
of reactions 4.5 and 4.6: 
2 Fe0(m) + O2 + 2 H2O  FeII(hyd) + 4 OH− (4.6) 
In Figure 4.15, the overall charge transfer process that produces FeII (Fe  FeII) is 
schematically represented by a red arrow with a rate of ROX1. The overall rate of reaction 
4.5 is controlled by the slowest of the two charge transfer processes (reactions 4.2 and 4.4). 
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The type and concentration of oxidant present in solution (referred to as the solution redox 
environment) affects the rate of interfacial electron transfer strongly but does not directly 
affect the solvation of a metal cation. Temperature (in the studied range of 21 to 80 °C) 
and pH have minor effects on the electron transfer rate, but significant effects on surface 
hydration (reaction 4.5). The ratio of solution volume to surface area should not affect the 
interfacial charge transfer processes. 
The hydrated ferrous species can now diffuse from the surface into the bulk solution 
phase. As ferrous ions are hydrated and diffuse into solution, they also undergo hydrolysis 
equilibrium reactions: 
Fe2+ + 2 H2O  Fe(OH)+ + H+ + H2O  Fe(OH)2 + 2 H+ (4.7) 
At high pHs (> 12) the hydrolysis equilibrium can shift far to the right to produce 
Fe(OH)3
− in addition to the above equilibria. The hydrolysis equilibria are acid-base 
equilibria of the ferrous hydroxide salt, and the equilibria are established very fast 
compared to aqueous diffusion of the ferrous ions. Thus, the dissolved ferrous ion 
encompasses all of the solvated ferrous species involved in the equilibria. The dissolved 
ferrous species collectively will be represented by FeII(aq) hereafter: 
FeII(aq)  {Fe2+ + Fe(OH)+ + Fe(OH)2 + Fe(OH)3−} (4.8) 
The relative concentrations of the different solvated ferrous species depend on pH 
and temperature. 
It has been suggested by Bockris et al., that the first step of iron dissolution from 
Fe electrode is the formation of Fe(OH)(ad) followed by the formation of Fe(OH)
+ which 
then dissolves into solution as Fe2+ [34]. Because of the fast hydrolysis equilibria, it is 
impossible to determine experimentally the exact kinetic pathway for the oxidation of Fe0 
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to dissolved ferrous species. However, the exact pathway to reach the equilibria has 
negligible influence on the subsequent corrosion pathway that is followed. The total 
amount of dissolved ferrous iron and the relative concentrations of ferrous species can have 
a significant effect on the subsequent corrosion processes.  
Initially, the concentration of FeII near the surface will be zero and hence the 
oxidation of Fe0 to FeII coupled with solution reduction proceeds immediately irrespective 
of solution conditions. The predominant corrosion pathway following the metal oxidation 
of Fe0 to FeII is the diffusion of Fe
II into the bulk solution. However, as corrosion progresses, 
[FeII(aq)] will increase and approach its saturation limit, and at that point the predominant 
corrosion pathway switches from dissolution to primarily the formation of Fe(OH)2(s). The 
time to reach this kinetic stage depends on the solution environmental parameters. 
Note that there exists the concentration gradient of FeII(aq) in the diffusion layer at 
the solid/solution interface and hence the rate of formation of Fe(OH)2(s) also varies with 
distance from the metal surface. The hydroxide formation near the surface can be 
substantial under stagnant (non-turbulent) conditions even if the bulk solution is not 
saturated. Experimentally measurable quantities for corrosion are bulk phase properties, 
e.g., corrosion current, metal loss, dissolved metal concentration, oxide thickness, etc. Thus, 
although the transition from dissolution to metal oxide formation at a specific point in the 
diffusion layer may be abrupt, the average changes in the bulk properties are more gradual. 
Irrespective of the exact rates of aqueous diffusion and hydroxide formation, the 
FeII formed on the metal surface by reaction 4.5 will end up either in the solution as 
dissolved ferrous ions (FeII(aq)) or in the solid hydroxide phase as Fe(OH)2(s). In Figure 4.15, 
these two corrosion paths are schematically represented using a blue arrow for dissolution 
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at an overall rate of RDiss1 and a green arrow for solid hydroxide formation at an overall 
rate of RMO1. The rates, RDiss1 and RMO1, are not independent of ROX1 at any given time 
during corrosion because of mass conservation; the total amount of oxidized metal 
produced by coupling with solution reduction must be the same as the sum of the amounts 
of metal in the solution and the hydroxide/oxide phase: 
ROX1 = RDiss1 + RMO1 (4.9) 
The relative rates of RDiss1 and RMO1 are very sensitive functions of pH and temperature 
because of their influence on the hydrolysis and phase equilibria of ferrous ions. The rates 
also change with time as corrosion progresses.  
Under acidic and high flow conditions, dissolution is the predominant corrosion 
path and the overall corrosion reaction is: 
Fe0 + 2 H2O  FeII(aq) + 2 OH− + 2 H2 (4.10) 
In this case, the overall corrosion rate equals the dissolution rate (RDiss1) and these rates are 
the same as the interfacial charge transfer rate, ROX1. A more oxidizing solution 
environment can increase the interfacial electron transfer rate. However, because the 
electron transfer must accompany metal cation transfer, the overall metal oxidation rate is 
largely controlled by the slowest of the two processes, the metal cation transfer (reaction 
4.4), and the overall rate of metal oxidation depends strongly on pH and temperature. 
Under most conditions corrosion leads to both dissolution (overall reaction 4.10) 
and metal hydroxide/oxide formation (overall reaction 4.11).  
Fe0 + 2 H2O  Fe(OH)2(s) + 2 H2 (4.11) 
In this case the overall corrosion rate is the sum of the rates of dissolution (RDiss1) and solid 
hydroxide formation (ROX1).  
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As discussed above the rates, RDiss1 and RMO1, are very sensitive functions of pH 
and temperature, and their rates also change with time as corrosion progresses and the 
solution becomes saturated with FeII(aq). For a given pH and temperature, the interfacial 
charge transfer rate (ROX1) is independent of the ratio of the solution volume to surface area 
(Vsol/Am|sol). However, the rate of increase in [Fe
II
(aq)], and hence the rate of approach to 
the saturation limit, is very sensitive to Vsol/Am|sol. The [Fe
II
(aq)] increases faster and 
approaches its saturation limit earlier with a smaller Vsol/Am|sol. This forces the overall 
corrosion pathway to switch to the deposition and the growth of Fe(OH)2(s) faster in a 
smaller Vsol/Am|sol.  
As Fe(OH)2(s) is growing, some of the Fe
II present on the surface of the Fe(OH)2(s) 
particles can further oxidize to FeIII, coupled with solution reduction reactions. The ferric 
ion produced from Fe(OH)2(s) is also subject to hydration. The overall process is, in 
deaerated water: 
2 Fe(OH)2 + 2 H2O  2 FeIII(hyd) + 6 OH− + H2 (4.12) 
and in aerated water: 
4 Fe(OH)2 + O2 + 2 H2O  4 FeIII(hyd) + 12 OH−  (4.13) 
The interfacial charge transfer process that partially oxidize Fe(OH)2 is schematically 
shown as (Fe(OH)2  FeII/FeIII) in Figure 4.15 with a red arrow and with an overall rate 
of ROX2. As for ROX1 this rate depends on the solution redox environment, i.e., the oxidant 
type and concentration. However, ROX2 also depends on the rate of production of Fe(OH)2. 
The ferrous and ferric ions present on the surface of Fe(OH)2(s) are also subject to 
hydrolysis reactions. These species either dissolve into solution (FeII(aq) and Fe
III
(aq)) or 
precipitate as mixed hydroxides (FeII(OH)2·nFe
III(OH)3). The mixed Fe
II and FeIII 
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hydroxides can dehydrate and transform to a thermodynamically more stable oxide, 
magnetite (Fe3O4): 
FeIIFeIII2(OH)8(s)  Fe3O4(s) + 4 H2O (4.14) 
The overall reactions of ferric iron dissolution and the mixed oxide formation that follow 
the interfacial charge transfer process of OX2 are then:  
3 Fe(OH)2(s) + 8 H
+  FeII(aq) + 2 FeIII(aq) + 6 H2O + H2 (4.15) 
3 Fe(OH)2(s)  Fe3O4(s) + 2 H2O + H2 (4.16)  
Hereafter, the phase designations of the iron hydroxides/oxides are omitted.  
Reactions 4.15 and 4.16 are schematically represented using two corrosion 
pathways in Figure 4.15: dissolution of the mixed hydroxide at an overall rate of RDiss2 and 
magnetite particle growth at an overall rate of RMO2. As for the reactions involving ferrous 
species, the rates, RDiss2 and RMO2, are not independent of ROX2:  
ROX2 = RDiss2 + RMO2 (4.17) 
The relative rates of RDiss2 and RMO2 are also very sensitive functions of pH and temperature 
due to the hydrolysis equilibria. The growth of a metal oxide into a distinct crystal phase 
from dissolved ions, such as the growth of magnetite particles during corrosion, is very 
sensitive to temperature because the lattice bond formation is a high-activation energy 
process. At temperatures above 60 °C the transform of Fe(OH)2 to Fe3O4 via Schikorr 
reaction [35] can also occur at an accelerated rate. Hence, temperature can have a more 
significant impact on RDiss2 and RMO2 than on RDiss1 and RMO1. 
There has been some debate as to whether Fe0 oxidation in pure anoxic water can 
progress beyond the formation of Fe(OH)2 at room temperature [36, 37]. The formation of 
Fe3O4 in pure water is thermodynamically possible; the electrochemical equilibrium 
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potential of the metal oxidation half reaction of Fe(OH)2 to Fe3O4 lies below that of water 
(or proton via H2O  H+ + OH−) reduction. However, in the absence of other oxidants such 
as O2 the overall oxidation rate of Fe
0 to FeII (ROX1) would be very slow and saturation of 
a large water volume with FeII(aq) would take a long time. In a flowing solution, rapid 
saturation near the surface would be also prevented. Consequently, the precipitation and 
growth of Fe(OH)2(s) on the metal surface would be negligible. The oxidation of Fe
II
(aq) to 
FeIII(aq) in the solution phase requires a much stronger oxidant than water. Without the 
formation of Fe(OH)2(s) on the surface, further formation of Fe3O4 on CS, while possible, 
would be very slow at room temperature. However, Fe3O4 formation is readily observed at 
a temperature higher than 60 °C where the Schikorr reaction can occur [38]. 
In the presence of a stronger oxidant than water (such as O2 or H2O2), Fe(OH)2 and 
Fe3O4 can more readily oxidize to ferric compounds (Fe
III). In Figure 4.15 the charge 
transfer steps involving FeII to FeIII and FeII/FeIII to FeIII (coupled with solution reduction) 
are represented by red arrows with overall rates of ROX3 and ROX4, respectively. The 
oxidation to FeIII is followed by hydration, hydrolysis and precipitation of the ferric ion, 
resulting in either dissolution of ferric ion into solution at a rate of RDiss3 or of RDiss4, or 
precipitation as hydroxides which then grow into an oxyhydroxide or oxide of a specific 
phase such as -FeOOH (lepidocrocite) or -Fe2O3 (maghemite) at a rate of RMO3 or RMO4. 
The proposed corrosion mechanism includes iron oxidation that occurs in sequence 
to higher oxidation states progressively (Fe0 to FeII, FeII to FeII/FeIII, FeII and FeII/FeIII to 
FeIII). Each oxidation leads to dissolution and hydroxide/oxide formation of the oxidized 
metal. Such progressive formation and growth of different oxides has been also proposed 
by Misawa et al. [39, 40], who suggested that lepidocrocite (γ-FeOOH) is formed via 
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oxidation of FeII(aq) and subsequent precipitation. It may be possible that dissolved ferrous 
ions can be oxidized in the solution phase. However, solution reactions typically have a 
higher activation energy than surface reactions and require a more powerful oxidant. The 
surface oxidation of the ferrous ion should occur at a faster rate than the solution oxidation. 
Experimentally these processes cannot be differentiated. Our proposed mechanism is also 
consistent with the observation made by other groups that Fe3O4 is usually observed in the 
inner layer of a rust whereas mainly FeIII oxide/oxyhydroxide is seen in the outer layer [41, 
42]. 
The more commonly observed FeIII oxides/oxyhydroxides formed during CS 
corrosion are γ-Fe2O3 and γ-FeOOH. These ferric species can slowly rearrange their lattice 
structure and convert to a more thermodynamically stable oxide/hydroxide. Conversions 
between different ferric oxides/hydroxides have been observed during synthesis of ferric 
oxyhydroxide from dissolved ferric ions; γ-FeOOH is formed at early stages of particle 
formation which is then gradually converted into a more stable α-FeOOH [39, 43]. The 
formation of the most stable ferric oxide, α-Fe2O3 (hematite), is rarely observed during 
aqueous corrosion at room temperature. In this study, we observed α-Fe2O3 formation only 
at 80 °C under air (Table 4.1). This is due to that high temperature accelerates the 
dehydration of FeOOH [16]. 
 Some of the individual reactions involved in corrosion occur in sequence while 
others occur in parallel, as schematically shown in Figure 4.15. For sequential reactions, 
the rate of the overall reaction is controlled by the slowest step in the sequence. For parallel 
reactions, more than one product is formed and the rate of the overall process is the sum of 
the rates of reactions in parallel. For parallel reactions, the yields of their products are 
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proportional to their relative rates [27, 32, 33, 44, 45]. For CS corrosion the oxidation of 
iron to progressively higher oxidation state cations (FeII to FeII/FeIII and to FeIII) occurs in 
sequence, while each oxidized iron species can follow two parallel reaction pathways, 
dissolution into solution or solid oxide formation. Thus, the rates of dissolution and oxide 
formation of each metal cation (RDiss# and RMO#, respectively) formed from metal oxidation 
are not independent of each other and are related to the oxidation rate that produces the 
metal cation (ROX#): 
𝑅OX# = 𝑅Diss# + 𝑅MO# (4.18) 
What complicates the CS corrosion kinetics further is the fact metal 
hydroxides/oxides formed on the metal surface can have a profound impact on subsequent 
iron oxidation reactions that lead to the production of those hydroxides/oxides. That is, 
metal oxidation and oxide growth during corrosion synergistically interact. The more 
oxidizing the solution environment is the faster the initial rates of individual oxidation 
reactions are. But such fast rates can increase the rate of formation of a protective (not 
necessarily passive for electron transfer but passive for cation transfer) oxide layer, leading 
to earlier suppression of further corrosion. Alternatively, it can induce a rapid change in 
local water chemistry, leading to accelerated corrosion. The type of oxide that grows and 
the rate of its growth are extremely important parameters in predicting long-term corrosion 
behaviour. The corrosion path that is followed will depend on not only the oxidizing 
potential of solution but also on the other parameters that affect the competing kinetics of 
oxide formation and dissolution of metal cations. Quantitative modeling of the CS 
corrosion is beyond the scope of this chapter and will be published elsewhere. 
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4.3.3.2 Inverse crevice corrosion 
Crevice corrosion is a form of galvanic corrosion and initiated because the local 
chemistry inside the crevice develops differently from that of the bulk solution [46, 47]. 
Our results show that galvanic coupling between crevice and bold surfaces may occur on 
CS, but the result is that corrosion of the bold surface is accelerated rather than the crevice 
surface, a process we refer to as ‘inverse’ crevice corrosion. Our work also indicates that 
the main factor driving this behaviour is the local ratio of solution volume to surface area 
that determines the local metal cation dissolution capacity. 
For corrosion of any metal, if there is no clear separation of anodic and cathodic 
sites the rate of proton consumption should be related to the rate of increase in the dissolved 
metal cation concentration, irrespective of type of oxidant or other chemicals present. Due 
to mass and charge conservation during corrosion: two H+ ions are required to produce one 
Fe2+; one proton to produce Fe(OH)+, etc. Therefore, if corrosion produces mainly 
dissolved ferrous ions in the form of Fe2+ or Fe(OH)+, the pH would increase as corrosion 
progresses. On the other hand, if corrosion produces mainly neutral metal hydroxide or 
oxide such as Fe(OH)2 and Fe3O4 the pH of solution would not change. At a very basic pH 
(> 12), the predominant form of dissolved ferrous ion is Fe(OH)3
− and in this case the 
overall oxidation of Fe0 leading to metal dissolution would consume OH−, decreasing pH. 
Thus, if there is no clear separation of anodic and cathodic sites, a pH change occurs during 
the period when corrosion leads primarily to metal dissolution. At pHs lower than 12, Fe 
dissolution leads to an increase, not a decrease, in pH. Subsequent formation and growth 
of neutral Fe hydroxide or oxide does not change the pH of the solution any further. 
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The local pH of a solution can be lowered if the anodic and cathodic sites become 
separated. In normal crevice corrosion that happens on passive alloys such as stainless steel 
[48], once O2 is depleted in the crevice solution, metal oxidation occurs primarily on the 
crevice surface while solution reduction occurs primarily on the bold surface. This process 
has anodic and cathodic sites that are separated but connected galvanically:  
On Bold:  O2 + 4 H
+ + 4 e−  2 H2O (4.19) 
On Crevice:  2 M0  2 M2+(aq) + 4 e− (4.20) 
 2 M2+(aq) + 4 H2O  2 M(OH)2 + 4 H+  (4.21) 
The galvanically coupled reactions cannot propagate without electromigration of cations 
out of the crevice and anions into the crevice due to charge conservation. 
There are two additional processes that can induce a pH change in the crevice 
solution. The migration of OH− into the crevice (or H+ out of the crevice) would increase 
the pH inside the crevice, while the hydrolysis of M2+(aq) to form M(OH)2 (Reaction 4.21) 
would decrease the pH inside the crevice. Most crevice corrosion studies are performed in 
NaCl solutions where [Cl−] and [Na+] are much higher than [OH−] and [H+]. In these 
solutions the main ions that migrate into and out of the crevice to maintain charge balance 
would be Cl− and Na+ rather than OH− and H+. Therefore, a pH change in these solutions 
due to OH− or H+ migration is negligible. Migration of Cl− into the crevice allows the 
galvanically coupled reactions to propagate and metal hydrolysis decreases the pH 
(acidification) [47, 48]. The presence of Cl− also allows formation of complexes of ferrous 
and ferric ions together with OH− (such as Fex+y(OH)2xCl2y, GR) [49], thereby accelerating 
local acidification. 
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In our electrochemical experiments, none of the conditions required for the 
initiation and propagation of crevice corrosion were present. As discussed in Section 3.3 
water or proton is an effective oxidant for the oxidation of Fe0 to FeII and FeII/FeIII 
oxides/hydroxides and cannot be depleted. The pH of the solution was initially neutral and 
anions such as Cl− were absent. Therefore, dissolution of Fe would lead to an increase in 
pH. The borate buffer concentration in the electrochemical cell was 10−2 M. The pH change 
inside or outside the crevice should be negligible unless the dissolved Fe2+ concentration 
reaches a level comparable to the concentration of the buffer. The solubility limit of 
Fe(OH)2 is ~ 10
−3 M at pH 7.0 and lower at a higher pH [50]. It is more likely that the 
saturation level of Fe2+ would be reached at a concentration below that which would affect 
the pH of the crevice solution. If the buffer was not effective, the pH in the crevice solution 
would have increased. This would promote the hydrolysis reactions and the precipitation 
of Fe(OH)2 would have occurred earlier. Thus, a change in pH inside the crevice is ruled 
out as a contributing factor for the galvanic current seen in our experiment. 
In our study, the galvanic coupling between the oxidation of bold and crevice 
surfaces arises from the different rates of evolution of metal oxidation on the two surfaces. 
The metal oxidation fluxes from the crevice and bold surfaces are initially the same. 
However, the rate of increase in [Fe2+(aq)] is initially faster inside than outside the crevice 
due to the smaller water volume per surface area. Therefore, the precipitation of Fe(OH)2 
occurs much earlier in the crevice solution than in the bulk solution. Unlike stainless steel, 
a passive film is absent on CS, and hence metal oxidation on the bold surface continues to 
result in dissolution of ferrous ions.  
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On the crevice surface the earlier precipitation of Fe(OH)2 accelerates the lateral 
growth of a gelatinous hydroxide layer, which then converts to a uniform layer of Fe3O4. 
The earlier formation of this uniform protective oxide film slows down subsequent metal 
oxidation on the crevice electrode. However, magnetite is a near conductor (with a band 
gap of 0.1 eV) [16] and hence the crevice surface can still facilitate water reduction if the 
water reduction can be coupled with metal oxidation on the bold surface. Therefore, when 
the crevice surface is connected to the bold surface, the CS crevice surface does not act as 
an anode, which is expected in normal crevice corrosion, but as a cathode.  
 
4.4 Conclusions 
Crevice corrosion of carbon steel was investigated in different exposure 
environments, in aerated and deaerated solution, at 21 and 80 °C and with and without 
-radiation present. The corrosion attack on the bold surface of a carbon steel crevice 
coupon was more severe at 80 °C than at 21 °C, in aerated than in deaerated solution, and 
with γ-radiation present than without. The crevice surface showed minimal corrosion under 
all studied conditions, exhibiting ‘inverse’ crevice corrosion behaviour. The coupling 
current measured between a crevice and a bold electrode in an electrochemical cell was 
also negative, i.e., the opposite direction to that seen in normal crevice corrosion. These 
results indicate that the metal oxidation rate is increased on the bold surface while the 
solution reduction rate is increased on the crevice surface when the bold and crevice 
surfaces are galvanically coupled, with respect to those rates when the surfaces are not 
coupled but corrode independently in the same solution environment.  
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The ‘inverse’ crevice corrosion behaviour is attributed to a significantly lower 
metal cation dissolution capacity of the small occluded water volume in the crevice, 
compared to that of the bulk water volume over the bold surface. The reduction in 
dissolution capacity results in the faster and earlier formation of a protective oxide layer. 
Corrosion of the bold and crevice surfaces evolve at different rates, and this can lead to 
galvanically accelerated corrosion of the bold surface and not the crevice surface.  
A CS corrosion mechanism that can explain the different corrosion observed on the 
bold and crevice surfaces and the effects of different exposure environments was proposed. 
Carbon steel corrosion involves many oxidation steps that lead to the formation and growth 
of different oxides as well as metal dissolution. The type and thickness of the oxide that is 
formed can influence the subsequent oxidation processes, and the type of the oxide that is 
formed and its growth rate depends on the ratio of water volume to surface area as well as 
the solution chemical environment. 
The results indicate that accelerated crevice corrosion is not anticipated to occur for 
a welded carbon steel container under long-term nuclear waste storage conditions.  
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Chapter 5. Non-Linear Effects of Aeration and pH on 
Carbon Steel Corrosion Dynamics1 
 
5.1 Introduction 
Corrosion of carbon steel (CS) involves many elementary chemical/electrochemical 
reactions and transport processes. Electrochemical oxidation of metal (coupled with 
reduction of solution species) transfers metal atoms from the metal to the solution phase. 
The metal ions produced at the metal surface then diffuse and/or migrate away from the 
surface to the bulk solution. While diffusing, the metal cations may undergo chemical 
reactions including hydrolysis and/or complexation with other anions present in solution. 
The solution reaction products can condense to form colloid particles, gelatinous 
aggregates, and/or granular precipitates on available surfaces [1].  
The transfer of metal atoms between solid metal and solution phases and between 
solution and solid oxide phases provides routes for developing strong systemic feedback 
between chemical reactions and transport processes that can induce autocatalytic reaction 
cycles. The nature of this systemic feedback (i.e., the main elementary processes involved 
in the autocatalytic cycles), and the strength of the feedback, will depend on the chemical 
and physical properties of the solution that affect the rates of the elementary processes. 
These solution properties include dissolved metal ion concentration [2, 3], pH [4], types 
and concentrations of oxidants and complexing agents [5-7], temperature [8, 9], solution 
flow rate [10-12], and solution volume to surface area ratio [13].  
                                                 
1 A version of this chapter has been submitted: D. Guo, Y. Shin, M. Li, J.M. Joseph, M. Behazin, 
P.G. Keech, J.C. Wren, J. Electrochem. Soc., submitted. 
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Transport of metal cations and oxygen and other complexing anions is much slower 
than interfacial transfer of electrons. The changes in the solution properties may become 
localized in chemical diffusion length and reaction time scales. Thus, systemic feedback 
between different elementary processes may develop at different rates and at different times 
as corrosion progresses. In the presence of strong systemic feedback, the overall corrosion 
process will not follow linear dynamics. Under these conditions, simple extrapolations of 
the rate formulae (based on linear dynamics) to time scales and corrosion environments 
beyond the tested ranges will not yield valid predictions. Existing corrosion mechanisms 
and models do not adequately describe such systemic feedback, and hence are not able to 
predict corrosion outcomes as a function of exposure parameters.  
This chapter presents an experimental study on a corroding CS system that exhibits 
strong systemic feedback, resulting in oscillating or periodic behaviours in corrosion 
potential and corrosion current, and Liesegang-type oxide layer formation. We explain why 
certain combinations of pH and solution redox condition can induce a strong feedback loop 
between different processes. We identify the key elementary processes that control the 
dynamics and progression of CS corrosion as a function of solution conditions, and further 
refine CS corrosion mechanism. 
 
5.2 Experimental 
5.2.1 Material and solution 
The CS used in this study is A516 Gr. 70 (0.23 wt% C). The CS rod was cut into 
discs 1 cm in diameter and 5 mm in height. Each disc was sealed with Teflon and only one 
face with a surface area of 0.785 cm2 was exposed to the test solution. Prior to each test, 
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the open disc face was abraded using a series of fine SiC papers up to 1200 grit, then 
polished using a 1 μm diamond suspension, and finally washed with deionized water and 
dried under flowing argon. 
Solutions of different initial pHs in the range 6.0 – 8.4 were prepared by adding 
different amounts of H3BO3 (analytical grade, Caledon Laboratories Ltd.) to 0.01 M 
Na2B4O7 (analytical grade, EMD Inc.) solutions. Water was purified using a NANOpure 
Diamond UV ultrapure water system. All solutions contained the same [Na+] and a similar 
concentration of monocharged boron anion ([H2BO3
−] + [HB4O7
−]), which ensures that 
they all had the same ionic strength and conductivity. A pH meter (Fisher Scientific 
Accumet AB15) was used to measure the initial and the final pH. No detectable changes in 
pH were observed in all of the tests conducted in this study. 
 
5.2.2 Electrochemical tests 
The electrochemical analysis was performed in a typical three-electrode 
electrochemical cell consisting of a working electrode (WE) made of CS, a counter 
electrode (CE) made of platinum mesh (Alfa Aesar, 99.9% purity) and a saturated calomel 
electrode (SCE, Fisher Scientific) reference electrode (RE). The volume of the electrolyte 
solution was 500 mL. The solution was purged with either compressed air (Praxair, 
breathing grade) or Ar (Praxair, ultrahigh purity) starting 30 min before each test and 
continuing throughout the test. All tests were performed at room temperature (normally 
~21 °C). The electrochemical analyses were performed using BioLogic VMP-300 
Multipotentiostats. Prior to any corrosion analysis on a CS electrode, the electrode was 
cathodically cleaned by applying a potential of −1.1 VSCE for 5 min.  
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Corrosion potential (ECORR) was monitored in electrochemical cells under air- or 
Ar-purging. For the corrosion current in aerated solutions (air-iCORR) a dual 
electrochemical-cell was used (schematically shown in Figure 5.1). In this set-up, the 
ECORR of a CS working electrode in an aerated solution (referred to as air-ECORR hereafter) 
is monitored in electrochemical cell #1. This air-ECORR then controls the polarization 
potential (with IR compensation) of the CS working electrode in cell #2 that is under 
Ar-purging. That is, the CS electrode potentials in the two cells at any given time are 
identical. The current in cell #2 which is polarized at air-ECORR but in an Ar-purged solution 
(𝑖p at air-𝐸𝐶𝑂𝑅𝑅) is monitored. This set-up was used to eliminate the contribution of O2 
reduction reaction (ORR) current to the overall current so that iron oxidation is the main 
contributor to the current at air-ECORR. The current measured for the CS electrode in the 
Ar-purged solution polarized to air-ECORR represents the metal oxidation current (i.e., 
corrosion current) for the CS electrode in an aerated solution without polarization, 
recognizing that this current includes the H2O reduction current. Hence, the polarization 
current measured in cell #2 will be referred to as air-iCORR*: 
𝑖p at air-𝐸𝐶𝑂𝑅𝑅  = air-𝑖ox − |𝑖H2OH2| =  air-𝑖CORR∗ (5.1) 
where |iH2OH2|  represents the water reduction (hydrogen evolution reaction, HER) 
current. It should be noted that like any other polarization method to extract corrosion 
current, this corrosion current analysis method cannot be used when chemisorption and/or 
solution reactions of O2 significantly influence the electrochemical reaction kinetics. The 
detailed introduction of the dual electrochemical (DEC) set-up is shown in Appendix A. 
107 
 
  
 
Figure 5.1 Schematic of the dual-electrochemical cell set-up. 
 
5.2.3 Surface analysis and solution analysis 
After the CS electrodes had corroded for different durations they were dried with 
Ar. The surfaces were then analyzed by optical microscopy, scanning electron microscopy 
(SEM) and Raman spectroscopy. SEM imaging was also performed on some samples after 
carefully removing any loose particles from the electrode surfaces using Kimwipes with 
ethanol (Commercial Alcohols). Ethanol was used to avoid any metal dissolution in this 
process. Optical microscopy was performed using a Leica DVM6. The electrode surface 
morphology and cross section were examined using a LEO (Zeiss) 1540XB SEM equipped 
with a focused ion beam (FIB). Raman spectroscopy was performed using a Renishaw 
model 2000 spectrometer equipped with a Melles Griot 35mW 633 nm HeNe laser with a 
focused beam diameter of ~2 μm. 
The dissolved iron concentration in the solution after each test was analyzed using 
a Perkin Elmer Avio 200 inductively coupled plasma optical emission spectrometer 
(ICP-OES). Prior to the solution analysis the samples were digested using nitric acid (Trace 
analytical grade, Fisher Scientific) to dissolve any colloidal particles present in the test 
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solution. Therefore, the measured dissolved iron concentration may include any colloid 
particles if present in the solution. 
 
5.3 Results and Discussion 
5.3.1 Equilibrium potentials of iron redox reactions 
Corrosion potential (ECORR), which is a measurable quantity, represents the 
electrochemical potential of a reaction system consisting of metal and solution (and metal 
oxide/hydroxide, if present) that are undergoing corrosion. Any chemical system reacts to 
achieve chemical equilibrium. Hence, ECORR will approach the electrochemical potential 
of the corrosion system at equilibrium (EEQ). At any given reaction time, both the forward 
(oxidation) and reverse (reduction) reaction of the electrochemical redox process occur. 
When ECORR > EEQ, the rate of forward reaction is faster than the rate of reverse reaction 
and hence, the net redox reaction is oxidation. When ECORR < EEQ, the net redox reaction 
is reduction.  
Unlike an electrochemical process occurring on an inert electrode, corrosion 
involves interfacial transfer of not only electrons but also metal atoms. Hence, the reactions 
of corrosion products in the solution phase are non-adiabatic processes. Due to its 
non-adiabatic nature, a corrosion system reaches not a true chemical equilibrium, but a 
quasi-equilibrium state referred to as “steady state”. A corrosion system being at steady 
state does not necessarily mean that the overall rate of metal oxidation (corrosion) is zero. 
Corrosion can also progress through more than one steady state. In addition, transition 
metals can oxidize to more than one oxidation state and the overall metal oxidation may 
not occur in a single interfacial charge transfer step but in multiple steps. Because 
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multiple-step charge transfer results in many intermediate chemical products, corrosion of 
transition metals may evolve through more than one redox steady state, progressing 
through different reaction pathways depending on the reaction conditions. Information on 
the path that the corrosion of CS in a specific solution takes can be obtained by comparing 
ECORR as it changes with time to the EEQ values of possible electrochemical redox reactions 
that can occur on a CS electrode.  
The EEQ values of various redox half-reactions involving iron species were 
calculated from the reported standard Gibbs free energies of formation (∆f𝐺°) of the 
chemical species involved in the redox reactions and their chemical activities in solution 
[14]. The chemical activities of H2O and solid species are 1, and those of dissolved species 
such as O2 and metal cations are assumed to be the same as their concentrations. Previous 
studies have shown that the CS corrosion path depends strongly on solution pH and 
oxidizing conditions [4, 15], and this study has provided further confirmation of this.  
The ECORR data and the EEQ values of various redox half-reactions involving solid 
iron species (metal and various metal hydroxides and oxides) are presented on a potential 
scale that uses the potential of a reversible hydrogen electrode (RHE) as the reference 
potential. The potential of RHE depends on pH, and an electrode potential on the RHE 
potential scale (E (VRHE)) is related to a potential on the standard hydrogen electrode (SHE) 
scale (E (VSHE)) by 
 E (VRHE) = E (VSHE) − 0.059 × pH (5.2)  
The EEQ values of the redox reactions involving solid metal and 
hydroxides/oxyhydroxides/oxides (referred to simply as oxides hereafter, unless otherwise 
specified) also decrease by 59 mV per one pH-unit increase because the ratio of H+/e− 
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transferred in these redox-reactions is typically one and the chemical activity of solid 
species is one. Hence, the positions of these EEQ values on the VRHE scale are independent 
of pH. Plotting ECORR and EEQ on the VRHE scale thus makes it easier to directly compare 
the overpotential (
rdx
= 𝐸CORR − 𝐸EQ) for a redox reaction involving a solid redox pair 
observed at different pHs. The EEQ diagrams for redox half-reactions involving solid iron 
redox pairs are presented in the figures throughout this chapter. 
The EEQ values for redox half-reactions involving dissolved ferrous (Fe
II
(aq)) or 
ferric ion (FeIII(aq)) are not shown in the EEQ diagrams because they depend on the solution 
concentrations of the metal cations. The concentration of FeII(aq) or Fe
III
(aq) changes as 
corrosion progresses. Hence, the EEQ starts very low but increases until its concentration 
reaches its saturation limit. As discussed in more detail later, when the solution near the 
metal surface becomes saturated with FeII(aq) or Fe
III
(aq), the metal cation hydrolyzes and 
precipitates as a metal hydroxide salt at an accelerated rate. As the precipitation continues, 
FeII(aq) or Fe
III
(aq) (together with OH
−) establishes solution-solid phase equilibrium with 
Fe(OH)2 or Fe(OH)3 salt. Thus, the EEQ of the iron redox half-reactions involving Fe
II
(aq) 
or FeIII(aq) at its saturation level is the same as the EEQ of the corresponding reaction 
involving gelatinous solid Fe(OH)2 or Fe(OH)3. For example,  
𝐸𝐸𝑄(Fe0FeII(aq)) < 𝐸𝐸𝑄(Fe0FeII(aq at sat)) = 𝐸𝐸𝑄(Fe0 Fe(OH)2) (5.3)  
where 𝐸𝐸𝑄(rdx)  represents the equilibrium potential for the redox reaction, rdx, and 
FeII(aq at sat) represents [Fe
II
(aq)] at its saturation limit. 
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5.3.2 Effect of pH on ECORR in Ar-Purged versus aerated solutions 
In Figure 5.2 ECORR values monitored as a function of time at different pHs in Ar- or 
air-purged solutions are compared with the EEQ of various redox half-reactions involving 
solid iron species on the VRHE potential scale. Upon removal of the external potential (−1.1 
VSCE) applied for cathodic cleaning the electrode potential rises immediately. This initial 
rapid change is due to redistribution of charged species in the solution double layer and/or 
the Mott-Schottky barrier in an oxide, if present, and does not represent a change in ECORR 
resulting from any actual corrosion process. The following slower change is due to 
metal-solution interfacial transfer of atoms (i.e., electrochemical redox reaction(s)) and 
represents a real change in ECORR after corrosion has commenced. 
 
Figure 5.2 ECORR observed during corrosion of CS at different pHs in Ar- and air-purged 
solutions, and the EEQ of various redox half-reactions involving solid iron species. The 
ECORR and EEQ are shown on the VRHE scale. 
 
At all pHs studied, the ECORR in Ar-purged solution (Ar-ECORR) initially decreases 
slightly but quickly reaches a constant (or steady state) value. At all pHs, the steady-state 
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Ar-ECORR is above 𝐸𝐸𝑄(Fe0Fe(OH)2) and hence above 𝐸𝐸𝑄(Fe0FeII(aq)) (Equation 5.3), but 
below or close to 𝐸𝐸𝑄(Fe(OH)2Fe3O4) . The observed Ar-ECORR values indicate that the 
overall oxidation of Fe0 to ferrous species (FeII(aq) and solid Fe(OH)2) may occur at a 
significant rate while the overall production of Fe3O4 is negligible. 
The corrosion potential in aerated solutions (air-ECORR) is initially higher than 
Ar-ECORR at all of the pHs studied. The time-dependent behaviour of air-ECORR also varies 
with pH. At pH 6.0 (the lowest pH studied) air-ECORR reaches −0.05 VRHE (−0.64 VSCE) 
nearly immediately and remains at this steady-state value over the test duration. In contrast 
at pH 8.4 (the highest pH studied) air-ECORR also jumps very quickly to a near steady state 
value of 0.50 VRHE (−0.24 VSCE), but this air-ECORR value is very high and followed by a 
very slow increase. At these two pHs, the temporal behaviour of ECORR is quite reproducible 
from test to test.  
At any pHs in the range of 7.0 and 8.0 (ECORR values were also measured at pH 7.3 
and 7.6 as a function of time but not included in Figure 5.2), air-ECORR does not remain at 
the initial steady-state value for long. Instead, after a certain delay which depends on pH, 
air-ECORR evolves with time to reach another steady state value(s). These subsequent 
steady-state air-ECORR values typically coincide with one of the EEQ values of redox 
half-reactions involving solid iron species. As discussed in detail below, these observations 
indicate that the key electrochemical reaction(s) that controls the rate of overall metal 
oxidation (or corrosion) change with time. That is, CS corrosion progresses through 
different electrochemical reaction kinetic stages, with each stage having a characteristic 
steady-state air-ECORR value and the transition from one to the next stage having a 
characteristic time-dependence. The observed dependence of air-ECORR evolution on pH 
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also indicates that pH has a significant impact on the electrochemical reaction path that the 
corrosion system takes at later times. 
 
5.3.3 Observed time dependences of air-ECORR and air-iCORR 
5.3.3.1 Steady state air-ECORR values and metal oxidation kinetic stages 
At a pH in the range of 7.0 and 8.0, air-ECORR goes through more than one steady 
state value. The air-ECORR values at different steady states and the time-dependent 
behaviour of air-ECORR during transition from one steady state to the next can be used to 
identify the key elementary processes that control the rate of the overall corrosion process 
in individual kinetic stages. The typical variations in the temporal profiles of air-ECORR 
observed at a pH between 7.0 and 8.0 in aerated solutions are presented in Figure 5.3. At 
the first glance the temporal profiles of air-ECORR look chaotic and irreproducible. However, 
the experimental variations arise mainly from time dependences, noticeable mostly during 
transition periods from one steady state to the next. The air-ECORR values and durations of 
individual steady states do not vary significantly from test to test, typically less than 10 mV 
in air-ECORR and less than 30% in duration. The key characteristic features of the individual 
stages that are discussed in detail below and summarized in Table 5.1 are highly 
reproducible.  
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Figure 5.3 ECORR observed in different tests during corrosion of CS in aerated solutions at 
pH 7.0, 7.5 and 8.0. 
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Table 5.1 Summary of ECORR and iCORR behaviour in Stage 1 and Stage 2. 
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The observed effects of pH on the evolution of air-ECORR (Figure 5.2 and Figure 
5.3) can be characterized as follows. At all three pHs, air-ECORR stays nearly constant with 
time initially (Stage 1). The steady-state air-ECORR value on the VRHE scale is higher, while 
the duration of this stage is shorter, at higher pHs. Stage 1 is followed by a transition period 
in which air-ECORR changes rapidly prior to reaching Stage 2. The temporal profile of 
air-ECORR during the transition period strongly depends on pH. At pH 7.0 air-ECORR 
decreases exponentially with time from the initial steady-state value in Stage 1 to a lower 
steady-state value in Stage 2. At pH 7.5, air-ECORR also decreases exponentially but half 
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way through the transition it starts oscillating. The minimum value of the oscillation 
continues to decrease exponentially with time, while the maximum value of the oscillation 
increases with time. The minimum and maximum air-ECORR both reach constant values in 
Stage 2, indicating that the corrosion system oscillates between two redox steady states. At 
pH 8.0, the duration of Stage 1 is very short, and air-ECORR jumps to a very high value 
followed by a slow increase (pseudo-steady state) in Stage 2. These stages are indicated in 
Figure 5.3. Note that because the transition from Stage 1 to Stage 2 in aerated solution 
occurs over a finite time scale the durations of Stage 1 listed in Table 5.1 were taken from 
time 0 to the time when the air-ECORR value becomes the average of the steady-state values 
of Stage 1 and Stage 2. In comparison, the Ar-ECORR remains in Stage 1 over 40 h at all 
three pHs (Figure 5.2). 
The near steady-state air-ECORR in Stage 1 is ~60 mV higher per one pH-unit 
increase on the VRHE scale, or independent of pH on the VSCE scale (−0.63  0.03 VSCE). 
As discussed in detail in 5.3.4.1, a pH-independent air-ECORR indicates that the rate of the 
overall metal oxidation is controlled by the oxidation half-reaction of Fe0(m) to Fe
II
(aq) not 
by ORR. While pH has a negligible effect on air-ECORR (VSCE) in Stage 1, it has a significant 
impact on the duration of Stage 1 and the air-ECORR values reached in Stage 2.  
Although the steady-state air-ECORR value reached in Stage 2 depends strongly on 
pH, in each case it corresponds to one of the EEQ values of the redox reactions involving 
solid iron species. At pH 7.0, it is either −0.72  0.01 or −0.70  0.01 VSCE (−0.05 and 
−0.07 VRHE, respectively) corresponding to 𝐸EQ(Fe0Fe(OH)2)  or 𝐸EQ(Fe(OH)2Fe3O4) 
(Figure 5.3). At pH 7.5, air-ECORR oscillates, but the minimum air-ECORR is either −0.78  
0.01 or −0.74  0.01 VSCE (−0.1 VRHE and −0.06 VRHE, respectively), corresponding to 
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𝐸EQ(Fe0Fe(OH)2) or 𝐸EQ(Fe(OH)2Fe3O4). These are the same EEQ values observed at pH 7.0. 
The maximum air-ECORR is −0.40  0.02 VSCE (0.28 VRHE), corresponding to the EEQ of the 
redox half-reaction between Fe(OH)2 and Fe(OH)3 (𝐸EQ(Fe(OH)2Fe(OH)3)). In a few tests 
the maximum air-ECORR was −0.32  0.02 VSCE (0.36 VRHE), closer to the EEQ of the redox 
half-reaction between Fe3O4 to -Fe2O3 (𝐸EQ(Fe3O4 -Fe2O3) ). When that occurred the 
air-ECORR remained at that value for a longer period than the oscillation period, disrupting 
the oscillating pattern, before the oscillation resumed. At pH 8.0 the air-ECORR at the onset 
of Stage 2 is −0.20  0.02 VSCE (0.51 VRHE) but air-ECORR continues to increase, albeit at a 
very slow rate, to a new steady-state value in Stage 3. On the VRHE scale the air-ECORR 
value at the onset of Stage 2 at pH 8.0 is the same as that observed at pH 8.4 (see Figure 
5.2). While the onset values do not coincide with any one of the EEQ values of iron redox 
reactions it lies between 𝐸EQ(Fe(OH)2Fe(OH)3)  and 𝐸EQ(Fe3O4Fe(OH)3) . The steady-state 
air-ECORR in Stage 3 corresponds to 𝐸EQ(Fe3O4Fe(OH)3).  
The individual steady-state air-ECORR values in Stage 2 correspond to one of the 
EEQ values of redox reactions involving solid iron hydroxide/oxide species (having 
chemical activity of 1.0). This observation indicates that a sufficient amount (to be 
considered solid having an activity of 1.0) of the solid redox species involved in the 
equilibrium has formed by the time the corrosion system reaches Stage 2.  
 
5.3.3.2 Time-dependent behaviour of air-iCORR in different kinetic stages 
The temporal profile of air-ECORR observed at a pH in the range of 7.0 and 8.0 
indicates that the key elementary electrochemical reactions that control the overall rate of 
corrosion evolve over the studied duration of 40 h. The air-ECORR with respect to the EEQ 
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of a specific redox reaction provides information about the driving force, but not on the net 
rate of the redox reaction. The electrochemical redox kinetics were investigated by 
measuring the metal oxidation current using the dual-electrochemical cell set-up (see 5.2.2). 
As described earlier, the current measured in Ar-purged solution at a polarization potential 
of air-ECORR (cell #2) represents the metal oxidation current in aerated solution minus HER 
current (referred as air-iCORR*). When air-ECORR is high enough that the contribution of 
HER to the net current measured in cell #2 is negligible, air-iCORR* can be taken as the net 
metal oxidation (or corrosion) current on the CS electrode in aerated solution.  
Typical sets of the air-ECORR and air-iCORR* data obtained at three different pHs in 
the dual electrochemical cell are presented in Figure 5.4. The temporal profile of air-iCORR* 
varies from test to test, similar to that observed for air-ECORR. However, in each test, 
air-iCORR* varies with time in sync with air-ECORR, and at a given pH the quantitative 
relationships between air-ECORR and air-iCORR* in individual stages are reproducible from 
test to test.  
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Figure 5.4 Air-ECORR observed in cell #1 and the corresponding air-iCORR* observed in 
cell #2 in the dual electrochemical cell set-up for CS corrosion at pHs 7.0, 7.5 and 8.0. 
The ECORR is quoted against RHE. 
 
The air-iCORR* in Stage 1 varies slightly with time at all studied pHs, and its average 
value is also slightly lower at higher pHs. At pH 7.0 it increases slowly for the first 1.5 h 
and then decreases slowly for the next 1.5 h, with its average value being 100  10 Acm−2. 
At pH 7.5 it slightly increases with time, but within the range of 95  10 Acm−2. At pH 
8.0 it starts decreasing immediately from about 100 to 50 Acm−2 in less than 0.5 h. 
When air-ECORR changes with time over the transition period from Stage 1 to 
Stage 2, air-iCORR* also changes. At pH 7.0 air-iCORR* and air-ECORR both decrease 
exponentially with time. At pH 7.5 air-iCORR* also follows the time-dependent behaviour 
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of air-ECORR; air-iCORR* decreases exponentially when air-ECORR decreases exponentially 
and oscillates when air-ECORR oscillates (i.e., air-ECORR and air-iCORR* oscillate in phase). 
At pH 8.0 the relationship between air-iCORR* and air-ECORR is opposite to that observed at 
the two lower pHs; air-iCORR* drops to a negligible value while the air-ECORR jumps to a 
very high value during the transition from Stage 1 to Stage 2. The effects of pH on 
air-iCORR* in individual kinetic stages are summarized in Table 5.1. 
 
5.3.4 Corrosion dynamics stages 
5.3.4.1 Corrosion dynamics in Stage 1  
The electrochemical analysis results can provide an insight into the elementary 
processes that control the overall corrosion rate in each kinetic stage and how pH affects 
the corrosion rate. The observation of near constant air-ECORR and air-iCORR* with time in 
Stage 1 is consistent with the overall corrosion process consisting of primarily (1) 
electrochemical redox reaction(s) at the metal-solution interface that produces FeII(aq) 
(rdx1a and rdx1b) and (2) FeII(aq) transport from the metal surface to the bulk solution 
(trans1):  
rdx1a: Fe0(m)|0 + 2 H2O ⇌ FeII(aq)|0 + 2 OH− + H2 (5.4) 
rdx1b: 2 Fe0(m)|0 + O2 + 2 H2O ⇌ 2 FeII(aq)|0 + 4 OH− (5.5) 
trans1: FeII(aq)|0  FeII(aq)|z  FeII(aq)|sol (5.6) 
where Fe0(m)|0 and Fe
II
(aq)|0 represent metallic iron (Fe
0
(m)) and hydrated ferrous ion (Fe
II
(aq)) 
at the metal surface (z = 0), respectively, and FeII(aq)|z and Fe
II
(aq)|sol represent Fe
II
(aq) at 
distance z from the metal surface and in the bulk solution, respectively. 
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In both rdx1a and rdx1b, the anodic reaction is Fe oxidation to FeII(aq) (referred to 
as ox1), while the cathodic reactions are HER and ORR, respectively. The net metal 
oxidation to FeII(aq) occurs via rdx1a in Ar-purged solution, and both rdx1a and rdx1b 
(referred to as rdx1) in aerated solution. In fully aerated solution rdx1b is much faster and 
contribution of rdx1a is negligible. The FeII(aq) produced at the metal surface must be 
transported out to the bulk solution (trans1) for the metal oxidation to be complete. The 
chemically balanced overall corrosion processes are then corr1a and corr1b when metal 
oxidation occurs via rdx1a and rdx1b, respectively: 
corr1a: Fe0(m)|0 + 2 H2O  FeII(aq)|sol + 2 OH− + H2 (5.7) 
corr1b: 2 Fe0(m)|0 + O2 + 2 H2O  2 FeII(aq)|sol + 4 OH− (5.8) 
The rate of corrosion in Stage 1 (Rcorr1) is thus the overall rate of corr1a in Ar-purged 
solution and the overall rate corr1b in aerated solution (contribution of corr1a is negligible). 
At Ar-ECORR, the net rate of ox1 is equal to the net rate of HER and is the same as 
the net rate of rdx1a. At steady state, FeII(aq)|0 remains constant with time. Mass 
conservation during corrosion also dictates that in Ar-purged solutions the net rate of rdx1a 
must be the same as the rate of trans1 and this is the rate of the overall corrosion process, 
corr1a. Thus, the corrosion rate in Ar-purged solution(𝑅corr1 in Ar) in Stage 1 is: 
𝑅corr1 in Ar = 𝑅trans1 at Ar−ECORR  (5.9) 
Similarly, in an aerated solution at air-ECORR, the rate of the overall corrosion process 
(𝑅corr1 in air) in Stage 1 is: 
𝑅corr1 in air = 𝑅trans1 at air−ECORR  (5.10) 
In Stage 1 air-ECORR is ~60 mV higher per one pH-unit increase on the VRHE scale, 
or independent of pH on the VSCE scale (−0.63  0.03 VSCE). The value and the 
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time-dependent behaviour of air-iCORR* in Stage 1 are also nearly independent of pH. As 
discussed earlier in 5.3.3.1, the EEQ (VSCE) value of ox1 does not depend on pH but only 
on the chemical activity of FeII(aq). On the other hand, the EEQ (VSCE) value of the ORR 
decreases by 59 mV per one pH-unit increase. The observation of the same air-ECORR 
(VSCE), independent of pH, means that the overpotential for ox1 is same at all three pHs, 
while the overpotential for ORR decrease by ~60 mV per one pH-unit increase. In Stage 1 
when the metal surface is not extensively covered by oxide deposits the net rate of ox1 and 
ORR should increase exponentially with its respective overpotential (according to the 
Butler-Volmer equation or Tafel equation). Thus, if ORR is rate determining for rdx1, 
air-iCORR*
 should have decreased by a factor of 10 when pH increased from 7.0 to 8.0 
(assuming Tafel slope is 60 mV·dec−1). However, what we observed is that pH has a very 
small effect on air-iCORR* in Stage 1 (see Table 5.1), indicating that the overall rate of rdx1 
is controlled by net rate of ox1 rather than net rate of ORR. It also indicates that ORR rate 
does not follow a simple Butler–Volmer equation. 
The small effect of pH on air-iCORR* observed can be attributed to the change of 
trans1 at different pH. The net rate of rdx1 depends on the steady-state concentration of 
FeII(aq) at the metal surface ([Fe
II
(aq)|0]), and [Fe
II
(aq)|0] is determined by the kinetics of both 
rdx1 and trans1. The rate of trans1 depends on the concentration gradient of [FeII(aq)] in the 
diffusion layer from the metal surface to the bulk solution. The concentration gradient is 
influenced by [FeII(aq)|0], [Fe
II
(aq)|sol] and hydrodynamic conditions. Note that [Fe
II
(aq)|0] can 
be influenced by the solubility of FeII(aq), which is a strong function of pH. However, the 
effect of pH on the corrosion rate via FeII(aq) solubility should be negligible in Stage 1 where 
[FeII(aq)|0] is below Fe
II
(aq) solubility.  
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Since the main corrosion product in Stage 1 is FeII(aq), the corrosion rate is the same 
as the rate of metal dissolution. The near constant corrosion rate in Stage 1 and the near 
pH-independence of the rate were further confirmed by the time-dependent measurement 
of dissolved iron concentration using ICP-OES (Section 5.3.5.1). 
The corrosion dynamics observed in Stage 1 are consistent with the predictions of 
many existing corrosion rate models that assume the metal oxidation produces primarily 
FeII(aq)|sol and the metal surface and [ Fe
II
(aq)|sol] do not change as corrosion progresses [16]. 
A corrosion system in which metal oxidation produces only one product (e.g., FeII(aq)|sol) is 
the simplest corrosion dynamic system. Even for the simplest case, the overall corrosion 
process consists of two elementary processes, electrochemical redox reactions (rdx1) and 
chemical transport process (trans1). Under the studied conditions (continuous purging and 
a large water volume), the corrosion rate in Stage 1 is controlled by the net metal oxidation 
(rdx1). 
 
5.3.4.2 Corrosion dynamics beyond Stage 1 
Many existing corrosion rate models can adequately predict the corrosion rate 
observed in Stage 1. However, this study shows that Stage 1 does not last long, particularly 
under oxidizing and neutral to basic pH conditions. Although pH has a negligible effect on 
air-ECORR and air-iCORR* in Stage 1, pH has significant impacts on the duration of Stage 1, 
the time dependent behaviour of air-ECORR and air-iCORR* during the transition from Stage 
1 to Stage 2, and the steady state values of air-ECORR and air-iCORR* reached in Stage 2. 
Although the steady-state air-ECORR values reached in Stage 2 are dependent on pH, each 
one corresponds to one of the EEQ values of the redox reactions involving solid iron species, 
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Fe(OH)2 and Fe(OH)3 (Figure 5.2 and Table 5.1). These observations indicate that the 
formation of Fe(OH)2 and its oxidation to ferric species play an important role in 
determining the path that the corrosion system takes and the corrosion rate at longer times. 
As the net metal oxidation continues, the concentration of FeII(aq) in the solution 
near the metal surface approaches its saturation limit. Upon saturation [FeII(aq)] cannot 
increase any further. Thus, once the [FeII(aq)] at the metal surface reaches its saturation limit, 
the net metal oxidation (rdx1) becomes limited by the rate of the movement of the FeII(aq) 
saturation front along the z-direction. While the volume of the FeII(aq)-saturated region 
expands, FeII(aq) also undergoes hydrolysis reactions:  
hydrol1: Fe2+ + 3 OH− ⇌ Fe(OH)+ + 2 OH− ⇌ Fe(OH)2(aq) + OH− ⇌ Fe(OH)3−
 (5.11) 
When we use the designation FeII(aq) ,it encompasses all of these dissolved ferrous species: 
FeII(aq)  Fe2+ + Fe(OH)+ + Fe(OH)2(aq) + Fe(OH)3− (5.12)  
All of the ferrous species listed in reactions 5.11 and 5.12 are aqueous species but the phase 
designation (aq) is explicitly stated only for the neutral species.  
As the solution becomes saturated with FeII(aq), the hydrolysis equilibria of Fe
II
(aq) 
shift towards the production of Fe(OH)2(aq) which condenses or precipitates as Fe(OH)2 
particles. Although it is the neutral dissolved species Fe(OH)2(aq) that condenses or 
precipitates as solid hydroxide particles, all of the dissolved ferrous species (FeII(aq)) 
participate in the formation of Fe(OH)2 through the hydrolysis equilibrium. Ferrous 
hydroxide is very hygroscopic and has a relatively high solubility in water compared to 
ferric hydroxide or other transition metal hydroxides) [17]. Thus, the Fe(OH)2 particles 
produced during CS corrosion are highly hydrated (Fe(OH)2∙nH2O) and exist as colloids 
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and/or gelatinous solid. The gelatinous nature of Fe(OH)2(gel) and Fe(OH)3(gel)) has been 
reported [18, 19]. 
As the overall oxidation of Fe0 to Fe(OH)2(gel) continues, the Fe
II in the gelatinous 
solid (FeII(gel)) can also oxidize to ferric ion:  
rdx2a: 2 FeII(gel) + 2 H2O(gel) ⇌ 2 FeIII(gel) + 2 OH−(gel) + H2 (5.13a) 
rdx2b: 4 FeII(gel) + O2(gel) + 2 H2O(gel) ⇌ 4 FeIII(gel) + 4 OH−(gel) (5.13b) 
The FeII(gel) can be easily oxidized to Fe
III
(gel) by O2 or water trapped in the gel layer. The 
consequence of rdx2 is to increase the content of FeIII in the growing hydroxide gel:  
oxide1: x FeII(gel) + y Fe
III
(gel) + (2x + 3y) OH
−
(gel)  FeIIxFeIIIy(OH)2x+3y(gel) 
   (5.14) 
where the stoichiometry x decreases while y increases with time. Because ferric hydroxide 
is less hygroscopic the gel structure becomes more rigid as the ferric content in the gel 
increases. 
The presence of the viscous gel layer close to the metal surface impedes the overall 
transport of the FeII(aq)|0 produced at the metal surface by rdx1 to the bulk solution. In this 
case the FeII(aq) transport consists of (1) diffusion of Fe
II
(aq) from the metal surface to the 
surface of the gel layer followed by adsorption of FeII(aq) with OH
− onto the gel, and (2) 
desorption of FeII (and OH−) from the surface of the gel layer in contact with the bulk 
solution followed by diffusion of FeII into the bulk solution:  
trans2: FeII(aq)|0 { FeII(aq at sat) ⇌ | FeIIxFeIIIy(OH)2x+3y(gel) | ⇌ FeII(aq at sat)}  
FeII(aq)|sol (5.15) 
(The FeIII(gel) can also dissolve but at a pH below 12 the solubility of Fe
III
(aq) is significantly 
lower than FeII(aq) and hence, the transport of Fe
III
(aq) can be ignored under the studied 
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conditions.) The net result of trans2 is the same as that of trans1 but the apparent overall 
rate of FeII(aq) transport from the metal surface to the bulk solution is very different.  
When the adsorption rate of FeII(aq) on the gel layer is higher than the desorption 
rate of FeII(aq) from the gel layer, Fe(OH)2 is continuously added to the gel layer. While 
Fe(OH)2 is added the oxidation of Fe
II
(gel) to Fe
III
(gel) in the gel layer (rdx2) also continues. 
The ratio of FeII to FeIII in the gel quickly reaches a steady state while the gel layer is 
growing. The steady state ratio depends on the competition kinetics of rdx1, rdx2 and trans2.  
The amorphous gelatinous hydroxide is dehydrated and converted to 
thermodynamically more stable solid metal oxides. The rate of the hydroxide gel formation 
and growth affects its conversion to solid oxides. In addition, the steady-state ratio of FeII 
to FeIII in the hydroxide gel affects type and morphology of solid oxide particles that grow 
on the surface: 
oxide2: FeII1Fe
III
2(OH)8(gel)  FeII1FeIII2(O)p(OH)(8−2p)(gel) + p H2O  Fe3O4(s) 
+ 4 H2O (5.16) 
oxide3: FeIII(OH)3(gel)  FeIII(O)(OH) + H2O (5.17) 
When the steady-state ratio of FeII to FeIII is high the formation and growth of magnetite 
(oxide2) is preferred. When the ratio is low the formation and growth of ferric 
oxyhydroxide (oxide3) is preferred. Because of their influence on the steady state ratio the 
competition kinetics of rdx1, rdx2 and trans2 affect the type and morphology of solid oxide 
particles that grow on the surface.  
The mixed oxide gel is continuously produced via rdx1, rdx2 and trans2, while it is 
consumed by conversion of the mixed hydroxide gel to stable oxides. Stage 2 is reached 
when the amount of the mixed FeII/FeIII hydroxide gel and the ratio of FeII(gel) to Fe
III
(gel) in 
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the gel layer reach steady state. The schematic representation of the mechanism in stage 2 
is shown in Figure 5.5. This corrosion mechanism for Stage 2 can explain the observation 
of the metal oxide layers formed in the Liesegang band pattern [20], see Section 5.3.5.2.  
 
Figure 5.5 Schematic of reaction mechanism of oxide layer evolution in aerated solutions. 
 
In Stage 2, the production rates of oxides and hydroxides are strongly influenced 
by solution reactions and transport dynamics. Thus, the corrosion rate cannot be determined 
by simply measuring the metal oxidation current, or metal weight loss or dissolved metal 
concentration as a function of time. The metal dissolution rate in Stage 2 will not be 
constant with time, and will strongly depend on pH. The chemical composition, 
morphology and thickness of oxide deposits will also strongly depend on pH. For both 
metal dissolution and oxide growth the most dramatic changes are expected to occur at pH 
7.5 at which the system oscillates between two steady states. These predictions based on 
the mechanism described above were supported by experimental observations discussed 
below.  
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5.3.5 Evolution of corrosion products  
5.3.5.1 Dissolved iron concentration 
The amounts of dissolved iron per metal surface area (in gcm−2) as a function of 
corrosion duration determined by ICP-OES are presented in Figure 5.6. In Figure 5.6, the 
data are plotted as a function of t1/2. In Figure 5.6b, the same data are compared with the 
dissolved amounts calculated by integrating air-iCORR* over time and converting the 
integrated charge to the mass of Fe0(m) atoms assuming that all of the electrochemical iron 
oxidation leads to the production of only dissolved ferrous ions. 
 
Figure 5.6 Dissolved iron concentration per metal surface area (in units of gcm−2) as a 
function of square root of time observed at pH 7.0, 7.5 and 8.0, compared with (a) the 
linear fitting analysis lines and (b) the total oxidized metal calculated from air-iCORR* as 
described in the text. The vertical bars represent the variations in the concentrations 
observed in different tests. The inset plots show the dissolved iron concentration, or the 
total oxidized metal calculated from air-iCORR* (in units of gcm−2) as a function of time 
(in units of h) in the first 5 h. 
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The dissolved amount of iron shows different time-dependent behaviours in Stage 
1 and Stage 2. In Stage 1 when air-Ecorr and air-iCORR* are nearly constant with time the 
dissolved amount increases linearly with time (i.e., the dissolution rate is constant): 
∆𝑡 (𝑚FeII(aq))|stg1
≈ 𝑘diss−stg1 ∙ ∆𝑡  (5.18) 
where ∆𝑡 (𝑚FeII(aq))|stg1
 and 𝑘diss−stg1 represent the total amount of iron dissolved over 
duration t and the dissolution rate constant in Stage 1, respectively. The linear increase in 
dissolved amount can be better appreciated from the insets in these figures that are the plots 
of the data as a function of t in Stage 1. The dissolution rates experimentally determined 
are 104  10, 90  10 and 73  20 gcm−2∙h−1 at pH 7.0, 7.5 and 8.0, respectively. As 
observed for air-iCORR* the rate of iron dissolution is nearly independent of pH.  
In Stage 1, the dissolved amounts calculated from air-iCORR* also agree very well 
with those observed by ICP-OES. As shown later in 5.3.5.2, the optical and SEM images 
of the metal surfaces show negligible presence of granular oxide deposits. These 
observations further confirm that CS corrosion in Stage 1 leads to the production of mainly 
FeII(aq) (corr1), the rate of corrosion is controlled by the net metal oxidation half-reaction 
(ox1) and hence it is nearly independent of pH, and the rate of metal oxidation (or corrosion) 
is the same as the rate of iron dissolution: 
−∆𝑡 (𝑚Fe0(m))|stg1
= ∆𝑡 (𝑚FeII(aq))|stg1
≈ 𝑘diss−stg1 ∙ ∆𝑡  (5.19) 
where ∆𝑡 (𝑚Fe0(m))|stg1
 represents the total loss of metal, i.e. the total mass of oxidized 
metal as a function of t in Stage 1. The corrosion rates calculated from air-iCORR* are 110  
10, 95  10 and 75  25 gcm−2h−1, respectively. These rates are in good agreement with 
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the iron dissolution rates of 104  10, 90  10 and 73  20 gcm−2∙h−1 at pH 7.0, 7.5 and 
8.0, respectively. These corrosion rates are summarized in Table 5.2. 
 
Table 5.2 Observed dissolution rate coefficients in Stage 1 and Stage 2, the amounts of 
iron present in solutions and oxide layers after 40-h corrosion. 
pH 
Dissolution rate coefficient 
Amount of oxidized Iron after 40-h corrosion 
determined from 
solution & surface analyses air-iCORR* 
𝑘diss−stg1 
(gcm−2h−1) 
𝑘diss−stg2 
(gcm−2h−1/2) 
In solution 
(gcm−2) 
In oxide 
(gcm−2) 
Total 
(gcm−2) 
Total 
(gcm−2) 
7.0 104  10 170  20 1000  200 500 – 700 1500 – 1700 NA 
7.5 90  10 64  25 400  100 800 – 1100 1200 – 1500 ~1600 
8.0 73  20 0.87  15 50  20 125 – 175 175 – 225 ~150 
 
In Stage 2 when the steady-state air-ECORR value coincides with one of the EEQ of 
the redox reactions involving Fe(OH)2(gel) the dissolved amount remains nearly constant 
with time at pH 8.0, while it increases linearly with 𝑡1/2 at pH 7.0 and 7.5:  
∆𝑡 (𝑚FeII(aq))|stg2
≈ 𝑘diss−stg2 ∙ (√𝑡 − √𝜏2)  (5.20) 
where ∆𝑡 (𝑚FeII(aq))|stg2
 represents the total amount of dissolved iron as a function of t in 
Stage 2, and 𝜏2 is the time of onset of Stage 2. The rate coefficients, 𝑘diss−stg2, determined 
from the data presented in Figure 5.6a, are 170  20, 64  25, 0.87  15 gcm−2h−1/2 at 
pH 7.0, 7.5 and 8.0, respectively, and also listed in Table 5.2.  
While 𝑘diss−stg1 is nearly independent of pH, 𝑘diss−stg2 strongly depends on pH 
with a significant decrease occurring at a pH of about 7.5. When pH increases from 7.0 to 
7.5 𝑘diss−stg2 is lower by a factor of 3. This reduction in 𝑘diss−stg2 is the same as the 
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reduction in the square-root of the solubility of ferrous ion (which decreases by a factor of 
10 for the same pH change). However, when the pH increases from 7.5 to 8.0, 𝑘diss−stg2 
decreases approximately by two orders of magnitude. As shown later, the most dramatic 
changes in the chemical composition, morphology and thickness of oxide deposits also 
occurs at a pH about 7.5. 
In addition, the dissolved amounts calculated from air-iCORR* agree well with those 
detected by ICP-OES in Stage 1, but they deviate considerably in Stage 2. The calculated 
values are lower at pH 7.0, but higher at pH 7.5 and 8.0. The underestimation at pH 7.0 is 
due to a significant contribution of HER to the air-iCORR* measured in the dual 
electrochemical cell. The overestimation at the two higher pHs are due to the fact that CS 
corrosion in Stage 2 leads to not only metal dissolution but also growth of metal oxides.  
As shown later in 5.3.5.2, the electrode surfaces corroded for 40 h at pH 7.0 and 7.5 
are covered by uniform and compact layers of oxides. The thickness of the oxide layer is 
about 2 μm at pH 7.0, and about 3 μm at pH 7.5. The masses of Fe in the oxide layers were 
calculated assuming the oxide is either Fe3O4 or -FeOOH whose density is 5.2 or 4.1 
gcm−3 [21]. The calculated masses of Fe in the oxide layers are 500 – 700 gcm−2 at pH 
7.0 and 800 - 1100 gcm−2 at pH 7.5. The sum of the amounts of iron dissolved in the 
solution and in the oxide deposits is the total amount of oxidized iron, and this is in a range 
of 1500 to 1700 gcm−2 at pH 7.0 and 1200 to 1500 gcm−2 at pH 7.5. At pH 8.0 the 
oxide on the metal surface does not grow in a compact uniform layer but in granular 
particles that are aggregated in islands. Hence, the thickness of the granular oxide layer is 
not uniform across the metal surface, which makes the estimation of the mass of iron in the 
oxide layer formed at pH 8.0 less accurate. The average depth of the oxide layer is on the 
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order of 1 μm. Assuming 50% of the volume of the granular oxide layer is void, the mass 
of iron present in the oxide layer is estimated to be 125 to 175 gcm−2. The total amount 
of oxidized iron after 40-h corrosion at pH 8.0 is thus determined to be 175 to 225 gcm−2. 
The total amount of iron oxidized over 40-h corrosion at pH 7.5 and 8.0 were also 
calculated by integrating air-iCORR* over 40 h and assuming that all Fe
0
(m) is oxidation 
results in FeII. The calculated values are ~1600 gcm−2 at pH 7.5 and ~150 gcm−2 at pH 
8.0, close to those determined from the experimentally observed dissolved metal and oxide 
thickness. The amounts of iron present in solutions and in oxide layers after 40-h corrosion 
at different pHs are also summarized in Table 5.2. 
The results presented in Figure 5.6 and Table 5.2 confirm that CS corrosion results 
in mostly metal dissolution in Stage 1, but both metal dissolution and oxide growth in Stage 
2. The solution pH has a negligible effect on the corrosion rate in Stage 1, but it has a 
significant effect on the duration of Stage 1 and the corrosion rate and corrosion product 
distribution (dissolved species versus oxide deposits) in Stage 2. 
In Stage 2, the overall rate of corrosion at any given time is the sum of dissolution 
rate and oxide growth rate. The total amount of dissolved iron increases proportionally to 
t1/2 while the pH dependence of 𝑘diss−stg2 follows the pH dependence of the solubility of 
ferrous ion. These kinetic behaviours in Stage 2 would be expected to arise if the rate of 
overall dissolution (trans2) were limited by the transport rate of FeII(aq) from the hydroxide 
gel into the bulk solution. The solution transport rate depends on the concentration gradient. 
The concentration of FeII(aq) at the surface of the hydroxide gel layer is at its saturation limit. 
Thus, the transport rate depends on the concentration gradient between [FeII(aq)] at its 
saturation limit at the surface of the hydroxide gel layer, and the bulk solution concentration, 
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which increases with time. The overall dissolution then follows a parabolic rate ( t−1/2) 
law. 
Further increase in pH significantly reduces the FeII content in the gel layer and the 
overall dissolution rate decreases much more than the decrease in the solubility of ferrous 
ion. The oxide morphology and chemical composition provides further evidence for the 
effect of pH on the growth of the hydroxide gel and the ratio of FeII(gel) to Fe
III
(gel) in the gel.  
In Ar-purged solutions Stage 1 lasts for longer than the test duration of 40 h at all 
pHs. We did not follow the amount of dissolved iron as a function of time but we measured 
the total amount of dissolved iron after 40-h corrosion. In Ar-purged solutions, the total 
dissolved amount is nearly independent of pH, decreasing from 0.12  0.01 to 0.10  0.05 
mgcm−2 when pH is increased from 7.0 to 8.0. That is, the dissolution rate in Stage 1 in 
Ar-purged solution is also nearly independent of pH. However, this rate is small, 3.0  1.0 
gcm−2∙h−1. 
 
5.3.5.2 Progression of oxide morphology and composition 
The surfaces of corroded electrodes are analyzed for morphology by optical and 
SEM micrography (Figure 5.7), and oxide composition by Raman spectroscopy (Figure 
5.8). Iron oxide and hydroxide species have characteristic colours. Hydrated ferrous 
species (FeII(aq) and Fe(OH)2) are green; Fe(OH)3 and its dehydrated form, amorphous 
FeOOH, are yellow to brown; magnetite (Fe3O4) and maghemite (-Fe2O3) are black; 
goethite (-FeOOH) is yellow; lepidocrocite (-FeOOH) is orange; and hematite (-Fe2O3) 
is red [22]. The colours in the low-magnification optical micrographs thus provide 
qualitative information on the types of oxide present and their spatial distributions on the 
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corroded surface. Most metal hydroxides form gels when in contact with water [23]. A 
gelatinous solid grows in a 2-D structure rather than in a 3-D granular shape, forming a 
smooth and uniform, but thin layer. The presence of a thin layer of metal hydroxide is 
difficult to observe by SEM. However, these hydroxides have distinct colours and their 
presence is more easily observed by optical microscopy.  
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Figure 5.7 Progression of surface morphology during CS corrosion at pH 7.0,7.5 or 8.0 in 
aerated solutions observed by (a) optical microscope with low magnification, (b) optical 
microscope with high magnification, and (c) SEM. 
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Figure 5.8 Raman spectra of CS surfaces corroded for different durations at pH 7.0, 7.5 
and 8.0 in aerated solutions. 
 
At pH 7.0 the SEM images of the CS surfaces corroded for 0.5 and 1 h (Figure 5.7c) 
show that considerable dissolution of iron from the pearlite phase (as well as the -phase) 
has occurred, exposing the lamellar structure of cementite (Fe3C) layers in the pearlite 
phase. Some granular oxide deposits are already present at 0.5 h, but their sizes are less 
than tens of nm in diameter. These small particles are present mostly near the lamellar 
structures and polishing lines, indicating that these sites influence the surface diffusion of 
adsorbed FeII(aq) and the hydroxide gel, and act as sites for particle nucleation or seed crystal 
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formation of the granular oxides. By 1 h some of the granular deposits have grown to 
hundreds of nm. The corresponding low magnification optical images show that the general 
colour changes from light green at 0.5 h to darker green at 1 h. These corrosion times are 
in Stage 1 when corrosion produces mainly FeII(aq), consistent with the observed 
morphology. The colour of the surfaces indicates that a very thin layer of Fe(OH)2(gel) has 
begun to form near the surface and a small fraction of the FeII in the gel layer has begun to 
oxidize to FeIII, changing the color to slightly yellow, the color of anhydrous ferric 
hydroxide (Fe(OH)3) [24]. However, the amount of the mixed Fe
II/FeIII hydroxide gel 
formed is not sufficient to allow formation of significant amounts of granular deposits of 
mixed FeII/FeIII oxide/hydroxide. By 5 h the surface is covered by a thin layer of yellow 
oxide. At the longer times (Stage 2) the optical images show the colour of the surface 
gradually changes from yellow to brown. The SEM images show cracks in these oxide 
layers, but these cracks are clean and have sharp edges, indicating that the cracks were 
created during drying of the surfaces for post-test surface characterization.  
The Raman spectra of the surfaces corroded at pH 7.0 (Figure 5.8) show negligible 
oxide peaks at times shorter than 5 h. At longer times, the spectra contain large background 
intensity in the range of 200 to 700 cm−1 that could be attributed to light scattering from 
the yellow to brown coloured oxide layer. The spectrum at 15 h also contains a peak near 
700 cm−1 corresponding to Fe3O4 and two broader peaks, one around 350 cm
−1 and the 
other around 1350 cm−1, that can be attributed to amorphous Fe(OH)3 and/or FeOOHH2O. 
In addition to the magnetite and amorphous ferric hydroxide peaks, peaks associated with 
-FeOOH (250 cm−1 and 380 cm−1) and -Fe2O3 (750 cm−1) begin to grow, but the 
intensities of these peaks are very low even after 40 h. 
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At pH 7.5, the oxide deposits grow in a similar morphology but evolve at a faster 
rate than those observed at pH 7.0. By 0.5 h the larger surface area has been covered by 
granular oxide particles. These particles are loosely bound to the surface and easily 
removed by a gentle swipe using a tissue paper. The SEM image of the underlying surface 
after removing the loosely bound oxide particles presented in Figure 5.9 shows 
morphological features similar to those observed on surfaces corroded for 0.5 h and 1 h at 
pH 7.0. This indicates that metal dissolution has occurred prior to the oxide particle 
deposition. 
 
Figure 5.9 SEM of the CS surfaces after removing the granular oxide deposits formed 
over 0.5-h corrosion at pH 7.5 or 8.0 in aerated solutions. 
 
After 1-h corrosion at pH 7.5, the number density of the granular particles has 
grown larger, but the average size of the aggregated particles has become smaller and their 
colour in the low magnification optical images has changed from green to yellowish green. 
A thin smooth (or caked) film that connects the aggregated particles (Figure 5.7c) has 
grown to a reasonable thickness and this film is susceptible to cracking during drying for 
post-test analyses. The morphological progression of the oxide layer from 1 h to 15 h at pH 
7.5 is similar to that observed from 5 h to 40 h at pH 7.0, respectively. The progression of 
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the Raman spectra (Figure 5.8) is also consistent with the morphological progression; the 
spectrum of the surface corroded for 15 h at pH 7.5 is very similar to that of the coupon 
corroded for 40 h at pH 7.0.  
After 40-h corrosion at pH 7.5 the surface morphology of the oxide layer is very 
different from that observed at earlier times. The outer surface of the oxide layer shows 
needle-shaped structures from the conversion of the oxide grown earlier into crystalline 
-FeOOH. The Raman spectrum of the surface contains distinct peaks at 250 cm−1 and 380 
cm−1 confirming the presence of crystalline -FeOOH. By 40 h, the background scattering 
intensity in the 200 to 700 cm−1 range has decreased with respect to the magnetite peak 
intensity. On the other hand, the background intensity in the wavenumber range above 700 
cm−1 increases, and this background intensity is attributed to light scattering from the 
orange coloured -FeOOH. 
The SEM images of the cross-sections of the cracked oxide layers present on the 
40-h corroded surfaces are presented in Figure 5.10. Also shown in the figure are schematic 
representations of the chemical compositions of the oxide layers derived from the observed 
evolutions of the colour, morphology and Raman spectrum with corrosion time. The 
surfaces corroded at pH 7.0 and 7.5 show gaps or void spaces between the metal substrate 
and the oxide layers. The metal substrate shows sharper lamellar structure of the cementite 
layers and smoother surface of the -Fe phase than those observed at earlier times. The 
oxide layers grown at pH 7.0 and 7.5 have layered structures, with the dense middle section 
sandwiched by a more-porous layer on either side. At pH 7.0, the oxide layer has grown to 
about 2 m thick after 40 h, and the optical, SEM and Raman analyses indicate that this 
layer consists of a network of yellow to brown Fe(OH)3 or FeOOHH2O entwined with a 
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network of black magnetite. At pH 7.5, the oxide layer has grown thicker (to about 3 m) 
and this layer consists of orange coloured crystalline -FeOOH in addition to the networks 
of ferric hydroxide/oxyhydroxide and magnetite. 
 
Figure 5.10 SEM of the cross-sections of the oxide layers present on the CS surfaces after 
40-h corrosion at pH 7.0, 7.5 or 8.0 in aerated solutions. Also shown in the figure are the 
schematic presentations of the chemical compositions. 
 
The compositional structure of this layer, and the fact that it is separated from the 
metal surface by a void of uniform thickness, strongly suggest that this oxide layer grew 
by dissolution-precipitation in a very slow diffusion-rate medium. Such conditions are 
known to create banded precipitation patterns known as Liesegang bands – which are also 
known to occur in geological formations such as agates and geodes, and hematite rings in 
sandstones [25, 26]. These observations further confirm the proposed corrosion mechanism 
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for Stage 2 in which metal cations are transported from the metal surface to the oxide phase 
and solution phase via trans2 (Section 5.3.4.2). 
The optical and SEM images in Figure 5.7 and Figure 5.10 show that at pH 8.0 the 
granular oxide particles do not coalesce into distinct oxide layers. However, a gelatinous 
(or caked) layer acts as an adhesive to glue the granular oxide particles to each other and 
to the metal substrate. The granular oxides on the surface are not uniformly distributed, but 
they undergo coarsening forming islands of oxide particles with diameters of 10 to 100 m. 
The colour of the surface oscillates between more yellowish and more greenish in colour 
as the colour becomes progressively darker, indicating that the gelatinous layer is mixed 
FeII/FeIII hydroxide that is in dissolution and precipitation equilibrium with the granular 
oxides. This quasi-equilibrium also occurs in Stage 2 at pH 7.0 and 7.5, but the 
dissolution-precipitation cycle occurs at a slower frequency at pH 8.0 than at the lower pHs 
due to the lower solubility of metal cations. Consequently, the overall dissolution of metal 
cations into the solution phase is small. Instead, once the mixed FeII/FeIII hydroxide 
precipitates to form the granular mixed oxides, the granular particles transform into 
thermodynamically more stable ferric oxides that are less soluble and more passive.  
The Raman spectra of oxide islands on the surface are shown in Figure 5.8. The 
granular oxide on the surface away from the islands does not give a strong Raman signal, 
similar to the spectra of samples at 1 h and 5 h at pH 7.0 and 7.5. The peaks corresponding 
to magnetite/maghemite are already present at 1 h. In addition, a broad band appears in the 
250 to 600 cm−1 range. Various ferric hydroxides/oxides crystals show characteristic peaks 
in this range, but the intensity distribution over the wavenumber range follows most closely 
that of -FeOOH. Hence, the broad band is assigned to an amorphous FeOOH. Both 
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FeOOH and Fe3O4/-Fe2O3 peaks increase with time, although the average size of the oxide 
particles does not change significantly. 
 
5.4 Conclusions 
This study demonstrates that CS corrosion in an aerated solution near neutral pH 
evolves through different dynamic stages. In Stage 1, in which the dissolved metal 
concentration is negligible and the metal surface is not covered with oxide deposits, the 
corrosion dynamics are determined mainly by the electrochemical reaction of Fe0(m) with 
O2 to produce Fe
II
(aq) at the metal surface, followed by transport of Fe
II
(aq) from the metal 
surface to the bulk solution. In Stage 1 the concentration of FeII(aq) at the metal surface is 
near steady state and, hence, the corrosion rate is nearly constant with time. Because the 
FeII(aq) dissolved in the bulk solution is the main corrosion product, the metal dissolution 
rate is equivalent to the corrosion rate and this rate can be obtained either by measuring the 
metal oxidation current, or the metal weight loss or dissolved metal concentration as a 
function of time.  
Most existing corrosion models adequately describe the corrosion rate observed in 
Stage 1. However, this study clearly demonstrates that the duration of Stage 1 and the rate 
of evolution from Stage 1 to Stage 2 strongly depend on pH. As corrosion progresses and 
the concentration of FeII(aq) approaches its saturation limit, the volume of the 
FeII(aq)-saturated solution expands. The Fe
II
(aq) in this saturated volume undergoes 
hydrolysis at an accelerated rate and can further oxidize to ferric species. As a result, 
continuous metal oxidation leads to the formation and growth of a mixed FeII/FeIII 
hydroxide gel near the metal surface. The presence of a viscous gel can have a strong 
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influence on the further transport of the FeII(aq) produced at the metal surface to the bulk 
solution as well as the rate of transport of O2 in the opposite direction. The oxidation 
process of ferrous to ferric ions in the gel is very different from the process that occurs in 
aqueous solution. Hence, the overall rate of metal oxidation to ferric species is strongly 
affected by the presence of a gel. Strong feedback between different processes develops 
once the gelatinous layer starts to form. At that point, the rate of overall metal oxidation 
evolves very rapidly, approaching a steady state in Stage 2 that is different from the initial 
steady state in Stage 1. In Stage 2 the corrosion dynamics are controlled mainly by the 
oxidation, dissolution and precipitation within the hydroxide gel layer. This leads to the 
formation of thermodynamically stable ferric oxyhydroxides and oxides on the metal 
surface that are less soluble than the initially produced ferrous hydroxide.  
In Stage 2, the production rates of oxides and hydroxides are strongly influenced 
by solution reactions and transport dynamics. Thus, the corrosion rate cannot be determined 
by simply measuring the metal oxidation current, or metal weight loss or dissolved metal 
concentration as a function of time. The metal dissolution rate in Stage 2 is not constant 
with time but parabolic, decreasing proportional to the square root of time. The 
proportionality constant strongly depends on pH, with a significant decrease in the 
dissolution rate occurring at a pH of about 7.5. The chemical composition, morphology and 
thickness of oxide deposits also strongly depend on pH, with the most dramatic changes 
also occurring at pH 7.5.  
Strong feedback between the different processes can develop over the long term 
during corrosion. With strong feedback, small changes in the rates of electrochemical 
reactions and/or the rates of transport of dissolved species as corrosion progresses can lead 
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to the development of periodic and oscillating chemical behaviour and alter the corrosion 
pathway in some cases. 
By examining in detail the influence that solution parameters can induce on strong 
systemic feedback, this study has advanced our mechanistic understanding of CS corrosion. 
As a result of this work existing predictive models need to be adapted, at a minimum, to be 
able to address such feedback. To improve corrosion models for situations when strong 
feedback can exist, it is important to identify the key elementary processes that control 
corrosion under those conditions and to establish the kinetics of the elementary processes 
as a function of solution parameters. 
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Chapter 6. Effect of Electrode Potential and Aeration on 
Carbon Steel Oxidation1 
 
6.1 Introduction 
Many quantitative analyses of corrosion rates rely on electrochemical techniques 
that measure current as a function of applied potential in a solution of interest, and then 
analyze the observed current-potential (i–E) relationship. Depending on the mode and 
range of the applied potential, these techniques fall into two main categories. The first 
category, referred to as the Tafel method, employs a potentiodynamic scan of the Tafel 
region [1], i.e. to potentials at least ±30 mV away from the corrosion potential (ECORR) to 
obtain the corrosion current (iCORR). The second category, referred to as micropolarization 
methods in this study, includes the linear polarization resistance (LPR) technique and 
electrochemical impedance spectroscopy (EIS) [2]. These techniques extract the electrical 
resistance (or impedance) from the i–E relationship obtained using small potential 
perturbations near ECORR. The observed i–E relationship is then analyzed by applying 
Ohm’s law for LPR or electric equivalent circuit analysis for EIS. The determined 
resistance can be converted into iCORR using the Stern–Geary (S–G) equation [3]. 
Application of Tafel methods or the S–G equation requires that the kinetics of the 
half-reactions follow the Tafel equation [3, 4], a reduced form of the Bulter–Volmer (B−V) 
equation at large overpotentials [5]. However, the B–V equation does not always correctly 
describe the reaction kinetics. One reason is the influence of mass transport processes. 
                                                 
1 A version of this chapter has been submitted: D. Guo, J.M. Latuskie, J.M. Joseph, J.C. Wren, 
Electrochim. Acta, submitted. 
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Another reason is that the B–V equation assumes that the rate constant of an 
electrochemical half reaction increases exponentially with anodic or cathodic overpotential 
without any limit. Although it has successfully described the kinetics of a large number of 
electrochemical reactions [6], deviation from the B–V equation has been demonstrated 
both experimentally and theoretically, even for certain outer-sphere redox reactions 
without any mass transport effects [7, 8]. In addition, because transition metals can oxidize 
to more than one oxidation state and the metal cations can exist as dissolved ions and solid 
hydroxides/oxides, there is usually more than one oxidation path available. Under solution 
conditions in which the dependence of the rate of an electrochemical reaction on applied 
potential deviates considerably from the B–V relationship, the i–E relationships obtained 
based on conventional polarization methods may result in erroneous determination of a 
corrosion rate. 
This chapter presents studies on metal oxidation kinetics as a function of electrode 
potential at different pHs in Ar-purged or aerated solutions. The techniques used were 
cyclic voltammetry (CV), potentiostatic polarization and cathodic potentiodynamic 
polarization (PDP). The i–E relationships obtained from these polarization techniques were 
analyzed using conventional electrochemical kinetics methodologies. The results indicate 
that the extrapolation of the i–E relationships does not follow those expected from the 
conventional analysis methodologies when corrosion has progressed to the dynamic stages 
in which the reactions of ferrous ion and the transport of the reaction products contribute 
significantly to the overall corrosion rate. 
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6.2 Experimental 
6.2.1 Material and solution 
The CS used in this study is A516 Gr. 70 (0.23 wt% C). The CS rod was cut into 
discs 1 cm in diameter and 5 mm in height. Each disc was sealed with Teflon and only one 
face with a surface area of 0.785 cm2 was exposed to the test solution. Prior to each test, 
the open disc face was abraded using a series of fine SiC papers up to 1200 grit, then 
polished using a 1 μm diamond suspension, and finally washed with deionized water and 
dried under flowing argon. 
Solutions of pH 7.0, 7.5 and 8.0 were prepared by adding different amounts of 
H3BO3 (analytical grade, Caledon Laboratories Ltd.) to 0.01 M Na2B4O7 (analytical grade, 
EMD Inc.) solutions. Water was purified using a NANOpure Diamond UV ultrapure water 
system. A pH meter (Fisher Scientific Accumet AB15) was used to measure the initial and 
the final pH. No detectable changes in pH were observed in the tests conducted in this 
study. 
 
6.2.2 Electrochemical tests 
The solution and working electrode preparation is described in 6.2.1. A Pt mesh 
(Alfa Aesar, 99.9% purity) was used as counter electrode. A saturated calomel electrode 
(SCE, Fisher Scientific) was used as reference electrode. The solution was purged with 
either Ar or Air starting 1 h prior to the electrochemical test and continuing throughout the 
whole test.  
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The electrochemical analyses were performed using BioLogic VMP-300 
Multipotentiostats. Three techniques were used in this study: CV, potentiostatic 
polarization and cathodic PDP.  
The CV tests in this study were preceded by 5-min cathodic cleaning at −1.1 VSCE. 
For each solution condition, three potential scan ranges were used: the lower scan limit was 
always −1.1 VSCE while the upper scan limit was −0.6 VSCE, −0.4 VSCE or 0.0 VSCE. Each 
of the three ranges were cycled five times, using a scan rate of 0.17 mV·s−1. 
Potentiostatic polarization tests in this study were preceded by 5-min cathodic 
cleaning at −1.1 VSCE. After the cathodic cleaning, applied potential (EAPP) was changed to 
−0.20 VSCE, −0.40 VSCE, −0.60 VSCE or −0.75 VSCE and was held for 5 h.  
In cathodic PDP tests, 5-min cathodic cleaning at −1.1 VSCE was performed, 
followed by ECORR measurement for 1 min or 15 h. Then EAPP was scanned from ECORR to 
−1.1 VSCE, using a scan rate of 5 mV·s−1. 
For all i–E plots (CV and PDP) in this study, the electrode potential was corrected 
for solution resistance (Rs) using E = Emeasured − iRs. Rs was determined prior to each test 
using impedance methods at 1 kHz. The value of Rs is ~ 300 Ω. There was no significant 
change of Rs during the test (< 10 Ω). For potentiostatic polarization, Rs was not 
compensated for during the tests. Therefore, the actual electrode potential during 
potentiostatic polarization could deviate from EAPP. 
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6.2.3 Surface analysis and solution analysis 
After the CS electrodes had corroded for different durations, they were removed 
from the electrochemical cell and dried with Ar. The surfaces were then analyzed using an 
optical microscope (Leica DVM6). 
The dissolved iron concentration in the solution after each test was analyzed using 
a Perkin Elmer Avio 200 inductively coupled plasma optical emission spectrometer 
(ICP-OES). Prior to the solution analysis the samples were digested using nitric acid (Trace 
analytical grade, Fisher Scientific) to dissolve any colloidal particles present in the test 
solution. Therefore, the measured dissolved iron concentration may include any colloid 
particles, if present. 
 
6.3 Results and Discussion 
6.3.1 Cyclic voltammetry in Ar-purged solutions 
6.3.1.1 Experimental observations 
CV was performed to identify the electrochemical reactions that can occur on a CS 
electrode in either Ar-purged or aerated solutions in the pH range of 7.0 to 8.0. This is the 
range in which ECORR and iCORR evolve very differently depending on pH, as shown in 5.3.2. 
As mentioned in 6.2.2, three upper scan limits were used in this study: −0.6 VSCE, −0.4 
VSCE or 0.0 VSCE. These upper scan limits were chosen to closely represent the observed 
pseudo steady-state ECORR values in different kinetic stages in the previous chapter (Section 
5.3.3.1). Figure 6.1 shows the first cycle CVs obtained for CS electrodes in Ar-purged 
solutions at three different pHs. Two types of plots are shown in the figure: i versus E and 
E versus log |i|. Also shown in these figures are the steady-state ECORR values observed in 
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aerated (Stage 1) and Ar-purged solutions (air-ECORR and Ar-ECORR, data in 5.3.2). The CV 
is compared with the equilibrium potentials (EEQ) of various redox reactions of iron species. 
 
Figure 6.1 The first CV cycle in Ar-purged pH 7.0, 7.5 and 8.0 borate solutions: (a) plot 
of i versus E; (b) plot of E versus log |i| along with air-ECORR (pink line), Ar-ECORR 
(orange line) and EEQ of various redox reactions of iron species; solid lines represent 
forward scans and dashed lines represent reverse scans. 
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Figure 6.2 shows the CVs of the forward scans obtained at different pHs. The 
reproducibility of the CV data is very good; at a given pH the difference in CV during 
forward scans obtained with different upper vertex potentials is very small. The electrode 
potential at which the polarization current is zero (Ei=0) is close to the EEQ value of either 
the redox reaction of (Fe0  Fe(OH)2) or (Fe(OH)2 Fe3O4) depending on pH. These Ei=0 
values are also close to the steady-state Ar-ECORR values. 
 
Figure 6.2 Forward scans of the first CV cycle in Ar-purged pH 7.0, 7.5 and 8.0 borate 
solutions (blue, red and black lines). The CV is compared with air-ECORR (pink line), 
Ar-ECORR (orange line) and EEQ of various redox reactions of iron species. 
 
During the forward scan from −1.1 VSCE, the cathodic current decreases 
exponentially with EAPP, initially with a Tafel slope close to 120 mV·dec
−1 in the more 
negative potential range (< −0.98 VSCE), and then with a larger Tafel slope (200 ± 30 
mV·dec−1) in the more positive potential range. The Tafel slopes (b) of these two cathodic 
potential ranges (referred to as region C1 and C2, respectively) obtained from the EAPP 
versus log |i| plots are summarized in Table 6.1. Also shown in Table 6.1 are the currents 
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𝑖C1 and 𝑖C2 at Ei=0 by simple extrapolation from the fitted Tafel equation. The value of 𝑏C2 
decreases by ~30 mV·dec−1 with an increase in pH of 0.5 unit, i.e. 60 mV per pH unit. 
Although in the reverse scan the cathodic region can show more complicated i–E 
relationships depending on pH and upper scan limit, region C2 with a similar 𝑏C2 value to 
that in the forward scan can be observed, albeit with a different cathodic current value at a 
given EAPP, and in different potential range. In contrast, region C1 was generally not 
observed in the reverse scan. 
 
Table 6.1 Summary of parameters in the forward scan of the first CV cycle in Ar-purged 
solutions. 
pH 7.0 7.5 8.0 
C1 Range (VSCE) < −0.98 < −0.98 < −0.98 
𝑏C1 (mV·dec
−1) 118 ± 8 127 ± 16 106 ± 12 
𝑖C1 at Ei=0 (μA·cm
−2) −1.7 ± 0.5  −2.9 ± 1.6 −1.5 ± 0.7 
C2 Range (VSCE) −0.89 ~ −0.85 −0.90 ~ −0.86 −0.91 ~ −0.87 
𝑏C2 (mV·dec
−1) 230 ± 33 207 ± 13 171 ± 17 
𝑖C2 at Ei=0 (μA·cm
−2) −12 ± 4 −11 ± 2 −6.8 ± 1.1 
𝑅P (Ω·cm
2) 370 ± 110 760 ± 110 800 ± 190 
 
As the EAPP scanning moves to more positive values, the current initially increases 
exponentially with EAPP over a narrow potential range (< 60 mV), but it soon starts 
increasing linearly with EAPP over a potential span of ~100 mV. This linear increase is 
better appreciated from Figure 6.1 than Figure 6.2. The inverse of the linear slope of the i 
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vs EAPP plot represents the polarization resistance, RP. The value of RP increases with pH 
( Table 6.1). The potential range of the linear i–E region is slightly shifted to a lower value 
when pH increases from 7.0 to 8.0. This region is also where the initial air-ECORR values 
are found. 
The linear increase is followed by a progressively slower increase, and the current 
reaches a maximum (imax1) before it starts decreasing with EAPP and reaches a minimum 
(imin1). At all pHs, imin1 is reached at a potential slightly above 𝐸EQ(Fe(OH)2⇌Fe(OH)3). On the 
forward scan, the difference between the potential of the minimum current (Emin1) and the 
EEQ value increases with pH. However, on the reverse scan with a vertex potential of −0.4 
VSCE or 0.0 VSCE, the Emin1 is close to 𝐸EQ(Fe(OH)2⇌Fe(OH)3) at all three pHs (Figure 6.1b). 
The i–E relationship over the range Ei=0 to Emin1 observed on the reverse scan is similar to 
that observed on the forward scan, but with lower current densities. The value of 
𝐸EQ(Fe(OH)2⇌Fe(OH)3) is also close to the maximum value of the ECORR oscillation observed 
during CS corrosion in aerated solutions at pH 7.5 (Figure 5.3). 
The current starts increasing again when EAPP is scanned above Emin1. It reaches 
another maximum (imax2) that is more than an order of magnitude lower than imax1, before 
it starts decreasing again. The second anodic peak (max2) is also observed on the reverse 
scan with lower current densities. The potential of the second maximum current (Emax2) is 
slightly below 𝐸EQ(Fe3O4⇌γ−Fe2O3).  
In Ar-purged solutions, the CV after the first cycle shows the same shape with 
similar current density. The third CV cycle is shown in Figure 6.3. The anodic region is 
not significantly different from that in the first cycle. The value of imax1 increases from the 
first cycle to the second cycle, and then decreases with cycle number (results not shown). 
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The cathodic current becomes smaller as the cycle number increases (Figure 6.4). In the 
third cycle, the cathodic current is higher in the reverse scan than in the forward scan in the 
EAPP region between ~ −1.0 and −0.8 VSCE (except at pH 8.0 and at upper scan limit −0.6 
VSCE). This phenomenon was also observed in the second, fourth and fifth cycles (results 
not shown). However, in the first cycle, it was only observed when the upper scan limit 
was 0.0 VSCE (Figure 6.1). 
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Figure 6.3 The third CV cycle in Ar-purged pH 7.0, 7.5 and 8.0 borate solutions: (a) plot 
of i versus E; (b) plot of E versus log |i| along with air-ECORR (pink line), Ar-ECORR 
(orange line) and EEQ of various redox reactions of iron species; solid lines represent 
forward scans and dashed lines represent reverse scans. 
 
157 
 
  
 
Figure 6.4 Comparion of the first (red) and third (purple) CV cycles (upper scan limit 
−0.4 VSCE) in Ar-purged pH 7.0, 7.5 and 8.0 borate solutions; solid lines represent 
forward scans and dashed lines represent reverse scans. 
 
6.3.1.2 Discussion 
(1) Cathodic region 
There are two cathodic Tafel regions on the forward scan of the first cycle in Ar-
purged solutions. In Ar-purged solutions, the water reduction (hydrogen evolution 
reduction, HER) is the only solution reduction reaction occurring and the O2 reduction 
reaction (ORR) is negligible. The existence of two Tafel regions indicate that there are two 
different redox processes whose rates may be partially controlled by mass transport. 
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It is normally assumed that the contribution of metal oxidation to the current in 
region C1 is negligible compared to the contribution of the HER. The value of 𝑏C1 is ~120 
mV·dec−1. Although the HER is a 2-electron process and an ideal Tafel slope for a 2-e 
process should be 60 mV·dec−1, the overall HER is often interpreted as three elementary 
steps: the Volmer reaction (1-e process), the Heyrovsky reaction (1-e process) and the Tafel 
reaction (non-electrochemical) [9]. If the Volmer reaction is the rate-determining step, the 
theoretical Tafel slope for the HER would be 120 mV·dec−1 [9]. 
However, extrapolation of the Tafel slope gives an HER current that is much 
smaller than the observed cathodic current value at potentials in region C2. Such 
potential-dependence of the cathodic current cannot be explained simply by the HER at the 
metal surface and associated mass transport (H+, OH−, or H2). One possible reason is the 
contribution of Fe oxidation in the cathodic region. On the forward scan of the first cycle, 
the metal oxidation at the metal interface is under dynamic conditions and the current does 
not represent the steady-state current. Therefore, back-extrapolation of the current in region 
C1 or C2 to Ei=0 does not yield an accurate iCORR. The potentiostatic polarization results in 
6.3.3 will show that the initial current (< 1 s) is always anodic (even at EAPP < ECORR in 
Ar-purged or aerated solutions), and this initial current is always larger than the steady state 
current reached at longer times. These observations indicate that when the concentration of 
Fe2+(aq) in the solution near the surface is nearly zero, net metal oxidation occurs even at 
very low potentials because the reverse reaction of Fe2+(aq) to Fe
0 does not occur to any 
appreciable extent. However, the net metal oxidation current is partially limited by the 
interfacial transfer of metal ions which is a much slower process than electron transfer. As 
EAPP increases in the forward scan, [Fe
2+
(aq)] near the metal surface increases and 
159 
 
  
approaches equilibrium between Fe0 and Fe2+(aq), the rate of reduction of Fe
2+
(aq) to Fe
0 
increases, and the net rate of oxidation of Fe0 to Fe2+(aq) could therefore decrease with EAPP. 
This results in the slower decrease observed in the magnitude of cathodic current with EAPP 
in C2 than that in C1, i.e. larger Tafel slope in C2 than in C1. 
In the reverse scan, the region C1 with a 𝑏C1 value close to 120 mV·dec
−1 was not 
observed. The reason could be the reduced exchange current of the HER in the reverse scan 
due to oxide formation, which would require a more negative electrode potential for the C1 
region to be observed, beyond the EAPP range of this study. In the reverse scan, there could 
be a contribution of net reduction of FeII (labelled as ?⃐?ox) to the total cathodic current. This 
would explain the larger observed cathodic current in the reverse than in the forward scan 
in the EAPP region ~ −1.0 to −0.8 VSCE after the first cycle. The value of ?⃐?ox at a given EAPP 
is dependent on the [Fe2+] in the solution. As [Fe2+] increases with cycle numbers, ?⃐?ox will 
be more and more significant in the reverse scan. 
The above discussion shows that the cathodic current is influenced by multiple 
factors and the HER contribution cannot be easily separated. That is, it is unlikely that the 
Tafel analysis of the cathodic branch will provide an accurate result. 
 
(2) Anodic region before Emax1 
In this study, the electrode potential region Ei=0 + 50 mV to Emax1 is labelled as 
region A1. In this region, the rate of the HER is negligible and the measured current can 
be considered equal to the Fe oxidation current (iox). The main oxidation reaction occurring 
in region A1 is the Fe dissolution reaction: 
Fe → Fe2+ + 2e− (6.1) 
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As described in 6.3.1.1, two types of i–E relationships were observed in region A1: 
exponential and linear. The exponential relationship indicates that iox and E follow the Tafel 
equation. However, the E range under which the exponential relationship is followed is 
narrow, and hence the Tafel slope cannot be readily determined from Figure 6.2. A linear 
i–E relationship was observed when E was ~ 100 mV above Ei=0. This linear i–E 
relationship is not predicted by any existing Fe dissolution mechanisms. Most existing 
mechanisms focus on the interfacial electrochemical reactions and so they all predict an 
exponential i–E relationship [10-12]. In this study, the kinetics of Fe oxidation are 
formulated using the Koutecký–Levich (K–L) equation: 
1
𝑖ox
=
1
𝑖ox
0 exp(
2.303𝜂
𝑏ox
)
+
1
𝑖trans
 (6.2) 
where 𝑖ox is the Fe oxidation current (forward direction), 𝑖ox
0  is the exchange current, 𝜂 is 
the overpotential ( 𝜂 = 𝐸 − 𝐸EQ(FeFe(OH)2) ), 𝑏ox  is the Tafel slope and 𝑖trans  is the 
limiting current of the mass transport of FeII(aq). Note that it can be assumed that 𝑖ox and 
𝑖ox are equal in region A1 as E is already at least ~ 50 mV greater than 𝐸EQ(Fe⇌Fe(OH)2). 
Equation 6.2 suggests a sigmoid i–E relationship: at lower E values, equation 6.2 can be 
simplified to an exponential function and at intermediate E values it can be approximated 
using a linear function. A plot of a general sigmoid function is shown in Figure 6.5. A 
sigmoidal-shaped CV has been observed in various studies and the K–L equation has also 
been adopted in many studies to describe the kinetics of electrochemical reactions with the 
effect of mass transport included [13, 14]. The linear region corresponds to the mixed 
control of electron transfer and mass transport processes. The slope (
d𝑖
d𝐸
, or 
1
𝑅P
) of the linear 
region can be mathematically calculated as: 
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1
𝑅P
=
2.303𝑖trans
4𝑏ox
 (6.3) 
Equation 6.3 is significantly different from the S−G equation in that 𝑅P is independent of 
𝑖ox. Since Stage 1 air-ECORR is found within the linear i−E region, simply applying the S−G 
equation would not yield the correct air-iCORR value. 
 
Figure 6.5 Plot of a sigmoid function y = 1/[a·exp(−bx)+c] (a, b, c > 0) and its tangent 
line in the linear region. 
 
Figure 6.6 compares the first CV cycle with an upper scan limit of −0.4 VSCE with 
the steady-state polarization current obtained by potentiostatic polarization (will be 
discussed in 6.3.3) or the i–E data obtained by the dual-electrochemical cell (DEC) 
experiment (data in 5.3.3.2). Although a relatively low scan rate was used in this study 
(0.17 mV·s−1), the current measured in the A1 region in the forward scan is still higher than 
that obtained by potentiostatic polarization or in the DEC experiment. Instead, it is the 
current in the reverse scan that correlates well with these experimentally determined 
currents. Therefore, the i–E data in the reverse scan of the first cycle (upper scan limit −0.4 
VSCE) have been used to obtain the values of the parameters in equation 6.2. 
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Figure 6.6 Comparison between the first CV cycle (upper scan limit −0.4 VSCE), DEC 
experiment and steady-state current from potentiostatic polarization. Also shown in the 
figure is the fitting of region A1 using the K–L equation. 
 
The fitted curves are also shown in Figure 6.6. The obtained values of 𝑖ox
0 , 𝑏ox and 
𝑖L are summarized in Table 6.2. The values of 𝑖ox
0  and 𝑏ox at pH 7.0 and pH 7.5 are similar, 
3.3 ± 0.3 A·cm−2 and 90 ± 1 mV·dec−1, respectively. The values of these parameters are 
very different at pH 8.0: 𝑖ox
0  is 0.75 A·cm−2, a five-fold reduction compared to the values 
obtained at the lower pHs, and 𝑏ox is also lower at 68 mV·dec
−1. The different 𝑖ox
0  and 𝑏ox 
values indicate that the main electrochemical reactions that control the overall metal 
oxidation rate in region A1 change when the pH changes from 7.5 to 8.0. These results are 
consistent with the observation that the Ei=0 observed during the reverse potential scan at 
pH 7.0 and 7.5 corresponds to the value of 𝐸EQ(Fe⇌γFe(OH)2)  whereas that at pH 8.0 
corresponds to the value 𝐸EQ(Fe(OH)2⇌Fe3O4). 
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Table 6.2 Summary of region A1 parameters and calculated 𝑖ox values. 
pH 7.0 7.5 8.0 
A1 range (VSCE) −0.69 ~ −0.55 −0.72 ~ −0.59 −0.73 ~ −0.63 
𝑖ox
0  (μA·cm−2) 3.6 2.9 0.75 
𝑏ox (mV·dec
−1) 90 91 68 
𝑖trans (μA·cm
−2) 200 120 55 
𝑖ox at Ei=0 (μA·cm
−2) 4.4 3.6 1.8 
𝑖ox at −0.62 VSCE (μA·cm
−2) 64 67 49 
 
The value of 𝑖trans representing the transport rate of ferrous ions from the metal 
surface to the bulk solution decreases by approximately by a factor of 2 per half pH unit 
increase. The current value of 200 μA·cm−2 obtained at pH 7.0 corresponds to a ferrous ion 
flux of ~1.0 nmol·cm−2·s−1, or 0.21 mg·cm−2·h−1. The decrease of 𝑖trans with pH is related 
to the decreased solubility limit of FeII(aq) when pH increases, which determines the 
maximum concentration gradient that can be established near the surface. 
The Ei=0 observed during the CVs in Ar-purged solutions corresponds to Ar-ECORR 
and hence, the 𝑖ox at Ei=0 represents the metal oxidation current in the Ar-purged solution. 
The values obtained from the K–L analysis are slightly higher than the exchange currents 
(𝑖ox
0 ). In aerated solutions, the initial air-ECORR was the same at ~ −0.62 ± 0.03 VSCE at all 
three pHs. The 𝑖ox at the initial air-ECORR value represents the metal oxidation current in 
the aerated solution. The values of 𝑖ox at −0.62 VSCE obtained from the K–L analysis are 
also shown in Table 6.2. As is shown in Figure 6.6, the currents obtained from the K–L 
analysis are not far from those obtained from the DEC experiment. 
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The Fe dissolution mechanistic study by Bockris et al. suggested a Tafel slope of 
40 mV·dec−1 [11]. In this study a higher value of 𝑏ox is observed. The reason for this could 
be that a neutral pH was used in this study while the Tafel slope of 40 mV·dec−1 was 
observed by Bockris et al. at a very acidic pH. When the pH increases, an increase in Tafel 
slope is generally observed [15]. However, there is currently no published mechanism that 
can quantitatively predict the relationship between 𝑏ox and pH. 
 
6.3.2 Cyclic voltammetry in aerated solutions 
6.3.2.1 Experimental observations 
Figure 6.7 shows the first CV cycles obtained for CS electrodes in aerated solutions 
at three different pHs. The first CV cycle in aerated solutions is of similar shape to that in 
Ar-purged solutions (Figure 6.1), but the current is more cathodic at lower values of EAPP 
due to the ORR. In Figure 6.7b, the CV in these figures is compared with the Stage 1 
air-ECORR (data in 5.3.3.1) and EEQ of various redox reactions of iron species. 
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Figure 6.7 The first CV cycle in aerated pH 7.0, 7.5 and 8.0 borate solutions: (a) plot of i 
versus E; (b) plot of E versus log |i| along with air-ECORR (pink line) and EEQ of various 
redox reactions of iron species; solid lines represent forward scan and dashed lines 
represent reverse scan. 
 
Figure 6.8 shows the CVs of the forward scans obtained at different pHs. When 
EAPP increases from −1.1 to −0.4 VSCE, the current turns from cathodic to anodic, then back 
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to cathodic again. Therefore, three regions can be defined between −1.1 and −0.4 VSCE 
based on the sign of the current. For simplicity, these three regions (potential from low to 
high) are labelled as C1’, A1’ and C2’, respectively in this study. Although in aerated 
solutions, the forward scan of the first cycle has a worse reproducibility compared with 
Ar-purged solutions, the regions C1’, A1’ and C2’ were usually observed except at pH 8.0 
with the upper scan limit −0.4 VSCE where region A1’ was absent. The current value and 
potential range of each region varied from one test to another. 
In region C1’, a very large Tafel slope (𝑏C1′) was observed between −0.75 and −0.9 
VSCE. The value of 𝑏C1′ is greater than 600 mV·dec
−1. Simple extrapolation to air-ECORR 
using 𝑏C1′ gives iCORR values of 100 to 200 μA·cm
−2, which is close to the real air- iCORR in 
Stage 1 (data in 5.3.3.2). In regions A1’ and C2’, no discernable Tafel slope was observed. 
 
Figure 6.8 Forward scans of the first CV cycle in aerated pH 7.0, 7.5 and 8.0 borate 
solutions (blue, red and black lines). The CV is compared with air-ECORR (pink line) and 
EEQ of various redox reactions of iron species. 
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Figure 6.9 compares the first and third CV cycles in aerated solutions. Although the 
i–E relationship in the third cycle looks very different from the first cycle from the plot of 
i versus E, except at pH 7.0, the forward scan of the third cycle still shows the three regions 
C1’, A1’ and C2’ that were observed in the forward scan of the first cycle. The anodic or 
cathodic current in these regions in the third cycle is generally smaller than that in the first 
cycle. 
 
Figure 6.9 Comparion of the first (red) and third (purple) CV cycles (upper scan limit 
−0.4 VSCE) in aerated pH 7.0, 7.5 and 8.0 borate solutions; solid lines represent forward 
scan and dashed lines represent reverse scan. 
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6.3.2.2 Discussion 
In aerated conditions, the overall measured current is affected by the ORR. Another 
factor influencing the overall measured current is the evolution of the surface (formation 
and growth of various oxides) with time in aerated solutions. This surface evolution is 
reflected by the evolution of ECORR over time observed in 5.3.3.1. Therefore, the current 
measured during a CV is influenced by changes in EAPP and the evolution of ECORR with 
time. 
It takes 50 min for EAPP to scan from −1.1 to −0.6 VSCE and ~ 2h to scan from −1.1 
to 0 VSCE. In comparison, the durations of the initial dissolution stage (Stage 1) in aerated 
borate solutions of pH 7.0, 7.5 and 8.0 under natural corrosion conditions (without any 
polarization) are 7 h, 3 h and 1 h, respectively (data in 5.3.3.1). Therefore, it can be assumed 
that the buildup of oxide on the surface should be negligible in the forward scan of the first 
cycle at pH 7.0 and 7.5. On a bare Fe surface, the measured current difference between 
aerated solutions and Ar-purged solutions under the same EAPP is equal to the ORR current 
(𝑖ORR). At pH 8.0, at the beginning of the first forward scan the surface is oxide-free, but 
oxide buildup occurs during the first forward scan. Therefore, in some tests, the current 
remains cathodic even when EAPP > −0.6 VSCE. This is because when EAPP is scanned to 
−0.6 VSCE, accumulation of oxide has already increased ECORR to a higher value. 
The ORR on bare Fe can be considered under mass transport control when EAPP < 
−0.6 VSCE (will be shown in 7.3.3), indicating that 𝑖ORR is independent of EAPP in region 
C1’. The value of 𝑖ORR can be obtained by simply looking at the cathodic current in aerated 
CV when EAPP is equal to Ei=0 in Ar-purged solutions. The value of 𝑖ORR is in the range 
−100 to −200 μA·cm−2, which is close to the iCORR of CS in Stage 1 in aerated borate 
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solutions of pH 7.0 to 8.0 (data in 5.3.3.2). Although the ORR is the main reaction 
contributing to the cathodic current in region C1’, the total cathodic current is still being 
affected by the HER at lower values of EAPP and by Fe oxidation at higher values of EAPP 
(Figure 6.1). As a result, a current plateau corresponding to mass transport control was not 
observed in Figure 6.7b and Figure 6.8. Instead, a large Tafel slope 𝑏C1′ was observed. 
Although simple extrapolation to air-ECORR does not yield a value significantly deviating 
from the actual iCORR value, it should be noted that the value of 𝑏C1′ does not represent the 
real Tafel region of the ORR since the current in region C1’ includes the contribution of 
multiple half reactions. 
In the following cycles, oxides gradually build on the surface, which further 
complicates the measured polarization current due to the redox reactions of the oxides. The 
measured overall current is also influenced by the evolution of ECORR, i.e. the system is not 
at steady state. Therefore, quantitative interpretation of the i–E relationship becomes very 
difficult. 
 
6.3.3 Potentiostatic polarization 
6.3.3.1 Overall current-time behaviour 
Four different EAPP values (−0.75, −0.60, −0.40, −0.20 VSCE) were chosen based on 
these observations in the CVs: EAPP −0.75 VSCE is close to Ei=0 in Ar-purged solutions; EAPP 
−0.60 VSCE is in region A1; EAPP −0.40 VSCE is between Emax1 and Emax2 and EAPP −0.20 
VSCE is above Emax2. 
The results are plotted in two different ways in Figure 6.10. The log |i| versus log t 
(time) plots show the short-term behaviour more clearly while the Q (total charge) vs t 
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plots show the longer-term behaviour more clearly. The slope of the log |i| versus log t 
plots is an indication of the main oxidation pathways. A slope of −1 indicates that the 
oxidation leads to oxide growth, whereas a slope of 0 indicates oxidation leads to metal 
dissolution [16-18]. This is valid only if the measured current is equal to the metal oxidation 
current, which requires that EAPP is high enough to eliminate cathodic reactions. 
 
Figure 6.10 Potentiostatic polarization of CS at −0.75 (blue), −0.60 (red), −0.40 (orange) 
and −0.20 VSCE (purple) in Ar-purged and aerated pH 7.0, 7.5 and 8.0 borate solutions. 
 
When the measured current is not influenced by cathodic reactions, the time-
dependent behaviour of the current (log |i| versus log t) shows two to three kinetic stages. 
These stages are labelled as Stage 1’, 2’ and 3’, to differentiate from the corrosion dynamic 
stages under aerated conditions. Examples are shown in Figure 6.11. Under all conditions, 
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the current starts at a high value (~ 10−4 to 10−3 A·cm−2) and then gradually decreases. The 
slope of log |i| versus log t is ~ −0.2, except at EAPP −0.75 VSCE, and at EAPP −0.60 VSCE 
under aeration. This stage is referred to as Stage 1’. Stage 1’ is followed by either a steeper 
current decrease or a steady state, depending on pH and EAPP. 
 
Figure 6.11 Examples of multiple stages observed during potentiostatic polarization tests. 
(left) Ar-purged pH 7.5 borate solutions, EAPP = −0.60 VSCE; (right) Ar-purged pH 7.5 
borate solutions, EAPP = −0.40 VSCE. 
 
At −0.75 VSCE, there is considerable contribution of solution reduction (both HER 
and ORR) to the net current measured. As a result, the current decreases quickly to cathodic. 
Due to the presence of solution reduction, the current does not represent the metal oxidation 
current. For this reason, the current behaviour observed during potentiostatic polarization 
at −0.75 VSCE will not be discussed in detail. When EAPP is −0.60 VSCE, the ORR still makes 
a large contribution to the total current in aerated solutions, whereas the contribution of the 
HER is negligible. Under Ar-purged conditions, during Stage 1’, the log |i| versus log t 
curve shows a slope of ~ −0.2. This slope value gradually increases towards 0, reaching a 
(pseudo) steady state (Stage 2’). At −0.40 VSCE and −0.20 VSCE, Stage 1’ is followed by a 
steeper decrease in the log |i| versus log t curve (Stage 2’). In aerated solutions, the current 
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became cathodic due to the ORR, except at pH 7.0 and −0.20 VSCE. In Ar-purged solutions 
at −0.40 VSCE, a steady state is reached after Stage 2’, where the current remains constant 
over time (Stage 3’). 
 
6.3.3.2 Stage 1’ 
The currents at 1 s (labelled as i1s in this study) observed as a function of EAPP at 
the three pHs in aerated and Ar-purged solutions are shown in Figure 6.12. For all pHs, the 
current in Stage 1’ is higher at a higher EAPP. Increasing EAPP from −0.60 VSCE to −0.40 
VSCE increases i1s by a factor of 2–3, from ~250 A·cm−2 to 600–700 A·cm−2 in Ar-purged 
solutions and from ~200 A·cm−2 to ~ 300–700 A·cm−2 in aerated solutions. Increasing 
EAPP from −0.40 VSCE to −0.20 VSCE increases i1s by less than a factor of 2. The increase in 
current with EAPP may be due to an increase in the metal oxidation rate, a decrease in 
solution reduction (HER and ORR), or both. The value of i1s is much higher than the current 
observed in the CV at the same EAPP. Noted that such a high anodic current creates a 
significant IR drop, and the corrected electrode potential could be much lower than EAPP. 
 
Figure 6.12 Current density recorded at 1 s (Stage 1) in potentiostatic polarization tests 
under aerated conditions and Ar-purged conditions. 
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At the beginning, the system has not yet reached a steady state. The concentration 
of dissolved metal in the solution is zero at the beginning and so the main Fe oxidation 
reaction would be the release of metal cation. The type of metal cation and the release rate 
are dependent on the electrode potential. At the beginning, the mass transport rate of the 
metal cation is much smaller than the its release rate. This leads to an increase in metal 
cation concentration near the interface. As this interfacial concentration increases and 
reaches the saturation limit, oxide formation can occur on the surface, which influences the 
subsequent oxidation behaviour. 
When EAPP = −0.60 VSCE, the only metal cation that can be formed is FeII(aq), which 
has high solubility at neutral pH. The current in Stage 1’ continues to decrease for ~ 30 min 
and then reaches a steady state (Stage 2’). Since it takes ~ 30 min to reach the steady state, 
the scan rate used in the CV tests (0.17 mV·s−1) is still not low enough for the steady-state 
current to be observed. As a result, in the CV test the current in the forward scan in region 
A1 is larger than the steady-state current. 
When EAPP = −0.40 and −0.20 VSCE, FeIII(aq) can be formed in addition to FeII(aq). 
Because the solubility of FeIII(aq) is low at neutral pH (< 10
−9 M) [19], formation of FeIII 
oxide occurs very quickly on the surface, which becomes a barrier to further metal 
oxidation. Therefore, the duration of Stage 1’ is very short (< 10 s) and after Stage 1’ a 
steeper current decrease is observed in the plot of log |i| versus log t. 
 
6.3.3.3 Stage 2’ and Stage 3’ 
In Ar-purged solutions at −0.60 VSCE, Stage 2’ shows a steady-state current, 
corresponding to the dissolution of Fe2+. The steady state currents in Stage 2’ were 103, 62 
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and 38 A·cm−2 at pH 7.0, 7.5 and 8.0, respectively. Assuming the current all leads to the 
production of Fe2+, the total dissolved metal after 5 h is calculated to be 536, 325 and 199 
g·cm−2 at pH 7.0, 7.5 and 8.0. These calculated values are close to the total dissolved 
metal measured by ICP-OES (Figure 6.13). 
At −0.40 VSCE, γ-FeOOH and Fe(OH)3 can be formed on the surface, which protects 
the surface due to their low solubility. Therefore, a steeper decrease of current was 
observed in Stage 2’. The steady-state current in Stage 3’ corresponds to the dissolution 
rate in the presence of this FeIII oxide layer. The steady state currents in Stage 3’ at −0.40 
VSCE in Ar-purged solutions were 21, 4.4 and 1.4 A·cm−2 at pH 7.0, 7.5 and 8.0, 
respectively. Assuming metal dissolution occurs at these rates over the 5-h test period, the 
total dissolved amounts would be approximately 110 g·cm−2, 23 g·cm−2 and 7.3 g·cm−2 
at pH 7.0, 7.5 and 8.0, respectively. These values are close to the amounts of dissolved iron 
detected by ICP-OES (Figure 6.13). 
At −0.20 VSCE, γ-Fe2O3 can be formed on the surface. Compared to γ-FeOOH and 
Fe(OH)3, γ-Fe2O3 has a more compact structure. Therefore, the FeIII oxide formed at −0.20 
VSCE is more protective. During Stage 2’, a log |i| versus log t slope of −1 is observed in 
both Ar-purged and aerated solutions, which corresponding to the growth of the oxide layer. 
At pH 7.0, Stage 3’ is reached with a steady-state current of 1.4 A·cm−2. Assuming metal 
dissolution occurs at these rates over 5 h, the total dissolved amount would be 7.3 g·cm−2, 
much lower than that measured by ICP-OES (24 g·cm−2). The reason could be that most 
of the dissolution occurs in the stages before Stage 3’. At pH 7.5 and 8.0, oxide growth 
lasts over 5 h and Stage 3’ was not observed.  
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Figure 6.13 Dissolved metal content normalized to surface area after potentiostatic 
polarization tests under (a) aerated conditions and (b) Ar-purged conditions. 
 
6.3.3.4 Dissolved metal and oxide formation 
It was shown in 6.3.3.3 that the dissolution rate can be obtained from the 
steady-state polarization current. However, this requires that the polarization is not affected 
by solution reduction reactions. Therefore, the dissolution current at −0.75 VSCE in 
Ar-purged solutions and at all values of EAPP in aerated solutions cannot be determined 
from the polarization currents. 
The values of 𝑖ox at −0.75 VSCE are calculated to be 3.3, 5.4 and 4.6 A·cm
−2 at pH 
7.0, 7.5 and 8.0 using equation 6.2 and the parameters in Table 6.2. Using these values as 
dissolution current, the total dissolved amounts would be 17, 28 and 24 g·cm−2, which 
correlate well with the ICP-OES results in Ar-purged solutions. In aerated solutions, the 
dissolved metal detected is higher, because the IR drop effect is higher under a high 
cathodic polarization current (~ −90 A·cm−2) due to the ORR. The corrected electrode 
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potential would be ~ 20 mV higher than −0.75 VSCE, which would give a higher oxidation 
rate. 
When EAPP ≥ −0.60 VSCE, the ICP-OES results showed that total dissolved metal 
determined in aerated solutions is slightly lower than in Ar-purged solutions. This 
difference is attributed to the oxide film formed on the surface (Figure 6.14 and Figure 
6.15). 
The optical images of CS electrodes after polarization at −0.75 and −0.60 VSCE are 
shown in Figure 6.14. At −0.75 VSCE, the corrosion extent is small due to the low oxidation 
rate. At −0.60 VSCE, a significant amount of metal dissolution occurs. In aerated solutions, 
uniform yellow oxides formed on the surface, whereas in Ar-purged solutions the yellow 
oxide was not observed. This is a clear indication that the yellow oxide is formed via 
chemical reaction between FeII oxide and O2. The yellowish oxide film formed in aerated 
solutions explains the lower amounts of dissolved metal detected by ICP-OES. The Fe 
oxidation rate at −0.60 VSCE should be the same in Ar-purged and aerated solutions, 
indicating the presence of the yellowish oxide does not significantly affect the Fe oxidation 
rate at a given EAPP. 
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Figure 6.14 Optical images of CS electrodes after potentiostatic polarization at −0.75 
VSCE and −0.60 VSCE in Ar-purged and aerated pH 7.0, pH 7.5 and pH 8.0 borate 
solutions. 
 
At −0.40 and −0.20 VSCE, due to the formation of FeIII oxide, the oxidation rate is 
much lower than at −0.60 VSCE. The electrode surface after polarization is cleaner with less 
indications of dissolution. At pH 7.0 under aeration, the surface became yellowish whereas 
in other conditions, there was no colour observed, indicating that the oxide is very thin. For 
all values of pH and EAPP, the dissolved metal amounts in aerated solutions are slightly 
lower than in Ar-purged solutions. For the same reasons as at −0.60 VSCE, the slightly lower 
dissolution is due to chemical reaction between FeII species and O2. The Fe oxidation rates 
at −0.40 and −0.20 VSCE should be the same in Ar-purged and aerated solutions. 
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Figure 6.15 Optical images of CS electrodes after potentiostatic polarization at −0.40 
VSCE and −0.20 VSCE in Ar-purged and aerated pH 7.0, pH 7.5 and pH 8.0 borate 
solutions. 
 
6.3.4 Cathodic potentiodynamic polarization 
It has been shown in 6.3.2 that during potentiodynamic scans the measured current 
is influenced by changes in EAPP and evolution of ECORR with time. Therefore, CV is not 
effective for determining iCORR when the system is under continuous evolution. One 
approach for determining iCORR is performing anodic or cathodic PDP scans from ECORR. 
Most studies use a cathodic scan as the cathodic region usually exhibits more discernable 
Tafel regions. In this study, a relatively fast scan rate, 5 mV·s−1 was used in cathodic PDP 
to minimize the duration of the potentiodynamic scan, and thereby minimize the influence 
of possible ECORR evolution. 
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Figure 6.16 shows the cathodic PDP data after exposure at ECORR for 1min and 15 
h. The PDP curve after 1 min exposure clearly shows two different regions with different 
Tafel slopes. The region at higher EAPP with a larger Tafel slope is the same as region C1’ 
in the CVs in aerated solutions described in 6.3.2. Therefore, the region at higher EAPP is 
also labelled as region C1’. The region at lower EAPP with the smaller Tafel slope is labelled 
as region C0’. The main cathodic current in region C0’ is from the HER. 
As is discussed in 6.3.2.2, the main cathodic current in region C1’ is due to the 
ORR. Simple Tafel extrapolation to air-ECORR using 𝑏C1′ gives an iCORR close to the actual 
air-iCORR value in Stage 1. However, this value of 𝑏C1′ does not represent the real Tafel 
region of the ORR as the HER and Fe oxidation also influence the current in region C1’. 
After 15 h exposure, the surface is covered with oxide. In the cathodic scan, the net 
current measured includes not only HER and ORR, but could also include the reduction 
reactions of oxide on the surface. Due to multiple contributions to the cathodic current, 
several regions can be seen on the polarization curve, especially at pH 7.5 and 8.0. 
Determination of iCORR by Tafel methods is therefore not feasible.  
 
 
180 
 
  
 
Figure 6.16 Cathodic PDP of CS in aerated pH 7.0, 7.5 and 8.0 borate solutions after 
exposure at ECORR for 1 min and 15 h. 
 
6.4 Conclusions 
In this study, CS oxidation behaviour was investigated under various polarization 
conditions in both Ar-purged and aerated solutions. Although the surface film formed in 
Ar-purged and aerated solutions can be very different the Fe oxidation rate is not 
significantly different if they are polarized at the same EAPP. The steady-state anodic i–E 
relationship is close to the reverse scan of the first CV cycle obtained at an upper scan limit 
of −0.4 VSCE. 
The study also reveals the limitations of both the Tafel and micropolarization 
methods in determining iCORR: 
 (1) The kinetics of the reaction Fe → Fe2+ + 2e− do not follow the Tafel equation 
at neutral pH, instead, they follow the K–L equation due to the influence of Fe2+ mass 
transport. Therefore, iCORR cannot be obtained by anodic Tafel extrapolation. Because the 
anodic reaction does not follow the Tafel equation, the S–G equation also becomes invalid. 
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(2) Cathodic Tafel extrapolation was also shown to be inaccurate due to multiple 
contributions to the total cathodic current. The cathodic current includes FeII reduction, 
HER and/or ORR. Separation of one reaction from the rest is difficult. 
(3) In aerated solutions, the polarization current is affected by ECORR evolution with 
time. The polarization curve becomes more complicated due to oxide formation and ECORR 
evolution.  
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Chapter 7. Effect of Dissolved O2 on Carbon Steel 
Corrosion Dynamics 
 
7.1 Introduction 
The oxygen reduction reaction (ORR) is an important cathodic reaction during 
corrosion processes. The effect of dissolved O2 (DO) on carbon steel corrosion in pure 
water has been studied since the 1930s [1-3]. In these studies, the CS corrosion rate was 
determined by weight loss, and the results clearly showed that the CS corrosion rate 
increases with [O2]. Cox and Roetheli showed that the corrosion rate at zero flow rate is 
proportional to [O2], in the range between 4 ppm and 12 ppm. When [O2] > 12 ppm, the 
corrosion rate was lower than predicted by the linear relationship region [1]. Finnegan and 
Corey found a proportional relationship between the corrosion rate and [O2] in the range 
0.4 ppm to 2 ppm. When [O2] < 0.4 ppm, the corrosion rate was higher than predicted by 
the proportional relationship [2]. Note that these tests usually lasted several days, and 
accumulation of oxides was observed following the tests. Therefore, the corrosion rate 
determined by weight loss only represents a time-averaged value over the test period.  
The mechanism of the ORR has been extensively studied [4-8]. Although various 
multi-step mechanisms have been proposed, it is generally agreed that the ORR is under 
mass transport control when the overpotential is high [9, 10]. Although the kinetics of the 
ORR have been well established, the following points should be addressed to fully 
elaborate the effect of DO on CS corrosion, and they will be discussed in more detail in 
this chapter. 
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(1) ECORR is dependent on both the cathodic and anodic reactions. However, the 
anodic reaction is not fully understood. In many studies, the anodic kinetics were 
formulated using the Tafel equation [11, 12]. However, it was shown in 6.3.1 that Fe 
oxidation in neutral pH does not does not follow the Tafel equation due to the effect of 
mass transport of FeII(aq) from the electrode interface to the bulk solution. 
(2) Most existing studies on the effect of DO focus on the steady state of Fe 
dissolution, which is only the first stage of corrosion. The duration of this stage can be very 
short, and the long-term corrosion rate is actually strongly dependent on the oxides that 
form on the surface. The effect of oxide formation has been addressed in various CS 
corrosion studies in carbonate solution [13-16]. However, only two or three different DO 
concentrations were used in these studies and so extracting the kinetic dependence on [O2] 
is difficult. 
In this chapter, the effect of DO on CS corrosion dynamics at neutral pH has been 
studied. The corrosion dynamics of CS were studied by performing electrochemical 
measurements, augmented by post-test analyses of the solutions and surfaces. Different 
dynamic stages of CS corrosion were observed and the corrosion kinetics in each stage 
were discussed. 
 
7.2 Experimental 
7.2.1 Material and solution 
The CS used in this study is A516 Gr. 70 (0.23 wt% C). A CS rod was cut into discs 
1 cm in diameter and 5 mm in height. Each disc was sealed with Teflon and only one face 
with a surface area of 0.785 cm2 was exposed to the test solution. Prior to each test, the 
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open disc face was abraded using a series of fine SiC papers up to 1200 grit, then polished 
using a 1 μm diamond suspension, and finally washed with deionized water and dried under 
flowing argon. 
Solutions of pH 7.0 were prepared by adding H3BO3 (analytical grade, Caledon 
Laboratories Ltd.) to 0.01 M Na2B4O7 (analytical grade, EMD Inc.) solutions. Water was 
purified using a NANOpure Diamond UV ultrapure water system. A pH meter (Fisher 
Scientific Accumet AB15) was used to measure the initial and the final pH. No detectable 
changes in pH were observed in the tests conducted in this study. 
 
7.2.2 Electrochemical tests 
The solution and working electrode preparation is described in section 7.2.1. A Pt 
mesh (Alfa Aesar, 99.9% purity) was used as the counter electrode. A saturated calomel 
electrode (SCE, Fisher Scientific) was used as the reference electrode. 
The electrochemical analyses were performed using BioLogic VMP-300 
Multipotentiostats. The corrosion potential (ECORR) was measured after cathodic cleaning 
at −1.1 VSCE for 5 min. The solution was purged with gas with different O2 volume fractions. 
The O2 content can be quantified using three variables: O2 percentage in the purging gas, 
O2 partial pressure (𝑝O2) and DO concentration. The value of 𝑝O2 will be proportional to 
the O2 volume fraction in the purging gas and is also proportional to [O2] in solution, 
according to Henry’s law. The Henry’s law constant (Hcp) for O2 in water at 25 °C is 
1.3 × 10−3 M·atm−1 [17]. For example, 𝑝O2 is 0.5 atm for 50% O2 (the pressure of purging 
gas can be considered to be 1 atm) and the corresponding [O2] is 0.65 mM. The gas purging 
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started around 1 h prior to the electrochemical test and continued throughout the whole test. 
The purging gases used in this study are summarized in Table 7.1. 
 
Table 7.1 Summary of purging gas used in the study. 
Purging gas 𝑝O2 (atm) 
2% O2, Bal Ar 0.02 
5% O2, Bal N2 0.05 
10% O2, Bal N2 0.10 
Air 0.21 
35% O2, Bal Ar 0.35 
50% O2, Bal Ar 0.50 
 
In a separate electrochemical cell purged with Ar, another CS working electrode 
was polarized to the measured ECORR value. This was performed using the dual 
electrochemical cell (DEC) set-up described in 5.2. The measured polarization current will 
be labelled as iCORR*. As is discussed in 5.2, iCORR* could be lower than the real iCORR due 
to the contribution of water reduction (hydrogen evolution reaction, HER). 
 
7.2.3 Surface analysis and solution analysis 
After the CS electrodes had corroded for the required durations, they were removed 
from the electrochemical cell and dried with Ar. The surfaces were then analyzed using an 
optical microscope (Leica DVM6). 
The dissolved iron concentration in the solution after each test was analyzed using 
a Perkin Elmer Avio 200 inductively coupled plasma optical emission spectrometer 
(ICP-OES). Prior to the solution analysis the samples were digested using nitric acid (Trace 
analytical grade, Fisher Scientific) to dissolve any colloidal particles present in the test 
186 
 
  
solution. Therefore, the measured dissolved iron concentration may include any colloid 
particles, if present. 
 
7.3 Results and Discussion 
7.3.1 Time-dependent behaviour of ECORR and iCORR* 
Figure 7.1 presents the ECORR and iCORR* observed as a function of time during CS 
corrosion at neutral pH in solutions with different 𝑝O2. The test durations were varied such 
that the progression of the corroded surfaces could be also examined. Each test with a 
different combination of 𝑝O2 and duration was conducted using a separate CS electrode. 
Also shown in the figure for comparison are the equilibrium potentials (EEQ) of various 
redox half-reactions involving solid iron species. 
 
 
187 
 
  
 
Figure 7.1 Time-dependent behaviours of ECORR (first row) and iCORR* (second row) 
observed during corrosion CS at pH 7.0 in borate solutions of different 𝑝O2 and EEQ of 
various redox half-reactions involving solid iron species. 
 
Under all conditions, upon removal of the externally applied potential for cathodic 
cleaning, the electrode potential rises sharply over a few seconds. This sharp rise is due to 
charge re-distribution in the double layer and not due to interfacial charge transfer (i.e., 
corrosion) and hence it is of no interest. Following this abrupt change, the potential 
increases more gradually with time and represents the potential of the corroding system, 
ECORR. At all values of 𝑝O2, ECORR initially increases before it reaches a near (or pseudo) 
steady state. The initial slow increase in ECORR is accompanied by a slow decrease in iCORR*. 
The changes in ECORR and iCORR* are faster at higher values of 𝑝O2, while the duration of 
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these initial changes is shorter. For example, when 𝑝O2 = 0.50 atm, it takes less than 5 min 
to reach the steady state whereas it takes ~ 30 min at 0.02 atm 𝑝O2. The fact that ECORR 
increases with time, while iCORR* decreases, indicates that it is the metal oxidation, and not 
O2 reduction, that controls the overall electrochemical redox reaction at the early stages of 
corrosion. This inference will be explained in detail later in this chapter. 
At all of the different values of 𝑝O2  studied, the ECORR values at the first 
pseudo-steady state are all higher than 𝐸EQ(Fe0Fe(OH)2) and 𝐸EQ(Fe(OH)2Fe3O4) but below 
𝐸EQ(Fe(OH)2Fe(OH)3). From this it can be concluded the oxidation of Fe
0 to FeII and partial 
oxidative conversion of FeII to FeIII which can together precipitate as mixed FeII/FeIII 
hydroxides/oxides continue to occur, but the full conversion of FeII to FeIII species cannot 
be achieved. As shown in 5.3.3.1, the duration from the onset of corrosion to the end of the 
first pseudo steady state is referred to as Stage 1. 
Comparison of the results obtained with different test durations indicates that ECORR 
and iCORR* in Stage 1 are very reproducible. The steady-state ECORR and iCORR* in Stage 1 
observed as a function of 𝑝O2 in the purging gas are summarized in Figure 7.2. The iCORR* 
which represents the metal oxidation rate due to O2 increases linearly with 𝑝O2 when 𝑝O2 
≤ 0.21 atm, indicating that the metal oxidation kinetics are first-order with respect to [O2]. 
However, when 𝑝O2 > 0.21 atm the iCORR* in Stage 1 increases progressively slower with 
𝑝O2 than the linear rate-dependence observed when 𝑝O2 ≤ 0.21 atm.  
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Figure 7.2 The steady-state iCORR* and ECORR in Stage 1: (a) iCORR* as a function of 𝑝O2, 
and (b) ECORR versus log (iCORR*) obtained with different 𝑝O2. Also shown in (a) is the 
duration of Stage 1 as a function of 𝑝O2. 
 
Increasing 𝑝O2 also increases the steady-state ECORR, as can be seen in Figure 7.2b. 
As 𝑝O2 increases, both ECORR and iCORR* in Stage 1 increase, and Figure 7.2b illustrates the 
relationship between the ECORR and log (iCORR*) when the changes in their values are 
induced by the change in 𝑝O2. The slope of the ECORR versus log (iCORR*) plot (i.e. the 
apparent Tafel slope) is 107 mV∙dec−1 when 𝑝O2 < 0.21 atm, and switches to 283 mV∙dec
−1 
when 𝑝O2 ≥ 0.21 atm. These determined Tafel slopes from Figure 7.2b do not have any 
physical meaning as the Fe oxidation reaction does not follow a simple exponential 
current–potential (i–E) relationship (this will be discussed further at the end of 7.3.1). 
The steady-state ECORR in Stage 1 was further evaluated with respect to the EEQ of 
metal oxidation half-reactions or ORR in Table 7.2. The EEQ values of the metal oxidation 
reactions are independent of 𝑝O2 . The increase in ECORR with 𝑝O2  thus shows that the 
overpotentials for the oxidation of Fe0 to Fe(OH)2 (𝜂Fe→Fe(OH)2 = 𝐸CORR −
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𝐸EQ(Fe0 Fe(OH)2)) and the oxidation of Fe
II to mixed FeII/FeIII species (𝜂Fe(OH)2→Fe3O4 =
𝐸CORR − 𝐸EQ(Fe(OH)2Fe3O4)) both increase with 𝑝O2 . On the other hand, the EEQ of the 
ORR increases with 𝑝O2, according to the Nernst equation. But because the increase in 
ECORR with 𝑝O2  is faster, the overpotential for the ORR (𝜂ORR = 𝐸CORR − 𝐸EQ(ORR)) 
actually decreases with 𝑝O2. 
 
Table 7.2 Summary of ECORR and overpotentials in Stage 1. 
𝑝O2 (atm) 0.02 0.05 0.1 0.21 0.35 0.5 
ECORR in Stage 1 
(VSCE) 
−0.705 −0.672 −0.644 −0.600 −0.567 −0.545 
𝜂Fe→Fe(OH)2  (V) 0.04 0.07 0.10 0.15 0.18 0.20 
𝜂Fe(OH)2→Fe3O4  (V) 0.01 0.05 0.08 0.012 0.15 0.17 
|𝜂ORR| (V) 1.26 1.23 1.20 1.20 1.13 1.12 
 
Stage 1 lasts longer than 15 h (the longest test duration used in this work) when 𝑝O2 
≤ 0.10 atm. However, when 𝑝O2 > 0.21 atm both the ECORR and iCORR* begin to decrease 
earlier. When 𝑝O2 = 0.21 atm (i.e. air), ECORR, which has been decreasing very slowly even 
in Stage 1, starts decreasing at an accelerating rate after 5 h before it approaches another 
pseudo-steady state by 15 h. The ECORR value at the second steady state (Stage 2) is close 
to the 𝐸EQ(Fe(OH)2Fe3O4), and it is ~ 120 mV lower than the steady-state ECORR in Stage 1. 
The corresponding steady-state iCORR* in Stage 2 is ~10 A·cm−2, an order of magnitude 
lower than that observed in Stage 1. During the transition from Stage 1 to Stage 2 the 
decrease in ECORR is accompanied by a decrease in iCORR*. This dependence of iCORR* on 
ECORR is opposite to that observed during the initial transition period prior to reaching the 
first steady state. However, the relationship between ECORR and iCORR* observed during the 
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transition from Stage 1 to Stage 2 is the same as that observed for the steady state ECORR 
and iCORR* in Stage 1; see further discussion below. 
At 0.35 and 0.50 atm 𝑝O2, the time-dependent behaviours of ECORR and iCORR* at 
times longer than the duration of Stage 1 vary considerably from one test to another. Figure 
7.3 compares the temporal profiles of ECORR and iCORR* obtained from the tests over 
different durations up to 40 h with 0.35 and 0.50 atm 𝑝O2. At these high 𝑝O2 values, the 
ECORR and iCORR* also show oscillatory behaviours, similar to that observed at 0.21 atm 𝑝O2 
(air) at pH 7.5 (data in 5.3.2), although the frequency of the oscillation is significantly 
lower. Despite the large variance between tests and the oscillation with time the 
relationship between ECORR and iCORR* observed during the transition from Stage 1 to Stage 
2 is the same as that observed for the steady state ECORR and iCORR* in Stage 1. 
 
Figure 7.3 ECORR observed in different tests during corrosion of CS under (a) 0.35 atm 
𝑝O2  and (b) 0.50 atm 𝑝O2. 
 
These observations, in combination with the observed time-dependent behaviours 
of dissolved metal dissolution and surface morphology presented later, indicate that at these 
O2 concentrations at pH 7.0 the electrochemical oxidation, solution reactions, oxide 
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deposition and mass transport become strongly coupled, inducing autocatalytic reaction 
cycles, resulting in the oscillatory behaviour of ECORR and iCORR*. The strength of systemic 
feedback depends on the effective coupling between the different reactions and mass 
transport processes. The larger test variation and the longer duration of fluctuation at 0.35 
atm 𝑝O2 than those at 0.50 atm 𝑝O2can then be attributed to the stronger systemic feedback 
between (electro)chemical reaction and mass transport at 0.35 atm 𝑝O2, leading to stronger 
chemical oscillatory behaviour. As shown in 5.3.3.1, when oscillatory behaviour occurs, 
the detail of the ECORR time profile becomes less reproducible. 
The dependences of iCORR* on ECORR observed at the first steady state and during 
the transition from Stage 1 to Stage 2 are summarized in Figure 7.4. The data are presented 
in the ECORR versus log (iCORR*) and the iCORR* versus ECORR plots. Also shown in the figure 
are those observed during the first cyclic voltammetry cycle with upper limit scan potential 
of −0.4 VSCE (see Figure 6.3). The dependences of iCORR* on ECORR observed when the 
ECORR varied with time at a given 𝑝O2or due to change in 𝑝O2 (this work) are the same as 
that observed during the reverse CV scan when the electrode potential was applied 
externally (presented in 6.3.1.2). In 6.3.1.2, it was shown that Fe oxidation does not follow 
an exponential i–E relationship (Tafel equation), due to the influence of mass transport of 
FeII(aq) from the electrode interface to the bulk solution. Instead, the i–E relationship follows 
the Koutecký–Levich (K–L) equation. The Tafel slope was determined to be 90 mV·dec−1 
(shown in Table 6.2). This value is smaller than that obtained via linear regression on 
selected regions of the E versus log i plot (Figure 7.2b). Since the exponential i–E 
relationship is not followed for Fe oxidation, a simple application of linear regression on 
the E versus log i plot would not give an accurate Tafel slope value. 
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Figure 7.4 Plots of iCORR*–ECORR relationship and cyclic voltammetry with upper limit 
scan potential of −0.4 VSCE (solid red: forward scan; dashed red: reverse scan): (a) plot of 
ECORR versus log (iCORR*); (b) plot of iCORR* versus ECORR. 
 
7.3.2 Evolution of corrosion products 
7.3.2.1 Dissolved metal 
The effect of 𝑝O2 on CS corrosion dynamics at pH 7.0 was investigated further by 
post-test analyses of dissolved metal mass by ICP-OES and examining the morphology of 
the corroded surface by optical microscopy. The total oxidized metal was calculated from 
the total charge (Q) by integration of iCORR* over time and then conversion of Q to metal 
mass assuming Fe0 was oxidized only to FeII. Both results are shown in Figure 7.5. For the 
time-dependent plots the dissolved metal masses are plotted on a linear time scale, or on a 
square root time scale. The broken lines in the figure are the linear regression analysis lines 
over relevant durations.  
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Figure 7.5 Dissolved metal content (circle) as a function of time observed in pH 7.0 
borate solutions with different 𝑝O2 compared with linear regression versus √𝑡 or 𝑡 (first 
column) and with the calculation from Q (second column). 
 
Figure 7.5 clearly demonstrates that the total mass of dissolved metal increases 
linearly with time in solutions with 𝑝O2 ≤ 0.10 atm. The slope represents the rate of metal 
dissolution (Rdiss) and this rate increases proportionally with 𝑝O2. The values of Rdiss are 
summarized in Table 7.3. When 𝑝O2 ≤ 0.10 atm, CS corrosion remains in Stage 1 for the 
entire 15 h of these experiments (see Figure 7.1). The dissolution rate in Stage 1 when 𝑝O2 
≤ 0.10 atm can thus be summarized as follows:  
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∆𝑡 (𝑚FeII(aq))|stg1
= 𝑅diss−stg1 ∙ ∆𝑡 (7.1a) 
𝑅diss−stg1 = 𝑘diss−stg1 ∙ 𝑝O2 (7.1b) 
𝑘diss−stg1 = 0.55 mgcm
−2h−1atm−1 (7.1c) 
where ∆𝑡 (𝑚FeII(aq))|stg1
, 𝑅diss−stg1  and 𝑘diss−stg1  represent the total amount of iron 
dissolved over duration Δ𝑡, dissolution rate, and dissolution rate constant, respectively in 
Stage 1. 
 
Table 7.3 Observed dissolution rate coefficients in Stage 1 and Stage 2. 
𝑝O2 (atm) 𝑅diss−stg1 (gcm
−2h−1) 𝑘diss−stg2 (gcm
−2h−0.5) 
0.02 11 (12) - 
0.05 32 (27) - 
0.10 53 (43) - 
0.21 (102) 210 
0.35 (136) 90 
0.50 (158) 50 
Numbers in the parenthesis are determined from the steady-state iCORR* in Stage 1 
 
At 0.21 atm 𝑝O2, the total mass of dissolved metal increases linearly with time over 
5 h, but it increases at a slower rate at longer times. At 0.35 and 0.50 atm 𝑝O2, the total 
mass of dissolved metal also increases linearly with time initially, but at longer times it 
increases proportionally with the square root of time. At these high values of 𝑝O2 , CS 
corrosion progresses quickly beyond Stage 1, and the metal dissolution follows a rate that 
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is parabolic rather than linear over the test duration of 15 h. This parabolic rate decreases 
with 𝑝O2. The dissolution rate in Stage 2 can be summarized as follows:  
∆𝑡 (𝑚FeII(aq))|stg2
= 𝑘diss−stg2(√𝑡 − √𝜏2) (7.2) 
where ∆𝑡 (𝑚FeII(aq))|stg2
 and 𝑘diss−stg2 represents the total amount of dissolved iron as a 
function of t during Stage 2 and the slope between total dissolved iron and √𝑡; 𝜏2 is the 
time of onset of Stage 2. The 𝑘diss−stg2 values are presented in Table 7.3. The value of 
𝑘diss−stg2 decreases with 𝑝O2. 
The 𝑅diss−stg1 values were also calculated from the steady-state iCORR* in Stage 1 
(Figure 7.2) and the results are presented in Table 7.3. When 𝑝O2 ≤ 0.10 atm, the total mass 
of oxidized metal obtained from iCORR* also increases linearly with time over 15 h. It also 
correlates well with (but is slightly lower than) the dissolved metal mass determined by 
ICP-OES with less than 25% deviation. When 𝑝O2  ≥ 0.21 atm, the oxidized metal 
determined from iCORR* also matches well with the dissolved metal mass determined by 
ICP-OES over the duration of Stage 1 but is significantly higher in Stage 2. This 
overestimation is due to oxide formation on the surface during Stage 2. 
 
7.3.2.2 Oxide formation 
The optical images in Figure 7.6 show the evolution of the electrode surface under 
various 𝑝O2 values. When 𝑝O2 is high, the electrode surface evolves from a relatively clean 
surface to full coverage with a uniform yellow film. The same phenomenon was observed 
in aerated pH 7.0 solutions (data in 5.3.5.2), where the composition of the film was mixed 
oxide/(oxydydroxide) with an inner compact layer of Fe3O4/γ-Fe2O3 and outer layer of 
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Fe(OH)3/FeOOH. A higher 𝑝O2 facilitates the formation of the yellow film. The onset of 
film formation is associated with the saturation of [FeII(aq)] near the electrode interface and 
formation of Fe(OH)2 (gel). Therefore, it is associated with 𝑅diss−stg1, the mass transport 
rate of FeII(aq) and solubility. Since 𝑅diss−stg1 increases with 𝑝O2, Stage 2 will start earlier 
at a higher 𝑝O2. 
When the yellow film initially forms, it is not uniform on the surface. For example, 
at 0.21 atm 𝑝O2, the grey coloured gel-like phase covered part of the surface at 0.5 h and 
1.0 h. It was also observed on 5-h and 15-h corroded CS at 0.10 atm 𝑝O2. According to the 
mechanism proposed in Section 5.3, as the solution near the interface becomes saturated 
with FeII(aq), a gel-like phase of Fe(OH)2(gel) forms. In this study, the observed grey colour 
of the gel indicates that it has a high FeII content. Fe(OH)2(gel) can be further oxidized to a 
mixed FeII and FeIII hydroxide gel (FeIIxFe
III
y(OH)2x+3y(gel)) and then convert into solid phase 
Fe3O4 or FeOOH. 
Spatial variation in the oxide film was also observed, as can be seen in Figure 7.6. 
A typical example is the oxide film formed under 0.10 atm 𝑝O2 after 15 h. Certain areas 
are more yellowish in colour while other areas are more greyish. The colour suggests 
different FeII and FeIII content between these two different areas: higher FeIII content would 
give a more yellowish colour while higher FeII content is expected to result in a more 
greyish colour. The spatial variation is a result of the feedback between chemical reactions 
and transport processes and is a phenomenon commonly observed in reaction–diffusion 
systems [18]. The evidence suggests that strong feedback develops between chemical 
reactions and mass transport processes in Stage 2. 
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Figure 7.6 Optical images of CS corroded in borate solutions with different purging gases 
in the absence of radiation: (a) low magnification; (b) high magnification. 
 
7.3.3 Kinetics of the ORR in Stage 1 
For the cathodic reaction, the value of |ηORR| is very high (> 1 V) and decreases 
slightly with 𝑝O2. The cathodic current of the ORR (𝑖ORR) is usually expressed using the 
electrochemistry rate laws: 
𝑖ORR = −4𝐹𝑘ORR(𝑐O2
s )
𝑛
 (7.3a) 
𝑘ORR = 𝑘ORR
0 exp (−
2.303𝐸
𝑏ORR
) (7.3b) 
where 𝐹 is the Faraday constant (96,485 C·mol−1), 𝑘ORR is the rate constant, 𝑐O2
s  is [O2] at 
the electrode surface,  𝑛  is the reaction order, 𝑘ORR
0  is the rate constant at reference 
electrode potential, 𝐸 is the electrode potential and 𝑏ORR is the Tafel slope. At steady state, 
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the rate of ORR is equal to the diffusion rate of O2 from the bulk solution to the electrode 
surface: 
|𝑖ORR| = 4𝐹
𝐷O2
𝛿
(𝑐O2
b − 𝑐O2
s ) (7.4) 
where 𝐷O2 is the diffusion coefficient of dissolved O2, 𝛿 is the diffusion layer thickness 
and 𝑐O2
b  is [O2] in the bulk solution. As described in 7.2.1, 𝑐O2
b  is proportional to 𝑝O2. For 
simplicity, the ratio of 𝐷O2 and 𝛿 is represented by 𝑘D, which can be understood as a rate 
constant for the diffusion process. 
𝑘D ≡
𝐷O2
𝛿
 (7.5) 
Combining equations 7.3, 7.4 and 7.5 yields the following equation: 
𝐸
𝑏ORR
= log
4𝐹𝑘ORR
0 (𝑐O2
b )
𝑛
|𝑖ORR|
+ log (1 −
|𝑖ORR|
4𝐹𝑘D𝑐O2
b )
𝑛
 (7.6) 
Four parameters are shown in equation 7.6: 𝑏ORR , 𝑘ORR
0 , 𝑘D and 𝑛. The six ORR 
current data points were acquired using six different values of 𝑝O2 (Figure 7.2). Fitting four 
parameters using only 6 points would not give reliable results. Here, literature values of 
𝑏ORR and 𝑛 are used as constants while values of 𝑘ORR
0 and 𝑘D are obtained by least-squares 
fitting. 
According to various ORR mechanisms [4], the value of 𝑛 could be either 1 or 0.5. 
However, experimental validations of this value are rare. A value of 𝑛 of 0.5 has been used 
here, based on the work of Miyata and Asakura on the ORR on bare Fe surfaces [6]. Miyata 
and Asakura also observed a 𝑏ORR value of 130 mV·dec
−1. However, in the work presented 
here a 𝑏ORR value of 120 mV·dec
−1 has been used, which is the theoretical value for 1-e 
process. The fitted values of 𝑘ORR
0  and 𝑘D  are 7.5 × 10
−13  mol·cm−2·s−1·M−0.5 and 
9.1 × 10−7 mol·cm−2·s−1·M−1. The fitted polarization current of the ORR using equation 
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3.1 is shown in Figure 7.7. The steady-state ECORR and iCORR* in Stage 1 are also included 
in the figure. 
 
Figure 7.7 Fitted polarization current of ORR (solid line) and steady-state ECORR and 
iCORR* in Stage 1 (solid circle) in pH 7.0 borate solution with various 𝑝O2. 
 
It can be observed in Figure 7.7 that the fitted polarization curves match the 
experimental values very well. However, the limitations of such an analysis should be 
pointed out: 
(1) Equation 7.3b implies that 𝑘ORR and E follow an exponential relationship (Tafel 
equation). In this study, a |𝜂ORR| value greater than 1 V was observed (Table 7.2). It is 
uncertain whether applying equation 7.3 to determine 𝑖ORR  over such a large potential 
range (> 1 V) is valid. Any deviation of 𝑘ORR  from equation 7.3b would not cause a 
significant error in the prediction of 𝑖ORR if the ORR is under diffusion control (when 
|𝜂ORR|  is high). However, when |𝜂ORR|  is low the error in the predicted values of 
𝑖ORR would be significant. In many studies, 𝑖ORR is only studied under a narrow potential 
range and the exchange current (𝑖ORR
0 ) is obtained via back-extrapolation to EEQ(ORR). Based 
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on this approach and using the 𝑘ORR
0  value determined in this study, the calculated value of 
𝑖ORR
0  would be in the order of 10−14 to 10−13 Acm−2, which is close to the reported 𝑖ORR
0  
value [6]. However, this may not be accurate because the validity of equation 7.3b over a 
large potential range (> 1 V) has not been examined. It could also lead to an 
underestimation of 𝑖ORR
0  as other possible parallel reactions at EEQ(ORR) are being neglected. 
(2) Figure 7.7 only reflects the ORR kinetics on a clean CS surface (Stage 1). As 
oxide builds up on the surface (Stage 2), chemical reactions occur between O2 and Fe
II 
oxides [19] and 𝑘D can no longer be considered to be constant.  
 
7.4 Conclusions 
CS corrosion in pH 7.0 borate with DO shows one or two dynamic stages in the 
first 15 h. The main corrosion reaction in Stage 1 is Fe dissolution. The durations of Stage 
1 decrease with 𝑝O2. The steady-state ECORR value in Stage 1 increases with 𝑝O2 and the 
steady-state iCORR* in Stage 1 also increases with 𝑝O2. The iCORR* increases linearly with 
𝑝O2 when 𝑝O2 ≤ 0.21 atm but it starts deviating from the linear dependence at 𝑝O2 > 0.21 
atm. In Stage 1, ECORR and iCORR* remain at relatively constant values. However, the ECORR 
and iCORR* obtained under various 𝑝O2  values do not follow an exponential 
current−potential (i–E) relationship, due to the influence of mass transport of FeII(aq). 
Instead, the iCORR*–ECORR relationship follows the K–L equation. 
When 𝑝O2 ≥ 0.21 atm, the transition from Stage 1 to Stage 2 occurs within 15 h. In 
Stage 2, yellow oxide films form on the surface. The precursor of the oxide film is 
Fe(OH)2(gel), which can be oxidized to the mixed Fe
II and FeIII hydroxide gel 
(FeIIxFe
III
y(OH)2x+3y(gel)) and then convert into solid phase Fe3O4 or FeOOH. The total 
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dissolved metal in Stage 2 shows a linear dependence on √𝑡. The coefficient decreases with 
𝑝O2. The iCORR*–ECORR relationship during the transition between Stage 1 and Stage 2 and 
during Stage 2 follows the same equation as the iCORR*–ECORR relationship in Stage 1. 
In Stage 2, we observed the oscillatory behaviour of ECORR and iCORR* over time, in 
tandem with spatial variation of the film composition on the surface. This suggests that 
strong feedback develops between chemical reactions and mass transport processes in 
Stage 2.  
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Chapter 8. Carbon Steel Corrosion Dynamics at Neutral 
pH in the Presence of Gamma-Radiation 
 
8.1 Introduction 
In the presence of γ-radiation, carbon steel (CS) corrosion is affected by the strong 
oxidants produced by water radiolysis, including •OH and H2O2 [1, 2]. Water radiolysis 
studies have shown that the (pseudo-) steady-state concentrations of radiolysis products are 
also affected by the concentration of dissolved O2 (DO) [3]. Therefore, the effects of DO 
and γ-radiation on CS corrosion could be synergistic. However, until now no relevant work 
has been performed to study the combined effect of DO and γ-radiation on CS corrosion. 
Another oxidant influencing the corrosion process is HNO3, which is radiolytically 
generated in the presence of N2 [4-6]. Apart from being a strong oxidant, HNO3 would also 
decrease the solution pH, thereby affecting corrosion pathways. However, systematic 
studies on CS corrosion in N2-containing environments under γ-radiation are limited [7, 8]. 
In this chapter, CS corrosion dynamics in the presence of γ-radiation, O2 and N2 
were investigated by performing electrochemical measurements, augmented by post-test 
analyses of solutions and surfaces. CS corrosion occurred in distinct dynamic stages, and 
the corrosion kinetics in each stage are discussed. 
 
8.2 Experimental 
8.2.1 Materials and solutions 
The CS used in this study is A516 Gr. 70 (0.23 wt% C). The CS rod was cut into 
discs 1 cm in diameter and 5 mm in height. Each disc was sealed with Parafilm and only 
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one face with a surface area of 0.785 cm2 was exposed to the test solution. Prior to each 
test, the open disc face was abraded using a series of fine SiC papers up to 1200 grit, then 
polished using a 1 μm diamond suspension, and finally washed with deionized water and 
dried under flowing argon. 
Solutions of pH 7.0 were prepared by adding H3BO3 (analytical grade, Caledon 
Laboratories Ltd.) to 0.01 M Na2B4O7 (analytical grade, EMD Inc.) solutions. Water was 
purified using a NANOpure Diamond UV ultrapure water system. The solution pH was 
determined by a Fisher Scientific Accumet AB15 pH meter. 
 
8.2.2 Electrochemical tests 
The solution and working electrode preparations are described in 7.2.1. A Pt mesh 
(Alfa Aesar, 99.9% purity) was used as counter electrode. A Hg|HgO electrode 
(Radiometer Analytical) was used as reference electrode. The electrode potential of the 
Hg|HgO electrode is −129 mV versus standard calomel electrode (SCE). All electrode 
potentials reported in this study are relative to SCE. 
The electrochemical analyses were performed using a BioLogic MCS-200 
Potentiostat. Corrosion potential (ECORR) was measured after cathodic cleaning at −1.1 
VSCE for 5 min. The solution was purged with gas with different O2 volume fraction. The 
O2 content was quantified using O2 partial pressure (𝑝O2) in this study. As is mentioned in 
7.2.2, 𝑝O2  is proportional to the O2 volume fraction in the purging gas and is also 
proportional to [O2] in bulk solution. Two types of balance gases, Ar or N2 were used in 
this study to investigate the potential effect of radiolytically generated HNO3. The gas 
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purging started around 1 h prior to each electrochemical test and continued throughout the 
whole test. The purging gases used in this study are summarized in Table 8.1. 
 
Table 8.1 Summary of purging gases used in the study. 
Purging gas 𝑝O2 (atm) 
Ar - 
N2 - 
10 % O2, Bal Ar 0.10 
10 % O2, Bal N2 0.10 
21 % O2, Bal Ar 0.21 
Air 0.21 
 
In a separate electrochemical cell purged with Ar in the absence of radiation, 
another CS working electrode was polarized to the measured ECORR value under radiation. 
This was performed by directly applying the electrode potential with a step function used 
as an approximation of the ECORR profile (described in 3.1.5). The measured polarization 
current will be labelled as iCORR*. 
 
8.2.3 Gamma-irradiation 
Irradiation experiments were conducted in a MDS Nordion Gammacell 220 Excel 
Cobalt-60 irradiator. The electrochemical cell was placed in the gamma-cell sample 
chamber in the irradiation zone. The dose rate during the experiment was 2.8 kGy·h−1. 
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8.2.4 Surface analysis and solution analysis 
After the CS electrodes had corroded for different durations, they were removed 
from the electrochemical cell and dried with Ar. The surfaces were then analyzed using an 
optical microscope (Leica DVM6). 
The dissolved iron concentration in the solution after each test was measured using 
a Perkin Elmer Avio 200 inductively coupled plasma optical emission spectrometer 
(ICP-OES). Prior to the solution analysis the samples were digested using nitric acid (trace 
analytical grade, Fisher Scientific) to dissolve any colloidal particles present in the test 
solution. Therefore, the measured dissolved iron concentration may include any colloid 
particles if present. 
 
8.3 Results and Discussion 
8.3.1 Time-dependent behaviour of ECORR and iCORR* 
Figure 8.1 shows the ECORR of CS in pH 7.0 borate solutions with six different 
purging gases under γ-radiation. The balance gas (Ar or N2) used had a negligible effect on 
ECORR. Also shown in Figure 8.1 are the equilibrium potentials (EEQ) of various redox 
half-reactions involving solid iron species. The time-dependence of the ECORR behaviour 
on 𝑝O2 is similar to that observed in the absence of radiation (data in 7.3.1). Only one steady 
state (Stage 1) was observed when 𝑝O2 ≤ 0.1 atm, while at a 𝑝O2 of 0.21 atm two stages 
were observed. The comparison between ECORR in the presence and absence of γ-radiation 
is shown in Figure 8.2.  
The steady-state ECORR value in Stage 1 increases with 𝑝O2 . The values are all 
higher than 𝐸EQ(Fe0Fe(OH)2) and lower than 𝐸EQ(Fe(OH)2Fe(OH)3). In Ar- or N2-purged 
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solutions, the steady-state ECORR value in Stage 1 is close to 𝐸EQ(Fe(OH)2Fe3O4) . 
Comparison between ECORR and EEQ indicates that in Stage 1 the oxidation of Fe
0 produces 
FeII species (under all 𝑝O2) and when 𝑝O2 ≥ 0.10 atm, partial oxidative conversion of the 
FeII to FeIII occurs, forming mixed FeII/FeIII hydroxides/oxides, but the full conversion of 
the FeII to FeIII species cannot be achieved. 
 
Figure 8.1 ECORR of CS in pH 7.0 borate solutions with different purging gases under 
γ-radiation and equilibrium potentials of various Fe species for comparison. 
 
When 𝑝O2 = 0.21 atm, the duration of Stage 1 is ~ 8 h, close to the Stage 1 duration 
at 0.21 atm without radiation. Stage 1 is followed by a gradual decrease of ECORR and then 
oscillations of ECORR were observed after 10 h (Stage 2). These oscillations were not 
observed under the same conditions without radiation, but similar ECORR oscillation 
behaviour has been observed in aerated pH 7.5 solutions in the absence of radiation 
(Section 5.3). Similar to the observation in 5.3.3.1, the maximum ECORR value during 
oscillation correlates to 𝐸EQ(Fe(OH)2Fe(OH)3) . As already discussed in 5.3.4.2, the 
oscillatory behaviour indicates that strong coupling between chemical reactions (metal 
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oxidation, solution reactions and oxide deposition) and mass transport develops in Stage 2 
in the presence of γ-radiation. 
The value of ECORR under γ-radiation is higher than that without γ-radiation. This 
increase of ECORR under γ-radiation has been observed in many corrosion studies [1, 9, 10], 
and it is attributed to the presence of the strong oxidants produced by water radiolysis. This 
also accounts for the fact that the observed iCORR* is higher under γ-radiation (Figure 8.2). 
In Stage 1, the value of iCORR* with γ-radiation is 20% to 30% higher than that without 
γ-radiation. 
 
Figure 8.2 Comparison of ECORR and iCORR* in the presence (labelled as Rad) and absence 
of γ-radiation (labelled as No Rad). The balance gas used under γ-radiation was Ar. The 
data in the absence of γ-radiation is taken from Figure 5.2 and Figure 7.1. 
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The dependences of iCORR* on ECORR observed in Stage 1 and Stage 2 are 
summarized in Figure 8.3. The data are presented in the ECORR versus log (iCORR*) and the 
iCORR* versus ECORR plots. The iCORR*–ECORR plots are compared with the first cyclic 
voltammetry (CV) cycle with an upper limit scan potential of −0.4 VSCE (data in Figure 
6.3). The dependences of iCORR* on ECORR observed when the ECORR varied with time at a 
given 𝑝O2or due to change in 𝑝O2 under γ-radiation are the same as that observed during 
the reverse CV scan when the electrode potential was applied externally (presented in 
6.3.1.2), and are the same as the iCORR*–ECORR relationship in the absence of radiation (data 
in 7.3.1). 
 
Figure 8.3 Plots of the iCORR*–ECORR relationship (solid point) and the first cyclic 
voltammetry cycle with upper limit scan potential of −0.4 VSCE (solid red: forward scan; 
dashed red: reverse scan): (a) plot of ECORR versus log (iCORR*); (b) plot of iCORR* versus 
ECORR. 
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8.3.2 Evolution of corrosion products 
8.3.2.1 Dissolved metal 
The amounts of dissolved iron per surface area (in μg∙cm−2) as a function of 
corrosion duration determined by ICP-OES are shown in Figure 8.4. The data is compared 
with that obtained with the same 𝑝O2  but without γ-radiation (data in Figure 7.5). Also 
shown in the figure is the total oxidized metal calculated from the total charge (Q) by 
integration of iCORR* (Figure 8.3) over time and then converting Q to metal mass. In this 
calculation the assumption was made that Fe0 was oxidized only to FeII.  
 
Figure 8.4 Dissolved metal content as a function of time observed in pH 7.0 borate 
solutions compared with the calculation from Q. 
 
It is evident that the effect of 𝑝O2 on dissolved metal concentration is significant, 
whereas the effect of the balance gas used (Ar or N2) is negligible. The total amount of 
dissolved metal in the presence of γ-radiation is larger than in its absence. In Stage 1, 
dissolved metal increases linearly with time, indicating a constant dissolution rate 
(𝑅diss−stg1).  
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∆𝑡 (𝑚FeII(aq))|stg1
= 𝑅diss−stg1 ∙ ∆𝑡 (8.1) 
where ∆𝑡 (𝑚FeII(aq))|stg1
 and 𝑅diss−stg1 represent the total amount of iron dissolved over 
duration Δ𝑡 and dissolution rate in Stage 1, respectively. 
The determined value of 𝑅diss−stg1 is shown in Table 8.2. Also shown in the table 
is the value of 𝑅diss−stg1 in the absence of γ-radiation taken from 5.3.5.1 and 7.3.2.1. The 
measured dissolved metal and the calculation from Q agree well in Stage 1 with less than 
30% underestimation. The value of 𝑅diss−stg1 increases with 𝑝O2. The value of 𝑅diss−stg1 
with γ-radiation is higher than without γ-radiation. The increase of 𝑅diss−stg1  due to 
γ-radiation is strongly dependent on 𝑝O2. For example, under Ar or N2, 𝑅diss−stg1 becomes 
~ 2 times higher under γ-radiation, while at 0.10 and 0.21 atm 𝑝O2 , 𝑅diss−stg1  only 
increases by 20 to 30% under γ-radiation. 
 
Table 8.2 Summary of dissolution rate in Stage 1 in the presence and absence of 
γ-radiation. 
𝑝O2 (atm) (Ar or N2) 0.10 0.21 
𝑅diss−stg1 with γ-radiation 
(gcm-2h-1) 
10 (8.3) 79 (53) 136 (125) 
𝑅diss−stg1 without γ-radiation 
(gcm-2h-1) 
3 53 (43) (102) 
Numbers in parentheses are determined from the steady-state iCORR* in Stage 1 
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At 0.21 atm 𝑝O2, the transition from Stage 1 to Stage 2 occurs after ~ 8 h. In Stage 
2, the dissolved metal deviates from a linear relationship with time. In 5.3.5.1 it was shown 
that in Stage 2 dissolved metal increases linearly with √time without γ-radiation. However, 
in the presence of radiation, this dependence was not observed. Instead, the total dissolved 
metal remained nearly constant from 5 h to 15 h. The calculation from Q overestimates the 
dissolved metal in Stage 2, which is due to oxide formation on the surface during Stage 2. 
 
8.3.2.2 Oxide formation 
Figure 8.5 shows the evolution of the electrode surfaces. The effect of 𝑝O2 on oxide 
formation is close to that in the absence of radiation. The effect of the balance gas used (Ar 
or N2) is negligible. At a shorter timescale (0.5 h), only dissolution occurs and there is 
negligible oxide formed on the surface. At 0.10 and 0.21 atm 𝑝O2, oxide film of yellow 
colour gradually forms on the surface. This oxide formation occurs earlier at higher values 
of 𝑝O2. As shown in 5.3.5.2 and 7.3.2.2, the same type of oxide film formed at around the 
same exposure time and 𝑝O2 without γ-radiation. The composition of this film was a mixed 
oxide/(oxyhydroxide) with an inner compact layer of Fe3O4/γ-Fe2O3 and an outer layer of 
Fe(OH)3/FeOOH. The precursor of this oxide film is a ferrous hydroxide gel phase, 
Fe(OH)2(gel), which can be further oxidized to the mixed Fe
II/FeIII hydroxide gel 
(FeIIxFe
III
y(OH)2x+3y(gel)) followed by conversion into solid phase Fe3O4 or FeOOH. 
The oxide films formed under all conditions showed the spatial variation in colour 
and intensity. Oxides of two colours, greyish and yellowish, were observed. As discussed 
in 7.3.2.2, these colour differences suggest different FeII and FeIII content. The intensities 
of the colours also varied. For example, the oxides formed under air after 15 h were yellow, 
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but this colour was more intense in some areas than others. This variation in colour intensity 
could suggest variable film thickness. The spatial variation, along with the ECORR 
oscillation, suggests that strong feedback develops between the chemical reactions and 
mass transport processes in Stage 2.  
 
 
Figure 8.5 Optical images of CS corroded in pH 7.0 borate solutions with different 
purging gases under γ-radiation: (a) low magnification; (b) high magnification. 
 
Our results show that the presence of N2 has a negligible effect on the corrosion 
dynamics under γ-radiation. This is probably because a large solution volume was used in 
this study, resulting in a low HNO3 concentration. In addition, since the solution was 
buffered at pH 7.0, small amounts of HNO3 would have a negligible effect on pH. 
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8.4 Conclusions 
CS corrosion in pH 7.0 borate with DO in the presence of γ-radiation shows either 
one or two dynamic stages within 15 h. The corrosion dynamics in the presence of 
γ-radiation are similar to those in the absence of γ-radiation. The main corrosion reaction 
in Stage 1 is Fe dissolution. The duration of Stage 1 decreases with 𝑝O2 , but is nearly 
unaffected by the absence or presence of γ-radiation. Exposure to γ-radiation increases 
𝑅diss−stg1. However, this increase is dependent on 𝑝O2: under Ar or N2, 𝑅diss−stg1 becomes 
~ 2 times higher under γ-radiation, while at 0.10 and 0.21 atm 𝑝O2 , 𝑅diss−stg1  only 
increases by 20 to 30% under γ-radiation. At 0.21 atm 𝑝O2, the transition from Stage 1 to 
Stage 2 occurs after ~ 8 h exposure. In Stage 2, the oxide film formed on the CS surface 
shows spatial variation. ECORR and iCORR oscillation were also observed. This suggests that 
in Stage 2 strong feedback develops between the chemical reactions and mass transport 
processes. 
The iCORR*–ECORR relationship in Stage 1 and Stage 2 is the same as that observed 
in the absence of γ-radiation and is the same as the i–E relationship observed during the 
reverse CV scan in Ar-purged solutions presented in 6.3.1.2. 
This study shows that CS corrosion under γ-radiation is strongly dependent on 𝑝O2, 
whereas the presence or absence of N2 does not significantly affect the CS corrosion 
dynamics. This could be because a large solution volume was used in this study and the 
solution was buffered at pH 7.0. 
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Chapter 9. Summary and Overall Conclusions 
 
9.1 Summary 
The effects of physical and chemical solution parameters on carbon steel (CS) 
corrosion were investigated with the aim of developing a corrosion dynamics model that 
can be used to assess the integrity of the current Canadian UFC design with confidence. 
The parameters studied in this thesis project were solution volume per unit surface area, 
pH, dissolved O2 (DO), and the presence or absence of γ-radiation. 
The systematic studies carried out in this project have produced many unusual 
observations that have not been reported in previous CS corrosion studies. The study 
presented in Chapter 4 shows that for CS, the galvanic coupling between the bold and 
crevice surfaces accelerates the corrosion on the bold rather than the crevice surface. This 
observation is opposite to the normal crevice corrosion phenomenon observed for more 
passive alloys. Hence, we have coined the term ‘inverse crevice corrosion’ for this 
phenomenon. Our study indicates that inverse crevice corrosion occurs because the overall 
oxidation of CS progresses from production of mainly soluble ferrous species to production 
of mainly insoluble ferric species. This progression is faster in a smaller water volume. 
Based on these observations, the possible iron oxidation reactions, dissolution processes, 
and formation of the hydroxide/oxide oxidation products that can occur during CS 
corrosion were identified and schematically presented in Figure 4.15, reproduced here as 
Figure 9.1.  
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Figure 9.1 Schematic of CS corrosion reaction pathways. The red arrows represent 
interfacial charge transfer steps at rates of ROX#, the blue arrows represent metal cation 
dissolution steps at rates of RDiss# and the green arrows represent metal hydroxide/oxide 
formation steps at rates of RMO#. The large black arrow at the bottom of the schematic 
indicates that corrosion progresses further along the corrosion pathway and faster in a 
more oxidizing solution environment. 
 
Chapter 5 presented experimental evidence of strong systemic feedback, resulting 
in oscillating or periodic behaviours in corrosion potential (ECORR) and corrosion current 
(iCORR), and Liesegang-type oxide layer formation. This study clearly demonstrates that CS 
corrosion may progress through more than one redox steady state (referred to as a corrosion 
kinetic stage in this study). The transition from the initial to the next steady state may occur 
over a long duration, and the durations of individual steady states and the transition periods 
depend strongly on solution parameters such as pH and aeration. When the corrosion 
system is at or near steady state, the overall corrosion rate may be determined by a linear 
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combination of the kinetics of individual processes involved. That is, the kinetics of the 
electrochemical oxidation of Fe0(m) to Fe
2+
(aq) at the metal surface and the kinetics of the 
transport of Fe2+(aq) species from the metal surface to the bulk solution can be linearly 
coupled to obtain the overall corrosion rate of CS corrosion in Stage 1. However, at longer 
times the solution reactions and transport of Fe2+(aq) species and their reaction products can 
strongly influence the kinetics of the electrochemical oxidation of Fe0(m) to Fe
2+
(aq) at the 
metal surface. This can establish strong systemic feedback under certain conditions. Our 
study indicates that strong systemic feedback during CS corrosion arises because the 
transport of metal cations from the metal surface to the bulk solution slows down 
considerably as a result of the formation of a gelatinous layer of mixed FeII/FeIII hydroxides. 
Based on the ECORR and iCORR* measurements in combination with dissolved metal and 
surface analyses, we have identified the main reactions and transport processes that control 
the rate of overall corrosion in different kinetic stages. These were schematically presented 
in Figure 5.5, reproduced here as Figure 9.2.  
 
Figure 9.2 Schematic of reaction mechanism of oxide layer evolution in aerated solutions. 
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Chapter 6 presented the polarization current observed as a function of CS electrode 
potential under potentiodynamic or potentiostatic conditions, and an analysis of the 
current-potential relationships using conventional electrochemical rate equations. This 
study demonstrates that conventional rate analyses cannot be applied to a corrosion system 
that may progress beyond the first electrochemical redox steady state. This study further 
demonstrates that extrapolation of the i-E relationship (obtained from a cathodic 
polarization branch) to an experimentally determined ECORR value in order to extract iCORR 
can result in an erroneous determination of the corrosion rate, even in Stage 1. Instead, our 
study has found that the dependence of iCORR* on air-ECORR observed in the study presented 
in Chapter 5 closely follows that of the polarization current observed in the reverse scan of 
the first CV in an Ar-purged solution. These observed current-potential relationships were 
well simulated using the Koutecký–Levich (K–L) equation as shown in Figure 6.6, 
reproduced here as Figure 9.3. 
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Figure 9.3 Comparison between the first cycle CV (upper scan limit –0.4 VSCE), DEC 
experiment and steady-state current of potentiostatic polarization. Also shown in the 
figure is the fitting of region A1 using the K–L equation. 
 
Chapter 7 presented a study on the effect of O2 partial pressure (𝑝O2) in the purging 
gas on the time-dependent behaviours of ECORR and iCORR*. This study showed that at a 
given 𝑝O2, CS corrosion at pH 7.0 progresses through more than one dynamic stage. This 
observation is the same as in Chapter 5. In Stage 1 the main corrosion reaction is Fe 
dissolution, while in Stage 2 oxide formation occurs and ECORR and iCORR* show oscillatory 
behaviour due to the development of systemic feedback between (electro)chemical 
reactions and mass transport processes. The duration of Stage 1 decreases with 𝑝O2. The 
steady-state ECORR value in Stage 1 increases with 𝑝O2 and the steady-state iCORR* in Stage 
1 also increases with 𝑝O2. Our study has found that the iCORR*–ECORR relationship in both 
Stage 1 and Stage 2 observed in this study is the same as the i–E relationship observed 
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during the reverse CV scan in Ar-purged solutions presented in Chapter 6. The key 
observations from Figure 7.4 are presented in Figure 9.4. 
 
Figure 9.4 Plots of iCORR*–ECORR relationship and cyclic voltammetry with upper limit 
scan potential of −0.4 VSCE (solid red: forward scan; dashed red: reverse scan): (a) plot of 
ECORR versus log (iCORR*); (b) plot of iCORR* versus ECORR. 
 
Chapter 8 presented a study on CS corrosion in the presence of γ-radiation. The 
observed corrosion dynamics stages in the presence of γ-radiation are the same as in 
Chapters 5 and 7. The corrosion rate is higher in Stage 1 under γ-radiation due to the 
presence of oxidizing water radiolysis products. Although a higher rate is observed under 
γ-radiation, the iCORR*–ECORR relationship in Stage 1 and Stage 2 is the same as that 
observed in the absence of γ-radiation (Figure 9.4), and is the same as the i–E relationship 
observed during the reverse CV scan in Ar-purged solutions presented in Chapter 6. 
 
9.2 Overall Conclusions 
The studies carried out in this thesis project clearly demonstrate that because 
corrosion involves not only interfacial electron transfer, but also interfacial and solution 
222 
 
  
reactions, and transport of chemical species, the overall corrosion process may not follow 
linear chemical dynamics. Under these conditions, simple extrapolations of rate formulae 
(based on linear dynamics) to time scales and corrosion environments beyond the tested 
ranges will not yield valid predictions. To develop a high-fidelity model that can predict 
the overall rate of corrosion as a function of solution conditions where such complexity 
can occur, it is critical to identify and decouple the key elementary processes controlling 
the overall rate. The rate and flux equations for the elementary processes must then be 
formulated as a function of solution conditions. The effects of solution conditions on the 
overall corrosion rate can then be quantified through their effects on the individual 
elementary processes. 
For CS corrosion, a large number of elementary reactions and transport processes 
need to be considered in determining the overall corrosion rate as a function of solution 
parameters. This is because Fe0(m) can oxidize to cations with more than one oxidation state 
(Fe2+(aq) and Fe
3+
(aq)) with very different chemical properties, and their reaction products 
can precipitate as gelatinous hydroxides on the metal surface which can grow into oxides 
with varying compositions, lattice structures and morphologies. The transfer of Fe atoms 
between metal, oxide and solution phases provides routes for developing strong systemic 
feedback that can induce autocatalytic reaction cycles. The nature of this feedback (i.e. the 
main elementary processes involved in the autocatalytic cycles), and the strength of the 
feedback, will depend on the chemical and physical properties of the solution. 
We have shown that the corrosion dynamics in Stage 1 can be easily modeled using 
classical electrochemical reaction rate equations coupled with mass transport flux 
equations. But because metal oxidation and solution transport of metal cations determine 
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the overall corrosion rate of CS in aerated solutions or other oxidizing environments these 
equations must be formulated for metal ions rather than for oxidants. 
We have established a mechanism for CS corrosion dynamics that progresses 
beyond Stage 1. The mathematical formulations required for modelling the long-term 
corrosion of CS have just begun. More systematic studies on the effects of solution 
parameters on corrosion dynamics during the transition from Stage 1 to Stage 2 and beyond 
are required to refine the mechanism and build a database of parameters prior to the 
development of a high-fidelity corrosion rate model. 
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Appendix A. Dual-Electrochemical Set-up 
The purpose of the dual-electrochemical cell (DEC) set-up is to polarize the CS 
working electrode (WE) in Ar-purged solutions to the air-ECORR value. A previous 
approach to achieving this involves recording the air-ECORR vs. time data first, and then 
polarizing the WE in the solution free of oxidant using the recorded air-ECORR data. If the 
air-ECORR time profile in the first test is a constant, potentiostatic polarization can be used 
in the second tests. However, in our study, the ECORR time profile is not a simple function. 
The second test requires applying a time-variant electrode potential to the WE, which is 
non-standard electrochemical technique. Most commercially available potentiostats are not 
capable of doing this, as they only allow user to select from a range of standard techniques, 
as their software is closed-source and not modifiable. 
The dual-electrochemical cell (DEC) set-up was devised to overcome this 
limitation. As shown in Figure A.1, the real ‘reference electrode’ (RE) for channel #2 is 
actually the WE #1. Applying potentiostatic polarization at 0 V on channel #2 ensures that 
the electrode potentials of WE #1 and WE #2 are identical at all times. Even though 
potentiostatic polarization is applied on channel #2, the electrode potential of WE #2 is not 
constant over time as its reference point (WE #1) has a time-variant electrode potential. 
Two channels of the a multichannel potentiostat (BioLogic VMP-300) were used. 
Floating measurement was used for both channels to avoid the ground loop. The bandwidth 
and current range used were 7 and 10 mA, respectively. A verification set-up was also 
proposed. The verification set-up used two dummy cells mimicking two electrochemical 
cells and those two dummy cells were connected with a 5.6 kΩ resistor. The schematic of 
the dummy cells and channel connections is shown in Figure A.1. The WE, RE and counter 
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electrode (CE) leads of channel #1 were connected to points 𝐴, 𝐵 and 𝐶 respectively. The 
WE, RE and CE leads of channel #2 were connected to points 𝐷, 𝐴 and 𝐹 respectively. The 
current flows are also shown in Figure A.1. It should be noted that the electrometer input 
current for voltage measurement (current flowing through RE) is not included in Figure 
A.1, as it is too small (< 50 pA) to cause any significant impact. 
 
Figure A.1 Schematic of the dummy cells and channels connections for the verification 
set-up. 
 
The voltage measured by Channel #1 (𝑉1 ) is the electric potential difference 
between point 𝐴 and 𝐵 (𝑉𝐴 − 𝑉𝐵). The voltage measured by Channel #2 (𝑉2) is the electric 
potential difference between point 𝐷 and 𝐴 (𝑉𝐷 − 𝑉𝐴). The current measured by Channel 
#1 and #2 would be 𝐼1 and 𝐼2, respectively. When potentiostatic polarization of 0 V vs 
reference is applied by Channel #2, The electric potentials of point 𝐴 and 𝐷 would be 
equalized (𝑉𝐴 = 𝑉𝐷). If 𝑉𝐴 = 𝑉𝐷 , a calculation using Kirchhoff's circuit laws gives the 
equivalency: 
𝐼3 = 0 ⟺ 𝐼1 = 𝐼2 (A.1) 
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In the verification test, Potentiostatic polarization of 0 V vs reference was applied 
on channel #2. An arbitrary voltage profile of square wave function and triangular function 
was applied on channel #1 (Figure A.2). The currents measured by channel #1 and #2 are 
identical (𝐼1 = 𝐼2), indication no current flowing between two channels (𝐼3 = 0). 
 
Figure A.2 Voltage and current recorded by channel #1 and channel #2 during the 
verification test. 
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