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This paper presents a case study to demonstrate the calculation methods of growth contributions 
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Factoring real GDP changes is important information for macro analysts and policymakers, and 
its significance can be channelled through them and the media to reach the general public, as 
well. It is no coincidence that contribution to growth tables by the production and expenditure 
approach4 are among the most frequently cited sources of statistical offices. They are the basis 
of all reports after the publication of the latest growth data. 
Techniques for calculating growth contributions can be learned from the methodological 
background of the tables referred to above,5 or in more detail, from statistical studies and other 
professional publications.6 This paper, however, differs from those in several respects. The fo-
cus is not on the part effects behind the most current quarterly GDP volume index and the 
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3 koppanyk@sze.hu 
4 In Hungary STADAT Tables 3.1.19 and 3.1.20 on page http://www.ksh.hu/stadat_infra_3_1. 
5 http://www.ksh.hu/docs/eng/modsz/modsz31.html 
6 Anwar–Szőkéné (2010) reviews the methods of calculating growth contributions used in Hungary, and the in-
terpretations and applications of them. 
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related chain-linking problems. Instead, structural decomposition analysis (SDA) of input-out-
put tables is used here for measuring growth contributions. The aim of this study is to present 
an application of the method less known and unused for this purpose in Hungary. 
Input-output tables are published with a much longer time-lag than flash estimates of GDP. 
Therefore the case study is not on the last quarter but, according to the annual horizon and the 
publication schedule of input-output tables,7 on an earlier year. For analysing GDP volume 
change, two successive years’ input-output tables are needed, of which, the latter is expressed 
at previous year prices. At the time of writing this paper, 2012 was the most current year for 
which, based on data available, and using regular mathematical transformations and updating-
balancing techniques, I could generate a relatively reliable constant price input-output table. 
With input-output tables, the chance to analyse a deeper structure of the economy can com-
pensate for less current information. With the methods presented here, one can detect not only 
the direct effects of the changes of branches’ own value added levels and the final products 
flowing to different sectors, but considering the domestic purchaser-supplier relations one can 
also estimate the multiplicative growth effect of the final demand of each industry. This is the 
rationale for Leontief’s demand-pull input-output model. 
Section 1 gives a description of the input-output tables applied in the case study, and the 
methods used for generating them. Sections 2 shows how conventional contribution breakdown 
can be connected to the input-output data set, giving reference values for later SDA results. 
Hereinafter, not only the data but also the underlying economic model is needed; for this, Sec-
tion 3 reviews the sufficient theoretical and technical background. Section 4 defines structural 
decomposition analysis, synthesises its essentials, limitations, applications, and general consid-
erations that must be taken into account when performing a GDP growth SDA. In section 5 and 
6 we factor 2012’s growth in two dimensions. First, according to the terms of value added SDA 
equation, we separate the effects of the changes in value added ratios, domestic supplier coef-
ficients, and final demand, and then delve deeper still into the texture of the economy for the 
latter two. In Section 6 the investigation will be carried out with an alternative formula that 
allocates value added and its changes not where they appear, but according to the multiplicative 
effects of the final demand (changes) of industries. Here, not the value added appearing in com-
panies of each industry, but the value added generated by their final demand and its multiplica-
tion through upstream value chains, i.e. GDP changes of all supplying domestic links involved, 
gives industries’ contribution to economic growth. Results shows that GDP production and 
growth effects of supply chains calculated with this method can differ significantly from refer-
ence values set up in Section 2. Section 7 discusses the results, and Section 8 summarises the 
limits and benefits of estimating growth contributions by structural decomposition of input-
output tables. 
1 Input-output tables 
At the time of writing this paper, the latest industry by industry input-output table published by 
the HCSO is valid for the year 2010.8 This is produced from the supply and use tables9 by the 
                                                 
7 According to the European guidelines and practice, input-output tables are published by NCSO every five 
years, with a three-year time lag. 
8 Dissemination database / National accounts, GDP / Input-output tables, supply and use tables / Symmetric in-
put-output table (industry by industry), at current basic prices NACE Rev. 2 (ESA2010) (technical code PP1109) 
9 I.b. PP1101, PP1102 and PP1104. 
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“fixed product sales structure” transformation (Eurostat (2008), p. 351., Model D), 10 calculated 
with 88 industries and published in a 65 by 65 aggregation depth. Supply and use tables at 
current prices are available also for the subsequent two years, so using these and the previous 
method I could generate current price input-output tables for 2011 and 2012, as well. Although 
sectors 68A: Imputed rents of owner-occupied dwellings and 68B: Real estate activities (ex-
cluding imputed rents) have rather different input-structures and value added shares and 68A is 
used only in household consumption, data available for next steps required unification of them, 
so from this point I worked with 64 industries. 
The former detailed dataset at previous year’s prices was not available, consequently a con-
stant price table for 2012 was developed from the 2012 year current price table with the RAS 
method (Miller–Blair (2009) sections 7.4.1-3)11 using the previous year price margins available 
in tables with technical codes PP1101, PP1102, GPKF04, GPKA03, and GPKB04 in dissemi-
nation database, and STADAT 3.1.18 table (see Figure 1).12,13 
Although margins are available for 2013-2014 too, updating for these years, even for current 
price tables can only be done by RAS or other estimating techniques. This would make the 
results more precarious. For this reason, I use 2011 current price and 2012 previous year price 
input-output tables for the demonstration of the application of SDA, by which we can analyse 
economic growth and growth contributions of the year 2012. 
                                                 
10 System of supply and use tables offer a flexible framework for generating product by product, or industry by 
industry tables. The choice of the table type should be made according to the purpose of the analysis. Product by 
product tables for technological studies are more homogenous in the cost structure, industry by industry tables 
for industrial analysis are closer to the data sources and market transactions; they can be linked to the national 
accounts more easily, and are more reliable in value added ratios. Seeing that production approach growth con-
tributions are based on industries’ value added, for compatibility, this study requires the latter. Eurostat (2008) 
gives two methods for both types. Although methods „fix industry sales structure” (Model C) and „fixed product 
sales structure” (Model D) are both based on fairly soft assumptions, the second one is recommended by the 
manual, which eliminates unfeasible negative values in the matrix of direct requirements. Like most statistical 
offices, HCSO has long been using this method to generate industry by industry input-output tables. On the ap-
plication of the “fix product sales structure” method in Hungary see also Boda el al (1989). The pure application 
of Model D, of course, a simplification of the method by which statistical offices produce official industry by 
industry tables. In addition to the use of the supply and use tables and Model C or D, depending on the basic data 
available, and the structure of the economy they mix these methods, use many external information (which make 
some cells of the to be estimated input-output table exogenous), and also apply RAS-like methods to eliminate 
the remaining discrepancies in the estimated input-output table. Mainly those countries that produce only this 
type of tables choose more complex techniques. 
11 Besides the classical RAS, linear and quadratic programming techniques are also in use for updating and bal-
ancing input-output tables (see for example Lahr–Mesnard (2004) or Jackson–Murray (2004)), and RAS has 
several (non-sign preserving, zero and negative margin operable) extensions or generalisations (see for example 
the study of Lenzen et al (2014) or the additive RAS of Révész (2001)), as well. Due to its simplicity, however, 
conventional RAS is still the most widespread balancing method. Since no conditions occurred in our case study 
that make it impossible to use (for example, a negative margin of change in stocks), I wrote an Excel VBA func-
tion for classical RAS and worked with it. 
12 Because of the lack of a consistent public database of price indices for the products of each 64 industries, at 
least in domestic use and export breakdown, cells in the same rows were not deflated differently before using 
RAS. Iteration simply started from the current price table. By resolving this simplification, of course, more pre-
cise results can be gained. 
13 Although dealing with the effects of changes in the sectoral import coefficients explicitly and distinguishing 
competitive and non-competitive imports would be essential, especially in the case of such an open economy like 
Hungary, import matrices were discarded also because of the lack of data for previous year price margins. 
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Figure 1. Generating input-output tables 
 
Due to the size of the tables, Table group 1 shows the simplified, four industry, three final 
demand component and only one value added row version of these, which will be of assistance 
to us in the demonstration and comprehension of the decomposition methods, and comparisons 
between the numbers by conventional and SDA techniques. In spite of the short form presenta-
tion of the data and intermittently of the results as well, calculations are made on 64 industry 
levels. 
To give a brief overview, rows of the input-output tables show the sales of companies of a 
given industry to other domestic firms for intermediate use, sales to households and other do-
mestic sectors as final use (consumption and investment), and sales to foreign countries (ex-
port). Agricultural producers, for example, sold a total of 564 billion to other agricultural firms, 
719 billion to manufacturing companies, 4 to construction, and 101 billion to services in the 
base year of 2011. Households purchased a total of 317, and other domestic sectors 242 billion 
HUF (Hungarian Forint) for final demand purposes from agricultural producers. 652 billion 
went overseas as exports. 
While rows show the structure of industry output, reading the columns reveals the input side. 
Domestic manufacturing (B-E), for example, was supported by domestic agriculture, manufac-
turing, construction and services by 719, 3,558, 67 and 2,382 billion HUF, respectively, and by 
12,683 billion of imports in 2011. Besides imports and taxes less subsidies on products, bottom 
rows show that manufacturing industry had a total use of 25,822 billion, which is equal to its 
total supply (the sum of the manufacturing row), by which 6,206 billion value added was gen-
erated. 
2 Conventional growth contributions 
The data required for calculating growth contributions by the conventional method can be ac-
quired from the input-output tables, as well. 
Arranging industries’ values added and taxes less subsidies on products (crosshatched cells 
in Table 1) to Table 2, branches’ value added and the whole economy’s GDP changes can be 
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obtained as the differences of constant price current and base year numbers. Expressing these 
in proportion to base year gross domestic product, we have growth contributions of industries 
in a percentage form, which are exactly the same as the statistics in STADAT 3.1.19 table 
referred to above. 
To quantify demand side effects, we need to assemble the components of the well-known 
expenditure approach GDP identity (dark grey cells in Table 1). Totals of household consump-
tion, other domestic final use, and export can be found in the sums of the same columns. Last 
cells of the fifth rows is subtracted from them, which are the sums of all intermediate and final 
use of imports. Using these, similarly to the production approach in the upper table of group 2, 
we can calculate growth contributions of demand components as well. Results differ slightly 
from STADAT 3.1.20 only because of the variance of national account and input-output table 
valuation standards.14 The method is the same. 
For the compatibility of the result from the conventional method reviewed above, and from the 
SDA in Section 5 and 6, some changes were made in Tables 2 that do not affect the main point. 
First, seeing that growth effects of industries are of great importance, we omit taxes less subsi-
dies, and express contributions not for the GDP, but the fully industry-divisible gross value 
added (GVA). Although percentage GVA contributions somewhat differ from those based on 
GDP, relative weights of branches remain the same. Furthermore, these numbers are directly 
comparable to the results gained from the input-output model. 
A second modification is that direct import content of final demand components is ignored 
in the expenditure table, so only final use from domestic sources is taken into account. The 
import row includes only intermediate consumption henceforth.15 Changes in the final demand 
for domestic products can, of course, alter the intermediate use from imports, which has an 
adverse effect on GVA. Thus, growth contributions of domestic product demand components 
indicated in Table 2 can be imprecise. Assessment of their value added effect depends on the 
industry mix of final demand change, domestic and foreign supply chains of the concerned 
industries, and companies’ value added ratios. Multiplicative processes taking place can be kept 
track of by the input-output model, and factoring the changes can be made by a structural de-
composition analysis. These techniques will be covered in the following sections. 
When comparing SDA and the conventional method, values of Table 3 will serve as refer-
ence points. These are the growth contributions calculated separately from the supply and de-
mand side surface of the economy, from the margins of the input-output tables. Only such cal-
culations can be accomplished using current quarterly GDP statistics, which ignore the inter-
connections between industries captured by the numbers in the light grey highlighted cells of 
Table 1. A more profound investigation based on these can penetrate deeper into the growth 
relationships and discover details that cannot be revealed from above. For this, however, we 
need to recall some basic equations of the input-output model and the derivation of value added 
multipliers. 
                                                 
14 Import is valued at fob (free on board) parity in national accounts, and at cif (cost, insurance and freight) in the 
input-output tables. Cif/fob adjustments, direct purchases abroad by residents and purchases on domestic terri-
tory by non-residents cause differences in trade and household consumption. 
15 For the sake of switching from GDP to GVA we correct with product taxes of intermediate consumption also 
in this row. For calculating methods of GDP effects of final demand categories in detail see Hoekstra-Helm 
(2010). 
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Table group 1. Simplified input-output tables for Hungary 
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Table group 2. Conventional GDP growth contributions 
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Table group 3. Contributions to GVA growth 
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3 Basic input-output modelling16 
For mathematical analysis, the most important parts of the input-output tables are the fore-
mentioned light grey square matrices of direct requirements of intermediate inputs. They will 
be denoted by Z0 and Z1 (superscripts indicate the relating time periods, 0 is for the base, and 
1 for the current year). 
We will use the notation F for the matrices of final demand for domestic products (for the 
sake of simplicity, we temporarily abandon period superscripts in Section 3) and v  for the row 
vectors of the value added of domestic industries. Results will be obtained as column vectors, 
so the value added vectors in the input-output tables are the transpose of them (transpose is 
denoted by ´). 
Column vectors x of total output can be found in the right margin of the tables (their trans-
poses are in the bottom row), and f column vectors of total final use (the row sums of Fs) are 
the last but one. 
The A matrix of direct domestic requirement or technical/technological coefficients is gen-
erated as the division of the cells of Z by the relating element of x , i. e. the column sums of 
the input-output table (using matrix operations 
1
A Z x , where x  is the diagonal matrix 
of industry outputs, and 
1
x  is the inverse of it). The ija  elements of A show the amount of 
supplies needed from ith domestic industry for a unit of jth domestic industry’s output. 
Value added ratios of industries can be obtained similarly by the equation 
1
 c v x . 
The model is closed with the formula  Ax f x , of which Ax gives the value of interme-
diate consumptions, and f the final uses, so the equation, starting with matrix A defined from 
the input side, provides the equilibrium of production and use from the output side in the end. 
After some rearrangements 1( ) x I A f  can be expressed,17 which is the fundamental 
equation of the demand-driven (pull) input-output model, where endogenous output adjusts to 
the exogenous final demand. The first term of the right hand side is the famous Leontief inverse, 
which we denote by L. 
Leontief inverse involves not only the direct effects of final demand changes, but indirect 
value chain consequences, too, which can generate further output variations in the original final 
demand and other supplier industries, as well. Column sums of L give the total production 
effect that one additional unit of final demand in the given column industry can generate in all 
sectors of the economy. These column sums are called total output multipliers. 
In this study, not output, but value added multipliers have a particular importance. They can 
be generated by multiplying industry multipliers in the columns of L by industry value added 
ratios ( c L ).18 
Column vectors v of industry values added in Table 3 can be obtained by the 
 v c Lf  (1) 
matrix equation, i.e. the product of the diagonal matrix of value added ratios, the Leontief in-
verse, and the vector of final demand for the given period. This is the basic equation for struc-
tural decomposition of value added changes and growth. 
                                                 
16 This summary in just a few paragraphs is very concise. For the input-output model, the classification, calcula-
tion and application of multipliers in detail see Ambargis–Mead (2012), Miller–Blair (2009) (Chapter 2 and 6), 
and Zalai (2012). 
17 Subtracting Ax from both sides of Ax + f = x yields f = x – Ax = (I – A)x, where I is the identity matrix. 
Premultiplying both sides of this by the inverse of (I – A), i.e. (I – A)-1 we obtain (I – A)-1f = x. 
18 Multipliers have several types according to the closure of the model. This study works with only the open in-
put-output model, and the associated Type 1 multipliers. 
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4 Structural decomposition analysis in general 
According to Rose–Casler (1996), Dietzenbacher-Hoekstra (2002), Dietzenbacher (2004), and 
Révész (2013), the following consensus definition can be composed for the factoring technique 
used in this paper. SDA is a comparative static method of analysing the structural changes of 
economies by input-output model. The aim of the investigation is factorising temporal changes 
or regional differences of an economic phenomenon that can be examined by the input-output 
method for a better understanding of the driving forces behind them. The analysis is based on 
the well-known ceteris paribus principle of comparative statics: factoring the variance goes by 
changing the determinants one by one in the equation, while the others are fixed at some refer-
ence values. SDA is in near relation with standardisation and index number analysis, and can 
be considered as their extension to input-output tables for capturing indirect and induced effects, 
as well. 
Révész (2013) and Boda–Révész (1990) warn that difficulties can occur in interpreting de-
compositions. Components separated from each other, should not necessarily be regarded as 
causes or driving forces. This is evident in regional comparisons, but often also the case in 
temporal changes. In a number of economic phenomena, the “post hoc, ergo propter hoc” rule 
of formal logic does not apply; the consequence emerges before the time of realising the cause, 
because the cause becomes measurable later than the effect. Even if the causality really exists, 
the direction of it does not necessarily follow from the time of realisation. In several cases, 
determinants are not independent, or the decomposition does not reach root causes, or two fac-
tors in the decomposition have a third, common driving force not included (or not even ob-
served).19 So these suggest the need to be cautious when evaluating components, as much ran-
dom and indirect effect can occur, and the direction of causality becomes ambiguous. 
In spite of the constraints listed above, SDA is a widely used method. The number of studies 
on this topic has increased spectacularly since the 1980s. Applications encompass analyses of 
output, employment, value added, or a part of the latter, for example, labour incomes. The tech-
nique can be applied not only for the narrow defined economic categories, but also for energy 
and environmental variables, as an input-output model itself does.20 Rose–Casler (1996) and 
Miller–Blair (2009) give more details on the method and overview its applications. 
For the aim of this paper, former value added investigations are relevant. Among them we 
have some studies on nominal (for example Osterhaven–Linden (1997), which analyse 8 coun-
tries of the European Community with 25 industry tables of 1975 and 1985), and others on real 
value added and growth decomposition. These include the most frequently cited paper of the 
field, Skolka (1989), who compares Austria’s 1964 and 1976 economies in respect to output, 
value added and employment. Skola analyses volume changes and inflates the 1964 table to 
1976 prices. Among recent studies, Pei et al (2012) investigate China’s real GDP growth be-
tween 2002 and 2007, especially the contributions of manufacturing industries. 
The SDA presented in this paper differs from previous ones; rather than analysing changes 
in GDP production of a 5-10 year or even longer period, the short run effects, driving forces of 
                                                 
19 Révész (2013) illustrates these with the following two examples: (i) Consumption vector is the product of total 
consumption and the composition of the consumption basket. These, however, cannot be regarded as absolutely 
independent, final factors. The driving force behind the changes may be the fluctuation of the incomes, which, 
according to the preferences, affects the total level of consumption expenditures; this in turn, influences the 
structure (for example, a shift occurs towards superior or inferior goods). (ii) Employment is the product of the 
labour intensity and the production level, but both can be affected by price changes. 
20 Among Hungarian researchers Tamás Révész applied the SDA technique for analysing the differences and 
changes of Hungarian and Romanian energy consumption (Révész–Ragalie (1996)). 
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year-by-year economic growth are discovered here. Regarding the depth of the decomposition 
we’re not trying to exceed studies with 3-4 levels, and occasionally 10 or more “final” deter-
minants. With the data available, this is not viable. The aim of this study is to present such 
application of the method less known and unused for estimating growth contributions in Hun-
gary. 
To show the main points of the technique, consider the fundamental equation of the input-
output model derived in the previous section. According to this, output equals the matrix prod-
uct of the Leontief inverse and the vector of final use: 
 x Lf . (2) 
Change of output can be factorised in the following ways: 
 
1 0( ) ( )    x L f L f , (3) 
 
0 1( ) ( )    x L f L f , (4) 
 
1 1( ) ( ) ( )( )       x L f L f L f , and (5) 
 
0 0( ) ( ) ( )( )       x L f L f L f , (6) 
where the terms of equations (3) and (4) use different time period weights, and equations (5) 
and (6) use the same period ones. For this reason, the latter two have a negative or positive 
( )( ) L f  interaction term. Considering that different decompositions result in different part 
effects, analysts generally use the simple arithmetic mean of (3) and (4), which assigns one half 
of the interaction to the first, and the other half to the second term:21 
 
0 1 0 1(1 2)( )( ) (1 2)( )      x L f f L L f .
22 (7) 
The situation is more complicated in the case of more than two variables, like in ours, where 
the value added vectors under investigation are products of three terms according to equation 
v c Lf . Polar decompositions composed according to (3) and (4), weighted from current to 
base period 
 1 1 0 1 0 0( )      v c Lf c L f c L f , (8) 
and pacing from base to current period 
 0 0 1 0 1 1( )      v c L f c L f c L f , (9) 
do not comprise all possible formulation part effects. 
One solution for this problem is to take the average of all possible formulas. Unfortunately, 
the number of decompositions increases quickly with the number of determinants. Dietzen-
bacher–Los (1998) pointed out that by applying an n-term decomposition equation formulated 
according to (3) or (4) for all permutations of 1, 2, …, n indices, then arranging them back to 
their original order, we have n! possible part effect formulations, of which, added Rormose 
(2011), only 
1
2
n
 are different, so by weighting them according to their frequency, the same 
result is obtained. Dietzenbacher and Los, however, analysed empirically the sensitivity of the 
                                                 
21 Révész (2013) denotes that in certain cases (for example in exponential processes) this kind of equidistribution 
is questionable, claiming that one or an other factor changed first, so the effects of the second one should be 
measured at the new value of the first one. In Fernández-Vázquez et al (2008) the allocation of the interaction 
term is a function of the relative rate of climb of the factors. Révész, however, admits that halving the interaction 
is a reasonable simplification in most cases, which does not significantly distort the results. 
22 Because of the vector-type solutions, SDAs usually operate with additive formulae similar to (7), where the 
total change is the sum of the part effects. In the case of scalars, one can use multiplicative (index) formulae, as 
well, where total change is the product of the part effects. A good example of this is the study of Dietzenbacher 
el al (2004), which investigates the shift of the share of labour incomes in US GDP between 1982 and 1997. 
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results to the full or part formulation, and found that the average of the polar decompositions is 
a good approximation of the mean of all possible forms. Thus the difference of the value added 
vectors can be broken down by 
       v c Lf c Lf c L f , (10) 
where the _ underscore means the average of the values of the benchmark and current years. 
The other method is to bracket two adjacent terms of the three-term product, and handle this 
as a single component. Subsequently, with the two (the composite and the single) decomposed, 
greater depth is possible, and the composite term can be separated into the two original factors 
in the same way. This is known as nested or hierarchical decomposition.23 The choice between 
the two possible hierarchical decompositions should be made on economic considerations. Rea-
sons of bracketing can be separation of rates and levels, direct and indirect factors, or volume 
and price effects. No general recipes exist; the best way must be found uniquely according to 
the given problem (Révész (2013)). In Sections 5 and 6, we will use both polar and nested 
decompositions. 
A further problem is, as Dietzenbacher–Los (2000) point out, that SDA typically presumes 
the independence of factors;24 however, this does not (necessarily) hold in respect to c and L. 
The value added ratio of an industry can only change if the sum of coefficients of imports, net 
taxes on products and direct domestic requirements moves in the opposite direction. The matter 
of dependent determinants is discussed in detail by Deitzenbacher and Los; they give possible 
solutions to several cases of dependence. The problem is answered here by the method used in 
Pei et al (2012),25 with the following formula: 
   
1
  v c I A I c f , (11) 
where  
1
 A A I c . In the matrix A  we have the ratios of direct domestic requirement co-
efficients and total intermediate consumption quotients. This allows us to separate the effects 
of the change of value added ratios first, holding relative domestic and import supplies invari-
ant, then having the changed value added ratios, we can detect the growth consequences of 
supply chain changes. 
                                                 
23 It must be noted that two possible hierarchical decompositions of (1) 
            v c Lf c Lf c Lf c Lf c L f , and 
           v c L f c L f c Lf c Lf c L f  
are not equal in most cases (especially if c, L and f each changed), and also differ from equation (10) since 
Lf Lf  and c L c L  generally hold. This suggests reconsideration of Dietzenbacher and Los’s finding 
that polar decompositions indeed can only be an approximation of the mean of all possible forms. 
24 As the anonymous referee of this paper notes, this statement is questionable. In general, rather SDA may be 
regarded to answer the “What would be if – holding other factors constant – one factor changed only?” question. 
True, when we know more about the relationship of the factors we may interpret this as an effect or cause. Just 
referring to the example: in some cases (e.g. in cases of free, know-how like technology diffusion when the 
physical capital and labour behind the value added cannot be assumed to have changed) the change in an input 
coefficient does cause the symmetric change in the value added share (at least at constant prices). In such cases, 
formula (10) is not a real answer for the problem of separating the “effects” of changes in the intermediate input 
coefficients and the value added share. In fact formula (10) fully accounts for the changes in the value added 
share while the changes in the intermediate input coefficients are viewed only as a zero-sum game in which their 
effects moreless cancel each out. 
25 For a detailed Dietzenbacher-type decomposition, I could have relied on assessments regarding import rates. 
For the Pei formula only value added ratios are needed, which are exactly computable based on public statistics. 
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5 Structural decomposition of industries’ own value added 
changes (SDA#1) 
For the decomposition of the volume change of value added, two models will be developed in 
this paper. SDA#1 investigates the variations of 
0v  and 1v  from Table 3: 
 1 0 1 1 1 1 0 0 0 0( , ) ( , )    v v v c L A c f c L A c f , (12) 
where   
1
( , )t t t t

  L A c I A I c . (If A  and c apply to the same period t, simply tL  is used 
for the Leontief inverse.) 
Value added of the two years can differ due to three reasons: (i) value added ratios have 
changed (i.e. vector c has modified by c ), (ii) direct domestic requirement coefficients have 
altered (A ), and, for this reason, Leontief inverse has varied, and finally (iii) final demand 
has changed (f ). If we take the average of polar decomposition, we obtain 
 
 1 0 1 0 0 0 0 1 1 1 0 1 0 1
effect of the change in value added ratios
1 1 1 0 1 0 0 1 0 0 0
(1 2) ( , ) ( , ) ( , ) ( , )
(1 2) ( , ) ( , ) ( , ) ( , )
           
         
v c L A c c L A c f c L A c c L A c f
c L A c L A c f c L A c L A c 1
effect of the change in domestic direct requirement coefficients
1 1 0 0
effect of the change in final demand
(1 2) ( ).

    
f
c L c L f
 (13) 
Effects of changes in direct requirements are factorised further according to industries where 
technical coefficient modification caused them. For this, we utilise 
    1 0 1 1 0 1 0 1 0 1 0( ) ( ) ( )         L L L I I A L L I A I A L L AL , and (14) 
    1 0 0 1 1 0 0 1 1 0 1( ) ( ) ( )         L L I L I A L L I A I A L L AL . (15) 
Applying the average of (14) and (15) to the part between square brackets of the second term 
of (13), and having matrix A  as the sum of the following matrices derived from its columns 
j 
 
1
( )
0 0
0 0
j
j
nj
a
a
 
 
   
  
A , 
(1) ( ) ( ) ( )
1
... ...
n
j n j
j
        A A A A A , where n is the number of industries, we will 
have: 
 


1 1 1 0 1 0 1 1 1 0
( ) ( )
1
0 1 0 0 0 0 0 1 0 1
( ) ( )
(1 4) ( , )( ) ( , ) ( , )( ) ( , )
( , )( ) ( , ) ( , )( ) ( , ) .
n
j j
j
j j

     
     
 c L A c A L A c L A c A L A c f
c L A c A L A c L A c A L A c f
 (16) 
Further factoring of the change in final demand to its components can be accomplished most 
simply by replacing f by F in the third term of (13): 
 1 1 0 0(1 2) ( )   c L c L F . (17) 
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Column sums of the matrix obtained from (17) give the value added effects of the final demand 
components, which can be decomposed to part effects caused by the changes in levels with 
formula (18), and in the industry mix by (19): 
   1 1 0 0 1 1 0 1 1 0 0 0(1 4) ( , ) ( , ) ( , ) ( , )   c L c L F y B F y B F y B F y B , and (18) 
   1 1 0 0 1 1 1 0 0 1 0 0(1 4) ( , ) ( , ) ( , ) ( , )   c L c L F y B F y B F y B F y B , (19) 
where yt is the vector of the total final demand in different components (column sums of Ft), Bt 
is the bridge matrix for the industry structure of the final demand components (its elements are 
quotients of the cells of Ft and its column sums) in period t, and ( , )t t t tF y B B y . 
The design of the SDA can be reviewed in Figure 2. Results gained by using equations (12)
–(19) in Table 4 will be reviewed later with the help of Figure 3.26 At this point we notice only 
that growth contributions of final demand components, due to the different approach, show a 
significant variance from the reference values of Table 3. Growth contributions of the indus-
tries, although SDA allows a more detailed insight, are exactly the same on the whole. In order 
to reveal new aspects of 2012 growth from the supply side, as well, we perform the variance 
analysis with a modified version of the basic equation. 
                                                 
26 Decomposition presented here, of course, is not the one and only way to factorise value added changes. See, 
for example, the models of the previously cited Dietzenbacher–Los (2000), which eliminate the effects of the 
changes import rates and domestic requirement coefficients, as well, or the final demand formulation used in 
Miller–Blair (2009) and many other studies for detaching (i) level, (ii) distribution, and (iii) product mix effects. 
My reasons for diverging from Dietzenbacher and Los, have been explained in footnote 21. In the case of final 
demand, I chose a sector, then level and mix hierarchy for comparison to Table 3. Inside exports, the level, rela-
tion (EU, non-EU, of which both distinguished countries or groups of countries), and industry mix hierarchy 
would have been the most practical; however, this was not accomplishable because of the lack of detailed data 
consistent with the input-output valuation. 
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Figure 2. SDA#1 design 
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Table 4. Result of SDA#1 
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6 Structural decomposition of supply chains’ value added 
changes (SDA#2) 
SDA#1, similarly to earlier studies, decomposed industries’ own value added to the factors 
discussed in the previous section. A method similar to this section’s SDA#2 model can be found 
in Pei et al (2012). The analysis is performed here by the equation 
  v c L f , (20) 
which differs mathematically from the previous basic formula in that the product of the vector 
of value added ratios and the Leontief inverse is generated first. This results in the vector of 
value added multipliers of several industries, which express the value added effect of an addi-
tional unit of final demand in the relating industry. Subsequently, the product of the diagonal 
matrix of the multipliers and the final demand vector gives the results. Vectors , in contrast 
to former vectors v, allocate domestic value added to industries not on the basis of where they 
appear, but according to all the direct and indirect nationwide effects that an industry’s final 
demand can have. Using this model, we have a somewhat different production approach, which 
also yields significant deviations from conventional growth contributions in certain industries. 
Table 6 shows the value added vectors calculated by equations (1) and (20), the value added 
multiplicators and final outputs of the industries. I have inserted the detailed table in full here. 
The reason for this being, on one hand, that value added multipliers are important indicators for 
forecasting and industrial policy, showing the way and amplitude of change of the economy’s 
total value added caused by one additional unit of final use in a certain industry.27 On the other 
hand, in spite of their relevance, no multiplier tables are available in Hungary in a public form, 
neither for the last published input-output table for 2010, nor for the archive 2008.28 
Data in the short form Table 5 serve for an easy comparison to Table 3. Detailed results of 
the use of equation (20) according to the system (12)–(19) can be found in Table 7. 
Table 5. Production approach growth contributions by SDA#2 
 
                                                 
27 Naturally, if the assumptions of the input-output model are met, that there are no restrictions on the supply 
side, and the input coefficients remain unchanged. 
28 Detailed analysis of input-output tables and publishing of multipliers are a relatively rare occurrence in Hun-
gary. The last publication of this nature relates to the table for year 2000 (Nyitrainé–Forgon (2004)). 
v
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Table 6. Value added of industries and final demand industry supply chains, value added multipliers and final outputs 
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Table 6 (continued) 
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Table 6 (continued) 
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7 Discussion of the results 
Figures 3 and 4 help give an overall assessment. The waterfall chart below shows that, accord-
ing to the most important column sums of the SDA, the change of value added ratios have the 
only significant positive effect on 2012 growth. Shifts in domestic direct requirements, partic-
ularly those of manufacturing, and the fall in final demand decreased total value added. 
Benchmark Tables 2 and 3 indicated export as a considerable negative factor, which was 
overcompensated by the more declining import. Thus from the demand side, international trade 
was the only positive force. SDA results indicate these differently. Taking the industry mix of 
export and the multiplication processes through the value chains into account and fixing the 
supplier structure and value added ratios at an average of two years, we can say changes in 
export hardly affected the growth on the whole. Cutdown of domestic final use of domestic 
products, mainly the decrease in investments, was the greatest retractive force. The growth ef-
fect order of the components of domestic final demand in SDA, however, is the same as in 
Table 3. 
Figure 3. Column sum SDA results 
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An in-depth discussion of the various industry part effects behind the column sums,29 and un-
folding the complexities of the levels and mixes is beyond the limits of this paper; however, 
highlighting variances between industries own value added and those of their supply chains 
definitely deserves mention. These can be followed by a row-by-row comparison of Tables 3 
and 5. 
Value added production of an industry, according to the “accounting” used in SDA#2, de-
pends, on the one hand, on its final output, and on the other hand, on its value added multiplier. 
Agriculture, for example, sells more for intermediate, than final use, so, despite its relatively 
high multiplier, it has a lower value added from final demand supply chains than its own real-
ized measure (a part of the latter, in supply chain approach, will be accounted to other industries, 
for which agriculture is a supplier). Supply chain values added of manufacturing and construc-
tion, however, far exceed their own one. These are due to the prodigious production and export 
volumes of the key growth manufacturing sub-branches, and the high multiplier value of con-
struction. Hence, decline of the final demand for construction, in Table 5, decreased economic 
growth more than the fall in its own value added in Table 3. 
Figure 4 shows the effect of the most and least growth-contributing industries in 2012 esti-
mated by both methods. When making a comparison of the lists of the first and last ten indusries 
of the upper and lower diagram, a significant overlap can be seen. The most and least own value 
added growth-contributing industries generally have the greatest effects through their supply 
chains, too. The ranking between them, however, is somewhat different. Warehousing and 
support activites for transportation, for example, is second by its supply chains, and only sixth 
with its own value added. 
The ranking is headed by the manufacture of motor vehicle in both cases, although value 
according to the second approach was more than a one and a half times higher. Growth contri-
bution of the automotive industry by its own value added was 0.176%; however, it bore a 
0.284% effect through its suppliers, in spite of its almost minimum and somewhat decreasing 
multiplier value in Table 6, caused by its high import, and low domestic supply and value added 
rates. Nevertheless, low and declining multipliers, coupled with a high and increasing export 
volume, resulted in an ascent from second to first position in the ranking of final use effect in 
Table 5, the direct and indirect consequences of which, according to Table 7, overcompensated 
the negative growth effects of declining domestic supplying rates. 
At the other end of the ranking we cannot neglect the huge negative contribution of the 
manufacture of computer, electronic and optical products, Hungary’s greatest industry in 2011 
measured by output and exports. Due to the dislocations, contractions and realignments oc-
curred in the sector, and the approximately 1 000 billion HUF decline in the sales of the top 
four companies, final output of the industry fell by almost one quarter (Table 6), so that the fall 
of its export (Table 7) is responsible for more than 40% of the decrease of the total value added. 
In spite of its low embeddedness to the Hungarian economy, multiplicative effects of these 
contractions can be detected as the difference between -0,47% and -0,72% growth contribution 
rates (Figure 4). 
                                                 
29 This can be analysed at length using Table 4. Notice that SDA give results for the demand and supply side not 
in a separated way, but in a two-dimensional cross-tab, which comprises both sides; industry effects in the rows, 
and final demand, supply chain, and value added ratio effects (and further decompositions of them) in the col-
umns. 
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Figure 4. The most and least growth-contributing industries in 2012 
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Table 7. Results of SDA#2 
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Table 7 (continued) 
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The half of the fall in the total value added showed up in the agriculture. Looking it from the 
demand side (Table 7) we find that one quarter of the fall in the total value added was caused 
by the decrease of the stocks of domestic agricultural products. This phenomenon highlights 
the nature and role of the “changes in inventories” column of the input-output table, which also 
absorbs the statistical errors and omissions, and the problem of short-term or long-term indica-
tors, in particular whether the calculations were made in an economy in equilibrium or not. Also 
the value added share of the agriculture (and possibly of other sectors) is rather dependent on 
the weather and/or on the other conditions (e.g. epidemics in the animal stock, embargos). These 
have to be borne in mind especially when looking for the right direction of the causality in the 
decomposition results. 
8 Summary and comparison, pros and cons 
The calculation of growth contributions by SDA, like any method, has both advantages and 
disadvantages. As a conclusion we present a brief overview of these. Theoretical and method-
ological limitations are not repeated here, instead, difficulties evident from the choice of inves-
tigated periods are emphasized. The time-lag of several years in producing and publishing sup-
ply, use and input-output tables, the assumptions, limitations, and imprecisions of the models, 
updating and approximation techniques impede an up to date and accurate operation of the 
analysis.30 Undoubtedly, flash estimates of quarterly GDP by statistical offices also need re-
examinations and sometimes corrections; however, conventional methods of calculating growth 
contributions can be applied immediately, even by the most current and simple structure data, 
providing very quick indicators for analysis and policy. 
Structural decomposition of the factors of economic growth offers extra information to the 
standard production and expenditure approach contributions calculated independently from the 
changes of own value added of industries and the levels of final demand components. Conven-
tional methods show only the surface from two separate sides. Both methods presented here, 
however, consider multiplicative effects of final use from domestic output through the supply 
chains, and decompose them to part effects of changes in value added ratios, supplying structure 
and final demand, and further subcomponents. The effects are allocated between industries, as 
well, so the demand side and the value added generation of the producers (in SDA#1) and sup-
ply chains (in SDA#2) are connected as two dimensions of growth, shown together in a crosstab 
format. 
Different approaches yield different insights and significant variance in the results. Conse-
quently, SDA, in spite of the time-lag of data and the imprecision of updating techniques, can 
be a useful complement to standard techniques. Structural decomposition and variance analysis 
of input-output tables show a deeper structure of the economy, thus offering a different ap-
proach to assessing GDP generation and growth contributions of industries, supply chains and 
                                                 
30 The general reason of official statistics for constructing and publishing input-output tables only every five 
years is that the structures of the economies modify relatively slow. It might have been true for the past, but not 
for the future. Being round the corner of the large scale robotization, virtualization, IoT, big data and hopefully 
green revolution, the world, including technological and economic structures and thus the driving forces of 
growth will probably change faster than ever before. Statistical offices definitely perceive these phenomena and 
the pressure from analysts and policymakers for the most current and high quality data on economic structures, 
at the same time. Timely estimates of several statistical indicators, especially those of GDP, improved signifi-
cantly in the last decades (see Kokkinen-Wouters (2016)). There must be some possibilities also in reducing the 
production time of input-output tables. A decrease of the time-lags will boost the applicability and the relevance 
of the growth decomposition analysis presented here. 
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final demand components for a better understanding of the driving forces of growth. As a com-
plementary tool for growth analysis, it can support economic, development and policy decisions 
of the private sector and the government. 
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