This paper shows that a wide range of stochastic extensions of the kinematic wave model tend to the same parameter-free expression for the probability of congestion at a given time-space point. This is shown for white noise initial density with deterministic and stochastic fundamental diagram in the case of Riemann problems and the bottleneck problem. It is also found that the stochastic solution (i) preserves the structure of the deterministic solution, and (ii) tends to the deterministic solution with time at a given location.
Introduction

1
Uncertainty is a key component in traffic flow modeling given measure-2 ment errors and random driver behavior. To the author's knowledge, existing 3 research uses a numerical rather than analytical approach to account for un-4 certainty, generating random terms directly in the discrete model; see e.g. 
Background
51
The kinematic wave model is a scalar conservation law of the vehicular density k(t, x) at time t and location x, supplemented with initial or boundary data, and a fundamental diagram F (t, x, k) that gives the flow q(t, x) as a function of the local density:
KW:
{ k t + F (k) x = 0,
k(t, x) = g(t, x), ∀(t, x) ∈ B
(1a)
where variables in subscript represent partial derivatives and g(t, x) is a known function representing the density on a boundary B. In terms of the vehicle number N (t, x) the kinematic wave model becomes the Hamilton-Jacobi equation:
HJ:
N (t, x) = G(t, x), ∀(t, x) ∈ B
(2a)
where G (t, x) gives the data expressed in terms of vehicle number. Note that BP , which can be obtained by the integration of the maximum passing rate 60 along the path BP :
where R(t) is the maximum passing rate along segment BP , or the La-63 grangian in HJ theory. Hereafter, we suppose that the facility is homogenous 64 and exhibits a triangular fundamental diagram: where u is the free-flow speed, −w is the wave speed and κ is the jam density.
67
Under this assumption, the maximum passing rate is R(t) = Q−Kv(t), where 68 v(t) is the velocity of the vehicle. Thus, using (4) gives that the cost ∆ BP
69
can be expressed as
where Q = uwκ/(u + w) and K = Q/u are the capacity and critical density 72 of the roadway, respectively. Daganzo (2005a) shows that if (i) the boundary
is a straight line, and
74
(ii) the density is constant between these points, then (3) becomes a linear 75 program and thus its solution is determined by the boundary points only.
76
Since the maximum passing rate for the upstream and downstream boundary 77 points is 0 and κw, under these assumptions (3) simplifies to:
For more details the reader is referred to Daganzo (2005a,b) . 
Stochastic initial data
In this paper we consider the stochastic initial value problem (SIVP)
82
where the mean density at all locations at t = 0, g(x), is given. We will
83
further assume an additive random component; i.e.:
85
where W ′ (x) = dW (x)/dx is a white noise in the sense that σW (x) is a
86
Brownian motion with zero drift and variance rate σ 2 (in units of density).
87
In terms of vehicle number the initial data can also be expressed as: points on the boundary, 
Subcritical data
98
We say that stochastic initial data is subcritical if:
100
where P r(·) stands for "probability". We conjecture here that (7) holds for 101 subcritical stochastic data because of the following: 
The bottleneck problem
115
In this section the subcritical SIVP is solved on a homogeneous segment 116 with a single bottleneck of stationary capacity µ(t) located at x = 0, and:
118 whereμ is the mean bottleneck capacity, α is a dimensionless parameter such subcritical, and therefore one can ignore point U ′ in the analysis altogether.
127
Thus, we can apply (7) with is always given by (12). This makes it possible to determine the "proba-
132
bility of congestion", p(t, x), i.e. the probability that N P is given by the 133 downstream term:
135
It turns out that the contours p(t, x) = constant can be expressed alge-
136
braically and thus are the main focus of the paper. Unfortunately, the mean 137 and variance of N P are not. To see this, notice that the distribution of N P ,
139 involves the Bivariate Normal distribution, which can only be evaluated nu-140 merically.
141
Next, three scenarios are considered among combinations of random / 142 deterministic bottleneck capacity and fundamental diagram. 
Deterministic bottleneck capacity and fundamental diagram 144
Here we interpretμ < Q as the deterministic bottleneck capacity. From
145
(12) it follows that N P = min{N U ;μt D − xκ} and the probability of conges-146 tion becomes:
148 where Φ(·) is the cumulative standard normal distribution. Replacing
151
Despite the large number of parameters, this expression shows a universal
152
shape using a suitable change of units, as shown next. z by a suitable change of units that minimizes the number of parameters.
156
To this end, we measure time in units of the "relaxation time", τ , defined in 157 this paper as the time it takes to reach a given percentile z α at x = 0; i.e., where s can be interpreted as the slope of the shock arising in the determin-163 istic solution when α > 0 ; i.e.:
165 its interpretation when α < 0 will be clear shortly. In this new dimensionless 166 coordinate system
168 one can express z in dimensionless form as follows, provided that α ̸ = 0: 
with ± given by −Sign(s). For typical freeway problems |s| ≪ u and there-171 fore (20) can be well approximated by
Since (21) contains no parameters, it gives the universal shape for z. This
only by a change in units. or in dimensionless form: 
Random bottleneck capacity and deterministic fundamental diagram
198
Here we generalize the bottleneck capacity in the previous section to be 199 a random process: dent of the demand. Therefore, the cost of path OD (e.g. in Fig. 1b) 
207 and in dimensionless form, provided that α ̸ = 0:
209 with rescaling as in (17) but now: 
231 232
where overbars and double overbars denote mean and variance, respectively,
233
and a = (1 + α)μ/ū denotes the mean initial density. It follows that the 234 probability of congestion can be approximated by:
236
The relaxation time induced by the variance in the initial data.
246
Combining (28) and (29) does not yield a compact dimensionless rep-247 resentation; but the rescaling in the previous section does, and we obtain:
253
where s here is as in (18) 
Stochastic Riemann problems
268
Riemann problems are a special case of initial value problems and con- Here we consider a deterministic fundamental diagram and initial values 272 given by (8) with what follows, i.e.:
285
Let p U , p O , p D be the probability of each one of these candidates to be the 286 minimum. To determine these probabilities, we note that the change in 287 the number of vehicles between DO and OU are independent by virtue 288 of Brownian motions' independent increments property. Therefore, 
293
Noting that the difference in vehicle number between two candidates are also 294 normally distributed, after some manipulations one can show that:
299 300 figure) . It is straightforward to show that:
which grows at a rate that tends to zero. It follows that the probability contours travel in the direction of the shock, shying away from it but at a 342 rate that tends to zero. This indicates that for large t ′ these contours tend
343
to become parallel to each other (and to the deterministic shock), and thus 344 the deterministic structure tends to be preserved in the stochastic setting.
345
Another alternative to include variability in the fundamental diagram is to 
