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SOMMAIRE
D’un bout à l’autre de ce document le terme recollement revient comme un leitmotiv, en
eﬀet c’est le sujet essentiel sur lequel portent nos recherches. Cette thèse est répartie en
cinq sections. Dans les trois premiers chapitres nous présentons succinctement quelques
notions d’algèbre non commutative et de théorie d’Auslander-Reiten indispensables pour
une bonne compréhension de cette thèse. Toutefois, nous supposons que le lecteur est
plus ou moins outillé aﬁn de pouvoir suivre le ﬁl des idées.
Dans les deux derniers chapitres, nous avons établi les résultats de nos recherches, entre
autres, le recollement sur les modules de Cohen-Macaulay, la préservation de l’inclinaison
et les paires de torsion dans le contexte où A est une K-algèbre de Gorenstein de dimen-
sion ﬁnie et e est un idempotent de A. Si AeA est un idéal source tel que dpeAe(eA) <∞
alors nous avons le recollement suivant sur les catégories de modules de Cohen-Macaulay.
CM(A/ < e >) inc // CM(A)
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
CM(eAe).
−⊗eAeeA
ww
HomeAe(Ae,−)
gg
Celui-ci est la restriction du recollement sur les catégories de modules déﬁni par Cline,
Parshall et Scott [22]. Dans le chapitre V, nous parlons de la préservation de l’inclinaison
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sous certaines hypothèses par les six foncteurs qui composent le diagramme ci-bas
modA/ < e > inc // modA
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
modeAe.
−⊗eAeeA
xx
HomeAe(Ae,−)
ff
En dernier lieu, nous considérons les classes de modules suivantes dans la catégorie de
modules sur A :
T1 = {Me⊗eAe eA | M ∈ modA}, F1 = {M⊗A (A/ < e >) | M ∈ modA}
T2 = {HomA(A/ < e >,M) | M ∈ modA}, F2 = {HomeAe(Ae,Me) | M ∈ modA}
Dans ce qui suit nous montrons l’existence des paires de torsion suivantes sur les catégories
de modules.
1. Si A/<e> est un Aop-module projectif (ou eA un (eAe)op-module projectif) alors
(T1,F1) est une paire de torsion.
2. Si A/<e> est un A-module projectif alors (T2,F2) est une paire de torsion.
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INTRODUCTION
Dans cette thèse nous traitons principalement du recollement au niveau des modules de
Cohen-Macaulay, de la préservation de l’inclinaison et des paires de torsion. Rappelons
que le concept de recollement a été pour la première fois déﬁni par Grothendieck [3] dans
ses travaux. Celui-ci appelait ce concept diagramme des six foncteurs. C’est par la suite
que Beilinson, Bernstein et Deligne l’ont redéﬁni en adoptant le concept de «recollement»
dans leur ouvrage intitulé «faisceaux pervers» [11]. En résumé, un recollement n’est rien
d’autre qu’un diagramme composé de six foncteurs satisfaisant à certaines propriétés.
C’est en 1988 que Cline, Parshall et Scott [22] les ont appliqués en théorie des représen-
tations. Pour ce faire, ils ont montré que pour toute K-algèbre A de dimension ﬁnie et e
un idempotent de A, il existe toujours ce recollement sur les catégories de modules :
modA/ < e > inc // modA
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
modeAe.
−⊗eAeeA
xx
HomeAe(Ae,−)
ff
Autrement dit les couples (−⊗eAe eA,HomA(eA,−));
(HomA(eA,−),HomeAe(Ae,−)); (−⊗A (A/ < e >), inc) et (inc,HomA(A/ < e >,−)) sont
des paires de foncteurs adjoints. Les foncteurs inc, −⊗eAe eA et HomeAe(Ae,−) sont res-
pectivement pleins et ﬁdèles et Im(inc) = Ker(HomA(eA,−)). Depuis lors, des résultats
intéressants ont été trouvés, (voir [56], [55], [29]) et ne cessent de s’accroître vu l’intérêt
grandissant que la notion de recollement suscite dans le milieu scientiﬁque. C’est cette
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raison qui nous motive profondément à orienter nos recherches dans cette direction. Après
un bref survol sur l’historique des recollements, nous allons à présent donner le squelette
de notre thèse. Cette dernière est composée de cinq parties.
Dans le chapitre I, nous présumons que le lecteur est assez familier avec les notions
élémentaires d’algèbre non commutative indispensables dont nous avons besoin tout au
long du document. Bref nous y énonçons des résultats connus et quelques rappels né-
cessaires pour une bonne compréhension de la thèse. Puisque nous travaillons dans le
domaine de la théorie des représentations, nous avons jugé important de présenter au
chapitre II les notions de carquois, d’algèbres de chemins, d’algèbres de carquois liés et
quelques propriétés annexes. Toutes les déﬁnitions, propriétés et théorèmes sont entière-
ment tirés de l’ouvrage [5] à quelques exceptions près. Il va sans dire que nous ne pouvons
parler de la théorie des représentations en ignorant la théorie d’Auslander-Reiten. Le cha-
pitre III est entièrement réservé à cette théorie, nous y présentons toutes les propriétés
dont le seul but est la construction d’un carquois un peu spécial dénommé carquois
d’Auslander-Reiten. Puisque la construction de ce dernier n’est pas simple nous en
donnerons seulement l’idée générale.
Enﬁn, les deux derniers chapitres constituent l’épine dorsale de cette thèse. Dans ces
deux parties, tous les résultats sont exposés, commentés et détaillés. Dans le chapitre
IV, nous présentons le résultat principal, en l’occurrence le recollement sur les modules de
Cohen-Macaulay qui représente la restriction du recollement de Cline, Parshall et Scott
aux catégories de modules de Cohen-Macaulay.
CM(A/ < e >) inc // CM(A)
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
CM(eAe).
−⊗eAeeA
ww
HomeAe(Ae,−)
gg
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Dans le dernier chapitre nous nous sommes intéressés aux modules inclinants et aux
paires de torsion. Puisque le recollement de Cline, Parshall et Scott [22] est la pièce maî-
tresse de nos recherches, nous nous sommes penchés sur la préservation de l’inclinaison
par les six foncteurs de ce diagramme. Dans un premier temps, nous avons vériﬁé la
préservation à travers des exemples qui prouvent eﬀectivement qu’elle n’est pas toujours
garantie. En dernier lieu, nous avons établi les hypothèses sous lesquelles la préservation
de l’inclinaison est obtenue de façon totale ou partielle. Toutefois, nous pouvons aﬃr-
mer qu’elle n’est jamais respectée par certains foncteurs pour la simple raison que les
algèbres eAe et A/<e> sont obtenues à partir de A et inférieures en terme de rangs de
groupes de Grothehdieck. Par conséquent, la troisième propriété de l’inclinaison n’est pas
satisfaite. Considérons les classes de modules suivantes sur les catégories de modules :
T1 = {Me⊗eAe eA | M ∈ modA} ; F1 = {M⊗A (A/ < e >) | M ∈ modA}
T2 = {HomA(A/ < e >,M) | M ∈ modA} ; F2 = {HomeAe(Ae,Me) | M ∈ modA}.
Nous avons montré sous certaines hypothèses que (T1,F1) et (T2,F2) sont des paires
de torsion sur les catégories de modules. Avec cette méthode, nous pouvons dorénavant
trouver plus facilement des paires de torsion dans la pratique.
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CHAPITRE 1
Rappels de quelques notions d’algèbre
non commutative
1.1 Quelques notions d’algèbre homologique
Dans ce chapitre nous allons passer en revue quelques notions sur les algèbres artiniennes,
les modules, les catégories dérivées et triangulées nécessaires à la compréhension de cette
thèse. Toutefois, nous présumerons que le lecteur est quelque peu familier avec certaines
notions de la théorie des modules. C’est la raison pour laquelle nous jugeons opportun
de ne pas déﬁnir certaines notions. Pour un novice, nous lui conseillerions de se référer
à [4] pour mieux percevoir les notions de base. Soit A une K-algèbre artinienne où K est
un corps. D’un bout à l’autre, sauf mention expresse du contraire, nous travaillerons avec
des K-algèbres de dimension ﬁnie. En eﬀet, il est connu que toute K-algèbre de dimension
ﬁnie est à la fois artinienne et noethérienne.
Nous notons Mod(A) la catégorie des A-modules à droite et mod(A) la sous-catégorie
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pleine deMod(A) composée des A-modules à droite de type ﬁni. Rappelons que les caté-
gories de modules sont abéliennes. Étant donné que nous travaillons conjointement avec
les foncteurs d’extension et de produit tensoriel, nous utiliserons à la fois des A-modules
à droite et à gauche. On note Aop l’algèbre opposée de A. La donnée d’un A-module à
gauche revient à la donnée d’un Aop-module. Ainsi pour faire simple tout module uti-
lisé le long de ce document peut être vu comme un module à droite. Finalement nous
notons D la dualité standard de mod(A) vers mod(Aop). Cette dualité est le foncteur
D = HomK(−,K).
1.1.1 Propriétés homologiques
Dans cette sous-section nous introduisons les propriétés homologiques. Dans un premier
temps nous déﬁnissons les modules projectifs et injectifs.
Définition 1.1.1.
1. Un A-module P est dit projectif si le foncteur HomA(P,−) est exact.
2. Dualement, un A-module I est dit injectif si le foncteur HomA(−, I) est exact.
Définition 1.1.2.
1. Une catégorie C admet suffisamment d’objets projectifs, si pour tout objet X
dans C , il existe un objet projectif P dans C et un épimorphisme P→ X.
2. Une catégorie C admet suffisamment d’objets injectifs, si pour tout objet Y
dans C , il existe un objet injectif I dans C et un monomorphisme Y → I.
Définition 1.1.3. Une sous-catégorie pleine I d’une catégorie abélienne A est une sous-
catégorie de Serre si pour toute suite exacte
0 // F // G // H // 0
de A, alors F, H appartiennent à I si et seulement si G apparient à I.
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Soit M un A-module. Les foncteurs ExtiA(M,−) et Tor
A
i (M,−) pour tout i ≥ 1 sont
déﬁnis comme foncteurs dérivés de HomA(M,−) et M⊗A − respectivement. Ainsi que
les foncteurs ExtiA(−,N) et Tor
A
i (−,N) lorsque N est un A-module ( respectivement un
Aop-module). Les foncteurs d’extension et de produit tensoriel interviendront beaucoup
dans nos résultats. Les résultats qui suivent seront d’une importance capitale dans les
chapitres IV et V.
Proposition 1.1.4 ( [4]). Soient A une K-algèbre et
0 // L //M // N // 0
une suite exacte de A-modules. Pour tout A-module XA le foncteur HomA(X,−) induit
une suite exacte longue de K-modules
0 HomA(X,L) HomA(X,M) HomA(X,N)
Ext1A(X,L) Ext
1
A(X,M) Ext
1
A(X,N)
Ext2A(X,L) Ext
2
A(X,M) Ext
2
A(X,N)
ExtiA(X,L) Ext
i
A(X,M) Ext
i
A(X,N)→ · · ·
α0
α1
De même, le foncteur HomA(−,X) induit une suite exacte longue de K-modules
0 HomA(N,X) HomA(M,X) HomA(L,X)
Ext1A(N,X) Ext
1
A(M,X) Ext
1
A(L,X)
Ext2A(N,X) Ext
2
A(M,X) Ext
2
A(L,X)
ExtiA(N,X) Ext
i
A(M,X) Ext
i
A(L,X)→ · · ·
β0
β1
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Proposition 1.1.5 ( [4]). Soient A une K-algèbre et
0 // L //M // N // 0
une suite exacte de Aop-modules. Pour tout A-module XA le foncteur X⊗A− induit une
suite exacte longue de K-modules.
· · · TorAi+1(X,L) Tor
A
i+1(X,M) Tor
A
i+1(X,N)
TorAi (X,L) Tor
A
i (X,M) Tor
A
i (X,N)
TorAi−1(X,L) Tor
A
i−1(X,M) Tor
A
i−1(X,N)
X⊗A L X⊗A M X⊗A N→ 0
φ0
φ1
De même, pour tout Aop-module AY le foncteur −⊗A Y induit une suite exacte longue
de K-modules.
· · · TorAi+1(L,Y) Tor
A
i+1(M,Y) Tor
A
i+1(N,Y)
TorAi (L,Y) Tor
A
i (M,Y) Tor
A
i (N,Y)
TorAi−1(L,Y) Tor
A
i−1(M,Y) Tor
A
i−1(N,Y)
L⊗A Y M⊗A Y N⊗A Y → 0
ψ0
ψ1
Définition 1.1.6. Soit M un A-module. La dimension projective dp(M) de M est le
plus petit entier d tel qu’il existe une suite exacte avec les Pi projectifs de la forme
0→ Pd → Pd−1 → · · · → P1 → P0 → M→ 0.
Si une telle résolution n’existe pas, alors on dit que M a une dimension projective inﬁnie.
Dualement la dimension injective di(M) de M est le plus petit entier d tel qu’il existe
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une suite exacte avec les Ii injectifsde la forme 0→ M→ I0 → I1 → · · · → Id−1 → Id → 0.
Si une telle résolution n’existe pas, on dit que M admet une dimension injective inﬁnie.
Définition 1.1.7. La dimension globale dgl(A) d’une K-algèbre A est déﬁnie comme
étant le suprémum des dimensions projectives (ou bien injectives) de tous les A-modules
dgl(A) = sup{dp(M) |M ∈Mod(A)}(= sup{di(M) |M ∈Mod(A)}).
Si A est une K-algèbre artinienne alors la dimension globale est aussi égale au suprémum
des dimensions projectives de tous les A-modules simples
dgl(A) = sup{dp(S) | S ∈Mod(A), S simple}.
Remarque 1.1.8. Un A-module L est projectif si et seulement si dp(L) = 0.
Dualement un A-module M est injectif si et seulement si di(M) = 0.
Une K-algèbre A est dite héréditaire si dgl(A) ≤ 1.
Proposition 1.1.9 ( [4]). Soit
0 // L //M // N // 0
une suite exacte de A-modules. Nous avons les inégalités suivantes :
1. dp(L) ≤ sup {dp(M), dp(N)− 1} et l’égalité a lieu si dp(M) 6= dp(N)
2. dp(M) ≤ sup {dp(L), dp(N)} et l’égalité a lieu si dp(N) 6= dp(L) + 1
3. dp(N) ≤ sup {dp(M), dp(L) + 1} et l’égalité a lieu si dp(M) 6= dp(L)
Theorème 1.1.10 ( [4] Adjonction). Soient A, B deux K-algèbres et LA, AMB,NB des
modules. Il existe un isomorphisme de K-modules
HomA(L,HomB(M,N)) ' HomB(L⊗A M,N)
fonctoriel en chaque variable. Ainsi, −⊗A M est un adjoint à gauche de HomB(M,−).
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Lemme 1.1.11 ( [4]). Soient Φ : A → B un morphisme de K-algèbres et M, N
deux B-modules. On déﬁnit un foncteur, F : ModB → ModA comme suit : à tout
B-module M, on associe un A-module FM ayant la même structure de K-module que M,
mais où la multiplication par les éléments de A est déﬁnie par
xa = xΦ(a)
(pour x ∈M, a ∈ A). Ce foncteur est parfois appelé, foncteur de changement des scalaires.
Si f : M → N est B-linéaire alors f est aussi A-linéaire. Si f est surjectif, le foncteur
de changement de scalaires induit une bijection
HomA(M,N) ' HomB(M,N).
Proposition 1.1.12 ( [4]). Soient φ : A → B un morphisme de K-algèbres et MB
un B-module (que l’on peut voir comme un A-module au moyen de φ). Alors l’inégalité
suivante est vériﬁée
dp(MA) ≤ dp(BA) + dp(MB).
Dans la section suivante, nous introduisons une notion importante appelée catégorie
triangulée.
1.2 La définition de la catégorie triangulée
Dans cette section nous listons quelques déﬁnitions concernant la catégorie triangulée.
Définition 1.2.1. Soit D une catégorie additive. Soit [n] : D → D, E 7→ E[n] une
collection de foncteurs additifs indexée par n ∈ Z telle que [n] ◦ [m] = [n + m] et [0] = id
(égalité comme foncteurs). Dans cette situation nous déﬁnissons un triangle comme un
sextuplet (X,Y,Z, f, g, h) où X,Y,Z ∈ Ob(D), f : X → Y, g : Y → Z et h : Z → X[1]
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sont des morphismes de D. Un morphisme de triangles
(X,Y,Z, f, g, h)→ (X′,Y′,Z′, f ′, g′, h′)
est donné par des morphismes a : X → X′, b : Y → Y′ et c : Z → Z′ de D tels que
b ◦ f = f ′ ◦ a, c ◦ g = g′ ◦ b et a[1] ◦ h = h′ ◦ c.
Un morphisme de triangles peut être représenté par le diagramme commutatif suivant :
X
f //
a

Y
g //
b

Z h //
c

X[1]
a[1]

X′
f ′ // Y′
g′ // Z′ h
′
// X′[1]
Définition 1.2.2. Une catégorie triangulée se compose d’un triplet (D, {[n]}n∈Z,T)
où
1. D est une catégorie additive,
2. [n] : D→ D, E 7→ E[n] est une collection de foncteurs additifs indexée par n ∈ Z
telle que [n]◦ [m] = [n + m], [1] est une auto-équivalence et [0] = id (égalité comme
foncteurs),
3. T est un ensemble de triangles appelés les triangles distingués
satisfaisant aux conditions suivantes
TR1 Tout triangle isomorphe à un triangle distingué est un triangle distingué. Tout
triangle de la forme (X,X, 0, id, 0, 0) est distingué. Pour tout morphisme f : X→ Y
de D, il existe un triangle distingué de la forme (X,Y,Z, f, g, h).
TR2 Le triangle (X,Y,Z, f, g, h) est distingué. si et seulement si le triangle (Y,Z,X[1], g, h,−f[1])
l’est aussi.
TR3 Soit le diagramme suivant :
X
f //
a

Y
g //
b

Z h //

X[1]
a[1]

X′
f ′ // Y′
g′ // Z′ h
′
// X′[1]
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dont les lignes sont des triangles distingués et les morphismes a : X→ X′, b : Y →
Y′ sont donnés et satisfont à b◦ f = f ′ ◦a". Alors il existe un morphisme c : Z→ Z′
tel que (a, b, c) soit un morphisme de triangles.
TR4 Soient X,Y,Z des objets deD, des morphismes f : X→ Y, g : Y → Z, des triangles
distingués (X,Y,U, f, p1, d1), (X,Z,V, g ◦ f, p2, d2), et (Y,Z,W, g, p3, d3). Alors il
existe des morphismes a : U→ V et b : V→W tels que
(a) (U,V,W, a, b, p1[1] ◦ d3) soit un triangle distingué.
(b) Le triplet (idX, g, a) soit un morphisme de triangles
(X,Y,U, f, p1, d1)→ (X,Z,V, g ◦ f, p2, d2), et
(c) Le triplet (f, idZ, b) soit un morphisme de triangles
(X,Z,V, g ◦ f, p2, d2)→ (Y,Z,W, g, p3, d3).
X Z W T (U)
Y V T (Y )
U T (X)
f
p1
d1
T (f)
T (p1)
g d3
p3g ◦ f
p2
d2a
b
T (p1) ◦ d3
Il faut noter que T(p1) = p1[1], T(X) = X[1], T(Y) = Y[1], T(U) = U[1] et T(f) = f[1].
Définition 1.2.3. Soit T une catégorie triangulée et A une catégorie abélienne. Un
foncteur additif H : T → A est appelé foncteur cohomologique covariant si pour
tout triangle distingué X→ Y → Z→ X[1], H induit une suite exacte longue
· · · → H(X[i])→ H(Y[i])→ H(Z[i])→ H(X[i + 1])→ · · ·
Si H est un foncteur cohomologique on écrit Hi(X) = H(X[i]) pour tout i ∈ Z.
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De même H est appelé un foncteur cohomologique contravariant s’il induit une
suite exacte longue · · · → H(Z[i])→ H(Y[i])→ H(X[i])→ H(Z[i− 1])→ · · ·
Exemple 1.2.4. Un exemple classique de catégorie triangulée est fourni par les caté-
gories dérivées des catégories de modules que nous rappellerons brièvement dans la
section suivante.
1.3 Catégories dérivées
Dans cette section nous allons introduire les catégories dérivées des catégories de modules
qui permettront de mieux comprendre certaines propriétés du chapitre IV. Les catégories
dérivées ont été introduites pour la première fois dans la thèse de Verdier [58]. Notre
objectif n’est pas de donner la construction générale de ce type de catégories mais une
idée. Une construction simple pourrait être trouvée dans [36]. Cependant, pour une com-
préhension profonde de cette notion le lecteur pourra se référer à [44] et [48].
Soit C une catégorie abélienne. Il existe une injection évidente de C vers la catégorie des
complexes C(C). En eﬀet, tout objet X de C est envoyé vers le complexe concentré en
degré 0 , · · · → 0→ X→ 0→ · · · .
1.3.1 Cohomologie
Soit X = · · · → Xn−1
dn−1
−−→ Xn
dn
−→ Xn+1 → · · · un complexe dans C(C). Représentons par
i : Ker(dn) → Xn l’injection naturelle. D’après la propriété universelle de Ker(dn)
il existe un morphisme an−1 : Xn−1 → Ker(dn) tel que ian−1 = dn−1. La nième
cohomologie du complexe X est déﬁnie par cet objet Hn(X) = Coker(an−1) dans C . Un
complexe X est exact en degré n si Hn(X) = 0 et X est exact si Hn(X) = 0 pour chaque
n ∈ Z. Tout morphisme f : X → Y dans C(C) induit une application
9
Hn(f) : Hn(X) → Hn(Y) . Par exemple dans Mod-A ces applications sont déﬁnies
comme suit :
Hn(f) : Hn(X) → Hn(Y)
x + Im(dn−1X ) 7→ f(x) + Im(d
n−1
Y )
Ainsi nous obtenons pour tout n ∈ Z un foncteur de cohomologie Hn : C(C) → C .
Soit C une catégorie abélienne avec suﬃsamment d’objets projectifs (ou injectifs). Alors
nous pouvons déﬁnir une application C → C(C) en envoyant X vers une résolution pro-
jective (injective) de X. Une façon de voir les choses est que dans la catégorie dérivée
bornée tout objet X serait identiﬁé à toutes ses résolutions projectives et injectives.
Soit X un objet dans C et P∗ une résolution projective de X avec l’application augmen-
tation ε : P0 → X . Alors ε donne lieu à un morphisme de complexe (qui est aussi
représenté par ε ).
· · · // P−2 //

P−1 d
−1
//

P0 //


0

// · · ·
· · · // 0 // 0 // X // 0 // · · ·
En termes de degré ces deux complexes sont diﬀérents, cependant leur cohomologie est
nulle en degrés n où n 6= 0 et par conséquent l’application induite Hn(ε) est une applica-
tion nulle pour n 6= 0. En degré 0, ε induit un isomorphisme
H0(ε) : H0(P∗)︸ ︷︷ ︸
Coker(d−1)
→ H0(X)︸ ︷︷ ︸
X
Cette observation conduit à la déﬁnition suivante qui est fondamentale pour la construc-
tion des catégories dérivées.
Définition 1.3.1. Soit f : X → Y un morphisme dans C(C). Alors f est appelé
un quasi-isomorphisme si f induit des isomorphismes en cohomologie c’est à dire que
pour tout n ∈ Z, Hn(f) : Hn(X) → Hn(Y) est un isomorphisme.
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Définition 1.3.2. Un complexe C = (Ci, di) est dit acyclique si Hn(C) = 0 pour tout
n ∈ Z et Ci un objet de C.
Puisque la construction des catégories dérivées est très complexe, nous avons jugé néces-
saire de donner une présentation simple de ce concept. Par conséquent, nous ne déﬁnirons
pas les notions de système multiplicatif et de localisation de catégorie. Pour une explica-
tion détaillée de ces concepts le lecteur pourra se référer à [44] et [46].
1.3.2 Définition des catégories dérivées
Soit X un objet de C, on voudrait que les quasi-isomorphismes soient inversibles aﬁn
d’identiﬁer X à toutes ses résolutions. Ainsi, on localisera la catégorie des complexesC par
rapport à la classe de quasi-isomorphismes. Notons N la sous catégorie pleine de C dont
les éléments sont les complexes isomorphes aux complexes acycliques. Les morphismes s
de C apparaissant dans les triangles N→ X
s
−→ X′ → N[1] avec N appartenant à N sont
des quasi-isomorphismes. Par déﬁnition, le système multiplicatif S associé à N est formé
de tous les quasi-isomorphismes.
Proposition 1.3.3. Soit C une catégorie abélienne. Il existe une catégorie
D(C) = C(C)/N = C[S−1] et un foncteur L : C(C) → D(C) tels que
1. Pour tout quasi-isomorphisme f dans C(C), L(f) est un isomorphisme dans D(C).
2. Tout foncteur F : C(C) → D(C) qui transforme les quasi-isomorphismes en
isomorphismes se factorise uniquement par L : C(C) → D(C)
Définition 1.3.4. D(C) est appelée la catégorie dérivée de la catégorie abélienne C.
Définition 1.3.5. Soit C une catégorie abélienne. Nous déﬁnissons les sous-catégories
D+(C), D−(C) et Db(C) de D(C) dont les ensembles d’objets sont
Ob(D−(C)) = {X ∈ D(C) | Hn(X) = 0 ∀ n 0}
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Ob(D+(C)) = {X ∈ D(C) | Hn(X) = 0 ∀ n 0}
Ob(Db(C)) = {X ∈ D(C) | Hn(X) = 0 ∀ | n | 0} .
— D−(C) est la catégorie dérivée bornée supérieurement de C.
— D+(C) est la catégorie dérivée bornée inférieurement de C.
— Db(C) est la catégorie dérivée bornée de C.
1.4 Foncteurs dérivés
Dans cette section, nous allons introduire les notions de foncteurs dérivés à droite et à
gauche. En fait, cette présentation est motivée par le fait que ces foncteurs sont utilisés
au chapitre IV. Pour une compréhension profonde de ces concepts le lecteur pourra se
référer à [31], [53], [49], [28] et [34].
Définition 1.4.1 ( [45]). Soit C une catégorie abélienne. Pour les complexes X etY dans
C avecY borné inférieurement (c’est à dire il existe n ∈ Z tel que Yk = 0 pour tout k < n),
on déﬁnitHom(X,Y) comme étant le complexe de groupes abéliens avec Homn(X,Y) le
groupe des morphismes X 7→ Y de degré n avec la diﬀérentielle φ 7→ dY ◦φ− (−1)rφ◦dX,
r ∈ Z. De cette manière, nous obtenons un bifoncteur
Hom : C(C)opp ×C(C) 7→ C(Ab),
où C(C) représente la catégorie des complexes. Si C admet suﬃsamment d’objets injectifs
ceci induit un bifoncteur
RHom : D(C)opp ×D(C) 7→ D(Ab).
De plus,
HomD(C)(X,Y) ' H
0(RHom(X,Y)).
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Cela suggère de déﬁnir,
ExtnD(C)(X,Y) = H
n(RHom(X,Y)) ' H0(RHom(X,Y[n])) ' HomD(C)(X,Y[n]).
Lorsque X,Y ∈ Obj(C),
ExtnD(C)(X,Y) ' Ext
n
C(X,Y).
Définition 1.4.2 ( [45]). Soit C une catégorie abélienne avec une structure de produit
tensoriel. Pour les complexes X et Y bornés supérieurement (c’est à dire il existe n ∈ Z
tel que Xk = 0 et Yk = 0 pour tout k > n) dans C, déﬁnissons X⊗Y comme étant le
complexe avec
(X⊗Y)n =
⊕
p+q=n
Xp ⊗Yq
et avec la diﬀérentielle
d : (X⊗Y)n → (X⊗Y)n+1
x⊗ y 7→ d(x⊗ y)
où d = dX ⊗ 1Y + (−1)deg(x)1X ⊗ dY et x⊗ y est un tenseur simple dans une composante
homogène de (X⊗Y)n. Ainsi nous obtenons d(x⊗ y) = dX(x)⊗y+(−1)deg(x)x⊗dY(y).
Si C admet suﬃsamment d’objets plats, alors le bifoncteur
⊗ : K−(C)×K−(C) 7→ K−(C)
induit le foncteur
⊗L : D−(C)×D−(C) 7→ D−(C).
où K(C) désigne la catégorie homotopique ( c’est à dire la catégorie dont les objets sont
des complexes et les morphismes sont les classes d’équivalence d’homotopie de complexes).
Pour le calculer, sur une paire de complexesX,Y nous choisissons un quasi-isomorphisme
P 7→ X ( ou P 7→ Y) avec P un complexe d’objets plats borné supérieurement et alors,
X⊗L Y = P⊗Y(ou X⊗P, respectivement).
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CHAPITRE 2
Algèbres de carquois et propriétés
Dans ce chapitre nous allons présenter une classe d’algèbres construite à partir d’une
notion appelée carquois. Il faut noter que ces algèbres ne sont pas nécessairement ar-
tiniennes. Toutefois, nous travaillerons avec des K-algèbres de dimension ﬁnie dans tous
nos exemples.
2.1 Algèbres de chemins
Le but principal de cette section est de construire un type d’algèbre (pas nécessairement
artinienne) à partir de la notion de carquois.
Définition 2.1.1. Un carquois (Q0,Q1, s, t) se compose de
Q0 un ensemble de sommets, Q1 un ensemble de ﬂèches, s : Q1 → Q0 et t : Q1 → Q0
deux applications. Pour une ﬂèche α ∈ Q1 on a s(α) qui représente la source et t(α) le
but. On dit que Q est ﬁni si les ensembles Q0 et Q1 sont ﬁnis.
Remarque 2.1.2. Il faut noter qu’un carquois peut comporter des boucles et des ﬂèches
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multiples. Dans ce qui suit, on omettra souvent de représenter un carquois par un qua-
druplet Q = (Q0,Q1, s, t) il sera remplacé par le couple (Q0,Q1) ou bien pour faire simple
par Q. Une ﬂèche β ∈ Q1 avec s(β) = c et t(β) = d est représentée par β : c→ d.
Exemple 2.1.3. Voici des exemples de carquois ﬁnis
1 2 3α
β
2
1 5 3
4
α2
α1
α3
α4
1 2
α
β
1
α
À présent nous allons déﬁnir la notion d’algèbre de chemins à partir de carquois.
Définition 2.1.4. Soit Q = (Q0,Q1, s, t) un carquois. Un chemin α est une suite ﬁnie de
ﬂèches notée α = α1α2α3 · · · , αn, telle que t(αi) = s(αi+1) pour i = 1, 2, 3, . . . , n− 1. La
longueur du chemin α est n. La source et le but de α correspondent à la source de α1 et
au but de αn respectivement. Les sommets x ∈ Q0 du carquois sont considérés comme des
chemins stationnaires notés ex. Autrement dit pour tout x ∈ Q0 on a t(ex) = s(ex) = x.
Exemple 2.1.5. Dans l’exemple ci-contre αβ est un chemin de longueur 2.
1 2 3α
β
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Remarque 2.1.6. Il faut noter que dans cette thèse on compose de la gauche vers la
droite.
Puisque tous les exemples cités dans cette thèse reposent sur les algèbres de chemins, la
déﬁnition suivante est la plus importante de ce chapitre.
Définition 2.1.7. Soit Q un carquois. L’algèbre de chemins KQ de Q sur K est la
K-algèbre dont le sous-espace vectoriel sous-jacent admet l’ensemble des chemins de Q
comme base. Si α1 et α2 sont deux chemins de Q alors la multiplication est déﬁnie par
α1α2 si t(α1) = s(α2) et 0 sinon.
Cette déﬁnition nous révèle que l’algèbre de chemins est une algèbre de dimension in-
ﬁnie si le carquois est inﬁni ou encore comporte des cycles orientés ou des boucles. En
revanche, si on est en présence d’un carquois ﬁni sans cycles orientés alors KQ est de
dimension ﬁnie, par conséquent, KQ est une K-algèbre artinienne.
Si Q est ﬁni alors la K-algèbre KQ admet une identité notée 1KQ =
∑
x∈Q0
ex. Généra-
lement KQ n’est pas une K-algèbre commutative.
Notons RQ l’idéal de KQ engendré par les ﬂèches de Q1.
Exemple 2.1.8. Soit Q le carquois
2
1 5 3
4
α2
α1
α3
α4
Une base de KQ est BKQ = {e1, e2, e3, e4, e5, α1, α2, α3, α4}. Puisque Q0 et Q1 sont ﬁnis
et que le carquois Q n’admet pas de cycle orienté, KQ est de dimension ﬁnie.
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2.2 Carquois liés
Les algèbres de chemins déﬁnies dans la section précédente sont très faciles à manipuler
et on peut trouver une pléthore d’exemples. Dans cette section nous introduisons une
classe d’algèbres qui généralise celle introduite dans la section précédente. Lorsque nous
nous donnons un carquois Q, nous déﬁnissons une nouvelle classe d’idéaux bilatères ap-
pelés idéaux admissibles. La nouvelle classe d’algèbres que nous déﬁnirons est celle des
algèbres quotient de KQ par un idéal admissible I, représentées par KQ/I.
Définition 2.2.1. Soit (Q0,Q1) un carquois. Un idéal I de KQ est dit admissible s’il
existe un entier m≥ 2 tel que RmQ ⊆ I ⊆ R
2
Q. Dans ce cas, la paire (Q, I) s’appelle un
carquois lié. L’algèbre quotient KQ/I est appelée algèbre du carquois lié (Q, I) ou
bien de manière simple une algèbre de carquois lié.
Exemple 2.2.2. Soit Q le carquois suivant avec I =< α4 > :
1
α
L’algèbre quotient est A = KQ/I. On voit bien que R4Q ⊆ I ⊆ R
2
Q par conséquent A est
une K-algèbre de carquois lié. On vériﬁe aisément que sa dimension est dim(A) = 4.
Remarque 2.2.3. Notons que les algèbres quotients A = KQ/I sont une généralisation
des algèbres de chemins déﬁnies à la section précédente. En eﬀet, lorsque I = 0 alors nous
obtenons A = KQ.
Les exemples suivants peuvent être trouvés dans [57].
Exemple 2.2.4. Soit A l’algèbre de chemins donnée par le carquois
1 2 3 4 5α
β γ δ
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muni des relations suivantes : αβ = 0 = γδ. Sa dimension globale est 2. En eﬀet, les
modules projectifs indécomposables sont :
P1 =
1
2
; P2 =
2
3
4
; P3 =
3
4
; P4 =
4
5
; P5 = 5
En calculant les résolutions projectives minimales des modules simples non projectifs
nous avons :
0→
3
4
→
2
3
4
→
1
2
→ 1 → 0, 0→
3
4
→
2
3
4
→ 2 → 0
0→ 5 →
4
5
→
3
4
→ 3 → 0, 0→ 5 →
4
5
→ 4 → 0
Ainsi dgl(A) = sup{dp(Si), i = 1, 2, . . . , 5} = 2.
Exemple 2.2.5. Considérons l’algèbre de chemins donnée par le même carquois que
ci-dessus que nous munissons maintenant des relations suivantes : αβγ = 0 = γδ. La
résolution projective minimale du module simple S1 devient 0 → P5 → P4 → P2 →
P1 → S1 → 0 où
P1 =
1
2
3
, P2 =
2
3
4
, P3 =
3
4
, P4 =
4
5
, P5 = 5
ce qui montre que dp(S1) = 3. Cette algèbre est de dimension globale 3.
Exemple 2.2.6. L’algèbre de chemins donnée par le carquois
1
2
3
α β
γ
muni des relations suivantes : αβ = 0 = βγ = γα est de dimension globale inﬁnie.
En eﬀet, en calculant la résolution projective minimale du simple S1 nous obtenons :
· · · → P3 → P2 → P1 → P3 → P2 → P1 → S1 → 0
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où
P1 =
1
2
, P2 =
2
3
, P3 =
3
1
2.3 Les représentations d’un carquois
Dans cette courte section, on se ﬁxe un carquois ﬁni Q.
Définition 2.3.1. Une représentation M = (Mi, φα)i∈Q0,α∈Q1 d’un carquois Q est une
collection de K-espaces vectoriels Mi pour tout i ∈ Q0 et une collection d’applications
K-linéaires φα : Ms(α) → Mt(α) pour tout α ∈ Q0.
Une représentationM est de dimension ﬁnie si tout espace vectorielMi est de dimension
ﬁnie. Dans ce cas le vecteur dimension dimM de M est le vecteur (dimMi)i∈Q0 des dimen-
sions des espaces vectoriels. Un élément d’une représentation M est un t-uplet (mi)i∈Q0
avec mi ∈ Mi.
Exemple 2.3.2. Soit Q le carquois de type A2 :
1 2α
Alors
M = K K1
M′ = K K0
M′′ = K 00
sont des représentations de Q. Les vecteurs dimensions sont : dimM = dimM′ = (1, 1) et
dimM′′ = (1, 0)
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Définition 2.3.3. Soient Q un carquois et M = (dimMi, φα), M′ = (dimM′i, φ
′
α) deux
représentations de Q. Un morphisme ou homomorphisme de représentations
f : M→ M′ est une collection fi ∈ Q0 d’applications linéaires fi : Mi → M′i telles que pour
toute ﬂèche i
α
−→ j de Q1 le diagramme
Mi Mj
M′i M
′
j
φα
fi fj
φ′α
commute autrement dit fj ◦ φα(mi) = φ′α ◦ fi(mi) pour tout mi ∈ Mi.
Définition 2.3.4. La catégorie de chemins P(Q) d’un carquois Q est déﬁnie par :
Ob(P(Q)) = {i | i ∈ Q0}
HomP(Q)(i, j) = l’espace vectoriel de base l’ensemble des chemins de i vers j.
L’algèbre de chemins d’un carquois sans cycles orientés peut être représentée comme suit :
KQ = ⊕i,j∈Q0HomP(Q)(i, j)
dont la multiplication est représentée par la composition de chemins.
Proposition 2.3.5 ( [32]). Les deux catégories repK(Q) et mod(KQ) sont équivalentes.
Notons que repK(Q) et mod(KQ) représentent respectivement les catégories des repré-
sentations du carquois Q et des KQ-modules.
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CHAPITRE 3
Les suites d’Auslander-Reiten
De prime abord, nous aimerions attirer l’attention du lecteur que nous travaillons avec
une algèbre de carquois lié A. La théorie d’Auslander-Reiten comme son nom l’évoque, a
été introduite par M. Auslander et I. Reiten . Elle nous permet de représenter un carquois
qu’on appelle le carquois d’Auslander-Reiten. Toutefois, le lecteur désireux de bien
comprendre cette théorie de manière générale pourrait se référer à [5] qui est la référence
dans ce domaine.
3.1 Morphismes minimaux et presque scindés
Définition 3.1.1. Soit f : L→ M un morphisme de A-modules.
1. f est minimal à gauche si pour tout morphisme h : M → M tel que h ◦ f = f on a
que h est un automorphisme.
2. f est minimal droite si pour tout morphisme h : M→ M tel que f ◦ h = f on a que
h est un automorphisme.
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Remarque 3.1.2. Si f est un épimorphisme (respectivement un monomorphisme) alors
f est toujours minimal à gauche (minimal à droite).
Définition 3.1.3 ( [5]). Un morphisme f : M→ L de A-modules est dit presque scindé
à gauche si
1. f n’est pas une section.
2. Si u : M→ N n’est pas une section alors u se factorise à travers f.
Un morphisme f : M→ L est dit presque scindé à droite si
1. f n’est pas une rétraction.
2. Si v : K→ L n’est pas une rétraction alors v se factorise à travers f.
Proposition 3.1.4 ( [5]). Soient f : L→ M et g : M→ N deux morphismes dans modA.
1. Si f est un morphisme presque scindé à gauche alors L est indécomposable.
2. Si g est un morphisme presque scindé à droite alors N est indécomposable.
Lemme 3.1.5 ( [5]).
1. Si f : L → M et f ′ : L → M′ dans modA sont des morphismes minimaux presque
scindés à gauche alors il existe un isomorphisme h : M→ M′ tel que h ◦ f = f ′.
2. Si g : L→ M et g′ : L′ → M sont morphismes minimaux presque scindés à droite
alors il existe un isomorphisme k : L→ L′ tel que g = g′ ◦ k.
Dans ce qui suit, rad P représente le radical de P et Soc I le socle de I.
Proposition 3.1.6 ( [5]).
1. Soit P un A-module projectif indécomposable. Alors f : L→ P est minimal presque
scindé à droite si et seulement si f est un monomorphisme et Imf = radP.
2. Soit I un A-module injectif indécomposable. Alors g : I→ M est minimal presque
scindé à gauche si et seulement si g est un épimorphisme et Kerg = SocI.
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Définition 3.1.7. Un morphisme f : X→ Y est irréductible si
1. f n’est ni une section, ni une rétraction.
2. Si f = f1 ◦ f2 alors f1 est une rétraction ou f2 est une section.
Lemme 3.1.8 ( [5]). Soit f : X → Y un morphisme irréductible alors f est un mono-
morphisme ou un épimorphisme.
Lemme 3.1.9 ( [5]).
1. Si f : L→ M est minimal presque scindé à gauche alors f est irréductible.
2. Si g : M→ N est minimal presque scindé à droite alors g est irréductible.
Définition 3.1.10 ( [5]). Une suite exacte courte de A-modules 0→ L
f
−→ M
g
−→ N→ 0
est dite presque scindée si
1. f est minimal presque scindé à gauche.
2. g est minimal presque scindé à droite.
Remarque 3.1.11. Soit 0 → L
f
−→ M
g
−→ N → 0 une suite presque scindée. Alors elle
n’est pas scindée, de plus L et N sont indécomposables.
Theorème 3.1.12 ( [5]). Soit η : 0 → L
f
−→ M
g
−→ N → 0 une suite exacte courte de
A-modules. Alors les conditions suivantes sont équivalentes :
1. η est presque scindée.
2. L est indécomposable et g est presque scindé à droite.
3. N est indécomposable et f est presque scindé à gauche.
4. f est minimal presque scindé à gauche.
5. g est minimal presque scindé à droite.
6. L, N sont indécomposables et f, g sont irréductibles.
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Définition 3.1.13. Soient M et N deux A-modules. On déﬁnit l’ensemble suivant :
P(M,N) = {f : M→ N un morphisme tel que f se factorise à travers un module projectif}
Proposition 3.1.14 ( [5]). Pour tous A-modules M et N, la famille d’espaces vectoriels
P(M,N) = {f : M→ N un morphisme tel que f se factorise à travers un module projectif}
est un idéal de modA.
Définition 3.1.15 ( [5]). Puisque P =
⋃
M,N P(M,N) est un idéal de modA, on peut
ainsi déﬁnir la catégorie quotient mod(A) = modA/P appelée la catégorie stable pro-
jective. Ses objets et ses morphismes sont déﬁnis ci-dessous
Obj(modA) = Obj(modA)
HomA(M,N) = HomA(M,N)/P(M,N).
Dualement, on peut construire un idéal I dans modA comme suit :
I(M,N) = {f : M→ N un morphisme tel que f se factorise à travers un module injectif}
La catégorie quotient mod(A) = modA/I est appelée la catégorie stable injective.
Ses objets et ses morphismes sont déﬁnis ci-dessous
Obj(modA) = Obj(modA)
HomA(M,N) = HomA(M,N)/I(M,N).
Définition 3.1.16. Le foncteur de transposition
Tr : mod(A)→ mod(A)op
est déﬁni comme suit sur les objets. Nous considérons une présentation projective mini-
male P1
p0
−→ P0
p1
−→ M→ 0 de M à laquelle on applique le foncteur HomA(−,A) = (−)t.
Ainsi, nous obtenons la suite exacte suivante : 0→ Mt → Pt0 → P
t
1 → Cokerp
t
1 → 0. Par
déﬁnition TrM = Cokerpt1 qui correspond à la transposition de M.
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Définition 3.1.17 ( [5]). Les translations d’Auslander-Reiten sont les foncteurs suivants :
τA = DTr : mod(A)→ mod(A)
τ−1A = TrD : mod(A)→ mod(A)
où D = HomK(−,K) est la dualité standard.
Remarque 3.1.18.
1. τAM = 0 si et seulement si M est projectif.
2. τ−1A M = 0 si et seulement si M est injectif.
Définition 3.1.19. Le foncteur de Nakayama de modA est déﬁni comme l’endofonc-
teur νA = DHomA(−,A) : mod(A)→ mod(A). De manière similaire, nous déﬁnissons le
foncteur inverse ν−1A = HomA(DA,−) qui est quasi-inverse à νA.
Proposition 3.1.20 ( [5]).
1. Une présentation projective minimale P1
p0
−→ P0
p1
−→ M→ 0 induit une suite exacte
0→ τAM→ νAP1 → νAP0 → νAM→ 0.
2. Une coprésentation injective minimale 0→ M
i0−→ I0
i1−→ I1 induit une suite exacte
0→ ν−1A M→ ν
−1
A I1 → ν
−1
A I0 → τ
−1
A M→ 0.
Lemme 3.1.21 ( [5]). Soient M et N des A-modules.
1. dp(M) ≤ 1 si et seulement si HomA(DA, τAM) = 0.
2. di(N) ≤ 1 si et seulement si DHomA(τ
−1
A N,A) = 0.
Theorème 3.1.22 ( [10] Formules d’Auslander-Reiten). Soient M et N des A-
modules. Alors il existe les isomorphismes fonctoriels suivants :
Ext1A(M,N) ' DHomA(τ
−1
A N,M) ' DHomA(N, τAM).
Corollaire 3.1.23 ( [5]).
1. dp(M) ≤ 1 alors Ext1A(M,N) ' DHomA(N, τAM).
2. di(N) ≤ 1 alors Ext1A(M,N) ' DHomA(τ
−1
A N,M).
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Theorème 3.1.24 ( [7] Théorème d’existence d’Auslander-Reiten).
1. Pour tout A-module indécomposable non projectif M, il existe une suite presque
scindée 0→ τAM→ E→ M→ 0.
2. Pour tout A-module indécomposable non injectif N, il existe une suite presque
scindée 0→ N→ F→ τ−1A N→ 0.
Proposition 3.1.25 ( [5]).
1. Soit M un A-module indécomposable non projectif. Il existe un morphisme irréduc-
tible f : X→ M si et seulement s’il existe un morphisme irréductible f ′ : τAM→ X.
2. Soit N un A-module indécomposable non injectif. Il existe un morphisme ir-
réductible g : N → Y si et seulement s’il existe un morphisme irréductible
g′ : Y → τ−1A N.
Corollaire 3.1.26 ( [5]).
1. Soit S un A-module simple projectif non injectif. Si f : S → M est irréductible
alors M est projectif.
2. Soit S un A-module simple injectif non projectif. Si g : N → S est irréductible
alors N est injectif.
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3.2 Le carquois d’Auslander-Reiten
Dans cette section nous allons présenter les diﬀérentes étapes pour construire le carquois
d’Auslander-Reiten.
Définition 3.2.1. Soient M, N deux A-modules. Nous déﬁnissons le radical entre deux
modules de la façon suivante
radA(M,N) =
{
f ∈ HomA(M,N) | pour tout A-module X indécomposable
∀ n : N→ X et m : X→ M alors nfm ∈ radEndX
}
Dans cette déﬁnition radEndX représente le radical de l’anneau EndX.
Lemme 3.2.2 ( [5]).
1. Le radical radA(M,N) est un sous-espace vectoriel de HomA(M,N).
2. Si M est indécomposable alors radA(M,N) = {f : M→ N, f n’est pas une section}.
3. Si N est indécomposable alors radA(M,N) = {f : M→ N, f n’est pas une rétraction}.
4. Si M et N sont indécomposables alors radA(M,N) = {f : M→ N, f n’est pas inversible}.
Lemme 3.2.3 ( [5]). Soient M, N deux A-modules indécomposables et f : M → N un
morphisme de A-modules. f est irréductible si et seulement si f appartient à radA(M,N)\
rad2A(M,N).
Définition 3.2.4. Irr(M,N) = radA(M,N)/rad2
A
(M,N) représente l’espace des morphismes
irréductibles.
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Proposition 3.2.5 ( [5]). Soient M = ⊕ti=1M
ni
i un A-module avec Mi indécomposables,
deux à deux non isomorphes et K un corps algébriquement clos.
1. Soit f : L → M un morphisme de A-modules avec L indécomposable, f =


f1
f2
...
ft


où fi =


fi1
fi2
...
fini

 : L → Mnii . Alors f est minimal presque scindé à gauche si et
seulement si fij appartient à radA(L,Mi), leurs classes résiduelles fi1, fi2, . . . fini
modulo rad2A(L,Mi) forment une K-base de Irr(L,Mi) pour tout i. En outre il
existe un module indécomposable M′ tel que Irr(L,M′) 6= 0 si et seulement si
M ' Mj pour un certain j.
2. Soit g : M→ N un morphisme de A-modules avec N indécomposable,
g =
[
g1, g2, . . . , gt
]
où gi =
[
gi1, gi2, . . . , gini
]
: Mnii → N. Alors f est minimal
presque scindé à droite si et seulement si gij appartient à radA(Mi,N), leurs classes
résiduelles gi1, gi2, . . . gini modulo rad
2
A(Mi,N) forment une K-base de Irr(Mi,N)
pour tout i. En outre il existe un module indécomposableM′ tel que Irr(M′,N) 6= 0
si et seulement si M′ ' Mj pour un certain j.
Corollaire 3.2.6 ( [5]). Soient X et Y des A-modules indécomposables.
1. Si τX 6= 0 et τY 6= 0, alors il existe un isomorphisme K-linéaire
Irr(τX, τY) ' Irr(X,Y)
2. Si τ−X 6= 0 et τ−Y 6= 0, alors il existe un isomorphisme K-linéaire
Irr(τ−X, τ−Y) ' Irr(X,Y)
Définition 3.2.7 ( [5]). Soit A une K-algèbre de dimension ﬁnie où K est un corps
algébriquement clos. Le carquois d’Auslander-Reiten Γ(modA) est déﬁni comme suit :
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1. Les points sont les classes d’isomorphismes des A-modules indécomposables de
dimension ﬁnie.
2. Soient [ M] et [ N] les points dans Γ(modA) correspondant aux modules indécom-
posables dans modA. Les ﬂèches [ M] → [ N] sont en correspondance bijective
avec les vecteurs d’une base du K-espace vectoriel Irr(M,N).
Dans ce qui suit nous allons présenter un exemple de carquois d’Auslander-Reiten.
Exemple 3.2.8. Considérons l’algèbre de chemins A donnée par le carquois
Q = 1 2 3 4
α1 α2 α3
Les projectifs et injectifs indécomposables de A sont représentés ci-dessous
P1 =
1
2
3
4
; P2 =
2
3
4
; P3 =
3
4
; P4 = 4 ; I1 = 1 ; I2 =
1
2
; I3 =
1
2
3
; I4 =
1
2
3
4
Le carquois d’Auslander-Reiten de A est représenté ci-dessous :
4
3
4
3
2
3
4
2
3
1
2
3
4
1
2
3
2
1
2
1
29
CHAPITRE 4
Recollement et modules de
Cohen-Macaulay
Dans ce chapitre nous établirons un lien entre les recollements et les modules maximaux
de Cohen-Macaulay. En résumé, les recollements sont des suites exactes de catégories
abéliennes 0 → B
i
−→ A
e
−→ C → 0, où i est le foncteur d’inclusion déﬁni entre B et A
( B étant ainsi considérée comme une sous-catégorie de Serre (voir déﬁnition 1.1.3 ) de
A ) et e est le foncteur quotient entre A et C (où C = A /B est la catégorie quotient
de A par la sous-catégorie de Serre B). Dans cette situation le foncteur d’inclusion i
admet un adjoint à gauche q et un adjoint à droite p . Il en est de même pour le foncteur
quotient e qui admet un adjoint à gauche l et un adjoint à droite r. Un pareil contexte de
recollement est représenté par un diagramme de cette forme tout au long du document.
R(B,A ,C ) : B i // A e //
q
{{
p
bb C
l
{{
r
bb
Les recollements ont été pour la première fois introduits par Beilinson, Bernstein et
Deligne dans leur ouvrage intitulé « Faisceaux pervers», voir [11]. Ils les ont utilisés
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dans un contexte de catégories triangulées dans leur axiomatisation des six foncteurs de
Grothendieck pour les catégories dérivées de faisceaux [3] obtenues à partir des espaces
de stratiﬁcation. Autrement dit les recollements ont été implicitement déﬁnis par ce
dernier. C’est en 1988 que Cline, Parshall et Scott (voir [22]) ont utilisé les recollements
en théorie des représentations. Et depuis lors ils ne cessent de susciter un intérêt au sein
de la communauté scientiﬁque, (voir [56], [55], [29], [2], [61], [41]). Soient A une K-
algèbre de dimension ﬁnie et e un idempotent de A. Cline, Parshall et Scott ont montré
qu’il existe toujours un recollement sur les catégories de modules
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe.
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
où < e >= AeA.
Le but principal de ce chapitre est de montrer que lorsque nous nous restreignons aux
catégories de modules de Cohen-Macaulay(MCM) le recollement ci-dessus est le même
et les foncteurs restent inchangés.
4.1 Recollements
Définition 4.1.1 ( [55]). Un recollement entre catégories abéliennes B, A et C ,
représenté par R(B,A ,C ), est un diagramme de foncteurs additifs déﬁnis comme suit
et satisfaisant aux conditions suivantes :
R(B,A ,C ) : B i // A e //
q
{{
p
bb C
l
{{
r
bb
1. (l, e, r) et (q, i, p) sont des triplets adjoints ;
2. Les foncteurs i, l, et r sont ﬁdèles et pleins ;
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3. Im i = Ker e.
Remarque 4.1.2. (l, e, r) est un triplet adjoint signiﬁe que (l, e) et (e, r) sont des paires
de foncteurs adjoints.
L’exemple qui suit peut être trouvé dans [52].
Exemple 4.1.3. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
Alors nous avons le recollement sur les A-modules
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Dans ce qui suit, nous posons B = A/ < e > et C = eAe.
Exemple 4.1.4. Soit A la K-algèbre de chemins donnée par le carquois
Q = 1 2 3 4α
β γ
Posons e = e1 + e2 alors l’algèbre de chemins B = A/<e> est donnée par le carquois
QB = 3 4
γ
L’algèbre de chemins C = eAe est donnée par le carquois
QC = 1 2
α
Alors {mod(B),mod(A),mod(C)} est un recollement.
Proposition 4.1.5 ( [55]). Soit R(B,A ,C ) un recollement de catégories abéliennes.
Les propriétés suivantes sont satisfaites
R(B,A ,C ) : B i // A e //
q
{{
p
bb C
l
{{
r
bb
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1. Les foncteurs i et e sont exacts.
2. Les compositions ei, ql et pr sont toutes nulles.
3. Les unités des paires de foncteurs adjoints (i, p), (l, e) et les co-unités des paires
de foncteurs adjoints (q, i), (e, r) induisent les isomorphismes suivants :
pi ' IdB ; el ' IdC ; qi ' IdB ; er ' IdC .
4. Soit A ∈ A. Il existe B et B′ des objets de B tels que les unités et les co-unités
des adjonctions induisent les suites exactes suivantes
0→ i(B)→ le(A)
µA−→ A
αA−→ iq(A)→ 0
0→ ip(A)
νA−→ A
βA−→ re(A)→ i(B′)→ 0
5. Les foncteurs l et q préservent les objets projectifs et les foncteurs r et p préservent
les objets injectifs.
Corollaire 4.1.6. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
Alors nous avons le recollement sur les A-modules
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe.
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
1. Les foncteurs inc et HomA(eA,−) sont exacts.
2. Les compositions suivantes sont toutes nulles HomA(eA,−) ◦ inc = 0,
(−⊗A A/ < e >) ◦ (−⊗eAe eA) = 0 et HomA(A/ < e >,−) ◦ HomeAe(Ae,−) = 0
3. Nous avons les isomorphismes suivants induits par les unités et co-unités des paires
de foncteurs adjoints.
HomA(A/ < e >,−) ◦ inc ' IdmodA/<e>
HomA(eA,−) ◦ (−⊗eAe eA) ' IdmodeAe
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(−⊗A A/ < e >) ◦ inc ' IdmodA/<e>
HomA(eA,−) ◦ HomeAe(Ae,−) ' IdmodeAe
4. Soit M ∈ modA. Il existe N et N′ des A/<e>-modules tels que les unités et les
counités des adjonctions induisent les suites exactes suivantes
0→ N→ Me⊗eAe eA
µM−−→ M
αM−−→ M⊗A A/ < e >→ 0
0→ HomA(A/ < e >,M)
νM−→ M
βM−→ HomeAe(Ae,Me)→ N
′ → 0
5. Les foncteurs − ⊗eAe eA, − ⊗A A/ < e > préservent les modules projectifs et les
foncteurs HomeAe(Ae,−), HomA(A/ < e >,−) préservent les modules injectifs.
Theorème 4.1.7 ( [55]). Soit R(B,A ,C ) un recollement de catégories abéliennes telles
que A admette suﬃsamment de projectifs et injectifs et C admette suﬃsamment de
projectifs.
B
i // A
e //
q
{{
p
bb C
l
{{
r
bb
Soient B et B′ des objets de A . Alors les énoncés suivants sont équivalents :
(a) L’application ejB,B′ : Ext
j
A
(B,B′) → Extj
C
(e(B), e(B′)) est un isomorphisme fonc-
toriel pour tout j ≥ 0.
(b) Extj
A
(B, i(I)) = 0 pour tout B-objet injectif I et j ≥ 0.
Corollaire 4.1.8. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
Nous avons le recollement suivant :
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Pour tous A-modules M et M′ les énoncés suivants sont équivalents :
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1. L’application ejM,M′ : Ext
j
A(M,M
′) → ExtjeAe(Me,M
′e) est un isomorphisme
fonctoriel pour tout j ≥ 0.
2. ExtjA(M, I) = 0 pour tout A/<e>-module injectif I et j ≥ 0.
4.2 Idéaux stratifiants
Nous introduisons dans cette courte section les idéaux stratiﬁants et quelques propriétés.
Définition 4.2.1 ( [30]). Soient A une K-algèbre de dimension ﬁnie et e un idempotent
de A. L’idéal AeA = <e> est dit stratifiant si les conditions équivalentes suivantes sont
satisfaites :
1. L’application multiplication f : Ae⊗eAe eA → AeA est un isomorphisme de
A-A-bimodules et ToreAen (Ae, eA) = 0 pour tout n ≥ 1.
2. ExtnB(X,Y) ' Ext
n
A(X,Y) pour tout n ≥ 1 et X,Y ∈ mod(B).
Remarque 4.2.2. Rappelons que si A est une K-algèbre et e un idempotent de A alors
la donnée d’un A/<e>-module M équivaut à la donnée d’un A-module M tel queMe = 0.
Exemple 4.2.3. Soit A la K-algèbre de chemins donnée par le carquois
QA = 1 2 3 4
α β γ
munie des relations αβ = 0 = βγ. Posons e = e1 + e2 alors l’algèbre quotient B = A/<e>
est l’algèbre de chemins donnée par le carquois
QB = 3 4
γ
Notre objectif dans cet exemple est de montrer que l’idéal AeA est stratiﬁant. La deuxième
condition homologique de la déﬁnition 4.2.1 d’un idéal stratiﬁant est beaucoup plus facile
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à vériﬁer c’est à dire ExtiB(M,N) ' Ext
i
A(M,N) pour tout M, N ∈ modB et i ≥ 1. En
eﬀet, ceci suit du fait que QB est un sous-carquois plein et convexe de QA.
Le lemme et le corollaire qui suivent sont un bel outil pour vériﬁer si un idéal AeA est
stratiﬁant.
Lemme 4.2.4 ( [40]). Soient A une K-algèbre et e un idempotent de A. Alors AeA
est un Aop-module projectif (respectivement un A-module projectif) si et seulement si
eA (respectivement Ae) est un (eAe)op-module projectif (respectivement un eAe-module
projectif) et la multiplication Ae⊗eAe eA → AeA est un isomorphisme de A-A
bimodules.
Corollaire 4.2.5. Soient A une K-algèbre et e un idempotent de A. Si AeA est un
Aop-module projectif (ou un A-module projectif) alors AeA est un idéal stratiﬁant.
4.3 Idéaux source, puits et propriétés
Dans cette section, nous présentons deux notions nouvelles que nous avons déﬁnies en
l’occurrence les idéaux sources et puits. Ces derniers sont d’une importance capitale,
en eﬀet tous nos résultats reposent dessus. Ces notions nous ont également permis de
prouver plusieurs propriétés.
Définition 4.3.1. Soient A une K-algèbre et e un idempotent de A. Posons e′ = 1− e.
1. L’idéal AeA est dit source si e′Ae = 0.
2. L’idéal AeA est dit puits si eAe′ = 0.
Remarque 4.3.2. Si AeA est un idéal source alors Ae′A est un idéal puits et vice-versa.
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Exemple 4.3.3. Soit A l’algèbre de chemins donnée par le carquois
2
1 5 3
4
α2
α1
α3
α4
Posons e = e1 + e2 + e3 + e4 et e′ = e5. Alors AeA et Ae′A sont respectivement des idéaux
source et puits.
Lemme 4.3.4. Soient A une K-algèbre et e un idempotent de A. Choisissons un x ∈ A.
1. Les éléments y = e + exe′, z = e + e′xe, k = e′ + e′xe et r = e′ + exe′ sont aussi des
idempotents de A.
2. Si AeA est un idéal source alors AyA est un idéal source.
3. Si AeA est un idéal source alors ArA est un idéal puits.
4. Si AeA est un idéal puits alors AzA est un idéal puits.
5. Si AeA est un idéal puits alors AkA est un idéal source.
Preuve. 1. Nous avons
y2 = (e + exe′)(e + exe′)
y2 = e2 + e2xe′ + exe′e + exe′exe′
y2 = e + exe′ = y,
k2 = (e′ + e′xe)(e′ + e′xe)
k2 = e′2 + e′2xe + e′xee′ + e′xee′xe
k2 = e′ + e′xe = k,
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r2 = (e′ + exe′)(e′ + exe′)
r2 = e′2 + e′exe′ + exe′2 + exe′exe′
r2 = e′ + exe′ = r,
et
z2 = (e + e′xe)(e + e′xe)
z2 = e2 + ee′xe + e′xe2 + e′xee′xe
z2 = e + e′xe = z
2. Supposons que AeA est un idéal source. Alors
(1− y)Ay = (e′ − exe′)A(e + exe′) = (1− ex)e′Ae + (1− ex)e′Aexe′ = 0
Ainsi AyA est un idéal source. Les autres énoncés se montrent de façon analogue
au moyen de z, r et k.
Corollaire 4.3.5. Soient A une K-algèbre et e un idempotent de A.
1. Si AeA est un idéal source alors AeA est un idéal stratiﬁant.
2. Si AeA est un idéal puits alors AeA est un idéal stratiﬁant.
Preuve. 1. Supposons que AeA est un idéal source. L’algèbre A se décompose sous
forme de A-module comme suit
AA ' eA⊕ e
′A
Ainsi on a AeAA ' eAeA ⊕ e′AeA. Puisque AeA est un idéal source alors le
deuxième terme de la somme directe s’annule. Il s’ensuit que AeAA ' eA. D’après
le corollaire 4.2.5 AeA est un idéal stratiﬁant.
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2. La deuxième propriété se montre de façon analogue. En eﬀet, on utilise la décom-
position de A en tant que Aop-module.
Définition 4.3.6. Soient A une K-algèbre et e un idempotent de A. Considérons les
idempotents suivants y = e + exe′, z = e + e′xe, k = e′ + e′xe et r = e′ + exe′. Les idéaux
AyA, AzA, AkA et ArA sont dits non-triviaux s’il existe x dans A tels que y, k, z et r
soient diﬀérents de e.
Remarque 4.3.7. Notons qu’un idéal AeA peut être stratiﬁant sans qu’il ne soit source
ni puits (voir exemple ci-dessous).
Avant de donner un exemple, on introduit une autre déﬁnition d’un idéal stratiﬁant dans
le cas où l’algèbre est artinienne (voir proposition ci-dessous). Auslander, Platzeck et
Todorov sont à l’origine de celle-ci.
Proposition 4.3.8 ( [7]). Soient A une K-algèbre artinienne et I un idéal bilatère.
Alors I est stratiﬁant si et seulement si ExtiA(A/I, J) = 0 pour tout i ≥ 1 et pour tout
A/I-module injectif J.
Énonçons cette proposition dont on aura besoin dans notre exemple.
Proposition 4.3.9 ( [4]). Soient Φ : A → B un morphisme de K-algèbres, M un
A-module, N un B-module.
1. Si B est un Aop-module projectif alors pour tout i ≥ 0 on a les isomorphismes
fonctoriels ci-dessous
ExtiB(M⊗A B,N) ' Ext
i
A(M,N).
Exemple 4.3.10. Soit A la K-algèbre de chemins munie de la relation suivante
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1 2
r
-
ﬀ
r
β
α
βα=0
Posons e = e2, alors l’algèbre quotient B = A/<e> est donnée par le carquois
QB = •1
En vertu de la proposition 4.3.8, l’idéal AeA est stratiﬁant si et seulement si
ExtiA(A/ < e >, I) = 0 pour tout I ∈ Inj(A/ < e >) et pour tout i ≥ 1.
Or Inj(A/ < e >) = add{1}. Inj(A/ < e >) représente la sous-catégorie des A/<e>-
modules injectifs. Pour montrer que l’idéal AeA est stratiﬁant, il suﬃt de vériﬁer l’égalité
ci-dessous
ExtiA(A/ < e >, I) = Ext
i
A( 1 , 1 ) = 0 pour tout i ≥ 1.
Représentons ci-dessous les A-modules projectifs.
PA1 =
1
2
1
, PA2 =
2
1
La résolution projective du A-module simple est :
0→
2
1
→
1
2
1
→ 1 → 0
Puisque la dimension projective de S1 est égale à 1, il s’ensuit que ExtiA(1, 1) = 0 pour tout i ≥ 2.
Il suit du théorème 3.1.22 que nous avons l’isomorphisme suivant
Ext1A(1, 1) ' DHomA(1, τ1) ' DHomA(1, 2) = 0.
D’où ExtiA(A/ < e >, I) = 0 pour tout I ∈ Inj(A/ < e >) et i ≥ 1. Par conséquent, l’idéal
AeA est stratiﬁant. Toutefois il n’est ni source, ni puits. En eﬀet, eAe′ = e2Ae1 6= 0 et
e′Ae = e1Ae2 6= 0.
Cet exemple conduit à la déﬁnition suivante.
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Définition 4.3.11. Un idéal stratiﬁant AeA est dit neutre s’il n’est ni source, ni puits.
Le lemme qui suit donne des conditions nécessaires sous lesquelles un idéal stratiﬁant est
source ou puits.
Lemme 4.3.12. Soient A une K-algèbre et e un idempotent de A.
1. AeA a une structure de A/ < e′ >-module si et seulement si AeA est un idéal
puits.
2. AeA a une structure de (A/ < e′ >)op-module si et seulement si alors AeA est un
idéal source.
Preuve. 1. AeAe′ = 0 ce qui équivaut à dire que eAe′ = 0 si et seulement si AeA est
un idéal puits.
2. Se montre de manière analogue à (1).
Définition 4.3.13 ( [54]). Soient A et B des K-algèbres, ANB un A-B-bimodule et
BMA un B-A-bimodule, φ : M⊗A N → B un homomorphisme de B-B-bimodule
et ψ : N⊗B M → A un homomorphisme de A-A-bimodule. On appelle contexte
de Morita M = (M,N,A,B, φ, ψ) ou algèbre de matrice généralisée la K-algèbre
déﬁnie comme suit :
Λ(φ,ψ)(M) =
[
A ANB
BMA B
]
où l’addition d’éléments de Λ(φ,ψ) se fait composante par composante et la multiplication
est donnée par :
[
a n
m b
]
.
[
a′ n′
m′ b′
]
=
[
aa′ + ψ(n⊗m′) an′ + nb′
ma′ + bm′ bb′ + φ(m⊗ n′)
]
Les Λ(φ,ψ)-modules sont les quadruplets (X, Y, f, g) où X ∈ mod-A, Y ∈ mod-B,
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f : M⊗A X → Y et g : N⊗B Y → X tels que les diagrammes suivants soient
commutatifs :
M⊗A N⊗B Y M⊗A X
B⊗B Y Y
1M⊗g
φ⊗1Y f
k
N⊗B M⊗A X N⊗B Y
A⊗A X X
1N⊗f
ψ⊗1X g
k′
où k et k′ sont les isomorphismes naturels.
Définition 4.3.14 ( [4]). Soient A et B des K-algèbres, et BMA un B-A-bimodule. On
appelle algèbre de matrice triangulaire, le contexte de Morita M = (M, 0,A,B, 0, 0),
représenté par :
T =
[
A 0
BMA B
]
et les T-modules sont représentés par les triplets (X, Y, f) où X ∈ mod-A, Y ∈ mod-B
et f : M⊗A X → Y
Remarque 4.3.15. Toute K-algèbre A peut s’écrire sous forme d’une algèbre de matrice.
En eﬀet, si e est un idempotent de A alors A peut se décomposer comme une somme
directe de K-modules de la façon suivante : A ' eAe⊕ eAe′ ⊕ e′Ae′ ⊕ e′Ae. Ainsi on a
A '
[
e′Ae′ e′Ae
eAe′ eAe
]
En guise de rappel notons que e′ = 1− e.
La proposition et le théorème qui suivent revêtent une importance capitale. En eﬀet,
ils interviennent un peu partout dans nos résultats. Puisqu’ils reposent principalement
sur les notions d’idéaux sources et puits, c’est la raison pour laquelle nous avons jugé
opportun de les énoncer un peu plus tôt.
Proposition 4.3.16. Soient A une K-algèbre et e un idempotent de A. Alors les énoncés
ci-dessous sont vériﬁés :
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1. Si AeA est un idéal source alors AeA est un A-module projectif.
2. AeA est un idéal source si et seulement si A '
[
e′Ae′ 0
eAe′ eAe
]
3. Si AeA est un idéal source alors A/ < e > ' e′A en tant que A-modules.
4. Si AeA est un idéal source alors A/ < e′ > ' Ae en tant que Aop-modules.
5. Si AeA est un idéal puits alors AeA est un Aop-module projectif.
6. AeA est un idéal puits si et seulement si A '
[
e′Ae′ e′Ae
0 eAe
]
7. Si AeA est un idéal puits alors A/ < e > ' Ae′ est un isomorphisme de Aop-
modules.
8. Si AeA est un idéal puits alors A/ < e′ > ' eA est un isomorphisme de A-
modules.
9. Si AeA est un idéal source ou puits alors on a les isomorphismes de K-algèbres
suivants
A/ < e > ' e′Ae′ et A/ < e′ > ' eAe.
Preuve. 1. Nous avons la décomposition suivante de AA ' eA⊕ e′A en tant que A-
modules. Alors on a (AeA)A ' eAeA⊕e′AeA. Et puisque AeA est un idéal source,
il s’ensuit que AeAA ' eA. Par conséquent, AeAA est un A-module projectif. Il
suit du corollaire 4.3.5 que AeA est un idéal stratiﬁant. Le cas où l’idéal AeA est
puits se montre de façon analogue en utilisant la décomposition de AA ' Ae⊕Ae′
en tant que Aop-modules.
2. Si AeA est un idéal source alors e′Ae = 0. L’énoncé suit alors directement de la
remarque 4.3.15. Si A '
[
e′Ae′ 0
eAe′ eAe
]
alors e′Ae = 0.
Par conséquent, AeA est un idéal source.
3. Supposons que AeA est un idéal source ; alors e′Ae = 0.
Nous avons la décomposition suivante :
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AA ' eA ⊕ e
′A alors (AeA)A ' eAeA ⊕ e′AeA. D’où AeAA ' eA. En prenant le
quotient de A par l’idéal source AeA nous obtenons le résultat escompté :
A/ < e > ' e′A.
4. La démonstration est similaire à celle de 3.
5. Les énoncés 5, 6, 7 et 8 se montrent de la même façon que 1, 2, 3 et 4.
Enﬁn, pour ce qui est de l’énoncé 9 déﬁnissons l’application
Φ : A/ < e > → e′Ae′
a+ < e > 7→ e′ae′
sous l’hypothèse que AeA soit un idéal source. Nous devons montrer que celle-ci est
correctement déﬁnie, de surcroît un isomorphisme de K-algèbres.
Premièrement, si a, b ∈ A sont tels que a+ < e >= b+ < e > alors a− b ∈ < e >. Ainsi
a− b = ced d’où a = b + ced pour certains c, d ∈ A.
Par conséquent,
Φ(a+ < e >) = Φ(b + ced+ < e >) = e′(b + ced)e′
= e′be′ + e′cede′ = e′be′ = Φ(b+ < e >) car AeA est un idéal source.
Ainsi Φ est une application correctement déﬁnie. D’autre part,
Φ((a+ < e >)(b+ < e >)) = Φ(ab+ < e >) = e′abe′ = e′a(e + e′)be′ = e′ae′be′
car AeA est un idéal source. D’autre part,
Φ((a+ < e >)(b+ < e >)) = e′ae′be′ = Φ(a+ < e >)Φ(b+ < e >)
Enﬁn, Φ((1+ < e >)) = e′1e′ = e′2 = e′.
Ceci est la preuve que Φ est un morphisme de K-algèbres. Nous montrons maintenant
l’injectivité et la surjectivité de Φ.
Injectivité
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Supposons que Φ(a+ < e >) = 0. Alors e′ae′ = 0
Du coup,
a = 1.a.1 = (e + e′)a(e + e′) = eae + eae′ + e′ae + e′ae′ = eae + eae′ = ea(e + e′)
ea = 1.e.a ∈ AeA d’où a+ < e >= 0+ < e >.
Surjectivité
La surjectivité est évidente, puisque si e′ae′ ∈ e′Ae′ alors Φ(a+ < e >) = e′ae′. D’où Φ
est un isomorphisme. On montre de la même façon que
Ψ : A/ < e′ > → eAe
a+ < e′ > 7→ eae
est un isomorphisme de K-algèbres. Sous l’hypothèse AeA puits, la preuve est analogue.
Theorème 4.3.17. Soient A une K-algèbre et e un idempotent de A tels que AeA soit
un idéal source. Pour tout A-module M et N un Aop-module, les énoncés suivants sont
vériﬁés :
1. Me et Me′ ont une structure de A-modules.
2. HomA(A/ < e >,M) 'Me′ est un isomorphisme de A-modules. De plus, on a
l’existence d’une suite exacte courte de A-modules 0→ Me′ → M→ Me→ 0. En
outre, si M est un A/<e>-module (respectivement un A/ < e′ >-module) alors
M ' Me′ (respectivement M ' Me).
3. SiP est un A-module projectif alorsPe est un eAe-module projectif etPe⊗eAe eA
est un A-module projectif.
4. Si P est un A/<e>-module projectif alors P est un A-module projectif.
5. eN et e′N ont une structure de Aop-modules.
6. HomA(A/ < e′ >,N) ' eN est un isomorphisme de Aop-modules. De plus, on a
l’existence d’une suite exacte courte Aop-modules 0 → eN → N → e′N → 0. En
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outre, si N est un (A/ < e >)op-module (respectivement un (A/ < e′ >)op-module)
alors N ' e′N (respectivement N ' eN).
7. Si P est un Aop-module projectif alors e′P est un (e′Ae′)op-module projectif et
Ae′ ⊗e′Ae′ e
′P est aussi un Aop-module projectif.
8. Si P est un (A/ < e′ >)op-module projectif alors P est un Aop-module projectif.
Maintenant nous sommes en mesure de prouver le théorème 4.3.17.
Preuve. 1. Il suﬃt de voir que MAe′A = Me′A = Me′Ae′ = Me′. Par conséquent,
Me′ est un A-module.
Montrer que Me a une structure de A-module est beaucoup plus astucieux. En
eﬀet, pour tout idempotent e′ nous avons le recollement suivant :
mod A/ < e′ > inc // mod A
HomA(e
′A,−)
//
−⊗AA/<e
′>
uu
HomA(A/<e
′>,−)
ii
mod e′Ae′.
−⊗e′Ae′e
′A
vv
Home′Ae′ (Ae
′,−)
gg
M étant un A-module, calculons son image par le foncteur −⊗A A/ < e′ > alors
nous obtenons le A/ < e′ >-module M⊗A A/ < e′ >. Puisque AeA est un idéal
source alors il suit de la proposition 4.3.16 que nous avons l’isomorphisme de
Aop-modules A/ < e′ > ' Ae. Par suite, nous obtenons
M⊗A A/ < e
′ > ' M⊗A Ae ' Me
Donc Me est un A/ < e′ >-module, ce qui équivaut à dire que Me est un A-module
tel que Mee′ = 0.
2. Puisque AeA est un idéal source, il suit de la proposition 4.3.16 que nous avons
l’isomorphisme
A/ < e > ' e′Ae′ ' e′A.
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Donc HomA(A/ < e >,M) ' Me′. La preuve de l’existence d’une suite exacte
courte de A-modules 0 → Me′ → M → Me → 0 se simpliﬁe en remarquant que
Me′ ' MAe′A et donc que M/Me′ ' M⊗A A/ < e′ > ' M⊗A Ae ' Me. La
suite exacte n’est que 0→ MI→ M→ M/MI→ 0 où I = Ae′A. Puisque M est un
A/<e>-module alors M est un A-module tel queMe = 0. Le module Me étant nul,
il s’ensuit que M ' Me′. L’isomorphisme M ' Me se montre de façon analogue.
3. Soit PA un A-module projectif. Montrer que Pe est un eAe-module projectif revient
à montrer que le foncteur HomeAe(Pe,−) est exact en vertu de la déﬁnition 1.1.1.
Considérons une suite exacte courte de eAe-modules 0 → I → J → K → 0. En
appliquant le foncteur HomeAe(Pe,−) à cette dernière on obtient la suite exacte
longue suivante ( voir proposition 1.1.4)
0→ HomeAe(Pe, I)→ HomeAe(Pe, J)→ HomeAe(Pe,K)→ Ext
1
eAe(Pe, I)→ · · · · · ·
Il reste à prouver que Ext1eAe(Pe, I) = 0. AeA étant un idéal source, il suit de la
proposition 4.3.16 qu’on a respectivement les isomorphismes de K-algèbres et de
Aop-modules
eAe ' A/ < e′ >, A/ < e′ > ' Ae.
Ainsi Ext1eAe(Pe, I) ' Ext
1
A/<e′>(Pe, I) ' Ext
1
A/<e′>(P⊗A A/ < e
′ >, I). Puisque
A/ < e′ > est un Aop-module projectif, il suit de la proposition 4.3.9 qu’on a
l’isomorphisme
ExtiA/<e′>(P⊗A A/ < e
′ >, I) ' ExtiA(P, I) ∀ i ≥ 0.
En particulier, pour i = 1 nous avons
Ext1A/<e′>(P⊗A A/ < e
′ >, I) ' Ext1A(P, I) = 0
puisque P est un A-module projectif. Nous en déduisons que Ext1eAe(Pe, I) = 0,
ce qui prouve que Pe est un eAe-module projectif. Enﬁn, puisque le foncteur
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− ⊗eAe eA préserve les projectifs alors d’après le corollaire 4.1.6, il s’ensuit que
Pe⊗eAe eA est un A-module projectif.
4. Soit P un A/<e>-module projectif. On veut montrer que P est un A-module
projectif. Puisque P est un A/<e>-module et AeA un idéal source, il suit de (2)
qu’on a P ' Pe′. Il suit également du corollaire 4.1.6 que le foncteur −⊗e′Ae′ e′A
préserve les projectifs. Ainsi nous obtenons
Pe′ ⊗e′Ae′ e
′A ' Pe′ ' P.
En eﬀet, nous avons la décomposition suivante en tant que (e′Ae′)op-modules e′A '
e′Ae′ ⊕ e′Ae. Puisque AeA est un idéal source alors cet isomorphe se réduit à
e′A ' e′Ae′.
5. Les propriétés 5, 6, 7, 8 se montrent de manière analogue à 1, 2, 3 et 4.
Le théorème qui suit est la version puits du théorème 4.3.17.
Theorème 4.3.18. Soient A une K-algèbre et e un idempotent de A tels que AeA soit
un idéal puits. Pour tout A-module M et N un Aop-module, les énoncés suivants sont
vériﬁés :
1. Me et Me′ ont une structure de A-modules.
2. HomA(A/ < e′ >,M) 'Me est un isomorphisme de A-modules. De plus, on a
l’existence d’une suite exacte courte de A-modules 0→ Me→ M→ Me′ → 0. En
outre, si M est un A/<e>-module (respectivement un A/ < e′ >-module) alors
M ' Me′ (respectivement M ' Me).
3. SiP est un A-module projectif alorsPe′ est un e′Ae′-module projectif etPe′ ⊗e′Ae′ e′A
est un A-module projectif.
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4. Si P est un A/ < e′ >-module projectif alors P est un A-module projectif.
5. eN et e′N ont une structure de Aop-modules.
6. HomA(A/ < e >,N) ' e′N est un isomorphisme de Aop-modules. De plus, on a
l’existence d’une suite exacte courte 0→ eN→ N→ e′N→ 0. En outre, si N est
un (A/ < e >)op-module (respectivement un (A/ < e′ >)op-module) alors N ' e′N
(respectivement N ' eN).
7. Si P est un (A/ < e >)op-module projectif alors P est un Aop-module projectif.
8. Si P est un (A/ < e >)op-module projectif alors P est un Aop-module projectif.
Preuve. La preuve est similaire à celle du théorème précédent.
4.4 Restriction aux modules de Cohen-Macaulay
Notre objectif est de montrer que lorsque nous nous restreignons aux catégories de mo-
dules maximaux de Cohen-Macaulay nous avons le recollement suivant :
CM(A/ < e >) inc // CM(A)
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
CM(eAe).
−⊗eAeeA
ww
HomeAe(Ae,−)
gg
sous certaines hypothèses. Avant d’entrer dans le vif du sujet, nous aimerions attirer l’at-
tention du lecteur que nous ne déﬁnirons pas la notion de module de Cohen-Macaulay
dans le cas général. En eﬀet, cela nécessite de déﬁnir plusieurs notions et ce n’est pas
l’objet de notre thèse, elles peuvent être trouvées dans [62]. La restriction du recolle-
ment des catégories de modules aux catégories de modules de Cohen-Macaulay n’est pas
une mince aﬀaire. En eﬀet, pour obtenir un tel diagramme on a besoin de conditions
supplémentaires. Rappelons qu’une algèbre A est de Gorenstein si elle est à la fois noe-
thérienne à gauche et à droite et de dimension injective ﬁnie en tant que A-module et
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Aop-module. Lorsque la K-algèbre A est de Gorenstein, Buchweitz [18] déﬁnit un module
de Cohen-Macaulay comme suit :
CM(A) =
{
M ∈ modA | ExtiA(M,A) = 0 pour tout i ≥ 1
}
Toutefois, même si les trois algèbres A, A/<e> et eAe sont de Gorenstein cela n’implique-
rait pas forcément que les six foncteurs intervenant dans le recollement de Cline, Parshall
et Scott préservent les modules maximaux de Cohen-Macaulay. Dans la sous-section qui
suit nous donnerons six exemples à titre illustratif et montrons dans chacun des cas que
les trois K-algèbres sont de Gorenstein et pourtant ces foncteurs ne préservent pas les
modules de Cohen-Macaulay.
4.4.1 Exemples illustratifs
Nous commençons par déﬁnir une notion importante sur laquelle repose tous nos résul-
tats en l’occurrence les algèbres d’Iwanaga-Gorenstein ou plus brièvement dites de
Gorenstein.
Définition 4.4.1 ( [8, 7]). Une K-algèbre A est dite de Gorenstein si A est à la fois
noethérienne à gauche et à droite, di(AA) <∞ et di(AA) <∞.
Définition 4.4.2 ( [63]). Une K-algèbre A est dite n-Gorenstein si A est à la fois
noethérienne à gauche et à droite, di(AA) ≤ n et di(AA) ≤ n.
Puisque qu’on a déﬁni les algèbres n-Gorenstein, nous aimerions présenter dans ce qui
suit les algèbres inclinées amassées qui sont des algèbres 1-Gorenstein.
Définition 4.4.3 ( [39]). Soient H une K-algèbre héréditaire et F = τ−1[1].
La catégorie CH = Db(modH)/F est appelée catégorie amassée.
[1] représente le foncteur de translation dans Db(modH).
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Définition 4.4.4. Un objet T de CH est dit incliné-amassé, si et seulement si pour
tout X dans CH l’égalité suivante est valable : HomCH(T,X[1]) = 0 si et seulement si X ∈
addT, où addT est la sous-catégorie dont les objets sont les sommes directes ﬁnies des
facteurs directs de T.
Proposition 4.4.5 ( [16]). Soient H = KQ, T un objet de la catégorie amassée CH et n
le nombre de points du carquois Q associé à l’algèbre héréditaire H. Alors T est un objet
inclinant, si
1. Ext1CH(T,T) = 0
2. T possède n facteurs directs non isomorphes.
Définition 4.4.6 ( [16]). Soit T un objet inclinant de la catégorie amassée CH.
L’algèbre inclinée-amassée associée à l’objet T, notée EndCH(T)
op, est l’algèbre opposée
des endomorphismes de T sur CH.
Lemme 4.4.7 ( [39]). Les algébres inclinées-amassées sont 1-Gorenstein.
Remarque 4.4.8. Les K-algèbres auto-injectives sont 0-Gorenstein.
Exemple 4.4.9. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
1
2
3
α β
γ
et
I =< αβ; βγ; γα > .
A est auto-injective, donc 0-Gorenstein, mais de dimension globale inﬁnie.
Exemple 4.4.10. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
Q = 1 2 3
α1 α2
et I =< α1α2 >.La dimension globale de A est 2, donc A est 2-Gorenstein.
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Exemple 4.4.11. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
Q = 2α
%% β // 1 γ
yy
et
I =< α2; γ2;αβ − βγ > .
Alors A est une K-algèbre de Gorenstein de dimension globale inﬁnie qui n’est pas auto-
injective. En eﬀet, on peut vériﬁer aisément que di(AA) = 1 = di(AA).
Les exemples qui suivent ont pour but de montrer que la préservation des modules de
Cohen-Macaulay par les six foncteurs du recollement de Cline, Parshall et Scott n’est
pas toujours vériﬁée dans un contexte où les K-algèbres A, A/<e> et eAe sont toutes de
Gorenstein.
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Exemple 4.4.12. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
Q = 1 2 3 4 5 6
α1 α2 α3 α4 α5
et
I =< α1α2;α2α3;α3α4;α4α5 > .
Considérons le foncteur HomA(eA,−) : modA→modeAe, où e = e3 + e4.
La dimension globale de A est 5. Donc A est 5-Gorenstein. Les K-algèbres de chemins
eAe et A/<e> sont données par les carquois ci-dessous :
QC = QeAe = 3 4
α3
QB = QA/<e> = 1 2 5 6.
α1 α5
Les algèbres B et C sont de Gorenstein, en eﬀet elles sont héréditaires. Nous savons que
A est un A-module de Cohen-Macaulay. Son image par le foncteur HomA(eA,−) donne
le module Ae. Il reste à vériﬁer si ce dernier est un eAe-module de Cohen-Macaulay ou
non. Nous avons la décomposition suivante en tant que eAe-modules
Ae ' eAe⊕ (1− e)Ae = eAe⊕ (e1 + e2 + e5 + e6)A(e3 + e4)
Ainsi Ae ' eAe⊕ e2Ae3. Étant donné que e2Ae3 est un K-espace vectoriel de dimension
1 non nul, nous en déduisons que e2Ae3 est isomorphe au simple en 3, autrement dit
e2Ae3 ' S3 en tant que eAe-modules. Or,
eAe =
3
4
⊕ 4 .
Nous avons
ExtieAe(Ae, eAe) ' Ext
i
eAe(eAe⊕ S3, eAe) ' Ext
i
eAe( 3 ,
3
4
⊕ 4) ' ExtieAe(3, 4) ∀ i ≥ 1
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On vériﬁe aisément que
HomeAe(4, 4) ' Ext
1
eAe(3, 4 ) 6= 0.
Donc
Ext1eAe(Ae, eAe) 6= 0.
Conclusion 4.4.13. À travers cet exemple, nous voyons bien que A est un A-module
de Cohen-Macaulay, cependant son image par le foncteur HomA(eA,−) n’est pas un
eAe-module de Cohen-Macaulay.
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À présent, passons à un autre foncteur.
Exemple 4.4.14. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
1 2
r
-
ﬀ
r
β
α
et I =< βα >. Représentons ci-dessous les A-modules projectifs
PA1 =
1
2
1
, PA2 =
2
1
.
Les résolutions projectives des A-modules simples sont :
0→
2
1
→
1
2
1
→ 1 → 0
0→
2
1
→
1
2
1
→
2
1
→ 2 → 0.
Ainsi la dimension globale de A est 2 donc A est 2-Gorenstein.
Considérons le foncteur −⊗eAe eA : modeAe→modA où e = e1.
La K-algèbre de carquois lié C = eAe = KQC/J où le carquois QC est représenté ci-
dessous
QC = QeAe = 1δ
%%
et J =< δ2 > avec δ = αβ. Il en est de même pour la K-algèbre de chemins A/<e>
donnée par le carquois
QB = QA/<e> = •2.
B et C sont de Gorenstein, en eﬀet, elles sont respectivement semi-simple et auto-injective.
Le simple S1 est un eAe-module de Cohen-Macaulay car eAe est auto-injective. Vériﬁons
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si son image par le foncteur −⊗eAe, eA en l’occurrence le module S1 ⊗eAe eA, est un
A-module de Cohen-Macaulay ou non. Nous avons la décomposition suivante en tant que
eAe-modules :
S1 ⊗eAe eA ' S1 ⊗eAe (eAe⊕ eAe2) ' S1 ⊕ S1 ⊗eAe eAe2
Évaluons
ExtiA(S1,A) ' Ext
i
A( 1 ,
1
2
1
⊕
2
1
) ' ExtiA( 1 ,
2
1
) pour tout i ≥ 1
Or
Ext1A( 1 ,
2
1
) 6= 0
car la suite exacte
0→
2
1
→
1
2
1
→ 1 → 0
n’est pas scindée dans modA. Donc Ext1A(S1,A) 6= 0. Par conséquent, Ext
1
A(S1 ⊗eAe eA,A) 6=
0.
Conclusion 4.4.15. Dans cet exemple, S1 est un eAe-module de Cohen-Macaulay, tou-
tefois son image par le foncteur −⊗eAe eA n’est pas un A-module de Cohen-Macaulay.
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Nous passons au foncteur suivant.
Exemple 4.4.16. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
1 2
r
-
ﬀ
r
β
α
et I =< βα >. Il suit de l’exemple 4.4.14 que la dimension globale de A est 2 donc A est
2-Gorenstein. Considérons le foncteur HomeAe(Ae,−) : modeAe→modA où e = e1.
La K-algèbre de carquois lié C = eAe = KQC/J donnée par le carquois
QC = QeAe = 1δ
%%
où J =< δ2 > avec δ = αβ. Il en est de même pour la K-algèbre de chemins A/<e>
donnée par le carquois
QB = QA/<e> = •2.
B et C sont de Gorenstein, en eﬀet, elles sont respectivement semi-simple et auto-injective.
S1 est un eAe-module de Cohen-Macaulay car eAe est auto-injective. Vériﬁons si son
image par le foncteur HomeAe(Ae,−) en l’occurrence le module HomeAe(Ae,S1), est
un A-module de Cohen-Macaulay ou non. Nous avons la décomposition suivante en tant
que eAe-modules :
Ae ' eAe⊕ (1− e)Ae ' eAe⊕ e2Ae1.
Ainsi,
HomeAe(Ae, S1) ' HomeAe(eAe, S1)⊕ HomeAe(S1, S1) ' S1 ⊕ HomeAe(S1, S1)
Évaluons l’expression ci-dessous :
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ExtiA(S1,A) ' Ext
i
A( 1 ,
1
2
1
⊕
2
1
) ' ExtiA( 1 ,
2
1
) pour tout i ≥ 1
Or
Ext1A( 1 ,
2
1
) 6= 0
car la suite exacte
0→
2
1
→
1
2
1
→ 1 → 0
n’est pas scindée dans modA. Donc Ext1A(S1,A) 6= 0, par conséquent,
Ext1A(HomeAe(Ae, S1),A) 6= 0.
Conclusion 4.4.17. Dans cet exemple, S1 est un eAe-module de Cohen-Macaulay, tou-
tefois son image par le foncteur HomeAe(Ae,−), n’est pas un A-module de Cohen-
Macaulay.
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Passons au foncteur suivant.
Exemple 4.4.18. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
Q = 1 2 3 4 5
α1 α2 α3 α4
et
I =< α1α2;α2α3;α3α4 > .
La dimension globale de A est 4. Donc A est 4-Gorenstein. Considérons le foncteur
inc : modA/ < e >→modA, où e = e3 + e4.
Les K-algèbres de chemins eAe et A/<e> sont données par les carquois ci-dessous :
QC = QeAe = 3 4
α3
QB = QA/<e> = 1 2 5
α1
Les K-algèbres B et C sont de Gorenstein. En eﬀet, elles sont héréditaires. A/ < e > est
un A/<e>-module de Cohen-Macaulay. Vériﬁons si son image par le foncteur d’inclusion
inc, le moduleA/ < e > lui-même est un A-module de Cohen-Macaulay ou non. Évaluons
l’expression ci-dessous :
ExtiA(A/ < e >,A) ' Ext
i
A(
1
2
⊕ 2⊕ 5 ,
1
2
⊕
2
3
⊕
3
4
⊕
4
5
⊕ 5) ' ExtiA( 2 , 5 ) ∀ i ≥ 1
On vériﬁe aisément que
Ext3A( 2 , 5 ) 6= 0.
Conclusion 4.4.19. À travers cet exemple, nous voyons bien que A/<e> est un A/<e>-
module de Cohen-Macaulay, toutefois son image par le foncteur d’inclusion inc n’est pas
un A-module de Cohen-Macaulay.
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Passons au foncteur suivant
Exemple 4.4.20. Considérons le carquois Q représenté ci-dessous et l’algèbre de car-
quois lié A = KQ/I où
Q = 1 2 3
α1 α2
et I =< α1α2 >.La dimension globale de A est 2 donc A est 2-Gorenstein.
Considérons le foncteur HomA(A/ < e >,−) : modA→modA/ < e > où e = e3.
Les K-algèbres de chemins eAe et A/<e> sont données par les carquois ci-dessous :
C = eAe = •3
B = A/ < e > = 1 2
α1
Les K-algèbres B et C sont de Gorenstein. En eﬀet, elles sont héréditaires. A est un A-
module de Cohen-Macaulay. Vériﬁons si son image par le foncteur HomA(A/ < e >,−)
représenté par le moduleHomA(A/ < e >,A) est un A/<e>-module de Cohen-Macaulay
ou non.
HomA(A/ < e >,A) = HomA(
1
2
⊕ 2,
1
2
⊕
2
3
⊕ 3 )
Intéressons-nous au module suivant :
HomA(
1
2
,
1
2
) ' HomA(e1A, e1A) ' e1Ae1 ' S1
Évaluons l’expression ci-dessous :
ExtiA/<e>(S1,A/ < e >) ' Ext
i
A/<e>( 1 ,
1
2
⊕ 2 ) ∀ i ≥ 1
On vériﬁe aisément que
Ext1A/<e>( 1 , 2 ) ' HomA/<e>(2, 2) 6= 0.
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Conclusion 4.4.21. À travers cet exemple, nous constatons que A est un A-module de
Cohen-Macaulay, cependant son image par le foncteur HomA(A/ < e >,−) n’est pas un
A/<e>-module de Cohen-Macaulay.
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Passons au dernier foncteur.
Exemple 4.4.22. Considérons le carquois Q représenté ci-dessous et l’algèbre de carquois
lié A = KQ/I où
1
2
3
α β
γ
et
I =< αβ; βγ; γα > .
Considérons le foncteur −⊗A A/ < e > : modA→modA/ < e > où e = e3
A étant auto-injective alors on en déduit que S1 est un A-module de Cohen-Macaulay.
Les K-algèbres de chemins eAe et A/<e> sont données par les carquois ci-dessous :
C = eAe = •3
B = A/ < e > = 1 2α
Les K-algèbres B et C sont de Gorenstein. En eﬀet, elles sont héréditaires. S1 est un
A-module de Cohen-Macaulay. Vériﬁons si son image par le foncteur − ⊗A A/ < e >
représentée par le module S1 ⊗A A/ < e > est un A/<e>-module de Cohen-Macaulay
ou non. Pour tout A-module M, il suit du corollaire 4.1.6 qu’il existe un A-module N tel
qu’on ait la suite exacte suivante
0→ N→ Me⊗eAe eA→ M→ M⊗A A/ < e >→ 0
Si M = S1 alors Me = 0.
Puisque e = e3 alors notre suite exacte ci-dessus devient
0→ S1 → S1 ⊗A A/ < e >→ 0
Donc nous en déduisons que S1 ' S1 ⊗A A/ < e >. Par conséquent,
ExtiB(S1⊗AA/ < e >,A/ < e >) ' Ext
i
B( S1 , A/ < e >) ' Ext
i
B( 1 ,
1
2
⊕ 2) ∀ i ≥ 1.
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Ce qui implique que
ExtiB(S1 ⊗A A/ < e >,A/ < e >) ' Ext
i
B( 1 , 2 ) ∀ i ≥ 1.
On vériﬁe aisément que
Ext1A/<e>( 1 , 2 ) ' HomA/<e>(2, 2) 6= 0.
Conclusion 4.4.23. Dans cet exemple, nous voyons bien que S1 est un A-module de
Cohen-Macaulay, toutefois son image par le foncteur −⊗AA/ < e > n’est pas un A/<e>-
module de Cohen-Macaulay.
Globalement aucun foncteur ne préserve la propriété.
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Pour couronner le tout, nous avons jugé pertinent de donner un dernier exemple dans
lequel nous présentons une K-algèbre A qui n’est pas de Gorenstein tandis que les K-
algèbres eAe et A/<e> sont de Gorenstein.
Exemple 4.4.24. Soit A une K-algèbre de chemins munie de la relation ci-contre
1 2
r
-
ﬀ
r
β
α
βαβ=0.
Alors A n’est pas de Gorenstein. En eﬀet, nous avons les A-modules projectifs et injectifs
représentés ci-contre
P1 =
1
2
1
2
, P2 =
2
1
2
, I1 =
1
2
1
, I2 =
1
2
1
2
AA =
1
2
1
2
⊕
2
1
2
Pour montrer que A n’est pas de Gorenstein, il suﬃt de prouver que la dimension injective
de AA n’est pas ﬁnie. Pour ce faire calculons une résolution injective de P2. Ainsi nous
obtenons la résolution injective inﬁnie
0→ P2 → I2 → I1 → I2 → I2 → I2 → · · · · · ·
Nous voyons que la dimension injective de AA est inﬁnie. Par conséquent, A n’est pas de
Gorenstein.
Posons e = e1. Alors les K-algèbres de chemins eAe et A/<e> sont données par les
carquois ci-dessous :
QC = QeAe = 1δ
%%
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où δ = αβ avec δ2 = 0 et
QB = QA/<e> = •2
Puisque les algèbres sont respectivement auto-injective et semisimple, elles sont de Go-
renstein.
Conclusion 4.4.25. Comme nous pouvons le voir à travers cet exemple A n’est pas de
Gorenstein. Cependant eAe et A/<e> sont des K-algèbres de Gorenstein.
Nous venons de voir à travers ces exemples que les six foncteurs qui composent le recolle-
ment déﬁni par Cline, Parshall et Scott ne préservent pas les modules de Cohen-Macaulay
en général, et ce même lorsque les K-algèbres eAe et A/<e> sont toutes de Gorenstein .
Toutefois, il est prouvé dans le dernier exemple que les trois K-algèbres A, eAe et A/<e>
ne sont pas toujours de Gorenstein. Tenir compte de toutes ces considérations nous
pousse à ﬁxer des hypothèses supplémentaires aﬁn d’arriver au but ﬁxé en l’occurrence
le recollement sur les modules de Cohen-Macaulay énoncé dans l’introduction.
4.4.2 Premiers résultats
Dans cette section nous présentons nos premiers résultats. Puisque la préservation des
modules de Cohen-Macaulay par ces foncteurs nécessite beaucoup de propriétés et notions
à déﬁnir, nous avons jugé pertinent d’établir des propositions pour les six foncteurs
respectifs. Nous établirons plus tard un cadre permettant d’obtenir ce recollement.
Proposition 4.4.26. Soient A une K-algèbre de Gorenstein de dimension ﬁnie, e un
idempotent de A tels que AeA soit un idéal stratiﬁant, dp(Ae)eAe <∞ et dpeAe(eA) <∞.
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Si M est un eAe-module de Cohen-Macaulay alors M ⊗eAe eA est un A-module de
Cohen-Macaulay.
Pour démontrer cette proposition, nous aurons besoin d’énoncer quelques résultats. Les
théorèmes, propositions, lemmes et déﬁnitions qui suivent sont indispensables pour la
preuve.
Définition 4.4.27 ( [11]). Soient C, C′ et C′′ des catégories triangulées
C′
i // C
e //
q
||
p
aa C
′′
l
||
r
bb
Le diagramme ci-dessus noté par la suite R(C,C′,C′′) est un recollement de C relatif à C′
et C′′ si les quatre conditions suivantes sont satisfaites :
(R1) (q, i), (i, p), (l, e) et (e, r) sont des paires de foncteurs adjoints.
(R2) i, l et r sont ﬁdèles et pleins.
(R3) ei = 0.
(R4) Pour tout objet X ∈ C les unités et les counités donnent des triangles distingués :
leX→ X→ iqX→ leX[1], et ipX→ X→ reX→ ipX[1]
Proposition 4.4.28 ( [22]). Soient A une K-algèbre et e un idempotent de A tels que
AeA soit un idéal stratiﬁant. Nous avons le recollement suivant de catégories dérivées :
D(A/ < e >)
f∗ // D(A)
RHomA(eA,−)//
−⊗LAA/<e>
ww
RHomA(A/<e>,−)
hh
D(eAe)
−⊗LeAeeA
xx
RHomeAe(Ae,−)
ff
où f∗ = RHomA/<e>(A/ < e >,−)
Pour tout X ∈ D(A) nous avons les triangles suivants :
— Xe⊗LeAe eA→ X→ f∗(X⊗
L
A A/ < e >)→ Xe⊗
L
eAe eA[1]
— f∗(RHomA(A/ < e >,X))→ X→ RHomeAe(Ae,Xe)→ f∗(RHomA(A/ < e >,X))[1]
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Theorème 4.4.29 ( [50]). Soient A, B et C des K-algèbres de dimension ﬁnie. Supposons
qu’il existe un recollement sur les catégories dérivées bornées
Db(B) // Db(A) //
ww
ff
Db(C).
ww
ff
Si A est de Gorenstein alors B et C le sont aussi.
La proposition qui suit est d’une importance capitale tout au long de la thèse. En eﬀet,
elle nous simpliﬁe considérablement la tâche tout au long de ce manuscrit.
Proposition 4.4.30. Soient A une K-algèbre et e un idempotent de A tels que AeA
soit un idéal stratiﬁant. Pour tous A-modules MA et AN les isomorphismes fonctoriels
suivants sont vériﬁés
1. ExtneAe(Ae,Me) ' Ext
n+1
A (A/ < e >,M) pour tout n ≥ 1
2. TorAn (M,A/ < e >) ' Tor
eAe
n+1(Me, eA) pour tout n ≥ 1
3. ExtneAe(eA, eN) ' Ext
n+1
A (A/ < e >,N) pour tout n ≥ 1
4. TorAn (A/ < e >,N) ' Tor
eAe
n+1(Ae, eN) pour tout n ≥ 1
Preuve. 1. Puisque AeA est un idéal stratiﬁant, il suit de la proposition 4.4.28 que
nous avons le recollement suivant de catégories dérivées
D(A/ < e >)
f∗ // D(A)
RHomA(eA,−)//
−⊗LAA/<e>
ww
RHomA(A/<e>,−)
hh
D(eAe)
−⊗LeAeeA
xx
RHomeAe(Ae,−)
ff
où f∗ = RHomA/<e>(A/ < e >,−)
De plus nous avons le triangle suivant
f∗(RHomA(A/ < e >,M))→ M→ RHomeAe(Ae,Me)→ f∗(RHomA(A/ < e >,M))[1]
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En appliquant le foncteur de cohomologie H à ce triangle (voir déﬁnition 1.2.3)
nous obtenons la suite exacte longue suivante
Hn(f∗(RHomA(A/ < e >,M))) H
n(M) Hn(RHomeAe(Ae,Me))
Hn+1(f∗(RHomA(A/ < e >,M))) H
n+1(M) · · ·
M étant un complexe concentré en degré 0 alors Hn(M) = 0 pour tout n ≥ 1.
Ainsi, Hn(RHomeAe(Ae,Me)) ' Hn+1(f∗(RHomA(A/ < e >,M))) pour tout n ≥
1.
Puisque Ae et Me appartiennent à ModA, il suit de la déﬁnition 1.4.1 que
Hn(RHomeAe(Ae,Me)) ' Ext
n
eAe(Ae,Me)
Pour tout A/<e>-module L on a l’isomorphisme
f∗ = RHomA/<e>(A/ < e >,L)) ' HomA/<e>(A/ < e >,L)) ' L
Il s’ensuit que Hn+1(f∗(RHomA(A/ < e >,M))) ' Ext
n+1
A (A/ < e >,M).
D’où ExtneAe(Ae,Me) ' Ext
n+1
A (A/ < e >,M) pour tout n ≥ 1
2. En vertu de la proposition 4.4.28 nous avons le triangle suivant
Me⊗LeAe eA→ M→ f∗(M⊗
L
A A/ < e >)→ Me⊗
L
eAe eA[1]
Appliquons le foncteur de cohomologie H à ce triangle. Nous obtenons la suite
exacte longue suivante
Hn(Me⊗
L
eAe eA) Hn(M) Hn(f∗(M⊗
L
A A/ < e >))
Hn+1(Me⊗
L
eAe eA) Hn+1(M) · · ·
68
M étant un complexe concentré en degré 0 alors Hn(M) = 0 pour tout n ≥ 1.
D’où
Hn(f∗(M⊗
L
A A/ < e >)) ' Hn+1(Me⊗
L
eAe eA) pour tout n ≥ 1.
Pour tout A-module M nous avons :
Hn(f∗(M⊗
L
A A/ < e >)) ' Hn(M⊗
L
A A/ < e >) pour tout n ≥ 1.
Hn+1(Me⊗
L
eAe eA) ' Hn+1(Me⊗
L
eAe eA) pour tout n ≥ 1. Or
Hn(M⊗
L
A A/ < e >) ' Tor
A
n (M,A/ < e >).
De même Hn+1(Me⊗LeAe eA) ' Tor
eAe
n+1(Me, eA).
Par conséquent, TorAn (M,A/ < e >) ' Tor
eAe
n+1(Me, eA) pour tout n ≥ 1.
Pour tout Aop-module AN, les deux dernières propriétés se montrent de façon
semblable aux deux premières en utilisant le recollement sur les Aop-modules.
Proposition 4.4.31 ( [19]). Soient Φ : A → B un morphisme de K-algèbres, MA
un A-module, ANB un (A-B)-bimodule et IB un B-module injectif. Pour tout i ≥ 0 on a
des isomorphismes fonctoriels
Ψ : ExtiA(M,HomB(N, I)) → HomB(Tor
A
i (M,N), I).
Theorème 4.4.32 ( [47]). Soient A une K-algèbre de dimension ﬁnie et e un idempotent
de A. Les propriétés suivantes sont équivalentes
1.
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe)
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−), est un recollement.
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2. TorAi (AeA,AeA) = 0 ∀ i ≥ 1,AeA⊗A AeA ' AeA et dp(AAeAA) <∞.
3. AeA est un idéal stratiﬁant et dp(AeeAe) <∞, dp(eAeeA) <∞.
Définition 4.4.33 ( [26, 27] ). Soit A une K-algèbre de dimension ﬁnie. Un A-module
M est dit Gorenstein-projectif s’il existe une suite exacte de A-modules projectifs de
la forme
P∗ = · · · → P1 → P0 → P
0 → P1 → P2 → P3 → P4 → · · ·
telle que M ' Im(P0 → P0) et HomA(P∗,Q) est exact pour tout A-module projectif Q.
Notons A− GP la sous-catégorie de modA des A-modules Gorenstein-projectifs.
Lemme 4.4.34 ( [18]). Les modules Gorenstein-projectifs sont projectifs ou de di-
mension projective inﬁnie.
Proposition 4.4.35 ( [27, 21, 12]). Soit A une K-algèbre de dimension ﬁnie.
1. Nous avons A− GP ⊆ ⊥A =
{
M ∈mod(A) | ExtiA(M,A) = 0 ∀ i ≥ 1
}
2. Si dgl(A) <∞ alors nous avons A− GP = Proj(A) où Proj(A) est la catégorie
des A-modules projectifs.
3. Si A est auto-injective alors nous avons A− GP = modA.
4. Si A est Gorenstein alors nous avons A− GP = ⊥A = CM(A).
Lemme 4.4.36 ( [64]). Soit A une K-algèbre de dimension ﬁnie. Si M est un A-module
Gorenstein-projectif et X un Aop-module tels que dp(AX) <∞ alors
TorAi (M,X) = 0 pour tout i ≥ 1.
Lemme 4.4.37 ( [38]). Soient A une K-algèbre de dimension ﬁnie et M ∈ ⊥A. Pour tout
A-module NA, si dp(NA) <∞, alors Ext
n
A(M,N) = 0 pour tout n ≥ 1.
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Nous sommes maintenant en mesure de démontrer la proposition 4.4.26.
Preuve. [Proposition 4.4.26] Puisque A est une K-algèbre de Gorenstein de dimension
ﬁnie et AeA un idéal stratiﬁant tels que dp(Ae)eAe < ∞, dpeAe(eA) < ∞, alors il suit
du théorème 4.4.32 que nous avons le recollement de catégories dérivées bornées
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de dimension ﬁnie alors eAe et A/<e> le sont aussi. En
vertu du théorème 4.4.29, les K-algèbres A/<e> et eAe sont de Gorenstein. Soit M un
eAe-module de Cohen-Macaulay. Nous voulons montrer que M⊗eAe eA est un A-module
de Cohen-Macaulay, ce qui équivaut à dire que ExtiA(M⊗eAe eA,A) = 0 pour tout i ≥ 1.
D’après le corollaire 4.1.8 si ExtiA(M⊗eAe eA, I) = 0 pour tout A/<e>-module injectif I
et i ≥ 0 alors on a ExtiA(M⊗eAe eA,A) ' Ext
i
eAe(M,Ae). Montrons que
ExtiA(M⊗eAe eA, I) = 0 pour tout I ∈ Inj(A/ < e >) et i ≥ 0.
Pour i = 0, l’adjonction 1.1.10 nous permet d’obtenir
HomA(M⊗eAe eA, I) ' HomeAe(M,HomA(eA, I)) ' HomA(M, Ie) = 0.
En eﬀet, I est un A/<e>-module donc il s’ensuit que Ie = 0. Il reste à montrer que
ExtiA(M⊗eAe eA, I) = 0 pour tout i ≥ 1. On a
ExtiA(M⊗eAe eA, I) ' Ext
i
A(M⊗eAe eA,HomA/<e>(A/ < e >, I)) pour tout i ≥ 1.
Puisque I est un A/<e>-module injectif alors il suit de la proposition 4.4.31 qu’on a
l’isomorphisme
ExtiA(M⊗eAe eA,HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
A
i (M⊗eAe eA,A/ < e >), I)
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pour tout i ≥ 1. Puisque AeA est un idéal stratiﬁant, alors la proposition 4.4.30 nous
permet d’obtenir l’sisomorphisme
TorAi (M⊗eAe eA,A/ < e >) ' Tor
eAe
i+1(M, eA) pour tout i ≥ 1.
Ainsi nous avons ExtiA(M⊗eAe eA, I) ' HomA/<e>(Tor
eAe
i+1(M, eA), I) pour tout i ≥ 1.
D’autre part, puisque eAe est Gorenstein, la proposition 4.4.35 permet d’établir que
eAe−GP = ⊥eAe = CM(eAe). Ainsi M est un eAe-module Gorenstein-projectif. De plus,
puisque dp(eAeeA) <∞ par hypothèse, il suit du lemme 4.4.36 que ToreAei (M, eA) = 0 pour
tout i ≥ 1 d’où ToreAei+1(M, eA) = 0 pour tout i ≥ 1. Par conséquent
ExtiA(M⊗eAe eA, I) = 0 pour tout i ≥ 1.
Ainsi ExtiA(M⊗eAe eA, I) = 0 pour tout i ≥ 0 et I un A/<e>-module injectif alors
ExtiA(M⊗eAe eA,A) ' Ext
i
eAe(M,Ae). En particulier
ExtiA(M⊗eAe eA,A) ' Ext
i
eAe(M,Ae) pour tout i ≥ 1.
Maintenant, puisque M est un eAe-module de Cohen-Macaulay et dp(AeeAe) < ∞, il
suit du lemme 4.4.37 que ExtieAe(M,Ae) = 0 pour tout i ≥ 1. D’où
ExtiA(M⊗eAe eA,A) = 0 pour tout i ≥ 1
ce qui montre que M⊗eAe eA est un A-module de Cohen-Macaulay.
Exemple 4.4.38. Soit A la K-algèbre de chemins munie des relations ci-contre
2α
1
β
γ
5 4 3
αβ = 0 = βγ = γα.
Posons e = e4 + e5. Puisque AeA est un idéal source, alors il suit de la proposition 4.3.16
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que AeA est un idéal stratiﬁant. De plus, A est inclinée-amassée alors il suit du lemme
4.4.7 que A est 1-Gorenstein. La K-algèbre de carquois C = eAe est représentée ci-dessous
QC = QeAe = 5→ 4.
Puisque C est héréditaire alors dp(AeeAe) < ∞ et dp(eAeeA) < ∞ . Le module L = S4
est un eAe-module projectif donc de Cohen-Macaulay. Les hypothèses de la proposition
étant satisfaites, alors L⊗eAe eA est un A-module de Cohen-Macaulay.
Proposition 4.4.39. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un
idempotent tels que AeA soit un idéal stratiﬁant. Supposons que dp(Ae)eAe < ∞ et
dpeAe(eA) < ∞. Si M est un A-module de Cohen-Macaulay tel que HomA(M, I) = 0
pour tout A/<e>-module injectif I alors Me est un eAe-module de Cohen-Macaulay.
Avant de prouver la proposition 4.4.39 nous avons besoin d’énoncer quelques résultats.
Theorème 4.4.40 ( [63]). Soient A une K-algèbre n-Gorenstein et M un A-module. Les
conditions suivantes sont équivalentes
1. dp(M) <∞.
2. dp(M) ≤ n.
3. di(M) <∞.
4. di(M) ≤ n.
Lemme 4.4.41. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A
tels que dp(A/ < e >)A < ∞ et A/ < e > soit une K-algèbre de Gorenstein. Soit M un
A/ < e >-module.
Si dp(M)A/<e> <∞ (respectivement di(M)A/<e> <∞) alors dp(M)A <∞.
Preuve. 1. Nous traitons d’abord le cas où dp(M)A/<e> <∞. En vertu de la propo-
sition 1.1.12 nous avons
dp(M)A ≤ dp(M)A/<e> + dp(A/ < e >)A <∞.
73
Or nous avons par hypothèse dp(A/ < e >)A <∞ . Par conséquent, dp(M)A <∞.
2. Supposons maintenant que di(M)A/<e> < ∞. A/<e> étant une K-algèbre de
Gorenstein il suit du théorème 4.4.40 que di(M)A/<e> < ∞ est équivalent à
dp(M)A/<e> <∞. Ainsi nous revenons au premier cas. Ce qui achève la preuve.
Maintenant, on est en mesure de montrer la proposition 4.4.39.
Preuve. [Proposition 4.4.39] Puisque A est une K-algèbre de dimension ﬁnie, AeA est
un idéal stratiﬁant, dp(Ae)eAe < ∞ et dpeAe(eA) < ∞ alors d’après le théorème 4.4.32
on a l’existence du recollement de catégories dérivées bornées
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie il suit du théorème 4.4.29
qu’on a les K-algèbres A/ < e > et eAe sont aussi de Gorenstein. D’après le théorème
4.1.7 si ExtiA(M, I) = 0 pour tout A/<e>-module injectif I et i ≥ 0
alors ExtiA(M, eA) ' Ext
i
eAe(Me, eAe).
Puisque HomA(M, I) = 0 par hypothèse, il reste à montrer que ExtiA(M, I) = 0 pour
tout i ≥ 1. Or I est un A/<e>-module injectif ce qui équivaut à dire que
di(I)A/<e> = 0 < ∞. L’algèbre A/<e> étant de Gorenstein et di(I)A/<e> < ∞ alors il
suit du lemme 4.4.41 que dp(IA) < ∞. Par hypothèse M est un A-module de Cohen-
Macaulay, autrement dit, ExtiA(M,A) = 0 pour tout i ≥ 1.
Alors , d’après le lemme 4.4.37 on a ExtiA(M, I) = 0 pour tout i ≥ 1.
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Il s’ensuit que ExtiA(M, I) = 0 pour tout A/<e>-module injectif I et i ≥ 0
alors ExtiA(M, eA) ' Ext
i
eAe(Me, eAe). Enﬁn, puisque eA est un facteur direct de A et
ExtiA(M,A) = 0 pour tout i ≥ 1 alors on a Ext
i
A(M, eA) = 0 pour tout i ≥ 1.
Par conséquent, ExtieAe(Me, eAe) = 0 pour tout i ≥ 1 ce qui montre que Me est un
eAe-module de Cohen-Macaulay.
Exemple 4.4.42. Soit A la K-algèbre de chemins munie des relations ci-contre
2α
1
β
γ
4 3
αβ = 0 = βγ = γα.
Posons e = e4. Puisque AeA est un idéal source alors il suit de la proposition 4.3.16 que
AeA est un idéal stratiﬁant. A est inclinée-amassée alors il suit du lemme 4.4.7 que A est
1-Gorenstein. Les K-algèbres eAe et A/<e> de carquois sont représentées ci-dessous :
QC = QeAe = .4
et
QB = QA/<e> = 3
2
1
α β
γ
Puisque C est semisimple on a dp(Ae)eAe <∞ et dpeAe(eA) <∞. Le module
M =
4
3
2
est un A-module projectif, donc de Cohen-Macaulay. On constate alors immédiatement
que HomA(M, I) = 0, pour tout B-module injectif I (car le module S4 n’apparaît pas dans
les suites de décomposition). Ainsi Me = 4 est un eAe-module de Cohen-Mcaulay.
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Proposition 4.4.43. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un
idempotent de A tels que AeA soit un idéal stratiﬁant, dp(Ae)eAe <∞ et dpeAe(eA) <∞.
Si M est un eAe-module de Cohen-Macaulay tel que HomA(HomeAe(Ae,M), I) = 0
pour tout A/<e>-module injectif I alors HomeAe(Ae,M) est un A-module de Cohen-
Macaulay.
Preuve. Puisque A est une K-algèbre de dimension ﬁnie, AeA est un idéal stratiﬁant,
dp(Ae)eAe < ∞ et dpeAe(eA) < ∞ alors il suit du théorème 4.4.32 qu’il existe un recol-
lement de catégories dérivées bornées :
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, alors il suit du théorème
4.4.29 que les K-algèbres A/<e> et eAe sont aussi de Gorenstein. D’après le théorème
4.1.7 si ExtiA(HomeAe(Ae,M), I) = 0 pour tout A/<e>-module injectif I et i ≥ 0 alors
ExtiA(HomeAe(Ae,M),A) ' Ext
i
eAe(HomeAe(Ae,M)e,Ae).
Par hypothèse nous avons HomA(HomeAe(Ae,M), I) = 0 donc il reste à montrer que
ExtiA(HomeAe(Ae,M), I) = 0 pour tout i ≥ 1.
Nous avons ExtiA(HomeAe(Ae,M), I) ' Ext
i
A(HomeAe(Ae,M),HomA/<e>(A/ < e >, I)).
pour tout i ≥ 1. Puisque I est un A/<e>-module injectif alors la proposition 4.4.31
nous permet d’établir l’isomorphisme suivant
ExtiA(HomeAe(Ae,M),HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
A
i (HomeAe(Ae,M),A/ < e >), I)
pour tout i ≥ 1. Il suit du corollaire 4.1.6 qu’on a HomA(eA,HomeAe(Ae,M)) ' M
pour tout eAe-module M. Puisque AeA est un idéal stratiﬁant alors il suit aussi de la
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proposition 4.4.30 qu’on a l’isomorphisme
TorAi (HomeAe(Ae,M),A/ < e >) ' Tor
eAe
i+1(M, eA) pour tout i ≥ 1.
D’où ExtiA(HomeAe(Ae,M),HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
eAe
i+1(M, eA), I)
pour tout i ≥ 1. Or M est un eAe-module de Cohen-Macaulay, donc un eAe-module
Gorenstein-projectif. En outre, dp(eAeeA) < ∞, alors en vertu du lemme 4.4.36 on a
ToreAei (M, eA) = 0 pour tout i ≥ 1. Ainsi Ext
i
A(HomeAe(Ae,M), I) = 0 pour tout i ≥ 1.
Puisque ExtiA(HomeAe(Ae,M), I) = 0 pour tout A/<e>-module injectif I et i ≥ 0 alors
ExtiA(HomeAe(Ae,M),A) ' Ext
i
eAe(HomeAe(Ae,M)e,Ae).
CommeM est un eAe-module de Cohen-Macaulay, on a ExtieAe(M, eAe) = 0 pour tout i ≥ 1.
De plus dp(AeeAe) < ∞, alors le lemme 4.4.37 induit ceci ExtieAe(M,Ae) = 0 pour
tout i ≥ 1. Ainsi ExtiA(HomeAe(Ae,M),A) = 0 pour tout i ≥ 1 ce qui équivaut à dire
que HomeAe(Ae,M) est un A-module de Cohen-Macaulay.
Exemple 4.4.44. Soit A = KQ/I la K-algèbre de carquois Q lié où
Q = 1 2 3 4α
β γ
et I =< αβ; βγ >. Posons e = e1 + e2. Puisque AeA est un idéal source, il suit de la
proposition 4.3.16 que AeA est un idéal stratiﬁant. A est une K-algèbre de dimension
globale 2 donc A est 2-Gorenstein. La K-algèbre de chemins eAe est donnée par le carquois
QC = QeAe = 1 2
α
Puisque C = eAe est héréditaire alors dp(AeeAe) <∞, dp(eAeeA) <∞ . Le module
L =
1
2
est un eAe-module projectif donc de Cohen-Macaulay. On a HomA(HomeAe(Ae,L), I) = 0
pour tout module B-injectif I. En eﬀet, Ae ' eAe car AeA est un idéal source. Par
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conséquent, on peut vériﬁer aisément que
HomA(HomeAe(Ae,L), I
B
3 ) = HomA(
1
2
, 3 ) = 0
HomA(HomeAe(Ae,L), I
B
4 ) = HomA(
1
2
,
3
4
) = 0.
Il s’ensuit que HomeAe(Ae,L) est un A-module de Cohen-Macaulay.
Remarque 4.4.45. Nous aimerions attirer l’attention du lecteur sur les faits suivants.
En fait, Buchweitz a classiﬁé les modules de Cohen-Macaulay dans le cas d’une K-algèbre
de Gorenstein, ils sont projectifs ou de dimension projective inﬁnie (voir 4.4.34). De plus,
il suit du corollaire 4.1.6 que le foncteur HomeAe(Ae,−) préserve les injectifs et non tous
les projectifs. Toutefois, il ne préserve pas nécessairement les projectifs. Donc il faut tenir
compte de ces faits lorsqu’on choisit des exemples.
Exemple 4.4.46. Soit A = KQ/I la K-algèbre de chemins Q lié où
Q = 1 2 3 4α
β γ
et I =< αβ; βγ >. Posons e = e1 + e2. Puisque AeA est un idéal source, il suit de la
proposition 4.3.16 que AeA est un idéal stratiﬁant. A est une K-algèbre de dimension
globale 2 donc A est 2-Gorenstein. La K-algèbre de chemins eAe est donnée par le carquois
QC = QeAe = 1 2
α
Puisque C = eAe est héréditaire alors dp(AeeAe) <∞, dp(eAeeA) <∞ . Le module
L = 2
est un eAe-module projectif donc de Cohen-Macaulay. On a HomA(HomeAe(Ae,L), I) = 0
pour tout module B-injectif I. En eﬀet, Ae ' eAe car AeA est un idéal source. Par
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conséquent, on peut vériﬁer aisément que
HomA(HomeAe(Ae,L), I
B
3 ) = HomA( 2 , 3 ) = 0
HomA(HomeAe(Ae,L), I
B
4 ) = HomA( 2 ,
3
4
) = 0.
Et pourtant HomeAe(Ae,L) ' L n’est pas un A-module de Cohen-Macaulay. En eﬀet, il
n’est pas un A-module projectif. Bien que les hypothèses du théorème soient satisfaites,
l’image du eAe-module de Cohen-Macaulay L par le foncteur HomeAe(Ae,−) n’est
pas un A-module de Cohen-Macaulay. Cet exemple corrobore les faits relatés dans la
remarque ci-dessus. Par conséquent, il faut tenir compte de ces paramètres dans les
exemples.
Lemme 4.4.47. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un idem-
potent de A tels que dpeAe(eA) <∞ . Si AeA est un idéal source alors on a le recollement
suivant de catégories dérivées bornées
Db(A/ < e′ >)
g∗ // Db(A)
RHomA(e
′A,−)
//
−⊗LAA/<e
′>
vv
RHomA(A/<e
′>,−)
hh
Db(e′Ae′)
−⊗L
e′Ae′
e′A
ww
RHome′Ae′ (Ae
′,−)
gg
où e′ = 1− e et g∗ = RHomA/<e′>(A/ < e′ >,−)
Preuve. Il suit du théorème 4.4.32 que
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe)
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
est un recollement si et seulement si AeA est stratiﬁant et dpeAe(eA) <∞,
dp(Ae)eAe < ∞ Puisque AeA est un idéal source alors il suit de la proposition 4.3.16
que AeA est un idéal stratiﬁant. Or Ae ' eAe⊕ e′Ae ainsi Ae ' eAe. Nous en déduisons
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que dp(Ae)eAe <∞. De plus dpeAe(eA) <∞. Puisque A est une K-algèbre de dimension
ﬁnie, AeA un idéal stratiﬁant et dp(Ae)eAe <∞, dpeAe(eA) <∞ donc le résultat s’ensuit
d’après le théorème 4.4.32. Puisque A est une K-algèbre de Gorenstein de dimension
ﬁnie, alors il suit du théorème 4.4.29 que les K-algèbres A/<e> et eAe sont aussi de
Gorenstein.
Il suit du théorème 4.4.32 que
Db(A/ < e′ >)
g∗ // Db(A)
RHomA(e
′A,−)
//
−⊗LAA/<e
′>
vv
RHomA(A/<e
′>,−)
hh
Db(e′Ae′)
−⊗L
e′Ae′
e′A
ww
RHome′Ae′ (Ae
′,−)
gg
est un recollement si et seulement siAe′A est stratiﬁant et dpe′Ae′(e′A) <∞, dp(Ae′)e′Ae′ <
∞. Puisque AeA est un idéal source alors Ae′A est un idéal puits. Il suit de la pro-
position 4.3.16 que Ae′A est stratiﬁant. Or e′A ' e′Ae′ ⊕ e′Ae ainsi e′A ' e′Ae′. Nous
en déduisons que dpe′Ae′(e′A) < ∞. Il reste à prouver que dp(Ae′)e′Ae′ < ∞. Nous
avons la décomposition suivante Ae′ ' e′Ae′ ⊕ eAe′ en tant que e′Ae′-modules. D’où
dp(Ae′)e′Ae′ = Sup {dp(e
′Ae′), dp(eAe′)}. Puisque AeA est un idéal source alors on a
A '
[
eAe eAe′
0 e′Ae′
]
A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du lemme 4.4.49 que nous
avons di(eAe′)e′Ae′ < ∞. De même, il suit de la proposition 4.3.16 que nous avons l’iso-
morphisme de K-algèbres suivant
A/ < e >' e′Ae′.
Par conséquent, e′Ae′ est une K-algèbre de Gorenstein. Nous avons
di(eAe′)e′Ae′ = di(eAe
′)A/<e> <∞
e′Ae′ étant une K-algèbre de Gorenstein et di(eAe′)e′Ae′ < ∞ alors il suit du théorème
4.4.40 que nous avons dp(eAe′)e′Ae′ <∞.
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Nous en déduisons que dp(Ae′)e′Ae′ <∞.Ae′A stratiﬁant et dp(Ae′)e′Ae′ <∞, dpe′Ae′(e′A) <
∞ alors il suit du théorème 4.4.32 qu’on a le recollement cherché.
Proposition 4.4.48. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un
idempotent de A tels que AeA soit un idéal source et dpeAe(eA) <∞.
Si M est un A/<e>-module de Cohen-Macaulay alors M est un A-module de Cohen-
Macaulay.
Pour démontrer cette proposition nous avons besoin de ce lemme.
Lemme 4.4.49 ( [27]). Soit Λ =
[
A M
0 B
]
une K-algèbre artinienne.
1. Si Λ est de Gorenstein alors di(AA) <∞, di(AM) <∞,
di(BB) <∞ et di(MB) <∞.
2. Si dp(AM) < ∞ alors Λ est de Gorenstein si et seulement si A et B sont de
Gorenstein et dp(MB) <∞ .
3. Si dp(MB) < ∞ alors Λ est de Gorenstein si et seulement si A et B sont de
Gorenstein et dp(AM) <∞.
4. Si di(AA) < ∞ alors Λ est de Gorenstein si et seulement si A et B sont de
Gorenstein, dp(AM) <∞ et dp(MB) <∞.
Maintenant, on est en mesure de montrer la proposition 4.4.48. Mais tout d’abord, rap-
pelons que e′ = 1− e.
Preuve. [Proposition 4.4.48] Puisque A est une K-algèbre de dimension ﬁnie, AeA est
un idéal stratiﬁant, dp(Ae)eAe < ∞ et dpeAe(eA) < ∞, il suit du théorème 4.4.32 qu’il
existe un recollement de catégories dérivées bornées :
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
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où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du théorème 4.4.29
que les K-algèbres A/<e> et eAe sont aussi de Gorenstein. Nous allons montrer que si
M est un A/<e>-module de Cohen-Macaulay alors M est aussi un A-module de Cohen-
Macaulay. Puisque AeA est un idéal source, il suit de la proposition 4.3.16 que AeA est
un idéal stratiﬁant. Il suit aussi de la déﬁnition 4.2.1 que AeA stratiﬁant alors on a
ExtiA/<e>(M,A/ < e >) ' Ext
i
A(M,A/ < e >) pour tout i ≥ 1.
On a ExtiA(M,A/ < e >) = 0 pour tout i ≥ 1, car M est un A/<e>-module de Cohen-
Macaulay. AeA étant un idéal source, il suit de la proposition 4.3.16 qu’on a l’isomor-
phisme de A-modules
A/ < e > ' e′A. On veut montrer que ExtiA(M,A) = 0 pour tout i ≥ 1. On sait que
ExtiA(M,A) ' Ext
i
A(M, eA)⊕ Ext
i
A(M, e
′A) pour tout i ≥ 1.
Ainsi, nous obtenons,
ExtiA(M,A) ' Ext
i
A(M, eA)⊕ Ext
i
A(M,A/ < e >) pour tout i ≥ 1.
D’où
ExtiA(M,A) ' Ext
i
A(M, eA) pour tout i ≥ 1.
Montrons que ExtiA(M, eA) = 0 pour tout i ≥ 1.
D’après le corollaire 4.1.8 si ExtiA(M, I) = 0 pour tout A/ < e
′ >-module injectif I et
i ≥ 0 alors on a ExtiA(M, eA) ' Ext
i
e′Ae′(Me
′, eAe′).
Montrons que ExtiA(M, I) = 0 pour tout i ≥ 0. On a
ExtiA(M, I) ' Ext
i
A(M,HomA/<e′>(A/ < e
′ >, I)) pour tout i ≥ 0.
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Puisque I est un A/ < e′ >-module injectif, il suit de la proposition 4.4.31 qu’on a
l’isomorphisme
ExtiA(M,HomA/<e′>(A/ < e
′ >, I)) ' HomA/<e′>(Tor
A
i (M,A/ < e
′ >), I)
pour tout i ≥ 0. Puisque AeA est un idéal stratiﬁant, la proposition 4.4.30 nous permet
d’obtenir l’isomorphisme
TorAi (M,A/ < e
′ >) ' Tore
′Ae′
i+1 (Me
′, e′A) pour tout i ≥ 1.
Puisque AeA est un idéal source, alors on a e′A ' e′Ae′. Ainsi
TorAi (M,A/ < e
′ >) ' Tore
′Ae′
i+1 (Me
′, e′A) = 0 pour tout i ≥ 1.
Il s’ensuit que ExtiA(M, I) = 0 pour tout i ≥ 1 et I un A/ < e
′ >-module injectif. Pour le
cas i = 0, on a TorA0 (M,A/ < e
′ >) ' M⊗A A/ < e
′ >. Puisque AeA est un idéal source,
il suit de la proposition 4.3.16 qu’on a l’isomorphisme de Aop-modules A/ < e′ > ' Ae.
Nous en déduisons que
TorA0 (M,A/ < e
′ >) ' M⊗A A/ < e
′ > ' Me = 0.
En eﬀet, M est un A/<e>-module. Par suite ExtiA(M, I) = 0 pour tout i ≥ 0 et I un
A/ < e′ >-module injectif. Puisque ExtiA(M, I) = 0 pour tout A/ < e
′ >-module injectif
I et i ≥ 0 alors on a ExtiA(M, eA) ' Ext
i
e′Ae′(Me
′, eAe′). En particulier,
ExtiA(M, eA) ' Ext
i
e′Ae′(Me
′, eAe′) pour tout i ≥ 1.
Puisque AeA est un idéal source alors on a
A '
[
eAe eAe′
0 e′Ae′
]
.
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A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du lemme 4.4.49 que nous
avons di(eAe′e′Ae′) < ∞. De même, il suit de la proposition 4.3.16 que nous avons l’iso-
morphisme de K-algèbres suivant A/ < e >' e′Ae′.
Par conséquent, e′Ae′ est une K-algèbre de Gorenstein. Nous avons
di(eAe′)e′Ae′ = di(eAe
′)A/<e> <∞.
e′Ae′ étant une K-algèbre de Gorenstein et di(eAe′)e′Ae′ <∞, il suit du théorème 4.4.40
que nous avons dp(eAe′)e′Ae′ <∞. Par hypothèse, on a
ExtiA/<e>(M,A/ < e >) = 0 pour tout i ≥ 1 et dp(eAe
′)A/<e> <∞,
il suit du lemme 4.4.37 qu’on a
ExtiA/<e>(M, eAe
′) = 0 = Extie′Ae′(M, eAe
′) ' Extie′Ae′(Me
′, eAe′) pour tout i ≥ 1.
En eﬀet, il suit du théorème 4.3.17 qu’on a M ' Me′ car M est un A/<e>-module. Par
conséquent, ExtiA(M, eA) = 0 pour tout i ≥ 1. Ce qui équivaut à dire que M est un
A-module de Cohen-Macaulay.
Exemple 4.4.50. Soit A la K-algèbre de chemins munie des relations ci-dessous
2α
1
β
γ
5 4 3
αβ = 0 = βγ = γα.
Posons e = e4 + e5, on en déduit que AeA est un idéal source. A est inclinée-amassée, il
suit du lemme 4.4.7 que A est 1-Gorenstein. Les K-algèbres eAe et A/<e> de carquois
liés sont représentées ci-dessous
QB = QA/<e> = 3
2
1
α β
γ
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QC = QeAe = 5→ 4
B étant une K-algèbre auto-injective alors
N = 3 ⊕
2
1
est un A/<e>-module de Cohen-Macaulay. Par conséquent, N est un A-module de
Cohen-Macaulay.
Proposition 4.4.51. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un
idempotent de A tels que AeA soit un idéal stratiﬁant et dpeAe(eA) <∞, dp(Ae)eAe <∞.
Si M est un A-module de Cohen-Macaulay alors M⊗A A/ < e > est un A/<e>-module
de Cohen-Macaulay.
Preuve. Puisque A est une K-algèbre de dimension ﬁnie, AeA est un idéal stratiﬁant,
dp(Ae)eAe <∞ et dpeAe(eA) <∞, il suit du théorème 4.4.32 qu’il existe un recollement
de catégories dérivées bornées
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du théorème 4.4.29
que les K-algèbres A/<e> et eAe sont aussi de Gorenstein. Puisque AeA est un idéal
stratiﬁant, il suit de la déﬁnition 4.2.1 que nous avons
ExtiA/<e>(M⊗A A/ < e >,A/ < e >) ' Ext
i
A(M⊗A A/ < e >,A/ < e >) pour tout i ≥ 1.
Considérons la suite exacte courte de Aop-modules
0→ < e >→ A→ A/ < e >→ 0.
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Appliquons le foncteurM⊗A− à cette suite. Alors nous obtenons la suite exacte suivante
0→ TorA1 (M,A/ < e >)→ M⊗A AeA→ M→ M⊗A A/ < e >→ 0.
AeA étant un idéal stratiﬁant, alors nous avons l’isomorphisme de A-A-bimodules
Ae⊗eAe eA ' AeA
qui implique
M⊗A AeA ' M⊗A Ae⊗eAe eA ' Me⊗eAeeA.
Ainsi notre suite exacte devient
0→ TorA1 (M,A/ < e >)→ Me⊗eAe eA→ M→ M⊗A A/ < e >→ 0.
L’existence du recollement sur les catégories dérivées bornées ci-dessus entraîne que
dp(AeAA) <∞ et dp(AAeA) <∞ (voir théorème 4.4.32), il suit de la proposition 1.1.9
qu’on a dp(A/ < e >A) <∞ et dp(AA/ < e >) <∞. Puisque A est une K-algèbre de Go-
renstein et M un A-module de Cohen-Macaulay, il suit de la proposition 4.4.35 que M est
aussi Gorenstein-projectif. Puisque dp(AA/ < e >) <∞, il suit du lemme 4.4.36 que nous
avons TorAi (M,A/ < e >) = 0 pour tout i ≥ 1. En particulier, Tor
A
1 (M,A/ < e >) = 0.
Ainsi notre suite ci-dessus se transforme en une suite exacte courte
0→ Me⊗eAe eA→ M→ M⊗A A/ < e >→ 0.
En appliquant le foncteur HomA(−,A/ < e >) à cette suite exacte courte nous obtenons
la suite exacte longue suivante
0 HomA(M⊗A B,B) HomA(M,B) HomA(M⊗eAe eA,B)
Ext1A(M⊗A B,B) Ext
1
A(M,B) Ext
1
A(Me⊗eAe eA,B)
Ext2A(M⊗A B,B) Ext
2
A(M,B) Ext
2
A(Me⊗eAe eA,B)
ExtiA(M⊗A B,B) Ext
i
A(M,B) Ext
i
A(Me⊗eAe eA,B)→ · · ·
α0
α1
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où B = A/ < e >. On a Ext1A(M⊗A A/ < e >,A/ < e >) = 0. En eﬀet, Il suit du théo-
rème d’adjonction 1.1.10 qu’on a
HomA(Me⊗eAe eA,B) ' HomeAe(Me,HomA(eA,B)) ' HomeAe(Me, (B)e) = 0.
Puisque ExtiA(M,A) = 0 pour tout i ≥ 1 par hypothèse et dp(A/ < e >A) < ∞, il suit
du lemme 4.4.37 qu’on a ExtiA(M,A/ < e >) = 0 pour tout i ≥ 1. En particulier, on a
Ext1A(M,A/ < e >) = 0. Ainsi, nous en déduisons que
ExtiA(Me⊗eAe eA,A/ < e >) ' Ext
i+1
A (M⊗A A/ < e >,A/ < e >) pour tout i ≥ 1.
D’après le corollaire 4.1.8 si ExtiA(Me⊗eAe eA, I) = 0 pour tout A/<e>-module injectif
I et i ≥ 0 alors on a ExtiA(M⊗eAe eA,A/ < e >) ' Ext
i
eAe(Me, (A/ < e >)e). Montrons
que
ExtiA(Me⊗eAe eA, I) = 0 pour tout I ∈ Inj(A/ < e >) et i ≥ 0.
Pour i = 0, l’adjonction 1.1.10 nous permet d’obtenir
HomA(Me⊗eAe eA, I) ' HomeAe(Me,HomA(eA, I)) ' HomeAe(Me, Ie) = 0.
En eﬀet, I est un A/<e>-module, il s’ensuit que Ie = 0. Il reste à montrer que
ExtiA(Me⊗eAe eA, I) = 0 pour tout i ≥ 1. On a
ExtiA(Me⊗eAe eA, I) ' Ext
i
A(Me⊗eAe eA,HomA/<e>(A/ < e >, I)) pour tout i ≥ 1.
Puisque I est un A/<e>-module injectif, il suit de la proposition 4.4.31 qu’on a l’isomor-
phisme
ExtiA(Me⊗eAe eA,HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
A
i (Me⊗eAe eA,A/ < e >), I)
pour tout i ≥ 0. Puisque AeA est un idéal stratiﬁant, la proposition 4.4.30 nous permet
d’obtenir l’isomorphisme
TorAi (Me⊗eAe eA,A/ < e >) ' Tor
eAe
i+1((Me⊗eAe eA)e, eA) pour tout i ≥ 1.
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D’après le corollaire 4.1.6 on a (Me⊗eAe eA)e ' Me. Il s’ensuit que,
TorAi (Me⊗eAe eA,A/ < e >) ' Tor
eAe
i+1(Me, eA) pour tout i ≥ 1.
De même la proposition 4.4.30 nous permet d’obtenir l’isomorphisme
TorAi (M,A/ < e >) ' Tor
eAe
i+1(Me, eA) pour tout i ≥ 1.
Nous en déduisons que
TorAi (M,A/ < e >) ' Tor
A
i (Me⊗eAe eA,A/ < e >) pour tout i ≥ 1.
Or TorAi (M,A/ < e >) = 0 pour tout i ≥ 1, il s’ensuit que
TorAi (Me⊗eAe eA >,A/ < e >) = 0 pour tout i ≥ 1.
Ainsi nous avons
ExtiA(M⊗eAe eA, I) ' HomA/<e>(Tor
A
i+1(M⊗eAe eA, eA),A/ < e >) = 0 pour tout i ≥ 1.
Étant donné que, ExtiA(Me⊗eAe eA, I) = 0 pour tout A/<e>-module injectif I et i ≥ 0
alors on a ExtiA(M⊗eAe eA,A/ < e >) ' Ext
i
eAe(Me, (A/ < e >)e). D’où
ExtiA(M⊗eAe eA,A/ < e >) = 0 pour tout i ≥ 1.
Il s’ensuit que Exti+1A (M⊗A A/ < e >,A/ < e >) = 0 pour tout i ≥ 1. Comme que
Ext1A(M⊗A A/ < e >,A/ < e >) = 0 cela entraîne que
ExtiA(M⊗A A/ < e >,A/ < e >) = 0 pour tout i ≥ 1.
Ce qui induit que
ExtiA/<e>(M⊗A A/ < e >,A/ < e >) ' Ext
i
A(M⊗A A/ < e >,A/ < e >) = 0 pour tout i ≥ 1.
Par conséquent, M⊗A A/ < e > est un A/<e>-module de Cohen-Macaulay.
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Exemple 4.4.52. Soit A la K-algèbre de chemins munie des relations ci-dessous
2α
1
β
γ
5 4 3
αβ = 0 = βγ = γα.
Posons e = e4 + e5, AeA est stratiﬁant car source. A est inclinée-amassée donc 1-Gorenstein
(voir 4.4.7). Les K-algèbres eAe et A/<e> de carquois sont représentées ci-dessous
QB = QA/<e> = 3
2
1
α β
γ
QC = QeAe = 5→ 4
Puisque C est héréditaire alors dp(eAeeA) <∞ et dp(AeeAe) <∞. Posons
M = 3 ⊕
5
4
3
2
⊕ 2
Vériﬁons que M est un A-module de Cohen-Macaulay. Écrivons-le comme suitM = M1 ⊕M2
avec
M1 = 3 ⊕ 2 ; M2 =
5
4
3
2
M2 est un A-module projectif donc de Cohen-Macaulay. A/<e> étant une K-algèbre
auto-injective, il s’ensuit que M1 est un A/<e>-module de Cohen-Macaulay. Puisque A
est une K-algèbre 1-Gorenstein de dimension ﬁnie et AeA un idéal source, il suit de la
proposition 4.4.48 que M1 est aussi un A-module de Cohen-Macaulay. D’où M est un A-
module de Cohen-Macaulay. Il reste à vériﬁer queM⊗A A/ < e > est un A/<e>-module
de Cohen-Macaulay. On a la décomposition suivante
M⊗A A/ < e > ' (M1 ⊕M2)⊗A A/ < e > 'M1 ⊗A A/ < e >⊕M2 ⊗A A/ < e >.
89
M⊗A A/ < e > ' (M1 ⊕M2)⊗A A/ < e > 'M1/M1 < e >⊕ e3A/e3Ae3
M1/M1 < e >⊕ e3A/e3Ae3 ' M1 ⊕ 0 ' S3 ⊕ S2.
Proposition 4.4.53. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e
un idempotent de A tels que AeA soit un idéal source et dpeAe(eA) < ∞. Si M est
un A-module de Cohen-Macaulay alors HomA(A/ < e >,M) est un A/<e>-module de
Cohen-Macaulay.
Preuve. Puisque A est une K-algèbre de dimension ﬁnie, AeA est un idéal stratiﬁant,
dp(Ae)eAe <∞ et dpeAe(eA) <∞, il suit du théorème 4.4.32 qu’il existe un recollement
de catégories dérivées bornées
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du théorème 4.4.29
que les K-algèbres A/<e> et eAe sont aussi de Gorenstein. AeA étant un idéal source, il
suit du théorème 4.3.17 que nous avons l’isomorphisme de A-modules
HomA(A/ < e >,M) ' Me
′.
Nous voulons montrer que ExtiA/<e>(HomA(A/ < e >,M),A/ < e >) = 0 pour tout i ≥ 1
Puisque AeA est un idéal source donc stratiﬁant, il suit de la déﬁnition 4.2.1 qu’on a
l’isomorphisme
ExtiA/<e>(Me
′,A/ < e >) ' ExtiA(Me
′,A/ < e >) pour tout i ≥ 1
Puisque AeA est un idéal source, il suit du théorème 4.3.17 qu’on a la suite exacte
courte de A-modules
0→ Me′ → M→ Me→ 0.
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En appliquant le foncteur HomA(−,A/ < e >) à cette suite nous obtenons la suite exacte
longue suivante
· · · → ExtiA(Me,A/ < e >)→ Ext
i
A(M,A/ < e >)→ Ext
i
A(Me
′,A/ < e >)→ · · ·
→ Exti+1A (Me,A/ < e >)→ · · ·
L’existence du recollement sur les catégories dérivées bornées ci-dessus entraîne que
dp(AeAA) <∞ et dp(AAeA) <∞ (voir théorème 4.4.32), il suit de la proposition 1.1.9
qu’on a dp(A/ < e >A) < ∞ et dp(AA/ < e >) < ∞. Or par hypothèse, nous avons
ExtiA(M,A) = 0 pour tout i ≥ 1 et dp(A/ < e >A) < ∞, il suit du lemme 4.4.37 que
nous avons ExtiA(M,A/ < e >) = 0 pour tout i ≥ 1. Ainsi nous obtenons
ExtiA(Me
′,A/ < e >) ' Exti+1A (Me,A/ < e >) pour tout i ≥ 1.
Montrons que ExtiA(Me,A/ < e >) = 0 pour tout i ≥ 1 D’après le corollaire 4.1.8 si
ExtiA(Me, I) = 0 pour tout A/<e>-module injectif I et i ≥ 0 alors on a
ExtiA(Me,A/ < e >) ' Ext
i
eAe(Me, (A/ < e >)e). Montrons que
ExtiA(Me, I) = 0 pour tout I ∈ Inj(A/ < e >) et i ≥ 0.
Nous avons
ExtiA(Me, I) ' Ext
i
A(Me,HomA/<e>(A/ < e >, I)) pour tout i ≥ 0.
Puisque I est un A/<e>-module injectif, il suit de la proposition 4.4.31 qu’on a l’isomor-
phisme
ExtiA(Me,HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
A
i (Me,A/ < e >), I)
pour tout i ≥ 0. Pour i = 0 nous avons
TorA0 (Me,A/ < e >) ' Me⊗A A/ < e > ' Me/MeAeA = 0.
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Puisque AeA est un idéal stratiﬁant, la proposition 4.4.30 nous permet d’obtenir l’iso-
morphisme
TorAi (Me,A/ < e >) ' Tor
eAe
i+1(Me, eA) pour tout i ≥ 1.
De même la proposition 4.4.30 nous permet d’obtenir l’isomorphisme
TorAi (M,A/ < e >) ' Tor
eAe
i+1(Me, eA) pour tout i ≥ 1.
Nous en déduisons que
TorAi (M,A/ < e >) ' Tor
A
i (Me,A/ < e >) pour tout i ≥ 1.
Puisque A est une K-algèbre de Gorenstein et M un A-module de Cohen-Macaulay, il
suit de la proposition 4.4.35 que M est aussi Gorenstein-projectif. M Gorenstein-projectif
et dp(AA/ < e >) <∞, il suit du lemme 4.4.36 que nous avons TorAi (M,A/ < e >) = 0
pour tout i ≥ 1. Il s’ensuit que
TorAi (Me,A/ < e >) = 0 pour tout i ≥ 1.
Ainsi nous avons
ExtiA(Me, I) = 0 pour tout i ≥ 1.
Étant donné que,
ExtiA(Me, I) = 0 pour tout A/<e>-module injectif I et i ≥ 0
alors on a ExtiA(Me,A/ < e >) ' Ext
i
eAe(Me, (A/ < e >)e) = 0. D’où
ExtiA(Me,A/ < e >) = 0 pour tout i ≥ 1.
Il s’ensuit que Exti+1A (Me,A/ < e >) = 0 pour tout i ≥ 1. Nous en déduisons que
ExtiA(Me
′,A/ < e >) = 0 pour tout i ≥ 1.
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Par conséquent,
ExtiA/<e>(HomA(A/ < e >,M),A/ < e >) ' Ext
i
A/<e>(Me
′,A/ < e >)
ExtiA/<e>(Me
′,A/ < e >) ' ExtiA(Me
′,A/ < e >) = 0 pour tout i ≥ 1.
Nous concluons que HomA(A/ < e >,M) est un A/<e>-module de Cohen-Macaulay.
Exemple 4.4.54. Soit A la K-algèbre de chemins munie des relations ci-dessous
2α
1
β
γ
5 4 3
αβ = 0 = βγ = γα.
Posons e = e4 + e5. La K-algèbre A/<e> de carquois est représentée ci-dessous
QB = QA/<e> = 3
2
1
α β
γ
D’après l’exemple 4.4.52 le module
M = 3 ⊕
5
4
3
2
⊕ 1 est un A-module de Cohen-Macaulay.
A est une K-algèbre de dimension ﬁnie et AeA est un idéal source. Puisque A est inclinée-
amassée alors il suit du lemme 4.4.7 que A est 1-Gorenstein alors les hypothèses de la
proposition4.4.53 sont satisfaites. Par conséquent
HomA(A/ < e >,M) 'Me
′ =
3
2
⊕ 3⊕ 1
est un A/<e>-module de Cohen-Macaulay.
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Remarque 4.4.55. Nous aimerions attirer l’attention du lecteur sur les faits suivants.
En fait, Buchweitz a classiﬁé les modules de Cohen-Macaulay dans le cas d’une K-algèbre
de Gorenstein, ils sont projectifs ou de dimension projective inﬁnie (voir 4.4.34). De plus,
il suit du corollaire 4.1.6 que le foncteur HomA(A/ < e >,−) préserve les injectifs et
non tous les projectifs. Toutefois, il ne préserve pas nécessairement les projectifs. Donc
il faut tenir compte de ces faits lorsqu’on choisit des exemples.
Exemple 4.4.56. Soit A = KQ/I la K-algèbre de carquois Q lié où
Q = 1 2 3 4α
β γ
et I =< αβ; βγ >. Posons e = e1 + e2. Puisque AeA est un idéal source, il suit de la
proposition 4.3.16 que AeA est un idéal stratiﬁant. A est une K-algèbre de dimension
globale 2 donc A est 2-Gorenstein. La K-algèbre de chemins A/<e> est donnée par le
carquois
QB = QA/<e> = 3 4
γ
Puisque C = eAe est héréditaire alors dp(AeeAe) <∞, dp(eAeeA) <∞ . Le module
M =
2
3
est un A-module projectif donc de Cohen-Macaulay. Et pourtant
HomA(A/ < e >,M) ' S3
n’est pas un A/<e>-module de Cohen-Macaulay. En eﬀet, il n’est pas un A/<e>-module
projectif. Bien que les hypothèses du théorème soient satisfaites, l’image du A-module de
Cohen-Macaulay M par le foncteur HomA(A/ < e >,−) n’est pas un A/<e>-module
de Cohen-Macaulay. Cet exemple corrobore les faits relatés dans la remarque ci-dessus.
Par conséquent, il faut tenir compte de ces paramètres dans les exemples.
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Étant donné que l’objectif de ce chapitre est d’établir la restriction du recollement déﬁni
par Cline, Parshall et Scott aux modules de Cohen-Macaulay. Les six propositions sus-
mentionnées nous permettent d’obtenir le résultat escompté. Cependant, il est diﬃcile
de trouver un cadre réunissant ces six propositions pour obtenir le recollement sur les
modules de Cohen-Macaulay. Le théorème de la section suivante en l’occurrence le résultat
principal de nos recherches est le cadre idéal liant ces six propositions. Toutefois, il faut
noter que les résultats énoncés ci-dessus sont plus généraux.
4.5 Résultat principal
Dans cette section nous allons énoncer le résultat principal de cette thèse autrement dit
le théorème sur le recollement des modules de Cohen-Macaulay.
Theorème 4.5.1. Soient A une K-algèbre de Gorenstein de dimension ﬁnie et e un
idempotent de A tels que dpeAe(eA) < ∞. Si AeA est un idéal source alors nous avons
les recollements suivants sur les catégories de modules de Cohen-Macaulay.
1.
CM(A/ < e >) inc // CM(A)
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
CM(eAe).
−⊗eAeeA
ww
HomeAe(Ae,−)
gg
2.
CM(A/ < e′ >) inc // CM(A)
HomA(e
′A,−)
//
−⊗AA/<e
′>
vv
HomA(A/<e
′>,−)
hh
CM(e′Ae′).
−⊗e′Ae′e
′A
ww
Home′Ae′ (Ae
′,−)
gg
Preuve. 1. L’idéal AeA est source donc stratiﬁant, de même dp(Ae)eAe < ∞. En
eﬀet, on a la décomposition suivante en tant que eAe-modules : Ae ' eAe⊕ e′Ae.
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AeA source implique que Ae ' eAe. Puisque A est une K-algèbre de dimension
ﬁnie, AeA est un idéal stratiﬁant, dp(Ae)eAe < ∞ et dpeAe(eA) < ∞, il suit du
théorème 4.4.32 qu’il existe un recollement de catégories dérivées bornées
Db(A/ < e >)
f∗ // Db(A)
RHomA(eA,−)//
−⊗LAA/<e>
vv
RHomA(A/<e>,−)
hh
Db(eAe).
−⊗LeAeeA
ww
RHomeAe(Ae,−)
gg
où f∗ = RHomA/<e>(A/ < e >,−).
Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, il suit du théorème
4.4.29 que les K-algèbres A/<e> et eAe sont aussi de Gorenstein.
(a) Étudions le foncteur − ⊗eAe eA : mod(eAe) → mod(A). Puisque A est
une K-algèbre de Gorenstein de dimension ﬁnie, AeA est un idéal stratiﬁant et
dpeAe(eA) < ∞, dp(Ae)eAe < ∞, il suit de la proposition 4.4.26 que si M est
un eAe-module de Cohen-Macaulay alors M ⊗eAe eA est un A-module de Cohen-
Macaulay.
(b) Étudions le foncteur HomA(eA,−) : mod(A) → mod(eAe). Soit M un A-
module de Cohen-Macaulay. Nous voulons montrer que Me est un eAe-module de
Cohen-Macaulay. Puisque AeA est un idéal source, il suit de la proposition 4.3.16
que nous avons respectivement les isomorphismes de Aop-modules et de K-algèbres
suivants
A/ < e′ >' Ae, A/ < e′ >' eAe.
A/ < e′ > étant un Aop-module, il suit de la proposition 4.3.9 que nous avons
ExtiA/<e′>(M⊗A A/ < e
′ >,A/ < e′ >) ' ExtiA(M,A/ < e
′ >) pour tout i ≥ 0.
Du coup, ExtiA/<e′>(M⊗A Ae,A/ < e
′ >) ' ExtiA(M,A/ < e
′ >) pour tout i ≥ 1.
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On a
ExtiA/<e′>(M⊗A A/ < e
′ >,A/ < e′ >) ' ExtiA/<e′>(M⊗A Ae,A/ < e
′ >)
pour tout i ≥ 1. Ainsi ExtiA/<e′>(M⊗A A/ < e
′ >,A/ < e′ >) ' ExtieAe(Me, eAe) pour
tout i ≥ 1. Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie, AeA
est un idéal source et dp(eAeeA) < ∞ alors il suit du lemme 4.4.47 qu’on a le
recollement sur les catégories dérivées bornées
Db(A/ < e′ >)
g∗ // Db(A)
RHomA(e
′A,−)
//
−⊗LAA/<e
′>
vv
RHomA(A/<e
′>,−)
hh
Db(e′Ae′)
−⊗L
e′Ae′
e′A
ww
RHome′Ae′ (Ae
′,−)
gg
où e′ = 1− e et g∗ = RHomA/<e′>(A/ < e′ >,−).
Il suit également du théorème 4.4.32 que dp(< e′ >A) < ∞. De même il suit de
la proposition 1.1.12 que dp(A/ < e′ >A) < ∞. Or par hypothèse nous avons
ExtiA(M,A) = 0 pour tout i ≥ 1, de plus dp(A/ < e
′ >A) < ∞, il suit du
lemme 4.4.37 que ExtiA(M,A/ < e
′ >) = 0 pour tout i ≥ 1. Par suite, nous avons
ExtieAe(Me, eAe) = 0 pour tout i ≥ 1 ce qui montre que Me est un eAe-module de
Cohen-Macaulay.
(c) HomeAe(Ae,−) : mod(eAe)→ mod(A). Soit M un eAe-module de Cohen-
Macaulay. Nous voulons montrer que HomeAe(Ae,M) est un A-module de Cohen-
Macaulay. Pour ce faire nous utiliserons la proposition 4.4.43. On a la décomposi-
tion suivante en tant que eAe-modules Ae ' eAe⊕ e′Ae ainsi Ae ' eAe car AeA
est un idéal source. Nous en déduisons que HomeAe(Ae,M) ' M. Il reste à prouver
que HomA(HomeAe(Ae,M), I) ' HomA(M, I) = 0 pour tout A/<e>-module injec-
tif I. AeA étant un idéal source, il suit de la proposition 4.3.16 que nous avons cet
isomorphisme de K-algèbres
A/ < e′ >' eAe.
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M étant un eAe-module équivaut à dire que M est un A/ < e′ >-module. Il suit
du théorème 4.3.17 que nous avons M ' Me et I ' Ie′. Ainsi nous avons
HomA(M, I) ' HomA(Me, Ie
′).
Soit f ∈ HomA(Me, Ie′), ceci donne que f(me) = ie′ ce qui implique que f(me)e = ie′e = 0.
D’où f(me)e = f(me2) = f(me) = 0. Nous en déduisons que, pour tout f ∈ HomA(Me, Ie′),
nous avons f = 0. Par conséquent, HomA(HomeAe(Ae,M), I) ' HomA(M, I) = 0.
(d) Étudions le foncteur − ⊗A A/ < e > : mod(A) → mod(A/ < e >). Soit M
un A-module de Cohen-Macaulay. Nous voulons montrer que M⊗A A/ < e > est
un A/<e>-module de Cohen-Macaulay. Puisque A est une K-algèbre de Goren-
stein de dimension ﬁnie et dp(eAeeA) < ∞, dp(AeeAe) < ∞, alors en vertu de la
proposition 4.4.51 M⊗A A/ < e > est un A/<e>-module de Cohen-Macaulay.
(e) Étudions le foncteur inc : mod(A/ < e >) → mod(A). Soit M un A/<e>-
module de Cohen-Macaulay. Nous voulons montrer que M est A-module de Cohen-
Macaulay. Puisque A est une K-algèbre de Gorenstein de dimension ﬁnie et AeA
est un idéal source alors le résultat s’ensuit en vertu de la proposition 4.4.48.
(f) Étudions le foncteur HomA(A/ < e >,−) : mod(A) → mod(A/ < e >).
Soit M un A-module de Cohen-Macaulay. Nous voulons montrer que
HomA(A/ < e >,M) est un A/<e>-module de Cohen Macaulay. Puisque A est
une K-algèbre de Gorenstein de dimension ﬁnie et AeA est un idéal source, alors
le résultat découle de la proposition 4.4.53.
Il reste à prouver que Im(inc) = Ker(HomA(eA,−)). Il est évident que
Im(inc) ⊆ Ker(HomA(eA,−)).
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Montrons maintenant l’inclusion inverse. Soit X ∈ Ker(HomA(eA,−)). Donc X ∈
CM(A) et Xe = 0. Il reste à montrer que X ∈ CM(A/ < e >) c’est à dire que
ExtiA/<e>(X,A/ < e >) = 0 pour tout i ≥ 1.
Puisque AeA est un idéal stratiﬁant alors il suit de la déﬁnition 4.2.1 que
ExtiA/<e>(X,A/ < e >) ' Ext
i
A(X,A/ < e >) pour tout i ≥ 1.
Comme AeA est un idéal source alors il suit de la proposition 4.3.16 qu’on a
l’isomorphisme de A-modules A/ < e > ' e′A. A/<e> étant un facteur direct de
A et ExtiA(X,A) = 0 ∀ i ≥ 1 donne que Ext
i
A(X,A/ < e >) = 0 pour tout i ≥ 1.
D’où ExtiA/<e>(X,A/ < e >) = 0 pour tout i ≥ 1. On en déduit que
Ker(HomA(eA,−)) ⊆ Im(inc).
Par conséquent, Im(inc) = Ker(HomA(eA,−)).
2. se montre de façon analogue à 1.
Exemple 4.5.2. Soit A la K-algèbre de chemins munie des relations ci-dessous
Q = 1 2 3 4 5
α1 α2 α3 α4
α1α2 = 0 = α2α3 = α3α4.
Posons e = e1 + e2 + e3 on en déduit que AeA est un idéal source. La dimension globale
de A est 4 donc A est 4-Gorenstein. La K-algèbre de carquois C = eAe muni de la relation
ci-contre est représentée ci-dessous
QC = QeAe = 1 2 3
α1 α2
α1α2 = 0.
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La K-algèbre B = A/ < e > est donnée par le carquois
QB = QA/<e> = 4 5
α4
Les hypothèses du théorème étant satisfaites, on a le recollement sur les catégories de
modules de Cohen-Macaulay
CM(A/ < e >) inc // CM(A)
HomA(eA,−)//
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
CM(eAe).
−⊗eAeeA
ww
HomeAe(Ae,−)
gg
Nous représentons ci-dessous les A-modules projectifs
P1 =
1
2
; P2 =
2
3
; P3 =
3
4
P4 =
4
5
; P5 = 5 .
Considérons les modules suivants :
L =
1
2
⊕
4
5
est un A-module de Cohen-Macaulay. En eﬀet, L est un A-module projectif.
M =
1
2
⊕
2
3
est un eAe-module de Cohen-Macaulay. En eﬀet, M est un eAe-module projectif.
N =
4
5
est un A/<e>-module de Cohen-Macaulay. En eﬀet, N est un A/<e>-module projectif.
Les modules ci-dessous représentent les images des modules de Cohen-Macaulay ci-dessus
via les six foncteurs respectifs du recollement déﬁni par Cline, Parshall et Scott.
— M⊗eAe eA est un A-module de Cohen-Macaulay.
— Le est un eAe-module de Cohen-Macaulay.
— HomeAe(Ae,M) est un A-module de Cohen-Macaulay.
— L⊗A A/ < e > est un A/ < e >-module de Cohen-Macaulay.
— N est un A-module de Cohen-Macaulay.
— HomA(A/ < e >,L) est un A/ < e >-module de Cohen-Macaulay.
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CHAPITRE 5
Recollement et modules inclinants
Dans le chapitre précédent nous nous sommes intéressés à la restriction aux catégories
de modules de Cohen-Macaulay dans le recollement déﬁni par Cline, Parshall et Scott. Il
a été prouvé que ce recollement peut être obtenu sous certaines hypothèses. Le présent
chapitre traite principalement des recollements et des modules inclinants. Autrement dit,
nous nous focalisons sur la préservation de l’inclinaison par les six foncteurs qui déﬁnissent
le diagramme ci-contre :
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe.
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Sans nul doute, nous pouvons aﬃrmer que la préservation n’est pas assurée par tous les
foncteurs. En eﬀet, la raison est simple, les K-algèbres A/<e> et eAe sont des quotients
de l’algèbre A et donc inférieures en terme de rangs de groupes de Grothendieck. En eﬀet,
il y a moins d’idempotents primitifs orthogonaux. Par conséquent la troisième propriété
de la déﬁnition 5.1.1 n’est pas satisfaite par certains foncteurs.
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5.1 Modules inclinants et propriétés
La théorie de l’inclinaison a été motivée par l’introduction des foncteurs de reﬂexion
dans [13] ; ces foncteurs ont été utilisés pour relier les représentations de deux carquois.
Ils ont été reformulés dans [6] et généralisés dans [15] qui ont introduit les foncteurs
inclinants. Deux années plus tard, il a été déﬁni dans [33] les algèbres inclinées et les
modules inclinants. Cette théorie a été développée dans le début des années 70 et depuis
lors elle ne cesse de susciter un grand intérêt en théorie des représentations. Toujours
dans la même perspective d’apporter notre pierre à l’édiﬁce, nous nous sommes penchés
sur la préservation de l’inclinaison par le recollement déﬁni par Cline, Parshall et Scott.
Définition 5.1.1 ( [33]). Soit A une K-algèbre de dimension ﬁnie. Un A-module T de
type ﬁni est dit inclinant si les trois conditions suivantes sont vériﬁées :
1. Ext1A(T,T) = 0 ce qui équivaut à dire que T est un A-module rigide ;
2. dp(T) ≤ 1 ;
3. Il existe une suite exacte courte 0→ A→ T0 → T1 → 0 avec les T0,T1 ∈ addT .
La troisième condition peut être remplacée par celle-ci en présence des deux premières :
Le nombre de facteurs directs d’indécomposables deux à deux non-isomorphes de T est
égal au nombre de A-modules simples à isomorphisme près [14].
Remarque 5.1.2. Dans la déﬁnition précédente addT représente la sous-catégorie de
modA se composant des facteurs directs des sommes directes ﬁnies de copies de T.
Exemple 5.1.3. AA en tant que A-module est inclinant.
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Exemple 5.1.4. Considérons la K-algèbre de chemins A donnée par le carquois ci-dessous
1 2 3α
β
Le carquois d’Auslander-Reiten de A est représenté par ce diagramme
S3
P2
P1
S2
S1
P1/S3
Les modules projectifs indécomposables de A sont
P1 =
1
2
3
, P2 =
2
3
, P3 = 3
alors que les modules injectifs indécomposables de A sont
I1 = 1 , I2 =
1
2
, I3 =
1
2
3
.
Posons
T = 1 ⊕
1
2
3
⊕ 3
Montrons que T est un A-module inclinant.
1. Il suit du théorème 3.1.22 que
Ext1A(T,T) = Ext
1
A(1, 3) = DHomA(3, τ1) = DHomA(3, 2) = 0.
2. dp(T) ≤ 1, en eﬀet l’algèbre est héréditaire.
3. Nous avons les suites exactes courtes suivantes
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0→
1
2
3
→
1
2
3
→ 0
0→
2
3
→
1
2
3
→ 1→ 0
0→ 3 → 3 → 0.
Ce qui conduit à la suite exacte courte souhaitée.
0→
1
2
3
⊕ 3⊕
2
3
→
1
2
3
⊕
1
2
3
⊕ 3 → 1→ 0
0→ A→ T0 → T1 → 0 avec
A =
1
2
3
⊕ 3⊕
2
3
T1 =
1
2
3
⊕
1
2
3
⊕ 3 , T0 = 1 .
Les Ti appartiennent à addT pour tout i = 0, 1.
Remarque 5.1.5. Tout module qui satisfait aux deux premières propriétés d’un module
inclinant est dit inclinant partiel.
Remarque 5.1.6. Tout A-module projectif est inclinant partiel.
Theorème 5.1.7 ( [14]). Tout A-module inclinant partiel est facteur direct d’un A-
module inclinant.
Définition 5.1.8. Un A-module inclinant T est dit d’Auslander-Reiten-Platzeck
(APR) s’il existe un simple projectif non injectif Si tel que : T = ⊕j 6=iPj⊕ τ−1Si, où τ−1
est l’inverse de la translation d’Auslander-Reiten.
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Exemple 5.1.9. Reprenons l’exemple ci-dessus. Nous savons que P3 = S3 est un simple
projectif non injectif alors T′ = P1 ⊕ P2 ⊕ τ−1S3 est un APR-module inclinant. En se
référant au carquois d’Auslander-Reiten nous trouvons τ−1S3 = S2. Ainsi
T′ =
1
2
3
⊕
2
3
⊕ 2
est un A-module inclinant.
5.2 Préservation de l’inclinaison
Dans la section précédente nous avons fait un bref survol de la théorie de l’inclinaison, en
expliquant l’historique et en rappelant quelques propriétés essentielles à la compréhension
de ce chapitre. Comme son titre l’évoque, nous nous intéressons dans cette section à la
préservation de l’inclinaison par les foncteurs qui composent le recollement déﬁni par
Cline, Parshall et Scott. Soient A une K-algèbre de dimension ﬁnie et e un idempotent
de A. Alors nous avons le recollement suivant
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe.
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Les trois foncteurs ci-dessous ne préservent pas l’inclinaison. En eﬀet, les K-algèbres
A/<e> et eAe sont des quotients de l’algèbre A et donc inférieures en terme de rangs de
groupes de Grothendieck.
1. −⊗eAe eA : modeAe→modA
2. HomeAe(Ae,−) : modeAe→modA
3. inc : mod(A/ < e >)→modA
À présent, étudions la préservation des trois autres foncteurs restants.
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1. −⊗A A/ < e > : modA→modA/ < e >
2. HomA(A/ < e >,−) : modA→modA/ < e >
3. HomA(eA,−) : mod(A)→modeAe
Soit T un A-module inclinant quelconque.
Question 1 : T⊗A A/ < e > est-il un A/<e>-module inclinant ?
Si T = AA, cela implique que A ⊗A A/ < e > ' A/ < e > qui est un A/<e>-module
inclinant . Traitons le cas où T 6= AA.
Exemple 5.2.1. Soit A la K-algèbre de chemins munie des relations suivantes
QA = 1 2 3 4 5
α1 α2 α3 α4
α1α2 = 0 = α2α3 = α3α4
Le carquois d’Auslander-Reiten de A est représenté ci-dessous
4
5
4
3
4
3
2
3
2
1
2
1
5
Le module
T =
1
2
⊕
2
3
⊕
3
4
⊕
4
5
⊕ τ−1S5 =
1
2
⊕
2
3
⊕
3
4
⊕
4
5
⊕ 4
est APR-inclinant.
Posons e = e1 + e2. Ainsi on a la K-algèbre de chemins B = A/ < e > munie de la relation
ci-contre
QB = 3 4 5
α3 α4
α3α4 = 0
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L’algèbre opposée de A est donnée par le carquois ci-dessous suivant muni des relations
ci-contre
QAop = 5 4 3 2 1
α4 α3 α2 α1
α4α3 = 0 = α3α2 = α2α1
De même l’algèbre opposée de A/<e> est donnée par le carquois ci-dessous muni de la
relation ci-contre
QBop = 5 4 3
α4 α3
α4α3 = 0
A/ < e > =
5
4
⊕
4
3
⊕ 3 = Ae5 ⊕ Ae4 ⊕ S3
Nous avons la décomposition de
T⊗A A/ < e > ' T⊗A (Ae5 ⊕ Ae4 ⊕ S3) ' T⊗AAe5⊕T⊗AAe4⊕T⊗AS3 ' Te5⊕Te4⊕T⊗AS3.
Ainsi T⊗A A/ < e > ' S5 ⊕ S4 ⊕ S4 ⊕ S4 ⊕ T⊗AS3.
Évaluons la quantité ci-dessous
T⊗AS3 = (
1
2
⊕
2
3
⊕
3
4
⊕
4
5
⊕4)⊗AS3 =
1
2
⊗AS3⊕
2
3
⊗AS3⊕
3
4
⊗AS3⊕
4
5
⊗AS3⊕(S4⊗AS3).
Par suite nous obtenons
1
2
⊗AS3 = e1A⊗AS3 = e1S3 = 0
2
3
⊗AS3 = e2A⊗AS3 = e2S3 = 0
3
4
⊗AS3 = e3A⊗AS3 = e3S3 = S3
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4
5
⊗AS3 = e4A⊗AS3 = e4S3 = 0.
Nous en déduisons que,
T⊗A A/ < e > ' S5 ⊕ S4 ⊕ S4 ⊕ S4 ⊕ S3 ⊕ (S4⊗AS3).
On peut vériﬁer aisément que dp(S3)A/<e> = 2. Par conséquent T⊗A A/ < e > n’est pas
un A/<e>-module inclinant.
Conclusion 5.2.2. L’exemple montre que si T 6= AA , qui est A-module inclinant alors,
T⊗A A/ < e > n’est pas toujours un A/<e>-module inclinant.
Question 2 : HomA(A/ < e >,T) est-il un A/<e>-module inclinant ?
Soit A la K-algèbre de chemins munie de la relation suivante
1 2
r
-
ﬀ
r
β
α
βα=0
Posons e = e1, alors la K-algèbre de chemins B = A/<e> est donnée par le carquois
ci-dessous
QB = •2.
Les A-modules projectifs sont représentés ci-dessous
P1 =
1
2
1
; P2 =
2
1
.
Le carquois d’Auslander-Reiten de A est représenté ci-contre
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12
1
1
2
1
2
1
2
1
Puisque A est un A-module inclinant alors qu’en est t-il de son image obtenu via le
foncteur HomA(A/ < e >,−). Nous avons les modules suivants
AA =
1
2
1
⊕
2
1
et
(A/ < e >)A/<e> = 2 .
Par suite nous obtenons
HomA(A/ < e >,A) = HomA( 2 ,
1
2
1
⊕
2
1
) = 0.
Donc HomA(A/ < e >,A) = 0, est un A/<e>-module nul qui est inclinant partiel mais
pas inclinant.
Conclusion 5.2.3. L’exemple montre que si T = AA , qui est un A-module inclinant
alors HomA(A/ < e >,T) n’est pas toujours un A/<e>-module inclinant.
La proposition qui suit montre que HomA(A/ < e >,A) est un A/<e>-module inclinant
sous l’hypothèse AeA est un idéal source.
Proposition 5.2.4. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A
tels que AeA soit un idéal source. Si le foncteur HomA(A/ < e >,−) préserve AA en tant
que A-module projectif alors HomA(A/ < e >,A) est un A/<e>-module inclinant.
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Preuve. Puisque AeA est un idéal source, il suit du théorème 4.3.17 qu’on a l’isomor-
phisme de A-modules
HomA(A/ < e >,A) ' HomA(e
′A,A) ' Ae′ ' e′Ae′ ⊕ eAe′.
Comme par, hypothèse, ce dernier est un A-module projectif, eAe′ ∈ add(e′Ae′) et Ae′
est un A/ < e >' e′Ae′-module inclinant.
Exemple 5.2.5. Soit A la K-algèbre de chemins munie des relations ci-contre
2α
1
β
γ
5 4 3
αβ = 0 = βγ = γα.
Posons e = e4 + e5. La K-algèbre de chemins B = A/ < e > munie des relations ci-contre
est représentée ci-dessous
QB = QA/<e> = 3
2
1
α β
γ
αβ = 0 = βγ = γα.
Le module
AA =
5
4
3
2
⊕
4
3
2
⊕
3
2
⊕
2
1
⊕
1
3
est A-inclinant. Nous en déduisons que
H = HomA(A/ < e >,A) = Ae
′ =
3
2
⊕
3
2
⊕
3
2
⊕
2
1
⊕
1
3
est un A/<e>-module inclinant (qui n’est pas sobre).
Question 3 : HomA(eA,T) est-il un eAe-module inclinant ?
Traitons le cas où T = AA. Nous obtenons respectivement Ae comme eAe-module. Véri-
ﬁons si ce module est eAe-inclinant.
Soit A la K-algèbre de chemins muni de la relation ci-dessous.
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1 2
r
-
ﬀ
r
β
α
βαβ=0.
Posons e = e1 et C = eAe. Dans ce qui suit PCi et I
C
i représentent respectivement les
C-modules projectif et injectif au sommet i. C est la K-algèbre de chemins du carquois
QC = 1
δ
muni de la relation δ2 = 0. Puisque AA = eA⊕ e2A alors Ae = eAe⊕ e2Ae
PC1 = I
C
1 = eAe et e2Ae = S1. Notre objectif est de prouver que Ae n’est pas un eAe-
module rigide. Pour ce faire, nous procèderons à la décomposition suivante Ae = eAe⊕S1.
Ext1eAe(Ae,Ae) ' Ext
1
eAe(eAe⊕ S1, eAe⊕ S1) ' Ext
1
eAe(S1, S1) 6= 0.
En eﬀet, la suite exacte suivante n’est pas scindée
0→ 1 →
1
1
→ 1→ 0.
Puisque Ext1eAe(S1, S1) 6= 0 alors Ae n’est pas un eAe-module rigide par conséquent il
n’est pas inclinant.
Conclusion 5.2.6. Nous venons de prouver que pour un A-module inclinant T le eAe-
module Te n’est pas toujours un eAe-module inclinant.
La proposition qui suit montre que Ae est un eAe-module inclinant sous l’hypothèse AeA
un A-module projectif. Voici le résultat.
Proposition 5.2.7. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de
A. Si AeA est un A-module projectif alors Ae est un eAe-module inclinant.
Avant de prouver la proposition 5.2.7 nous allons énoncer le lemme suivant.
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Lemme 5.2.8 ( [60]). Soient A une K-algèbre de dimension ﬁnie et e un idempotent de
A. Si J est un A-module stratiﬁant alors dp(JA) = dp(JeeAe).
Preuve. Puisque AeA est un A-module projectif par hypothèse, il suit du lemme 4.2.4
que AeA est un idéal stratiﬁant. Il suit aussi de la proposition 4.4.30 que si AeA est un
idéal stratiﬁant alors pour tout A-module M nous avons
ExtneAe(Ae,Me) ' Ext
n+1
A (A/ < e >,M) pour tout n ≥ 1.
Posons n = 1 et MA = AA ce qui implique Ext
1
eAe(Ae,Ae) ' Ext
2
A(A/ < e >,A). Nous
avons la suite exacte courte suivante 0 → < e > → A → A/ < e > → 0. Il suit de la
proposition 1.1.5 que dp(A/ < e >)A ≤ 1. Nous en déduisons que Ext
2
A(A/ < e >,A) = 0
d’où Ext1eAe(Ae,Ae) = 0 donc Ae est un eAe-module rigide. Puisque AeA est un idéal
stratiﬁant alors il suit du lemme 5.2.8 que
0 = dp(AeAA) = dp(AeeAe) donc dp(AeeAe) ≤ 1.
Nous avons cette décomposition en tant que eAe-modules Ae ' eAe ⊕ e′Ae. Nous en
déduisons la suite exacte courte suivante
0 // eAe inc // Ae
pr // e′Ae // 0 .
Par conséquent Ae est un eAe-module inclinant.
Corollaire 5.2.9. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
Si AeA est un idéal source alors Ae est un eAe-module inclinant.
Preuve. En vertu de la proposition 4.3.16 si AeA est un idéal source alors AeA est un
A-module projectif. Donc le résultat s’ensuit d’après la proposition 5.2.7.
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5.3 Résultat général
Dans cette section nous allons présenter un résultat généralisant tout ce que nous avons
fait sur la préservation des modules inclinants par les foncteurs qui composent le recolle-
ment déﬁni par Cline, Parshall et Scott. Ce résultat est obtenu grâce à la notion phare que
nous avons déﬁnie, en l’occurrence l’idéal source et quelques conditions supplémentaires.
Nous savons que certains foncteurs ne préservent guère l’inclinaison.
Theorème 5.3.1. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A
tels que AeA soit un idéal source. Considérons le recollement suivant
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe..
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Supposons que LA est un A-module inclinant, MA/<e> est un A/<e>-module inclinant
et NeAe est un eAe-module inclinant. Alors les résultats suivants sont vériﬁés :
1. Le est un eAe-module inclinant.
2. Posons L = ⊕ni=1Li avec les Li des indécomposables deux à deux non-isomorphes
tel que la K-algèbre A/<e> admette m simples (m < n). Si HomA(A/ < e >,L)
possède m facteurs directs deux à deux non-isomorphes tel que le foncteur
HomA(A/ < e >,−) préserve les A-modules projectifs alorsHomA(A/ < e >,L)
est un A/<e>-module inclinant.
3. Si eA est un (eAe)op-module projectif alors L⊗AA/ < e > est un A/<e>-module
inclinant.
4. MA est un A-module inclinant partiel.
5. PosonsN = ⊕ti=1Ni avec lesNi des indécomposables deux à deux non-isomorphes.
Si lesNi sont des A-modules de dimension projective au plus 1 alorsHomeAe(Ae,N)
est un A-module inclinant partiel.
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6. Si eA est un (eAe)op-module projectif alors N⊗eAe eA est un A-module inclinant
partiel.
Remarque 5.3.2. Dans ce qui suit, Proj(A) désigne la sous-catégorie de modA formée
des projectifs.
Avant de prouver le théorème, nous aimerions énoncer ce lemme.
Lemme 5.3.3 ( [4]). Soient A une K-algèbre et I un idéal bilatère. Pour tout A-module
LA on a un isomorphisme fonctoriel :
Ψ : L⊗A A/I → L/LI
x⊗ (a + I) 7→ xa + LI
pour tout x ∈ L, a ∈ A
Maintenant nous sommes en mesure de prouver le théorème.
Preuve. 1. (i) Puisque AeA est un idéal source, il suit de la proposition 4.3.16 que
nous avons respectivement les isomorphismes de Aop-modules et de K-algèbres
A/ < e′ > ' Ae, A/ < e′ > ' eAe.
A/ < e′ > étant un Aop-module projectif, il suit de la proposition 4.3.9 qu’on a
l’isomorphisme
ExtiA/<e′>(L⊗AA/ < e
′ >,L⊗AA/ < e
′ >) ' ExtiA(L,L⊗AA/ < e
′ >) pour tout i ≥ 0.
Ainsi l’isomorphisme obtenu ci-dessus devient
ExtieAe(L⊗A Ae,L⊗A Ae) ' Ext
i
A(L,L⊗A Ae) pour tout i ≥ 0.
Il s’ensuit que ExtieAe(Le,Le) ' Ext
i
A(L,Le) pour tout i ≥ 0 . En particulier pour
i = 1 nous avons : Ext1eAe(Le,Le) ' Ext
1
A(L,Le).
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Puisque AeA est un idéal source, il suit du théorème 4.3.17 qu’on a l’existence
de cette suite exacte courte suivante 0 → Le′ → L → Le → 0. En appliquant le
foncteur HomA(L,−) à cette suite, nous obtenons la suite exacte longue suivante
· · · → Ext1A(L,Le
′)→ Ext1A(L,L)→ Ext
1
A(L,Le)→ Ext
2
A(L,Le
′)→ · · ·
Puisque par hypothèse, dp(L) ≤ 1 alors Ext2A(L,Le
′) = 0 et Ext1A(L,L) = 0 . Il
s’ensuit que Ext1A(L,Le) = 0, par conséquent Ext
1
eAe(Le,Le) = 0 donc Le est un
eAe-module rigide.
(ii) Puisque dp(LA) ≤ 1, il existe une résolution projective du type
0→ P1 → P0 → L→ 0. Appliquons le foncteur HomA(eA,−) à cette suite exacte
courte alors nous obtenons : 0→ P1e→ P0e→ Le→ 0. Il suit du théorème 4.3.17
que Pie est un eAe-module projectif pour tout i = 0, 1 ce qui équivaut à dire que
dp(LeeAe) ≤ 1.
(iii) On a l’existence de 0 → A → L0 → L1 → 0 avec Li ∈ add(L) pour tout
i = 0, 1. En appliquant le foncteur HomA(eA,−) à cette suite exacte courte alors
nous avons 0 → Ae → L0e → L1e → 0. Or si AeA est un idéal source alors
nous avons un isomorphisme de eAe-modules Ae ' eAe ainsi notre suite devient
0→ eAe→ L0e→ L1e→ 0. Par conséquent Le est un eAe-module inclinant.
2. (i) Puisque AeA est un idéal source, il suit de la proposition 4.3.16 que
A/ < e >' e′A.
De même en vertu du théorème 4.3.17 nous avons l’isomorphisme suivant
HomA(A/ < e >,L) ' Le
′.
Puisque HomA(A/ < e >,−) préserve les A-modules projectifs, il s’ensuit que
Le′ est un e′Ae′-module rigide.
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(ii) dp(LA) ≤ 1 implique qu’il existe une résolution projective du type
0→ P1 → P0 → L→ 0
avec P0 et P1 des A-modules projectifs. Appliquons le foncteur exact HomA(e′A,−)
à cette suite exacte courte. Alors nous obtenons la suite exacte courte suivante
0 → P1e
′ → P0e
′ → Le′ → 0 avec Pie′ ∈ Proj(e′Ae′) ' Proj(A/ < e >) car
HomA(A/ < e >,−) préserve les A-modules projectifs par hypothèse.
(iii) Puisque HomA(A/ < e >,L) possède m facteurs directs indécomposables deux
à deux non-isomorphes et m est égal au nombre de simples de la K-algèbre A/<e>,
par conséquent, HomA(A/ < e >,L) est un A/<e>-module inclinant.
3. Nous voulons montrer que L ⊗A A/ < e > est un A/<e>-module inclinant sous
les hypothèses AeA un idéal source et eA est un (eAe)op-module projectif.
(i) Puisque dp(LA) ≤ 1 il existe une résolution projective du type
0 → P1 → P0 → L → 0. Appliquons le foncteur − ⊗A A/ < e > à cette suite.
Alors nous obtenons la suite exacte
0→ TorA1 (L,A/ < e >)→ P1⊗AA/ < e >→ P0⊗AA/ < e >→ L⊗AA/ < e >→ 0
Puisque AeA est un idéal stratiﬁant alors nous avons
TorA1 (L,A/ < e >) ' Tor
eAe
2 (Le, eA) = 0
car eA est un (eAe)op-module projectif. Ainsi nous avons
0→ P1 ⊗A A/ < e >→ P0 ⊗A A/ < e >→ L⊗A A/ < e >→ 0
Comme Pi est un A-module projectif alors Pi⊗AA/ < e > est un A/<e>-module
projectif pour tout i = 0, 1 ( voir corollaire 4.1.6). Puisque AeA est un idéal source
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alors le foncteur inc préserve les projectifs. Ainsi Pi ⊗A A/ < e > est aussi un A-
module projectif pour tout i = 0, 1. D’où dp(L⊗A A/ < e >)A ≤ 1 . Il s’ensuit
que
Ext1A(L⊗A A/ < e >,L⊗A A/ < e >) = 0.
AeA stratiﬁant, il suit de la déﬁnition 4.2.1 que nous avons
Ext1A/<e>(L⊗AA/ < e >,L⊗AA/ < e >) ' Ext
1
A(L⊗AA/ < e >,L⊗AA/ < e >) = 0.
(ii) En se référant à (i) nous avons la suite exacte courte suivante
0→ P1 ⊗A A/ < e >→ P0 ⊗A A/ < e >→ L⊗A A/ < e >→ 0
Comme Pi est un A-module projectif alors Pi⊗AA/ < e > est un A/<e>-module
projectif pour tout i = 0, 1 ( voir corollaire 4.1.6) d’où dp(L⊗A A/ < e >) ≤ 1.
(iii) L étant un A-module inclinant alors on a l’existence de la suite exacte courte
suivante
0→ A→ L0 → L1 → 0
avec Li ∈ add(L) pour tout i = 0, 1. En appliquant le foncteur − ⊗A A/ < e > à
cette suite exacte courte nous avons la suite exacte longue suivante
· · · → TorA1 (L,A/ < e >)→ A/ < e >→ L0⊗AA/ < e >→ L1⊗AA/ < e >→ 0
Or TorA1 (L1,A/ < e >) ' Tor
eAe
2 (L1e, eA) = 0 car eA est un (eAe)
op-module pro-
jectif. Ainsi nous obtenons la suite souhaitée
0→ A/ < e >→ L0 ⊗A A/ < e >→ L1 ⊗A A/ < e >→ 0.
Nous avons trouvé une suite exacte courte avec Li ⊗A A/ < e > ∈ add(L ⊗A
A/ < e >). Par conséquent, L⊗A A/ < e > est un A/<e>-module inclinant.
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4. (i) Puisque AeA est un idéal source alors il suit du corollaire 4.3.5 que AeA est
stratiﬁant. Alors en vertu de la déﬁnition 4.2.1 nous avons cet isomorphisme
Ext1A/<e>(M,M) ' Ext
1
A(M,M) = 0
Par hypothèse, on a Ext1A/<e>(M,M) = 0 nous en déduisons que M est un A-
module rigide.
(ii) Puisque dp(MA/<e>) ≤ 1, il existe une résolution projective de A/<e>-
modules du type 0 → K1 → K0 → M → 0, avec Ki ∈ Proj(A/ < e >) pour
i = 0, 1. Puisque AeA est un idéal source alors il suit de la proposition 4.3.16
qu’on a cet isomorphisme de K-algèbres.
A/ < e > ' e′Ae′
Donc 0 → K1 → K0 → M → 0 est une résolution projective de e′Ae′-modules.
Appliquons le foncteur − ⊗e′Ae′ e′A à cette suite. Alors nous obtenons la suite
exacte longue suivante
(1) 0→ Tore
′Ae′
1 (M, e
′A)→ K1 ⊗e′Ae′ e
′A→ K0 ⊗e′Ae′ e
′A→ M⊗e′Ae′ e
′A→ 0
Il suit aussi du corollaire 4.1.6 que le foncteur −⊗e′Ae′ e′A préserve les projectifs
ainsi les Ki ⊗e′Ae′ e′A sont des A-modules projectifs pour tout i = 0, 1. Or nous
avons cette décomposition en tant que (e′Ae′)op-modules e′A ' e′Ae′⊕ e′Ae ce qui
implique que e′A ' e′Ae′ car AeA est un idéal source. Du coup
Tore
′Ae′
i (M, e
′A) ' Tore
′Ae′
i (M, e
′Ae′) = 0 pour tout i ≥ 1 et
Ki ⊗e′Ae′ e
′A ' Ki ⊗e′Ae′ e
′Ae′ ' Ki.
Par suite, notre suite exacte longue (1) devient 0 → K1 → K0 → M → 0. Ainsi
nous obtenons une résolution projective de A-modules. Par conséquent, nous avons
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dp(MA) ≤ 1.
(iii) La troisième propriété de la déﬁnition 5.1.1 d’un A-module inclinant n’est pas
toujours satisfaite alors nous concluons que M est un A-module inclinant partiel.
Ceci achève la preuve.
5. Nous allons montrer que HomeAe(Ae,N) est un A-module rigide.
(i) Nous avons Ae ' eAe⊕e′Ae en tant que eAe-modules, et puisque AeA est idéal
source alors on a Ae ' eAe. Il s’ensuit que HomeAe(Ae,N) ' N. Puisque AeA est
un idéal source alors il suit de la proposition 4.3.16 qu’on a A/ < e′ > ' eAe en
tant que K-algèbres. Puisque AeA est un idéal source alors Ae′A est un idéal puits
donc il suit de la proposition 4.3.16 que Ae′A est stratiﬁant. Puisque Ae′A est
stratiﬁant, il suit de la déﬁnition 4.2.1 que
0 = Ext1eAe(N,N) ' Ext
1
A/<e′>(N,N) ' Ext
1
A(N,N).
Ainsi nous en déduisons que
Ext1A(HomeAe(Ae,N),HomeAe(Ae,N)) ' Ext
1
A(N,N) = 0
Nous en déduisons que HomeAe(Ae,N) est un A-module rigide.
(ii) Si tous les Ni sont des A-modules de dimension projective au plus égal à 1
alors N l’est aussi d’où
dp((HomeAe(Ae,N)A) ≤ 1.
Par conséquent, HomeAe(Ae,N) est un A-module inclinant partiel.
(iii) La troisième propriété de la déﬁnition 5.1.1 d’un A-module inclinant n’est
pas toujours satisfaite alors nous concluons que HomeAe(Ae,N) est un A-module
inclinant partiel.
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6. (i) Il suit du théorème 4.1.7 que si ExtiA(N ⊗eAe eA, I) = 0 pour tout A/<e>-
module injectif I et i ≥ 0 alors on a ExtiA(N⊗eAe eA,N⊗eAe eA) ' Ext
i
eAe(N,N).
Pour i = 0 il suit de l’adjonction 1.1.10 que nous avons
HomA(N⊗eAe eA, I) ' HomeAe(N,HomA(eA, I)) ' HomA(N, Ie) = 0 car Ie = 0.
Il reste à prouver que ExtiA(N⊗eAe eA, I) = 0 pour tout i ≥ 1. Or
ExtiA(N⊗eAe eA, I) ' Ext
i
A(N⊗eAe eA,HomA/<e>(A/ < e >, I))
Puisque I est un A/<e>-module injectif alors il suit de la proposition 4.4.31
que nous avons
ExtiA(N⊗eAe eA,HomA/<e>(A/ < e >, I)) ' HomA/<e>(Tor
A
i (N⊗eAe eA,A/ < e >), I).
Puisque AeA est un idéal stratiﬁant alors il suit de la proposition 4.4.30
qu’on a cet isomorphisme
TorAi (N⊗eAe eA,A/ < e >) ' Tor
eAe
i+1(N, eA) pour tout i ≥ 1.
Nous en déduisons que ExtiA(N⊗eAe eA, I) ' HomA/<e>(Tor
eAe
i+1(N, eA), I).
Or par hypothèse eA est un (eAe)op-module projectif alors nous obtenons
TorAi (N⊗eAe eA,A/ < e >) ' Tor
eAe
i+1(N, eA) = 0 pour tout i ≥ 1 .
Ainsi ExtiA(N⊗eAe eA, I) = 0 ∀ i ≥ 1. Par suite on a
ExtiA(N⊗eAe eA,N⊗eAe eA) ' Ext
i
eAe(N,N) pour tout i ≥ 0.
En particulier pour i = 1 nous obtenons ce que nous recherchons
Ext1A(N⊗eAe eA,N⊗eAe eA) ' Ext
1
eAe(N,N) = 0.
(ii) Puisque dp(NeAe) ≤ 1 il existe une résolution projective du type
0→ P1 → P0 → N→ 0 avec Pi ∈ Proj(eAe).
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Appliquons le foncteur −⊗eAe eA à cette suite alors nous obtenons la suite exacte
suivante
0→ ToreAe1 (N, eA)→ P1 ⊗eAe eA→ P0 ⊗eAe eA→ N⊗eAe eA→ 0.
Puisque eA est un (eAe)op-module projectif alors nous avons ToreAe1 (N, eA) = 0
d’où l’obtention de la résolution projective de N⊗eAe eA
0→ P1 ⊗eAe eA→ P0 ⊗eAe eA→ N⊗eAe eA→ 0
en eﬀet, il suit du corollaire 4.1.6 que Pi ⊗eAe eA ∈ Proj(A).
(iii) La troisième propriété de la déﬁnition 5.1.1 d’un A-module inclinant n’est pas
toujours satisfaite. Il s’ensuit que N⊗eAe eA est un A-module inclinant partiel.
L’exemple qui suit illustre bien le théorème ci-dessus.
Exemple 5.3.4. Considérons la K-algèbre de chemins A donnée par le carquois
Q = 1 2 3 4α
β γ
Posons e = e1 alors AeA est un idéal source. Les K-algèbres de chemins eAe et A/<e>
sont données par les carquois ci-dessous
QC = QeAe = •1
QB = QA/<e> = 2 3 4
β γ
L’algèbre opposée de eAe est donnée par le carquois
QCop = QeAeop = •1
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AeA est un idéal source. On a la décomposition suivante en tant que (eAe)op-modules
eA ' eAe⊕ eAe′ ' e1Ae1 ⊕ e1A(e2 + e3 + e4) ' e1Ae1 ⊕ e1Ae2 ⊕ e1Ae3 ⊕ e1Ae4
Puisque les K-espaces vectoriels e1Ae2, e1Ae3, e1Ae4 sont tous de dimension 1 alors ils
sont isomorphes au simple en 1. Ainsi nous obtenons,
eAe(eA) = 1 ⊕ 1 ⊕ 1⊕ 1
est un (eAe)op-module projectif. Considérons les modules suivants :
L = 4 ⊕
3
4
⊕
1
2
3
4
⊕
2
3
4
; N = 1 ; M = 3 ⊕
3
4
⊕
2
3
4
On vériﬁe aisément que L, N et M sont respectivement des A-module, eAe-module et
A/<e>-module inclinants. M est APR-inclinant.
1. Le module Le = 1 est un eAe-module inclinant.
2. Puisque eA est un (eAe)op-module projectif alors L⊗A A/ < e > est un A/<e>-
module inclinant. Puisque L = AA, il s’ensuit que L⊗AA/ < e > ' A/ < e > en
tant que A/<e>-module.
(A/ < e >)A/<e> =
2
3
4
⊕
3
4
⊕ 4
3. N’oublions pas aussi que A/<e> a une structure de A-module ainsi on a :
(A/ < e >)A =
2
3
4
⊕
3
4
⊕ 4
On voit bien que (A/ < e >)A est un facteur direct de L. Ainsi
HomA(A/ < e >,L) ' Le
′
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est un A/<e>-module inclinant. On a
HomA(A/ < e >,L) =
2
3
4
⊕
2
3
4
⊕
3
4
⊕ 4
4. MA est un A-module inclinant partiel. Ainsi nous obtenons
M = 3 ⊕
3
4
⊕
2
3
4
.
5. HomeAe(Ae,N) ' N est un A-module inclinant partiel. En eﬀet, il suit du théo-
rème 3.1.22 que
Ext1A(N,N) = Ext
1
A(1, 1) ' DHomA(1, τ1) ' DHom(1, 2) = 0
et dp(S1)A ≤ 1 car A est héréditaire. Donc le résultat s’ensuit.
6. Puisque eA est un (eAe)op-module projectif alors N ⊗eAe eA est un A-module
inclinant partiel. Maintenant vériﬁons ce que donne la décomposition de
N⊗eAe eA. Nous avons N⊗eAe eA ' N. En eﬀet, il suit du corollaire 4.1.6 que
pour tout module N, il existe un A/<e>-module tel qu’il existe la suite exacte
suivante
0→ K→ Ne⊗eAe eA
µN−→ N
αN−→ N⊗A A/ < e >→ 0 (1).
Puisque AeA est un idéal source alors K ' TorA1 (N,A/ < e >). AeA étant un idéal
source, il suit de la proposition 4.3.16 que AeA est stratiﬁant. AeA stratiﬁant, il
suit de la proposition 4.4.30 que TorA1 (N,A/ < e >) ' Tor
eAe
2 (Ne, eA) = 0, car eA
est un (eAe)op-module projectif. Donc la suite (1) devient
0→ Ne⊗eAe eA
µN−→ N
αN−→ N⊗A A/ < e >→ 0.
Puisque e = 1 alors Ne = N. Ainsi on a,
0→ N⊗eAe eA
µN−→ N
αN−→ N⊗A A/ < e >→ 0.
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Il reste à prouver que N ⊗A A/ < e > = 0. La K-algèbre opposée de A/<e> est
donnée par le carquois
QBopp = QA/<e>opp = 4 3 2
γ β
Nous avons
A/<e>(A/ < e >) =
4
3
2
⊕
3
2
⊕ 2
Il s’ensuit que nous avons
N⊗A A/ < e > = 1⊗A (
4
3
2
⊕
3
2
⊕ 2 ) = 1⊗A
4
3
2
⊕ 1⊗A
3
2
⊕ 1⊗A 2.
Considérons la suite exacte courte de A-modules suivante
0→
2
3
4
→
1
2
3
4
→ 1 → 0 (?).
Appliquons le foncteur
−⊗A
4
3
2
à cette suite. Alors nous obtenons la suite exacte longue suivante
· · · → TorA1 (1,
4
3
2
)→
2
3
4
⊗A
4
3
2
→
1
2
3
4
⊗A
4
3
2
→ 1 ⊗A
4
3
2
→ 0.
Or
1
2
3
4
⊗A
4
3
2
= e1A⊗A
4
3
2
= e1(
4
3
2
) = 0.
En appliquant le foncteur
−⊗A
3
2
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à (?). Alors nous obtenons la suite exacte longue suivante
· · · → TorA1 (1,
3
2
)→
2
3
4
⊗A
3
2
→
1
2
3
4
⊗A
3
2
→ 1 ⊗A
3
2
→ 0.
Or
1
2
3
4
⊗A
3
2
= e1A⊗A
3
2
= e1(
3
2
) = 0.
De même en appliquant le foncteur
−⊗A 2
à la suite exacte courte (?). Alors nous obtenons la suite exacte longue suivante
· · · → TorA1 (1, 2 )→
2
3
4
⊗A 2 →
1
2
3
4
⊗A 2 → 1 ⊗A 2 → 0.
Or
1
2
3
4
⊗A 2 = e1A⊗A 2 = e1( 2 ) = 0.
Par conséquent N⊗AA/ < e > = 0. Ainsi N⊗eAeeA ' N ' S1 qui est un A-module
inclinant partiel.
Dans ce qui suit on donne un exemple plus intéressant que le précédent pour le foncteur
HomA(A/ < e >,−).
Exemple 5.3.5. Considérons la K-algèbre de chemins A donnée par le carquois
Q = 1 2 3 4α
β γ
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Posons e = e1 + e2 alors AeA est un idéal source. Les modules suivants sont A-inclinants
T1 =
1
2
3
4
⊕
2
3
4
⊕
3
4
⊕ 3 ; T2 =
1
2
3
4
⊕
1
2
⊕ 4 ⊕ 1 .
En eﬀet T1 est APR-inclinant, la rigidité de T2 se montre facilement et les autres pro-
priétés s’ensuivent. Par conséquent,
HomA(A/ < e >,T1) ' T1e
′ =
3
4
⊕
3
4
⊕
3
4
⊕ 3 ; HomA(A/ < e >,T2) ' T2e
′ =
3
4
⊕ 4 .
5.4 Paires de torsion et recollement
Dans cette courte section nous allons présenter un résultat sur les paires de torsion en
utilisant le recollement déﬁni par Cline, Parshall et Scott. De prime abord, nous allons
faire un petit survol historique. La notion de paire de torsion a été introduite par Dickson
vers la ﬁn des années 60 dans le cadre des catégories abéliennes pour généraliser les notions
classiques de torsion dans les groupes abéliens. Depuis lors, plusieurs applications ont été
notées dans les domaines tels que l’étude des localisations, la théorie de l’inclinaison et
la théorie des catégories.
Définition 5.4.1 ( [24]). Soit A une K-algèbre de dimension ﬁnie. Une paire de torsion
dans modA est une paire t = (T,F) de sous-catégories pleines satisfaisant aux deux
conditions suivantes
1. HomA(T,F) = 0 pour tout T ∈ T et F ∈ F.
2. Pour tout module M ∈ modA, il existe une suite exacte courte de cette forme
0→ TM → M→ FM → 0 où TM ∈ T et FM ∈ F.
Si (T,F) est une paire de torsion alors T est appelée classe de torsion et F est
appelée classe sans torsion.
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La proposition qui suit montre qu’on peut obtenir des paires de torsion via les foncteurs
du recollement déﬁni par Cline, Parshall et Scott. Mais avant, nous énoncerons une
proposition et un corollaire.
Proposition 5.4.2 ( [54]). Soit R(A ,B,C ) un recollement de catégories abéliennes
représenté par le diagramme ci-contre :
R(A ,B,C ) : A i //B e //
q
{{
p
bb C
l
{{
r
bb
1. Il existe des équivalences de catégories
{B ∈ B | ip(B) ' B}
'
−→ A
'
←− {B ∈ B | iq(B) ' B}
En particulier, un objet B ∈ B appartient à i(A), si et seulement si iq(B) ' B si
et seulement si ip(B) ' B.
2. Soit B ∈ B. Alors nous avons les suites exactes suivantes :
0→ KerµB → le(B)
µB−→ B
αB−→ iq(B)→ 0
0→ ip(B)
νB−→ B
βB−→ re(B)→ CokerβB → 0
où les objets KerµB et CokerβB appartiennent à i(A).
Corollaire 5.4.3. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
Nous avons le recollement suivant
modA/ < e > inc // modA
HomA(eA,−) //
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
modeAe.
−⊗eAeeA
xx
HomeAe(Ae,−)
ff
1. Il existe des équivalences de catégories
{M ∈ modA | inc(HomA(B,M)) ' M}
'
−→ modB
'
←− {M ∈ modA | inc(M⊗A B) ' M}
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avec B = A/ < e >. En particulier, un objet M ∈ modA appartient à inc(modB)
si et seulement si inc(M⊗A A/ < e >) ' M, si et seulement si
inc(HomA(B,M)) ' M ' Me = 0.
2. Soit M ∈ modA. Alors nous avons les suites exactes suivantes dans modA :
0→ KerµM → Me⊗eAe eA
µM−−→ M
αM−−→ M⊗A A/ < e >→ 0
0→ HomA(A/ < e >,M)
νM−→ M
βM−→ HomeAe(Ae,Me)→ CokerβM → 0
où les objets KerµM et CokerβM appartiennent à inc(modB).
Proposition 5.4.4. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de
A tels qu’il existe un isomorphisme de A-A-bimodules Ae⊗eAe eA ' AeA. Nous avons le
recollement suivant
modA/ < e > inc // modA
HomA(eA,−) //
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
modeAe.
−⊗eAeeA
xx
HomeAe(Ae,−)
ff
Considérons les classes de modules suivantes :
T1 = {Me⊗eAe eA | M ∈ modA}, F1 = {M⊗A A/ < e > | M ∈ modA},
T2 = {HomA(A/ < e >,M) | M ∈ modA}, F2 = {HomeAe(Ae,Me) | M ∈ modA}
1. Si A/<e> est un Aop-module projectif (ou eA est un (eAe)op-module projectif)
alors (T1,F1) est une paire de torsion de modA.
2. Si A/<e> est un A-module projectif alors (T2,F2) est une paire de torsion de
modA.
3. En outre KerµM = TorA1 (M,A/ < e >) et CokerβM = Ext
1
A(M,A/ < e >).
Preuve. 1. Soit M un A-module. Il suit du théorème d’adjonction 1.1.10 que
HomA(Me⊗eAe eA,M⊗A A/ < e >) ' HomeAe(Me,HomA(eA,M⊗A A/ < e >)).
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Or,
HomeAe(Me,HomA(eA,M⊗A A/ < e >)) ' HomeAe(Me, (M⊗A A/ < e >)e) = 0.
Nous venons de montrer que pour tous T1 ∈ T1 et F1 ∈ F1 nous avons
HomA(T1,F1) = 0.
Considérons la suite exacte courte de Aop-modules
0→ < e >→ A→ A/ < e >→ 0.
Appliquons le foncteur M⊗A − à cette suite. Alors nous obtenons la suite exacte
suivante
0→ TorA1 (M,A/ < e >)→ M⊗A AeA→ M→ M⊗A A/ < e >→ 0.
Or, par hypothèse Ae⊗eAe eA ' AeA ce qui implique
M⊗A AeA ' M⊗A Ae⊗eAe eA ' Me⊗eAeeA.
Ainsi notre suite exacte devient
0→ TorA1 (M,A/ < e >)→ Me⊗eAe eA→ M→ M⊗A A/ < e >→ 0.
Dans le cas où A/<e> est un Aop-module projectif alors on a
TorA1 (M,A/ < e >) = 0. D’où l’obtention de la suite exacte courte souhaitée
0→ Me⊗eAe eA→ M→ M⊗A A/ < e >→ 0.
Dans le cas où eA est un (eAe)op-module projectif alors AeA est un idéal strati-
ﬁant. En eﬀet, nous avons par hypothèse cet isomorphisme de A-A-bimodules
Ae⊗eAe eA ' AeA, et en outre ToreAen (Ae, eA) = 0 ∀ n ≥ 1 car eA est un (eAe)
op-
module projectif. Par suite le résultat s’ensuit d’après la déﬁnition 4.2.1. Puisque
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AeA est stratiﬁant alors en vertu de la proposition 4.4.30 nous avons cet isomor-
phisme
TorAn (M,A/ < e >) ' Tor
eAe
n+1(Me, eA) pour tout n ≥ 1.
En particulier pour n = 1 ceci donne TorA1 (M,A/ < e >) ' Tor
eAe
2 (Me, eA). Puisque
eA est un (eAe)op-module projectif alors ToreAe2 (Me, eA) = 0 . D’où l’obtention de
la suite exacte courte souhaitée 0 → Me ⊗eAe eA → M → M ⊗A A/ < e > → 0.
Nous voyons dans les deux cas que nous avons la suite recherchée. Par conséquent,
nous avons Me⊗eAe eA ∈ T1 et M⊗A A/ < e > ∈ F1. Donc, (T1,F1) est une paire
de torsion.
2. Soit M un A-module. Il suit du théorème d’adjonction 1.1.10 que nous avons
HomA(HomA(B,M),HomeAe(Ae,Me)) ' HomeAe(HomA(B,M)⊗A Ae,Me)
HomeAe((HomA(A/ < e >,M))e,Me) = 0 où B = A/ < e >.
En eﬀet, HomA(A/ < e >,M) est un A/<e>-module. Nous venons de montrer
que pour tout T2 ∈ T2 et F2 ∈ F2 nous avons HomA(T2,F2) = 0. Considérons
maintenant la suite exacte courte de A-modules
0→ < e >→ A→ A/ < e >→ 0.
En appliquant le foncteur HomA(−,M) à cette suite nous obtenons la suite exacte
suivante
0→ HomA(A/ < e >,M)→ M→ HomA(AeA,M)→ Ext
1
A(A/ < e >,M)→ 0
Or, par hypothèse Ae⊗eAe eA ' AeA alors il suit du théorème de l’adjonction
1.1.10 qu’on a HomA(AeA,M) ' HomA(Ae⊗eAe eA,M) ' HomeAe(Ae,Me). Ainsi
notre suite devient
0→ HomA(A/ < e >,M)→ M→ HomeAe(Ae,Me)→ Ext
1
A(A/ < e >,M)→ 0
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Puisque A/<e> est un A-module projectif par hypothèse alors on a
Ext1A(A/ < e >,M) = 0. D’où l’obtention de la suite exacte courte
0→ HomA(A/ < e >,M)→ M→ HomeAe(Ae,Me)→ 0
Nous voyons bien que HomA(A/ < e >,M) ∈ T2 et HomeAe(Ae,Me) ∈ F2. Par
conséquent, (T2,F2) est une paire de torsion.
3. Notons que dans les deux diagrammes ci-dessus les suites des lignes inférieures
sont obtenues grâce au corollaire 5.4.3. D’après la propriété universelle du noyau
nous avons un diagramme commutatif à suites exactes :
0 // TorA1 (M,B //
'

Me⊗eAe eA
µM //
'

M //
'

M⊗A B //
'

0
0 // KerµM //Me⊗eAe eA //M //M⊗A B // 0
D’après la propriété universelle du conoyau nous avons un diagramme commutatif
à suites exactes :
0 // HomA(B,M) //
'

M
βM //
'

HomeAe(Ae,Me) //
'

Ext1A(B,M)
//
'

0
0 // HomA(B,M) //M // HomeAe(Ae,Me) // CokerβM // 0
Le corollaire qui suit nous permet de trouver plus facilement des exemples dans la pra-
tique.
Corollaire 5.4.5. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A.
1. Si AeA est un idéal puits alors (T1,F1) est une paire de torsion où dans ce cas,
T1 = {Me | M ∈ modA} et F1 = {Me′ | M ∈ modA}.
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2. Si AeA est un idéal source alors (T2,F2) est une paire de torsion où dans ce cas,
T2 = {Me
′ | M ∈ modA} et F2 = {Me | M ∈ modA}
Preuve. 1. Supposons que AeA est un idéal puits. Alors en vertu de la proposi-
tion 4.3.16 nous avons cet isomorphisme de Aop-modules A/ < e > ' Ae′. Ainsi
A/<e> est un Aop-module projectif. De même, il suit de la proposition 4.3.16 que
AeA est aussi stratiﬁant. Il s’ensuit qu’on a un isomorphisme de A-A-bimodules
Ae⊗eAe eA ' AeA. Par conséquent, les hypothèses de la proposition 5.4.4 sont
satisfaites. Or, nous avons cette décomposition en tant que eAeop-modules
eA ' eAe⊕ eAe′
Puisque AeA est un idéal puits alors on a eA ' eAe. En remplaçant eA et A/<e>
par leurs valeurs respectives dans la paire de torsion (T1,F1) dans 5.4.4 alors nous
obtenons
T1 = {Me | M ∈ modA} , F1 = {Me
′ | M ∈ modA} .
Puisque AeA est un idéal puits alors le théorème 4.3.18 donne l’existence de la
suite exacte courte
0→ Me→ M→ Me′ → 0.
2. La preuve de 2 est analogue à celle de 1 .C’est ce qui achève la preuve.
Exemple 5.4.6. Considérons l’algèbre A donnée par le carquois
Q = 1 2 3 4
α1 α2 α3
Les projectifs et injectifs indécomposables de A sont représentés ci-dessous
P1 =
1
2
3
4
; P2 =
2
3
4
; P3 =
3
4
; P4 = 4 ; I1 = 1 ; I2 =
1
2
; I3 =
1
2
3
; I4 =
1
2
3
4
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Le carquois d’Auslander-Reiten de A est représenté ci-dessous :
4
3
4
3
2
3
4
2
3
1
2
3
4
1
2
3
2
1
2
1
Cette algèbre contient quatre idéaux puits engendrés par les idempotents non triviaux
respectifs : e4; e3 + e4; e2 + e3 + e4 et e1 + e2 + e3 + e4.
Cas où e = e4 :
Puisque AeA est un idéal puits alors on a
T1 = add{4} et F1 = add{1, 2, 3
1
2
,
2
3
,
1
2
3
}.
Cas où e = e3 + e4 :
Puisque AeA est un idéal puits alors on a
T1 = add{3, 4,
3
4
} et F1 = add{1, 2,
1
2
}.
Cas où e = e2 + e3 + e4 :
Puisque AeA est un idéal puits alors on a
T1 = add{2, 3, 4,
3
4
,
2
3
,
2
3
4
} et F1 = add{1}.
Maintenant intéressons-nous aux idéaux sources. L’algèbre A possède quatre idéaux
sources engendrés par les idempotents non triviaux respectifs :
e1; e1 + e2; e1 + e2 + e3 et e1 + e2 + e3 + e4
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Cas où e = e1 :
Puisque AeA est un idéal source alors on a
T2 = add{2, 3, 4,
3
4
,
2
3
,
2
3
4
} et F2 = add{1}.
Cas où e = e1 + e2 :
Puisque AeA est un idéal source alors on a
T2 = add{3, 4,
3
4
} et F2 = add{1, 2,
1
2
}.
Cas où e = e1 + e2 + e3 :
Puisque AeA est un idéal source alors on a
T2 = add{4} et F2 = add{1, 3, 2,
2
3
,
1
2
,
1
2
3
}.
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CONCLUSION GÉNÉRALE
La thèse englobe deux sujets liés à la théorie des représentations en l’occurrence les
recollements et la théorie de l’inclinaison. En fait, l’objectif principal de nos recherches
reposait sur le fait de pouvoir établir le recollement sur les modules de Cohen-Macaulay
autrement dit la restriction aux catégories de modules du recollement déﬁni par Cline,
Parshall et Scott [22](voir ci-dessous).
modA/ < e > inc // modA
HomA(eA,−) //
−⊗AA/<e>
vv
HomA(A/<e>,−)
hh
modeAe.
−⊗eAeeA
xx
HomeAe(Ae,−)
ff
En poursuivant toujours avec les modules de Cohen-Macaulay nous avons pu établir le
recollement sur cette catégorie grâce aux K-algèbres d’Iwanaga Gorenstein et les nou-
velles notions que nous avons déﬁnies à savoir les idéaux source et puits. On pourrait se
poser les questions suivantes :
Est-ce qu’il serait possible d’obtenir ce diagramme sous d’autres hypothèses ?
Que se passe t-il si nous remplaçons la K-algèbre de Gorenstein par un ordre de Go-
renstein ? Ce sont des questions auxquelles des recherches pourront être orientées. Il
est vrai qu’il ne sera pas facile de répondre à ces interrogations par l’aﬃrmative ou le
contraire. Pour la préservation de l’inclinaison nous pouvons noter qu’elle a été obtenue
sous certaines hypothèses de façon totale par certains foncteurs ou partielle par d’autres.
Des résultats probants ont été constatés, en eﬀet nous avons prouvé que trois parmi les
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six foncteurs préservent l’inclinaison sous certaines conditions. Les trois restants sont
inclinants partiels au regard de la raison évoquée plus haut qui empêche la troisième
condition de l’inclinaison d’être satisfaite (voir déﬁnition 5.1.1). Ce résultat obtenu sur
la préservation de l’inclinaison nous amène à énoncer cette conjecture.
Conjecture 5.4.7. Soient A une K-algèbre de dimension ﬁnie et e un idempotent de A
tels que AeA soit un idéal source. Considérons le recollement déﬁni par Cline, Parshall
et Scott.
mod A/ < e > inc // mod A
HomA(eA,−) //
−⊗AA/<e>
uu
HomA(A/<e>,−)
ii
mod eAe.
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
Supposons que LA est un A-module inclinant généralisé, MA/<e> est un A/<e>-module
inclinant généralisé et NeAe un eAe-module inclinant généralisé. Alors les résultats sui-
vants sont vériﬁés :
1. Le est un eAe-module inclinant généralisé.
2. Si eA est un (eAe)op–module projectif alors L⊗AA/ < e > est un A/<e>-module
inclinant généralisé.
3. Posons L = ⊕ni=1Li avec les Li deux à deux non-isomorphes tel que la K-algèbre
A/<e> admette m simples (m < n). Si HomA(A/ < e >,L) possède m facteurs
directs deux à deux non-isomorphes tel que le foncteur HomA(A/ < e >,−) pré-
serve les A-modules projectifs alors HomA(A/ < e >,L) est un A/<e>-module
inclinant généralisé.
4. MA est un A-module inclinant généralisé partiel.
5. Posons N = ⊕ti=1Ni avec les Ni deux à deux non-isomorphes. Si les Ni sont
des A-modules de dimension projective au plus n alors HomeAe(Ae,N) est un
A-module inclinant généralisé partiel.
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6. Si eA est un (eAe)op-module projectif alors N⊗eAe eA est un A-module inclinant
généralisé partiel.
La dernière étape consiste en l’étude des paires de torsion que nous avons trouvées sur
les catégories de modules à l’aide des foncteurs qui composent le recollement représenté
ci-dessus. Dans cette thèse, nous venons de dévoiler un pan des applications qu’on peut
faire avec le recollement déﬁni par Cline, Parshall et Scott. Nous sommes intimement
convaincus que ce que nous avons fait est juste la partie visible de l’iceberg. Dans le
même sillage on peut indiquer quelques pistes de recherches :
1. Préservation de la τ -inclinaison et la support τ -inclinaison.
2. Pourrions-nous obtenir ce recollement en allégeant les conditions ?
3. Est-il possible d’obtenir le théorème 5.3.1 avec des modules co-inclinants ?
4. Est-il possible d’obtenir la proposition 5.4.4 avec des paires de torsion sur les
catégories triangulées ?
Notons qu’on ne peut pas conclure sans faire cette petite remarque. Force est de recon-
naître que n’eût été les notions d’idéaux source et puits que nous avons introduites, on
aboutirait pas à de tels résultats.
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