Multi-agent systems (MASs), which consist of numerous mobile agents, is a promising research area in artificial intelligence that has been profusely applied to Engineering. A consensus problem of discrete time MASs with switching topology is investigated in this paper. First, a new distributed consensus protocol based on different neighbor selection strategies is proposed. In order to reach system consensus, the protocol requires each agent to intelligently refer to two neighbors for calculating and updating state. Compared with traditional protocol, the new protocol with different strategies can significantly reduce the cost of comparison, data storage and computation during MASs evolution. Next, three concrete neighbor selection strategies and an optimized strategy are designed. Then, we analyze and prove the stability of the protocol by Lyapunov theorem and Gerschgorin Theorem. The range of parameters, that affect reaching a consensus and equilibrium state in each strategy, is given in the proof. Finally, the experimental results demonstrate the effectiveness of the new protocol and the convergence performance of MASs under different neighbor selection strategies and parameter settings.
I. INTRODUCTION
With the rapid development of the wireless sensor network and computer software and hardware [1] - [4] , the multiagent system is a promising topic in distributed artificial intelligence that has attracted considerable attention from researchers [5] - [9] . MASs are dynamic systems which consist of multiple-mobile agents that have capabilities for simple communication, decisions, computation, execution and movement. MASs can enhance the ability to solve complex problems and accomplish difficult goals that a single mobile cannot achieve. Based on the above characteristics, MASs are usually used to solve complex problems in engineering field. MASs can be used as a carrier for edge computing [10] - [13] , agents can realize a series of functions such as communicating, monitoring and computing through
The associate editor coordinating the review of this manuscript and approving it for publication was Honghao Gao. distributed cooperation, and provide a more intelligent and robust platform for edge computing. MASs are more frequently applied to robot clusters, and to intelligent vehicular and drone systems [14] - [17] due to their strong robustness, flexibility, high efficiency, and low cost.
As a core problem with MASs, a consensus of MASs is the basis for performing tasks efficiently. Consensus is a mobile agent's state encompassing position, speed, etc. that can gradually converge to equilibrium value by communicating and cooperating with neighbors during evolution [18] - [21] . In the case of switching topology, the neighbors of an agent may change over time or the states of agents. How to efficiently use neighbor information to reach a consensus is a challenging problem. Many theoretical frameworks of the consensus problem are designed for MASs with switching topology under different circumstances effectively converging to consensus. In [22] , [23] , distributed consensus protocols for discrete and continuous time are designed, which VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ provide frameworks for model design and consensus analysis of multi-agent systems. Many subsequent studies have been carried out on this basis. Some novel consensus protocols with switching topology are proposed in [24] - [28] . However, the topology of agents will switch among several given digraphs at different times. Therefore, the number of agents considered in this case is generally small, and there is no need to consider connectivity between agents. The switching topology considered by [29] - [32] is changed with the agents' states. In these studies, a mobile agent has to communication with all neighbors in a sense region, and store all of the neighbors' states for computing in each step. If the system is fully connected, each agent needs to provide higher computing power and more memory space to calculate and store the states of all other agents. Meanwhile, it will mean needing more complex structures and more precise control and higher costs [33] .
The consensus problem of discrete time multi-agent systems with bi-directional and switching topology is investigated in this paper. Different from the protocols proposed in [23] , [31] , [32] , a consensus protocol based on neighbor selection strategies is developed. In this protocol, each mobile agent only refers to two neighbors for computing during evolution. The appropriate Lyapunov function can be constructed by using the neighbor selection strategy. Lyapunov theorem and Gerschgorin Theorem are used to prove that if the parameters affecting reaching consensus satisfy certain conditions, then MASs will reach a consensus. Further, the energy consumption is also shown to have been reduced due to the maintenance of connectivity, without extra control algorithms, that will enable its application to large-scale networked agents.
The main contributions of this paper are summarized as follows:
• A new consensus protocol based on four different neighbor selection strategies is proposed. The control input of each agent is determined by only two neighbors.
• In each strategy, the range of parameters is solved by Lyapunov theorem and Gerschgorin Theorem. If the parameter is within the specified range, agents in the system will maintain connectivity and converge to a uniform equilibrium value.
• Compared with classical protocol, the new protocol with different strategies can significantly reduce the cost of comparison, data storage and computation during MASs evolution.
• Extensive experiments are conducted on different initial distribution conditions and parameter settings to analyze the performance of different strategies. The rest of this paper is organized as follows: Section II briefly introduces related work. Section III proposes a consensus protocol based on a neighbor selection strategy for discrete time MASs with switching topology. Section IV introduces three neighbor selection strategies and stability analyses of consensus protocol. In Section V, performance analysis and optimization of consensus protocol, based on three strategies, are presented. In Section VI, a number of simulations are performed to confirm theorems and corollaries and demonstrate the validity of the consensus protocol based on diverse strategies. Conclusions are drawn and documented in Section VII.
II. RELATED WORK
In studies of switching topology, if the connectivity of system topology cannot be guaranteed, the system will converge to multiple clusters. Blondel et al. [31] studies a model of opinion dynamics that each agent updates its opinion by averaging all agent opinions that differ from its own by less than one. Motsch and Tadmor [32] designs a new weight model according to the difference of agent states, and pointed out that the number of clusters of MASs decreases as the heterophily dependence among agents increases. The agents in [31] , [32] refer to all the neighbors' information. Although the agents can achieve stability eventually, they can not converge to an equilibrium value under some initial connected topological distribution. The fundamental reason is that the connectivity of the system is not considered.
In order to achieve consensus, connectivity algorithms [34] - [40] are proposed during evolution of the MASs. Lin et al. [34] points out that initial connected topology of MASs can't guarantee connectivity during evolution. It is proved that formation stabilization to a point is feasible if and only if the sensor digraph has a globally reachable node. Cortés et al. [35] selects local neighbors for cooperation and evolution by means of constructing proximity graph such as a Delaunay graph, a Gabriel graph, etc. In [36] , a novel distributed rendezvous algorithm is proposed to solve the situation of communication failure via past information. In [35] , [36] , agents need to add additional constraints to ensure connectivity during the convergence process, which requires more computational complexity and storage load. Reference [37] designs a protocol based on double-integrator dynamics with a virtual leader. This protocol can enable mobile agents to move with the same velocity and converge to the same position while preserving the connectivity of the whole network during the evolution. In [38] , a gradient based distributed control law is proposed to address a robust connectivity preservation rendezvous problem. Dong and Huang [39] studies the leader-following rendezvous with connectivity preservation problem via a self-tuning adaptive distributed observer approach. Different potential functions are used to ensure topological connectivity [37] - [39] . Yang et al. [40] studies the continuous opinion consensus problem and proposed modified models based on the Hegselmann-Krause Model to ensure overall connectivity. Each agent needs to calculate the number of common neighbors between itself and all neighboring agents as weights. The above studies tend to require large data storage and computational load to ensure that the MASs with switching topology maintain connectivity and converge to the same state.
III. CONSENSUS PROTOCOL FOR DISCRETE TIME MULTI-AGENT SYSTEMS WITH SWITCHING TOPOLOGY A. PROBLEM FORMULATION
Consider the set of agents is defined as Agent = {1, 2, ..., n}. The state of ith agent is denoted as x i ∈ R, which can be considered as the position, speed, angle, etc. X (k) = {x i (k) ∈ R, i ∈ Agent} is the vector of states of agents at time k. r ∈ R + is the communication radius of all agents. The set of edges of system topology at time k is
The neighbor set of agent i at time k is defined as
For agent i, the state difference between neighbor j and agent i is defined as
Traditional discrete time distributed consensus protocol for switching systems is given by
where α > 0 is a parameter for affecting the convergence of the consensus. When the protocol is applied in switching topology, the connectivity and consensus of the system cannot be ensured by adjusting value of α. Define x MIN (k) and x MAX (k) at time k as
And
is left neighbor set of x i and N i + (k) is right neighbor set of x i . They are defined as
Then, discrete time consensus protocol is defined as
. The relationship among states of different agents are given in Fig,1 . Illustrations of consensus protocol (8) are as follows
• The initial topology of the communication network is connectivity. The process of consensus protocol (8) is described in Algorithm 1. 
in the end, the MASs reach consensus.
IV. MULTI-AGENT SYSTEMS STABILITY ANALYSIS
In traditional consensus protocol, the MASs use classical strategy for evolution which each mobile-agent must refer to all neighbors. However, each mobile-agent only refers to a state of neighbors from left and right of the neighbor set, respectively, for computing by means of a consensus protocol during the MASs evolution. Therefore, a simple and intelligent neighbor selection strategy is given to select appropriate neighbors that satisfy equations (8) and (9) .
Three concrete neighbor selection strategies for mobile agent i are as follow:
Strategy 1: Agent i selects a nearest neighbor from left and right neighbor set, respectively. If left neighbor set is null, mobile agent i selects itself; and if the right neighbor set is null, mobile agent i selects itself.
1)
Strategy 2: Agent i selects a farthest neighbor from left and right neighbor set, respectively. If left neighbor set is null, mobile agent i selects itself; and if right neighbor set is null, mobile agent i selects itself.
Strategy 3: Agent i randomly selects neighbors from left and right neighbor set, respectively. If left neighbor set is null, mobile agent i selects itself; and if right neighbor set is null, mobile agent i selects itself.
A. STRATEGY 1 STABILITY ANALYSIS
Equation (8) can be modified, as follows, when mobile agent i selects neighbors by strategy 1.
It is known that
The characteristics of off-diagonal elements are the following.
• If i = 1, there is only one element l i(i+1) (k) = −1 and the rest of the elements are 0;
, there are two elements l i(i−1) (k) = l i(i+1) (k) = −1 and the rest of the elements are 0;
• If i = n, there is only one element l (i−1)i (k) = −1 and the rest of the elements are 0. For proving stability of consensus protocol (8), based on strategy 1, a lemma is introduced first.
Lemma 1 [41] : A necessary and sufficient condition for a positive semidefinite matrix is that all eigenvalues of a real symmetric matrix are no more than 0.
With the aid of Lemma 1, we are able to get theorem 1. Theorem 1: Suppose that the multi-agent system is initially connected and MASs evolve using consensus protocol (6) based on strategy 1, MASs can eventually reach consensus only if 0 < α ≤ 2/3 . Proof: Firstly, Lyapunov function is given by
which is positive definite. Then, we derive the following
Let
The MASs are asymptotically stable in the sense of Lyapunov when J (k) is a negative semidefinite matrix based on the Lyapunov stability theory. L (k) can be expressed as
The sum of elements l i (k) is n j=1 l ij (k) = 0 and
Because the mobile agent selects neighbors by strategy 1, L (k) is symmetric. Therefore, L(k) 2 and J (k) are also symmetric.
The diagonal elements of L(k) 2 are
The sum of off-diagonal elements of L(k) 2 are n j=1,j =i
Thus, n j=1 J ij (k) = 0 in J (k) and the diagonal elements of
The sum of off-diagonal elements of J (k) are
With Lemma 1, suppose that matrix J (k) is a negative semidefinite matrix, then all eigenvalues of J (k) are no more than 0. According to Gerschgorin Theorem [41] , all eigenvalues of matrix J (k) are in the union of n discs.
If the centers of all discs are to the left of the complex plane, namely, J ii (k) ≤ 0, which further becomes
then all eigenvalues of J (k) are no more than 0. Equation (19) combines with (14) and (9), 0 < α ≤ 2/3 is obtained.
In summary, when the MASs evolve using consensus protocol based on strategy 1 and throughout connectivity and 0 < α ≤ 2/3, the MASs can eventually reach consensus.
B. STRATEGY 2 OR 3 ANALYSIS
The necessary condition at which discrete time multi-agent systems can reach consensus in the communication topology is through connectivity [22] . Theorem 2 is given for preserving connectivity.
Theorem 2: MASs can preserve connectivity during evolution using consensus protocol (8) based on strategy 2 or strategy 3 only when 0 < α ≤ 1/2 .
Proof: x i (k) is the state of agent i at time k and agent i select neighbor j, j ∈ N i (k) via strategy 2 or strategy 3.
Without loss of generality, we suppose x j (k) ≥ x i (k), then
We know
In conclusion, x j (k + 1) − x i (k + 1) ≤ r only if 0 < α ≤ 1/2 , namely, MASs can preserve connectivity when the parameter of consensus protocol (8) based on 1 satisfies 0 < α ≤ 1/2 .
Theorem 3: If the parameter of consensus protocol (8) based on strategy 2 or strategy 3 satisfies 0 < α < 1,
Proof: First, proving the relationship between x MAX (k) and x i (k + 1).
And we know that
Next, proving the relationship between x MIN (k) and
By means of the deduction of theorem 3, it can be determined that the agent's state at time k+1 is no less than the minimum state among all agents and no more than the maximum state among all agents at time k during the MASs evolution using consensus protocol (6), based on strategy 2 or strategy 3.
Corollary 1: If α ∈ (0, 1) and the left neighbor set of x MAX (k) is not null, then x i (k + 1) < x MAX (k) and x MAX (k + 1) < x MAX (k); If α ∈ (0, 1) and the right neighbor set of x MIN (k) is not null, then x i (k + 1) > x MIN (k) and
Proof: 1) The relationship between x MAX (k) and x i (k) includes x MAX (k) = x i (k) and x MAX (k) > x i (k). i) If α ∈ (0, 1) and x MAX (k) > x i (k), then
2) The relationship between x MIN (k) and
The conclusion above shows that in the MASs evolution, using consensus protocol (8) based on strategy 2 and α ∈ (0, 1), the agent's state at time k+1 is more than the minimum state among all agents and less than the maximum state among all agents at time k when the right neighbor set of x MIN (k) and the left neighbor set of x MAX (k) are not null.
Theorem 4: If the MASs evolves using consensus protocol (8) based on strategy 2 or strategy 3 and parameter satisfies 0 < α ≤ 1/2 , then the MASs can eventually converge to an equilibrium state.
According to theorem 1, the MASs is throughout connectivity during evolving only when 0 < α ≤ 1/2 ; From theorem 2, the MASs evolve using consensus protocol (8) and
And from corollary 1, x MAX (k) decreases and x MIN (k) increases before the MASs reach consensus.
Above all, if 0 < α ≤ 1/2 , the MASs can converge to an equilibrium state by consensus protocol (8) and all agents' states satisfy equation (8) . In other words, the MASs can reach consensus.
C. ALTERNATIVE APPROACH FOR STRATEGY 2 OR STRATEGY 3 STABILITY ANALYSIS
Another method of stability analysis for consensus protocol, based on strategy 2 or strategy 3, is given:
Condition 1: Suppose that the following cases exist at any time k
Corollary 2: If condition holds and parameter satisfies 0 < α ≤ 1/2 , then 0 ≤ x j (k + 1) − x i (k + 1) ≤ r.
Proof: Suppose that condition 1 holds at any time, then
In summary, if condition 1 is valid and the parameter satisfies 0 < α ≤ 1/2 , the MASs is throughout connectivity during evolution.
Theorem 5: Suppose that the X (0) is order and the MASs evolve using strategy 1 or strategy 2. If x p (0) ≥ x i (0), then
Proof: Theorem 5 is proved on the basis of corollary 1 and corollary 2.
If
If the mobile agent is using strategy 1 or strategy 2, then
Thus,
For further proof, it is assumed that X (0) is order, x 1 (0) is minimum, and x n (0) is maximum. Therefore, x 1 (k) is always minimum and x n (k) is always maximum via theorem 5.
We know that
and ε is a very small number, x 1 (k + 1) > x 1 (k). And x j − (k) < x n (k), x j − (k) − x n (k) < ε and ε is a very small number, so x n (k + 1) < x n (k). To sum up, x 1 (k) gradually increases, but is always minimum, and x n (k) gradually decreases, but is always maximum. Obviously, the MASs can preserve connectivity during evolution using protocol consensus (8) with 0 < α ≤ 1/2 based on strategy 1 and strategy 2 and eventually reach consensus.
D. STABILITY ANALYSIS OF CONSENSUS PROTOCOL BASED ON THREE STRATEGIES
Theorem 6: If the MASs evolve using consensus protocol (8) , based on a strategy among the above three strategies and 0 < α ≤ 1/2 , the MASs can reach consensus.
Proof: From theorem 1 to 4, it can be obtained that whichever strategy among the three strategies the consensus protocol adopts, the MASs can converge to an equilibrium state. 2) The MASs can eventually converge to (x MIN (0) , x MAX (0)) during evolution using consensus protocol (8), based on strategy 2 or strategy 3.
V. PERFORMANCE ANALYSIS OF CONSENSUS PROTOCOL
Proof: 1) is proved first. We know thatc
holds, then proof c (k + 1) = c (k) also holds.
Because the network topology of the MASs is symmetric by strategy 1,
Next, 2) is proved. According to corollary 1, x MAX (k) < x MAX (0) and x MIN (k) > x MIN (0) can be obtained by using strategy 1 or strategy 2. From theorem 6, the MASs must converge to an equilibrium state. Therefore, the MASs must converge to an equilibrium state in (x MIN (0) , x MAX (0)).
B. PERFORMANCE COMPARISON OF THREE STRATEGIES
In the traditional consensus protocol, a mobile agent has to store more than 3 neighbors' states and compute two to n-1 times in each step during evolution. Especially, the agent has to store n neighbors' states and compute n-1 times when the MASs are fully connected, which leads to higher computing power, larger communication bandwidth and larger memory requirements for each agent during evolvement. More complex structures and more precise control and higher costs, however, deviate from the design principles of an agent that aims to own a simple structure, limited process capacity, and low cost. Compared with the traditional consensus protocol, the new consensus protocol consumes less resources and has the following advantages:
• Data storage and computational load are greatly reduced. A mobile agent only stores three neighbors' states and computes two times in each step during evolution using protocol based on strategy 1.
• The communication load is constant and the comparison load decreases.
Strategy 1: The communication load of each agent is n (including itself) in each step, during evolution. Due to the minimum number of neighbors from the left and right neighbor set that are obtained, the agent's comparison load is n-1.
Strategy 2: The communication load of each agent is n (containing itself) in each step, during evolution. Due to the maximum number of neighbors from the left and right neighbor set that are obtained, the agent's comparison load is n-1.
Strategy 3: The communication load of each agent is n (including itself) in each step, during evolution. Due to the random number of neighbors from the left and right neighbor set that are obtained, the agent's comparison load is from 3 to n-1.
C. NEIGHBOR SELECTION STRATEGY OPTIMIZATION
The requirements of MASs for data storage and computational load are significantly reduced by the above three strategies. However, the communication load and comparison load still do not decrease. Therefore, optimized strategy needs to be presented, with emphasis on effectively reducing the communication load and the comparison load. The idea of optimization is that the mobile agent only refers to the fixed neighbors for computing during the whole evolution and the MASs, throughout connectivity, can reach consensus in the end. Strategy 4: Optimizing strategy 1 where the mobile agent always refers to an initial nearest neighbor from the left and right neighbor set, respectively. during the whole evolution.
Corollary 3: The MASs evolve using consensus protocol (8) based on strategy 4 for selecting neighbors.
According to theorem 5, we know that if an agent selects an initial nearest neighbor from the left and right neighbor set, respectively, for computing, then the initial neighbor is still the nearest neighbor next time.
Proof: Suppose that d (k) = x j (k) − x i (k) and j = i + 1.
According to corollary 2, if 0 < α ≤ 1/2 , then 0 ≤
The distance between a mobile agent with two neighbors, when selected by strategy 4, is always in[0, r]. Due to the neighbors selected by strategy 3, that are fixed during the MASs evolution, the communication load and the comparison load are very small, and both of them are two.
This shows that all agents reach a consensus only if d (k) tends to 0. If d (k) > ε (and ε is a very small number), MASs can not reach a consensus. In other words, the MASs reach consensus in the final phase during the whole evolution and it will not happen that several mobile agents reach a consensus faster.
VI. SIMULATIONS A. EXPERIMENT TARGETS
In this section, a series of simulations are performed to accomplish the following targets.
• Validating the correctness for range of parameters which affect connectivity and consensus of the MASs.
• Validating the effectiveness of consensus protocol based on the strategy 2, by observing the evolution of the MASs and comparing with classical strategy.
• Comparing convergence speed of MASs to reach a consensus among three neighbor selection strategies.
• Searching the influence of different α on the convergence speed via three neighbor selection strategies. • Searching the influence of different number of agents on the convergence speed via three neighbor selection strategies.
B. DATA PREPARATION
Five sets of experiments are executed to achieve the above targets respectively. In all experiments, the communication radius is r = 1. These agents are uniformly or randomly distributed on an interval length of L = 10, and the initial network topology of the MASs is connected. The initial states of the agents under two initial distributions can be expressed as follows • Uniform distribution: For i ∈ {1 , 2, . . . , n}, the initial state of agent i is x i (0) = (i−1)L (n−1)
• Random distribution: For i ∈ {1 , 2, . . . , n}, suppose β i represents a random decimal that satisfies β i ∈ [0, 1], the initial state of agent i is x i (0) = β i L In simulations 1), 2), 3) and 4), we consider that the number of agents in MASs is n = 50. In simulations 5), the number of agents is not fixed for statistical purposes. Aforementioned theorems and corollaries are validated by analyzing and comparing simulation results and the performances of three strategies are illustrated.
C. COMPARISON AND ANALYSIS OF EXPERIMENTS
1) The MASs evolve using consensus protocol (8) based on three strategies. Observing the connectivity of MASs during evolution when parameter satisfies α = 0.2 and α = 0.65, respectively. Two sets of simulations are carried out in the case of uniform or random initial topological distribution. Due to the randomness of the strategy 3, we performed two simulations for strategy 3 under each condition.
As shown in Fig.2, Fig.3 and Fig.4 , the connectivity and consensus of MASs are guaranteed whether α = 0.2 or α = 0.65 in all strategies. In Fig.5, Fig.6 and Fig.7 , it can be found that the connectivity of MASs is preserved when parameter satisfies α = 0.2 in all strategies. However, connectivity of MASs may be destroyed when parameter satisfies α = 0.65 in strategy 2 and strategy 3. Thus, the correctness of Theorem 1 and Theorem 2 is validated. 2) The MASs evolve using consensus protocol (8) based on classical strategy and strategy 2 respectively. In order to ensure the stability of the classical strategy, we take α = 0.02 in all simulations.
From Fig.8 and Fig.9 , we know that the MASs can reach consensus and converge to (x MIN (0) , x MAX (0)) in the end using consensus protocol based on Strategy 2. However, the MASs converge to several clusters using classical strategy.
The simulation results validate the effectiveness of Strategy 2 and the correctness of Theorem 3 and Theorem 4.
3) 100 simulations with different initial distributions are performed. 50 agents are randomly spaced on L = 10 and the initial topology is connectivity. Counting steps which the MASs converge to a consensus under different strategies with α = 0.1 and α = 0.5. Without a loss of generality, the MASs are considered reaching consensus when
As shown in Fig.10 , we conclude that whatever α = 0.1 or α = 0.5, the convergence speed of strategy 2 is far faster than strategy 1 and strategy 3. Therefore, strategy 2 is more conducive to system convergence than strategy 1 and strategy 3 if 0 < α ≤ 0.5. 4) In this set of simulations, each experiment obeys the same initial random distribution. The MASs evolve using consensus protocol (8) based on three strategies. According to Theorem 6, we conclude that MASs can eventually converge to an equilibrium state if 0 < α ≤ 0.5. Thus we search the effect of parameter on evolution times. The parameter is taken from 0.01 to 0.5, and the step size is 0.01.
The simulation results in Fig.11 show that as α increases, the evolution times will decrease. Specially, as α gets smaller, convergence time is going to be exponentially larger. Conversely, when α approaches 0.5, convergence time tends to a relatively small critical value. 5) Under the same interval length L = 10, we discuss the influence of the number of agents on the convergence speed based on three strategies. For all strategies, we assume that agents are subject to random distribution and take α = 0.5. In order to ensure that the initial topology is connected, the number of agents needs to be sufficient which is increased by 10 from 20 to 100. Fig.12(a) shows that the convergence time has an increasing trend as the number of agents increases base on strategy 1. The reason is that if the number of agents is larger, neighbors referred by agents are more likely to be so close that agents' changes will be slighter during each evolution. Fig.12(b) shows that the convergence time has an decreasing trend as the number of agents increases base on strategy 2. The reason is that the neighbors that an agent selects may be further away as the number of agent's neighbors increases, which makes the agents whose states are close to the edge more likely to approach the equilibrium state. Fig.12 (c) shows that the convergence time is not necessarily related to the number of agents in strategy 3. The reason is that there is little correlation between random neighbors selected by agents and the number of neighbors.
VII. CONCLUSION
This paper focuses on the consensus problem of discrete time multi-agent systems with switching topology. A consensus protocol, based on four different neighbor selection strategies, is developed that fully embodies an agent's intelligence and ability to assess a situation. Each mobile agent only refers to two neighbors, for computing during evolution, which enhances consensus of the MASs and greatly reduces the cost of comparison, data storage and computation during evolution.
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