We show that a C * -algebra A is nuclear iff there is a constant K and α < 3 such that, for any bounded homomorphism u : A → B(H), there is an isomorphism ξ : H → H satisfying ξ −1 ξ ≤ K u α and such that ξ −1 u(.)ξ is a * -homomorphism. In other words, an infinite dimensional A is nuclear iff its length (in ths sense of our previous work on the Kadison similarity problem) is equal to 2.
The main result of this note is as follows. Theorem 1. The following properties of C * -algebra A are equivalent:
(i) A is nuclear.
(ii) There is a constant K and α < 3 such that any bounded homomorphism u : A → B(H) satisfies u cb ≤ K u α .
(iii) Same as (ii) with K = 1 and α = 2.
The implication (i) ⇒ (iii) is well known (see [2, 3] ).
In the terminology of [13] , the similarity degree d(A) is the smallest α for which the property considered in (ii) above is satisfied. It is proved in [13] that d(A) is always an integer identified as the smallest length of a specific kind of factorization for matrices with entries in A.
With this terminology, the preceding theorem means that A is nuclear iff d(A) ≤ 2. In the infinite dimensional case, d(A) > 1 hence A is nuclear iff d(A) = 2.
In his work on derivations (see [3] and [4] ) Erik Christensen isolated the following property D k for a C * -algebra. Here k is any number ≥ 1/2. A C * -algebra A has property D k if for any H, any representation π : A → B(H), and any T in B(H) the derivation δ T : A → B(H) defined by δ T (a) = π(a)T − T π(a) satisfies
With this terminology, Theorem 1 implies the following: * Partially supported by NSF and Texas Advanced Research Program 010366-163 Corollary 1. Let A be a C * -algebra. The following assertions are equivalent.
Proof. Here again the fact that (i) ⇒ (iii) is well known (see [2, 3] ). The equivalence between the similarity problem and the derivation problem was established by Kirchberg in [12] . Refining Kirchberg's estimates, the author proved in [13] (see also [16, p. 139] ) that property D k implies that the similarity degree d(A) is at most 2k. Thus (ii) ⇒ (i) follows from the corresponding implication in Theorem 1.
The main point in Theorem 1 is (ii) ⇒ (i). In our previous work, we could only prove that (ii) implies that A is "semi-nuclear," i.e. that whenever a representation π : A → B(H) generates a semifinite von Neumann algebra, the latter is injective. In this note, we show that the semifiniteness assumption is not needed. We use the same starting point as in [13] , together with some additional tricks, but we feel the idea of the present proof is more transparent than the one in [13] . In particular, we will use the following (unfortunately unpublished) results due to Haagerup. Remark. Recall that if A op denotes the opposite of A, then a → a * is an isomorphism fromĀ into A op . In particular the norm of Σa i ⊗ā i in A ⊗ minĀ (resp. A ⊗ maxĀ ) is equal to that of Σa i ⊗ a * i in A ⊗ min A op (resp. A ⊗ max A op ). We will also use the following result first proved in [17] in the semifinite case, and extended to the general case in [6] , using the crossed product of M relative to its modular automorphism group, to embed M into a seminfinite algebra N admitting a conditional expectation onto M (the proof of Theorem 2 is more delicate).
Theorem 3 ([6]
). Let M be a von Neumann algebra. Fix an integer n. Let B 0 (resp. B 1 ) be the space M n equipped with the norm (a j ) B0 = Σa * j a j 1/2 (resp. (a j ) B1 = Σa j a * j 1/2 ). Let us denote by · 1/2 the norm of the complex interpolation space (B 0 , B 1 ) 1 2 . Then for any (a j ) in M n we have
.
We will invoke the following simple technical result from interpolation theory (see [1] for more on the latter). (i) Let T : B → X be a linear map into another Banach space. Suppose that
where c 1 is an absolute numerical constant.
(ii) Suppose now that there is a bound λ > 0 so that
Then
where c 2 is another absolute numerical constant.
Remark. It is well known that the inequality a 1 2 ≤ c 3 a 1 2 ,1 always holds (for some constant c 3 ), but not its converse. The point of Lemma 4 (ii) is that some sort of converse does hold when B 0 ≃ B 1 , with a constant growing " slowly" in terms of the isomorphism coefficients of B 0 and B 1 .
Proof of Lemma 4. Part (i) is classical (see e.g. [1, p. 49] ). That same reference shows that
But on the other hand, we have trivially K t (a) ≤ a 0 when t > λ and K t (a) ≤ t a 1 when λ < 1/λ so that
But by interpolation, we must have both
and
hence we obtain (ii).
We will also use:
. A unital operator algebra A satisfies property (ii) in Theorem 1 iff we have: (iv) There is a constant K ′ satisfying the following: for any linear map u :
Remark. Note that (1) Another ingredient is the following Lemma which can be derived from [10] or from the more recent paper [18] . Lemma 6. Let E be a finite dimensional operator space and let A be a C * -algebra. Assume that E is a "maximal" operator space (equivalently that E * is a minimal one). Then for any c.b. map u : A → E we have ∀n ∀a 1 , . . . , a n ∈ A
where C is a numerical constant.
Proof. We may apply [10, Th. . whence we have, for any x 1 , . . . , x n in X,
Proof of Theorem 1. As we already observed, by Theorem 2, it suffices to show that (iv) implies that A is nuclear. Let ρ : A → B(H) be a representation and let M = ρ(A) ′′ . Using Theorem 2, we will show that (iv) implies that M is injective. By the well known results of Choi-Effros and Connes (see [5] ), this implies that A is nuclear. Since ρ(A) ≃ A/ker(ρ) is quotient of A it obviously inherits the property (iv). Thus we may as well assume A ⊂ B(H) and let M = A ′′ . It suffices to show that M is injective. It will be convenient to use a "standard form" (H, J, P ♮ ) for M , i.e. we have a faithful normal representation of M denoted by x → L x ∈ B(H), an isometric involution J : H → H, and a self-polar cone P ♮ satisfying the classical conditions. We refer to [7] or [11, p. 640 ] for more details. We will denote by x → R x ∈ B(H) the right action of M (that is a representation of M op on H), defined by
Then L x and R y commute for all x, y in M . Note that the space H is often denoted simply by L 2 (M ). Let us now fix ξ, η in the unit sphere of H. We define a linear functional f on M ⊗ M op by setting f (x ⊗ y * ) = L x R y * ξ, η .
Step 1. We will show that for any a 1 , . . . , a n and b 1 , . . . , b n in M
where the infimum runs over all α j , β j in B(H) such that b j = α j + β j .
Note: It may be worthwhile for the reader to note that (b j ) R+C is (up to a factor 2) in operator space duality with (a j ) R∩C , namely if we set
where the sup runs over all (x j ) in B(ℓ 2 ) such that (x j ) R∩C ≤ 1, then we have (see e.g. [9] )
To prove (3) we introduce the operator space E = max(ℓ n 2 ), that is n-dimensional Hilbert space equipped with its "maximal" operator space structure. Then we fix an n-tuple (b j ) in M such that (b j ) R+C < 1 and we define a linear map u : M → E as follows:
where e j is the canonical basis of ℓ n 2 . We will assume that E ⊂ B(K) completely isometrically. The reader may prefer to consider instead of u, the bilinear form (x, ξ) → u(x), ξ defined on M × E * where E * is now ℓ n 2 equipped with its "minimal" (or commutative) operator space structure obtained by embedding its isometrically into a commutative C * -algebra. We will now apply Theorem 5 to u. Note that since y → R y * is a representation of M , it extends to a complete contraction from B(H) to B(H) and hence we must have
We now claim that we can write for all a, b in M
are linear maps all with norm ≤ 1.
Then, it is easy to check (4) . Also, we have trivially
Moreover, by Lemma 6 we have
By Theorem 5, it follows that u |A cb ≤ 2K ′ .
Since u : M → B(K) is clearly normal (i.e. σ(M, M * ) continuous) and since A is σ(M, M * ) dense in M , we clear have
Then by Lemma 6, applied with ξ j biorthogonal to e j , we have
Hence by homogeneity we obtain the announced inequality (3).
Step 2. We will show that Taking the supremum over all f 's in (3), we find 
Thus (7) implies (5).
Step 3. Let B 0 (resp. B 1 ) be the Banach space M n equipped with the norm (a j ) B0 = a * j a j Step 4. Taking finally a j = b j , since by Theorem 2, we have (a j ) 1 2 = L aj R a * j 1/2 we obtain (9) L aj R a * j 1/2 ≤ K ′′ (Log(n) + 1) a j ⊗ā j 1/2 min .
But now let t = ΣL aj R a * j . Applying (9) with t replaced by (t * t) m for m = 1, 2, . . . we find t m ≤ K ′′ (Log(n 2m ) + 1) a j ⊗ā j m min hence t 1/2 ≤ (K ′′ (Log(n 2m ) + 1)) Remark. There probably is a more direct proof that (6) implies that M is injective; this variant of a result in [8] seems to be of independent interest. In particular, it would be nice to know exactly which families of pairs of operator spaces in duality (F n , F * n ) can be used instead of F n = R n ∩ C n or F n = OH n to characterize injectivity (note that F n = R n or F n = C n obviously do not work).
