ABSTRACT In this paper, the output tracking problem for a large class of uncertain nonlinear systems with arbitrary integrator powers and nonlinearly parameterized unknown dynamics is addressed by employing an innovative tool called adding an universal power integrator (AUPI). By virtue of the AUPI methodology, flexible degrees of homogeneous are incorporated to mask rich diversities in integrator powers rather than simply positive odd integers involved in previous works. Moreover, a universal gain is adaptively updated according to the tracking error, which can converge into an arbitrarily small region including the origin, and thereby contributing to bounded but large enough controller gain and prescribed tracking accuracy. Numerical examples demonstrate the effectiveness of the proposed AUPI-based adaptive tracking control scheme.
I. INTRODUCTION
In this paper, we focus on a large class of uncertain nonlinear power-integrator systems of non-triangular form as follows: 1 2 + f 1 (x x x, u, θ θ θ 1 (t)) . . .
x n−1 = d n−1 (t, x x x, u) x p n−1 n + f n−1 (x x x, u, θ θ θ n−1 (t)) x n = d n (t, x x x, u) u p n + f n (x x x, u, θ θ θ n (t))
where x x x = [x 1 , · · · , x n ] T ∈ R n and u ∈ R are system states and control input, respectively. For i = 1, · · · , n, p i ∈ R + odd := {s ∈ R : s > 0 is a ratio of odd integers}, d i (t, x x x, u) ∈ C 0 is the unknown time-varying control coefficient, f i (x x x, u, θ θ θ i (t)) ∈ C 0 is the unmodeled dynamics and/or uncertainties, and θ θ θ i (t) represents a bounded vector of uncertain time-varying parameters and/or disturbances.
Note that system (1) is a nontrivial and challenging extension of strict-feedback nonlinear systems perturbed by nonlinearities which have been intensively studied by the backstepping-based approaches [1] - [4] . However, the flexible powers p i , i = 1, 2, · · · , n make the first linearization of system (1) uncontrollable [5] if p i > 1, and even render the system not be linearizable [6] if p i < 1, thereby resulting in unavailability of conventional backstepping-based methods.
In past decades, system (1) has attracted great attention, and has been widely investigated in both feedback stabilization via homogeneous approximation [7] , [8] and output tracking in the framework of output regulation theory [9] . However, these approximation-based approaches can only achieve local solutions.
Recently, an innovative adding a power integrator (API) [10] technique has contributed to both smooth [11] and non-smooth [12] solutions to feedback stabilization.
Under various restrictions on integrator powers p i and additive nonlinearities f i (·) in system (1), a mount of interesting results have been presented by employing the API-based constructive mechanism. Furthermore, by employing the homogeneity with monotone degrees (HWMD) [13] , a general framework for the API technique has been established to further replace restrictions on powers p i , i = 1, 2, · · · , n by a series of non-decreasing positive degrees of homogeneous [14] , and thereby contributing to enhance the smoothness of control signal. Essentially, the HWMD-based design allows flexibility on selections of homogeneous degrees, and circumvents rigid constraints on powers. In this context, the monotonicity of powers is transformed to the HWMD design, where it restrictively requires uniformly positive degrees of homogeneous.
However, asymptotic output tracking cannot be achieved for system (1) since the lumped nonlinearities including target dynamics cannot be completely dominated. Alternatively, practical output tracking result can be obtained in [15] by using a modified API method. Considering nonlinearly parameterized dynamics, an adaptive version using the API-based approach has been proposed in [16] and [17] , whereby the bounds of reference signals and unknown parameters can be unknown. Combining with Nussbaum-gain approach, previous results can be further extended to a class of high-order uncertain nonlinear systems with unknown control directions [18] . Under homogeneous growth conditions on perturbed nonlinearities and/or unity integrator powers, i.e., p i = 1, i = 1, 2, · · · , n, nonlinear state observers have been incorporated into the API-based practical tracking via output feedback [19] - [24] . Unfortunately, all previous results critically require that integrator powers p i , i = 1, 2, · · · , n must be positive odd integers, and the powers of x i+1 appearing in the nonlinearity f i (·) should also be positive odd integers and strictly less than p i . For example, consider a simple but crucial planar system as follows:
with a time-varying parameter having an unknown bound θ ≥ 0, i.e., |θ(t)| ≤θ . If p 1 and q 1 are positive odd integers and satisfy p 1 > q 1 , practical output tracking of system (2) can be achieved by adaptive approach in [16] . However, if the powers p 1 and/or q 1 are not integers, e.g.,
, there is no any solution to global practical output tracking problem of system (2) . Clearly, the rigid requirements on integrator powers would inevitably render output tracking problem of genuinely nonlinear systems with arbitrary integrator powers rather than only positive odd integers remain open.
In this paper, we will address the output tracking problem for a large class of uncertain nonlinear systems with arbitrary integrator powers in addition to nonlinearly parameterized uncertainties and unknown control gain functions. Note that, as integrator powers p i , only positive odd integers can be handled in previous works. In order to facilitate arbitrary integrator powers, i.e., p i ∈ R + odd , adding an universal power integrator (AUPI) methodology is proposed to deal with any powers p i ∈ R + odd by employing flexible degrees of homogeneous, which are not limited to non-decreasingly positive values any more and can be alternatively positive and/or negative numbers. Moreover, unknown bounds and/or uncertainties separated from nonlinear-in-parameter dynamics and reference signals can be dominated by using an universal adaptive parameter L which renders tracking error arbitrarily small provided that the universal parameter L is updated to be large enough. In this context, practical output tracking of uncertain nonlinear systems with arbitrary integrator powers and nonlinearly parameterized uncertainties can be achieved eventually by an adaptive state-feedback controller constructed by the proposed AUPI technique.
II. PRELIMINARIES AND PROBLEM FORMULATION A. PROBLEM FORMULATION
In this paper, we consider a large class of uncertain nonlinear power-integrator systems in (1) with completely unknown parametric dynamics, i.e.,
where positive constantθ i ≥ 0 is unknown. Consider the desired output x 1d (t) satisfying a general assumption as follows:
Assumption 1 [15] : There exists an unknown constant M ≥ 0 such that
(4) It has been shown in previous works [15] , [16] , [20] that asymptotic tracking of system (1) with positive odd integers p i , i = 1, 2, · · · , n to any time-varying reference signal cannot be achieved. For any integrator powers p i ∈ R + odd , i = 1, 2, · · · , n, we still pursue the practical tracking result for system (1) with unknown dynamics in the non-triangular form.
In this context, our objective in this paper is to provide, if possible, a general solution to global practical output tracking of system (1) by employing an adaptive state-feedback controller of the following form:
such that, for any > 0 and every x x x(0) ∈ R n , there exists a finite time T ( , x x x(0)) > 0 rendering the tracking error of the closed-loop system (1) and (5) satisfy
and all states of the closed-loop system (1) and (5) are welldefined and globally bounded on [0, +∞). In order to facilitate the foregoing task, we make 2 hypotheses on unknown nonlinearities d i (·) and f i (·) as follows:
Assumption 2: The following inequality holds: 
where
Remark 1: From Assumption 1, it only requires the reference signal x 1d (t) ∈ C 1 , while the boundaries of x 1d andẋ 1d are not necessarily needed.
Remark 2: Different from previous works [15] , [16] , [20] 
B. PRELIMINARIES
Useful lemmas frequently used in design and analysis of the proposed control methodology are stated here.
Lemma 1 [11] : For any continuous function f (x, y) where x ∈ R m and y ∈ R n , there are smooth scalar-value functions
|f (x, y)| ≤ c(x)d(y) (10) Lemma 1 paves an effective way to separate a multivariate nonlinearity f (x 1 , · · · , x n ) into univariate lumped ones f 1 (x 1 ), · · · , f n (x n ), and thereby contributing to a powerful tool for handling nonlinearly parameterized dynamics and/or uncertainties. The rest lemmas can be derived from Young's inequality as follows.
Lemma 2 [5] : For any x, y ∈ R and a constant p ≥ 1, the following inequalities hold:
(|x| + |y|) 
for any y ≥ 0, k > 0 and β > α > 0.
i.e.,
. Clearly, the inequality (19) also holds, if β = α. Thus, inequality (16) holds. This concludes the proof.
III. ADDING AN UNIVERSAL POWER INTEGRATOR
In this section, a novel methodology termed adding an universal power integrator (AUPI) for global practical output tracking controller design of uncertain system (1) with arbitrarily positive powers, unknown functional and/or parametric dynamics is proposed in the sequel.
Theorem 1: Under Assumptions 1-3, global practical output tracking control of system (1) is solvable by an adaptive state-feedback controller of the form (5).
Proof: The entire proof is performed by employing a novel machinery called adding an universal power integrator (AUPI), which can construct a C 1 positive definite and proper Lyapunov function, and can realize a homogeneouslike adaptive tracking controller, simultaneously.
Let
where τ i and r i , i = 1, 2, · · · , n are defined by
Step: Define
where positive constants σ and r 1 satisfy (20) and (21). Choose a Lyapunov function as follows:
Differentiating V 1 along the dynamics of (1), by Lemma 2, yieldṡ
In order to estimate the terms at the righthand of inequality (24), we introduce the following proposition which is repeatedly used in this proof and is proved in the Appendix.
Proposition 1: For i = 1, 2, · · · , n, the following inequality holds:
Using Proposition 1 and Lemma 3, we have
for a positive function γ 1 (·) > 0, an unknown constant 1 , and any positive constant L > 0 determined later. Using Lemma 3, we have
Substituting (26) and (27) into (24) yieldṡ
with an unknown positive constant 1 :=¯ 1 +˜ 1 ≥ 0. Selecting the virtual control law x * 2 as follows:
where the adaptive law for L is as follows:
with initial value L(0) ≥ 1, e 1 = x 1 − x 1d , and a predefined constant > 0, together with Assumption 3, yieldṡ
for a positive functiond 1 (·) > 0. Inductive
Step: Suppose at step k − 1, there is a C 1 Lyapunov function V k−1 : R k → R, which is positive definite and proper, and a set of 
such thaṫ
with an unknown positive constant k−1 ≥ 0 and a known positive functiond k−1 (·) > 0. Obviously, the inequality (34) exactly reduces to the formulation (31) when k = 2 under the definitions of (32) and (33). In this context, we claim that the inequality (34) also holds at step k. Keeping moving on, we consider the following Lyapunov function:
with
which works as the C 1 Lyapunov function satisfying the following proposition whose proof is given in the Appendix. 
Together with (34), we have the derivative of V k along system (1) as follows:
In what follows, we estimate the last 5 terms at the righthand of inequality (39). Using Lemmas 3 and 2, we have
Similar to (26), using Proposition 1 and Lemma 3, we have
In order to further estimate the remaining 3 terms in (39), we employ the following propositions which have been proven in the Appendix.
Proposition 3: The following inequalities hold: 
Selecting the virtual control law x * k+1 as follows:
This validates the claim that the inequality (34) also holds at step k, i.e., the inequality (48) holds. Inductively, the inequality (48) holds for k = n with a set of virtual controllers (29)-(46). In this context, at the last step, selecting the actual controller u as follows:
with a positive function β n (·) > 0, yieldṡ
for an unknown positive constant n > 0.
Although the derivative of V n is negative definite when the error trajectory goes outside of the region 0 , we cannot ensure the error trajectory would stay within the region 0 since it probably breaks through the boundary of the region In order to estimate the maximal level set 1 of Lyapunov function, i.e., the region of attraction, we use the following proposition whose proof is given in the Appendix.
Proposition 4: The following inequality holds:
for positive constants C > 0 and > 0. By Proposition 4, we have
for positive constants C > 0 and > 0. Substituting (54) into (50) yieldṡ
with an unknown positive constant :
It follows that the error vector ξ ξ ξ n converges to the region of attraction 1 .
Combining with Proposition 2 and (57), we further have
Hence, all errors e 1 , · · · , e n are bounded if L is bounded.
In what follows, we have to address the adaptive parameter L is bounded by employing the following proposition whose proof is given in the Appendix.
Proposition 5: The adaptive parameter L(t) defined by (30) is bounded on the time interval
Specifically, the tracking error e 1 := x 1 − x 1d ∈ L ∞ is bounded by |e 1 | ≤ ( /(CLc 2/3 )) 3r 1 /(4σ −2τ 1 ) . Together with x 1d ∈ L ∞ , we immediately have x 1 ∈ L ∞ , and thereby resulting in x * 2 ∈ L ∞ via (29). Recursively, we can get all states x 1 , · · · , x n , virtual control signals x * 2 , · · · , x * n , and actual control signal u are bounded. This concludes the proof.
Remark 3: By employing the parameter separation technique (9)-(10) in Lemma 1 and the adaptive gain L in (30), an adaptive mechanism within the proposed AUPI approach has been established to adaptively dominate nonlinearly parameterized uncertainties and/or unknown dynamics f i (·) under mild conditions (4) and (7), where upper bounds M andθ i can be unnecessarily known. Remark 4: Utilizing the bounding functions d i (·) andd i (·) of unknown control gain functions d i (·), i = 1, 2, · · · , n yields a robust tracking control result which allows arbitrary uncertainties and/or unknown dynamics falling into the functional gap between d i (·) andd i (·).
Remark 5: Crucially, any powers p i ∈ R + odd , far wider than positive odd integers [15] , [16] , [20] , within system (1) can be handled by the proposed AUPI mechanism in Theorem 1 which therefore achieves globally robust adaptive output tracking for a large class of non-triangular uncertain systems with arbitrary power integrators, of which the output tracking problem has not been solved in previous works [15] , [16] , [20] .
Clearly, a straightforward extension of the main result within Theorem 1 can be made to a large class of nonlinearly parameterized lower triangular systems with arbitrary power integrators as follows:
. . .
are continuous functions, and θ θ θ i (t) satisfy (3) with unknown boundsθ i .
Corollary 1: Under Assumption 1, global practical tracking of system (59) can be achieved by an adaptive statefeedback controller of the form (5).
Remark 6: Actually, Corollary 1 makes a significant extension from [16, Corollary 3.6] and [15, Corollary 4.5] , whereby the powers p 1 , · · · , p n are required to be positive odd integers and control gains d 1 , · · · , d n are certainly unities, in addition that parametric uncertainties θ θ θ i (t) are excluded from [16] , [20] .
Furthermore, consider strict-feedback constraints, i.e., system (59) with α ij = 0, given bẏ θ θ θ 1 (t) ) . . .
where ρ i (·), i = 1, 2, · · · , n are nonlinearly parameterized functions with unknown time-varying parameters θ θ θ i . We can steadily derive an interesting result as follows:
Corollary 2: Under Assumption 1, global practical tracking of system (60) can be achieved by an adaptive statefeedback controller of the form (5).
Remark 7: Clearly, Corollary 2 treats the state-feedback result in [20] as a special case with constant control gains VOLUME 4, 2016 d i , i = 1, 2, · · · , n and homogeneous-like growth constraints on ρ i (·), i = 1, 2, · · · , n.
IV. ILLUSTRATIVE EXAMPLES
In order to verify the powerful effectiveness of the AUPI-based approach to global practical output tracking of a large class of uncertain nonlinear systems with arbitrary integrator powers, we first consider a planar nonlinear system with unknown control gain functions, unmodelled dynamics, and lower powers, which cannot be handled by previous methods, as follows: (62) with an unknown time-varying parameter θ 1 (t) bounded by an unknown constantθ 1 .
Given the desired output x 1d governed by x 1d (t) = sin(Mt) with unknown bound M , our objective is to track system (61) to the target signal x 1d with high tracking accuracy. It should be noted the foregoing task is unresolved due to fractional power, i.e., 3/5, of x 2 and the lower power 1/5 of x 2 in the nonlinearity of f 1 (·), in addition to unknown control gain functions d 1 (·) and d 2 (·). Fortunately, it is clear that system (61) satisfies all assumptions of Theorem 1 with a constraint on perturbed nonlinearity f 1 (·) as follows:
In this context, global practical output tracking of system (61) can be solved by an adaptive state-feedback controller of the form (5) . To this end, we will explicitly design the adaptive state-feedback controller in the sequel.
First of all, selecting dilation weights and degrees of homogeneous satisfying (20) and (21) as follows: r 1 = 1, τ 1 = −2/5, r 2 = 1, τ 2 = 0 and σ = 1 yields the Lyapunov function as follows:
The time derivative ofV 1 can be obtaineḋ
Note that (using Lemma 1 and Proposition 1)
(67)
Substituting (66) into (65) and using Lemmas 2, 3 and 4 yieldsV
with an unknown constant 1 and
where the adaptive parameter L is updated bẏ
for an user-defined threshold value > 0. Selecting the virtual control law x * 2 as follows:
yieldṡ
Consider the Lyapunov function
We have the derivativeV 2 as follows:
Note that 3 2d 
with user-defined positive constantsθ 21 ,θ 22 andθ 23 , and
Simulation results of the planar system (2) with p 1 = 3/5 and
We further havė Selecting the control law u as follows:
It implies that system (61) can practically track the reference signal with a predefined accuracy.
Furthermore, we turn to solve the practical output tracking problem of system (2) with p 1 = 5/3, q 1 = 1/3 and p 1 = 3/5, q 1 = 1/5, which cannot be achieved by previous methods. Unknown time-vary parameter is assumed as θ (t) = sin(5t) for simulation. According to the design procedure within the proof of Theorem 1, the AUPI-based adaptive , for p 1 = 5/3, q 1 = 1/3 (89)
tracking controllers can be constructed for system (2) and are given by (89) and (90) at the bottom of the previous page.
Results are shown in Figs. 1 and 2 , respectively, from which we can see that the proposed AUPI-based adaptive tracking controller can practically track the system (2) with high accuracy. Obviously, control actions in (89) and (90) show that only x 1 , x 2 and x 1d are required while the bounds of reference signal and unknown parameters are adaptively dominated by an universal adaptive parameter L.
V. CONCLUSIONS
In this paper, we have addressed practical output tracking problem for a class of nonlinear uncertain systems with arbitrary integrator powers and completely unknown dynamics which cannot be handled by previous approaches. By virtue of the proposed AUPI machinery, an adaptive state-feedback controller with an universal adaptive gain can be recursively constructed, and renders the tracking error globally ultimately uniformly bounded.
APPENDIX

A. PROOF OF PROPOSITION 1
Proof: For any j ∈ J ⊆ {1, 2, · · · , N i } such that α ij > 0, using Lemmas 1 and 3, we have
for positive functions ϕ ij (·) ≥ 1 and φ ij (·) ≥ 1. Obviously, for any j ∈ J ⊆ {1, 2, · · · , N i } such that α ij = 0, using Lemma 1, we have
Combining (A.1) and (A.2) with Assumption 2, we further have
The inequality (25) holds. This concludes the proof.
B. PROOF OF PROPOSITION 2
Proof: Together with (36) and Lemma 2, we have
and e k = x k − x * k . On the other hand, applying Lemma 2 to (36) yields
for a positive constantc k = 2 1−r k /σ . Substituting (A.4) into (35), using Lemma 2, yields
wherec ≤ min{c 1 , · · · ,c n }. It implies that Lyapunov functions V 1 , · · · , V n are positive definite and proper. Substituting (A.5) into (35), using Lemma 2, yields
It follows that (38) holds. This concludes the proof.
C. PROOF OF PROPOSITION 3
Proof: A direct calculation from (36) together with (1), (32) and Assumptions 3 and 2, using Lemma 2, yields
and an unknown constant i ≥ 0. Note (using Lemma 3) that
for a positive functionc i (·) > 0. Substituting (A.9) into (A.8) yields
Obviously, if τ i ≥ τ k , using Lemma 3, one can easily havẽ
for a positive function c i1 (·) > 0. If τ i < τ k , together with Lemma 4, we havẽ
with a positive constantθ ki > 0. Moreover, using Lemma 3, we havẽ
for a positive function c i2 (·) > 0 and a positive constantθ ki > 0.
Combining with (A.11)-(A.13) and (A.10), we have inequality (42) holds.
From (36) and (32), using Lemma 2, we have
for a positive functionc k2 (·) > 0. Noticing 0 < 1 − τ k /σ < 2, and Using Lemma 4, we further have inequality (43) holds.
Similar to (A.14), together with (30), (36) and (32), we have
for a positive functionc k3 (·) > 0. Using Lemmas 3 and 4, we further have inequality (44) holds. This concludes the proof.
D. PROOF OF PROPOSITION 4
Proof: By (A.5), we have
Noticing 2/3 ≤ 2σ/(2σ − τ k ) ≤ 2 and using Lemma 4, we have
for positive constants k > 0, k = 1, 2, · · · , n.
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