Abstract. We study the inhomogeneous Cauchy-Riemann equation on spaces EV(Ω, E) of weighted C ∞ -smooth E-valued functions on an open set Ω ⊂ R 2 whose growth on strips along the real axis is determined by a family of continuous weights V where E is a locally convex Hausdorff space over C. We derive sufficient conditions on the weights V such that the kernel ker ∂ of the Cauchy-Riemann operator ∂ in EV(Ω) ∶= EV(Ω, C) has the property (Ω) of Vogt. Then we use previous results and conditions on the surjectivity of the Cauchy-Riemann operator ∂∶ EV(Ω) → EV(Ω) and the splitting theory of Vogt for Fréchet spaces and of Bonet and Domański for (PLS)-spaces to deduce the surjectivity of the Cauchy-Riemann operator on the space
Introduction
Let E be a linear space of functions on a set U and P (∂)∶ F (Ω) → F (Ω) be a linear partial differential operator with constant coefficients which acts continuously on a locally convex Hausdorff space of (generalized) differentiable scalar-valued functions F (Ω) on an open set Ω ⊂ R n . We call the elements of U parameters and say that a family (f λ ) λ∈U in F (Ω) depends on a parameter w.r.t. E if the map λ ↦ f λ (x) is an element of E for every x ∈ Ω. The question of parameter dependence is whether for every family (f λ ) λ∈U in F (Ω) depending on a parameter w.r.t. E there is a family (u λ ) λ∈U in F (Ω) with the same kind of parameter dependence which solves the partial differential equation
In particular, it is the question of C k -smooth (holomorphic, distributional, etc.) parameter dependence if E is the space C k (U ) of k-times continuously partially differentiable functions on an open set U ⊂ R d (the space O(U ) of holomorphic functions on an open set U ⊂ C, the space of distributions D(U )
′ on an open set U ⊂ R d , etc.). The question of parameter dependence has been subject of extensive research varying in the choice of the spaces E, F (Ω) and the properties of the partial differential operator P (∂), e.g. being (hypo)elliptic, parabolic or hyperbolic. Even partial differential differential operators P λ (∂) where the coefficients also depend [62] , C ∞ -smoothly [81, 82] , holomorphically [63, 64, 81] or differentiable resp. real analytic [20] on the parameter λ were considered. The case that the coefficients of the partial differential differential operator P (x, ∂) are nonconstant functions in x ∈ Ω was treated for F (Ω) = A (R n ), the space of real analytic functions on R n , as well [3, 4] . The answer to the question of C k -smooth (holomorphic, distributional, etc.) parameter dependence is obviously affirmative if P (∂) has a linear continuous right inverse. The problem to determine those P (∂) which have such a right inverse was posed by Schwartz in the early 1950s (see [30, p. 680] ). In the case that F (Ω) is the space of C ∞ -smooth functions or distributions on an open set Ω ⊂ R n the problem was solved in [65, 66, 67] and in the case of ultradifferentiable functions or ultradistributions in [69] by means of Phragmén-Lindelöf type conditions. The case that F (Ω) is a space of weighted C ∞ -smooth functions on Ω = R n or its dual was handled in [48, 51] , even for some P (x, ∂) with smooth coefficients, the case of tempered distributions in [49] and of Fourier (ultra-)hyperfunctions in [57, 58] . For Hörmander's spaces B loc p,κ (Ω) as F (Ω) the problem was studied in [35] . The same problem for differential systems on distributions was considered in [28] and on ultradifferentiable functions or ultradistributions in [34] .
The conditions of Phragmén-Lindelöf type were analysed in [11, 12, 65, 68, 70, 71] for spaces of C ∞ -smooth functions or distributions, in [10, 75] for spaces of real analytic or ultradifferentiable functions of Roumieu type and in [14, 15, 16] for ultradifferentiable functions or ultradistributions of Beurling type.
The necessary condition of surjectivity of the partial differential operator P (∂) was studied in many papers, e.g. in [1, 32, 37, 61, 89] on C ∞ -smooth functions and distributions, in [13, 36, 54, 55, 56] on real analytic functions, in [9, 21] on Gevrey classes, in [17, 19, 52, 53, 73] on ultradifferentiable functions of Roumieu type, in [31] on ultradistributions of Beurling type, in [8, 18] on ultradifferentiable functions and ultradistributions and in [60] . Nevertheless, the question of parameter dependence w.r.t. E has a positive answer for several locally convex Hausdorff spaces E due to tensor product techniques. In this case the question of parameter dependence obviously has a positive answer if the topology of E is stronger than the topology of pointwise convergence on U and
is surjective where C ∞ (Ω, E) is the space of C ∞ -smooth E-valued functions on Ω and P (∂) E the version of P (∂) for E-valued functions. If E is complete, we have the topological isomorphy C ∞ (Ω, E) ≅ C ∞ (Ω)εE where the latter space is Schwartz' ε-product. By Grothendieck's classical theory of tensor products [33] the ε-product is topologically isomorphic to the completion of the projective tensor product C
(Ω) with its usual topology is a nuclear space. From this tensor product representation and the surjectivity of the elliptic operator P (∂) on the Fréchet space C ∞ (Ω) follows the surjectivity of P (∂)
E by [40, Satz 10.24, p. 255 ] if E is a Fréchet space. Hence the answer to the question of C k -smooth or holomorphic parameter dependence is affirmative but the case of distributional parameter dependence is not covered as D(U ) ′ b with the strong dual topology is not a Fréchet space. However, the surjectivity result for P (∂) E can even be extended beyond the class of Fréchet spaces E due to the splitting theory of Vogt for Fréchet spaces [86, 87] and of Bonet and Domański for (PLS)-spaces [5, 7] . Namely, we have that In general, Grothendieck's classical theory of tensor products can be applied if P (∂) is surjective and F (Ω) is a nuclear Fréchet space. If in addition ker P (∂) has the property (Ω), the splitting theory of Vogt for Fréchet spaces and of Bonet and Domański for (PLS)-spaces can be used. In the case that F (Ω) is not a Fréchet space the question of surjectivity of P (∂) E can still be handled. For (PLS)-spaces F (Ω), e.g. (ultra-)distributions, one can apply the splitting theory of Bonet and Domański for (PLS)-spaces, and for (PLH)-spaces F (Ω), e.g. D L 2 and B loc 2,κ (Ω) which are non-(PLS)-spaces, the splitting theory of Dierolf and Sieg for (PLH)-spaces [22, 23] is available. For applications we refer the reader to the already mentioned papers [5, 7, 22, 23, 86, 87] as well as [6, 25, 26] where F (Ω) is the space of ultradistributions of Beurling type or of ultradifferentiable functions of Roumieu type and E, amongst others, the space of real analytic functions and to [41] where F (Ω) is the space of C ∞ -smooth functions or distributions. Notably, the preceding results imply that the inhomogeneous Cauchy-Riemann equation with a right-hand side f ∈ E(Ω, E) ∶= C
2 is open and E a locally convex Hausdorff space over C whose topology is induced by a system of seminorms (p α ) α∈A , given by
where F is a Fréchet space satisfying the condition (DN ) or if E is an ultrabornological (PLS)-space having the property (P A). Among these spaces E are several spaces of distributions like D(U ) ′ , the space of tempered distributions, the space of ultradistributions of Beurling type etc. In the present paper we study this problem under the constraint that the right-hand side f fulfils additional growth conditions given by an increasing family of positive continuous functions V ∶= (ν n ) n∈N on an increasing sequence of open subsets (Ω n ) n∈N of Ω with Ω = ⋃ n∈N Ω n , namely,
for every n ∈ N, m ∈ N 0 and α ∈ A. Let us call the space of such functions EV(Ω, E). Our interest is in conditions on V and (Ω n ) n∈N such that there is a solution u ∈ EV(Ω, E) of (1), i.e. we search for conditions that guarantee the surjectivity of
From the previous considerations for the Cauchy-Riemann operator on the space of non-weighted C ∞ -smooth functions our task is evident and a part of it is already done. The spaces EV(Ω) ∶= EV(Ω, C) are Fréchet spaces by [44, 3.4 Proposition, p. 6] , in [45, 3. 1 Theorem, p. 12] we derived conditions on the family of weights V and the sequence of sets (Ω n ) n∈N such that EV(Ω) becomes a nuclear space and in [46, 4.8 Theorem, p. 20] such that ∂ is surjective on EV(Ω). Furthermore, we obtained the topological isomorphy EV(Ω, E) ≅ EV(Ω)εE for complete E in [43, 5. 10 Example c), p. 24]. Therefore we already have a solution in the case that E is Fréchet space at hand (see [46, 4.9 Corollary, p. 21] ). What remains to be done is to characterise conditions on the kernel ker ∂ in EV(Ω) to have the property (Ω) which allow us to extend the surjectivity result beyond the class of Fréchet spaces E. Concerning the sequence (Ω n ) n∈N , we concentrate on the case that it is a sequence of strips along the real axis, i.e. Ω n ∶= {z ∈ C Im(z) < n}. The case that this sequence has holes along the real axis is treated in [47] .
Let us briefly outline the content of our paper. In Section 2 we summarise the necessary definitions and preliminaries which are needed in the subsequent sections. The kernel ker ∂ is a projective limit and in Section 3 we prove that it is weakly reduced under suitable assumptions on V and (Ω n ) n∈N (see Corollary 3.6). The weak reducibility is used in Section 4 to obtain property (Ω) for the kernel in the case that (Ω n ) n∈N is a sequence of strips along the real axis (see Theorem 4.3, Corollary 4.5). In our final Section 5 we use the preceding conditions on the weights V to deduce the surjectivity of the Cauchy-Riemann operator on
where F is a Fréchet space satisfying the condition (DN ) or an ultrabornological (PLS)-space E having the property (P A) (see Theorem 5.4). In particular, we apply our results in the case that (Ω n ) n∈N is a sequence of strips along the real axis (see Corollary 5.6) and for example ν n (z) ∶= exp(a n Re(z) γ ) for some 0 < γ ≤ 1 and a n ↗ 0 (see Corollary 5.7).
Notation and Preliminaries
The notation and preliminaries are essentially the same as in [43, 46, Section 2] . We define the distance of two subsets
Moreover, we denote by ⋅ ∞ the sup-norm, by ⋅ the Euclidean norm on R 2 , by B r (x) ∶= {w ∈ R 2 w − x < r} the Euclidean ball around x ∈ R 2 with radius r > 0 and identify R (Ω) we denote the space of (equivalence classes of)
By E we always denote a non-trivial locally convex Hausdorff space over the field C equipped with a directed fundamental system of seminorms (p α ) α∈A . If E = C, then we set (p α ) α∈A ∶= { ⋅ }. Further, we denote by L(F, E) the space of continuous linear maps from a locally convex Hausdorff space F to E and sometimes write
for the dual space of F . If F and E are (linearly topologically) isomorphic, we write F ≅ E. We denote by L t (F, E) the space L(F, E) equipped with the locally convex topology of uniform convergence on the finite subsets of F if t = σ, on the precompact subsets of F if t = γ, on the absolutely convex, compact subsets of F if t = κ and on the bounded subsets of F if t = b. The so-called ε-product of Schwartz is defined by
where L(F We recall the following well-known definitions concerning continuous partial differentiability of vector-valued functions (c.f. [44, p. 4] 
2 to E is called continuously partially differentiable (f is C 1 ) if for the n-th unit vector e n ∈ R 2 the limit
Due to the vector-valued version of Schwarz' theorem (∂ β ) E f is independent of the order of the partial derivatives on the right-hand side, we call β ∶= β 1 +β 2 the order of differentiation and write
exists in E for every z 0 ∈ Ω and the space of such functions is denoted by O(Ω, E). The exact definition of the spaces from the introduction is as follows.
Definition ([44, 3.1 Definition, p. 5]).
Let Ω ⊂ R 2 be open and (Ω n ) n∈N a family of non-empty open sets such that Ω n ⊂ Ω n+1 and Ω = ⋃ n∈N Ω n . Let V ∶= (ν n ) n∈N be a countable family of positive continuous functions ν n ∶ Ω → (0, ∞) such that ν n ≤ ν n+1 for all n ∈ N. We call V a directed family of continuous weights on Ω and set for n ∈ N a)
The subscript α in the notation of the seminorms is omitted in the C-valued case.
The letter E is omitted in the case E = C as well, e.g. we write Eν n (Ω n ) ∶= Eν n (Ω n , C) and EV(Ω) ∶= EV(Ω, C) .
The spaces F V(Ω, E), F = E, O, are projective limits, namely, we have
where the spectral maps are given by the restrictions
Weak reducibility of OV(Ω)
The goal of this section is to show that the projective limit OV(Ω) is weakly reduced under suitable assumptions, i.e. for every n ∈ N there is m ∈ N such that OV(Ω) is dense in Oν m (Ω m ) w.r.t. the topology of Oν n (Ω n ). First, we show that OV(Ω) and EV ∂ (Ω) coincide topologically under mild assumptions on weights V and the sequence of sets (Ω n ). Then we use a similar result for EV ∂ (Ω) which was obtained in [46] to prove the weak reducibility of OV(Ω). For corresponding results in the case that Ω n = Ω for all n ∈ N see [29, 
for all x ∈ Ω k and let there be q ∈ N such that for any n ∈ N there is ψ n ∈ L q (Ω k ), ψ n > 0, and J i (n) ≥ n and C i (n) > 0 such that
Let (a n ) n∈N be strictly increasing such that a n ≥ 0 for all n ∈ N or a n ≤ 0 for all n ∈ N. The family V ∶= (ν n ) n∈N of positive continuous functions on Ω given by
with some function µ∶ Ω → [0, ∞) fulfils ν n ≤ ν n+1 for all n ∈ N and Condition 3.1 for every q ∈ N with ψ n (x)
∈ Ω, where I 0 ∶= {1, 2} ∖ I with I ⊊ {1, 2} and (Ω n ) n∈N from (iii) or (iv). b) lim n→∞ a n = ∞ or lim n→∞ a n = 0 and there is some m ∈ N, m ≤ 5, such that
In this section we only need property (ω.1).
3.3.
Proposition. Let V ∶= (ν n ) n∈N be a directed family of continuous weights on an open set Ω ⊂ R 2 and (Ω n ) n∈N a family of non-empty open sets such that Ω n ⊂ Ω n+1 and Ω = ⋃ n∈N Ω n . If (ω.1) is fulfilled, then a) for every n ∈ N and m ∈ N 0 there is C > 0 such that
Proof. a) Let n ∈ N and m ∈ N 0 . First, we note that
is the β th complex derivative of f . Then we obtain via (ω.1) and Cauchy's inequality
b) The space EV ∂ (Ω) is a Fréchet space since it is a closed subspace of the Fréchet space EV(Ω) by [44, 3.4 Proposition, p. 6]. From part a) and f n = f n,0 for all n ∈ N and f ∈ EV ∂ (Ω) follows the statement.
If in addition (ω.2)
1 is fulfilled, then the space EV(Ω) is nuclear and thus its subspace OV(Ω) as well which we need in our last section. The following conditions guarantee a kind of weak reducibility of the projective limit EV(Ω). 
and Ω = ⋃ n∈N Ω n . a) For every n ∈ N let there be g n ∈ O(C) with g n (0) = 1 and I j (n) > n such that
for all z ∈ Ω I2(n) and x ∈ X I2(n) + B Rn (0).
b) Let a)(i) be fulfilled. For every n ∈ N let there be I 4 (n) > n and A 4 (n) > 0 such that
for (k, p) = (I 4 (n), n) and (k, p) = (I 14 (n), I 14 (n)) where I 14 (n) ∶= I 1 (I 4 (n)). c) Let a)(i)-(ii) and b) be fulfilled. For every n ∈ N, every closed subset M ⊂ Ω n and every component N of M C we have
We will see that Ω n ∶= {z ∈ C Im(z) < n} and ν n (z) ∶= exp(a n Re(z) γ ) for some 0 < γ ≤ 1 and a n ↗ 0 or a n ↗ ∞ fulfil the conditions above with g n (z) ∶= exp(−z 2 ).
As a consequence of this theorem we obtain that the projective limit OV(Ω) is weakly reduced which is a generalisation of [42, 5. 
Proof. We omit the restriction maps in our proof. Due to Proposition 3.3 a) the restrictions to
by Theorem 3.5 and the condition I 214 (k) ≥ I 14 (k + 1) for all k ∈ N. Therefore we obtain for every
Now, let ε 0 > 0 and l ∈ N. We choose l 0 ∈ N, l 0 ≥ l, such that
is a Cauchy sequence in the Banach space Oν I14(n+n0) (Ω I14(n+n0) ) for every n 0 ∈ N 0 and thus has a limit F n0 ∈ Oν I14(n+n0) (Ω I14(n+n0) ). These limits coincide on their common domain because for every n 1 , n 2 ∈ N 0 with I 14 (n + n 1 ) < I 14 (n + n 2 ) and ε 1 > 0 there exists N ∈ N such that for all k ≥ N
We deduce that the glued limit function f given by f ∶= F n0 on Ω I14(n+n0) for all n 0 ∈ N 0 is well-defined and we have f ∈ ⋂ n0∈N0 Oν I14(n+n0) (Ω I14(n+n0) ) = OV(Ω) since I 14 (n + n 0 ) ≥ n + n 0 . By the definition of f there exists N ∈ N such that for
which proves our statement.
(Ω) for OV-spaces on strips
Using Corollary 3.6 and a decomposition theorem of Langenbruch, we prove that the space OV(Ω) where the Ω n are strips along the real axis satifies the property (Ω) of Vogt for suitable weights V. Let us recall that a Fréchet space F with an increasing fundamental system of seminorms
where 
If µ is a weight generator which fulfils the stronger condition 
for t > 0 and τ ∈ R with the strip S t ∶= {z ∈ C Im(z) < t} .
Theorem ([59, Theorem 2.2, p. 225]).
1 Let µ be a weight generator. There aret, K 1 , K 2 > 0 such that for any τ 0 < τ < τ 2 there is C 0 = C 0 (sign(τ )) such that for any 0 < 2t 0 < t < t 2 <t with
there is C 1 ≥ 1 such that for any r ≥ 0 and any f ∈ H τ (S t ) with f τ,t ≤ 1 the following holds: there are f 2 ∈ O(S t2 ) and f 0 ∈ O(S t0 ) such that f = f 0 + f 2 on S t0 and
To apply this theorem, we have to know the constants involved. In the following the notation of [59] is used and it is referred to the corresponding positions resp. conditions for these constants. We havẽ 
and , the estimate
(p. 232) we get on p. 233, below (2.24), due to the condition t 0 ≤ T 0 ∶= min( 4.2 guarantee that the condition t 0 ≤ T 0 is satisfied. Looking at the condition
(p. 232), we derive
For the subsequent theorem we merge and modify the proofs of [80, Satz 2.2.3, p. 44] 3 (a n = n, n ∈ N, and µ a strong weight generator) and [42, 5.20 Theorem, p. 84] (a n = −1 n, n ∈ N, and µ = Re(⋅) ).
4.3. Theorem. Let µ be a strong weight generator, (a n ) n∈N strictly increasing, a n < 0 for all n ∈ N or a n ≥ 0 for all n ∈ N, lim n→∞ a n = 0 or lim n→∞ a n = ∞, V ∶= (exp(a n µ)) n∈N and Ω n ∶= S n for all n ∈ N. If Condition 3.4 with I 214 (n) ≥ I 14 (n+1) for all n ∈ N and (ω.1) are fulfilled, then OV(C) satisfies (Ω).
Proof. Let p ∈ N. As (a n ) n∈N is strictly increasing and lim n→∞ a n = 0 or lim n→∞ a n = ∞, we may choose q ∈ N such that a 2J1I14(p) C 0 < a q and 4J 1 I 14 (p) < q. To use the theorem above, we need a linear transformation between strips to get the decomposition on the desired strip, desired in the spirit of Corollary 3.6. We choose Γ ≥ e 1 4 and T ∈ R such that
which also fulfils
By the choice of q we have
By the choice of q and (10) we get
Further, we deduce from (11) that
Let r ≥ 0 and f ∈ OV(C) such that f q = f aq,q ≤ 1. We setf ∶ S qT → C,f (z) ∶= f (z T ), and define
whereμ ∶= µ(⋅ T ). We note that forñ ∶= ⌈1 T ⌉, where ⌈⋅⌉ is the ceiling function, there is C > 0 such that for all x ≥ 0
because µ is a strong weight generator. We conclude thatμ is also a weight generator with the same Γ as µ which is independent of T . Moreover, from f ∼ τ,t = sup
follows by Theorem 4.2 that there aref j ∈ O(S tj ), j ∈ {0, 2}, such that
and
where f 0 ∈ O(S 2J1I14(p) ), as well as
where
) and the inclusion is justified by the identity theorem. Furthermore, for z ∈ S t0 T = S 2J1I14(p) the equation
holds, thus f = f 0 + f 2 on S 2J1I14(p) . By virtue of Corollary 3.6 the following is valid:
Now, we have to consider two cases. Let ε ∶= C 1 e −Gr . For k ≤ p we get via (15) (i)
where the function f 2 ∈ OV(C) and thus is a holomorphic extension of the left-hand side on C. Hence we clearly have f =f 0 + f 2 and
2C 1 e −Gr =∶ C 2 e −Gr (17) as well as
Analogously, for k > p we obtain via (15) (ii)
where the function f 0 ∈ OV(C) and thus is a holomorphic extension of the left-hand side on C. Hence we clearly have f = f 0 +f 2 and
as well as
C 1 e −Gr + e r ≤ C 3 e r .
Next, we set n ∶= ⌈1 G⌉ and C ∶= C 3 e ln(C2) G . Letr > 0. Forr ≥ 1 there is r ≥ 0 such thatr = e Gr−ln(C2) = e Gr C 2 and we have by (17) and (18) 
as well as by (20) and (21) for
For 0 <r < 1 we have, since q ≥ p,
Thus our statement is proved.
Let us remark that the choice of the sequence (a n ) n∈N in the preceding theorem does not really matter.
4.4.
Remark. Let µ∶ C → [0, ∞) be continuous, (a n ) n∈N strictly increasing, a n < 0 for all n ∈ N or a n ≥ 0 for all n ∈ N, lim n→∞ a n = 0 or lim n→∞ a n = ∞, V ∶= (exp(a n µ)) n∈N and Ω n ∶= S n for all n ∈ N. Set V − ∶= (exp((−1 n)µ)) n∈N and V + ∶= (exp(nµ)) n∈N . Then OV(C) ≅ OV − (C), if a n < 0, and OV(C) ≅ OV + (C), if a n ≥ 0, which is easily seen. Thus one may choose the most suitable sequence (a n ) n∈N for one's purpose without changing the space. 4.5. Corollary. Let (a n ) n∈N be strictly increasing, a n < 0 for all n ∈ N or a n ≥ 0 for all n ∈ N, lim n→∞ a n = 0 or lim n→∞ a n = ∞, V ∶= (exp(a n µ)) n∈N and Ω n ∶= S n for all n ∈ N where
Proof. We only need to check that the conditions of Theorem 4.3 are fulfilled. Obviously, µ(z) = µ( Re(z) ) for all z ∈ C, µ is strictly increasing on [0, ∞) and lim x→∞, x∈R
implies that µ is a strong weight generator with any Γ > 1 and C ∶= n γ by Definition 4.1. In addition, condition (ω.1) is fulfilled by Example 3.2 a). Let us turn to Condition 3.4. If a n < 0 for all n ∈ N, then Condition 3.4 is fulfilled by [46, 4.10 Example a), p. 22] where we usedμ(z) ∶= z γ instead of µ which does not make a difference since
If a n ≥ 0 for all n ∈ N, we only have to modify [46, 4. 10 Example a), p. 22] a bit.
We choose I j (n) ∶= 2n for j ∈ {1, 2, 4} and define the open set X I2(n) ∶= S C 4n . Then we have
Furthermore, we have d n,k = n − k for all n, k ∈ N.
Condition 3.4 a)(i) and c): Verbatim as in [46, 4. 10 Example a), p. 22]. Condition 3.4 a)(ii): We have d X,I2 = 2n. We choose g n ∶ C → C, g n (z) ∶= exp(−z 2 ), as well as r n ∶= 1 (4n) and R n ∶= 1 (6n) for n ∈ N. Let z = z 1 + iz 2 ∈ Ω I2(n) = S 2n and x ∈ X I2(n) + B Rn (0). For ζ = ζ 1 + iζ 2 ∈ C with ζ − (z − x) = r n we have
and observe that A 2 (⋅, n) is continuous and thus locally bounded on X I2(n) . Condition 3.4 a)(iii): Let K ⊂ C be compact and x = x 1 + ix 2 ∈ Ω n . Then there is b > 0 such that y ≤ b for all y = y 1 + iy 2 ∈ K and from polar coordinates and Fubini's theorem follows that
x − y e −a2n y1 dy
x − y e −a2n Re(y) dy
2 ) e −a2n Re(y) dy 
We conclude that Condition 3.4 a)(iii) holds since
Condition 3.4 b): Let p, k ∈ N with p ≤ k. For all x = x 1 + ix 2 ∈ Ω p and y = y 1 + iy 2 ∈ Ω I4(n) we note that
because (a n ) n∈N is non-negative and increasing and 0 < γ ≤ 1. Like before we deduce that
for (k, p) = (I 4 (n), n) and (k, p) = (I 14 (n), I 14 (n)) as (a n ) n∈N is non-negative and increasing.
Surjectivity of the Cauchy-Riemann operator
In our last section we prove our main result on the surjectivity of the CauchyRiemann operator on EV(C, E) where Ω n ∶= {z ∈ C Im(z) < n} for all n ∈ N. We recall the corresponding result for E = C which we will need. It is a consequence of the approximation Theorem 3. −2 , z ∈ Ω, and Condition 3.4 with I 214 (n) ≥ I 14 (n + 1) be fulfilled and − ln ν n be subharmonic on Ω for every n ∈ N. Then
∂∶ EV(Ω) → EV(Ω)
is surjective.
An application of this theorem yields the following corollary.
Corollary ([46, 4.10 Example a), p. 22])
. Let (a n ) n∈N be strictly increasing, a n < 0 for all n ∈ N, V ∶= (exp(a n µ)) n∈N and Ω n ∶= {z ∈ C Im(z) < n} for all n ∈ N where
The restriction to negative a n comes from the condition that − ln ν n should be subharmonic. We note that the E-valued versions of Theorem 5.1 and Corollary 5.2 where E is a Fréchet space over C hold as well by the classical theory of tensor products for nuclear Fréchet spaces (see [46, 4.9 Corollary, p. 21] ). Since we will use the ε-product EV(Ω)εE to enlarge our collection of locally convex Hausdorff space E for which ∂ E is surjective, we remark the following (cf. [42, 5. 
≅ XεE where the topological isomorphism is the identity map. Proof. a) We consider the map
and {y} is bounded in Y , there are a bounded set B ⊂ X and C > 0 such that 
The next step is to prove that
, there is again a bounded set B ⊂ X and a constant C > 0 such that sup
where the last estimate follows from the boundedness of
By the remark about the canonical embedding there are n ∈ N and C 0 > 0 such that
for all y ∈ Y and
for all x ′ ∈ X ′ , hence u = v. Next, we turn to surjectivity. We consider the map
bounded in X ′ , there are n ∈ N and C > 0 such that
The semi-reflexivity of X implies that for every u(y), y ∈ B, there is a unique x u(y) ∈ X such that u(y)(x
We claim that D ∶= {x u(y) y ∈ B} is a bounded set in X. Let N ⊂ X ′ be finite.
where the last estimate follows from the fact that the bounded set B is weakly bounded. Thus D is weakly bounded and by [72, Mackey's theorem 23.15, p. 268] bounded in X. Therefore, it follows from
is valid and so t ( t u)(y) = u(y) for all y ∈ Y proving the surjectivity. The last step is to prove the continuity of t (⋅) and its inverse. Let M ⊂ Y and
(⋅) and its inverse are continuous.
for every x ′ ∈ X ′ . The set acx(B) is absolutely convex and compact by [39, 6. 
. For α ∈ A there are an absolutely convex compact set B ⊂ X and C > 0 such that 
Now, we use the results obtained so far and splitting theory to obtain our main theorem on the surjectivity of the Cauchy-Riemann operator on the space EV(Ω, E). We recall that a Fréchet space (F, ( ⋅ k ) k∈N ) satisfies (DN ) by [72, Chap. 29 
A (PLS)-space is a projective limit X = lim 
where ⋅ * denotes the dual norm of ⋅ (see [7, Section 4, Eq . (24) 1 from Condition 3.1 are fulfilled. As a consequence the map
is a topological isomorphism by [43, 5.10 Example c), p. 24] where δ z is the pointevaluation at z ∈ Ω. We denote by J ∶ E → E ′ * the canonical injection in the algebraic dual E ′ * of the topological dual E ′ and for f ∈ EV(Ω, E) we set
f is the inverse of S by [43, 3.14 Theorem, p. 9] . The sequence
where i means the inclusion, is an exact sequence of Fréchet spaces by Theorem 5.1 and hence topologically exact as well. Let us denote by J 0 ∶ OV(Ω) → OV(Ω) ′′ and
′′ the canonical embeddings which are topological isomorphisms since OV(Ω) and EV(Ω) are reflexive. Then the exactness of (22) implies that
where i 0 ∶= J 0 ○ i ○ J 
is exact by [76, Proposition 2.1, p. [13] [14] where i *
). In particular, we obtain that
is surjective. Via E = F ′ b and Proposition 5.3 (X = EV(Ω) and Y = F ) we have the topological isomorphism
and the inverse
) and by the surjectivity of (24) there is u ∈ L(F, EV(Ω)
Next, we show that ∂ E ψ(u) = g is valid. Let x ∈ F , z ∈ Ω and h ∈ R, h ≠ 0, and e k denote the kth unit vector in R 2 . From
for every f ∈ EV(Ω) follows that
Since the nuclear Fréchet space EV(Ω) is in particular a Montel space, we deduce that
, there are a bounded set B 0 ⊂ EV(Ω) and C > 0 such that
. So for all x ∈ F and z ∈ Ω we have
Thus ∂ E (ψ(u))(z) = g(z) for every z ∈ Ω which proves the surjectivity.
b) Let E be an ultrabornological (PLS)-space satisfying (P A). Since the nuclear Fréchet space OV(Ω) is also a Schwartz space, its strong dual OV(Ω) ′′ and F = G = EV(Ω) ′′ ), imply that the sequence
is exact. The maps i * 0 and ∂ * 1 are defined like in part a). Especially, we get that
is surjective. 
′ , is a topological isomorphism because E is reflexive. Due to Proposition 5.3 b) we obtain the topological isomorphism
with the inverse given by
) and by the surjectivity of
(g). So we have ψ(u) ∈ EV(Ω, E). The last step is to show that ∂ E ψ(u) = g. Like in part a) we gain for every z ∈ Ω ∂ E (ψ(u))(z) = J )(x)(δ z ) = δ z (x ○ g) = x(g(z)) = J (g(z))(x).
Thus we have
t u(δ z ○ ∂) = J (g(z)) and therefore ∂ E (ψ(u))(z) = g(z) for all z ∈
Ω.
Due to [85, 1.4 5.6. Corollary. Let µ be a subharmonic strong weight generator, (a n ) n∈N strictly increasing, a n < 0 for all n ∈ N, lim n→∞ a n = 0 and V ∶= (exp(a n µ)) n∈N . Let Condition 3.1 with ψ n (z) ∶= (1 + z 2 ) −2 , z ∈ C, and Condition 3.4 with I 214 (n) ≥ I 14 (n + 1) and Ω n ∶= {z ∈ C Im(z) < n} for all n ∈ N be fulfilled. 
5.7.
Corollary. Let (a n ) n∈N be strictly increasing, a n < 0 for all n ∈ N, lim n→∞ a n = 0, V ∶= (exp(a n µ)) n∈N and Ω n ∶= {z ∈ C Im(z) < n} for all n ∈ N where µ∶ C → [0, ∞), µ(z) ∶= Re(z) γ , for some 0 < γ ≤ 1. If a) E ∶= F ′ b where F is a Fréchet space over C satisfying (DN ), or b) E is an ultrabornological (PLS)-space over C satisfying (P A), then ∂ E ∶ EV(C, E) → EV(C, E)
Proof. Follows from Corollary 5.6 and Corollary 4.5.
To close this section we provide some examples of ultrabornological (PLS)-spaces satisfying (P A) and spaces of the form E ∶= F ′ b where F is a Fréchet space satisfying (DN ).
5.8.
Example. a) The following spaces are ultrabornological (PLS)-spaces with property (P A) and also strong duals of a Fréchet space satisfying (DN ):
• the strong dual of a power series space of inifinite type Λ ∞ (α) We note that the cases that E is a Fréchet-Schwartz space or that E = Λ r,s (α, β) is a Fréchet space or that E = F ′ b where F is a Banach space are already contained in the case that E is a Fréchet space (see [46, 4.9 Corollary, p. 21] ).
