Tree parsing is an important problem in statistical machine translation. In this context, one is given (a) a synchronous grammar that describes the translation from one language into another and (b) a recognizable set of trees; the aim is to construct a finite representation of the set of those derivations that derive elements from the given set, either on the source side (input restriction) or on the target side (output restriction). In tree-adjoining machine translation the grammar is a kind of synchronous tree-adjoining grammar. For this case, only partial solutions to the tree parsing problem have been described, some being restricted to the unweighted case, some to the monolingual case. We introduce a class of synchronous tree-adjoining grammars which is effectively closed under input and output restrictions to weighted regular tree languages, i.e. the restricted translations can again be represented by grammars in the same class; this enables, e.g. cascading restrictions. Moreover, we present an algorithm that constructs these grammars for input and output restriction.
Introduction
Many recent systems for statistical machine translation (SMT) [32] use some grammar at their core, for instance: (a) synchronous context-free grammars (SCFG) [8] , which derive pairs of translationally equivalent sentences; (b) tree-to-string transducers (called xRLNS) [26] , which describe pairs of the form (phrase-structure tree, string); and (c) synchronous tree-adjoining grammars (STAGs) [1, 13, 28, 42, 50] , which derive pairs of phrase-structure trees (or dependency trees [17] ). The technology in the last instance is called tree-adjoining machine translation [12] . Common variants of STAGs are synchronous tree-substitution grammars (STSGs) and synchronous tree-insertion grammars (STIGs).
For grammar-based systems, a variety of tasks can be described using the general concepts of input product and output product [33] . Roughly speaking, these products restrict the translation described by the grammar to a given tree or string language on the input or output side. For practical purposes, the derivations of the restricted translation are represented in a compact way, e.g. using a weighted regular tree grammar (WRTG) [2] . The process of obtaining this representation is called tree parsing or string parsing, depending on the type of restriction. We illustrate the importance of input and output product by considering their role in three essential tasks of SMT.
Grammar Estimation: After the rules of the grammar have been obtained from a sample of translation pairs (rule extraction), the probabilities of the rules need to be estimated. To this end, two approaches have been employed. [26] 3-4 xRLNS tree best derivation [23] 3-4 xRLN (tree, tree) derivation WRTG [17] 3-4 STSG (tree, tree) derivations [40] 2 WLIG regular tree language WLIG [34] 2 XTT regular tree language XTT (this paper) 1-3 WSTAG regular tree language WSTAG Tree parsing for tree-adjoining MT 3 headings. One of these characteristics is the abstraction level (AL), which we categorize as follows: (1) language-theoretic result, (2) construction, (3) algorithm and (4) implementation.
The first three entries of Table 1 deal with contributions that are restricted to tree substitution. In [26] the authors show an algorithm for computing the best derivation of the input product of an xRLNS with a single tree. In [23] an algorithm is presented that computes the derivation WRTG for the input and output product of a tree-to-tree transducer (called xRLN) with a single pair of trees. In [17] an algorithm is described that computes the set of derivations for the input and output product of an STSG with a single pair of trees.
We note that the grammar classes covered so far are strictly less powerful than STAGs. This is due to the fact that STAGs additionally permit an operation called adjoining. As it is pointed out in [13, 42] , the adjoining operation has a well-founded linguistic motivation, and permitting it improves translation quality.
There are two papers approaching the problem of tree parsing for STAGs, given in the fourth and fifth entries of the table. These papers establish closure properties, that is, their constructions yield a grammar of the same type as the original grammar. Since the resulting grammars are compact representations of the derivations of the input product or output product, respectively, these constructions constitute tree parsing.
In [40] it is shown that weighted linear indexed grammars (WLIGs) are closed under weighted intersection with tree languages generated by WRTGs. WLIGs derive phrase-structure trees, and they are weakly equivalent to tree-adjoining grammars (TAGs). It is not clear how this result can be transferred to a synchronized setting.
In [34] STAGs are represented in an alternative way, namely as extended tree transducers (XTT) with explicit substitution. In this framework, adjoining is encoded into the phrase-structure trees by introducing special symbols, to be evaluated in a separate step. The author indicates that his representation of STAG is closed under input and output product with regular tree languages by providing a corresponding construction. However, in his setting, both the translations and the languages are unweighted.
The advantage of closure properties of the above kind is that they allow cascades of input and output products to be constructed in a uniform way. They also allow further operations on grammars, such as projection. Ultimately, SMT tasks may be described in this framework, as illustrated by typical applications of toolboxes for WFSTs [38] and XTTs [36] .
In this article, we propose a weighted formulation of STAGs which is closed under input and output product with WRTGs, and we present a corresponding tree-parsing algorithm. This article is organized as follows.
In Section 3, we introduce our formulation of STAGs, which is called weighted synchronous treeadjoining grammar (WSTAG). The major difference with respect to the classical STAGs is two-fold: (i) we use states and (ii) we encode substitution and adjoining sites as variables in the trees. The states make intersection with regular properties possible (without the need for relabelling as in [47] and [34] ). In addition, they permit implementing all features of conventional STAG/STIG, such as potential adjoining and left/right adjoining. The variables are used for synchronization of the input and output sides.
In Section 4, we state that WSTAGs are closed under input and output product with tree languages generated by WRTGs (cf. Theorem 3). We provide a direct construction for the input and output product (Section 5), which is based on the standard technique for composing two top-down tree transducers (cf. page 195 of [3] ). This technique has been extended in Theorem 4.12 of [20] to the composition of a macro tree transducer and a top-down tree transducer (also cf. [45] ); in fact, our direct construction is very similar to the latter one. In Section 6 we prove the correctness of Theorem 3. 
Section 7 contains Algorithm 1, which computes our construction. It is similar to Earley's algorithm [16, 24] in its strategy to avoid a certain portion of useless rules. Both time and space complexity are linear in the size of the input WSTAG. The algorithm is presented in the framework of deductive parsing [22, 39] .
In Sections 8, 9, and 10, we discuss the correctness of our algorithm, present an extended example of the generation of items and derive the complexity of the algorithm, respectively.
In Section 11 we conclude with a discussion and further research topics. The present study is an extended version of [6] .
Trees and weighted regular tree grammars
We denote the set of all unranked, ordered, labelled trees over some alphabet by U . We represent trees as well-formed expressions, e.g. S(Adv(yesterday), * ); a graphical representation of this tree occurs at the very bottom of Figure 1a . Sometimes we assign a rank (or: arity) k ∈ N to a symbol σ ∈ and then require that every σ -labelled position of a tree has exactly k successors. We denote the set of all positions of a tree t ∈ U by pos(t). A position is represented as a finite sequence of natural numbers (Gorn notation). If w ∈ pos(t), then t(w) denotes the label of t at w, and rk t (w) denotes the number of successors of w.
A weighted regular tree grammar (for short: WRTG) is a tuple H = (P, ,p 0 ,R,wt) where P is a finite set of states, 1 is an alphabet, p 0 ∈ P is the initial state, and R is a finite set of rules; every rule ρ has the form p → σ (p 1 ,...,p k ) where k ∈ N, p,p 1 ,...,p k ∈ P, and σ ∈ (note that σ (p 1 ,...,p k ) is a tree over ∪P); finally, wt : R → R ≥0 is the weight assignment, where R ≥0 is the set of all non-negative real numbers.
We note that in the literature WRTG occur in a more general form in which the right-hand side of a rule may contain an arbitrary number (including zero) of symbols of the alphabet. We assume that ∞ is an element of R ≥0 , which implies that each WRTG of the general form can be normalized into a WRTG of our restricted form.
A run (of H) is a tree κ ∈ U P . Let t ∈ U and let κ be a run. We say that κ is a run on t if pos(κ) = pos(t) and for every position w ∈ pos(t) the rule ρ(κ,t,w) is in R, where ρ(κ,t,w) is defined as
The weight of a run κ on t is the value wt(κ,t) ∈ R ≥0 defined by wt(κ,t) =
w∈pos(t)
wt(ρ(κ,t,w)).
The weighted tree language generated by H is the weighted tree language
The support supp(L(H)) of L(H) is the set of all t ∈ U such that L(H)(t) = 0. We say that H is unambiguous if for every tree t ∈ U there is at most one run κ of H on t with wt(κ,t) = 0.
Weighted synchronous tree-adjoining grammars
We formulate a STAG syntax based on states and variables. The usage of states is in the spirit of [21] . We formalize substitution sites and adjoining sites as explicit positions labelled by variables, and each variable carries a state. We thus achieve four advantages: (i) the states increase expressive power just enough to enable intersection with finite-state devices via a product construction as known from automata theory.
(ii) They also provide a simple, uniform representation for wellestablished phenomena such as obligatory adjoining, potential adjoining and adjoining order. (iii) Due to the variables, synchronization is effortless (even for an arbitrary number of grammars). (iv) Our formulation is concise and has rigorously defined semantics.
In the following, we will use variables x 1 , x 2 ,... of rank 0 to denote substitution sites and variables z 1 , z 2 ,... of rank 1 to denote adjoining sites; the foot node will be labelled by the nullary symbol * . A weighted synchronous tree-adjoining grammar with states (for short: WSTAG) is a tuple G = (Q,F, ,q 0 ,R,wt) where • Q and F are disjoint finite sets (of nullary and unary states, respectively, each denoted by variants of q and f , respectively), • is an alphabet (terminal alphabet), • q 0 is a nullary state (initial state), • R is a finite set of rules of either of the following forms (α) or (β):
where ζ and ζ are trees over ∪V and
and every element of V occurs exactly once in each of ζ and ζ , and • wt: R → R ≥0 is the weight assignment.
Rules of the forms (α) and (β) are called (m,l)-rules; ζ and ζ are called the input tree and the output tree of the rule, respectively. For fixed q and f , the sets of all rules of the forms (α) and (β) are denoted by R q and R f , resp. Figure 1a shows an example of a WSTAG.
In the following, let G = (Q,F, ,q 0 ,R,wt) be a WSTAG. We define the semantics in terms of bimorphisms [48] : first, we define the derivation tree WRTG D G , which generates the weighted tree language of derivation trees of G. Second, we define two embedded tree homomorphisms h 1 and h 2 , which retrieve from a derivation tree the derived input tree and output tree, respectively.
Let
• we assign the rank m+l to every (m,l)-rule, • R is the set of all rules D ρ with ρ ∈ R and
• and wt (D ρ ) = wt(ρ).
is the weighted tree language generated by D G . We call the trees in supp(L(D G )) derivation trees. Figures 1b and c show the derivation tree WRTG of the WSTAG of Figure 1a and a derivation tree, respectively.
Next we define the embedded tree homomorphism h 1 . Since we aim at an inductive definition, we have to distinguish between the Q-embedded tree homomorphism h Q 1 and the F-embedded tree homomorphism h F 1 with
We define h 
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Tree parsing for tree-adjoining MT 7 where the first-order substitution [x/s] replaces the single occurrence of x in ζ by s, and the second-order substitution J z/s K is defined inductively:
• * J z/s K= * , and 
. The embedded tree homomorphism h 2 is defined in the same way, but using the output tree ζ of ρ in (1). We call d a derivation tree of the pair (h 1 (d),h 2 (d)). The tree in Figure 1c is a derivation tree of the pair given by Figure 1d and e.
Example 1
To illustrate the embedded tree homomorphism, we show that h 1 (d ex ) = s, where s and d ex are the trees from Figure 1 . Using the abbreviations
The WSTAG G induces the weighted tree transformation
We recall that ∞ is an element of R ≥0 to make the equation well defined also for infinite sums. Alternatively, we can require G to be productive, a syntactic property that was described for WSTSG in [21] ; then the sum is guaranteed to be finite. 
As an example, we reconsider the derivation tree d ex of the pair (s,t) given by Figure 1 . Then we have
Relationship to existing STAG Formalisms Previous definitions of TAG-related formalisms such as considered in [1, 28, 49] usually contain features not present in the syntax of WSTAGs: strictness a substitution site or adjunction site can only be filled with a tree whose root node is labelled with the same symbol as the site where it is substituted/adjoined. Deviating from this, [29] define non-strict TAGs. adjoining constraints in many definitions the user can specify a specific constraint for each site, such as null adjunction, selective adjunction or obligatory adjunction. left/right adjoining in tree-insertion grammars [13, 14, 41, 42, 46] adjoining sites are partitioned into left-and right-adjoining sites.
Using states WSTAGs can simulate each and every of these features in a systematic way, as indicated in the following. For strictness we encode the root symbols into the states, cf. the discussion in Section 5 of [21] . For adjoining constraints, we indicate how to implement selective adjunction by the following excerpt of a WSTAG:
f ( * ) → * * ,ε,ε
Rule (2) shows adjoining at the root position governed by state f , rule (3) implements the case of not adjoining, rule (4) redirects to the state f , which is intended to handle the actual adjoining. We note that the separation between f and f allows modelling independent probabilities for the activation of the adjoining site and the choice of the adjoined rule. Finally, the left/right adjoining restriction of STIGs can be handled by keeping appropriate finite information in the states.
We conjecture that the expressive power of WSTAGs depends on (a) the maximum number of variables in any rule and (b) the maximum number of symbols in any rule. The first dependency may make binarization for WSTAGs as problematic as it is for SCFGs (cf. [27] ).
STSGs as defined in [21] are WSTAGs that only have nullary states.
Closure under input and output product
First we define the input product and output product of a weighted tree transformation T : U ×U → R ≥0 and a weighted tree language L : U → R ≥0 . The input product of T and L is the weighted tree transformation
Similarly, we define the output product of T and L as the mapping
We note that the input product and output product can be considered as a kind of composition of weighted tree transformations by viewing L as mapping L :
, and L (s,t) = 0 otherwise.
Example 2
We consider the WSTAG G and the WRTG H given in Figure. 2a and b, where the states e and o generate backbones of even and odd lengths, respectively. Figure 2c and d show the shape of the derivation trees of G and a concrete derived tree pair, respectively. Note that the weight of a derivation tree of the given shape is 0.3 k ·0.7 n 1 +···+n k , and the derived string pair is a
The weighted tree language L(H) maps trees of the form shown in Figure 2e , where the unlabelled nodes may carry any label in {a,b,c,d,#}, to the weight 0.5 2n ·0.2 4n if the number of occurrences of S is 2n. Every other tree is mapped to 0. The input product L(H)¡T (G) maps pairs like in Figure 2d to 0.5 2n ·0.2 4n ·0.3 k ·0.7 n 1 +···+n k if 2n = k +2(n 1 +···+n k ). Every other pair is mapped to 0.
The following theorem comprises our closure result. We show its effectiveness by giving a direct construction in Section 5. Moreover, we provide its proof in Section 6.
Theorem 3
For every WSTAG G and WRTG H there are WSTAGs H ¡G and G£H such that Consequently, the n-best derivation trees of H ¡G correspond to the n-best derivation trees of G, when their weights are adjusted according to the input product. The analogous statement holds for the output product.
• T (H ¡G) = L(H)¡T (G) and • T (G£H) = T (G)£L(H).

Moreover, if H is unambiguous, then there is a bijection π between supp(L(D H¡G )) and supp(L
H (D G )), where L H (D G )(d) = L(H)(h 1 (d))·L(D G )(d),
Direct construction
Here we provide our construction of the WSTAG H ¡G, whose existence is postulated in Theorem 3. Let G = (Q,F, ,q 0 ,R,wt) be a WSTAG and H = (P, ,r 0 ,R H ,wt H ) a WRTG.
First we define an enrichment of H that can generate trees like ζ as they occur in rules of G, that is, including variables x j , z j , and possibly * . To this end, let ρ ∈ R. A (state) assignment for ρ is a mapping θ that maps each nullary variable in ρ to a state of H and each unary variable in ρ to a pair of such states. Likewise, if * occurs in ζ , then θ maps it to a state of H. Then, for every p ∈ P and assignment θ , we define the WRTG H(p,θ), which is obtained from H by using p as initial state and adding the following rules with weight 1 for every p,p ∈ P:
, and Second, for every rule ρ ∈ R, we let H(p,θ) 'run' on the input tree ζ of ρ. Formally, we define the product WSTAG of H and G as the WSTAG H ¡G = (Q×P,F ×(P ×P), ,(q 0 ,p 0 ),R ,wt ), as follows. Let ρ ∈ R, p ∈ P, and θ an assignment for ρ. Then, depending on the form (α) or (β) of ρ, the rule
is in R where
We denote this rule by (ρ,p,θ). Its weight is wt (ρ,p,θ) = wt(ρ)·L(H(p,θ))(ζ ) .
There are no further elements in R .
Example 4 (Ex. 2 contd.)
The WSTAG H ¡G is shown in Figure 3 , where rules with weight 0 are omitted. Each rule is shown with its shorthand notation (ρ,r,θ) on its left. Note that ρ 3 in G contains exactly two nodes labelled S, so this rule does not affect the parity of the total number of S-labelled nodes. Hence, rules in H ¡G stemming from ρ 3 
only contain the states f ,(e,e) and f ,(o,o) , but not f ,(e,o) or f ,(o,e)
. Also note how these rules alternate between said states.
We have that |R |∈O(|R|·|P|·|P| C ) where C = max{m+2·l +y |∃ρ : ρ is an (m,l)-rule,y = 0 in case (α),y = 1 in case (β)}. More specifically, the factors |R|, |P|, and |P| C are due to the choices of ρ ∈ R, p, and θ, respectively, where C is a worst-case estimate.
Proofs
We will only prove the closure under input product, because the proof for the output product is similar. First we show the proof of Theorem 3 in the unweighted case, and second we prove the correctness of the direct construction given in Section 5.
Proof of Theorem 3 in the unweighted case
For the unweighted case, the closure result follows from classical results as follows. We obtain the unweighted case if we replace the algebra in which the weights are calculated by another one: R ≥0 is replaced by the set B ={true,false}, and the operations + and · are replaced by disjunction and conjunction, respectively. In other words, we replace the inside semiring (R ≥0 ,+,·,0,1) by the Boolean semiring (B,∨,∧,false,true). Then L(H) and T (G) become sets L(H) ⊆ U and T (G) ⊆ U ×U . In this setting and using h :
(L(H)))
.
. Now we observe that h 1 can be computed by a particular macro tree transducer [10, 18] ; we note that in [48] such macro tree transducers were called embedded tree transducers.
By [20, Theorem 7.4 ] the class of regular tree languages is closed under the inverse of macro tree transducers. Thus, since L(H) is a regular tree language, also h −1
(L(H)) is a regular tree language. Hence L(H)¡T (G) = h(L(H)) for some regular tree grammarH. Now it is easy to construct (using h and h 2 ) a STAG H ¡G fromH such that T (H ¡G) = h(L(H)).
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Proof of Theorem 3
First, we define the image of a weighted tree language under a mapping. To this end, let A be a set, an alphabet, and g : U → A a mapping. For every weighted tree language L : U → R ≥0 we define the image of L under g as the weighted tree language g(L) : A → R ≥0 : a → s∈g −1 (a) L(s). Recall that we assume ∞∈R ≥0 . Now we can express T (G) for an arbitrary WSTAG G succinctly as follows. We combine the embedded tree homomorphisms h 1 and h 2 into the mapping h G :
Next, we relate derivation trees of H ¡G with derivation trees of G via the relabelling π : U R → U R , which maps each occurrence of (ρ,r,θ) to ρ. Informally, π erases the state behaviour of H from derivation trees of H ¡G.
Lemma 5 T (H ¡G) = L(H)¡T (G).
Proof. Recall the definition of L H (D G ) from Theorem 3. Then
(by Lemma 6)
Proof.
L(H)¡T (G) (s,t) = L(H)(s)·T (G)(s,t) = L(H)(s)·
Before we can prove this lemma, we have to introduce some concepts and auxiliary statements (cf. Figure 4 for an illustration). For every derivation tree d of G we define an equivalence relation ≡ d over runs of H on h 1 (d). Two runs will be deemed equivalent if they coincide in all positions at which the state is determined by a corresponding derivation of H ¡G. To this end, we define the auxiliary WSTAG ab(G) as the WSTAG obtained from G by applying the following mapping to each position of the input tree of each rule: * ,x 1 ,x 2 ,...,z 1 ,z 2 ,. ..} if w = ε and ζ (w) ∈ or if w = u1 for some u,ζ (w) ∈ , and ζ (u) = z i .
otherwise.
Clearly, the derivation trees of ab(G) and those of G are in a one-to-one correspondence, and we will not distinguish between them. Moreover, we have that h ab(G),1 (d) is a tree over { ,.}, where an occurrence of indicates a position at which the state is fixed by a corresponding derivation of H ¡G, whereas . indicates a position at which the state is not fixed.
we define the equivalence relation ≡ d on the runs of H on h 1 (d) by 
We let ϕ(d) be the set of equivalence classes induced by ≡ d .
Lemma 8
Let d be a derivation tree of G. Then there is a bijection between the sets ϕ(d) and π −1 (d).
Proof. A derivation d ∈ π −1 (d) fixes the states of exactly those positions of h 1 (d) that are mapped to by h ab(G),1 (d). Hence, such a derivation corresponds to an equivalence class of ≡ d . It is easy to see that for every equivalence class there is such a derivation.
Lemma 9 π(L(D
Proof. This follows from Lemma 8, the definition of wt(κ,h 1 (d)), the definition of p , and commutativity, associativity and distributivity of + and ·.
Proof (of Lemma 7)
Corollary 10
Let H be unambiguous.
. By Lemma 8 we have that d 1 and d 2 correspond to distinct equivalence classes
Since H is unambiguous, at most one run κ of H on h 1 (d) has positive weight. Since we cannot have κ ∈ ν 1 and κ ∈ ν 2 at the same time, Lemma 9 yields that we also cannot have that both
Surjectivity: Direct consequence of Lemma 7.
Lemma 5 and Cor. 10 together prove Theorem 3.
Algorithm
Now we present Algorithm 1, which performs the construction of H ¡G. It uses a strategy similar to that of Earley's algorithm to construct at least all useful rules of H ¡G while avoiding construction of a certain portion of useless rules. A rule is useful if it occurs in some derivation tree; otherwise it is useless.
Algorithm 1 Product construction algorithm
Require: G = (Q,F, ,q 0 ,R,wt) a WSTAG and H = (P, ,p 0 ,R H ,wt H ) a WRTG, Ensure: R u contains at least the useful rules of H ¡G, wt u coincides with the weight assignment of H ¡G on R u step 1: compute I 1: I ←∅ 2: repeat 3: add items to I by applying the rules in Figure 5 4: until convergence step 2: compute rules 5: R u ←∅ 6: for [ρ,ε,p,θ]∈I do 7: R u ← R u ∪{(ρ,p,θ)} as in Section 5 step 3 (optional): reduce 8: perform reachability analysis to remove useless rules from R u step 4: compute weights 9: for (ρ,p,θ) ∈ R u do 10: 
Conceptually, the algorithm proceeds in four steps. Note that, in practice, some of these steps may be implemented to run in an interleaved manner in order to reduce constants in the runtime complexity. The first step is based on a deductive system, or deductive parsing schema, which is given in Figure 5 . Its central notion is that of an item, which is a syntactic representation of a proposition. We say that an item holds if the corresponding proposition is true. In Section 8 we will explain the meaning of the items in detail and in Section 9 we will illustrate the generation of items. Roughly speaking, the items drive a depth-first left-to-right simulation of H on the input trees of rules of G. Items with round brackets are responsible for top-down traversal and items with square brackets for horizontal and bottom-up traversal. The deductive system contains inference rules which are, as usual, syntactic representations of conditional implications [22, 39] . The first step of the algorithm computes the least set I of items that is closed under application of the inference rules. This is done in the usual iterative way, starting with the empty set and applying rules until convergence. Since there are only finitely many items, this process will terminate. Note that, given the soundness of the inference rules (cf. Section 8), all items in I hold.
In the second step, we construct the rule (ρ,p,θ) of H ¡G for each [ρ,ε,p,θ] in I, as in (α) or as in (β) in Section 5, depending on whether ρ ∈ R q or ρ ∈ R f . The third step is a reachability analysis to remove useless rules. This step is optional-it depends on the application whether the runtime spent here is amortized by subsequent savings.
In the fourth step, we determine the weight of each of the remaining rules. For a rule (ρ,p,θ) this is wt(ρ)·W([ρ,ε,p,θ]), where W is defined recursively by case analysis as follows.
• If ζ (w) ∈ , with k = rk ζ (w), and θ j is the restriction of θ to variables below node wj in ρ and
The computation of W ([ρ,ε,p,θ] ) can be sped up by storing 'back pointers' for each item, i.e. the items which were used for its generation. Alternatively, it is possible to compute the weights on-the-fly during the first step, thus alleviating the need for a separate recursive computation. To this end, items should be prioritized to make sure that they are generated in the right order for the computation. To be more precise, one has to ensure that all items referred to on the right-hand sides of the equations are generated before the items on the left-hand sides.
Meaning of items
The meaning of the items can best be illustrated by the concepts of enriched derivation tree and partial enriched derivation tree.
An enriched derivation tree is a modified derivation tree in which node labels have the form (ρ,c), where ρ is a rule, as in the familiar derivation trees, and c is an additional decoration that maps every position of the input tree ζ of ρ to a state of the WRTG H. Moreover, c must be consistent with the rules of H, and positions that coincide in the derived tree must be decorated with the same state (cf. Figure 6 , dashed lines). A partial enriched derivation tree (for short: pedt) is an enriched derivation tree in which subtrees can still be missing (represented by ⊥) or the decoration with states from H is not yet complete (i.e. some positions are mapped to ?). Figure 6 shows an example pedt d, where we represent the decoration at each position of d by annotating the corresponding input tree.
This pedt can be viewed as representing application of the following rules:
(1),(2q),(8z),(2f ), (4), (5), (4), (7),... Now we make our description of pedts more precise. Let n be a position of d, ρ be the rule occurring in the label d(n) and ζ be the input tree of ρ. Then there is a position w of ζ such that
• every position u which is lexicographically smaller than w is decorated by a state and, if ζ (u) is a variable x j or z j , then the subtree of n which corresponds to the variable does not contain ⊥ or ?, and • every position v which is lexicographically greater than w is decorated by ? and, if ζ (v) is a variable x j or z j , then the child of n which corresponds to the variable is ⊥. For instance, if we consider the root n = ε of the pedt in Figure 6 , then w = 1 (i.e. the position with label S). Finally we can describe the meaning of the items by referring to properties of pedts.
• (q,p) (and (f ,p)): There are a pedt d, a position n of d, a rule ρ and a decoration c such that Given these semantics of items, it is not difficult to see that the inference rules of the deduction system are sound. The completeness of the system can be derived by means of a small proof by contradiction.
Example of the generation of items
Here we illustrate the inference rules of Figure 5 . We consider the WSTAG G and the WRTG H of Figure 2 , and demonstrate the generation of items (lines 1-4 of Algorithm 1) for the rule ρ 3 of G.
In Figure 7 we show the input tree ζ of ρ 3 in bold-face letters and lines. On top of this syntactic structure, we have drawn another graph, consisting of items and arrows. Close to every node of ζ , we at SLUB Dresden on December 7, 2012 http://logcom.oxfordjournals.org/
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Tree parsing for tree-adjoining MT 19 have placed those items that carry the Gorn-address of that node. The arrows show the dependencies between the items as they are expressed by the rules of the deduction schema; the label of an arrow refers to the name of the corresponding inference rule, with one exception: the edge between I 9 = (f ,o) and I 10 =[f ,o,o] is due to further generation of items, viz. on an f -rule with state o of H (which we do not show).
The list of the items involved in Figure 7 is shown in Table 2 . Apart from the first two items, they are grouped according to the nodes of ζ . We realize that the items in the rightmost column only serve to achieve a left-to-right traversal over the children of the relevant node.
Finally, we note that the deduction schema in Figure 5 can be considered as an attribute grammar [9, 19, 30] that is based on a macro grammar rather than a context-free grammar. From this perspective, Figure 7 shows the dependency graph on ζ , where the items are the attribute occurrences and the arrows are the attribute dependencies.
Complexity analysis
In this section, we analyse the worst-case space and time complexity of step 1 of Algorithm 1.
The space complexity is O |G| in ·|R H |·|P| C , which is determined by the number of possible items of the form [ρ,w,j,p,p 1 ···p k ,θ]. The first factor, |G| in , denotes the input size of G, defined by ρ∈R |pos(ζ (ρ))|, where ζ (ρ) is the input tree of ρ. It captures the components ρ, w and j in said items, which together identify exactly one node of an input tree of G. The factor |R H | captures the components p and p 1 ···p k . The final factor, |P| C , captures the θ , where C is given at the end of Section 5. Table 2 . List of items, where θ 1 ( * ) = e and θ 2 ( * ) = e, θ 2 (z 1 ) = (o,o).
corresponding algorithms for parsing, such as the one in [15] . However, their construction relies on the fact that tree-insertion grammars are weakly equivalent to context-free grammars. Thus, it is not applicable to the more general STAGs.
