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RESUMEN
El funcionamiento de los sistemas de procesamiento y clasificacio´n de audio (in-
clu´ıda la voz) en escenarios reales, depende, en gran medida, de una adecuada re-
presentacio´n de la sen˜al de audio, tanto en condiciones limpias como ruidosas. Por
este motivo, en esta Tesis abordamos la problema´tica del disen˜o de nuevos esque-
mas de preprocesamiento y extraccio´n de caracter´ısticas acu´sticas con aplicacio´n a
dos tareas distintas: reconocimiento automa´tico del habla y clasificacio´n de eventos
acu´sticos. El nexo de unio´n de los me´todos propuestos es la utilizacio´n de la te´cni-
ca denominada factorizacio´n de matrices no negativas (NMF, Non-Negative Matrix
Factorization) que ha demostrado ser una herramienta poderosa para el ana´lisis de
la sen˜al de audio.
En primer lugar, en este trabajo de tesis se propone un me´todo de eliminacio´n de
ruido en sen˜ales de voz basado en NMF, que, a diferencia de otras aproximaciones
previas, no asume un conocimiento a priori acerca de la naturaleza del ruido. La
te´cnica es evaluada tanto para mejora de voz como para reconocimiento automa´tico
de habla mostrando un mejor funcionamiento que la te´cnica convencional de sustrac-
cio´n espectral.
En segundo lugar, se proponen tres parametrizaciones novedosas para la tarea
de clasificacio´n de eventos acu´sticos. La primera de ellas es una extensio´n de los
para´metros convencionales mel-cepstrales y consiste en el filtrado paso alto de la
sen˜al de audio. El segundo esquema consiste en una mejora de la te´cnica de in-
tegracio´n temporal de caracter´ısticas llamada coeficientes de banco de filtros (FC,
Filter bank Coefficients) en el que NMF se utiliza como me´todo no supervisado pa-
ra el aprendizaje del banco de filtros FC o´ptimo. Finalmente, en el u´ltimo nuevo
parametrizador se propone la inclusio´n de caracter´ısticas cepstrales derivadas de los
coeficientes de activacio´n o ganancia de NMF, motivada por la robustez al ruido
que NMF ofrece. Los experimentos realizados muestran que, en te´rminos generales,
estos tres esquemas mejoran el funcionamiento del sistema de clasificacio´n de eventos
acu´sticos con respecto al de referencia tanto en condiciones limpias como ruidosas.

ABSTRACT
In real scenarios, the performance of audio processing and classification systems
depends largely on an adequate representation of the signal in both clean and noisy
conditions. Therefore, in this Thesis we face the problem of designing new methods
to preprocess audio signals and extract acoustic features with the intention of being
applied to two different tasks: Automatic Speech Recognition (ASR) and Acoustic
Event Classification (AEC). The proposed methods are based on the well-known Non-
Negative Matrix Factorization (NMF) technique, which has proven to be a powerful
tool for analyzing audio signals.
Firstly, a method for speech denoising is proposed, that unlike other previous
approaches it does not assume a prior knowledge about the nature of the kind of noise.
The method is evaluated for both, speech enhancement and ASR, showing better
performance than one of the state of art techniques known as Spectral Subtraction
(SS).
Secondly, we propose three new parameterization schemes for AEC. The first one
is an extension of the conventional Mel Frequency Cepstral Coefficients (MFCC)
and can be seen as a high-pass filtering of the audio signal. The second scheme is an
improvement of the temporal feature integration technique named Filterbank Coeffi-
cients (FC), in which the NMF technique is used in an unsupervised manner, allowing
to discover an optimal FC filterbank. Finally, the last new parameterization scheme
proposes the use of cepstral features derived from the NMF activation coefficients,
this is mainly motivated by the robustness shown by NMF in noisy conditions. Ex-
periments have shown that, in general terms, these three feature extraction modules
improve the performance of the acoustic event classification systems with respect
to the baseline based on MFCC, for both, clean and noisy conditions with different
noises at different signal-to-noise ratio (SNR) levels.
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la sabidur´ıa nos ayuda a vivir.”
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Cap´ıtulo 1
Introduccio´n
En este primer cap´ıtulo, se establece el contexto general en que se desarrolla la
tesis, presentando algunos conceptos fundamentales de la sen˜al del habla como un
medio natural de transmitir informacio´n, dando a conocer las dificultades que se
presentan en condiciones reales en diversas tareas relacionadas con las tecnolog´ıas
del habla. Iniciamos el cap´ıtulo con una explicacio´n breve acerca de la produccio´n
del habla. A continuacio´n se realiza una breve descripcio´n de las te´cnicas de mejora
de la voz para la aplicacio´n al reconocimiento automa´tico del habla (RAH). Tras
lo anterior se exponen los objetivos perseguidos en este trabajo, para finalizar el
cap´ıtulo con la descripcio´n de la estructura del contenido de esta tesis.
1.1. El habla
Las u´ltimas decadas han sido testigo de la aparicio´n de una nueva generacio´n de
interfaces hombre-ma´quina, que combinan varias tecnolog´ıas del habla, permitiendo
a las personas conversar con las computadoras usando el dia´logo para acceder, crear
y procesar informacio´n. Hoy en d´ıa gran cantidad de informacio´n esta´ disponible a
trave´s de internet y redes sociales y pueden ser utilizada para una gran cantidad
de propo´sitos diversos: educacio´n, toma de decisiones, finanzas, entretenimiento, etc.
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Figura 1.1: Modelo fuente-filtro para sen˜al del habla.
Del mismo modo gran cantidad de la poblacio´n esta´ interesada en acceder a la infor-
macio´n cuando esta´n en movimiento, desde cualquier lugar y en su propio idioma.
Una solucio´n prometedora es otorgar a las ma´quinas capacidades como similares a
la de los humanos de modo que puedan’“hablar” y “escuchar” de la misma manera
que las personas interactu´an.
De esta modo, el lenguaje hablado es muy atractivo porque es la forma ma´s
natural, eficiente y flexible de comunicacio´n humana, permitiendo la transmisio´n de
la informacio´n a trave´s del uso de palabras y expresiones. A trave´s del habla tambie´n
es posible transmitir informacio´n concerniente al locutor como es la identidad, el
ge´nero, el estado de salud y las emociones.
Esto es posible debido a las variaciones espectro-temporales de la sen˜al de voz.
Estas variaciones, que conforman los diferentes sonidos del habla, son producidas por
el mecanismo de produccio´n de la voz, en el que participan los pulmones, laringe,
cavidad del tracto vocal, cavidad nasal, dientes y los labios. En la figura 1.1, pode-
mos apreciar el proceso de produccio´n de la sen˜al de voz utilizando el denominado
modelo fuente-filtro, en el que la sen˜al de la fuente o excitacio´n es modulada de
acuerdo a la frecuencia de apertura o cierre de los pliegues glotales, genera´ndose una
sen˜al cuasiperio´dica que es la entrada al tracto vocal en el que se enfatizan ciertas
frecuencias resonantes llamadas formantes. En otras palabras, el habla se produce
como resultado de un proceso de modulacio´n de la fuente de energ´ıa sonora (sen˜al
cuasiperio´dica) a trave´s de un filtro con funcio´n de transferencia variante con el tiem-
po, determinado por la forma y taman˜o del tracto vocal. De esta manera, el modelo
fuente describe la estructura fina o detallada de la sen˜al del habla, mientras que el
modelo filtro describe la envolvente del espectro de la voz [Vaseghi, 2007].
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El propo´sito del modelado y parametrizacio´n del habla es encontrar una adecuada
representacio´n, en funcio´n de un conjunto eficiente y compacto de caracter´ısticas
para tareas tales como: codificacio´n, reconocimiento, s´ıntesis y mejora de la voz.
Por ejemplo para codificacio´n de la voz, muchos de los codificadores comerciales
esta´n basados en modelos de prediccio´n lineal, mientras que para reconocimiento
automa´tico del habla, muchas de las caracter´ısticas acu´sticas comu´nmente utilizadas
se obtienen a partir de la envolvente espectral, para´metros cepstrales y sus dina´micas
en el tiempo [Vaseghi, 2007].
En la presente tesis, nos centramos en el reconocimiento automa´tico del habla
que consiste en obtener la transcripcio´n automa´tica de las expresiones orales pro-
nunciadas por un determinado locutor. Aunque, en la actualidad, los sistemas de
reconocimiento de voz funcionan bien en tareas controladas y en condiciones limpias
(cuando no hay presencia de ruido aditivo u otras distorsiones), uno de los princi-
pales retos a los que deben enfrentarse es mejorar su funcionamiento en ambientes
adversos (tambie´n denominados condiciones ruidosas), en los que su rendimiento se
degrada significativamente, debido principalmente a la presencia de ruido de fondo.
En una parte de este trabajo de tesis, nos hemos enfocado en esta problema´tica
que hemos abordado mediante el disen˜o de una etapa de eliminacio´n de ruido cuyo
objetivo es mejorar la calidad de la sen˜al de voz antes de ser reconocida por el sistema
de reconocimiento de habla. Para ello, hemos propuesto un me´todo basado en la
factorizacio´n de matrices no negativas (NMF, Non-Negative Matrix Factorization),
tal y como explicaremos en esta tesis.
Por otra parte, debemos de tener en cuenta que muchas de las distorsiones que
afectan la calidad de la sen˜al de la voz y por ende a los sistemas de RAH, esta´n
constituidas por otros tipos de sonidos como risas, toses, timbres telefo´nicos, etc.
llamados de forma gene´rica, eventos acu´sticos, por lo que es recomendable el disen˜o
de sistemas de clasificacio´n y deteccio´n de estos sonidos, con la finalidad de detectar
su presencia y eliminarlos o por lo menos aminorar su impacto sobre la sen˜al de la
voz, con lo que se espera incrementar la robustez de los sistemas de RAH.
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A continuacio´n comentamos otras aplicaciones de la tarea de clasificacio´n de
eventos acu´sticos (AEC, Acoustic Event Classification) con ma´s detalle.
1.2. Los eventos acu´sticos
La importancia de los sonidos o eventos acu´sticos, es que permiten a los seres
humanos sentir y comprender al mundo f´ısico que los rodea. Por ello la necesidad
de desarrollar herramientas basadas en procesamiento de sen˜al que permitan extraer
informacio´n u´til a partir de los datos acu´sticos del mundo real; adema´s de ser lo
suficientemente robustos. En las u´ltimas decadas, el despliegue masivo de tele´fo-
nos celulares y micro´fonos han permitido mejorar la calidad y bajar el costo de los
sistemas de adquisio´n de datos acu´sticos, permitiendo incrementar la capacidad de
co´mputo para el ana´lisis de los eventos acu´sticos en tiempo real. A pesar de este
potencial, el ana´lisis de los eventos acu´sticos (que no sea el reconocimiento de voz)
no ha llegado ser tan estudiado y desplegado.
Hoy en d´ıa, las te´cnicas usadas para el ana´lisis acu´stico estan desarrolladas para
aplicaciones muy espec´ıficas (por ejemplo en la deteccio´n de submarinos a trave´s
del SONAR, deteccio´n de llamadas de ballenas de una especie espec´ıfica; deteccio´n
de balas, etc.), siendo muy dependientes de la tarea a realizar. Ser´ıa por lo tanto,
recomendable usar nuevas herramientas del procesamiento de sen˜ales con la finalidad
de realizar un adecuado ana´lisis acu´stico extrayendo informacio´n u´til y representativa
de la sen˜al acu´stica, pudiendo ser adema´s generales en el sentido que puedan ser
aplicadas a otras tareas de clasificacio´n de audio.
Los sistemas de monitoreo basado en audio tienen un impacto significativo en
aplicaciones tales como de vigilancia, seguridad pu´blica y evaluacio´n de ruido urbano
en zonas residenciales. Actualmente, el riesgo de seguridad y robos se incrementa en
zonas pu´blicas como bares, lugares de recreacio´n y ocio. Es crucial por lo tanto,
detectar estos casos de emergencia de manera oportuna y alertar a la polic´ıa para
prevenir dan˜os mayores.
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Del mismo modo, el incremento de actividades de tra´fico, negocios e inclusive
recreativas contribuyen a empeorar los efectos del ruido urbano en la salud humana,
mediante la exposicio´n de niveles excesivos de ruido. Debido a esto, es necesario
implementar sistemas como mapas de ruido y prediccio´n que permitan evaluar los
niveles de ruido en una zona urbana y predecir los cambios del ambiente ruidoso.
La creacio´n de mapas de ruido, permitira´ definir pol´ıticas futuras para planificacio´n,
construccio´n, tra´fico y transporte dentro de la comunidad.
Muchas de la te´cnicas desarrolladas se han implementado para la produccio´n y
ana´lisis de la voz, por lo que no se han estudiado modelos de produccio´n para todos
los eventos acu´sticos. En esta tesis se van a desarrollar varias parametrizaciones para
AEC, algunas de las cuales esta´n basadas en NMF.
1.3. Objetivos
La eleccio´n del tema de tesis ha estado motivada por la necesidad de mejorar las
te´cnicas de ana´lisis y procesado de sen˜ales de voz y audio en escenarios reales, en los
que la presencia de ruido y otros tipos de distorsiones degradan en gran medida el
funcionamiento de los sistemas basados en tecnolog´ıas del habla y audio.
En este contexto, el objetivo de esta tesis doctoral es profundizar en la aplicacio´n
de me´todos basados en la factorizacio´n de matrices no negativas (NMF, Non - Ne-
gative Matrix Factorization) al ana´lisis, caracterizacio´n y mejora de la calidad de las
sen˜ales de voz y audio en diversas tareas relacionadas con las tecnolog´ıas del habla y
audio. En concreto, en este trabajo se estudia la potencialidad de NMF tanto para el
ana´lisis espectral y la obtencio´n de nuevas representaciones parame´tricas como para
la eliminacio´n de ruido en sen˜ales de voz y audio.
Como se ha mencionado anteriormente en la presente tesis, se han considerado los
siguientes a´mbitos de aplicacio´n: reconocimiento automa´tico del habla en condiciones
adversas (ruido de fondo) y clasificacio´n de eventos acu´sticos (pasos, toses, risas, etc.)
en entornos de oficina con diversas condiciones de ruido.
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1.4. Estructura del documento
La organizacio´n del resto de cap´ıtulos de esta tesis se realiza de la siguiente ma-
nera: en el cap´ıtulo 2, se dan a conocer los fundamentos del me´todo de factorizacio´n
de matrices no negativas (NMF) y de los principales me´todos de extraccio´n de carac-
ter´ısticas tanto para reconocimiento automa´tico del habla como para clasificacio´n de
eventos acu´sticos. En el cap´ıtulo 3, se presenta un me´todo basado en NMF para la
eliminacio´n de ruido para mejora de la sen˜al de voz con aplicacio´n al reconocimiento
automa´tico del habla. En el cap´ıtulo 4, se presenta el ana´lisis de las caracter´ısticas
espectrales de diversos eventos acu´sticos usando NMF y la nueva parametrizacio´n
desarrollada a partir de este ana´lisis para la tarea de clasificacio´n de eventos acu´sti-
cos, que esta´ basada en el filtrado paso alto de la sen˜al de audio. En el cap´ıtulo
5, se describe una nueva parametrizacio´n para esta u´ltima tarea que esta´ basada en
la integracio´n temporal de caracter´ısticas acu´sticas en la que se utiliza NMF para
adaptar dicha te´cnica al caso particular de los eventos acu´sticos. En el cap´ıtulo
6, se desarrolla un nuevo me´todo de extraccio´n de caracter´ısticas para AEC que
esta´ basada en la seleccio´n automa´tica de bandas espectrales. El cap´ıtulo 7 trata
sobre un nuevo procedimiento de parametrizacio´n para AEC en el que se utilizan
los coeficientes de activacio´n o ganancia obtenidos con NMF en combinacio´n con las
caracter´ısticas mel-cepstrales. Finalmente en el cap´ıtulo 8, se resumen las princi-
pales contribuciones de la presente tesis doctoral, del mismo modo que se describen
algunas l´ıneas futuras de investigacio´n.
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Estado del arte
En este cap´ıtulo se desarrolla la base teo´rica del me´todo de Factorizacio´n de
Matrices No Negativas (NMF, Non - Negative Matrix Factorization) y se realiza un
repaso de las principales te´cnicas de extraccio´n de caracter´ısticas usadas en tareas ta-
les como: el Reconocimiento Automa´tico del Habla (RAH) y la tarea de Clasificacio´n
de Eventos Acu´sticos (CEA).
2.1. Factorizacio´n de Matrices No Negativas (NMF)
Un problema comu´n en la mayor´ıa de las aplicaciones basadas en aprendizaje
automa´tico es la necesidad de encontrar una representacio´n adecuada de los da-
tos de entrada. En los u´ltimos an˜os el algoritmo de la factorizacio´n de matrices
no - negativas esta´ siendo utilizado para este propo´sito con resultados satisfacto-
rios en diferentes a´mbitos relacionados con el procesamiento de sen˜ales y datos:
procesamiento de audio [Virtanen, 2007], [Wilson et al., 2008], aprendizaje de carac-
ter´ısticas acu´sticas [Schuller et al., 2010], ima´genes [Sandler and Lindenbaum, 2011],
electroencefalogramas (EEG) [Chen et al., 2006], [Damon et al., 2013], bioinforma´ti-
ca [Brunet et al., 2004], agrupamiento [Jingu and Haesun, 2008] y miner´ıa de texto
[Wei et al., 2003],
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NMF realiza una representacio´n lineal no supervisada de los datos, siendo los
coeficientes de la combinacio´n lineal positivos, a diferencia de otros me´todos como
son el Ana´lisis de Componentes Principales (PCA, Principal Components Analysis) y
cuantizacio´n vectorial (VQ, Vectorial Quantization) que realizan una representacio´n
hol´ıstica de los datos.
Ba´sicamente, con NMF es posible obtener una representacio´n de los datos basada
en partes a trave´s del uso de la restriccio´n de no - negatividad, por la que solo se
permiten combinaciones aditivas de los diversos componentes ba´sicos (o partes). De
esta forma, se consigue una mejor interpretabilidad de los resultados de la descom-
posicio´n. La restriccio´n de la no-negatividad se refuerza por el hecho de que muchos
de los datos del mundo real son no-negativos y sus correspondientes componentes
fundamentales ocultas tienen un significado f´ısico solo cuando son no-negativos, por
ejemplo: las intensidades de los p´ıxeles en una imagen, el espectro de amplitud, el
consumo de energ´ıa y alimentos, etc. Existe adema´s evidencia psicolo´gica y fisiolo´gi-
ca de que nuestro cerebro realiza una representacio´n basada en la partes y ciertas
teor´ıas computacionales aplicadas al reconocimiento de objetos conf´ıan en tales re-
presentaciones [Lee and Seung, 1999].
Por otra parte, la no - negatividad tambie´n induce a una representacio´n dispersa
(sparse) de los datos, que es fundamental cuando es deseable que dichos datos sean re-
presentados con la menor cantidad de componentes relevantes [Cichocki et al., 2009].
2.1.1. Formulacio´n Matema´tica de NMF
El problema ba´sico que resuelve NMF puede establecerse de la siguiente manera:
Dada una matriz V ∈ RF×T+ , donde cada columna corresponde a un vector de datos, el
algoritmo de la factorizacio´n de matrices no negativas lo aproxima como el producto
de dos matrices de bajo rango no negativa W y H (figura 2.1), tal que
V ≈ WH (2.1)
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Figura 2.1: Representacio´n Ba´sica NMF.
donde W ∈ RF×K+ y H ∈ RK×T+ y normalmente K ≤ min (F, T ). De esta manera,
cada columna de W puede ser escrita como una combinacio´n lineal de los K vecto-
res base (columnas de W ), ponderadas por los coeficientes de activacio´n o ganancia
localizados en las correspondientes columnas de H. NMF puede verse como un me´to-
do de reduccio´n de la dimensionalidad de los vectores de datos desde un espacio F
dimensional hasta un espacio K dimensional. Esto es posible si las columnas de W
descubren la estructura latente (oculta) en los datos [Lee and Seung, 1999].
La factorizacio´n se logra por una minimizacio´n iterativa de una determinada
funcio´n de coste como por ejemplo, la distancia eucl´ıdea, dada en la ecuacio´n 2.2 o
la divergencia generalizada de Kullback-Leibler (KL), dada en la ecuacio´n 2.3.
DEU (V ‖WH) =
∑
ij
(
Vij − (WH)ij
)2
(2.2)
DKL (V ‖WH) =
∑
ij
(
Vijlog
Vij
(WH)ij
− (V −WH)ij
)
(2.3)
A lo largo del desarrollo de la tesis se ha considerado a la divergencia KL como
funcio´n de coste dado que en la literatura se ha mostrado sus buenos resultados en
tareas relacionadas con el procesamiento de voz, la separacio´n de fuentes de sonido
[Virtanen, 2007], mejora de la sen˜al de voz [Wilson et al., 2008] o extraccio´n de ca-
racter´ısticas acu´sticas [Schuller et al., 2010]. La divergencia KL tiene las siguientes
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ventajas: presenta mejores resultados perceptuales, buenas propiedades de conver-
gencia, razonable coste computacional [Schuller et al., 2009] y es apropiada cuando
los datos presentan un amplio rango dina´mico [Bertrand et al., 2008a].
Existen diferentes me´todos para la obtencio´n del valor o´ptimo local para la di-
vergencia KL entre V y (WH). En este trabajo, hemos optado por utilizar uno de
los ma´s extendidos: el esquema iterativo con reglas de aprendizaje multiplicativo
propuesto en [Lee and Seung, 1999] y establecido en la ecuacio´n 2.4,
W ← W ⊗ VWHHT
1HT
H ← H ⊗ WT VWH
WT 1
(2.4)
donde 1 es una matriz de taman˜o V , cuyos elementos son todos unos y las mul-
tiplicaciones ⊗ y divisiones son operaciones componente a componente.
El algoritmo NMF no asume dispersio´n de los datos (sparsity) o independencia
estad´ıstica mutua entre las columnas de W . Sin embargo, NMF suele proporcio-
nar una descomposicio´n dispersa de los datos [Lee and Seung, 1999], lo que facilita
su interpretabilidad. Hay varios caminos para lograr algu´n control sobre dicha re-
presentacio´n dispersa. En esta tesis, hemos seguido la aproximacio´n propuesta en
[Cichocki et al., 2006] y [Cichocki et al., 2009] para la funcio´n de coste KL, donde
NMF se regulariza usando proyecciones no lineales sobre (2.4). Aplicando este pro-
cedimiento, las reglas de aprendizaje son las siguientes,
W ←
[
W ⊗ [
V
WH
HT ]
ω
1HT
](1+αw)
H ←
[
H ⊗ [W
T V
WH ]
ω
WT 1
](1+αh)
(2.5)
donde αw > 0 y αh > 0 son los para´metros de regularizacio´n o factores sparse y
ω ∈ (0, 2) es un para´metro de relajacio´n que tambie´n controla el grado de dispersio´n,
adema´s de la velocidad de convergencia del algoritmo. Es importante notar que al
considerar los para´metros de regularizacio´n, el exponente de las reglas de aprendizaje
son mayor que uno, lo que implica que los valores ms pequen˜os en las matrices no-
negativas tienden a ser cada vez ma´s pro´ximos a cero a medida que el nu´mero de
iteraciones se incrementa [Cichocki et al., 2009] mientras que los valores grandes se
acrecientan.
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2.1.2. Consideraciones pra´cticas de NMF
Una de la dificultades que se presenta en NMF es la eleccio´n adecuada del valor
de K (nu´mero de bases o componentes), que por lo general depende de la matriz
de datos y de la aplicacio´n concreta. Mientras ma´s grande sea el valor de K mejor
es la aproximacio´n de los datos; sin embargo, un valor pequen˜o de K conduce a un
modelo menos complejo. La influencia del nu´mero de componentes se mostrara´ en la
experimentacio´n realizada para las tareas de eliminacio´n de ruido en sen˜ales de voz
(cap´ıtulo 3) y clasificacio´n de eventos acu´sticos (cap´ıtulos 4, 5, 6 y 7).
Otro factor a tener en cuenta es la forma de inicializar el algoritmo iterativo
a partir del cua´l se obtienen las matrices W y H. La solucio´n y convergencia del
algoritmo NMF depende de estas condiciones de inicializacio´n, de tal manera que
se debe realizar una adecuada seleccio´n de las matrices iniciales W y H, pues de
lo contrario puede resultar afectada la eficiencia del algoritmo NMF. Una pobre
inicializacio´n conducira´ a un mı´nimo local y conducir por lo tanto a una solucio´n
incorrecta e irrelevante. El problema llega a ser au´n ma´s cr´ıtico para problemas
NMF de gran escala o cuando se imponen ciertas restricciones sobre las matrices
factorizadas. Por otro lado, una buena inicializacio´n para un conjunto de datos no
garantiza que sea buena para otros conjuntos de datos distintos. Con respecto a
la funcio´n de coste, el proceso de inicializacio´n cumple un rol fundamental ya que
la minimizacio´n de dicha funcio´n puede contener mu´ltiples mı´nimos locales y la
minimizacio´n alternante intr´ınsica en las reglas de aprendizaje de NMF no es convexa,
incluso aunque la funcio´n de coste sea estrictamente convexa con respecto a una de
las variables. Por ejemplo, las funciones de coste dadas en las ecuaciones 2.2 y 2.3,
son estrictamente convexas con respecto a solo uno de la variables (W y H) pero no
a ambas [Cichocki et al., 2009].
Con el objetivo de solventar esta problema´tica en la medida de lo posible, en esta
tesis las matrices factorizadas se inicializaron usando el algoritmo de inicializacio´n
mu´ltiple dado en [Cichocki et al., 2009], de tal modo que se generan 10 pares de
matrices aleatorias uniformes (W0 y H0) y la factorizacio´n que produce la distancia
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eucl´ıdea ma´s pequen˜a entre V y (W0H0) se escoge para inicializacio´n. Estas matrices
iniciales se refinaron posteriormente mediante la minimizacio´n de la divergencia KL
entre V y sus correspondientes matrices factorizadas (W0H0) usando el esquema
iterativo y reglas de aprendizaje dadas en 2.4 estableciendo como punto de parada
del algoritmo el nu´mero ma´ximo de iteraciones (en nuestro caso se eligio´ 200).
Para mayor informacio´n sobre NMF se aconsejan las referencias
[Cichocki et al., 2009], [Lee and Seung, 1999] y [Cichocki et al., 2006].
2.2. Reconocimiento Automa´tico del Habla (RAH)
Los sistemas de Reconocimiento Automa´tico del Habla (RAH) tienen un amplio
rango de aplicaciones desde un simple sistema de reconocimiento de palabras aisladas
(por ejemplo, para marcacio´n de nombres en un tele´fono celular, servicios al cliente
automatizado, control de maquinarias y coches a trave´s del uso de la voz) hasta el
reconocimiento de voz continua como auto dictado, transcripcio´n de noticias, etc.
En la figura 2.2 se muestra el diagrama esquema´tico t´ıpico de un sistema RAH,
donde podemos observar que normalmente la sen˜al de voz es preprocesada con la
finalidad de eliminar o atenuar posibles distorsiones como son, fundamentalmente,
la presencia de ruido aditivo. Posteriormente, la sen˜al de voz preprocesada pasa por
un proceso de un extraccio´n de caracter´ısticas acu´sticas, cuya finalidad es retener
la informacio´n ma´s relevante genera´ndose vectores de para´metros representativos
de la sen˜al de voz. Para obtener la palabra o frase reconocida se comparan dichos
vectores de caracter´ısticas u observaciones con unos patrones o modelos acu´sticos
mediante un proceso denominado decodificacio´n acu´stica, que suele llevarse a cabo
utilizando el algoritmo de Viterbi. T´ıpicamente, los modelos acu´sticos son modelos
estad´ısticos que se obtienen durante la fase de entrenamiento del sistema, siendo los
Modelos Ocultos de Markov (HMM, Hidden Markov Models) los ma´s extensamente
utilizados.
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Figura 2.2: Diagrama esquema´tico de un sistema de RAH.
2.2.1. Extraccio´n de Caracter´ısticas Acu´sticas.
El proceso de extraccio´n de caracter´ısticas acu´sticas consiste en extraer un con-
junto de caracter´ısticas espectro - temporales que representen de forma adecuada a la
sen˜al de voz, capturando informacio´n esencial para la identificacio´n de sonidos y pa-
labras. Para el reconocimiento automa´tico del habla, las caracter´ısticas comu´nmente
utilizadas se estiman a partir de la envolvente espectral de la sen˜al de voz, debido a
la alta correlacio´n que presenta un fonema formado por el tracto vocal y su espectro.
Otra caracter´ıstica utilizada en la tarea del RAH es el ca´lculo de la energ´ıa por tra-
ma; sin embargo, es fundamental considerar los cambios de energ´ıa local para ayudar
a la discriminacio´n entre fonemas con mayor y menor energ´ıa [O’Shaughnessy, 2013].
2.2.1.1. Transformada de Fourier a corto plazo (STFT, Short Time Fourier
Transform)
El me´todo tradicional para realizar el ana´lisis espectral de una sen˜al es la trans-
formada de Fourier; sin embargo no es adecuada para el ana´lisis de sen˜ales no esta-
cionarias como es el caso de la voz, porque solo proporciona informacio´n frecuencial
(espectral) de la sen˜al, pero no proporciona informacio´n sobre el momento en el que
la frecuencia esta´ presente. La transformada de Fourier a corto plazo enventanada
(STFT) proporciona la informacio´n temporal acerca del contenido de frecuencia de
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la sen˜al. En nuestro caso vamos a utilizar la transformada discreta de Fourier a corto
plazo dada en la ecuacio´n 2.6.
X (f, t) =
N−1∑
n=0
x (n)w (n− t) e−j 2pifnN (2.6)
w (n) = 0,54− 0,46 cos( 2pin
N−1), 0 < n < N − 1 (2.7)
donde, X (f, t) es la transformada discreta de Fourier a corto plazo de la sen˜al
x(n) con n = 0, 1, ..., N−1 y w(n−t) es la ventana de ana´lisis usada y desplazada una
cantidad de tiempo t. Usualmente la ventana que se utiliza es la ventana Hamming,
mostrada en la ecuacio´n 2.7.
Para distinguir entre diferentes sonidos, no es necesario solo tener en cuenta la
energ´ıa total de la sen˜al sino obtener la mayor cantidad de detalles del espectro
de la voz. Con frecuencia se usa la Transformada de Fourier Discreta a corto plazo
(STFT), que se aplica a una seccio´n enventanada (trama) de la sen˜al, asegurando
que la sen˜al enventanada sea aproximadamente estacionaria. Esta operacio´n se repite
perio´dicamente desplazando la ventana, creando de esta forma una versio´n segmen-
tada de la sen˜al de la voz. La duracio´n de la ventana y su desplazamiento esta´n
relacionados con las variaciones temporales de la articulacio´n del tracto vocal y son
un compromiso entre la maximizacio´n de la precisio´n y la minimizacio´n del coste
computacional. Como se ha mencionado anteriormente, habitualmente se utiliza la
ventana de Hamming con la finalidad de prevenir el feno´meno de Gibbs producido
por las discontinuidades al aplicar la ventana de ana´lisis.
Otra alternativa a la STFT son las ond´ıculas (wavelets) [Evangelista, 1993]
[Hlawatsch and Boudreaux-Bartels, 1992]. La principal limitacio´n de la STFT es que
utiliza una longitud fija de muestras que es determinada por la duracio´n de la ven-
tana de ana´lisis; de esta manera si la longitud de la ventana de ana´lisis es pequen˜a
se empeora la resolucio´n espectral (incrementando la resolucio´n temporal); mientras
que se mejora la resolucio´n espectral cuando la longitud de la ventana de ana´lisis es
grande. Por otro lado a nivel perceptual, el o´ıdo usa una escala de frecuencia no lineal
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(Mel) y este hecho no se toma en cuenta cuando la ventana de ana´lisis se mantiene
fija. En el caso de las wavelets, la ventana de ana´lisis var´ıa a trave´s de operaciones de
escalamiento y desplazamiento temporal, siendo la ventana de ana´lisis de corta dura-
cio´n en altas frecuencias (donde la resolucio´n espectral es pobre a nivel perceptual)
y de larga duracio´n para bajas frecuencias (donde se requiere una mejor resolucio´n
espectral). Debido a esto, las wavelets han sido usadas en muchas aplicaciones de
procesado de voz. Sin embargo, su no linealidad y dif´ıcil interpretacio´n han limitado
su uso en la tarea del RAH [O’Shaughnessy, 2013].
2.2.1.2. Coeficientes cepstrales basado en prediccio´n lineal (LPCC, Linear Pre-
diction Cepstral Coefficients)
Los coeficientes cepstrales basado en prediccio´n lineal se obtienen a partir del
ca´lculo de los coeficientes de prediccio´n lineal (LPC, Linear Prediction Coefficients).
LPC es un me´todo de ana´lisis de la sen˜al de voz que es muy u´til para la codificacio´n
de la voz a bajas tasas de bits. LPC se basa en la suposicio´n de que la sen˜al de
la voz se produce como un sonido vibrante (producido por la glotis y caracterizado
por su intensidad y frecuencia) al final de un tubo (formado por el tracto vocal y
caracterizado por sus frecuencias resonantes llamados formantes), permitiendo a los
LPCC reflejar las diferencias de la estructura biolo´gica del tracto vocal humano. El
ca´lculo de los LPCC es se puede realizar a trave´s de una recursio´n de los para´metros
LPC de la siguiente manera:

c1 = a1
cm = am +
∑m−1
k=1
k
m
ckam−k , 1 < m ≤ P
cm =
∑m−1
k=1
k
m
ckam−k ,m > P
(2.8)
donde cm son los coeficientes cepstrales, ap son los coeficientes de prediccion˜ lineal
y P es el orden de prediccio´n.
Se ha mostrado que LPC es muy eficiente para los sonidos voca´licos de la sen˜al
de la voz, siendo menos eficiente para regiones no voca´licas, transitorias y no esta-
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cionarias [Zbancioc and Costin, 2003], [Yujin et al., 2010]. Para una sen˜al en tiempo
discreto, x(n), LPC considera que cada muestra puede ser aproximada como la com-
binacio´n lineal de P muestras precedentes x(n − p), p = 1...P . Los factores de la
ponderacio´n en esta combinacio´n (ap) son los llamados coeficientes LP. Usualmen-
te los coeficientes LP (ap) se calculan usando el algoritmo de Levinson - Durbin
[Vaseghi, 2007]. Para el RAH, un aspecto importante del LPC es que modela bien
los detalles espectrales alrededor de los picos espectrales (pricipalmente los sonidos
voca´licos); sin embargo, una debilidad del ana´lisis LPC es que trata a todas las fre-
cuencias sin tener en cuenta la caracter´ıstica de frecuencia no lineal del o´ıdo humano.
Otro aspecto importante es que se debe escoger a priori el valor de P del modelo
LPC (con frecuencia, P = 10 para voz telefo´nica a 8000 muestras / segundo). En
principio, el valor de P es proporcional al ancho de banda de la voz, de tal modo que
si se escoge un valor de P muy grande puede conducir a modelar picos espectrales
que corresponden a los armo´nicos y no a los formantes y si el valor de P es pequen˜o
se suaviza el espectro ocultando a los formantes. Cuando el ana´lisis LPC se utiliza
en codificacio´n de voz, tales desviaciones no son tan importantes porque los oyen-
tes pueden tolerar pequen˜as distorsiones en el procesos de res´ıntesis de la voz. Para
RAH, estas desviaciones pueden ocasionar tasas de reconocimiento bajas.
En muchas aplicaciones, la representacio´n LP ba´sica se transforma en un conjunto
de coeficientes de reflexio´n, que son ma´s eficientes para la transmisio´n y tienen el
beneficio de corresponder al modelo del tracto vocal; sin embargo, tal modelo no es
el u´nico ya que muchas formas del tracto vocal pueden conducir al mismo espectro
de la sen˜al de voz. Otra aproximacio´n ma´s eficiente para transmisio´n son las l´ıneas
de frecuencia espectrales (LSF, Line Spectral Frequency). Los LSFs representan a los
polos de la representacio´n LP dentro del c´ırculo unitario en el plano z, que permite
una representacio´n ma´s sencilla de los formantes de la voz. Ambas aproximaciones
(coeficientes de reflexio´n y LSFs) permiten una interpretacio´n ma´s fa´cil que la STFT
en te´rminos de resonancias del tracto vocal; no obstante, ninguna de ellas es eficiente
para propo´sitos del RAH [O’Shaughnessy, 2013].
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2.2.1.3. Coeficientes cepstrales en escala de frecuencia Mel (MFCC, Mel Fre-
quency Cepstral Coefficients)
Estudios psicof´ısicos han mostrado que la percepcio´n humana del contenido en
frecuencia del sonido para sen˜ales de voz no sigue una escala lineal. Los coeficientes
cepstrales en escala de frecuencia mel (MFCC), convierten el espectro lineal en un
espectro no - lineal (Mel), tratando de imitar el comportamiento de la membrana
basilar del o´ıdo interno que determina los anchos de banda cr´ıticos del o´ıdo humano
en funcio´n de la frecuencia. A d´ıa de hoy, es el me´todo de extraccio´n de caracter´ısticas
ma´s utilizado para RAH.
Para su extraccio´n, primero se determina el espectro de magnitud V =| X (f, t) |
de la sen˜al de voz segmentada usando la STFT con N -puntos. Es usual aplicar un
filtro de pree´nfasis (filtro paso alto) como una etapa de preprocesamiento a la sen˜al
de voz antes de realizar su transformacio´n al dominio espectral. Este filtro se aplica
con la finalidad de producir una relacio´n constante a trave´s de toda la banda de
frecuencia compensando los efectos producidos por la fuente glotal y radiacio´n de los
labios. El espectro de amplitud es entonces multiplicado por un conjunto de filtros
pasobanda triangulares a diferentes escalas de frecuencia llamado banco de filtros
auditivo inspirado por la selectividad en frecuencia que realiza la membrana basilar
(co´clea). Este banco de filtros trata de simular el feno´meno de percepcio´n auditiva
por el que para un tono con amplitud y frecuencia fija, se reduce la sensibilidad del
o´ıdo a otros tonos de frecuencia similar, llegando a ser inaudibles si caen dentro de la
banda cr´ıtica [Mcloughlin, 2009]. A este producto se aplica el logaritmo que cumple la
funcio´n de convertir una multiplicacio´n espectral en una suma, lo que permite separar
la envolvente espectral del tracto vocal del conjunto de armo´nicos generados por la
fuente de la sen˜al de voz. Dicha separacio´n facilita la tarea del RAH. Finalmente se
aplica la tranformada discreta del coseno (DCT, Discrete Cosine Transform). Este
procesamiento esta´ justificado en parte por el hecho de que la DCT ortogonaliza
las log-energ´ıas en banda, dando lugar a un conjunto de caracter´ısticas acu´sticas
no correladas que son aproximadamente gaussianas. El uso de la escala logar´ıtmica
17
2.2. RECONOCIMIENTO AUTOMA´TICO DEL HABLA (RAH)
considera aspectos relevantes de la percepcio´n y produccio´n de la voz, lo que hace
posible que la precisio´n del RAH mejore con respecto al uso del ana´lisis LP, en el que
no es fa´cil integrar dichos aspectos [O’Shaughnessy, 2013]. El banco de filtros auditivo
se puede construir usando diferentes escalas de frecuencia (Mel, Bark y ERB), de tal
manera que los coeficientes cepstrales se obtienen de acuerdo a la ecuacio´n 2.9.
ct,m = α (m)
Q−1∑
q=0
log (φ (q, t)) cos
[
m
(
2q + 1
2
)
pi
Q
]
(2.9)
φ (q, t) = ϕ (q, f) | X (f, t) | (2.10)
α (m) =

√
1
Q
m = 0√
2
Q
m 6= 0
(2.11)
donde ct,m es el m-simo coeficiente cepstral correspondiente a la trama t-sima,
con m = 1, 2, ...,M siendo M el nu´mero deseado de coeficientes cepstrales y ϕ (q, f)
es el q-simo filtro pasobanda del banco de filtros auditivo con q = 1, 2, ..., Q siendo
Q el nu´mero de filtros pasobanda que forman el banco de filtros auditivo.
Cuando la escala de frecuencia utilizada es Mel (la ma´s habitual), entonces se
obtienen los coeficientes cepstrales en escala de frecuencia Mel (MFCC) tal y como
se muestra en la figura 2.3. Una breve descripcio´n de la diferentes escalas de frecuencia
se muestran en la subseccio´n 2.2.2.
2.2.1.4. Coeficientes cepstrales de prediccio´n lineal perceptual (PLPCC, Per-
ceptual Linear Prediction Cepstral Coefficients)
Los PLPCC se basan en la obtencio´n de las caracter´ısticas espectrales de predic-
cio´n lineal perceptual (PLP, Perceptual Linear Prediction). PLP es un me´todo de
ana´lisis que incorpora una escala de frecuencia no lineal al igual que los MFCC y
otras propiedades conocidas de la psicof´ısica de la audicio´n (curva de igual sonoridad
y la ley de la intensidad de potencia). La parametrizacio´n PLPCC se muestra en la
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Figura 2.3: Diagrama de bloques de extraccio´n de los coeficientes MFCCs.
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Figura 2.4: Diagrama de bloques de extraccio´n de los coeficientes PLPCCs.
figura 2.4, donde podemos observar que una vez que el espectro se obtiene despue´s de
aplicar la transformada de Fourier, se transforma a una escala Bark y se enfatiza por
medio del uso de una funcio´n que aproxima la sensibilidad del o´ıdo humano a diferen-
tes frecuencias (curva de igual sonoridad). La salida se comprime para aproximarse
a la relacio´n no lineal entre la intensidad del sonido y su sonoridad percibida. Pos-
teriormente se calculan los coeficientes de prediccio´n lineal a trave´s del ana´lisis LPC
para finalmente transformarlos a coeficientes cepstrales [Vachhani and Patil, 2013].
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2.2.2. Escalas de frecuencia
En el disen˜o del banco de filtros auditivo para la extraccio´n de los para´metros
cepstrales, en este trabajo hemos considerado tres escalas de frecuencia logar´ıtmica
(Mel, Bark y ERB). Estas escalas logar´ıtmicas son usualmente escogidas en tareas
relacionadas al procesamiento de audio y voz, debido a que esta´ ampliamente acepta-
do que el Sistema Auditivo Humano (SAH) realiza una compresio´n logar´ıtmica en el
rango auditivo, de modo que los intervalos de alta frecuencia esta´n representados con
menos detalle que los rangos de baja frecuencia. Esta observacio´n se ha derivado de
una serie de experimentos psicoacu´sticos realizados para determinar las denominadas
bandas cr´ıticas (ancho de banda de frecuencia alrededor de un frecuencia central cu-
yas componentes afectan el nivel de sonido y la percepcio´n del pitch de la frecuencia
central) [Zwicker and Terhardt, 1980].
La escala Mel es una de las escalas de frecuencia de transformacio´n logar´ıtmica
ma´s conocida y ha sido desarrollada por Stevens, Volkman y Newmann en 1937
[Stevens and Newman, 1937],
Fm(f) = 2595 log
(
1 +
f
0,7
)
(2.12)
con m en Mel y f en KHz. Esta transformacio´n en frecuencia es la base para el
procedimiento de extraccio´n de los MFCC que utiliza un banco de filtros formado de
filtros triangulares solapados que esta´n uniformemente distribuidos segu´n esta escala.
La escala Bark fue desarrollada por Zwicker. En la ecuacio´n 2.13 se muestra la
fo´rmula de transformacio´n a partir de la escala de frecuencia lineal a la escala Bark
[Zwicker and Terhardt, 1980],
Fz(f) = 13 arctan(0,76f) + 3,5 arctan
(
f
7,5
)2
(2.13)
Con z en Bark y f en KHz.
La escala ERB es una escala logar´ıtmica basada en el ancho de banda rec-
tangular equivalente (ERB, Equivalent Rectangular Bandwidth), que es una medi-
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Figura 2.5: Escalas de frecuencia para el banco de filtros auditivo.
da ma´s ajustada de la banda cr´ıtica. Esta´ definida mediante la siguiente ecuacio´n
[Moore and Glasberg, 1983],
FERB(f) = 11,17 ln
(
f + 0,312
f + 14,675
)
+ 43,0 (2.14)
con f en KHz. En la figura 2.5 se muestran las diferentes escalas de frecuencia
(Mel, Bark y ERB) normalizadas, donde se puede observar que las escalas Mel y Bark
son aproximadamente lineales a bajas frecuencias (hasta aprox. 1kHz) y logar´ıtmica
en el resto.
2.2.3. Reconocimiento de voz usando Modelos Ocultos de Mar-
kov (HMM, Hidden Markov Models)
Es recomendable en muchos casos usar una etapa de pre - procesamiento para la
seal de voz, principalmente cuando la sen˜al de la voz se degrada por la presencia de
ruido de fondo. Existen varias te´cnicas para la mejora de la sen˜al de la voz, entre
ellas tenemos te´cnicas basadas en substraccin espectral [Berouti et al., 1979], filtro
de wiener [Scalart and Vieira, 1996]. En este trabajo de tesis se realiza el proceso de
eliminacio´n de ruido basado en el algoritmo NMF, creando un modelo acu´stico para
la sen˜al de la voz y del ruido.
21
2.2. RECONOCIMIENTO AUTOMA´TICO DEL HABLA (RAH)
La metodolog´ıa ba´sica para el RAH ha empleado la arquitectura de los modelos
ocultos de Markov para la generacio´n de los patrones o modelos acu´sticos, usando
como entradas la salida del proceso de extraccio´n de caracter´ısticas, principalmente
aquellas basadas en los para´metros MFCC (t´ıpicamente 13 coeficientes esta´ticos que
modelan la posicio´n del tracto vocal, ma´s sus primera, delta, y segunda derivadas,
delta - delta, que indirectamente caracterizan la velocidad y aceleracio´n del tracto
vocal).
Los modelos ocultos de Markov se usan para realizar el modelamiento estad´ıstico
de procesos de sen˜al no - estacionario tales como las sen˜ales de voz, secuencia de
ima´genes, etc. La suposicio´n fundamental del HMM es que la sen˜al de la voz se
encuentra bien caracterizada como un proceso aleatorio para´metrico y que estos
para´metros pueden estimarse de una manera bien definida. Se basan en los procesos
de Markov (proceso cuyo estado o valor en algu´n tiempo t depende de su estado o
valor en el tiempo anterior t− 1 y es independiente de la historia del proceso antes
de t−1). HMM modela las variaciones en el tiempo de los estad´ısticos de un proceso
aleatorio con una cadena Markoviana de subprocesos estacionarios dependiente de
estado.
HMM se caracteriza por tres matrices A, B y pi, donde:
A - representa la matriz de probabilidad de transiciones de estado (N ×N)
B - representa la matriz de distribucio´n de probabilidad del s´ımbolo de obser-
vacio´n (N ×M)
pi - representa la matriz de distribucio´n de estados inicial (N × 1)
N es el nu´mero de estados del modelo y M es el nu´mero de s´ımbolos de
observacio´n distintos por estado. Usualmente se usa una notacio´n compacta
λ = {A,B, pi}.
El proceso del reconocimiento de voz incluye los siguientes pasos [Rabiner, 1989]:
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Vectores de observaciones: son generados a partir del ana´lisis espectral y tempo-
ral (ver subseccio´n 2.2.1) de la sen˜al de la voz. Estos vectores de observaciones
se usan para entrenar los HMMs los cuales caracterizan los sonidos del habla
considerados.
Unidades acu´sticas: se debe realizar una adecuada seleccio´n de la unidades
acu´sticas. Esta seleccio´n suele depender del taman˜o del vocabulario, por ejem-
plo, para reconocimiento de voz con vocabulario pequen˜o es razonable y pra´cti-
co utilizar la palabra como unidad acu´stica. Para el caso de vocabularios gran-
des es recomendable usar unidades de sub - palabra (fonemas, difonemas y
trifonemas) como unidades acu´sticas. Cada una de estas unidades es caracte-
rizada por un HMM cuyos para´metros son estimados a partir del conjunto de
entrenamiento de los datos de voz.
Mo´dulo de comparacio´n: El mo´dulo de comparacio´n determina las verosimili-
tudes entre todas las secuencias de unidades acu´sticas permitidas en el sistema
con la entrada de voz desconocida, determinando el mejor score sujeto a res-
tricciones sinta´cticas y le´xicas. Por ejemplo, supongamos que el diccionario de
un sistema de RAH consta de L palabras distintas. Durante la fase de entre-
namiento del sistema, para cada palabra l en el vocabulario se construye un
modelo HMM λl, cuyos para´metros {A,B, pi} se estiman optimizando la verosi-
militud del conjunto de observaciones de entrenamiento para la l-sima palabra
utilizando habitualmente el algoritmo de Baum-Welch [Rabiner, 1989]. Para
cada palabra desconocida que va a ser reconocida, se deben calcular las vero-
similitudes entre la secuencia de observaciones (caracter´ısticas acu´sticas de la
palabra a reconocer) de entrada al sistema O = (o1, o2, ..., oT ), con todos los
posibles modelos, P (O/λl) con 1 ≤ l ≤ L, seleccionando aquella palabra con
la verosimilitud ma´s alta de la siguiente manera:
l∗ = argmax
1≤l≤L
[P (O/λl)] (2.15)
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Para este proceso suele utilizarse el algoritmo de Viterbi [Rabiner, 1989].
Decodificacio´n le´xica: En esta etapa, se establecen restricciones sobre el sistema
de comparacio´n, de modo que se debe considerar solo aquellas unidades acu´sti-
cas que se encuentren en el diccionario (o le´xico) de la tarea. Este procedimiento
implica que el vocabulario usado para el reconocimiento se debe especificar en
te´rminos de las unidades acu´sticas escogidas. Cuando las unidades acu´sticas
son palabras, este paso de decodificacio´n le´xica se elimina, simplificando de
esta forma la estructura del reconocedor.
Ana´lisis sinta´ctico: Al igual que en la etapa anterior, se establecen restricciones
donde las palabras deben seguir una secuencia apropiada determinada por la
grama´tica de la tarea, que puede ser representada por un modelo de lenguaje
llamado n-grama, donde se toma en cuenta las probabilidades de secuencias
de n palabras. Los modelos de lenguaje bigramas y trigramas son los ma´s
utilizados. Para tareas de control y comandos, u´nicamente se requiere una
palabra del conjunto finito de palabras para ser reconocida y por lo tanto
no es necesario la grama´tica. A este tipo de tareas se le denomina tarea de
reconocimiento de voz de palabras aisladas. Para otras aplicaciones como, por
ejemplo secuencia de d´ıgitos, se requiere una grama´tica muy simple (solo un
d´ıgito puede continuar despue´s de algu´n otro d´ıgito). Hay, sin embargo, tareas
donde la grama´tica es un factor dominante y aunque adiciona una restriccio´n
ma´s al proceso de reconocimiento, produce una mejora en el rendimiento del
sistema global.
Ana´lisis sema´ntico: Al igual que en las dos etapas anteriores, en este proceso
se imponen restricciones sema´nticas para la tarea del reconocimiento.
Desde el punto de vista pra´ctico, hay un factor adicional que debe tenerse en
cuenta en la implementacio´n de un reconocedor de voz y es el problema de
separar el silencio (o ruido de fondo) de la sen˜al de voz propiamente dicha. Hay
al menos dos caminos razonables para lograr esta tarea:
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• a) La deteccio´n expl´ıcita de la presencia de voz a trave´s de te´cnicas que
discriminan el silencio de la sen˜al de voz a partir del ca´lculo de la energ´ıa,
cruces por cero, duracio´n de los segmentos de voz y silencio y otros para´me-
tros acu´sticos adecuados.
• b) Inclusio´n de un modelo de silencio dentro del repertorio de los patro-
nes acu´sticos del sistema. Es habitual considerar dos modelos distintos
de silencio: silencio largo, correspondiente a los silencios iniciales y fina-
les de cada elocucio´n y silencio corto, correspondiente a las pausas entre
palabras.
2.2.4. Reconocimiento automa´tico del habla en condiciones rui-
dosas
Como se ha comentado en el cap´ıtulo de introduccio´n, uno de los principales
retos a los que deben enfrentarse los sistemas de reconocimiento automa´tico del
habla en la actualidad es el de mejorar su funcionamiento en ambientes adversos
(tambie´n denominados condiciones ruidosas), en los que su rendimiento se degrada
significativamente, debido principalmente a la presencia de ruido de fondo.
En el reconocimiento automa´tico del habla robusto al ruido, habitualmente se
realiza la suposicio´n de que el desajuste acu´stico entre los datos de entrenamiento
y los datos de prueba (condiciones reales de funcionamiento), que es el causante de
la degradacio´n en la tasa de reconocimiento del sistema, puede modelarse como una
transformacio´n que puede ser determinada mediante diversos me´todos y que puede
aplicarse tanto a los para´metros acu´sticos de la voz a reconocer como a los modelos
o patrones acu´sticos del sistema.
A partir de esta suposicio´n, se han propuesto diversas estrategias para abordar
esta problema´tica, tales como [O’Shaughnessy, 2013]:
Mejora o realce de la sen˜al de voz. Consiste en “limpiar” o eliminar el ruido de
la voz ruidosa usando te´cnicas de procesado de sen˜al en un proceso previo al
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reconocedor de voz en s´ı.
Parametrizaciones robustas: Consisten en encontrar caracter´ısticas acu´sticas
que representen la voz y que sean robustas a la presencia de ruido y distorsiones.
Compensacio´n de caracter´ısticas: Consiste en transformar las caracter´ısticas
acu´sticas extra´ıdas de la voz degradada en para´metros limpios.
Compensacio´n de modelos acu´sticos: Consiste en adaptar los modelos o patro-
nes acu´sticos, que generalmente han sido construidos a partir de habla limpia,
a las condiciones ruidosas del entorno.
2.2.4.1. Mejora de la sen˜al de voz
En las u´ltimas decadas, se han sugerido una gran diversidad de esquemas para
mejorar la calidad de la voz degradada, principalmente, en escenarios ruidosos, co-
mo calles, coches, metro, trenes o lugares pu´blicos como salas de exposiciones. Su
principal propo´sito es atenuar las distorsiones tanto como sea posible, preservando
la sen˜al de la voz. Dicha reduccio´n de ruido puede beneficiar a un rango amplio de
aplicaciones tales como tele´fonos mo´viles, tele´fonos a manos libres, teleconferencia,
aud´ıfonos, servicios de voz automa´ticos basados en reconocimiento y s´ıntesis de voz,
forense y grabaciones antiguas.
En la literatura se han propuesto diversos me´todos de reduccio´n de ruido, entre
los que destaca la te´cnica de substraccio´n espectral y el filtrado de Wiener, que
atenu´an la sen˜al de entrada en aquellos rangos de frecuencia donde el valor de la
relacio´n sen˜al a ruido (SNR, Signal Noise Rate) es baja. El me´todo de substraccio´n
espectral (SS, Spectral Substraction) [Scalart and Vieira, 1996] consiste en la resta
del espectro de ruido a partir del espectro de la sen˜al ruidosa. El filtrado de Wiener
[Berouti et al., 1979] es similar al me´todo de sustraccio´n espectral, con la diferencia
que en vez de calcular el espectro, disen˜a un filtro para eliminar el ruido en regiones
de baja SNR. En ambos casos, el ruido se estima durante las porciones de la sen˜al de
entrada con amplitud relativamente baja, bajo la suposicio´n de que tales porciones
26
CAPI´TULO 2. ESTADO DEL ARTE
son menos probables de contener voz. Ambos me´todos mejoran la calidad de la voz,
aunque tienen la desventaja de producir un ruido residual desagradable llamado ruido
musical.
En los u´ltimos an˜os el me´todo de la factorizacio´n de matrices no - negativas se
ha usado en distintas a´reas del procesamiento de la sen˜al, especialmente en pro-
cesado de audio [Virtanen, 2007], [Wilson et al., 2008], logrando buenos resultados,
especialmente, en condiciones ruidosas y mostrando, por tanto, su robustez frente al
ruido [Schuller et al., 2010]. El e´xito de NMF radica en el hecho de su capacidad de
encontrar componentes relevantes ocultos de la sen˜al de voz y su inmunidad al ruido
ya que enfatiza aquellas componentes relevantes caracter´ısticas de la sen˜al y reduce
la influencia de las componentes ruidosas.
2.3. Clasificacio´n de Eventos Acu´sticos (CEA).
En los u´ltimos an˜os, el problema de la clasificacio´n y deteccio´n de eventos acu´sti-
cos que no correspondan a voz, han atra´ıdo la atencio´n de numerosos investigadores.
Aunque la voz es el evento acu´stico ma´s informativo, otras clases de sonidos (tales
como risas, toses, tipeado utilizando un teclado, etc.) pueden proporcionar pistas
relevantes acerca de la presencia y actividad humana en ciertos escenarios (por ejem-
plo en una oficina). Esta informacio´n podr´ıa ser usada en diferentes aplicaciones,
principalmente en aquellas con interfaces “amigables” tales como habitaciones “inte-
ligentes” [Temko and Nadeu, 2006], aplicaciones en automo´viles [Muller et al., 2008],
robots trabajando en diversos ambientes [Chu et al., 2006] o en sistemas de vigilan-
cia [Clavel et al., 2005]. Adicionalmente, los sistemas de clasificacio´n y deteccio´n de
eventos acu´sticos pueden utilizarse como una etapa de preprocesamiento para siste-
mas de reconocimiento automa´tico del habla de tal manera que esta clase de sonidos
puedan ser eliminados antes del proceso del reconocimiento de voz en s´ı, incremen-
tando la robustez del sistema completo.
Con la finalidad de distinguir entre las diferentes clases acu´sticas, se
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ha experimentado con distintos esquemas de clasificacio´n, entre los que
destacan los modelos de mezclas de gaussianas (GMM, Gaussian Mixtu-
re Models) [Temko and Nadeu, 2006], modelos ocultos de Markov (HMM)
[Cotton and Ellis, 2011], ma´quinas de vectores soporte (SVM, Support Vector Ma-
chines) [Temko and Nadeu, 2006] [Mejia Navarrete et al., 2011], redes neuronales
con funciones de base radial (RBFNN, Radial Basis Function Neural Networks)
[Dhanalakshmi et al., 2008] and redes neuronales profundos (DBNN, Deep Belief
Neural Networks) [Kons and Toledo-Ronen, 2013]. La alta correlacio´n entre el rendi-
miento de diferentes clasificadores sugiere que el principal problema no es la te´cnica
de clasificacio´n usada, sino que el disen˜o de un proceso adecuado de extraccio´n de
caracter´ısticas para AEC es fundamental [Kons and Toledo-Ronen, 2013].
Por lo tanto, el disen˜o de un adecuado proceso de extraccio´n de caracter´ısticas
para AEC es una tarea importante. Se han propuesto varios esquemas en la litera-
tura, algunos de ellos basados sobre las caracter´ısticas a corto plazo, tales como los
coeficientes cepstrales en escala de frecuencia Mel (MFCC) [Temko and Nadeu, 2006]
[Zieger, 2008] [Zhuang et al., 2010] [Kwangyoun and Hanseok, 2011], log-energ´ıas en
banda [Zhuang et al., 2010], prediccio´n lineal perceptual (PLP) [Portelo et al., 2009],
log-energ´ıa, flujo espectral, entrop´ıa fundamental y tasa de cruces por cero
[Temko and Nadeu, 2006]. Muchas de estas caracter´ısticas son a corto plazo o a nivel
de trama en el sentido de que se calculan trama a trama (t´ıpicamente, el per´ıodo de
trama usado para ana´lisis de voz / audio es aproximadamente de 10− 20ms).
No obstante, otras aproximaciones esta´n basadas en la aplicacio´n de dife-
rentes te´cnicas de integracio´n temporal sobre estos para´metros a corto plazo
[Meng et al., 2007], de modo que se extraen caracter´ısticas a escalas de tiempo ma´s
largas, combinando de alguna manera la informacio´n de los coeficientes a corto plazo
contenidos en segmentos (conjunto de tramas consecutivas) o ventanas temporales
de duracio´n ma´s larga [Mejia Navarrete et al., 2011], [Zhang and Schuller, 2012]. Di-
chas caracte´risticas se denominan a largo plazo o segmentales,
En la siguiente subseccio´n se describen los para´metros acu´sticos ma´s comu´nmente
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utilizados para clasificacio´n y deteccio´n de eventos acu´sticos.
2.3.1. Extraccio´n de caracter´ısticas acu´sticas para CEA
El principal objetivo del proceso de extraccio´n de caracter´ısticas es encontrar
una transformacio´n de la sen˜al que logre capturar la informacio´n ma´s importante
y representativa de la misma, reduciendo su dimensionalidad. A continuacio´n se
describen distintas aproximaciones para la extraccio´n de caracter´ısticas acu´sticas
para AEC. Como se ha mencionado antes, se pueden clasificar en dos grandos grupos:
para´metros a corto plazo o a nivel de trama y para´metros a largo plazo o segmentales.
2.3.1.1. Caracter´ısticas a corto plazo
En los primeros trabajos sobre parametrizacio´n de eventos acu´sticos de propuso
el uso de caracter´ısticas acu´sticas similares a las utilizadas para reconocimiento au-
toma´tico de habla o de locutor, como, por ejemplo, los para´metros mel-cepstrales,
log-energ´ıas en banda, etc. Ma´s recientemente se ha experimento con para´metros
derivados de los descriptores de audio MPEG-7 [Kim et al., 2005], como el flujo es-
pectral, centroide espectral, etc.
A. Coeficientes de log-energ´ıas en banda (FBEC, Filter Bank Energy
Coeficcients):
El ca´lculo de las caracter´ısticas FBEC es similar al ca´lculo de los MFCC (ver
subseccio´n 2.2.1.3), con la diferencia de que no se aplica la transformada dis-
creta del coseno como paso final. Al igual que los MFCCs, primero, la sen˜al
de audio se divide en tramas (con una longitud t´ıpica de 20ms − 30ms ) con
solapamiento de, usualmente, 10ms a 15ms, usando una ventana de ana´lisis de
Hamming. Estas tramas se transforman al dominio de la frecuencia usando la
transformada discreta de Fourier. A continuacio´n, el espectro de magnitud se
pasa a trave´s de un banco de filtros triangulares a escala de frecuencias Mel
definida en la ecuacio´n 2.11. Por u´ltimo se calcula el logaritmo de la energ´ıa de
29
2.3. CLASIFICACIO´N DE EVENTOS ACU´STICOS (CEA).
la salida de cada filtro, obtenie´ndose los coeficientes de log-energ´ıas en banda
(FBEC).
Las caracters´ıticas FBEC, permiten realizar un ana´lisis espectro - temporal
de la sen˜al de audio; sin embargo, presenta el problema de la resolucio´n, ya
que el uso de una ventana de ana´lisis pequen˜a implica una mejor resolucio´n
en el tiempo, a costa de una pobre resolucio´n en la frecuencia; mientras que
ventanas ma´s grandes proporcinan una mejor resolucio´n en la frecuencia y
una pobre resolucio´n en el tiempo. Por lo tanto, la seleccio´n del taman˜o de la
ventana es un para´metro cr´ıtico.
B. Coeficientes cepstrales en escala de frecuencia Mel (MFCC, Mel
Frequency Cepstral Coefficients):
Es una de las caracter´ısticas ma´s usadas para el procesamiento de audio deriva-
das del ana´lisis espectral y motivadas perceptualmente. La obtencio´n y ca´lculo
de los MFCCs se encuentra descrito en la subsubseccio´n 2.2.1.3. Tal y como
se expondra´ con mayor profundidad en el cap´ıtulo 4, este tipo de para´metros
acu´sticos puede no ser necesariamente el ma´s apropiado para la tarea de clasi-
ficacio´n y segmentacio´n de eventos acu´sticos puesto que se disen˜aron teniendo
en cuenta la estructura espectral de la sen˜al de voz, que es bastante diferente
de la de los eventos acu´sticos.
C. Tasa de cruces por cero (ZCR, Zero Crossing Rate):
Es una caracter´ıstica temporal de audio que se define como el nu´mero de veces
que la amplitud de la sen˜al de audio cruza el valor de cero. En el dominio del
tiempo los cruces por cero dan una medida del ruido de la sen˜al. En la ecuacio´n
2.16 se muestra el ca´lculo de la tasa de cruce por cero para la t-sima trama
x (n).
Zt =
1
2
N−1∑
n=0
| sign (x (n))− sign (x (n− 1)) | (2.16)
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Donde N es el nu´mero total de muestras de x (n) y la funcio´n signo sign (x (n))
esta´ definida en la ecuacio´n 2.17.
sign (x (n)) =
 +1, x (n) ≥ 0−1, x (n) < 0 (2.17)
D. Flujo espectral (F ):
El flujo espectral es un indicativo de cuan ra´pido cambia el espectro de potencia
de una sen˜al, es decir, es una medida de la variacio´n del espectro de potencia
entre tramas sucesivas y se define mediante la ecuacio´n 2.18. El flujo espectral
puede usarse para determinar el timbre de una sen˜al de audio.
Ft =
1
N
Nf−1∑
k=0
[Xt (k)−Xt−1 (k)]2 (2.18)
Donde, Xt (k) y Xt−1 (k) son los espectros de magnitud para la trama t y t−1,
respectivamente; siendo Nf el nu´mero total de bins de frecuencia.
E. Rolloff espectral (Fro):
Es una medida que define la frecuencia Fro debajo de la cua´l reside el 85 % del
espectro de magnitud acumulado y esta´ definido por la ecuacio´n 2.19. Donde,
Xt (k) es el espectro de magnitud para la trama t. Este para´metro refleja la
simetr´ıa del espectro.
Fro∑
k=0
| Xt (k) |= 0,85
Nf−1∑
k=0
| Xt (k) | (2.19)
F. Envolvente espectral de audio (ASE, Audio Spectral Envelope):
Este para´metro representa una descripcio´n compacta del espectrograma y se
obtiene como la suma de la energ´ıa del espectro de potencia dentro de una serie
de bandas de frecuencia b, las cuales esta´n logar´ıtmicamente distribuidas entre
dos l´ımites de frecuencia (lob y hib) y se encuentra definido en la ecuacio´n 2.20.
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ASEt (b) =
hib∑
k=lob
P (k) (2.20)
donde P (k) son los coeficientes del espectro de potencia, lob (hib) son, respecti-
vamente, el l´ımite inferior y superior de la banda b. ASE presenta la desventaja
de ser dependiente del nivel amplitud de la sen˜al, por lo que si se extrae a partir
del mismo sonido pero con diferentes factores de amplificacio´n, los vectores de
caracter´ısticas resultantes diferira´n significativamente.
G. Centroide espectral de audio (ASC, Audio Spectrum Centroid):
Esta caracter´ıstica describe el centro de gravedad del espectro. Se usa para
describir el timbre de una sen˜al de audio. Tambie´n indica si las bajas o altas
frecuencias son dominantes en el espectro de potencia y puede ser considerado
como una aproximacio´n de la intensidad (sharpness) perceptual de la sen˜al.
H. Espectro disperso de audio (ASS, Audio Spectrum Spread):
Esta caracter´ıstica describe co´mo se distribuye el espectro de potencia de la
sen˜al de audio alrededor de su centro. Un valor bajo indica que el espectro se
encuentra concentrado alrededor de su centro; mientras que un valor alto refleja
una distribucio´n de la potencia a trave´s de un amplio rango de frecuencias.
I. Planicidad del espectro de audio (ASF, Audio Spectrum Flatness):
Este para´metro se uso´ originalmente para calcular el umbral de enmascara-
miento de ruido en codificacio´n de voz. Esta caracter´ıstica permite caracterizar
el espectro de audio y permite cuantificar el grado en que un sonido se parece
a un ruido o un tono.
2.3.1.2. Integracio´n temporal de caracter´ısticas
La integracio´n temporal de caracter´ısticas consiste en el proceso de combinar un
conjunto de para´metros extra´ıdos a corto plazo (nivel de trama) y contenidos en una
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ventana de longitud dada en un u´nico vector de caracter´ısticas (nivel de segmento), de
modo que se capture la informacio´n de la evolucio´n temporal de los para´metros dentro
de dicha ventana [Meng et al., 2007]. Usualmente se utilizan como caracter´ısticas a
corto plazo las mencionadas en la subseccio´n 2.2.1 (principalmente, FBEC o MFCC),
puesto que se ha observado que la informacio´n sobre su comportamiento dina´mico
puede ser relevante para distinguir unos eventos acu´sticos de otros. La integracio´n
temporal tambie´n permite una reduccio´n de los datos, de forma que la informacio´n
relevante puede ser resumida eficientemente en poco espacio [Meng et al., 2007].
La integracio´n temporal de caracter´ısticas puede expresarse como una secuencia
de T caracter´ısticas a corto plazo de dimensio´n Dx, X = {x1 ,x2 , ...,xT} que se
divide en k segmentos, Y = {y1 ,y2 , ...,yK} de la siguiente manera,
yk = f (xk·Hs ,xk·Hs+1, ...,xk·Hs+Ls−1) (2.21)
donde Ls es el taman˜o del segmento, Hs es el desplazamiento del segmento, ambos
definidos en tramas, y f es la funcio´n que combina los para´metros a nivel de trama
en para´metros a nivel de segmento. En este trabajo de tesis se han considerado dos
formas distintas de combinacio´n: estad´ısticos de las caracter´ısticas a corto plazo y
coeficientes de banco de filtros (FC, Filterbank Coefficients).
A. Estad´ısticos de las caracter´ısticas a corto plazo:
Esta aproximacio´n consiste en aplicar la integracio´n temporal sobre un
conjunto de para´metros a corto plazo dentro una ventana deslizante con
una duracio´n de varios segundos y calcular sus estad´ısticos (media, des-
viacio´n esta´ndar, simetr´ıa, etc.) sobre dicha ventana [Meng et al., 2007],
[Mejia Navarrete et al., 2011], [Zhang and Zhou, 2004].
zk =
[
mean (yk) std (yk) skewness (yk)
]
(2.22)
donde mean (yk), std (yk) y skewness (yk) son la media, desviacio´n esta´ndar
y simetr´ıa calculados sobre los para´metros contenidos en el k-simo segmento.
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Figura 2.6: Banco de filtros predefinido U usado para parametrizacio´n FC.
B. Coeficientes de banco de filtros (FC):
Inicialmente, la aproximacio´n FC fue aplicada en tareas de clasifi-
cacio´n de ge´neros musicales y audio en general [Meng et al., 2007],
[McKinney and Breebaart, 2003]. FC ayuda a capturar la estructura dina´mi-
ca de las caracter´ısticas a corto plazo [Meng et al., 2007], calculando su es-
pectro de modulacio´n a trave´s del uso de un banco de filtros (U) ins-
pirado en el sistema auditivo humano. Habitualmente, dicho banco cons-
ta de cuatro filtros correspondiente a las siguientes bandas de frecuencia
[McKinney and Breebaart, 2003]:
• Filtro 1: 0 Hz (filtro DC)
• Filtro 2: 1 - 2 Hz (energ´ıa de modulacio´n)
• Filtro 3: 3 - 15 Hz (energ´ıa de modulaci´ın)
• Filtro 4: 20 - 43 Hz (aspereza roughness perceptual)
En esta aproximacio´n se calcula el periodograma de cada dimensio´n de las
caracter´ısticas a corto plazo contenidas en el k - simo segmento yk y la infor-
macio´n contenida en dicho periodograma se resume mediante la obtencio´n de la
potencia en las diferentes bandas de frecuencia del banco de filtros predefinido
(U),
zk = PkU (2.23)
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Figura 2.7: Diagrama de bloque del proceso de extraccio´n de caracter´ısticas.
donde Pk representa los periodogramas de la secuencia de coeficientes a corto
plazo perteneciente al k - simo segmento, U es la magnitud de la respuesta en
frecuencia del banco de filtros predefinido y zk es el vector de caracter´ısticas
final, que son la entrada al clasificador correspondiente. En la figura 2.7, se
muestra el diagrama de bloques para esta parametrizacio´n.
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Cap´ıtulo 3
Eliminacio´n de ruido con NMF para
aplicacio´n en la mejora de voz y el
reconocimiento automa´tico de habla
Los sistemas de reconocimiento automa´tico de habla entrenados en condiciones
controladas (es decir, usando voz limpia) degradan significativamente su funciona-
miento en condiciones reales, especialmente por la influencia del ambiente acu´stico,
como, por ejemplo, la presencia de ruido aditivo que afecta significativamente la ca-
lidad de la voz. El ruido en la sen˜al de la voz es un problema comu´n en muchas
aplicaciones como son el uso de reconocedores de voz en comunicaciones telefo´nicas
fijas y mo´viles, etc. De hecho, uno de los principales problemas a los que tiene que
enfrentarse los sistemas de RAH es el reconocimiento en entornos ruidosos dado que
la capacidad de comprensio´n de la ma´quinas au´n esta´ lejos de parecerse al de los seres
humanos en estas condiciones. Por este motivo y con objeto de mejorar las prestacio-
nes de los sistemas de RAH, en ocasiones, se utiliza una etapa de preprocesamiento
para mejora de la sen˜al de voz mediante la eliminacio´n de ruido.
En este cap´ıtulo concentramos nuestros esfuerzos en la mejora de la sen˜al de
voz para el reconocimiento automa´tico del habla. En la literatura, se han propuesto
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varios me´todos para reducir la influencia del ruido. Entre ellos, destacan la te´cnica del
filtro de Wiener [Scalart and Vieira, 1996] y el me´todo convencional de sustraccio´n
espectral (SS, Spectral Subtraction), [Berouti et al., 1979] que consiste en la resta de
una estima del espectro del ruido del espectro de la sen˜al de voz ruidosa. Ambos
me´todos producen una sen˜al ma´s inteligible; sin embargo, tienen la desventaja de
producir ruido residual molesto para el oyente (y para el reconocedor de voz) llamado
ruido musical.
Recientemente, la factorizacio´n de matrices no-negativas se ha utilizado satisfac-
toriamente en diferentes a´reas relacionadas con el procesamiento de voz, incluyendo
eliminacio´n de ruido en sen˜ales de voz [Wilson et al., 2008], separacio´n de sonidos
[Virtanen, 2007], separacio´n de locutores [Schmidt and Olsson, 2006], y extraccio´n
de caracter´ısticas [Schuller et al., 2010]. NMF proporciona una forma de descompo-
ner una sen˜al en una combinacio´n convexa de bloques de construccio´n no negativos
(llamados tambie´n vectores base) mediante la minimizacio´n de una funcio´n de coste
dada. Funciones de coste t´ıpicas son la distancia eucl´ıdea y la divergencia de Kullback
- Leibler (KL). En la seccio´n 2.1 del cap´ıtulo 2 puede encontrase una descripcio´n de
los fundamentos matema´ticos principales de NMF y la solucio´n del proceso de fac-
torizacio´n.
En los trabajos previamente mencionados, se ha mostrado que NMF es capaz de
separar fuentes de sonido cuando sus bloques de construccio´n son suficientemente dis-
tintos como es el caso de la voz y ruido. En este cap´ıtulo proponemos usar un me´todo
basado en NMF para la eliminacio´n de ruido en sen˜ales de voz, que esta´ basado en el
desarrollado en [Wilson et al., 2008] para la tarea de la mejora de la voz. La te´cnica
en [Wilson et al., 2008] se sustenta en el desarrollo de un modelo a priori de la voz
y ruido, y por lo tanto, asume un conocimiento a priori del tipo de ruido que con-
tamina la voz. En contraste, nuestro me´todo no usa informacin expl´ıcita acerca del
ruido, ya que el modelo de ruido se estima a partir de los segmentos de silencio/ruido
de las elocuciones a reconocer, obtenidos con la ayuda de un detector de actividad
de vocal (VAD, Voice Activity Detector). Mientras que en [Wilson et al., 2008] so´lo
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se presentan resultados para mejora de voz, en este cap´ıtulo se muestra tambie´n el
funcionamiento del me´todo en un sistema de reconocimiento automa´tico del habla.
Por otro lado, varios estudios recientes indican que puede resultar beneficioso
realizar un control expl´ıcito del grado de dispersio´n (sparsity) en las descomposi-
ciones NMF para el caso de separacio´n de sonidos y locutores. En este sentido, el
me´todo para separacio´n de locutor propuesto en [Schmidt and Olsson, 2006] intro-
duce un te´rmino de penalizacio´n en el algoritmo NMF con distancia eucl´ıdea que
permite controlar dicho grado de dispersio´n de la solucio´n. Sin embargo, en proce-
samiento de voz, se han reportado mejores resultados usando NMF con divergencia
KL [Schuller et al., 2010], [Virtanen, 2007]. Por esta razo´n, nuestro me´todo basado
en NMF para eliminar ruido en sen˜ales de voz adema´s combina el uso de la divergen-
cia KL con restricciones de dispersio´n siguiendo el procedimiento general descrito en
[Cichocki et al., 2006].
3.1. Eliminacio´n de ruido en sen˜ales de voz usando
NMF
Los me´todos basados en factorizacio´n de matrices no negativas permiten la eli-
minacio´n (al menos, parcial) de ruido en sen˜ales de voz bajo la hipo´tesis de que las
sen˜ales de voz ruidosas son una mezcla aditiva de dos fuentes suficientemente distin-
tas: voz y ruido. NMF se aplica al espectro de magnitud de la sen˜al de voz ruidosa,
|Vmix|, de tal forma que puede ser expresado como la combinacio´n lineal de varias
componentes diferentes, aquellos que solo representan el espectro de magnitud de
la voz (Wspeech) y aquellos que solo representen al espectro de magnitud del ruido
(Wnoise). Estas componentes se denominan vectores espectrales base (SBV, Spectral
Basis Vectors) y pueden interpretarse como los bloques constructivos de la voz y el
ruido. En la figura 3.1, se muestran los vectores espectrales base para la voz y el
ruido de metro, donde claramente observamos que son distintas. Adema´s podemos
observar que la distribucio´n de los vectores espectrales base de la voz (en nuestro
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Figura 3.1: Vectores espectrales base para: (a) la voz y (b) el ruido de metro.
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Figura 3.2: Representacio´n NMF de sen˜ales de voz ruidosas.
caso 50 SBV) se asemeja al banco de filtros auditivo a escala de frecuencia Mel,
concentrando mayor cantidad de vectores espectrales (filtros) en la regio´n de baja de
frecuencia que en la de alta frecuencia.
La representacio´n NMF de una sen˜al de voz ruidosa se muestra en la figu-
ra 3.2, en la que los SBVs de la voz (Wspeech) y sus correspondientes coeficien-
tes de activacio´n (Hspeech) pueden usarse para reconstruir la sen˜al de voz limpia
(|Vspeech| ≈ WspeechHspeech), mientras que los SBVs del ruido (Wnoise) y sus correspon-
dientes coeficientes de activacio´n (Hnoise) pueden usarse para reconstruir la sen˜al de
ruido (|Vnoise| ≈ WnoiseHnoise).
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El proceso de mejora de la sen˜al de voz consiste de dos etapas: entrenamiento y
eliminacio´n de ruido propiamente dicho, tal y como se detalla a continuacio´n.
3.1.1. Etapa de entrenamiento.
En esta etapa se determinan los vectores espectrales base que representan a las
sen˜ales de voz y ruido, mediante la aplicacio´n de NMF sobre los datos de entrena-
miento de voz limpia (sin ruido de fondo) y ruido. Para ello, primero, se calcula el
espectro de magnitud de la voz limpia (|Vspeech|) y del ruido (|Vnoise|). A continua-
cio´n, se minimiza la divergencia de Kullback-Leibler entre el espectro de magnitud
y sus correspondientes matrices factorizadas (WspeechHspeech) y (WnoiseHnoise) usando
las reglas de aprendizaje dadas en la ecuacio´n 2.4 de la seccio´n 2.1 del cap´ıtulo 2. De
esta forma, en esta etapa de entrenamiento se han obtenido los vectores espectrales
base de la voz y el ruido, que esta´n contenidos en las matrices Wspeech y Wnoise, res-
pectivamente, y que se utilizan en la siguiente etapa como modelos de voz y ruido.
En la figura 3.3 se muestra este proceso de determinacio´n de los modelos de voz y
ruido usando NMF. Es importante destacar que dado que NMF es un algoritmo ite-
rativo, es importante realizar un adecuado proceso de inicializacio´n de las matrices
factorizadas. En la subseccio´n 2.1.2 del cap´ıtulo 2 y en la seccio´n experimental de
este cap´ıtulo se encuentran ma´s detalles sobre la inicializacio´n del algoritmo para
esta tarea.
En la pra´ctica, para construir el modelo de voz, se asume que se encuentran
disponibles suficientes datos de voz limpia. No obstante, para el modelo de ruido, se
han explorado dos alternativas diferentes:
Offline Noise Data (OND). En esta aproximacio´n se supone un conocimiento
a priori del tipo de ruido como en [Wilson et al., 2008]. Por lo tanto, para cada
tipo de ruido considerado, se entrena su modelo de ruido correspondiente usan-
do todos los datos de ruido disponibles en la base de datos. Esta aproximacio´n
proporciona un l´ımite superior al rendimiento del me´todo de eliminacio´n de
41
3.1. ELIMINACIO´N DE RUIDO EN SEN˜ALES DE VOZ USANDO NMF
Divergencia KL  (función de coste) 
Reglas de actualización 
multiplicativa 
Espectrograma NMF 
Vectores espectrales base 
 
 
 
  








ij
ij
ij
ij
ij WHVWH
V
VHWc log,
 noisespeechall WWW 
speechspeechspeech HWV 
noisenoisenoise HWV 
1
1
T
T
T
T
W
WH
V
W
HH
H
H
WH
V
WW


speechV
noiseV
noisex
speechx
Figura 3.3: Diagrama de bloque para la obtencio´n de los modelos de voz y ruido
usando NMF.
ruido basado en NMF.
Voice Activity Detector Noise Data (VADND). En esta aproximacio´n, se usa
un detector de actividad de voz (VAD) con la finalidad de determinar expl´ıci-
tamente las zonas de las elocuciones de voz ruidosas que contienen solo ruido.
El modelo de ruido se construye a partir de estos segmentos, por lo que es ne-
cesario entrenar un modelo de ruido para cada elocucio´n utilizando u´nicamente
los datos de ruido contenidos en dicha elocucio´n. Esta alternativa es compu-
tacionalmente ma´s costosa, pero evita la necesidad de tener un conocimiento a
priori del tipo de ruido, lo cual no siempre es posible.
3.1.2. Etapa de eliminacio´n de ruido.
En la etapa de eliminacio´n de ruido en s´ı (denoising), se supone que Wspeech y
Wnoise son vectores espectrales base adecuados para describir la voz y ruido. Bajo
esta suposicio´n estos vectores no necesitan ser reentrenados, por lo que mantienen
fijos y se concatenan para formar un u´nico conjunto de SBVs denominado Wall, que
pueden considerarse como modelo de la voz ruidosa al contener componentes de
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voz y ruido. Dado el espectro de magnitud de la sen˜al de voz ruidosa (|Vmix|), se
calcula su factorizacio´n |Vmix| ≈ WallHall minimizando la divergencia KL entre |Vmix|
y (WallHall), actualizando u´nicamente la matriz de activaciones Hall.
Una de las novedades del me´todo propuesto en este cap´ıtulo es la utlilizacio´n en
el algoritmo NMF de la distancia KL junto con una serie de factores que controlan
el grado de dispersio´n (sparseness) de las matrices factorizadas, puesto que presu-
ponemos que una representacio´n dispersa de los datos puede beneficiar el proceso de
eliminacio´n del ruido de la sen˜al de voz. Tal y como se comenta en el cap´ıtulo 2, para
este propo´sito hemos seguido la aproximacio´n propuesta en [Cichocki et al., 2006] y
[Cichocki et al., 2009] para la funcio´n de coste KL y las reglas de aprendizaje modi-
ficadas indicadas en la ecuacio´n (2.5) de dicho cap´ıtulo. Puesto que la matriz Wall
permanece fija en esta etapa, las reglas de actualizacio´n so´lo se aplican sobre la
matriz Hall con los para´metros (ω y αh) adecuados (ver seccio´n 3.2).
Una vez recalculada la matrizHall, el espectro de magnitud de la voz regenerada se
estima como |Vspeech| ≈ WspeechHspeech, siendo Hspeech las filas de Hall correspondien-
tes a los coeficientes de Wspeech. Finalmente, el espectrograma de la voz regenerada
se recupera usando la fase del espectro de la sen˜al de voz ruidosa original y la corres-
pondiente sen˜al de voz en el dominio del tiempo se obtiene mediante la aplicacio´n
del me´todo de overlap-add convencional. El proceso completo de la eliminacio´n de
ruido en sen˜ales de voz se muestra en el diagrama de bloques de la figura 3.4.
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Figura 3.4: Diagrama de bloque del proceso de eliminacio´n de ruido en sen˜ales de
voz usando NMF.
3.2. Aplicacio´n a la mejora de la sen˜al de voz.
En esta seccio´n se describe la experimentacio´n realizada par evaluar los me´todos
propuestos basado en NMF (OND y VADND) en la tarea de eliminacio´n de ruido
en sen˜ales de voz con aplicacio´n a la mejora de voz.
3.2.1. Base de datos y protocolo experimental.
La base de datos usada para los experimentos de mejora de la sen˜al de voz es la
AURORA-2 [Hirsch and Pearce, 2000], que esta´ creada a partir de la base de datos
TIDIgits y contiene las grabaciones de 52 hombres y 52 mujeres adultos norteameri-
canos pronunciando secuencias de d´ıgitos en ingle´s. Originalmente la base de datos
fue grabada en condiciones limpias a una frecuencia de muestreo es 8KHz y sub-
secuentemente contaminada con varios tipos de ruido a diferentes relaciones sen˜al a
ruido (SNR, Signal-to-Noise Ratio). El principio y fin de las elocuciones fue deter-
minado automa´ticamente utilizando el detector de actividad vocal del esta´ndar de
codificacio´n G.729.
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Para entrenar los vectores espectrales base de la voz se usaron 420 archivos de voz
limpia pertenecientes al conjunto de entrenamiento de la base de datos AURORA-2.
En el me´todo OND, los modelos de ruido se entrenaron usando las correspondientes
ficheros de ruido incluidos en la base de datos. En la aproximacio´n VADND, el
modelo de ruido para cada elocucio´n fue entrenado usando las tramas de solo ruido
del principio de cada elocucio´n determinadas por el detector de actividad vocal del
del esta´ndar de codificacio´n G.729. Con la finalidad de realizar el estudio de la
subseccio´n 3.2.2 se usaron 6006 archivos de voz del conjunto de prueba denominado
TEST A de la base de datos AURORA-2, que corresponde a diferentes versiones
ruidosas de 1001 archivos contaminados con ruido de coche a SNRs desde−5dB hasta
20dB con pasos de 5dB. Finalmente, los experimentos finales (subseccio´n 3.2.3) se
realizaron utilizando 24024 archivos del conjunto de prueba TEST A que contienen
voz contaminada con ruidos de metro, voces, coche y sala de exposiciones a las SNRs
mencionadas anteriormente.
Para evaluar el funcionamiento de los me´todos propuestos, se uso´ la medida de
evaluacio´n perceptual de la calidad de la voz (PESQ, Perceptual Evaluation of Speech
Quality), recomendada por la ITU-T para valorar la calidad de la voz. PESQ es capaz
de predecir la calidad subjetiva con buena correlacio´n con la percepcio´n humana en
un amplio rango de condiciones (ruido, filtrado, distorsiones debidas a la codificacio´n,
etc.) [Lee and Seung, 2002] y usa una escala de 5 puntos indicando como 1 el peor
valor y 5 el mejor valor. Los valores PESQ se calcularon usando el co´digo disponible
en [Hu and Loizou, 2011] y considerando la sen˜al de voz limpia como referencia. Los
resultados se presentan en te´rminos de la siguiente medida de eficiencia relativa,
Efrel =
PESQdenoised − PESQnoisy
PESQnoisy
× 100 % (3.1)
donde PESQnoisy y PESQdenoised son los valores PESQ antes y despue´s de la
aplicacio´n del proceso de mejora de la voz, respectivamente. Un incremento en es-
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te valor implica una mejora de la calidad y una disminucio´n significa que la voz
procesada ha sufrido una degradacio´n con respecto a la voz ruidosa correspondiente.
3.2.2. Estudio de la influencia de los para´metros NMF.
En este apartado se muestran los resultados obtenidos en un conjunto de expe-
rimentos realizados con la finalidad de estudiar el impacto de varios para´metros del
algoritmo NMF en la calidad de la voz mejorada. Los para´metros considerados fue-
ron la longitud de la ventana de ana´lisis y el desplazamiento de trama usado para el
ca´lculo de los espectrogramas, el nu´mero de vectores espectrales base y los valores
de los para´metros de regularizacio´n, ω y αh.
En todos los casos, NMF fue inicializado usando el esquema de inicializacio´n des-
crito en la subseccio´n 2.1.2 del cap´ıtulo 2. En particular, en cada experimento se
ejecuto´ 10 veces el algoritmo NMF de mı´nimos cuadrados alternantes (ALS NMF,
Alternating Least Squares NMF ) [Cichocki et al., 2009], de tal manera que la facto-
rizacio´n que produjo la distancia eucl´ıdea menor entre la matriz original V y (WH)
se escogio´ para inicializar el algoritmo. Posteriormente, estas matrices iniciales se
refinaron mediante la minimizacio´n de la divergencia KL con restricciones de disper-
sio´n utilizando la regla de aprendizaje de la ecuacio´n 2.5. Antes de estudiar el efecto
de los para´metros antes mencionados, se realizaron una serie de experimentos para
observar el funcionamiento de la distancia eucl´ıdea y la divergecia KL como funcio-
nes de coste, concluyendo que la distancia eucl´ıdea daba lugar a peores resultados
en te´rminos del PESQ que la distancia KL, corroborando las conclusiones obtenidas
en estudios previos [Virtanen, 2007], [Wilson et al., 2008], [Schuller et al., 2010].
A continuacio´n se resumen los principales experimentos y resultados obtenidos:
Con respecto al nu´mero de SBVs, se probaron diversos valores desde 10 hasta
80 en pasos de 10 con una longitud de ventana de 20ms y desplazamiento de
trama de 2,5ms. Los resultados mostraron que la calidad de la voz procesada
se degradaba cuando se usaba un nu´mero pequen˜o de SBVs (debajo de 30),
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mientras que los mejores valores de PESQ se obtuvieron en el rango de 40 a
80 SBVs. Estos resultados indican que para una adecuada representacio´n de
la sen˜al de voz en NMF, parece necesario considerar ma´s de 30 SBVs. Estos
resultados se muestran en la figura 3.5(a).
El desplazamiento de la trama, mostrado en la figura 3.5(b), se estudio´ en el
rango desde 1ms hasta 10ms con una longitud de ventana de 20ms y 50 SBVs.
En este caso, la calidad de la voz mejoraba cuando el desplazamientos de trama
disminu´ıa. Los mejores valores de PESQ se encontrados en el rango entre 1ms
y 5ms.
La longitud de ventana se vario´ desde 10ms hasta 45ms con pasos de 5ms con
un desplazamiento de trama de 2,5ms y 50 SBVs, como se muestra en la figura
3.5(c). A partir de este conjunto de experimentos, se observo´ que los valores
de PESQ aumentaban conforme la longitud de la ventana se incrementaba,
obteniendo los mejores resultados en el rango entre 25ms hasta 45ms.
Con respecto a los factores que controlan la dispersio´n de la matriz de acti-
vaciones, se realizaron varios experimentos variando αh desde 0 hasta 1,2 y
ω desde 1 hasta 2,5 utilizando el procedimiento de bu´squeda por rejilla grid
search. Los resultados para la aproximacio´n OND se muestran en la figura 3.6,
indicando con una celda de color rojo una mejora en la calidad y con color azul
una degradacio´n de la calidad con respecto a la sen˜al ruidosa. Para el me´todo
VADND se observaron tendencias similares.
Como se puede observar, los valores de PESQ empeoran cuando no se utiliza
ninguna regularizacio´n (este caso corresponde a αh = 0 y ω = 1 mostrado en la
figura 3.6) o cuando se incrementan de forma conjunta ambos para´metros (por
ejemplo αh = 1,2 y ω = 2,5). Sin embargo, cuando solo alguno de los valores de
estos factores se incrementan, la calidad de la voz mejora, encontrando el mejor
rendimiento para la combinacio´n de αh y ω mostrados con celdas de color rojo
en la figura 3.6 (por ejemplo cuando αh = 1 y ω = 1).
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Figura 3.5: Influencia de varios para´metros de NMF en el proceso de eliminacio´n de
ruido. a) Nu´mero de vectores espectrales base (SBVs), b) Desplazamiento de trama
y c) Longitud de la ventana de ana´lisis.
3.2.3. Resultados experimentales.
En esta subseccio´n se compara el rendimiento de las dos aproximaciones de elimi-
nacio´n de ruido en sen˜ales de voz basado en NMF (OND y VADND) con el me´todo
convencional de substraccio´n espectral (SS) utilizando la medida del PESQ relativo.
De acuerdo a los resultados obtenidos en la subseccio´n previa, para los me´todos ba-
sados en NMF se uso´ una longitud de ventana de 40ms, un desplazamiento de trama
de 2,5ms, 50 SBVs, ω = 1 y αh = 1. Para realizar una adecuada comparacio´n, para
SS se utilizaron los mismos valores para la longitud de ventana y desplazamiento de
trama.
La figura 3.7 muestra la medida relativa del PESQ con respecto a la sen˜al ruidosa
para los cuatro tipos de ruido considerados a varias SNRs. Para los ruidos de metro
y voces, los dos me´todos basados en NMF superan a SS para valores de SNR bajos
y medios (−5dB - 10dB). Para el ruido de sala de exposiciones, el rendimiento del
me´todo OND es superior a SS en valores de SNR bajos y medios (−5dB - 15dB)
mientras que VADND supera a SS para SNR medias (5dB - 15dB).
Para el caso del ruido de coche, OND es mejor que SS en SNR baja (−5dB -
5dB); sin embargo SS supera a OND para SNR por encima de 15dB. Para este
ruido, VADND produce resultados ligeramente peores que SS para SNRs baja y
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Figura 3.6: Eficiencia relativa del PESQ en funcio´n de los para´metros de regulariza-
cio´n αh y ω.
media (−5dB - 10dB), mostrando mayores degradaciones con respecto a SS para
SNRs por encima de los 15dB.
En general, los resultados muestran que OND y VADND son ma´s adecuados que
SS para rangos de SNR bajos y medios. Sin embargo, para la SNR ma´s alta (20dB),
el me´todo SS produce mejores resultados que las te´cnicas basadas en NMF, no siendo
tan notoria esta mejora para el caso del ruido de sala de exposiciones.
En la tabla 3.1 se muestra la eficiencia relativa del PESQ promediado sobre los
cuatro tipos de ruido y las SNRs consideradas junto con sus respectivos intervalos
de confianza al 95 % para los diferentes me´todos de eliminacio´n de ruido en sen˜ales
de voz. Para los ruidos de metro y voces las te´cnicas basadas en NMF (OND y
VADND) superan a SS, siendo esta mejora estad´ısticamente significativa; sin embar-
go, para el ruido de coche, las te´cnicas OND y SS muestran resultados similares y
significativamente mejores que la te´cnica VADND. Para el ruido de sala de exposi-
ciones, las te´cnicas VADND y SS muestran en promedio resultados similares, pero
son superados por la te´cnica OND.
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Tabla 3.1: Eficiencia relativa PESQ [ %] promediado sobre los cuatro tipos de ruido.
Ruido OND VADND SS
Metro 19,51± 1,00 15,61± 0,92 11,75± 0,81
Voces 9,94± 0,76 8,04± 0,69 6,57± 0,63
Coche 16,45± 0,94 13,67± 0,87 16,54± 0,94
Sala de exposiciones 16,69± 0,94 11,22± 0,80 11,11± 0,80
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Figura 3.7: Medida relativa PESQ para las te´cnicas SS, OND y VADND.
Con respecto a la comparacio´n entre OND y VADND, en la tabla 3.1 se puede
observar que la calidad de la sen˜al de voz procesada es mejor con OND en todos los
casos. Este resultado es esperable porque OND usa mas informacio´n que VADND en
el proceso de eliminacio´n de ruido. De hecho, necesita conocer el tipo de ruido (no
so´lo el valor de SNR) presente en las elocuciones ruidosas. Sin embargo, VADND es
capaz de efectivamente eliminar el ruido en la sen˜al de voz usando solo la informacio´n
contenida en los segmentos de silencio/ruido de cada elocucio´n, especialmente en los
casos de ruido de metro y voces.
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3.3. Aplicacio´n al reconocimiento automa´tico de ha-
bla.
En esta seccio´n se presenta la evaluacio´n de las te´cnicas propuestas en la tarea del
reconocimiento automa´tico de habla ruidosa. En este caso, en primer lugar las sen˜ales
ruidosas son procesadas en la etapa de eliminacio´n de ruido usando las te´cnicas
basadas en NMF (OND y VADND) descritas en la seccio´n 3.1 y a continuacio´n.
las sen˜ales regeneradas se alimentan a un sistema de reconocimiento automa´tico de
habla basado en modelos ocultos de Markov.
3.3.1. Base de datos y protocolo experimental
Los experimentos se realizaron sobre la base de datos AURORA-2
[Hirsch and Pearce, 2000], la misma que se utilizo´ para la tarea de mejora de la
sen˜al de voz descrita en la seccio´n 3.2.1. El reconocedor esta´ basado en modelos
ocultos de Markov y fue implementado usando el paquete software HTK (Hidden
Markov Model Toolkit) [Hirsch and Pearce, 2000] con la configuracio´n incluida en
el protocolo experimental esta´ndar de la base de datos. Los modelos acu´sticos se
obtuvieron a partir del conjunto de entrenamiento de la base de datos formado por
datos limpios (sin ruido aditivo), mientras que los archivos de prueba correspond´ıan
al conjunto completo TEST A de la base de datos. Los resultados se muestran en
te´rminos de la tasa de reconocimiento (RR, Recognition Rate).
Para las extraccio´n de las caracter´ısticas acu´sticas se utilizaron diferentes escalas
de frecuencia (Mel, Bark y ERB). En todos los casos, se calcularon doce coeficientes
cepstrales cada 10ms usando una ventana de ana´lisis de Hamning de 25ms y 23
bandas espectrales a las diferentes escalas antes mencionadas.
La log-energ´ıa de cada trama y sus correspondientes coeficientes de primera de-
rivada y aceleracio´n tambie´n fueron calculados y concatenados a los para´metros
esta´ticos. De esta forma, los vectores de caracter´ısticos constaban de 39 componen-
tes. Finalmente, se elimino´ la media de las componentes de los paraa´metros acu´sticos
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mediante la aplicacio´n de la te´cnica de normalizacio´n de la media cepstral (CMN,
Cepstral Mean Normalization).
3.3.2. Resultados experimentales
La tabla 3.2 muestra las tasas de reconocimiento promediadas sobre todos los
SNRs para cada tipo de ruido usando las tres escalas de frecuencia consideradas
(Mel, Bark y ERB) incluyendo los intervalos de confianza al 95 %, para los dos
me´todos basado en NMF, SS y el sistema base (sin eliminacio´n de ruido). Para
cada una de la te´cnicas SS, OND y VADND se usaron los mismos para´metros de
configuracio´n que en el proceso de mejora de la sen˜al de voz, excepto para la longitud
de la ventana de ana´lisis que fue fijada a 25ms y los para´metros de regularizacio´n
que, tras una experimentacio´n preliminar, se establecieron en αh = 0,2 y ω = 1,25.
Se puede observar que OND y VADND superan a la substraccio´n espectral para
todos los ruidos, excepto para el de coche en el que los resultados son similares.
Esta tendencia se repite en las diferentes escalas; sin embargo, las mejores tasas se
obtienen con la escala de frecuencia ERB, siendo estos resultados estad´ısticamente
significativos para una confianza del 95 %. En el caso del ruido de voces, la mejora
relativa sobre el sistema base es menor debido a que, en este caso, los vectores base
del ruido y la voz son muy similares.
La figura 3.8 muestra las tasas de reconocimiento obtenidas por tipo de ruido y
SNR para los dos me´todos basados en NMF, sustraccio´n espectral y el sistema base
(sin proceso de eliminacio´n de ruido). Por brevedad, so´lo se muestran los resultados
para el caso de la escala de frecuencia ERB, ya que fue la que produjo mejores
prestaciones en media.
Como se puede observar, para los ruidos de metro, voces y sala de exposiciones,
las dos te´cnicas basadas en NMF logran mejores resultados que SS y el sistema
base para SNRs bajas y medias (desde −5dB hasta 10dB). Para SNRs altas, todos
los algoritmos presentan un comportamiento similar excepto para SS y el ruido de
voces. En este caso la tasa de reconocimiento obtenida por SS en menor que con las
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Tabla 3.2: Tasa de reconocimiento promedio [ %] para los cuatro tipos de ruido usando
diferentes escalas de frecuencia.
Escala de Frecuencia Ruido OND VADND SS Base
ERB Metro 77,10± 1,06 76,59± 1,07 73,89± 1,11 65,28± 1,20
Voces 70,16± 1,16 69,69± 1,16 65,35± 1,20 66,83± 1,19
Coche 75,12± 1,09 74,81± 1,10 75,72± 1,08 63,86± 1,22
Sala de exposiciones 71,62± 1,14 70,52± 1,15 68,83± 1,17 62,23± 1,23
Mel Metro 73,53± 1,12 73,24± 1,12 71,44± 1,14 61,96± 1,23
Voces 68,08± 1,18 67,78± 1,18 63,66± 1,22 65,38± 1,20
Coche 72,09± 1,13 71,74± 1,14 74,19± 1,11 61,64± 1,23
Sala de exposiciones 68,40± 1,18 67,24± 1,19 65,62± 1,20 59,10± 1,24
Bark Metro 73,89± 1,11 74,95± 1,10 72,51± 1,13 64,62± 1,21
Voces 65,35± 1,20 69,85± 1,16 64,29± 1,21 67,58± 1,18
Coche 75,72± 1,08 73,73± 1,11 74,93± 1,10 63,63± 1,22
Sala de exposiciones 68,83± 1,17 69,27± 1,17 65,52± 1,20 61,48± 1,23
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Figura 3.8: Tasas de reconocimiento [ %] para el sistema base y las te´cnicas SS, OND
y VADND.
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otras te´cnicas (incluyendo el sistema base), probablemente debido a las distorsiones
introducidas por SS en el proceso de eliminacio´n de ruido. Para el ruido de coche,
se alcanzan resultados similares con todas los me´todos. Por otro lado, comparando
las dos te´cnicas basadas en NMF para todos los ruidos, OND supera ligeramente
a VADND en la mayor´ıa de los casos, siendo esta diferencia de rendimiento menos
notable que en la tarea de mejora de la sen˜al de voz.
3.3.3. Influencia del nu´mero de SBVs del ruido en el RAH.
En esta subseccio´n se estudia la evaluacio´n de la tasa de reconocimiento del
sistema al variar el nu´mero de vectores espectrales base del ruido. En la figura 3.9
se muestran los resultados de la tasa de reconocimiento promediada sobre todas las
SNRs (−5dB - 20dB), en funcio´n del nu´mero de vectores base del ruido desde 1
hasta 50 usando las dos variantes de eliminacio´n de ruido basado en NMF (OND y
VADND) descritas en la seccio´n 3.1.1 y considerando la escala de frecuencia ERB. De
acuerdo a estos resultados se puede observar que para el caso de los ruidos de metro
y sala de exposiciones y la te´cnica OND, la tasa de reconocimiento promedio mejora
cuando el nu´mero de SBVs se incrementa. Sin embargo, con la te´cnica VADND,
esta mejora solo se aprecia para el ruido de metro. En el caso del ruido de voces se
puede observar una ligera disminucio´n de la tasa de reconocimiento promedio con
VADND, debido posiblemente a errores del detector de voz que pueden ocasionar
que para algunas elocuciones, el modelo de ruido generado no sea adecuado. Para
el ruido de coche, no se aprecia una mejora en la tasa de reconocimiento promedio
cuando se var´ıa el nu´mero de vectores base del modelo de ruido. Esto puede ser
debido a que es un tipo de ruido concentrado en ciertas bandas de frecuencia, por lo
que puede representarse adecuadamente con un nu´mero reducido de vectores base.
Es importante mencionar que la mejora en la tasa de reconocimiento promedio se
produce cuando el nu´mero de vectores base es mayor que 30, lo que es congruente
con los resultados obtenidos en la subseccio´n 3.2.2 para la tarea de mejora de voz.
Para la escala Mel se observan tendencias similares.
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Figura 3.9: Tasas de reconocimiento promedio[ %] variando en nu´mero de SBVs del
ruido usando la escala de frecuencia ERB, para las te´cnicas basadas en NMF (a)
OND y (b) VADND.
3.4. Conclusiones
En este cap´ıtulo se ha mostrado un me´todo basado en NMF para eliminacio´n de
ruido de sen˜ales de voz que combina el uso de la divergencia de Kullback - Leibler
con restriccines de dispersio´n sobre la matriz de activaciones y no necesita un co-
nocimiento a priori acerca de la naturaleza del ruido. Adema´s, se ha realizado un
estudio exhaustivo sobre la influencia de diferentes para´metros de NMF (longitud de
ventana, desplazamiento de trama, nu´mero de vectores espectrales base y para´metros
de regularizacio´n) sobre la calidad de la voz mejorada. Hemos comparado el me´todo
propuesto con el me´todo de sustraccio´n espectral convencional para las tareas de
mejora de la voz y reconocimiento automa´tico del habla bajo diferentes condiciones
ruidosas, obteniendo mejoras significativas especialmente en SNRs bajos y medios.
El me´todo propuesto es ma´s efectivo con algunos tipos de ruido (ruidos donde sus
SBVs son muy distintos al de la voz) que con otros. A pesar de que su funcionamiento
es peor que la te´cnica OND en la tarea de mejora de la voz; sin embargo presenta
resultados similares en la tarea de reconocimiento automa´tico del habla.
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Cap´ıtulo 4
Parametrizacio´n basada en filtrado
paso alto para clasificacio´n de
eventos acu´sticos
Como se ha comentado en la seccio´n 2.3 del cap´ıtulo 2 de la presente te-
sis, en los u´ltimos an˜os el tema de la clasificacio´n y deteccio´n de eventos acu´sti-
cos, tanto los producidos con el tracto vocal humano (toses, risas, etc.) co-
mo otros tipos de sonidos (pasos, tecleo, timbre de tele´fono, etc.), ha dado
lugar a numerosos trabajos de investigacio´n. En varios de estos estudios, es-
ta tarea se aborda como un problema t´ıpico de aprendizaje de patrones en
el que los para´metros acu´sticos de entrada ma´s utilizados son los coeficien-
tes MFCC convencionales y se experimenta con diversos tipos de clasificado-
res, tales como GMMs [Temko and Nadeu, 2006], HMMs [Cotton and Ellis, 2011],
SVMs [Temko and Nadeu, 2006], [Mejia Navarrete et al., 2011] y redes neuronales
[Dhanalakshmi et al., 2008], [Kons and Toledo-Ronen, 2013]. Sin embargo, la alta
correlacio´n entre el funcionamiento de estos diferentes clasificadores sugiere que el
principal problema no es la te´cnica de clasificacio´n usada, sino el tipo de caracter´ısti-
cas acu´sticas utilizadas [Kons and Toledo-Ronen, 2013].
57
En este sentido, se han propuesto diversos esquemas de parametrizacio´n
de eventos acu´sticos en la literatura, en muchos casos similares a los utili-
zados para reconocimiento automa´tico del habla o locutor, como los ya men-
cionados MFCC [Temko and Nadeu, 2006], [Zieger, 2008], [Zhuang et al., 2010],
[Kwangyoun and Hanseok, 2011] u otros tales como, log-energ´ıas en ban-
da [Zhuang et al., 2010], para´metros de prediccio´n lineal perceptual (PLP)
[Portelo et al., 2009], log-energ´ıa, tasa de cruces por cero [Temko and Nadeu, 2006],
etc. Sin embargo, tal y como se puntualizo´ en [Zhuang et al., 2010], este tipo de
caracter´ısticas acu´sticas convencionales no necesariamente son las ma´s apropiadas
para la tarea de clasificacio´n y deteccio´n de eventos acu´sticos, puesto que han sido
disen˜adas de acuerdo a las propiedades espectrales de la voz que, en general, difie-
ren de la estructura espectral de los eventos acu´sticos. Algunos autores han tratado
de solucionar este problema mediante la utilizacio´n de me´todos de seleccio´n de ca-
racter´ısticas para la construccio´n de una parametrizacio´n ma´s adecuada para AEC
[Zhuang et al., 2010].
En este cap´ıtulo abordamos este problema desde una perspectiva distinta. En
primer lugar, estudiamos las caracter´ısticas espectrales de diferentes eventos acu´sti-
cos en comparacio´n con la estructura espectral de la voz. Para ello, utilizamos la
te´cnica de factorizacion en matrices no - negativas sobre el espectro de magnitud
de las sen˜ales de audio, dado que proporciona una representacio´n compacta y ma´s
fa´cilmente interpretable desde el punto de vista visual del contenido espectral de di-
chas sen˜ales. En segundo lugar, a partir de las conclusiones extra´ıdas de este estudio,
proponemos un nuevo esquema de parametrizacio´n, que es una extensio´n de los coefi-
cientes mel-cepstrales basada en el filtrado paso alto de la sen˜al de audio. Finalmente,
hemos evaluado la te´cnica propuesta en condiciones limpias y ruidosas, logrando en
ambos escenarios mejoras significativas con respecto al sistema de referencia basado
en los MFCC convencionales.
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4.1. Ana´lisis espectral de los eventos acu´sticos basado
en NMF.
En esta seccio´n se muestra el estudio realizado sobre las caracter´ısticas espectra-
les de diversos eventos acu´sticos en comparacio´n con la estructura espectral de las
sen˜ales de voz. Los eventos acu´sticos considerados para este ana´lisis pertenecen a
12 clases acu´sticas distintas que corresponden a 12 tipos de sonidos que t´ıpicamente
aparecen en ambientes de oficina o salas inteligentes (smart rooms): aplausos, toses,
movimiento de sillas, tocar la puerta, abrir/cerrar la puerta, teclear usando un tecla-
do, risas, arrugar papel, timbre telefo´nico, pasos, tintineo de cuchara/taza y tintineo
de llaves.
La sen˜al de voz ha sido objeto de una gran cantidad de estudios, por lo que su
estructura espectral es bien conocida. En particular, la sen˜al de voz tiene un ancho
de banda en torno a 8KHz. Su espectro se caracteriza por la presencia de energ´ıa
alta en bajas frecuencias conformando la t´ıpica estructura forma´ntica en las zonas
correspondientes a sonidos sonoros y en altas frecuencias en sonidos sordos (como,
por ejemplo, las fricativas sordas). Sin embargo, en general, los sonidos de naturaleza
distinta a la voz no muestran esta estructura espectral. De hecho, en muchos casos, su
contenido espectral relevante esta´ localizado en otras bandas de frecuencia y carecen
de regiones con estructura forma´ntica, tal y como se muestra en el estudio emp´ırico
realizado en esta seccio´n.
Como ejemplo, en la figura 4.1 se representan los espectrogramas de dos instancias
distintas del mismo evento acu´stico, Timbre telefo´nico. Aunque es posible extraer
conclusiones acerca de la naturaleza espectral de este evento acu´stico por medio de
la inspeccio´n visual de estos espectrogramas, su alta variabilidad, debida en parte
a las caracter´ısticas frecuenciales intr´ınsecas del evento acu´stico y a la presencia de
ruido (micro´fono, ruido ambiental, etc.), nos motiva a usar un me´todo automa´tico
para realizar esta tarea. En este caso, hemos optado por la factorizacio´n en matrices
no negativas (NMF), dado que nos permite obtener una representacio´n basada en
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Figura 4.1: Espectrogramas de dos ejemplos diferentes del evento acu´stico Timbre
telefo´nico.
partes ma´s compacta del espectro de magnitud de los eventos acu´sticos.
Aunque en la seccio´n 2.1 del cap´ıtulo 2 puede encontrarse una descripcio´n ma´s
extensa sobre NMF, por claridad, en esta seccio´n volvemos a mencionar sus aspectos
ma´s relevantes.
Dada una matriz no - negativa Ve ∈ RF×T+ , donde cada columna es un vector
de datos (en este caso, Ve contiene los espectros de magnitud a corto plazo de un
conjunto dado de sen˜ales de audio), NMF lo aproxima como el producto de dos
matrices no - negativas We y He, tal que
Ve ≈ WeHe (4.1)
donde We ∈ RF×K+ y He ∈ RK×T+ y F , T y K representan el nu´mero de bins
de frecuencia, tramas y componentes base, respectivamente. La matriz We contiene
las componentes espectrales base que pueden interpretarse como los bloques ba´sicos
a partir de los cuales puede construirse el espectro de magnitud de cualquier sen˜al
de audio y He contiene los coeficientes de activacio´n o ganancia correspondientes
a dichas componentes ba´sicas. De esta forma, cada columna de Ve puede escribirse
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como la combinacio´n lineal de los K bloques de construccio´n ponderados por los
coeficiente de activacio´n localizados en la correspondiente columna de He. En esta
seccio´n estamos interesados en analizar la matriz We ya que contienen los vectores
espectrales base (SBVs) que encapsulan la estructura frecuencial oculta de los datos
contenidos en Ve [Smaragdis, 2004].
Para la obtencio´n de los vectores espectrales base de cada uno de los eventos
acu´sticos considerados, se aplica NMF sobre la correspondiente matriz Ve compuesta
por el espectro de magnitud a corto plazo de un subconjunto de archivos de audio de
entrenamiento perteneciente a la clase acu´stica a analizar. En nuestro caso particu-
lar, el espectro de magnitud se calculo´ usando ventanas de ana´lisis de Hamming de
20ms con un desplazamiento de trama de 10ms. En total, se usaron 364,214 tramas
de magnitud espectral correspondientes a aproximadamente 60min de audio. Las
matrices NMF (We y He) fueron inicializadas usando un algoritmo de inicializacio´n
multi - inicio [Cichocki et al., 2009], de tal manera que se generaron 10 pares de ma-
trices aleatorias uniformes (We y He) y se escogio´ para inicializacio´n la factorizacio´n
que produjo la distancia eucl´ıdea menor entre Ve y (WeHe). A continuacio´n, estas
matrices se entrenaron mediante la minimizacio´n de la divergencia KL (ecuacio´n 2.3)
entre el espectro de magnitud Ve y sus correspondientes matrices factorizadas (WeHe)
usando el esquema iterativo y las reglas de aprendizaje (ecuacio´n 2.4) propuestas en
[Lee and Seung, 1999], siendo el criterio de parada del algoritmo un nu´mero ma´ximo
de iteraciones (en nuestro caso, 200).
El nu´mero de vectores base K se establecio´ teniendo en cuenta que se deb´ıa al-
canzar un compromiso entre la precisio´n de reconstruccio´n del espectro de magnitud
(es decir, el error de aproximacio´n promedio entre Ve y (WeHe) calculado sobre to-
dos los eventos acu´sticos) y una buena visualizacio´n de los SBVs (ver ape´ndice A
para ma´s detalle sobre los errores de aproximacio´n obtenidos). Finalmente se uti-
lizaron K = 23, valor que corresponde al caso en el cual la variacio´n relativa del
error de aproximacio´n promedio entre dos nu´meros sucesivos de SBVs es menor del
2 %. Es importante mencionar que cuando el nu´mero de vectores base se incrementa,
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Figura 4.2: Vectores espectrales base (SBVs) para diferentes eventos acu´sticos y tipos
de ruido.
NMF tiende a situar ma´s bandas estrechas (es decir, de ancho de banda pequen˜o)
en las a´reas del espectro con energ´ıa alta proporcionando mayor resolucio´n en es-
tas regiones y produciendo, por tanto, una reduccio´n del error de reconstruccio´n
[Bertrand et al., 2008b]. Sin embargo, para el propo´sito de este ana´lisis un valor ma-
yor de K no ofrece una mayor informacio´n relevante y, por contra, produce una peor
visualizacio´n de los SBVs.
En la figura 4.2 se representan los 23 SBVs de cuatro sonidos diferentes que no
corresponden a voz (Risas, Aplausos, Timbre telefo´nico y Tintineo cuchara/taza) y
dos diferentes clases de ruidos (Restaurante y Metro). A partir de la figura 4.2 se
pueden extraer las siguientes observaciones:
El contenido espectral de los eventos acu´sticos es muy diferente entre unos y
otros, presentando en general, componentes relevantes en frecuencias medias
y altas. Como se ha mencionado previamente, las componentes espectrales de
la voz esta´n concentradas en bajas frecuencias, por lo que, de acuerdo a esto,
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es posible inferir que las parametrizaciones disen˜adas para sen˜ales de voz (por
ejemplo, los MFCC convencional) pueden no ser lo suficientemente adecuadas
para representar otros sonidos diferentes a la voz.
En todos los casos, las componentes de baja frecuencia se encuentran presentes
en mayor o menor grado, de modo que esta parte del espectro parece no ser
muy discriminativa cuando se comparan diferentes tipos de eventos acu´sticos.
Comparando los SBVs de los sonidos que no corresponden a la voz, se pueden
observar grandes diferencias en la parte del espectro medio y alto, sugiriendo
que estas bandas de frecuencia son las ma´s adecuadas (o al menos no pueden
ser ignoradas) que la parte baja del espectro para distinguir entre diferentes
eventos acu´sticos.
Distintos tipos de ruidos ambientales presentan diferentes caracter´ısticas espec-
trales. Por ejemplo, en el caso del ruido de Restaurante, mucho de su contenido
frecuencial esta´ localizado en la banda de frecuencia por debajo de 1KHz,
mientras que los SBVs del ruido de Metro se encuentran distribuidos en dos
regiones diferentes del espectro: una banda de baja frecuencia por debajo de
750Hz y una banda de frecuencia media-alta entre 2 y 3KHz. El ana´lisis de
otras clases de ruidos (Aeropuerto, Voces, Tren y Sala de exposiciones) pre-
sentan observaciones similares. De esta forma, la distorsio´n producida sobre
las sen˜ales de los eventos acu´sticos debido a la presencia de ruido aditivo va-
riara´ considerablemente dependiendo de la naturaleza del ruido. Como con-
secuencia de este hecho, algunos tipos de ruidos sera´n presumiblemente ma´s
dan˜inos que otros, produciendo degradaciones ma´s notables en el rendimiento
del sistema de AEC.
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Figura 4.3: Frecuencia superior del banda de paso vs. nu´mero de filtros eliminados
para la escala Mel.
4.2. Extraccio´n de caracter´ısticas para CEA a partir
del filtrado paso alto de la sen˜al de audio.
Las conclusiones extra´ıdas de la observacio´n de los SBVs de los diferentes eventos
acu´sticos mostradas en la seccio´n 4.1 han sido la motivacio´n para realizar una exten-
sio´n de los MFCC convencionales con el objeto de disen˜ar un mo´dulo de extraccio´n
de caracter´ısticas acu´sticas ma´s adecuado para la clasificacio´n de eventos acu´sticos.
Como es bien conocido, MFCC es el procedimiento de parametrizacio´n ma´s popu-
lar en tareas relacionadas con reconocimiento automa´tico de habla, reconocimiento
de locutor y clasificacio´n de audio. La idea ba´sica detra´s del nuevo esquema pro-
puesto en este trabajo consiste en considerar expl´ıcitamente la especial relevancia de
ciertas bandas de frecuencia del espectro dentro del procedimiento de extraccio´n de
caracter´ısticas mediante de la modificacio´n del banco de filtro auditivo en escala de
frecuencia Mel utilizado en el proceso de parametrizacio´n.
Una de las principales conclusiones obtenidas a partir del estudio realizado en la
seccio´n 4.1 es que las frecuencias medias y altas son especialmente u´tiles para discri-
minar entre diferentes eventos acu´sticos. Por esta razo´n, estas bandas de frecuencias
deber´ıan ser enfatizadas de alguna manera dentro del proceso de parametrizacio´n.
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Esto se puede conseguir mediante el filtrado paso alto de las tramas de la sen˜al de
audio (usando un filtro adecuado) antes de la aplicacio´n del banco de filtros auditivo
y el ca´lculo de los para´metros cepstrales. Sin embargo en este trabajo, adoptamos un
me´todo ma´s directo que consiste en modificar el banco de filtros auditivo por medio
de la eliminacio´n expl´ıcita de ciertos nu´mero de filtros situadas en la regio´n de baja
frecuencia del espectro. En la figura 4.3 se puede observar la frecuencia superior de
la banda de paso en funcio´n del nu´mero de filtros eliminados en el banco de filtros
auditivo para la escala de frecuencia Mel.
En la pra´ctica, este procedimiento consiste en fijar a un valor muy pequen˜o las
energ´ıas correspondientes a las salidas de los filtros paso bajo que van a ser elimi-
nados. Este umbral debe ser diferente de cero con la finalidad de evitar problemas
nume´ricos con el logaritmo, siendo en nuestro caso particular, igual a 2−52 (el valor
del nivel de redondeo eps en el lenguaje de programacio´n Matlab).
Una vez que el filtrado paso alto es llevado a cabo siguiendo el procedimiento
previamente descrito, se procede a calcular las energ´ıas del banco de filtros restante,
y a continuacio´n se aplica el logaritmo y la DCT sobre ellas como en los MFCC
convencionales, dando lugar a un conjunto de coeficientes cepstrales. Finalmente, se
aplica una te´cnica de integracio´n temporal de caracter´ısticas que consiste en dividir
la secuencia de los coeficientes cepstrales en segmentos de longitud dada y calcular
los estad´ısticos de dichos para´metros (en este caso, la media, desviacio´n esta´ndar
y simetr´ıa) sobre cada segmento (para ma´s detalles, ver la subseccio´n 2.3.1.2 del
cap´ıtulo 2). Estas caracter´ısticas segmentales son la entrada al clasificador de eventos
acu´sticos, que en este trabajo esta´ basado en ma´quinas de vectores soporte, tal y como
se detallara´ en la seccio´n 4.3. El proceso completo se muestra en la figura 4.4.
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Figura 4.4: Diagrama de bloque del mo´dulo de extraccio´n de caracterer´ısticas acu´sti-
cas propuesto.
4.3. Experimentos
4.3.1. Base de datos y protocolo experimental.
La base de datos para los experimentos consiste de un total de 2114 instancias
de eventos acu´sticos pertenecientes a 12 clases acu´sticas diferentes : aplausos, toses,
movimiento de silla, tocar la puerta, abrir/cerrar la puerta, teclear usando un teclado,
risas, arrugar papel, timbre telefo´nico, pasos, tintineo de cuchara/taza y tintineo de
llaves. La composicio´n de la base de datos completa es similar a la que utilizada en
[Zhuang et al., 2010] y se muestra en la tabla 4.1. Los archivos de audio se obtuvieron
de fuentes diversas: websites, la base de datos FBK-Irst ([S0296, 2009]) y la base de
datos UPC-TALP ([S0268, 2008]). Todos los ficheros fueron convertidos al mismo
formato y frecuencia de muestreo (8KHz). El nu´mero total de segmentos de 2s de
longitud (que corresponde con el taman˜o de ventana usado para el ca´lculo de las
caracter´ısticas segmentales) en la base de datos completa es de 7775. La figura 4.5
muestra el histograma del nu´mero de segmentos por evento acu´stico en la base de
datos. El promedio de segmentos por fichero es de 3,75 segmentos.
Debido a que la base de datos es demasiado pequen˜a para lograr resultados es-
tad´ısticamente significativos, se ha utilizado un esquema de validacio´n cruzada de 6
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Figura 4.5: Histograma del nu´mero de segmentos por evento acu´stico para la base
de datos usada en la experimentacio´n.
grupos (6-fold) para extenderla artificialmente. Espec´ıficamente la base de datos se
ha dividido en seis grupos disjuntos balanceados. Se realizaron 6 subexperimentos, de
modo que un grupo diferente se mantuvo para test en cada subexperimento, mientras
que el resto se uso´ para entrenamiento. Finalmente, los resultados que se presentan
corresponden al promedio de las tasas obtenidas en los 6 subexperimentos.
Para los experimentos en condiciones ruidosas, las grabaciones de audio original
fueron contaminadas con seis diferentes tipos de ruido (aeropuerto, voces, restauran-
te, tren, sala de exposiciones y metro) obtenidos de la base de datos AURORA 2
([Hirsch and Pearce, 2000]) a SNRs desde 0dB hasta 20dB con pasos de 5dB. Con
la finalidad de calcular la cantidad de ruido que hay que an˜adir a las grabaciones
limpias, la potencia del audio y del ruido se calcularon siguiendo el procedimiento
descrito en [Steeneken, 1991], el cual tiene en cuenta las caracter´ısticas no - estacio-
narias de las sen˜ales de audio.
El sistema de clasificacio´n de eventos acu´sticos esta´ basado en un cla-
sificador de tipo SVM con configuracio´n uno contra uno y kernel RBF
[Mejia Navarrete et al., 2011]. La entrada a dicho clasificador fueron las caracter´ısti-
cas segmentales anteriormente descritas, previamente normalizadas. El sistema se
desarrollo´ usando el software LIBSVM [Chih-Chung and Chih-Jen, 2011]. En lo con-
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Tabla 4.1: Base de datos usada en los experimentos.
Clase Tipo de evento No. de ocurrencias
1 Aplausos [ap] 155
2 Toses [co] 199
3 Movimiento sillas [cm] 115
4 Tocar puerta [kn] 174
5 Abrir/cerrar puerta [ds] 251
6 Teclear [kt] 158
7 Risas [la] 224
8 Arrugar papel [pw] 264
9 Timbre telefo´nico [pr] 182
10 Pasos [st] 153
11 Tintineo cuchara/taza [cl] 108
12 Tintineo llaves [kj] 131
Total 2,114
cerniente al entrenamiento de las SVM, para cada uno de los subexperimentos, se
realizo´ una validacio´n cruzada de 5 grupos (5-fold) para la determinacio´n de los
valores o´ptimos de los para´metros del kernel RBF usando datos limpios (es decir,
estos para´metros no fueron optimizados para condiciones ruidosas). En la etapa de
prueba, como el clasificador fue alimentado con caracter´ısticas segmentales, las deci-
siones de clasificacio´n se realizaron a nivel de segmento. Con la finalidad de obtener
una decisio´n a nivel de evento acu´stico, las salidas del clasificador correspondientes a
los diferentes segmentos que conformaban un archivo de audio se integraron usando
un esquema de mayor´ıa de votos majority voting, de tal forma que la etiqueta ma´s
frecuente fue la finalmente asignada a la grabacio´n completa [Geiger et al., 2013].
4.3.2. Experimentos en condiciones limpias.
Este conjunto de experimentos se llevo´ acabo con la finalidad de estudiar el
rendimiento del esquema propuesto en condiciones limpias (cuando ningu´n ruido se
suma a los archivos de audio originales). Para los experimentos de referencia, se
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Tabla 4.2: Tasa de clasificacio´n promedio [ %] (segmento) en condiciones limpias.
Param.
Nu´mero de filtros eliminados
Base 1 2 3 4 5 6 7 8 9 10 11 12
CC 75.10 77.47 77.66 77.58 77.63 78.16 76.95 78.11 76.87 76.12 77.23 77.23 76.10
CC+∆CC 77.57 79.43 79.45 79.22 79.36 79.07 79.20 79.55 79.41 78.47 77.81 78.77 78.55
extrajeron 12 coeficientes cepstrales (C1 al C12) cada 10ms usando una ventana de
ana´lisis de Hamming de 20ms de longitud y un banco de filtros auditivo en escala
de frecuencia Mel compuesto de 40 bandas espectrales. Tambie´n se calcularon y
an˜adieron a los coeficientes cepstrales la log-energ´ıa de cada trama (en lugar del
coeficiente cepstral de orden cero) y sus primeras derivadas (cuando se indica). Los
vectores de caracter´ısticas finales consistieron en los estad´ıticos de estos para´metros
cesptrales (media, desviacio´n esta´ndar y la simetr´ıa) calculados sobre segmentos de
2s de longitud con un solape de 1s.
Las tablas 4.2 y 4.3 muestran, respectivamente, los resultados obtenidos en te´rmi-
nos de la tasa de clasificacio´n promedio a nivel de segmento (porcentaje de segmentos
correctamente clasificados) y a nivel de evento acu´stico (porcentaje de eventos correc-
tamente clasificados), variando el nu´mero de bandas de baja frecuencia eliminadas
en el banco de filtro auditivo. Tambie´n se incluyen los resultados para el sistema de
referencia (cuando no se elimina ninguna banda de frecuencia) . Ambas tablas contie-
nen las tasas de clasificacio´n para dos conjuntos de para´metros acu´sticos diferentes,
CC (coeficientes cepstrales + log-energ´ıa) y CC + ∆CC (coeficientes cepstrales +
log-energ´ıa + sus primeras derivadas).
Como se puede observar para la parametrizacio´n CC, los resultados obtenidos con
el filtrado paso alto de la sen˜al del evento acu´stico supera al del experimento base,
siendo la mejora ma´s notable cuando el nu´mero de filtros eliminados var´ıa desde
3 hasta 7. A partir de la figura 4.3 se puede observar que estos rangos de filtros
eliminados corresponden aproximadamente a una banda de paso que se extiende
desde 0Hz hasta los 100 − 275Hz. En particular, el mejor rendimiento se obtiene
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Tabla 4.3: Tasa de clasificacio´n promedio [ %] (evento) en condiciones limpias.
Param.
Nu´mero de filtros eliminados
Base 1 2 3 4 5 6 7 8 9 10 11 12
CC 81.07 82.28 82.04 82.42 82.42 81.89 81.31 83.20 81.27 80.78 80.69 81.75 79.72
CC+ ∆CC 81.41 82.62 83.39 83.58 83.49 83.15 82.38 82.71 82.81 80.06 81.12 81.55 81.22
cuando no se consideran los primeros siete filtros de baja frecuencia en el ca´lculo
de los coeficientes cepstrales. En este caso, la diferencia en rendimiento a nivel de
segmento con respecto al experimento base es estad´ısticamente significativo con un
95 % de nivel de confianza. La reduccio´n del error relativo con respecto al experimento
base es de alrededor del 12,1 % a nivel de segmento y de alrededor del 11,2 % a nivel
de evento.
Para la parametrizacio´n CC + ∆CC se pueden extraer similares observaciones. En
este caso los mejores resultados se obtienen cuando las bajas frecuencias (por debajo
de 100 − 275Hz) no se consideran en el proceso de extraccio´n de caracter´ısticas.
Cuando se compara con CC para el caso de los 7 primeros filtros eliminados, se puede
observar que CC + ∆CC logra una mejora de aproximadamente 1,4 % absoluto a nivel
de segmento y una disminucio´n alrededor de 0,5 % absoluto a nivel de evento acu´stico
sobre CC. Sin embargo, estas diferencias no son estad´ısticamente significativas.
Adicionalmente, se han realizado experimentos con otras escalas de frecuencia
(en particular, ERB y Bark), observando, como es esperado, un comportamiento
similar al de la escala de frecuencia Mel con respecto a la eliminacio´n de bandas de
baja frecuencia. Sin embargo, la escala Mel produce resultados ligeramente mejores
que ERB y Bark. Se pueden encontrar ma´s detalles acerca de estos experimentos en
[Ludena-Choez and Gallardo-Antolin, 2013] y en el ape´ndice B de esta tesis.
Con la finalidad de realizar un ana´lisis ma´s detallado del rendimiento del siste-
ma de clasificacio´n de eventos acu´sticos, hemos analizado las matrices de confusio´n
producidas por el experimento base y el esquema propuesto. Como ejemplo, las fi-
guras 4.6(a) y (b) muestra las matrices de confusio´n a nivel de segmento para los
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para´metros CC + ∆CC del experimento base y la versio´n modificada de esta parame-
trizacio´n con los 7 primeros eliminados. En ambas tablas, las columnas corresponden
a la clase correcta, las filas son la clase hipotetizada y los valores dentro de ellas se
han calculado como el promedio de los resultados de los 6 subexperimentos. Como
se puede observar, en el sistema base las clases que menos se confunden (con una
tasa de clasificacio´n mayor del 80 %) son aplausos, teclear usando un teclado, risas,
arrugar papel y timbre telefo´nico, mientras que las clases que ma´s se confunden son
toses, movimiento de silla, tocar la puerta y tintineo cuchara/taza. En particular, el
23 % de los segmentos de la clase toses se clasifican como la clase risas y 12 % de los
de la clase movimiento de silla y los de la clase tocar la puerta se asignan a la clase
pasos. Es de destacar que el nu´mero de confusiones entre sonidos producidos por el
tracto vocal humano que no corresponden a la voz (por ejemplo las clases toses y
risas) es elevado. Este hecho ya ha sido observado previamente en otros trabajos de
la literatura ([Temko and Nadeu, 2006]). Con la parametrizacio´n propuesta, la tasa
de reconocimiento de todas las clases acu´sticas se incrementa con la excepcio´n de
la clases toses y tintineo de llaves. Los eventos acu´sticos que se clasifican mejor son
los mismos que en el experimento base, mientras que hay solo dos eventos con una
tasa de clasificacio´n menor que el 70 % (las clases toses y movimiento de silla). La
principal mejora en la parametrizacio´n propuesta se debe a que las clases tocar la
puerta y tintineo cuchara/taza reducen significativamente su nu´mero de confusiones
en comparacio´n con el experimento de referencia.
4.3.3. Experimentos en condiciones ruidosas.
Con la finalidad de estudiar el impacto de ambientes ruidosos sobre el funciona-
miento del sistema de clasificacio´n de eventos acu´sticos, se llevaron a cabo una serie
de experimentos usando seis tipos de ruido diferentes (aeropuerto, voces, restaurante,
tren, sala de exposiciones y metro) a SNRs desde 0dB hasta 20dB con pasos de 5dB.
Por brevedad, en esta subseccio´n solo se muestran los resultados para el experimento
base y para el parametrizador propuesto en el caso de para´metros CC + ∆CC.
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(a) 
 1 2 3 4 5 6 7 8 9 10 11 12 
1 90,40 0,51 0,00 0,25 0,53 0,12 0,44 0,54 0,00 0,15 0,00 1,07 
2 0,00 67,95 3,09 3,56 1,60 2,04 7,06 0,54 0,41 1,04 6,67 0,00 
3 0,62 1,79 65,73 2,54 2,67 0,54 1,43 0,76 0,68 5,06 3,23 0,71 
4 0,00 0,51 2,25 68,19 3,73 1,26 0,11 0,11 0,27 5,95 0,22 0,71 
5 0,00 0,51 0,56 5,85 75,20 0,72 0,33 0,76 1,08 1,49 1,51 0,89 
6 0,00 3,08 4,49 1,27 4,27 80,54 2,76 7,34 2,71 4,02 6,24 2,84 
7 8,05 23,33 4,78 4,07 4,80 0,66 84,23 2,37 4,74 1,64 3,44 2,31 
8 0,62 1,03 2,25 0,51 1,33 11,71 1,54 80,58 3,11 4,32 1,29 12,08 
9 0,31 0,26 1,40 0,00 1,33 0,42 1,32 1,83 84,57 0,45 3,66 1,95 
10 0,00 0,00 12,36 12,21 3,20 0,96 0,22 1,73 0,14 74,26 5,81 2,13 
11 0,00 1,03 0,56 0,00 0,80 0,42 0,11 0,76 1,22 1,04 64,95 2,13 
12 0,00 0,00 2,53 1,53 0,53 0,60 0,44 2,70 1,08 0,60 3,01 73,18 
 
(b) 
 1 2 3 4 5 6 7 8 9 10 11 12 
1 93,50 0,26 0,00 1,02 0,80 0,00 0,33 0,54 0,54 0,15 0,43 0,89 
2 0,31 65,64 2,25 3,56 1,60 0,78 5,73 0,76 0,27 0,60 3,66 0,53 
3 0,62 1,54 68,26 1,27 2,13 0,18 1,65 0,86 0,14 2,83 1,94 0,71 
4 0,00 2,05 3,93 74,55 4,80 0,42 0,66 0,11 0,00 5,95 0,22 0,00 
5 0,00 2,82 1,97 5,85 76,00 0,78 0,44 0,86 0,95 1,64 1,72 1,24 
6 0,00 2,56 4,21 0,51 2,13 83,00 2,21 6,69 3,11 2,98 5,38 4,97 
7 4,64 22,05 3,93 4,07 3,20 0,90 85,01 0,76 2,30 1,64 5,81 1,60 
8 0,31 1,28 1,97 0,25 1,87 9,61 1,76 81,55 2,30 4,61 2,15 9,59 
9 0,31 1,03 1,40 0,25 2,93 0,60 0,66 2,16 86,87 0,89 4,52 1,60 
10 0,31 0,26 8,99 7,38 2,93 1,68 0,44 1,73 0,14 77,38 1,08 4,97 
11 0,00 0,00 0,28 0,76 0,80 1,08 0,66 0,32 2,57 0,60 70,75 1,78 
12 0,00 0,51 2,81 0,51 0,80 0,96 0,44 3,67 0,81 0,74 2,37 72,11 
 
Figura 4.6: Matrices de confusio´n [ %] a nivel de segmento para la parametrizacio´n
CC+ ∆CC: (a) Experimento base; (b) Parametrizacio´n propuesta con los 7 primeros
filtros de baja frecuencia eliminados.
En la figura 4.7 se representa el promedio de la reduccio´n del error relativo para
cada tipo de ruido con respecto al experimento base (condiciones ruidosas sin filtrado
paso alto de la sen˜al de audio) calculado a trave´s de las SNRs consideradas en
funcio´n del nu´mero de filtros de baja frecuencia eliminados a nivel de segmento y de
evento acu´stico. Tambie´n se indica la media de la reduccio´n del error relativo sobre
todos los tipos de ruido y SNRs. Con la finalidad de observar con mayor detalle
el comportamiento del sistema de clasificacio´n de eventos acu´sticos con respecto a
todos los tipos de ruido y SNRs, en la tabla 4.4 se muestran las tasas de clasificacio´n
a nivel de segmento para el experimento base y para el mo´dulo de extraccio´n de
caracter´ısticas propuesto para varias SNRs seleccionadas (20, 10 y 0dB) y para los
seis tipos de ruido evaluados y el rango del nu´mero de filtros eliminados desde 7
hasta 12.
Aunque todos los tipos de ruido producen una disminucio´n drama´tica de la tasa
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Figura 4.7: Reduccio´n del error relativo [ %] con respecto al experimento base para
la parametrizacio´n CC+∆CC y la escala Mel: (a) a nivel de evento; (b) a nivel de
segmento.
de clasificacio´n, los resultados en la tabla 4.4 sugieren que cada tipo de ruido presenta
diferente efecto sobre el funcionamiento del sistema, siendo algunos tipos de ruido
(aeropuerto, voces, restaurante y tren) menos dan˜inos que otros (sala de exposiciones
y metro). Este hecho puede explicarse por el ana´lisis de las caracter´ısticas espectrales
de cada tipo de ruido. En la figura 4.2 se representan los SBVs de los tipos de ruido
restaurante y metro. En el primer caso, la mayor parte de su contenido espectral
se encuentra concentrado en bajas frecuencias y, por esta razo´n, esta clase de ruido
afecta en menor medida a las frecuencias ma´s relevantes de los eventos acu´sticos. Sin
embargo, en el segundo caso, parte de los SBVs se distribuye sobre las frecuencias
media-altas, y por lo tanto, este tipo de ruido puede ser capaz de enmascarar con-
siderablemente la estructura espectral fundamental de los eventos acu´sticos. Note´se
que, por un lado, los SBVs de los tipos de ruido aeropuerto, voces y tren esta´n con-
centrados en el mismo rango de frecuencias del ruido restaurante y por otro lado, los
SBVs del ruido de sala de exposiciones y metro presentan caracter´ısticas similares.
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A partir de los resultados mostrados en la figura 4.7 se puede observar que con
respecto al funcionamiento del esquema propuesto, para los tipos de ruido aeropuer-
to, voces, restaurante y tren, las tasas de clasificacio´n a nivel de segmento mejoran
considerablemente cuando el nu´mero de filtros eliminados se incrementa, especial-
mente para SNRs bajas y medias (ver las filas correspondientes etiquetadas como
0dB y 10dB en la tabla 4.4). En este caso los valores o´ptimos se obtienen cuando
las frecuencias por debajo de 400 − 500Hz no son consideradas en el ca´lculo de los
para´metros acu´sticos, lo que corresponde a la eliminacio´n de los 10 − 11 primeros
filtros de baja frecuencia. Se pueden extraer observaciones similares analizando los
resultados a nivel de evento. Para los tipos de ruido sala de exposiciones y metro,
los resultados a nivel de segmento sufren una ligera variacio´n con respecto al nu´mero
de filtros eliminados, logrando mejoras pequen˜as con respecto al experimento base
comparado con los otros tipos de ruido. A nivel de evento acu´stico, las variaciones
son ma´s grandes, conduciendo en muchos casos a una disminucio´n en la tasa de
clasificacio´n para estos dos tipos de ruido.
Sin embargo, en promedio, con el parametrizador propuesto cuando se eliminan
11 filtros, se obtienen reducciones del error relativo con respecto a la experimento
base (ver figura 4.7) de aproximadamente 7,81 % a nivel de segmento y 7,78 % a nivel
de evento.
Adema´s se realizaron otro conjunto de experimentos utilizando otras escalas de
frecuencia (Bark y ERB) y con la parametrizacio´n CC. En todos los casos, los resul-
tados siguen tendencias similares en comparacio´n a la escala Mel y los para´metros
CC + ∆CC.
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Tabla 4.4: Tasa de clasificacio´n promedio [ %] (segmento) para la parametrizacio´n
CC + ∆CC y diferentes tipos de ruido y SNRs.
Ruido SNR (dB)
Nu´mero de filtros eliminados
Base 7 8 9 10 11 12
20 66.51 69.47 67.82 68.33 68.82 68.52 68.17
Aeropuerto 10 49.92 53.45 52.94 54.29 55.63 56.08 55.28
0 29.01 33.60 34.59 35.57 37.48 38.20 36.97
20 67.09 68.77 68.45 68.89 68.94 67.94 67.33
Voces 10 52.27 56.45 56.69 56.99 57.44 56.85 56.08
0 27.59 36.92 35.74 37.16 39.12 37.69 35.28
20 67.43 69.40 68.89 68.89 69.22 68.80 68.62
Restaurante 10 53.09 57.14 56.97 57.34 57.26 57.32 56.69
0 25.65 37.35 37.91 38.22 38.22 38.65 36.72
20 71.18 72.92 72.82 72.80 72.74 72.27 72.68
Tren 10 58.69 61.72 61.67 62.91 62.90 63.44 63.27
0 40.46 45.81 45.88 46.40 46.70 47.32 46.83
20 58.00 57.68 57.13 58.01 58.35 57.76 56.49
Sala de exposiciones 10 42.66 42.98 42.41 43.46 44.02 43.65 42.50
0 22.00 23.45 24.02 23.83 24.66 24.99 23.61
20 56.90 56.38 55.97 56.23 56.68 56.10 55.32
Metro 10 39.88 41.51 40.94 40.82 40.53 41.30 40.40
0 19.34 23.06 23.81 23.94 22.74 24.75 24.41
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4.4. Conclusiones
En este cap´ıtulo, hemos presentado un nuevo me´todo de parametrizacio´n para
la tarea de clasificacio´n de eventos acu´sticos, motivado por el estudio de las carac-
ter´ısticas espectrales de los sonidos de naturaleza distinta al de la voz. Primero, hemos
realizado un estudio emp´ırico del contenido espectral de diferentes eventos acu´sticos,
concluyendo que las frecuencias medias y altas son especialmente importantes para
discriminar entre sonidos que no corresponden a la voz. Segundo, a partir de este
estudio, hemos propuesto un nuevo esquema para AEC, que es una extensio´n de la
parametrizacio´n MFCC y esta´ basado en el filtrado paso alto de la sen˜al de audio.
En la pra´ctica, el esquema propuesto consiste en la modificacio´n del banco de filtros
auditivo en escala Mel mediante de la eliminacio´n expl´ıcita de un cierto nu´mero de
filtros de baja frecuencia.
El esquema propuesto ha sido probado en condiciones limpias y ruidosas y compa-
rado con los MFCCs convencionales en una tarea de clasificacio´n de eventos acu´sticos.
Los resultados muestran el hecho de que el filtrado paso alto de la sen˜al de audio es
en te´rminos generales beneficioso para el sistema, de forma que la eliminacio´n de fre-
cuencias por debajo de 100−275Hz en el proceso de parametrizacio´n en condiciones
limpias y por debajo de 400 − 500Hz en condiciones ruidosas, mejora significativa-
mente el funcionamiento del sistema con respecto al experimento base.
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Integracio´n temporal de
caracter´ısticas acu´sticas basada en
NMF para CEA
En la seccio´n 2.3.1 del cap´ıtulo 2 se menciono´ que para la tarea de clasificacio´n
de eventos acu´sticos, habitualmente se utilizan caracter´ısticas segmentales o a largo
plazo que tratan de describir de forma compacta las propiedades ma´s relevantes de
la sen˜al de audio en ventanas temporales de varios segundos. Dichas caracter´ısticas
segmentales se obtienen a partir de para´metros acu´sticos extra´ıdos a corto plazo o a
nivel de trama (t´ıpicamente sobre ventanas de 20− 30ms) y agregados mediante un
me´todo determinado de integracio´n de caracter´ısticas. Mientras que en el cap´ıtulo
4 se utilizo´ la te´cnica basada en estad´ısticos, en este cap´ıtulo profundizaremos en
la basada en coeficientes de banco de filtros (FC, Filterbank Coeficients), que fue
inicialmente propuesta para la clasificacio´n de ge´neros musicales y audio en general
[Meng et al., 2007], [McKinney and Breebaart, 2003], [Arenas Garcia et al., 2006], y
que ma´s recientemente ha sido experimentada en la tarea de CEA con resultados
prometedores [Mejia Navarrete et al., 2011].
En contraste a las caracter´ısticas segmentales basadas en estad´ısticos, los coefi-
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cientes de banco de filtros permiten capturar la estructura dina´mica de los para´metros
a corto plazo. Esta te´cnica consiste ba´sicamente en resumir la informacio´n contenida
en los periodogramas de cada dimensio´n de los para´metros a corto plazo en varios
valores de potencia calculados en las bandas de frecuencia determinadas por un ban-
co de filtros predefinido, como el propuesto en [McKinney and Breebaart, 2003]. Sin
embargo, como se sen˜ala en [Arenas Garcia et al., 2006], este banco de filtros fijo
puede no ser lo suficientemente general, puesto que la importancia de las distintas
caracter´ısticas dina´micas de los para´metros a corto plazo para clasificacio´n puede ser
dependiente de la tarea. En este contexto, en [Arenas Garcia et al., 2006] se presenta
un me´todo supervisado para el aprendizaje automa´tico de un banco de filtros o´ptimo
para clasificacio´n de ge´neros musicales.
Por contra, en este cap´ıtulo, presentamos un me´todo no supervisado basado en
el algoritmo NMF para el disen˜o de un banco de filtros para la extraccio´n de carac-
ter´ısticas FC ma´s adecuado para la tarea de clasificacio´n de eventos acu´sticos. A lo
largo del cap´ıtulo mostraremos que con el me´todo propuesto se superan los resul-
tados obtenidos con el correspondiente experimento base en condiciones limpias y
ruidosas. Adema´s, otra ventaja de este esquema es su versatilidad, en el sentido de
que no es espec´ıfico para CEA y, por lo tanto, puede ser aplicado a otras tareas de
clasificacio´n de voz y audio.
5.1. Integracio´n temporal de caracter´ısticas basada en
coeficientes de banco de filtros
En la figura 5.1 se representa el diagrama de bloques del proceso de extraccio´n de
caracter´ısticas usando la te´cnica FC. Consiste de dos etapas principales: extraccio´n
de caracter´ısticas a corto plazo e integracio´n temporal de caracter´ısticas mediante
FC. A continuacio´n, describimos los dos principales mo´dulos del parametrizador FC.
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Figura 5.1: Diagrama de bloque del proceso de extraccio´n de caracter´ısticas FC.
5.1.1. Extraccio´n de caracter´ısticas a corto plazo
En este cap´ıtulo, hemos considerado dos tipos de para´metros acu´sticos diferentes
como caracter´ısticas a corto plazo: los MFCC convencionales y su extensio´n, denotada
como MFCC HPN, que incluye el filtrado paso alto de la sen˜al de audio implementado
mediante la modificacio´n del banco de filtros auditivo, tal y como se describe en el
cap´ıtulo 4 de la presente tesis.
En ambos casos, MFCC y MFCC HPN, la log-energ´ıa de cada trama y sus prime-
ras derivadas (cuando se indica) se calculan y concatenan a los coeficientes cepstrales
esta´ticos.
5.1.2. Integracio´n temporal de caracter´ısticas mediante FC
Una vez extra´ıdos los coeficientes cepstrales, se aplica integracio´n temporal
sobre los segmentos de audio de una longitud dada con la finalidad de obte-
ner un conjunto de vectores de caracter´ısticas a una escala de tiempo ma´s lar-
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ga. En este cap´ıtulo, nos enfocamos en la aproximacio´n denominada coeficien-
tes de banco de filtros (FC) [Meng et al., 2007], [McKinney and Breebaart, 2003],
[Arenas Garcia et al., 2006], que ayuda a capturar el comportamiento temporal de
los para´metros a corto plazo.
En primer lugar, la secuencia de T para´metros a corto plazo de dimensio´n Dx,
X = {x1 ,x2 , ...,xT} se divide en K segmentos, Y = {y1 ,y2 , ...,yK} de la siguiente
manera,
yk = f (xk·Hs ,xk·Hs+1, ...,xk·Hs+Ls−1) (5.1)
donde Ls es el taman˜o del segmento, Hs es el desplazamiento del segmento, ambos
definidos en tramas y f es la funcio´n que combina los para´metros a nivel de trama
en para´metros a nivel de segmento..
En segundo lugar, se determina el periodograma de cada dimensio´n de para´metros
a corto plazo contenidos en el k-simo segmento yk y la informacio´n contenida en dicho
periodograma se resume mediante la obtencio´n de la potencia en las diferentes bandas
de frecuencia del banco de filtros predefinido (U),
zk = PkU (5.2)
donde Pk representa los periodogramas de la secuencia de coeficientes a corto
plazo perteneciente al k - simo segmento, U es la magnitud de la respuesta en fre-
cuencia del banco de filtros predefinido y zk es el vector de caracter´ısticas final. Las
dimensiones de Pk, U y zk son, respectivamente, Dx x Dp, Dp x nf y Dx x nf ,
donde Dp es la dimensionalidad de cada periodograma individual y nf es el nu´mero
de filtros del banco de filtros. Los coeficientes de banco de filtros, Z = {z1 , z2 , ..., zK}
son la entrada al sistema de clasificacio´n de eventos acu´sticos.
Habitualmente, dicho banco consta de cuatro filtros correspondiente a las
siguientes bandas de frecuencia [McKinney and Breebaart, 2003]:
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Filtro 1: 0 Hz. Filtro DC
Filtro 2: 1 - 2 Hz. Energ´ıa de modulacio´n
Filtro 3: 3 - 15 Hz. Energ´ıa de modulacio´n
Filtro 4: 20 - 43 Hz. Aspereza (roughness) perceptual
Como la importancia de las diferentes componentes dina´micas de las caracter´ısti-
cas a corto plazo para clasificacio´n puede ser dependiente de la tarea, se puede
argumentar que este banco de filtros fijo (U) no es o´ptimo para todos los problemas
de clasificacio´n de audio. En otras palabras, algunas frecuencias de modulacio´n pue-
den ser relevantes para distinguir entre, por ejemplo, diferentes ge´neros musicales,
y no entre eventos acu´sticos. En la siguiente seccio´n, presentamos un me´todo no
supervisado para disen˜ar un banco de filtros FC adaptado para la tarea de CEA.
5.2. Disen˜o del banco de filtros FC basado en NMF
Nuestra meta es desarrollar un me´todo no supervisado para encontrar el banco
de filtro o´ptimo de tal manera que los para´metros FC resultantes Z contengan la in-
formacio´n ma´s significativa acerca de la estructura temporal de las caracter´ısticas a
corto plazo. Este problema puede formularse como la descomposicio´n de los periodo-
gramas P en sus componentes principales (por ejemplo, en sus bandas de frecuencia
ma´s relevantes).
Como ya se ha mencionado previamente, la factorizacio´n en matrices no - nega-
tivas establece una forma de descomponer una sen˜al en la combinacio´n convexa de
bloques de construccio´n no - negativos (llamados vectores espectrales base) mediante
la minimizacio´n de una funcio´n de coste dada (en nuestro caso, la divergencia KL).
Como el espectro de potencia de los para´metros a corto plazo (en este caso, MFCCs)
y la respuesta en frecuencia de los elementos del banco de filtros son inherentemente
positivos, NMF puede ofrecer una adecuada solucio´n al problema´tica de determinar
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el banco de filtros FC o´ptimo, como se explicara´ en las siguientes subsecciones. A
lo largo del resto de este cap´ıtulo, denotamos al banco de filtro obtenido por NMF
como W con la finalidad de distinguirlo del banco de filtro fijo U.
5.2.1. Construccio´n del banco de filtro FC con NMF
En este caso, la matriz a descomponer en sus componentes principales esta´ for-
mada por los periodogramas de las caracter´ısticas a corto plazo. Como se aprende
un u´nico banco de filtros para todas las componentes de los para´metros acu´sticos, la
matriz P es la concatenacio´n por fila de los periodogramas Dx de los para´metros a
corto plazo extra´ıdos de las sen˜ales de audio del conjunto de entrenamiento. Por lo
tanto, la dimensio´n de P es (Dx x ns) x Dp, donde ns es el nu´mero total de segmentos
en el conjunto de entrenamiento.
Una vez que esta matriz es transpuesta (PT), sus correspondientes matrices fac-
torizadas WH se obtienen usando las reglas de aprendizaje de NMF dadas en la
ecuacio´n 2.4 del cap´ıtulo 2. Las dimensiones de W y H son, respectivamente, Dp x nf
y nf x (Dx x ns). Finalmente, la matriz resultante W contiene los SBVs que repre-
sentan las bases del espectro de potencia de las caracter´ısticas a corto plazo, y dado
que se verifica que PT ≈ WH dichos vectores base pueden interpretarse como las
respuestas en frecuencia de los filtros del banco de filtros FC requerido.
Con la finalidad de calcular los para´metros FC, la ecuacio´n 5.2 se aplica sustitu-
yendo el banco de filtros fijo U por W.
5.2.2. Experimentos y resultados
5.2.3. Base de datos y sistema base
La base de datos para los experimentos es la misma que se utilizo´ en el cap´ıtulo
4 de la presente tesis.
El protocolo experimental que se siguio´ fue el mismo que para los experimentos
del cap´ıtulo 4, de modo que se utilizo´ un esquema de validacio´n cruzada de 6 grupos
82
CAPI´TULO 5. INTEGRACIO´N TEMPORAL DE CARACTERI´STICAS
ACU´STICAS BASADA EN NMF PARA CEA
(6-fold), de modo que los resultados que se presentan corresponden con la media de
los 6 subexperimentos realizados.
Asimismo, el sistema de clasificacio´n de eventos acu´sticos sobre el que se realiza
la experimentacio´n es el mismo que el del cap´ıtulo 4 que utiliza una SVM con con-
figuracio´n uno contra uno y kernel RBF y ha sido desarrollado usando el software
LIBSVM [Chih-Chung and Chih-Jen, 2011].
5.2.4. Extraccio´n de caracter´ısticas
En este cap´ıtulo, se han considerado dos tipos diferentes de caracter´ısticas a corto
plazo, MFCC y MFCC HPN, correspondiendo estos u´ltimos a la parametrizacio´n
propuesta en el cap´ıtulo 4. Recordamos que la diferencia entre ellas es que para
MFCC HPN se eliminan los N primeros filtros de baja frecuencia en el banco de filtros
auditivo en escala Mel, de modo que, dependiendo del valor de N, no se consideran las
frecuencias por debajo de un cierto valor en el ca´lculo de los coeficientes cepstrales. En
ambas parametrizaciones, se extraen 12 para´metros cepstrales cada 10ms usando una
ventana de ana´lisis de Hamming de 20ms de longitud y un banco de filtros en escala
Mel compuesto de 40 y (40 − N) bandas triangulares para MFCC y MFCC HPN,
respectivamente. Tambie´n se calculan la log - energ´ıa de cada trama y sus primeras
derivadas (cuando se indica) y se concatenan a los coeficientes cepstrales esta´ticos,
dando lugar a un vector de para´metros a corto plazo de dimensio´n Dx = 13 (o 26
cuando se usa la primera derivada).
Para la integracio´n temporal de caracter´ısticas se consideran segmentos de audio
de 2s de longitud con un solape de 1s. Los periodogramas de cada dimensio´n de las
caracter´ısticas a corto plazo se calculan sobre estos segmentos y posteriormente se
filtran usando el banco de filtros U definido en la seccio´n 5.1.2, para los para´metros
FC del sistema base y el banco de filtros W obtenido con el me´todo NMF para los
para´metros FC basados en NMF.
Los filtros U son filtros Butterworth de segundo orden. Por el contrario, en el
me´todo basado en NMF, para cada subexperimento, el banco de filtros W se obtiene
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Figura 5.2: Respuesta en frecuencia de los bancos de filtro usados en el proceso de
integracio´n temporal de caracter´ısticas. (a) Banco de filtros fijo (U), 4 filtros; Bancos
de filtro determinados por NMF (W): (b) 4 filtros; (c) 6 filtros; (d) 8 filtros.
aplicando el me´todo descrito en la seccio´n 5.2 sobre el conjunto de entrenamiento
correspondiente. En todos los subexperimentos, NMF se inicializa con el me´todo
usual, es decir, generando 10 matrices aleatorias (W y H), de tal manera que la
factorizacio´n que produce la distancia eucl´ıdea menor entre PT y (W H) es la que se
escoge para inicializacio´n. Posteriormente, estas matrices iniciales se refinan usando
las reglas de actualizacio´n multiplicativas dadas en la ecuacio´n (2.4) considerando
como distancia, la divergencia KL y como criterio de parada, un ma´ximo de 200 ite-
raciones. Despue´s de todo este proceso, la matriz W resultante contiene la respuesta
en frecuencia de los filtros del banco de filtros FC.
Las figuras 5.2 (b), (c) y (d) representan el banco de filtros obtenidos por NMF
(W) para el primer subexperimento usando el procedimiento descrito previamente
para nf = 4, 6 y 8 filtros, respectivamente. Con el propo´sito de facilitar la compara-
cio´n, el banco de filtros del sistema base U tambie´n se representa en la figura 5.2 (a).
No´tese que, aunque la ma´xima frecuencia de modulacio´n es 50Hz (las caracter´ısticas
a corto plazo se extraen cada 10ms), para mejorar la visualizacio´n de las figuras se
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Tabla 5.1: Tasa de clasificacio´n [ %] para diferentes conjuntos de caracter´ısticas.
Caracter´ısticas Integracio´n Tasa clasif. Tasa clasif.
a corto plazo temporal (segmento) [ %] (evento) [ %]
MFCC FC 65,68± 1,06 70,59± 1,94
MFCC HP2 FC 70,91± 1,01 76,39± 1,81
MFCC HP2 FC NMF 74,39± 0,97 79,29± 1,73
MFCC + ∆ FC 67,92± 1,04 71,75± 1,92
MFCC HP2 + ∆ FC 72,36± 0,99 76,39± 1,81
MFCC HP2 + ∆ FC NMF 76,15± 0,95 80,15± 1,70
representan solo las frecuencias por debajo de 20Hz. A partir de la comparacio´n de
las figuras 5.2 (a) and (b), se puede observar que los filtros 1 y 2 de U aparecen
aproximadamente en W. El filtro de frecuencia ma´s alta en W presenta un ancho
de banda elevado y cubre las frecuencias de modulacio´n de los filtros base 3 y 4.
Finalmente, el filtro 4 de U es sustituido por un filtro de baja frecuencia en W,
sugiriendo que, para describir la estructura temporal de los MFCCs, las bajas fre-
cuencias de modulacio´n son ma´s relevantes que las altas. Puede llegarse a la misma
conclusio´n a partir de las figuras 5.2 (c) y (d), donde se puede observar que, cuando
el nu´mero de filtros se incrementa, NMF tiende a situar ma´s filtros en las bajas y
medias frecuencias de modulacio´n que en las altas. Por otra parte, es importante
mencionar que los filtros resultantes no difieren mucho entre subexperimentos.
5.2.5. Experimentos con para´metros FC basados en NMF en con-
diciones limpias
La tabla 5.1 muestra los resultados logrados en te´rminos de la tasa de clasificacio´n
promedio a nivel de segmento (porcentaje de segmentos correctamente clasificados) y
a nivel de evento acu´stico (porcentaje de eventos correctamente clasificados) as´ı como
los intervalos de confianza del 95 % para las diferentes parametrizaciones considera-
das. FC y FC NMF indican, respectivamente, el uso del banco de filtros fijo y el
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basado en NMF, ambos compuestos de 4 filtros, en el proceso de integracio´n tempo-
ral de caracter´ısticas. El sufijo +∆ indica que el conjunto de caracter´ısticas a corto
plazo incluye la primera derivada de los coeficientes cepstrales.
Primero de todo, se puede observar que, en general, el uso de los para´metros ∆
mejoran los resultados de clasificacio´n con respecto al caso en el que ∆ no se conside-
ra, aunque estas diferencias no son estad´ısticamente significativas. De todos modos,
ambos casos siguen la misma tendencias. De hecho, para ambos casos (sin o con ∆),
cuando se compara MFCC con MFCC HP2, cuando ambos usan el banco de filtros
base U (FC), se puede observar que MFCC HP2 logra los mejores resultados, siendo
la diferencia en funcionamiento con respecto a MFCC estad´ısticamente significativa
con una confianza del 95 %. Este resultado sugiere que el filtrado paso alto de la
sen˜al de audio antes del ca´lculo de los coeficientes cepstrales es u´til para obtener
caracter´ısticas ma´s discriminativas, y por lo tanto, para mejorar los resultados fina-
les. Obse´rvese que esta misma conclusio´n se extrajo en el cap´ıtulo 4 para el caso de
integracio´n temporal basada en estad´ısticos.
Con respecto al uso del banco de filtros extra´ıdos por el procedimiento NMF
en combinacio´n con las caracter´ısticas a corto plazo MFCC HP2 (MFCC HP2 +
FC NMF), se puede observar que esta parametrizacio´n supera al banco de filtros
fijo (MFCC HP2 + FC). En este caso, la reduccio´n de error relativo con respecto
a MFCC HP2 + FC es de alrededor el 12,0 % a nivel de segmento y 12,3 % a nivel
de evento cuando los para´metros ∆ no se consideran y alrededor de 13,7 % a nivel
de segmento y 15,9 % a nivel de evento cuando los ∆ se incluyen. Adema´s, en este
u´ltimo caso, las diferencias en rendimiento son estad´ısticamente significativas. Este
resultado muestra que los filtros aprendidos por NMF son capaces de capturar la
estructura dina´mica de los coeficientes cepstrales, produciendo un banco de filtros
FC ma´s adecuado para CEA que el banco de filtros fijo.
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Tabla 5.2: Tasa de clasificacio´n [ %] para diferente nu´mero de filtros en el banco de
filtros FC obtenido con NMF.
Caracter´ısticas Nu´mero de Tasa clasif. Tasa clasif.
a corto plazo filtros (segmento) [ %] (evento) [ %]
MFCC HP2
4 74,39± 0,97 79,29± 1,73
6 74,02± 0,97 79,19± 1,73
8 73,69± 0,98 78,99± 1,74
10 73,65± 0,98 79,09± 1,73
MFCC HP2 + ∆
4 76,15± 0,95 80,15± 1,70
6 75,51± 0,96 78,37± 1,76
8 74,70± 0,97 76,20± 1,82
10 73,99± 0,98 74,36± 1,86
5.2.6. Experimentos con diferente nu´mero de filtros en el banco
de filtros FC basado en NMF en condiciones limpias
Para los dos tipos de conjuntos de caracter´ısticas, MFCC HP2 y MFCC HP2 +
∆, se realizaron experimentos considerando 4, 6, 8 y 10 bandas en el banco de filtros
FC basado en NMF. La tabla 5.2 contiene las correspondientes tasas de clasificacio´n
as´ı como los correspondientes intervalos de confianza al 95 %.
Para MFCC HP2, los resultados var´ıan con el nu´mero de filtros, aunque las
diferencias son pequen˜as y no estad´ısticamente significativas. Sin embargo, para
MFCC HP2 + ∆, la tasa de clasificacio´n disminuye segu´n aumenta el nu´mero de
bandas de frecuencia, sugiriendo que 4 filtros son suficientes para representar el com-
portamiento temporal de las caracter´ısticas a corto plazo (especialmente para los
para´metros ∆).
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5.2.7. Experimentos con para´metros FC basados en NMF en con-
diciones ruidosas
Al igual que en el cap´ıtulo 4, seccio´n 4.3.3, en este cap´ıtulo tambie´n se ha reali-
zado el estudio del impacto que este nuevo esquema de parametrizacio´n basado en
coeficientes de banco de filtros produce en el rendimiento del sistema de CEA frente
a la presencia de ruido de ambiente, para lo cual se realizaron diversos experimentos
usando seis tipos de ruido diferentes: (aeropuerto, voces, restaurante, tren, sala de
exposiciones y metro) a SNRs desde 0dB hasta 20dB con pasos de 5dB. Por breve-
dad, solo se muestran en esta seccio´n los resultados para el caso en que se usan los
para´metros esta´ticos junto con sus correspondientes derivadas.
En la figuras 5.3 y 5.4 se representan el promedio de la reduccio´n del error relativo
para cada tipo de ruido con respecto al experimento base (condiciones ruidosas sin
filtrado paso alto de la sen˜al de audio y banco de filtros FC en la integracio´n de
caracter´ısticas) calculado sobre todas las SNRs consideradas en funcio´n del nu´mero
de filtros de baja frecuencia eliminados a nivel de segmento y evento acu´stico con las
configuraciones FC y FC NMF, respectivamente. Tambie´n se incluye la media de la
reduccio´n del error relativo sobre todos los tipos de ruido y SNRs.
Al igual que en los resultados en condiciones ruidosas mostrados en el cap´ıtulo
4, observamos una disminucio´n en las tasas de clasificacio´n siendo el impacto menos
dan˜ino para algunos tipos de ruido (aeropuerto, voces, restaurante y tren) que para
otros (sala de exposiciones y metro).
Para el esquema FC, a partir de los resultados mostrados en la figura 5.3 se puede
observar que para los tipos de ruido aeropuerto, voces, restaurante y tren, las tasas
de clasificacio´n a nivel de segmento y evento mejoran considerablemente cuando el
nu´mero de filtros eliminados se incrementa, para todas las SNRs. En este caso, los
valores o´ptimos se obtienen cuando no se consideran las frecuencias por debajo de
200− 400Hz en el ca´lculo de los para´metros a corto plazo, lo que corresponde con la
eliminacio´n de los 5− 10 primeros filtros de baja frecuencia. Para los tipos de ruido
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Figura 5.3: Reduccio´n del error relativo [ %] con respecto al experimento base para la
parametrizacio´n MFCC HPN + ∆ + FC: (a) a nivel de evento acu´stico; (b) a nivel
de segmento.
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Figura 5.4: Reduccio´n del error relativo [ %] con respecto al experimento base para
la parametrizacio´n MFCC HPN + ∆ + FC NMF: (a) a nivel de evento acu´stico; (b)
a nivel de segmento.
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sala de exposiciones y metro, a diferencia de los resultados obtenidos en la seccio´n
4.3.3 del cap´ıtulo 4, los resultados a nivel de segmento y evento mejoran de manera
significativa cuando el nu´mero de filtros eliminados se incrementa, obteniendo los
mejores resultados cuando se suprimen los 9− 10 primeros filtros de baja frecuencia.
En promedio, cuando se eliminan los primeros 9 filtros de baja frecuencia, se ob-
tienen reducciones del error relativo con respecto al experimento base de aproximada-
mente 11,7 % a nivel de segmento y 12,3 % a nivel de evento acu´stico, respectivamente
(ver figura 5.3).
Para el caso del esquema FC NMF, los resultados se muestran en la figura 5.4.
Nuevamente observamos que las tasas de clasificacio´n a nivel de segmento y evento
acu´stico mejoran considerablemente cuando el nu´mero de filtros eliminados se incre-
menta, para todas las SNRs para los tipos de ruido aeropuerto, voces, restaurante y
tren. En este caso, los valores o´ptimos se obtienen cuando no se consideran frecuen-
cias por debajo de 200 − 400Hz, que corresponde con la eliminacio´n de los 5 − 10
primeros filtros de baja frecuencia. Para los tipos de ruido sala de exposiciones y
metro, los resultados a nivel de segmento mejoran de manera significativa cuando el
nu´mero de filtros eliminados se incrementa, en este caso corresponde a la eliminacio´n
de los 8 − 10 primeros filtros de baja frecuencia; mientras que a nivel de evento, el
nu´mero de filtros suprimidos o´ptimo es 8.
En promedio cuando se eliminan los primeros 9 filtros, se obtienen reducciones
del error relativo con respecto al experimento base de aproximadamente 13,8 % a
nivel de segmento y 14,6 % a nivel de evento, respectivamente (ver figura 5.4).
De acuerdo a los resultados de tasa de clasificacio´n, promediado sobre todos
los valores SNR considerados cuando son eliminados los primeros 9 filtros de baja
frecuencia (MFCC HP9), mostrados en las tablas 5.3 y 5.4, se muestra que el esquema
FC NMF supera a FC, siendo esta diferencia estad´ısticamente significativa para los
tipos de ruido aeropuerto, voces, restaurante y tren; sin embargo esta diferencia no
es significativa para los tipos de ruido sala de exposiciones y metro. Estos resultados
se observan a nivel de segmento (ver tabla 5.3) y evento acu´stico (ver tabla 5.4).
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Tabla 5.3: Tasa de clasificacio´n promedio [ %] a nivel de segmento, promediado sobre
todos los valores SNR considerados con MFCC HP9.
MFCC HP9 Esquemas de Parametrizacio´n
Ruido FC FC NMF
Aeropuerto (N1) 52,14± 0,5 53,89± 0,5
Voces (N2) 51,69± 0,5 53,79± 0,5
Restaurante (N3) 52,12± 0,5 53,97± 0,5
Tren (N4) 58,19± 0,49 59,61± 0,49
Sala de exposiciones (N5) 41,15± 0,49 41,24± 0,49
Metro (N6) 39,57± 0,49 38,85± 0,49
Promedio (N1−N6) 49,14± 0,20 50,23± 0,20
Promedio (N1−N4) 53,54± 0,25 55,32± 0,25
Tabla 5.4: Tasa de clasificacio´n promedio [ %] a nivel de evento acu´stico, promediado
sobre todos los valores SNR considerados con MFCC HP9.
MFCC HP9 Esquemas de Parametrizacio´n
Ruido FC FC NMF
Aeropuerto (N1) 53,68± 0,96 56,1± 0,96
Voces (N2) 53,22± 0,96 55,43± 0,96
Restaurante (N3) 52,33± 0,96 54,36± 0,96
Tren (N4) 57,28± 0,95 58,51± 0,95
Sala de exposiciones (N5) 48,47± 0,96 48,65± 0,96
Metro (N6) 48,58± 0,96 47,53± 0,96
Promedio (N1−N6) 52,26± 0,39 53,43± 0,39
Promedio (N1−N4) 54,13± 0,48 56,1± 0,48
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5.3. Conclusiones
En este cap´ıtulo, hemos presentado un nuevo esquema de parametrizacio´n para
AEC basado en la mejora de los para´metros FC mediante el uso de NMF. En par-
ticular, NMF se utiliza para el aprendizaje no supervisado del banco de filtros FC
que captura el comportamiento temporal ma´s relevante en las caracter´ısticas a corto
plazo. A partir de la respuesta en frecuencia de los filtrros obtenidos con NMF, he-
mos observado que las bajas frecuencias de modulacio´n son ma´s importantes que las
altas frecuencias para distinguir entre diferentes eventos acu´sticos. Los experimentos
han mostrado que las caracter´ısticas segmentales obtenidas con este me´todo logran
mejoras significativas en el rendimiento de clasificacio´n de un sistema de AEC basa-
do en SVM en comparacio´n con los para´metros FC obtenidos de un banco de filtros
predefinido. Tambie´n se realizaron experimentos en condiciones ruidosas, mostrando
que al igual que en el caso de los resultados en el cap´ıtulo 4 se producen mejoras
significativas cuando no se consideran frecuencias por debajo de los 200Hz para el
ca´lculo de los coeficientes a corto plazo mel-cepstrales.
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Cap´ıtulo 6
Parametrizacio´n basada en la
seleccio´n automa´tica de bandas
espectrales para CEA
En el cap´ıtulo 4 de la presente tesis se mostro´ que las parametrizaciones conven-
cionales utilizadas habitualmente para reconocimiento de habla y locutor (como los
coeficientes MFCC) no son necesariamente las ma´s apropiadas para la tarea de cla-
sificacio´n de eventos acu´sticos puesto que dichas parametrizaciones fueron disen˜adas
teniendo en cuenta las caracter´ısticas espectrales de la voz, que son, en general,
diferentes de las de los eventos acu´sticos. A partir del estudio llevado a cabo en
dicho cap´ıtulo se determino´ la importancia de las medias y altas frecuencias para
discriminar entre diferentes eventos acu´sticos, lo que llevo´ a desarrollar un nuevo
esquema de extraccio´n de caracter´ısticas acu´sticas basado en el filtrado paso alto de
las sen˜ales de audio con el que se logro´ buenos resultados en condiciones limpias y
ruidosas. Este filtrado paso alto se implemento´ en la pra´ctica por medio de la modi-
ficacio´n del banco de filtros auditivo en escala Mel, de tal forma que varios filtros de
baja frecuencia no fueran considerados en el ca´lculo de los vectores de para´metros
cepstrales. La determinacio´n del nu´mero de filtros de baja frecuencia a eliminar se
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realizo´ emp´ıricamente.
A diferencia de la aproximacio´n anterior, la idea principal en este cap´ıtulo es
usar me´todos de seleccio´n de caracter´ısticas (FS, Feature Selection) para encontrar
el conjunto o´ptimo de bandas de frecuencia para CEA. Para ello, se han considera-
do diversas te´cnicas de seleccio´n de caracter´ısticas, en concreto, las que utilizan la
Informacio´n Mutua (MI, Mutual Information) como medida de similitud entre los
datos.
En la literatura reciente, se pueden encontrar varios ejemplos del uso de algorit-
mos de seleccio´n de caracter´ısticas para CEA. En [Zhuang et al., 2008], el conjunto
final de caracter´ısticas se selecciono´ de acuerdo a un criterio bayesiano aplicado sobre
un conjunto formado por los MFCCs y energ´ıas en banda decorrelados previamente
mediante Ana´lisis de Componentes Principales (PCA, Principal Component Analy-
sis). En [Zhuang et al., 2010] se propuso un me´todo basado en AdaBoost para cons-
truir el mejor conjunto de caracter´ısticas a partir del mismo conjunto de para´metros
utilizado en el trabajo anterior sin PCA. En [Butko and Nadeu, 2010] se describe
el uso de un algoritmo secuencial de seleccio´n de caracter´ısticas basado en envol-
torios denominado Forward Wrapper aplicado a 16 log-energ´ıas en banda filtradas
en frecuencia y sus primeras derivadas. Finalmente en [Kiktova et al., 2013] se usa-
ron dos algoritmos de seleccio´n basados en informacio´n mutua sobre un conjunto de
para´metros derivados de un ana´lisis espectro-temporal. Es de destacar que en con-
traposicio´n con estos trabajos, en este cap´ıtulo no se pretende utilizar la seleccio´n
de caracter´ısticas para reduccio´n de la dimensionalidad sino para obtener una me-
jor representacio´n de los eventos acu´sticos mediante la determinacio´n de las bandas
espectrales ma´s relevantes y menos redundantes. De hecho, en los trabajos antes
mencionados, las caracter´ısticas seleccionadas son directamente la entrada al clasifi-
cador, mientras que en nuestra propuesta las log-energ´ıas de los filtros escogidos son
decorrelados usando la DCT de forma previa a su entrada al clasificador.
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6.1. Algoritmos de seleccio´n de caracter´ısticas basa-
dos en informacio´n mutua.
EL principal objetivo de los me´todos de seleccio´n de caracter´ısticas es
construir subconjuntos de para´metros que sean u´tiles para la clasificacio´n
[Guyon and Elisseeff, 2003]. Estos me´todos se dividen en aquellos que son depen-
dientes del clasificador (me´todos basados en envoltorios o wrappers) y los que son
independientes del clasificador (me´todos filtro o filter) [Guyon and Elisseeff, 2003].
Los me´todos filtro buscan el mejor conjunto de caracter´ısticas mediante el
ca´lculo de una medida de similitud sobre los datos, tales como la dis-
tancia [Bins and Draper, 2001], [Sebban and Nock, 2002] o informacio´n mutua
[Peng et al., 2005], [Fernandez et al., 2009] y [Brown et al., 2012] de forma indepen-
diente del clasificador en particular que se vaya a utilizar en el sistema final y, por lo
tanto, es menos probable que sufran del efecto de sobreajuste y son menos costosos
computacionalmente en comparacio´n con los me´todos wrappers. Por estas razones,
en el presente trabajo, se escogio´ utilizar los me´todos filtro, en particular, aquellos
basados en informacio´n mutua.
6.1.1. Informacio´n Mutua
La informacio´n mutua es una medida natural de la cantidad de informacio´n que
dos variables aleatorias tienen en comu´n. Es sime´trica y no - negativa y es cero si
y solo si las variables son independientes [Cover and Thomas, 2006]. La informacio´n
mutua puede ser vista como una forma de cuantificar la relevancia de una variable
aleatoria con respecto a otra. Dados L y S dos variables aleatorias discretas y l and
s, dos valores adoptados por respectivamente, L y S, la informacio´n mutua I(L; S)
entre L y S esta´ dada por
I (L; S) =
∑
l∈L
∑
s∈S
p (l, s) log
(
p (l, s)
p (l) p (s)
)
(6.1)
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donde p (l) y p (s) son las distribuciones de probabilidad de L y S y p (l, s) es su
distribucio´n de probabilidad conjunta.
6.1.2. Criterio de seleccio´n de caracter´ısticas basado en informa-
cio´n mutua
Los me´todos de seleccio´n de caracter´ısticas basados en MI utilizan un cierto cri-
terio de seleccio´n, J, que esta´ relacionado con la informacio´n mutua entre las carac-
ter´ısticas y la clase (o etiqueta) a la que pertenecen y cuantifica la utilidad de un sub-
conjunto de caracter´ısticas para la tarea de la clasificacio´n. En [Brown et al., 2012] se
presenta un punto de vista unificado de varias te´cnicas de seleccio´n de caracter´ısticas
basadas en MI existentes en la literatura, mostrando que el criterio usado en alguno
de ellos puede ser expresado como una combinacio´n lineal de MIs, como se estable
en (6.2),
J (Lk) = I (Lk; S)− β
∑
Lj∈θ
I (Lk; Lj) + γ
∑
Lj∈θ
I (Lk; Lj|S) (6.2)
donde Lk es la caracter´ıstica que va ser evaluada para su inclusio´n en el con-
junto de para´metros y θ es el conjunto de caracter´ısticas actualmente seleccionado.
El primer te´rmino asegura la relevancia de Lk, el segundo te´rmino esta relaciona-
do con la redundancia de Lk con respecto a las caracter´ısticas seleccionadas en θ
y el tercer te´rmino, llamado redundancia condicional, permite la inclusio´n de carac-
ter´ısticas correladas que, sin embargo, podr´ıan ser u´tiles para la tarea de clasificacio´n
[Brown et al., 2012]. Los diferentes valores de las constantes β y γ conducen a di-
ferentes algoritmos conocidos de seleccio´n de caracter´ısticas. En particular, en este
trabajo hemos considerado los siguientes me´todos:
Mı´nima - Redundancia Ma´xima - Relevancia (mRMR, Minimum-
Redundancy Maximum-Relevance) (β = 1|θ| , siendo |θ| el taman˜o del con-
junto de caracter´ısticas actual seleccionado y el para´metro γ = 0). Esta va-
riante busca escoger las caracter´ısticas que tienen la relevancia ma´s alta con
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respecto a las clases consideradas, mientras que se minimiza la redundancia
[Peng et al., 2005].
Informacio´n Mutua Conjunta (JMI, Joint Mutual Information)
(β = 1|θ| y γ =
1
|θ|). Este me´todo incluye el te´rmino de redundancia condicional
para permitir la inclusio´n de caracter´ısticas correladas con informacio´n com-
plementaria [Meyer et al., 2008].
Extraccio´n de caracter´ısticas Informativa Condicional (CIFE, Con-
ditional Informative Feature Extraction) (β = 1 y γ = 1). Al igual que
el me´todo anterior tambie´n incluye los te´rminos de redundancia y redundancia
condicional, pero con diferentes valores o pesos de ponderacio´n que en JMI
[Lin and Tang, 2006].
Redundancia Condicional, (CondRed, Conditional Redundancy)
(β = 0 y γ = 1). Este variante no tiene en cuenta el te´rmino de redundancia.
6.2. Esquema de parametrizacio´n basado en la selec-
cio´n de bandas espectrales
En esta seccio´n, describiremos el proceso de seleccio´n automa´tica de las bandas
espectrales ma´s apropiadas para AEC y el procedimiento para obtener las carac-
ter´ısticas acu´sticas a corto plazo a partir de dichas bandas.
6.2.1. Seleccio´n de bandas espectrales basada en informacio´n
mutua
El espacio de para´metros de entrada para los algoritmos de seleccio´n de carac-
ter´ısticas consiste en las log-energ´ıas obtenidas despue´s de aplicar un banco de filtros
auditivo en escala de frecuencia Mel sobre el espectro de magnitud de las instan-
cias de eventos acu´sticos pertenecientes a la particio´n de entrenamiento de la base
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de datos. En nuestro caso, estos para´metros se extraen cada 10ms usando ventanas
de ana´lisis de Hamming de longitud de 20ms y un banco de filtros en escala Mel
compuesto por 40 bandas triangulares. Este proceso ha sido implementado usando
la toolbox VOICEBOX [Brookes, 2009].
Se han considerado los cuatro algoritmos de seleccio´n de caracter´ısticas basados en
informacio´n mutua descritos en la seccio´n anterior (mRMR, JMI, CIFE y CondRed),
que se aplican sobre estos datos usando la toolbox FEAST [Brown et al., 2011], de
tal manera que las variables involucradas en las ecuaciones (6.1) y (6.2) son las
log-energ´ıas en banda, es decir, las salidas de los filtros en escala Mel1, L ∈ RN
(siendo N el nu´mero inicial de filtros), y S un conjunto finito y discreto de clases
de eventos acu´sticos. Despu´es de este procedimiento, para cada me´todo de seleccio´n
de caracter´ısticas, se obtiene un ranking de las bandas espectrales seleccionadas.
Estas bandas escogidas finalmente se ordenan en forma ascendente, de forma que
este proceso puede verse como la modificacio´n del banco de filtros en escala Mel
original en el que se eliminan varios filtros.
6.2.2. Extraccio´n de caracter´ısticas
En la figura 6.1 se representa el diagrama de bloques del esquema propuesto para
CEA, que consiste en dos etapas principales: extraccio´n de caracter´ısticas a corto
plazo e integracio´n temporal.
En la etapa de extraccio´n de caracter´ısticas a corto plazo, las sen˜ales de audio
se analizan cada 10ms usando una ventana de Hamming de 20ms de longitud. Para
cada ventana, se obtiene el espectro de magnitud que es filtrado con el banco de filtros
modificado segu´n el correspondiente me´todo de seleccio´n de caracter´ısticas. De esta
forma solo se calculan las log-energ´ıas de las bandas de frecuencia seleccionadas. A
continuacio´n, el vector de log-energ´ıas resultantes se rellena con ceros hasta completar
el nu´mero de filtros del banco de filtros original (en nuestro caso, 40) y posteriormente
1Como las log-energ´ıas son valores reales, antes de la seleccio´n propiamente dicha se realiza un
proceso de cuantizacio´n uniforme con 256 niveles de estos valores.
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se aplica sobre ellos la transformada de coseno discreto, dando lugar a un conjunto
de 12 coeficientes cepstrales (C1 hasta C12). Hay que tener en cuenta que en el
caso de usar el banco de filtros en escala Mel completo (es decir, cuando no se
descarta ninguna de las bandas espectrales), los coeficientes resultantes son los MFCC
convencionales. Finalmente, se calculan la log-energ´ıa total de cada trama y sus
primeras derivadas y se an˜aden a los coeficientes cepstrales (MFCC + ∆).
Una vez que estos coeficientes cepstrales son extra´ıdos, se aplica sobre ellos la
te´cnica de integracio´n temporal de caracter´ısticas llamada coeficientes de banco de
filtros (FC) descrita en la seccio´n 5.1 el cap´ıtulo 5 de la presente tesis. En este
cap´ıtulo, se consideran dos bancos de filtros FC diferentes, que son los que ya se
utilizaron previamente en el el cap´ıtulo 5:
Un banco de filtros predefinido compuesto de cuatro filtros correspondiente a
las siguientes bandas de frecuencia: 1) 0Hz, 2) 1 − 2Hz, 3) 3 − 15Hz y 4)
20− 43Hz. Esta aproximacio´n se denomina FC.
Un banco de filtros compuesto de cuatro filtros aprendidos automa´ticamente
usando un me´todo no supervisado basado en NMF. Esta aproximacio´n se deno-
mina FC NMF y se puede encontrar explicada con mayor detalle en la seccio´n
5.2 del cap´ıtulo 5.
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Figura 6.1: Diagrama del proceso de extraccio´n de caracter´ısticas.
6.3. Experimentos y resultados
6.3.1. Base de datos y sistema base
Tanto la base de datos para los experimentos, como el sistema base y el protocolo
experimental son los mismos que se utilizaron en los cap´ıtulos 4 y 5 de la presente
tesis y esta´n descritos en la seccio´n 4.3.1 del cap´ıtulo 4.
6.3.2. Bandas espectrales seleccionadas con los diferentes me´to-
dos
Para cada subexperimento, se realizo´ la seleccio´n de las bandas de frecuencia
apropiadas para CEA, siguiendo el procedimiento descrito en la seccio´n 6.2.1 y usan-
do los datos de entrenamiento del subexperimento correspondiente. Las celdas de
color azul en la figura 6.2 representan las 12 primeras bandas espectrales no selec-
cionadas determinadas por los algoritmos mRMR, JMI, CIFE y CondRed para el
primer subexperimento. El nu´mero dentro de cada celda indica la posicio´n en el ran-
king de las bandas descartadas (por ejemplo, para el algoritmo mRMR la primera
banda que no es seleccionada es la banda 30). Las bandas descartadas no difieren
mucho entre los 6 subexperimentos.
100
CAPI´TULO 6. PARAMETRIZACIO´N BASADA EN LA SELECCIO´N
AUTOMA´TICA DE BANDAS ESPECTRALES PARA CEA
 
CondRed 1 2 3 4 5 6 7 8 9 10 11 12         
CIFE            11  9  7   6  
JMI             10 5 1 3 8  4  
mRMR                11   8  
# Banda 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
 
CondRed                     
CIFE 2 1 4 10 5  3 8 12            
JMI 2 7  11       9 6 12        
mRMR 6  4 10 2   7  1  3 9  5 12     
# Banda 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 
 
 
Figura 6.2: Bandas eliminadas por diferentes me´todos de seleccio´n de caracter´ısticas
para el conjunto de entrenamiento del primer subexperimento.
A partir de esta figura, se puede observar el siguiente comportamiento de los
me´todos de seleccio´n de caracter´ısticas. El me´todo CondRed descarta los primeros
filtros de baja frecuencia (es decir, es el me´todo ma´s equivalente al filtrado paso
alto de los cap´ıtulos 4 y 5). Las bandas no seleccionadas por JMI esta´n situadas
en dos regiones de frecuencia diferentes, la primera desde 530Hz hasta 1530Hz y la
segunda desde 2125Hz hasta 2685Hz. El me´todo mRMR descarta varias bandas no
adyacentes en la regio´n del espectro entre 920Hz hasta 3200Hz. Finalmente, CIFE
no selecciona bandas en una regio´n casi continua entre 920Hz hasta 2110Hz y de
manera dispersa entre 650Hz hasta 825Hz.
6.3.3. Resultados en condiciones limpias
En esta subseccio´n, presentamos los experimentos llevados a cabo con la finalidad
de evaluar el rendimiento del esquema propuesto en comparacio´n con el sistema
base (es decir, cuando se usa el banco de filtros en escala Mel completo). Se han
considerado dos diferentes parametrizaciones, FC and FC NMF, tal y como se ha
explicado en la subseccio´n 6.2.2. Por brevedad, so´lo se muestran los resultados a
nivel de evento acu´stico.
La tasa de clasificacio´n promedio a nivel de evento (porcentaje de eventos acu´sti-
cos correctamente clasificados) para los sistemas de referencia es 71,75 % para FC
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y 73,15 % para FC NMF. En la figura 6.3 a) y b) se representan, respectivamente,
las Reducciones de Error Relativo con respecto a los respectivos sistemas base FC y
FC NMF en funcio´n del nu´mero de bandas eliminadas por los cuatro algoritmos de
seleccio´n de caracter´ısticas considerados 2: mRMR, JMI, CIFE y CondRed.
Como se puede observar, para la parametrizacio´n FC, considerar solo las ban-
das espectrales ma´s importantes para el ca´lculo de las caracter´ısticas a corto plazo
siempre supera al experimento base, especialmente cuando el nu´mero de las bandas
no seleccionadas esta´ en el rango entre 6 y 12. Con respecto al funcionamiento de
las diferentes te´cnicas de seleccio´n de caracter´ısticas, el me´todo CondRed produce la
mejora ma´s pequen˜a en comparacio´n con los restantes algoritmos, mientras que los
me´todos mRMR y JMI logran resultados ma´s similares. El me´todo CIFE es el que
produce los mejores resultados con respecto al experimento base, consiguiendo una
reduccio´n de error relativo entre 16 % y 19 % cuando se descartan ma´s de 5 bandas.
En te´rminos generales, FC NMF sigue una tendencia similar a FC, aunque las
reducciones de error relativo son ma´s notables. Otra vez, las mejoras menores se
obtienen con el me´todo CondRed. Sin embargo, en este caso, JMI produce los me-
jores resultados con RERs por encima del 26 % en el rango desde 7 hasta 9 ban-
das espectrales no seleccionadas. De cualquier modo, en ambas parametrizaciones,
los algoritmos de seleccio´n de caracter´ısticas que exhiben mejor funcionamiento son
aquellos en los que se tienen en cuenta los te´rminos de redundancia y redundancia
condicional (JMI y CIFE). En estos casos, las bandas de frecuencia no consideradas
en el proceso de extraccio´n de caracter´ısticas pertenecen principalmente a la regio´n
media del espectro.
En la tabla 6.1 se muestran las tasas de clasificacio´n a nivel de evento con sus
2Se han probado otros criterios basados en combinaciones lineales de la informacio´n mutua, tales
como MIFS (Mutual Information Feature Selection) [Battiti, 1994] y combinaciones no lineales,
tales como CMIM (Conditional Mutual Information Maximization) [Fleuret and Guyon, 2004] y
DISR (Double Input Symmetrical Relevance) [Meyer and Bontempi, 2006]. Con estos me´todos no
se lograron mejores resultados que con los otros cuatro me´todos considerados y, por brevedad, no
hemos incluido los resultados correspondientes en la seccio´n experimental.
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correspondientes intervalos de confianza al 95 % obtenidos con FC y FC NMF, para
sus respectivos experimentos base y la mejor configuracio´n de los diferentes me´todos
de seleccio´n de caracter´ısticas. Para ambas parametrizaciones, la seleccio´n de bandas
espectrales produce una mejora significativa con respecto a los sistemas de referencia.
Para el esquema FC, el me´todo CIFE obtiene los mejores resultados con 12 bandas
espectrales descartadas, mientras que para FC NMF, la tasa de clasificacio´n ma´s
alta corresponde a JMI con 7 bandas no seleccionadas. En ambos casos, la mejora es
similar con respecto a sus experimentos base respectivos (alrededor del 5 % absoluto).
Finalmente, comparando las tasas con la mejor configuracio´n, se puede observar
que el esquema FC NMF superan a FC, siendo las diferencias de funcionamiento
estad´ısticamente significativas.
Tabla 6.1: Tasas de clasificacio´n a nivel de evento acu´stico [ %] para diferentes me´to-
dos de seleccio´n de caracter´ısticas en condiciones limpias.
FC FC NMF
Me´todo Tasa. No. bandas Tasa No. bandas
Classif. [ %] espectrales Classif. [ %] espectrales
Base 71,75± 1,92 - 73,15± 1,89 -
mRMR 76,05± 1,82 11 79,53± 1,72 8
JMI 76,48± 1,81 7 81,02± 1,67 7
CIFE 77,11± 1,79 12 80,30± 1,70 12
CondRed 75,18± 1,84 4 79,00± 1,74 8
6.3.4. Resultados en condiciones ruidosas
En esta seccio´n evaluamos el rendimiento del esquema propuesto en condiciones
ruidosas usando los mismos tipos de ruido usados que en los cap´ıtulos 4 y 5 (aero-
puerto, voces, restaurante, tren, sala de exposiciones y metro) en SNRs desde 0dB
hasta 20dB con pasos de 5dB. Por brevedad, so´lo se muestran los resultados a nivel
de evento acu´stico.
En la figura 6.4 a) y b) se representan, respectivamente, las reducciones de error
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Figura 6.3: Reduccio´n de error relativo [ %] con respecto a sus respectivos experi-
mentos base (a nivel de evento acu´stico) en condiciones limpias: (a) Parametrizacio´n
FC; (b) Parametrizacio´n FC NMF.
relativo con respecto a sus respectivos sistema base FC y FC NMF en funcio´n del
nu´mero de bandas eliminadas para los cuatro algoritmos de seleccio´n de caracter´ısti-
cas considerados (mRMR, JMI, CIFE y CondRed).
Como se puede observar, para ambas parametrizaciones FC y FC NMF, al igual
que en los resultados en condiciones ruidosas mostrados en el cap´ıtulo 4, en todos
los casos se incrementa la tasa de clasificacio´n cuando se descartan una o varias
bandas espectrales. De la comparacio´n de las diferentes te´cnicas de seleccio´n entre
s´ı, podemos concluir que el me´todo CondRed es el que produce mejores resultados,
obteniendo con RERs con respecto a su respectivo experimento base entre 11 %
y 13 % para la parametrizacio´n FC y entre 13 % y 16 % para FC NMF cuando se
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descartan ma´s de 5 bandas. Los algoritmos restantes, mRMR, JMI y CIFE, producen
resultados similares y su funcionamiento tiende a empeorar cuando se incrementa el
nu´mero de bandas espectrales no seleccionadas.
Por otra parte, a diferencia de los resultados en condiciones limpias mostrados en
la seccio´n 6.3.3, en ambas parametrizaciones, el algoritmo de seleccio´n de caracter´ısti-
cas que exhibe mejor rendimiento es CondRed, en el que no se tiene en cuenta el
te´rmino de redundancia y para la seleccio´n de bandas so´lo se consideran los te´rminos
de relevancia y de redundancia condicional. En este caso, las bandas de frecuencia
que se descartan se situ´an principalmente en la regio´n baja del espectro, siendo este
me´todo el ma´s similar a la aproximacio´n emp´ırica de filtrado paso alto desarrollada
en los cap´ıtulos 4 y 5 de la presente tesis.
En la tabla 6.2 se muestran las tasas de clasificacio´n promedio a nivel de evento
acu´stico sobre todos los tipos de ruido y SNRs con sus correspondientes intervalos de
confianza al 95 % obtenidos con FC y FC NMF, para los respectivos experimentos
base y la mejor configuracio´n de los diferentes me´todos de seleccio´n. Para ambas
parametrizaciones, el hecho de descartar ciertas bandas espectrales da lugar a una
mejora significativa con respecto a los respectivos sistemas base. Para FC, el me´todo
CondRed obtiene los mejores resultados con 5 bandas espectrales descartadas, mien-
tras que para FC NMF con 9 bandas espectrales eliminadas. En el caso del esquema
FC, la mejora con respecto a su experimento base es alrededor del 7 % absoluto; mien-
tras que en el esquema FC NMF es de alrededor el 8, 5 %. Finalmente al comparar
entre ambos esquemas, podemos observar que la parametrizacio´n FC NMF produce
resultados ligeramente mejores que FC con JMI y CIFE, siendo la diferencia ma´s
evidente con mRMR y CondRed.
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Figura 6.4: Reduccio´n de error relativo [ %] con respecto a sus respectivos experimen-
tos base (a nivel de evento acu´stico) en condiciones ruidosas: (a) Parametrizacio´n FC;
(b) Parametrizacio´n FC NMF.
Tabla 6.2: Tasas de clasificacio´n promedio a nivel de evento acu´stico sobre todos los
tipos de ruido y SNRs [ %] para diferentes me´todos de seleccio´n de caracter´ısticas en
condiciones ruidosas.
FC FC NMF
Me´todo Tasa No. bandas Tasa No. bandas
Clasif. [ %] espectrales Clasif. [ %] espectrales
Base 45,54± 0,39 - 44,85± 0,39 -
mRMR 50,87± 0,39 6 51,92± 0,39 3
JMI 50,98± 0,39 5 51,20± 0,39 6
CIFE 51,13± 0,39 6 51,37± 0,39 5
CondRed 52,41± 0,39 5 53,43± 0,39 9
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6.4. Conclusiones
En esta cap´ıtulo hemos presentado un nuevo mo´dulo de parametrizacio´n para
clasificacio´n de eventos acu´sticos basado en la seleccio´n automa´tica de bandas es-
pectrales. Esta seleccio´n ha sido llevada a cabo por medio de la aplicacio´n de varios
algoritmos de seleccio´n de caracter´ısticas basados en informacio´n mutua (mRMR,
JMI, CIFE y CondRed) aplicados sobre las log - energ´ıas en banda en escala Mel.
Una vez que las log-energ´ıas de los filtros seleccionados se calculan, se aplica so-
bre ellos la DCT produciendo un conjunto de coeficientes a corto plazo, que son
finalmente combinados en una escala temporal ma´s larga mediante dos te´cnicas de
integracio´n de caracter´ısticas diferentes, FC and FC NMF.
Los me´todos de seleccio´n de caracter´ısticas que logran mejores resultados son
CIFE y JMI para, respectivamente, las parametrizaciones FC y FC NMF en condi-
ciones limpias. En ambos casos, las diferencias de funcionamiento con respecto a sus
respectivos experimentos base (cuando se consideran todas las bandas de frecuen-
cia) son estad´ısticamnete significativas, obteniendo reducciones de error relativo de
alrededor del 19 % para FC y 29 % para FC NMF. Estos resultados muestran que la
seleccio´n de bandas de frecuencia es beneficiosa para CEA, siendo las bandas situadas
en bajas y altas frecuencias las ma´s relevantes y menos redundantes. Sin embargo
en condiciones ruidosas, el mejor rendimiento se obtiene con el me´todo de seleccio´n
de caracter´ısticas CondRed, obteniendo reducciones de error relativo de alrededor
del 13 % para FC y 16 % para FC NMF. En este caso, las bandas descartadas co-
rresponden con las de baja frecuencia, por lo que esta te´cnica esta´ estrechamente
relacionada con la parametrizacio´n basada en filtrado paso alto desarrollada en los
cap´ıtulos 4 y 5.
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Cap´ıtulo 7
Parametrizacio´n basado en los
Coeficientes de Activacio´n NMF para
CEA
La Factorizacio´n de Matrices No Negativa (NMF), es un me´todo no supervisado
que descompone una matriz de datos no - negativa como por ejemplo el espectro de
magnitud de una sen˜al de audio V como el producto de dos matrices no - negativas
(W y H); donde las columnas de W contiene los vectores espectrales base (SBVs)
que representan al espectro de la sen˜al de audio y las filas de H contienen los coe-
ficientes de activacio´n o ganancia de los SBVs. La factorizacio´n se logra a trave´s de
la minimizacio´n de una determinada funcio´n de coste (por ejemplo, la divergencia
de Kullback - Leibler, KL) usando un esquema iterativo con reglas de actualizacio´n
multiplicativa. Para tal fin, se requiere de un adecuado proceso de inicializacio´n, que
normalmente se realiza usando matrices aleatorias con distribucio´n uniforme, encon-
trandose con el problema de mu´ltiples mı´nimos locales, afectando la convergencia
del algoritmo y conduciendo a una factorizacio´n inapropiada, por lo que no ser´ıa
adecuada para una aplicacio´n de clasificacio´n.
Con la finalidad de mitigar este problema se ha desarrollado una versio´n su-
109
pervisada del algoritmo NMF, que consiste en mantener constante la matriz que
contiene los vectores espectrales base (W), actualizando solo la matriz de los coe-
ficientes de activacio´n H en el proceso de factorizacio´n [Cyril and Bjorn, 2012],
[Yong-Choon et al., 2003], [Schuller and Weninger, 2010], [Cotton and Ellis, 2011].
Los coeficientes de activacio´n NMF en combinacio´n con las caracter´ısticas mel-
cepstrales han mostrado ser buenos para´metros acu´sticos para distintas tareas tales
como clasificacio´n de audio [Cyril and Bjorn, 2012], [Yong-Choon et al., 2003], reco-
nocimiento robusto del habla [Schuller et al., 2010], discriminacio´n de voz y vocali-
zaciones no lingu´ısticas [Schuller and Weninger, 2010] y en la deteccio´n de eventos
acu´sticos [Cotton and Ellis, 2011].
Esta variante supervisada del me´todo NMF se presento´ en el cap´ıtulo 3 para la
mejora de la calidad de la sen˜al de voz, que consiste en aprender un modelo acu´stico
a partir de datos de voz y ruido. De tal manera que, para el proceso de mejora,
el modelo acu´stico se mantiene constante, y solo se actualizan los coeficientes de
activacio´n NMF, usando restricciones de dispersio´n (sparsity), mostrando mejoras
significativas en esta tarea.
En este cap´ıtulo, se muestra como los coeficientes de activacio´n NMF son usa-
dos como caracter´ısticas acu´sticas para la tarea de clasificacio´n de eventos acu´sticos
(CEA). A diferencia de otras aproximaciones, aplicamos la transformada del coseno
discreto (DCT) al logaritmo de la matriz de los coeficientes de activacio´n H, logrando
una mejor representacio´n de la estructura espectro - temporal de la sen˜al de audio.
Estos para´metros acu´sticos basado en NMF permiten extraer informacio´n comple-
mentaria y de robustez frente al ruido, lo que produce mejoras significativas en el
rendimiento de clasificacio´n.
Los experimentos muestran que las caracter´ısticas de activacio´n NMF combinado
con el nuevo esquema de parametrizacio´n basado en el filtrado paso alto de las
coeficientes mel-cepstrales presentado en el cap´ıtulo 4, logran mejoras significativas
en el rendimiento de la tasa de clasificacio´n de un sistema basado en una Ma´quina
de Vectores Soporte (SVM) en condiciones limpias y ruidosas.
110
CAPI´TULO 7. PARAMETRIZACIO´N BASADO EN LOS COEFICIENTES DE
ACTIVACIO´N NMF PARA CEA
7.1. Extraccio´n de caracter´ısticas basada en NMF
En esta seccio´n se describe el proceso de extraccio´n de caracter´ısticas a partir
de los coeficientes de activacio´n NMF en combinacio´n con las caracter´ısticas mel-
cepstrales.
7.1.1. Aprendizaje de modelos acu´sticos basado en NMF
En esta seccio´n, se describe la variante supervisada del algoritmo NMF para el
aprendizaje de modelos acu´sticos de los diferentes eventos acu´sticos. En esta variante,
solo la matriz de coeficientes de activacio´n se actualiza iterativamente, manteniendo
fija la matriz de los vectores espectrales base. En este caso buscamos aprender un
modelo acu´stico para cada una de las clases correspondientes a los diferentes eventos
acu´sticos, algo parecido al procedimiento desarrollado en el cap´ıtulo 3, donde se
encontro´ un modelo para la voz y ruido a partir de datos de voz limpio y de ruido en la
tarea de eliminacio´n de ruido. Del mismo modo, los modelos acu´sticos se encuentran
aplicando el algoritmo NMF sobre datos de audio limpios correspondiente al conjunto
de entrenamiento. Primero se ca´lcula el espectro de magnitud de cada uno de los
conjuntos de muestras correspondientes a cada clase de eventos acu´sticos por ejemplo,
|V1|, |V2|, etc correspondiente a la clase 1, clase 2, etc respectivamente. Despue´s
se minimiza la divergencia de Kullback - Leibler entre su espectro de magnitud
y sus correspondientes matrices factorizadas (W1H1, W2H2, etc.) usando reglas de
aprendizaje dadas en la ecuacio´n 2.4 del apartado 2.1 (cap´ıtulo 2). Debido a que NMF
es un algoritmo iterativo, es importante realizar un adecuado proceso de inicializacio´n
de las matrices factorizadas. En este caso el proceso de inicializacio´n se realiza usando
el procedimiento de multi-inicio dado en la seccio´n 2.1.2 del cap´ıtulo 2. Los vectores
espectrales base contenidos en W1, W2, etc son usados como modelos acu´sticos para
la clase 1, clase 2, etc respectivamente. En la figura 7.1 se muestra el proceso de
determinacio´n de los modelos acu´sticos usando NMF.
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Figura 7.1: Modelo acu´stico basado en NMF.
7.1.2. Extraccio´n de las caracter´ısticas a corto plazo basado en
NMF
Se asume que W1, W2, etc. encontradas en la seccio´n anterior (7.1.1) son buenas
funciones espectrales base que describen a las diferentes clases de eventos acu´sticos.
Estas bases se mantienen fijas y luego son concatenadas para formar un u´nico con-
junto de SBVs llamado Wae. Dado el espectro de magnitud de una sen˜al de audio
(evento acu´stico) |Vtest|, calculamos su factorizacio´n |Vtest| ≈ WaeHae minimizando la
divergencia KL entre |Vtest| y (WaeHae), actualizando solo la matriz de coeficientes
de activacio´n Hae con las reglas de aprendizaje dadas en la ecuacio´n 2.4 del apartado
2.1.
En la figura 7.2 se representa el diagrama de bloques del proceso de extraccio´n
de caracter´ısticas acu´sticas propuesto para CEA. Consiste de dos etapas principales:
Extracio´n de caracter´ısticas a corto plazo basada en los coeficientes de activacio´n
NMF en combinacio´n con las caracter´ısticas a corto plazo a escala de frecuencia
Mel con filtrado paso alto (MFCC HPN), donde N indica el nu´mero de filtros de
baja frecuencia eliminados y la te´cnica de Integracio´n temporal de caracter´ısticas,
mostrado en el cap´ıtulo 5.
En la etapa de extraccio´n de caracter´ısticas a corto plazo, las sen˜ales de audio son
analizadas cada 10ms usando una ventana de Hamming de 20ms de longitud. Las
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Figura 7.2: Diagrama de bloques del esquema combinado propuesto para la tarea
AEC.
caracter´ısticas basada en los coeficientes de activacio´n NMF se encuentran aplicando
la transformada del coseno discreto (DCT) sobre el logaritmo de la matriz de coefi-
cientes de activacio´n actualizada Hae, lo que ser´ıa equivalente aplicar transformacio´n
cepstral sobre Hae, genera´ndose coeficientes cepstrales basado en los coeficientes de
activacio´n NMF llamada CC H.
7.1.3. Extraccio´n de caracter´ısticas acu´sticas
Una vez que son extra´ıdos los coeficientes cepstrales basado en los coeficientes de
activacio´n NMF (CC H), se ca´lculan los coeficientes cepstrales a escala de frecuencia
Mel con filtrado paso alto (MFCC HPN), motivado por los buenos resultados mos-
trados en los cap´ıtulos 4, 5 y 6. Estos dos vectores de coeficientes cepstrales (CC H y
MFCC HPN) son combinados para generar un u´nico vector de caracter´ısticas a corto
plazo (MFCC HPN + CC H). Tener en cuenta que en el caso de usar un banco de fil-
tros completo (en nuestro caso, 40) a escala Mel (por ejemplo, cuando no se descarta
ninguna de las bandas espectrales (N = 0) en el ca´lculo de los coeficientes cepstra-
les), los coeficientes cepstrales corresponden a los MFCC convencionales. Finalmente,
para la parametrizacio´n CC H, se agrega el coeficiente de ganancia ma´xima NMF
(G NMF), de tal manera que para alguna trama t, la ganancia ma´xima de Hae se
ca´lcula de la siguiente manera:
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gt = arg
k
max (Haekt) , k ∈ {1, ..., KC} (7.1)
Donde K es el nu´mero de componentes NMF por clase (en nuestro caso se es-
tablece K = 4) y C es el nu´mero total de clases de eventos (C = 12). El coefi-
ciente G NMF ha sido motivado porque al parecer permite una buena caracteriza-
cio´n del timbre del sonido y por su robustez frente al ruido [Schuller et al., 2010],
[Cyril and Bjorn, 2012].
Para la parametrizacio´n MFCC HPN, se adiciona la log - energ´ıa de cada frame.
Al vector de caracter´ısticas a corto plazo combinado, se aplica la te´cnica de in-
tegracio´n temporal de caracter´ısticas, para obtener un conjunto de vectores de ca-
racter´ısticas acu´sticas en una escala de tiempo ma´s larga donde se pueda capturar
el comportamiento temporal de los para´metros a corto plazo. El procedimiento es
como sigue: la secuencia de coeficientes a corto plazo (MFCC HPN + CC H) + sus
primeras derivadas (cuando es indicado) se dividen en segmentos de 2s de longitud
con un solape de 1s; a partir de esta segmentacio´n, se aplica el me´todo de integra-
cio´n temporal de caracter´ısticas. En este cap´ıtulo hemos considerado dos me´todos
de integracio´n temporal de caracter´ısticas, en el primero, se ca´lculan los estad´ısti-
cos (media, varianza y simetr´ıa) de cada uno de segmentos (para ma´s detalle ver
cap´ıtulo 4). A esta parametrizacio´n se le denomina caracter´ısticas acu´sticas basado
en estad´ısticos y en el segundo, se ca´lcula sobre cada segmento los periodogramas
de cada dimensio´n de las caracter´ısticas a corto plazo y, entonces, son resumidos a
trave´s del ca´lculo de la potencia en diferentes bandas de frecuencia usando un cierto
banco de filtros. En este caso, se consideran dos bancos de filtros diferentes (U y W),
los mismos que son usados en la seccio´n 5.1 (cap´ıtulo 5). A esta parametrizacio´n se
le denomina caracter´ısticas acu´sticas basada en coeficientes de banco de filtros (FC,
si se usa el banco de filtros U y FC NMF, si se usa el banco de filtros W aprendido
usando el algoritmo NMF.
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Tabla 7.1: Tasa de Clasificacio´n [ %] para diferentes configuraciones de caracter´ısticas
a corto plazo basado en NMF.
Caracter´ısticas Tasa clasif. Tasa clasif. Nu´mero de
a corto plazo (segmento) [ %] (evento acu´stico) [ %] caracter´ısticas
CC H 64,76± 1,06 74,41± 1,88 13
CC H + G NMF 68,79± 1,03 75,13± 1,86 14
Log H 70,51± 1,01 79,77± 1,73 48
Log H + G NMF 71,83± 1,00 79,96± 1,72 49
MFCC + CC H + G NMF 79,27± 0,90 83,67± 1,59 27
MFCC + Log H + G NMF 76,18± 0,95 84,60± 1,56 62
7.2. Experimentos y resultados
7.2.1. Base de datos y sistema base
La base de datos usada para la expermientacio´n, el sistema base y el protocolo
experimental son los mismos que se utilizaron en los cap´ıtulos 4, 5 y 6 de la presente
tesis y esta´n descritos en la seccio´n 4.3.1 del cap´ıtulo 4.
7.2.2. Experimentos en condiciones limpias
En esta subseccio´n, presentamos los experimentos llevados a cabo con la finalidad
de evaluar el rendimiento del esquema propuesto en condiciones limpias (cuando
ningu´n ruido se adiciona a los archivos de audio original).
Para tal fin, se ha llevado a cabo una experimentacio´n preliminar usando carac-
ter´ısticas segmentales basado en los estad´ısticos de las caracter´ısticas a corto plazo.
Estos resultados se muestran en la tabla 7.1, donde se puede observar que el rendi-
miento en la tasa de clasificacio´n, con las caracter´ısticas basadas en el logaritmo de
los coeficientes de activacio´n NMF (Log H), es superior a las caracter´ısticas obtenidas
aplicando transformacio´n cepstral sobre los coeficientes de activacio´n NMF (CC H).
Sin embargo, cuando se realiza la combinacio´n con las caracter´ısticas MFCC, nota-
mos que la configuracio´n cepstral de los coeficientes de activacio´n NMF es mejor que
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los para´metros Log H, a nivel de segmento siendo esta mejora estad´ısticamente sig-
nificativa. A nivel de evento acu´stico no se muestra una diferencia estad´ısticamente
significativa entre ambas configuraciones. Cuando se agrega el te´rmino de ganan-
cia G NMF, se produce una mejora en ambas configuraciones, siendo mayor con los
para´metros CC H. De acuerdo a estos resultados y teniendo en cuenta el nu´mero de
caracter´ısticas usadas mostradas en la tabla 7.1, la configuracio´n que se utiliza a lo
largo de este cap´ıtulo es CC H.
A continuacio´n describimos la parametrizacio´n usada:
Para las caracter´ısticas CC H: se extraen 13 coeficientes cepstrales (C1 al C13).
Tambie´n fue calculado y adicionado a los coeficientes cepstrales el te´rmino de
ganancia ma´xima NMF (G NMF) y sus primeras derivadas (donde es indicado).
Para las caracter´ısticas MFCC HPN: se extraen 12 coeficientes cepstrales (C1
al C12) a partir de eliminar ciertas bandas de baja frecuencia dado por el valor
de N , en el banco de filtros auditivo a escala de frecuencia Mel. Cuando no se
elimina ninguna banda de frecuencia (en nuestro caso de 40 bandas espectra-
les) en el banco de filtros auditivo, el ca´lculo de las caracter´ısticas MFCC HPN
corresponde a los MFCC convencionales. Tambie´n fueron calculados y adicio-
nados a los coeficientes cepstrales MFCC HPN, la log-energ´ıa de cada trama
(en vez del coeficiente de orden cero C0) y sus primeras derivadas (donde es
indicado).
Finalmente, para el caso de la parametrizacio´n basada en los estad´ısticos, los
vectores de caracter´ısticas acu´sticos finales consisten de los estad´ısticos (media, des-
viacio´n esta´ndar y simetr´ıa) de la combinacio´n de ambas caracter´ısticas MFCC HPN
y CC H. Mientras que para la parametrizacio´n basada en los coeficientes de banco
de filtros, cuando a los segmentos de caracter´ısticas (MFCC HPN + CC H) se le
aplica un banco de filtros fijo (U), los vectores acu´sticos final reciben el nombre
de MFCC HPN + CC H + FC. Cuando el banco de filtros usado es W, aprendido
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Tabla 7.2: Tasa de clasificacio´n promedio [ %] (segmento) en condiciones limpias.
Param.
Nu´mero de filtros eliminados (N)
MFCC MFCC HPN + CC H
Base 0 1 2 3 4 5 6 7 8 9 10 11 12
CC 75.10 79.27 80.1 79.65 80.05 80.48 80.46 79.78 80.12 79.56 80.37 80.57 79.65 79.92
CC+∆CC 77.57 78.83 80.21 80.37 79.97 80.08 80.35 80.17 80.55 80.35 80.5 79.74 79.49 80.58
por NMF, los vectores acu´sticos final reciben el nombre de MFCC HPN + CC H +
FC NMF.
7.2.2.1. Experimentos con la parametrizacio´n basada en los estad´ısticos de
las caracter´ısticas a corto plazo
Las tablas 7.2 y 7.3 muestran respectivamente los resultados logrados en te´rminos
de la tasa de clasificacio´n promedio a nivel de segmento (porcentaje de segmentos co-
rrectamente clasificados) y a nivel de evento acu´stico (porcentaje de eventos acu´sticos
correctamente clasificados), para la parametrizacio´n basada en estad´ısticos, variando
el nu´mero de bandas de baja frecuencia eliminadas (N) en el banco de filtro audi-
tivo. Los resultados para el sistema base (cuando ninguna banda de frecuencia es
eliminada) tambie´n esta incluida. Ambas tablas contienen las tasas de clasificacio´n
para dos diferentes conjunto de para´metros acu´sticos, CC (Coeficientes cepstrales
+ log-energ´ıa) y CC + ∆CC (coeficientes cepstrales + log-energ´ıa + sus primeras
derivadas).
Para la parametrizacio´n CC, el esquema combinado (MFCC HPN + CC H) su-
pera al sistema base cuando no se elimina ningu´n filtro de baja frecuencia en el banco
de filtros auditivo (MFCC HP0), siendo este resultado estad´ısticamente significativo
a nivel de segmento con una reduccio´n del error relativo alrededor del 16,75 %. Con
respecto a nivel de evento acu´stico se produce una mejora con respecto al sistema
base con una reduccio´n del error relativo alrededor del 13,74 %. Del mismo modo, se
produce una mejora en el rendimiento del sistema combinado con respecto al siste-
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Tabla 7.3: Tasa de clasificacio´n promedio [ %] (evento acu´stico) en condiciones lim-
pias.
Param.
Nu´mero de filtros eliminados (N)
MFCC MFCC HPN + CC H
Base 0 1 2 3 4 5 6 7 8 9 10 11 12
CC 81.07 83.67 84.11 83.58 84.89 84.26 84.16 84.21 84.84 84.45 84.45 84.11 85.03 84.02
CC+ ∆CC 81.41 82.81 83.92 84.11 84.55 84.4 84.31 84.21 84.02 84.11 84.4 83.82 82.57 83.39
ma base cuando se realiza el filtrado paso alto de la sen˜al del evento acu´stico, siendo
esta mejora ma´s notable cuando el nu´mero de filtros eliminados var´ıa desde 3 has-
ta 11. A partir de la figura 4.3 mostrada en la seccio´n 4.2 del cap´ıtulo 4, se puede
observar que estos rangos de filtros eliminados corresponden a frecuencias debajo de
los aproximadamente 100 - 460Hz. Adema´s podemos observar que dentro de este
rango de filtros de baja frecuencia, las variaciones en el rendimiento en las tasas
de clasificacio´n son muy pequen˜as, de tal manera que para efectos de comparacio´n
con los resultados obtenidos en la seccio´n 4.3.2 cap´ıtulo 4, podemos considerar que
cuando no son considerados en el ca´lculo de los coeficientes cepstrates los primeros
siete filtros de baja frecuencia (MFCC HP7), se obtienen mejoras significativas en
el rendimiento de clasificacio´n. En este caso, la diferencia en rendimiento a nivel de
segmento con respecto al sistema base es estad´ısticamente significativa a un nivel de
confianza del 95 %, alcanzando reducciones de error relativo de alrededor del 20,16 %
a nivel de segmento y 19,92 % a nivel de evento acu´stico. Lo que produce una mejora
significativa comparado con los resultados encontrados en el cap´ıtulo 4 en condiciones
limpias.
Para la parametrizacio´n CC + ∆CC se produce una mejora en el rendimiento
de clasificacio´n con respecto al sistema base cuando no se elimina ningu´n filtro de
baja frecuencia, a nivel de segmento y evento acu´stico, aunque esta mejora no es
estad´ısticamente significativa. Al igual que en la parametrizacio´n CC, los mejores
resultados se obtienen cuando las bajas frecuencias (por debajo de 100− 460Hz) no
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son considerados en el proceso de extraccio´n de caracter´ısticas. Cuando se compara
con CC para el caso de los 7 primeros filtros paso banda eliminados, se puede observar
que CC + ∆CC logra una mejora de aproximadamente 0,43 % absoluto a nivel de
segmento y una disminucio´n alrededor de 0,82 % absoluto a nivel de evento acu´stico
sobre CC. Sin embargo estas diferencias no son estad´ısticamente significativas.
Con la finalidad de realizar un ana´lisis ma´s detallado acerca del rendimiento del
sistema CEA en base a este nuevo esquema de parametrizacio´n, hemos analizado las
matrices de confusio´n producido por el sistema base y el esquema propuesto. Como
ejemplo, las figuras 7.3(a) y (b) muestran las matrices de confusio´n a nivel de seg-
mento para los para´metros CC + ∆CC del sistema base y la versio´n modificada de
esta parametrizacio´n cuando los primeros 7 filtros son eliminados. En ambas tablas,
las columnas corresponden a la clase correcta, las filas son la clase hipotetizada y los
valores dentro de ellas son calculados sobre el promedio de estos 6 subexperimen-
tos. Como se puede observar, en el esquema propuesto, la tasa de reconocimiento
de todas las clases acu´sticas se incrementan con la excepcio´n de la clases teclear y
tintineo llaves. La principal mejora en el esquema propuesto se debe a que las clases
aplausos, movimiento sillas, tocar puerta, arrugar papel, timbre telefo´nico y tintineo
cuchara/taza reducen significamente su cantidad de confusiones en comparacio´n al
sistema base con una diferencia mayor al 4 % absoluto. En comparacio´n con los re-
sultados mostrados en el cap´ıtulo 4, el esquema combinado MFCC HP7 + CC H
incrementa significativamente el rendimiento de clasificacio´n para una cantidad ma-
yor de clases.
7.2.2.2. Experimentos con la parametrizacio´n basada en los coeficientes de
banco de filtros
En esta subseccio´n evaluamos el esquema combinado propuesto usando la para-
metrizacio´n basada en los coeficientes de banco de filtros. En la tabla 7.4 se muestran
los resultados logrados en te´rminos de la tasa de clasificacio´n promedio a nivel de
segmento y a nivel de evento acu´stico, as´ı como los intervalos de confianza al 95 %
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 1 2 3 4 5 6 7 8 9 10 11 12 
1 90,40 0,51 0,00 0,25 0,53 0,12 0,44 0,54 0,00 0,15 0,00 1,07 
2 0,00 67,95 3,09 3,56 1,60 2,04 7,06 0,54 0,41 1,04 6,67 0,00 
3 0,62 1,79 65,73 2,54 2,67 0,54 1,43 0,76 0,68 5,06 3,23 0,71 
4 0,00 0,51 2,25 68,19 3,73 1,26 0,11 0,11 0,27 5,95 0,22 0,71 
5 0,00 0,51 0,56 5,85 75,20 0,72 0,33 0,76 1,08 1,49 1,51 0,89 
6 0,00 3,08 4,49 1,27 4,27 80,54 2,76 7,34 2,71 4,02 6,24 2,84 
7 8,05 23,33 4,78 4,07 4,80 0,66 84,23 2,37 4,74 1,64 3,44 2,31 
8 0,62 1,03 2,25 0,51 1,33 11,71 1,54 80,58 3,11 4,32 1,29 12,08 
9 0,31 0,26 1,40 0,00 1,33 0,42 1,32 1,83 84,57 0,45 3,66 1,95 
10 0,00 0,00 12,36 12,21 3,20 0,96 0,22 1,73 0,14 74,26 5,81 2,13 
11 0,00 1,03 0,56 0,00 0,80 0,42 0,11 0,76 1,22 1,04 64,95 2,13 
12 0,00 0,00 2,53 1,53 0,53 0,60 0,44 2,70 1,08 0,60 3,01 73,18 
(a) 
 
 1 2 3 4 5 6 7 8 9 10 11 12 
1 97,83 3,08 0,28 2,80 1,60 0,18 1,32 1,83 1,35 0,45 0,65 0,89 
2 0,00 70,51 3,09 1,27 0,53 1,68 4,96 0,54 0,41 1,04 4,30 0,71 
3 0,31 0,77 73,31 2,54 1,87 0,96 1,76 0,22 0,00 3,42 0,86 0,71 
4 0,00 1,03 1,40 78,12 5,33 2,58 0,11 0,43 0,14 5,65 0,00 0,36 
5 0,00 0,26 1,12 6,62 77,60 1,44 0,33 0,43 0,27 0,74 0,22 0,18 
6 0,00 1,54 3,37 0,25 1,33 79,52 0,33 5,39 1,62 2,38 5,38 4,09 
7 0,62 20,77 5,62 3,05 5,33 1,02 87,65 0,76 2,71 2,38 6,45 2,66 
8 1,24 1,03 3,37 0,00 1,87 9,97 1,54 84,90 1,62 5,06 1,08 11,72 
9 0,00 0,26 0,84 0,00 1,33 0,78 0,55 1,08 89,04 0,30 5,81 2,13 
10 0,00 0,00 5,90 4,33 1,87 0,60 0,22 0,76 0,14 77,38 1,51 2,49 
11 0,00 0,26 0,00 0,76 0,53 0,48 0,66 0,11 2,03 0,45 70,54 2,84 
12 0,00 0,51 1,69 0,25 0,80 0,78 0,55 3,56 0,68 0,74 3,23 71,23 
(b) 
 
 
Figura 7.3: Matrices de confusio´n [ %] a nivel de segmento para la parametrizacio´n
CC+ ∆CC: (a) Base; (b) Esquema con los 7 primeros filtros de baja frecuencia
eliminados con la parametrizacio´n basada en los estad´ısticos del esquema combinado.
para el esquema combinado (MFCC HPN + CC H) con la parametrizacio´n basada
en coeficientes de banco de filtros FC y FC NMF mostrado en el cap´ıtulo 5. Don-
de FC y FC NMF indican, respectivamente, el uso del banco de filtros fijo (U) y
el basado en NMF (W), ambos compuestos de 4 filtros paso banda. El sufijo +∆
indica que el conjunto de caracter´ısticas a corto plazo incluye la primera derivada
de los coeficientes cepstrales y el te´rmino MFCC HP2, indica que se han eliminado
dos bandas espectrales de baja frecuencia (N = 2) en el banco de filtros auditivo. El
sistema base esta formado por los parametrizacio´n segmental basado en coeficientes
de banco de filtros FC y coeficientes MFCC (MFCC + FC).
De acuerdo a los resultados mostrados en la tabla 7.4, podemos observar que se
produce una mejora en el rendimiento de la tasa de clasificacio´n usando el esquema
combinado (MFCC + CC H) con respecto al sistema base. Esta mejora, a nivel de
segmento, es estad´ısticamente significativa, logrando en este caso una reduccio´n de
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Tabla 7.4: Tasa de Clasificacio´n [ %] para diferentes conjuntos de caracter´ısticas.
Caracter´ısticas Integracio´n Tasa clasif. Tasa clasif.
a corto plazo temporal (segmento) [ %] (evento acu´stico) [ %]
MFCC FC 65,68± 1,06 70,59± 1,94
MFCC + CC H FC 72,76± 0,99 78,17± 1,76
MFCC HP2 + CC H FC 72,76± 0,99 79,24± 1,73
MFCC + CC H FC NMF 71,95± 1,00 79,33± 1,73
MFCC HP2 + CC H FC NMF 73,68± 0,98 80,35± 1,69
MFCC + ∆ FC 67,92± 1,04 71,75± 1,92
MFCC + CC H + ∆ FC 71,05± 1,01 73,01± 1,89
MFCC HP2 + CC H + ∆ FC 72,6± 0,99 75,13± 1,84
MFCC + CC H + ∆ FC NMF 72,10± 1,00 75,33± 1,84
MFCC HP2 + CC H + ∆ FC NMF 74,78± 0,97 77,45± 1,78
error relativo de alrededor del 20,63 % para FC y 18,27 % para FC NMF sin conside-
rar los para´metros ∆ y alrededor del 9,76 % para FC y 13,03 % para FC NMF con los
para´metros ∆. Mientras que a nivel de evento acu´stico, la mejora es estad´ısticamente
significativa solo cuando no son considerados los para´metros ∆, con una reduccio´n
de error relativo de alrededor de 25,77 % para FC y 29,72 % para FC NMF.
Cuando se eliminan dos bandas de baja frecuencia en el banco de filtros auditivo
(mostrados como MFCC HP2 en la tabla 7.4), se produce en general una mejora
estad´ısticamente significativa en el rendimiento del sistema con respecto al sistema
base (MFCC + FC). En este caso a nivel de segmento, la reduccio´n de error rela-
tiva es alrededor del 20,63 % para FC y 23,31 % para FC NMF sin considerar los
para´metros ∆ y alrededor del 14,59 % para FC y 21,38 % para FC NMF con los
para´metros ∆. Mientras que a nivel de evento acu´stico las reducciones de error rela-
tivo es alrededor del 29,41 % para FC y 33,19 % para FC NMF con los para´metros
CC, siendo esta mejora estad´ısticamente significativa; cuando son considerados los
para´metros ∆, la reduccio´n de error relativa es alrededor del 11,96 % para FC y
20,18 % para FC NMF. Adema´s en este u´ltimo caso las diferencias en rendimiento
son estad´ısticamente significativas.
Cuando se compara el esquema combinado con las configuraciones FC y FC NMF,
se puede observar que la parametrizacio´n FC NMF, supera a la parametrizacio´n FC
121
7.2. EXPERIMENTOS Y RESULTADOS
con una reduccio´n de error relativa de alrededor del 3 % a nivel de segmento y 5 %
a nivel de evento acu´stico cuando los para´metros ∆ no son considerados y alrededor
del 8 % a nivel de segmento (siendo en este caso estad´ısticamente significativo) y 9 %
a nivel de evento acu´stico cuando el para´metro ∆ es incluido.
Estos resultados muestran que al igual que en los experimentos realizados en el
cap´ıtulo 5, los filtros aprendidos por NMF son ma´s adecuados para la tarea CEA
que el banco de filtros fijo. Del mismo modo realizar un filtrado paso alto a la sen˜al
del evento acu´stico a trave´s de eliminacio´n de bandas de baja frecuencia en el banco
de filtros auditivo tambie´n resulta beneficioso al sistema combinado propuesto.
7.2.3. Experimentos en condiciones ruidosas
En esta subseccio´n se realiza el estudio del impacto de ambientes ruidosos sobre el
rendimiento del sistema combinado MFCC HPN + CC H, para tal fin, varios experi-
mentos fueron llevados a cabo usando los mismos tipos de ruido considerados en los
cap´ıtulos 4, 5 y 6 (aeropuerto, voces, restaurante, tren, sala de exposiciones y metro)
en SNRs desde 0dB hasta 20dB con pasos de 5dB. Por brevedad, solo reportamos
en esta subseccio´n resultados para el sistema base (banco de filtros completo) y para
el esquema combinado propuesto en el caso de para´metros CC + ∆CC.
7.2.3.1. Experimentos con la parametrizacio´n basada en los estad´ısticos de
las caracter´ısticas a corto plazo
En la figura 7.4 se representa el promedio de la reduccio´n del error relativo para
cada tipo de ruido con respecto al sistema base (condiciones ruidosas sin filtrado paso
alto de la sen˜al de audio) calculada a trave´s de las SNRs consideradas (0dB hasta
20dB con pasos de 5dB) como una funcio´n del nu´mero de filtros de baja frecuencia
eliminados (N) a nivel de segmento y evento acu´stico. La media de la reduccio´n del
error relativo sobre todos los tipos de ruido y SNRs son tambie´n indicados.
Con la finalidad de observar con mayor detalle el comportamiento del esquema
combinado con respecto a todos los tipos de ruido y SNRs, en la tabla 7.5 muestra
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Aeropuerto Voces Restaurante Tren Sala de exposiciones Metro Media
Figura 7.4: Reduccio´n del error relativa [ %] con respecto al sistema base para la
parametrizacio´n CC+∆CC, la escala Mel y en condiciones ruidosas: (a) a nivel de
evento acu´stico; (b) a nivel de segmento.
las tasas de clasificacio´n a nivel de segmento para el sistema base y para el esquema
propuesto en varias SNRs seleccionadas (20, 10 y 0dB) para los seis tipos de ruido
considerados y el rango del nu´mero de filtros eliminados desde 7 hasta 12.
A diferencia de los resultados mostrados en el cap´ıtulo 4, se produce una mejora
significativa en el rendimiento de la tasa de clasificacio´n para aquellos tipos de ruido
(sala de exposiciones y metro) donde debido a su distribucio´n espectral (medias y
altas frecuencias) considerablemente enmascara la estructura espectral fundamental
de los eventos acu´sticos. Estos resultados muestran la caracter´ıstica de robustez del
algoritmo NMF frente al ruido, mejorando de esta manera el rendimiento de la tasa
de clasificacio´n.
A partir de los resultados mostrados en la figura 7.4 se puede observar que con
respecto al sistema base, el rendimiento en la tasa de clasificacio´n del esquema com-
binado propuesto (MFCC HPN + CC H), para todos los tipos de ruido considerados
(aeropuerto, voces, restaurante, tren, sala de exposiciones y metro), mejora conside-
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rablemente cuando el nu´mero de filtros eliminados (N) se incrementa, para todo SNR
considerado (ver las correspondientes filas etiquetadas como 0dB, 10dB y 20dB en la
tabla 7.5). A nivel de segmento, los valores o´ptimos se obtienen cuando las frecuen-
cias debajo de 400 − 500Hz no son consideradas en el ca´lculo de las caracter´ısticas
cepstrales, que corresponde a la eliminacio´n de los 10 − 11 primeros filtros de ba-
ja frecuencia. Observaciones similares se pueden extraer analizando los resultados a
nivel de evento acu´stico.
Sin embargo, en promedio, el esquema combinado propuesto (MFCC HPN +
CC H), cuando N = 11 filtros son eliminados, se obtienen reducciones del error
relativo con respecto al sistema base (ver figura 7.4) alrededor del 11 % a nivel de
segmento y de evento acu´stico. Nuevamente podemos observar una mejora significati-
va que con respecto a los resultados en condiciones ruidosas mostrados en el cap´ıtulo
4.
7.2.3.2. Experimentos con la parametrizacio´n basada en los coeficientes de
banco de filtros
En el cap´ıtulo 5, seccio´n 5.2.7, se describe como los para´metros FC basado en
NMF supera significativamente al esquema FC en condiciones ruidosas. Con la fi-
nalidad de evaluar el rendimiento del esquema combinado con la parametrizacio´n
basada en los coeficientes de banco de filtros (FC y FC NMF) en ambientes ruido-
sos, se realiza una serie de experimentos, que fueron llevados a cabo con los mismos
tipos de ruido (aeropuerto, voces, restaurante, tren, sala de exposiciones y metro en
SNRs desde 0dB hasta 20dB con pasos de 5dB). Por brevedad, solo reportamos en
esta seccio´n al igual que en la seccio´n anterior, resultados para el sistema base y para
el esquema propuesto (MFCC HPN + CC H) en el caso de para´metros CC + ∆CC.
En la figuras 7.5 y 7.6 se representan el promedio de la reduccio´n del error relativo
para cada tipo de ruido con respecto al sistema base (condiciones ruidosas sin filtrado
paso alto de la sen˜al de audio) calculada a trave´s de las SNRs consideradas (0dB
hasta 20dB con pasos de 5dB) como una funcio´n del nu´mero de filtros de baja
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Tabla 7.5: Tasa de clasificacio´n promedio [ %] (segmento) para la parametrizacio´n
CC + ∆CC y diferentes tipos de ruido y SNRs.
Ruido SNR (dB)
Nu´mero de filtros eliminados (N)
MFCC MFCC HPN + CC H
Base. 7 8 9 10 11 12
20 66.51 71.73 72.28 72.46 71.97 72.01 71.63
Aeropuerto 10 49.92 56 55.75 56.25 57.42 57 56.61
0 29.01 33.47 33.77 34.41 35.52 35.37 34.95
20 67.09 72.14 72.02 72.24 72.32 72.01 71.55
Voces 10 52.27 59.85 60.14 60.11 61.07 60.52 59.01
0 27.59 36.53 36.99 36.77 39.72 38.36 35.44
20 67.43 71.74 72.06 72.23 71.88 71.79 71.51
Restaurante 10 53.09 59.68 60.52 60.45 59.87 59.97 58.97
0 25.65 34.43 35.54 35.12 36.06 35.81 32.89
20 71.18 73.97 73.91 73.85 73.55 73.9 73.98
Tren 10 58.69 62.59 62.8 62.86 62.51 62.76 62.45
0 40.46 45.53 46.4 47.15 46.93 47.06 46.36
20 58.00 62.67 63.14 63.24 63.57 62.97 62.95
Sala de exposiciones 10 42.66 46.63 46.71 47.04 48.3 47.77 47.21
0 22.00 23.74 24.03 23.48 25.06 25.77 24.75
20 56.90 60.57 60.66 60.99 61.22 60.91 60.45
Metro 10 39.88 44.3 44.71 44.32 43.78 44.32 44.43
0 19.34 22.49 22.99 21.92 21.73 23.07 23.14
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Figura 7.5: Reduccio´n del error relativa [ %] con respecto al sistema base para la
parametrizacio´n FC + CC + ∆CC y la escala Mel en condiciones ruidosas: (a) a
nivel de evento acu´stico; (b) a nivel de segmento.
frecuencia eliminados a nivel de segmento y evento acu´stico para la configuracio´n FC
y FC NMF, respectivamente. La media de la reduccio´n del error relativo sobre todos
los tipos de ruido y SNRs son tambie´n indicados.
Para la parametrizaciones FC y FC NMF, a partir de los resultados mostrados
en las figuras 7.5 y 7.6 se puede observar que para los todos los tipos de ruido
considerados (aeropuerto, voces, restaurante, tren, sala de exposiciones y metro), la
tasa de clasificacio´n a nivel de segmento y evento acu´stico mejoran considerablemente
cuando el nu´mero de filtros eliminados (N) se incrementa, para todo SNR. En este
caso los valores o´ptimos se obtienen cuando las frecuencias debajo de 200 − 400Hz
no son considerados en el ca´lculo de las caracter´ısticas cepstrales, que corresponde a
la eliminacio´n de los 5− 10 primeros filtros de baja frecuencia.
Para FC, en promedio cuando se eliminan los primeros 9 filtros, se obtienen
reducciones del error relativo con respecto al sistema base (ver figura 7.5) de aproxi-
madamente 13,5 % a nivel de segmento y 16,6 % a nivel de evento acu´stico, respecti-
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Aeropuerto Voces Restaurante Tren Sala de exposiciones Metro Media
Figura 7.6: Reduccio´n del error relativa [ %] con respecto al sistema base para la
parametrizacio´n FC NMF + CC + ∆CC y la escala Mel en condiciones ruidosas: (a)
a nivel de evento acu´stico; (b) a nivel de segmento.
vamente.
Para el caso del esquema FC NMF, en promedio cuando 9 filtros son eliminados,
se obtienen reducciones del error relativo con respecto al sistema base (ver figura
7.6) de alrededor del 16,3 % a nivel de segmento y 18,1 % a nivel de evento acu´stico,
respectivamente.
De acuerdo a los resultados de tasa de clasificacio´n promediado sobre todos los
valores SNR considerados cuando se eliminan los primeros 9 filtros paso banda de
baja frecuencia (MFCC HP9), mostrados en las tablas 7.6 y 7.7, se puede observar
que en general el esquema FC NMF supera al esquema FC a nivel de segmento
y evento acu´stico, siendo esta mejora esta´ısticamente significativa para los ruidos
aeropuerto, voces, restaurante y tren a nivel de segmento y para nivel de evento
acu´stico esta mejora no es estad´ısticamente significativa. Este hecho, nuevamente
muestra el beneficio en el rendimiento de la tasa de clasificacio´n cuando se utiliza un
banco de filtros basado en NMF, capturando mucha de la informacio´n temporal de
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Tabla 7.6: Tasa de clasificacio´n promedio [ %] a nivel de segmento, promediado sobre
todos los valores SNR considerados con MFCC HP9.
MFCC HP9 Esquemas de Parametrizacio´n
Ruido FC FC NMF
Aeropuerto (N1) 53,6± 0,5 55± 0,5
Voces (N2) 53,35± 0,5 55,58± 0,49
Restaurante (N3) 52,39± 0,5 55,04± 0,5
Tren (N4) 58,76± 0,49 60,3± 0,49
Sala de exposiciones (N5) 42,88± 0,49 43,27± 0,49
Metro (N6) 39,91± 0,49 41,06± 0,49
Promedio (N1−N6) 50,15± 0,2 51,71± 0,2
Promedio (N1−N4) 54,53± 0,25 56,48± 0,25
los para´metros acu´sticos a corto plazo conjuntamente con las caracter´ısticas CC H.
7.2.4. Conclusiones
En este cap´ıtulo, hemos presentado un nuevo esquema de parametrizacio´n para
la tarea de clasificacio´n de eventos acu´sticos basado en la combinacio´n de las carac-
ter´ısticas a corto plazo MFCC con filtrado paso alto (MFCC HPN), motivado por los
buenos resultados obtenidos en los cap´ıtulos 4, 5 y 6 y las caracter´ısticas basado en
los coeficientes de activacio´n NMF (CC H). Los experimentos han mostrado que los
para´metros CC H brindan importante informacio´n complementaria, mejorando de
esta manera el rendimiento del sistema de clasificacio´n especialmente en condiciones
ruidosas, mostrando su robustez frente al ruido.
Los experimentos fueron llevados a cabo en condiciones limpias y ruidosas usando
dos me´todos de integracio´n temporal de caracter´ısticas basados: en los estad´ısticos de
las caracter´ısticas a corto plazo y coeficientes de banco de filtros fijo (U) y aprendidos
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Tabla 7.7: Tasa de clasificacio´n promedio [ %] a nivel de evento acu´stico, promediado
sobre todos los valores SNR considerados con MFCC HP9.
MFCC HP9 Esquemas de Parametrizacio´n
Ruido FC FC NMF
Aeropuerto (N1) 57,51± 0,95 57,8± 0,95
Voces (N2) 55,99± 0,96 57,48± 0,95
Restaurante (N3) 55,63± 0,96 56,4± 0,96
Tren (N4) 58,54± 0,95 58,26± 0,95
Sala de exposiciones (N5) 50,24± 0,96 51,66± 0,96
Metro (N6) 49,41± 0,96 50,82± 0,96
Promedio (N1−N6) 54,59± 0,39 55,40± 0,39
Promedio (N1−N4) 56,92± 0,48 57,49± 0,48
por NMF (W).
Para condiciones limpias, las diferencias de rendimiento con respecto al sistema
base (cuando no se elimina ninguna banda de frecuencia) son estad´ısticamnete signi-
ficativas. Para la me´todo basada en estad´ısticos, cuando son eliminados los primeros
7 filtros de baja frecuencia, se obtienen reducciones de error relativo de alrededor
del 20,16 % y 19,92 % a nivel de segmento y evento acu´stico, respectivamente para
la parametrizacio´n CC. Para el me´todo basado en coeficientes de banco de filtros,
el uso del banco de filtros basado en NMF (FC NMF), supera al banco de filtros
fijo (FC) logrando reducciones de error relativo de alrededor del 8 % y 9 % a nivel
segmento y evento acu´stico, respectivamente para la parametrizacio´n CC + ∆CC,
mostrando que el filtro basado en NMF es ma´s adecuado para la tarea AEC, permi-
tiendo capturar el comportamiento temporal ma´s relevante en las caracter´ısticas a
corto plazo.
Para condiciones ruidosas, con el me´todo basado en estad´ısticos, las mejoras en el
rendimiento de clasificacio´n son estad´ısticamente significativas, logrando reducciones
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de error relativo de alrededor de 11 % a nivel de segmento y evento objetivo para
la parametrizacio´n CC + ∆CC, en este caso al no considerar 11 bandas espectrales
de baja frecuencia. Mientras que con el me´todo basado en coeficientes de banco
de filtros, para la parametrizacio´n FC, se logra una reduccio´n del error relativo de
alrededor del 13,5 % a nivel de segmento y 16,6 % a nivel de evento acu´stico cuando
9 filtros de baja frecuencia son eliminados y para la parametrizacio´n FC NMF, se
logra una reduccio´n del error relativo del 16,3 % a nivel de segmento y 18,1 % a nivel
de evento acu´stico cuando se eliminan los primeros 9 filtros de baja frecuencia. Al
comparar entre los dos esquemas FC NMF supera en general a la parametrizacio´n
FC.
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Cap´ıtulo 8
Conclusiones y l´ıneas futuras
En este u´ltimo cap´ıtulo, se resumen las principales conclusiones y contribuciones
de la presente tesis doctoral. As´ı mismo se mencionan y describen varias ln˜eas futuras
de investigacio´n que pueden desarrollarse a partir del trabajo realizado en esta tesis.
8.1. Conclusiones y contribuciones
Las conclusiones y contribuciones se van a referir a las dos grandes l´ıneas tratadas
en la presente tesis: eliminacio´n de ruido de sen˜ales de voz con aplicacio´n a la mejora
o realce de la voz y el reconocimiento automa´tico del habla (RAH) y la clasificacio´n
de eventos acu´sticos.
8.1.1. Eliminacio´n de ruido para la mejora de la sen˜al de voz y
el reconocimiento automa´tico del habla
En esta parte del trabajo se ha desarrollado un me´todo para la supresio´n del ruido
de sen˜ales de voz afectadas por ambientes acu´sticos adversos (condiciones ruidosas),
que puede aplicarse tanto para mejorar la calidad de la voz como etapa de preproce-
samiento de un reconocedor de habla. Dicho me´todo esta´ basado en la factorizacio´n
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en matrices no negativas y presenta dos contribuciones novedosas con respecto a
trabajos anteriores: en primer lugar, no necesita informacio´n expl´ıcita acerca del rui-
do, ya que puede estimarlo a partir de los segmentos de ruido/silencio de la propia
elocucio´n a procesar, que han sido previamente determinados por un detector de
actividad vocal; en segundo lugar, el me´todo combina el uso de la divergencia de
Kullback-Leibler con restricciones de dispersio´n sobre la matriz de coeficientes de
activacio´n o ganancia de algoritmo NMF.
Los experimentos realizados muestran que NMF puede utilizarse de forma sa-
tisfactoria para este tipo de tareas. En concreto, se ha comprobado que resulta be-
neficioso realizar un control expl´ıcito del grado de dispersio´n en las descomposicio´n
realizada por NMF ya que produce el refuerzo de las componentes que son relevantes
(voz) y la atenuacio´n de las que no lo son (ruido). Se ha evaluado la te´cnica propuesta
en diversas condiciones de ruido, obteniendo mejoras significativas con respecto a la
substraccio´n espectral convencional, especialmente en valores SNRs bajos y medio,
tanto en calidad de voz como en tasa de reconocimiento.
En el cap´ıtulo 3 de la presente tesis se pueden encontrar ma´s detalles sobre esta
contribucio´n, un resumen de la cual corresponde con la siguiente publicacio´n:
1. Luden˜a - Choez, J., Gallardo - Antol´ın, A. (2012). Speech denoising using
non - negative matrix factorization with kullback - Leibler divergence and
sparseness constraints. In Advances in Speech and Language Technologies for
Iberian Languages (IberSpeech 2012), CCIS - 328, pp. 207 – 216, Madrid, Spain.
8.1.2. Clasificacio´n de eventos acu´sticos
La hipo´tesis de partida de esta parte de trabajo ha sido que que los para´metros
acu´sticos usados habitualmente para clasificacio´n de eventos acu´sticos no son
necesariamente los ma´s apropiados puesto que usualmente vienen heredados
de diferentes tareas de procesado de voz y las caracter´ısticas espectrales de la
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voz y los eventos acu´sticos son, en general, muy diferentes. Por este motivo, se
han desarrollado distintas parametrizaciones ma´s adecuadas a la clasificacio´n
de sonidos diferentes de la voz.
Esta hipo´tesis ha sido corroborada a trave´s del ana´lisis espectral de los even-
tos acu´sticos basado en NMF realizado en el cap´ıtulo 4, del que se ha podido
concluir que, aparte de que el contenido y estructura espectral de los diferentes
eventos acu´sticos es distinto del de la voz, dicho contenido presenta princi-
palmente componentes relevantes en las zonas medias y altas del espectro, lo
que indica que dichas frecuencias son las ma´s adecuadas para la discriminacio´n
entre los diferentes sonidos.
A partir de este estudio se ha desarrollado un nuevo mo´dulo de extraccio´n de
caracter´ısticas para la tarea CEA, consistente en una extensio´n de la parame-
trizacio´n MFCC convencional y se basa en el filtrado paso alto de la sen˜al de
audio. En la pra´ctica, el esquema propuesto se ha implementado modificando
el banco de filtros auditivo en escala de frecuencia Mel, mediante la eliminacio´n
expl´ıcita de un cierto nu´mero de filtros de baja frecuencia. Los resultados ob-
tenidos en condiciones limpias y ruidosas muestran que el filtrado paso alto es,
en te´rminos generales, beneficioso para el sistema. En particular, la eliminacio´n
de frecuencias por debajo de 100− 275Hz en condiciones limpias y por debajo
de 400 − 500Hz en condiciones ruidosas, mejora significativamente el funcio-
namiento del sistema con respecto a para´metros los MFCCs convencionales.
Esta aportacio´n corresponde con el cap´ıtulo 4 de la presente tesis y las siguientes
publicaciones:
2. Luden˜a - Choez, J., Gallardo - Antol´ın, A. (2013). NMF - based spectral
analysis for acosutic event classification tasks. In Advances in Nonlinear Speech
Processing (NOLISP 2013), LNCS, pp. 9 – 16, Mons, Belgium.
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3. Luden˜a - Choez, J., Gallardo - Antol´ın, A. (2015). Feature extraction
based on the high - pass filtering of audio signals for acoustic event classi-
fication. In Computer Speech and Language, Elsevier, vol. 30, no. 1, pp. 32 – 42.
La segunda de las parametrizaciones desarrolladas se enmarca en la denomi-
nada te´cnica de integracio´n temporal de caracter’sticas basada en coeficientes
de banco de filtros. En este caso, la factorizacio´n en matrices no negativas se
utiliza para el aprendizaje no supervisado de un banco de filtros FC ma´s adap-
tado a los caracter´ısticas dina´micas de los eventos acu´sticos, en contraposicio´n
con trabajos previos en los se usaba un banco de filtros FC predeterminado
e independiente de la tarea. Los experimentos realizados muestran que las ca-
racter´ısticas obtenidas con este nuevo esquema en combinacio´n con el filtrado
paso alto logran mejoras significativas en la tasa de clasificacio´n (especialmente
cuando se incluyen los para´metros de primera derivada de las caracter´ısticas
a corto plazo (∆)) tanto en condiciones limpias como ruidosas, en compara-
cio´n con los para´metros FC del sistema de referencia (con el banco de filtros
predeterminado). La causa de este buen funcionamiento parece ser la mejor
representacio´n de la estructura temporal de las caracter´ısticas a corto plazo
que NMF obtiene, en la que se enfatizan las bajas frecuencias de modulacio´n
sobre las altas.
Se pueden encontrar ma´s detalles sobre este me´todo, as´ı como los resultados
ma´s relevantes en condiciones limpias y ruidosas en el cap´ıtulo 5. Por otra
parte, los resultados en condiciones limpias esta´n publicados en:
4. Luden˜a - Choez, J., Gallardo - Antol´ın, A. (2014). NMF - based temporal
feature integration for acoustic event classification. In Proc. of the 14th
annual Conference of the International Speech Communication Association
(INTERSPEECH - 2013), ISCA, pp. 2924 – 2928, Lyon, France.
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En las aproximaciones anteriores, el filtrado paso alto de la sen˜al de audio se
realizaba mediante la supresio´n de cierto nu´mero de bandas de baja frecuen-
cia elegido de forma emp´ırica. Con objeto de encontrar un modo automa´tico
de realizar la seleccio´n de las bandas espectrales ma´s apropiadas para la dis-
criminacio´n entre diferentes eventos acu´sticos, se ha propuesto la utilizacio´n
de te´cnicas de seleccio´n de caracter´ısticas basadas en informacio´n mutua (en
concreto, se ha experimento con mRMR, JMI, CIFE y CondRed). Los expe-
rimentos realizados muestran que la seleccio´n automa´tica de bandas usando
cualquiera de estos me´todos incrementa la tasa de clasificacio´n del sistema,
siendo las bandas localizadas en bajas y altas frecuencias las ma´s relevan-
tes y menos redundantes en condiciones limpias. Sin embargo, en condiciones
ruidosas, los mejores resultados corresponden a la eliminacio´n de las bandas
situadas en bajas frecuencia. El cap´ıtulo 6 de la presente tesis esta´ dedicado a
este tema´tica.
Finalmente, se ha desarrollado un nuevo esquema de extraccio´n de caracter´ısti-
cas a corto plazo basado en los coeficientes de activacio´n o ganancia obtenidos
mediante la aplicacio´n de NMF. A diferencia de otros trabajos encontrados
en la literatura en esta l´ınea, en el me´todo propuesto no se usan dichos coe-
ficientes directamente si no que previamente son transformados mediante la
aplicacio´n del logaritmo y la transformada coseno discreta. De la observacio´n
de los resultados obtenidos, es posible concluir que las caracter´ısticas basadas
en NMF brindan importante informacio´n complementaria a los coeficientes mel-
cepstrales convencionales, mejorando esta combinacio´n el funcionamiento del
sistema de clasificacio´n, especialmente en condiciones ruidosas en comparacio´n
con el sistema de referencia, basado en MFCC. En el cap´ıtulo 7 puede encon-
trarse una explicacio´n ma´s detallada de esta parametrizacio´n, los experimentos
realizados y los resultados obtenidos.
135
8.2. LI´NEAS FUTURAS DE INVESTIGACIO´N
8.2. L´ıneas futuras de investigacio´n
En esta seccio´n se enumeran algunas l´ıneas futuras de investigacio´n para las dos
tareas vistas a lo largo del desarrollo de esta tesis.
Para la tarea de eliminacio´n de ruido con aplicacio´n a la mejora de voz y el
reconocimiento automa´tico del habla, se describen las siguientes l´ıneas futuras de
investigacio´n:
Utilizar el me´todo NMF para el aprendizaje no supervisado del banco de fil-
tros auditivo utilizado en la extraccio´n de caracter´ısticas a corto plazo. En el
cap´ıtulo 3 se observo´ que los vectores espectrales base de la sen˜al de la voz ob-
tenidos mediante la aplicacio´n de NMF presentan bandas espectrales similares
al banco de filtros auditivo en escala de frecuencia Mel usado habitualmente
para el ca´lculo de los MFCCs, en el sentido de que en la regio´n baja del espectro
se concentraban muchos de estos vectores espectrales con un ancho de banda
reducido, mientras que altas frecuencias, el nu´mero de vectores era menor y con
un ancho de banda mayor. Esta observacio´n nos motiva a estudiar la utiliza-
cio´n de los vectores espectrales base de NMF como un banco de filtros auditivo
que podr´ıa ayudar a mejorar el proceso de extraccio´n de caracter´ısticas para el
reconocimiento automa´tico del habla.
A la vista de los buenos resultados obtenidos en el cap´ıtulo 7 en la tarea de
clasificacio´n de eventos acu´sticos (en especial, en condiciones ruidosas), encon-
trar una nueva parametrizacio´n para reconocimiento de habla basada en los
coeficientes de activacio´n de NMF.
Para la tarea de clasificacio´n de eventos acu´sticos, se describen las siguientes
l´ıneas futuras de investigacio´n:
En el cap´ıtulo 5 se mostro´ que el uso de un banco de filtros FC basado en NMF
en el proceso de integracio´n temporal de caracter’sticas resulta beneficioso para
el sistema de AEC. Sin embargo, una de las limitaciones del me´todo es que el
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banco de filtros basado en NMF se aplica por igual a todas las componentes
de las caracter´ısticas a corto plazo. Como trabajo futuro, se planea disen˜ar
un banco de filtros diferente para cada una de estas componentes, esperando
obtener mejoras en el funcionamiento del sistema global.
En trabajos previos en la literatura, otras aproximaciones basadas en NMF,
como el NMF convolutivo, se han utilizado para tareas de clasificacio´n y de-
teccio´n de eventos acu´sticos [Cotton and Ellis, 2011], mostrando su robustez
en presencia de ruido en comparacio´n con los MFCCs convencionales. Esto es
debido a que el NMF convolutivo permite expresar de forma ma´s eficiente la
evolucio´n temporal de las sen˜ales de audio y entre ellas los eventos acu´sticos.
Motivado por estos resultados, se planea desarrollar nuevas parametrizaciones
consistentes en la sustitucio´n (all´ı donde sea posible) de NMF por el NMF
convolutivo y estudiar sus prestaciones tanto en condiciones limpias como rui-
dosas.
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Ape´ndice A
Error de aproximacio´n promedio en
NMF
Como se ha indicado en la subseccio´n 2.1.2, el proceso de inicializacio´n es funda-
mental para el algoritmo NMF, debido a que no es estrictamente convexo dada una
determinada funcio´n de coste. Con la finalidad de analizar la influencia de la inicia-
lizacio´n en el resultado de la factorizacio´n, se han realizado N = 10 experimentos
diferentes consistentes en la extraccio´n de los vectores espectrales base de 12 eventos
acu´sticos, los mismos que se utilizan en la tarea de clasificacio´n de eventos acu´sticos
de los cap´ıtulos 4, 5, 6 y 7 de la presente tesis. El algoritmo fue inicializado usando
el esquema de inicializacio´n multi - inicio [Cichocki et al., 2009], de tal manera que
se generaron 10 pares de matrices aleatorias uniformes (Wc y Hc) y se escogio´ pa-
ra inicializacio´n la factorizacio´n que produjo la distancia eucl´ıdea menor entre Vc
y (WcHc). Finalmente, estas matrices se entrenaron mediante la minimizacio´n de
la divergencia KL (ecuacio´n 2.3) entre el espectro de magnitud Vc y sus correspon-
dientes matrices factorizadas (WcHc) usando el esquema iterativo y las reglas de
aprendizaje (ecuacio´n 2.4) propuestas en [Lee and Seung, 1999], siendo el criterio de
parada del algoritmo un nu´mero ma´ximo de iteraciones (en nuestro caso, 200). Una
vez terminados los procesos de factorizacio´n se calcularon el promedio de los errores
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Figura A.1: Error de aproximacio´n promedio para 12 eventos acu´sticos despue´s de
200 iteraciones.
de aproximacio´n obtenidos en cada uno de los experimentos utilizando la ecuacio´n
(A.1),
EAP =
∑N
n=1
∑C
c=1
‖Vc(n)−Wc(n)Hc(n)‖1
‖Vc(n)‖1
NC
(A.1)
en la que ‖ . ‖1 representa la norma 1, Vc (n) es el espectro de magnitud co-
rrespondiente al c-simo evento acu´stico para el n-simo experimento, Wc y Hc son
las matrices que contienen los SBVs y coeficientes de activacio´n obtenidos mediante
del algoritmo NMF correspondiente al c-simo evento acu´stico, N , es el nu´mero de
experimentos (10 en este caso) y C es el nu´mero de clases (12 en este caso).
En la figura A.1 se muestra el error de aproximacio´n promedio para un conjunto
de entrenamiento dado (en concreto, el primer grupo disjunto balanceado utilizado
en los experimentos de validacio´n cruzada de CEA). La tabla A.1 muestra la media
y desviacio´n esta´ndar del error de aproximacio´n promedio calculado sobre todos los
eventos acu´sticos y los 10 experimentos para diferentes nu´meros de vectores espec-
trales base desde K = 1 hasta K = 25. Como se puede observar, la media del error
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Tabla A.1: Media y desviacio´n esta´ndar del error de aproximacio´n promedio despue´s
de 10 experimentos.
Nu´mero de SBVs (K) 2 5 10 15 20 23 25
Media 0.96 0.76 0.61 0.51 0.44 0.40 0.38
Desviacio´n esta´ndar
(×10−3) 2.89 3.44 1.91 2.74 2.40 1.75 1.11
de aproximacio´n promedio disminuye cuando el nu´mero de SBVs se incrementa, tal
y como cabr´ıa esperar. Por otra parte, la desviacio´n esta´ndar es pequen˜a en todos
los casos, sugiriendo que el proceso de inicializacio´n es robusto y adecuado para ob-
tener los SBVs. Adema´s se observa que la forma y posicio´n de los SBVs obtenidos
no difieren significativamente entre experimentos.
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Ape´ndice B
Clasificacio´n de eventos acu´sticos
usando otras escalas de frecuencia
En el cap´ıtulo 4 se presento´ un nueva parametrizacio´n para la clasificacio´n de
eventos acu´sticos. Este nuevo esquema ba´sicamente consiste en una extensio´n de los
coeficientes mel-cepstrales convencionales en el que se realiza un filtrado paso alto
de la sen˜al de audio mediante la eliminacio´n expl´ıcita de un cierto nu´mero de filtros
paso banda ubicados en las bajas frecuencias del banco de filtros auditivo en escala
de frecuencia Mel. En este ape´ndice se muestra los resultados obtenidos con este
mismo procedimiento aplicado en bancos de filtros en otras escalas de frecuencia,
tambie´n inspiradas en el sistema auditivo humano. En concreto, nos referimos a las
escalas de frecuencia Bark, ERB a las que tambie´n se an˜ade la escala de frecuencia
lineal a efectos de comparacio´n.
Los experimentos se llevaron a cabo usando la misma base de datos usada en
el cap´ıtulo 4 en condiciones limpias y con el mismo protocolo experimental. Los
resultados de la tasa de clasificacio´n a nivel de segmento se muestran en la tabla B.1
y a nivel de evento acu´stico en la tabla B.2.
Como se puede observar para la parametrizacio´n CC, el funcionamiento de las
escalas de frecuencia Mel, ERB y Bark son bastante similares, siendo la escala de
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Tabla B.1: Tasa de clasificacio´n promedio [ %] (segmento) para diferentes escalas de
frecuencia.
Param. Escala
Nu´mero de filtros eliminados
Base. 1 2 3 4 5 6 7 8 9 10 11 12
CC
Mel 75.10 77.47 77.66 77.58 77.63 78.16 76.95 78.11 76.87 76.12 77.23 77.23 76.10
ERB 74.02 74.74 75.95 77.38 77.43 77.53 76.81 76.77 77.09 76.66 77.76 76.90 76.71
Bark 74.30 77.39 77.27 77.68 76.96 77.31 76.27 77.43 76.91 76.72 77.11 76.77 76.59
Lineal 77.29 77.30 77.62 76.84 77.26 75.52 75.33 74.96 73.88 74.43 73.36 73.22 71.83
CC+∆CC
Mel 77.57 79.43 79.45 79.22 79.36 79.07 79.20 79.55 79.41 78.47 77.81 78.77 78.55
ERB 76.51 77.57 78.80 79.14 79.42 78.69 79.22 79.13 79.04 78.74 79.20 78.79 78.97
Bark 77.58 78.98 79.32 78.64 78.65 78.33 78.62 79.25 78.86 78.77 78.03 78.08 78.56
Lineal 79.09 80.39 79.94 78.16 78.88 78.82 78.15 76.64 76.54 76.27 76.54 76.42 75.54
Tabla B.2: Tasa de clasificacio´n promedio [ %] (evento acu´stico) para diferentes es-
calas de frecuencia.
Param. Escala
Nu´mero de filtros eliminados
Base. 1 2 3 4 5 6 7 8 9 10 11 12
CC
Mel 81.07 82.28 82.04 82.42 82.42 81.89 81.31 83.20 81.27 80.78 80.69 81.75 79.72
ERB 79.43 80.73 81.46 82.09 82.57 82.52 82.71 82.42 82.28 81.46 83.29 81.51 80.73
Bark 80.83 81.94 82.47 82.33 80.83 81.07 80.98 81.84 80.73 81.07 80.98 81.55 80.98
Lineal 82.04 80.98 81.12 80.49 80.44 79.19 78.51 77.89 76.29 77.16 77.02 76.24 74.70
CC+ ∆CC
Mel 81.41 82.62 83.39 83.58 83.49 83.15 82.38 82.71 82.81 80.06 81.12 81.55 81.22
ERB 80.73 80.98 82.18 82.67 83.24 82.62 82.76 81.89 82.04 81.80 82.71 81.75 82.57
Bark 81.84 82.76 82.71 81.41 82.62 81.84 82.04 82.09 81.55 81.80 81.22 81.41 81.22
Lineal 82.81 82.38 82.42 81.60 81.36 80.78 80.35 79.33 79.24 79.04 79.38 78.71 77.16
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Figura B.1: Frecuencia superior de la banda de paso vs. el nu´mero de filtros elimi-
nados para la escalas Mel, ERB, Bark y Lineal.
frecuencia Mel ligeramente mejor. El comportamiento con respecto a la eliminacio´n
de bandas de baja frecuencia sigue la misma tendencia para las tres escalas de fre-
cuencia. En todos los casos, el filtrado paso alto supera al experimento base: para la
escala Mel, la mejor tasa se logra cuando el nu´mero de filtros eliminados var´ıa de 3
a 7, para la escala ERB, de 3 a 10 y para la escala Bark, de 2 a 7. A partir de la
figura B.1, se puede obervar que estos rangos de filtros eliminados aproximadamente
corresponden a un banda de paso de 0Hz a 100 − 275Hz. La escala lineal supera
la tasa de clasificacio´n lograda con las otras escalas de frecuencia en el experimento
base (cuando no se elimina ninguna banda de frecuencia), posiblemente debido a
que, con la escala lineal, al tener todos los filtros el mismo ancho de banda, se da
la misma importancia a las altas frecuencias que a las bajas en el proceso de para-
metrizacio´n. Sin embargo, no se obtienen mejoras cuando se eliminan varios filtros
de baja frecuencia. Este resultado puede explicarse debido al mayor ancho de banda
que presentan los filtros de baja frecuencia en la escala lineal con respecto a los del
resto de escalas de frecuencia.
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Para la parametrizacio´n CC+∆CC se pueden extraer observaciones similares: los
mejores resultados se obtiene cuando las bajas frecuencias (debajo de 100−275Hz) no
son consideradas en el proceso de extraccio´n de caracter´ısticas. Cuando se compara
con la parametrizacio´n CC, se puede observar que CC + ∆CC logra mejoras de
aproximadamente 1 % absoluto sobre CC.
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