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Abstract
We prove the edge universality of the beta ensembles for any β > 1, provided that the limiting
spectrum is supported on a single interval, and the external potential is C 4 and regular. We also prove
that the edge universality holds for generalized Wigner matrices for all symmetry classes. Moreover, our
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1 Introduction
Eigenvalues of random matrices were envisioned by Wigner as universal models for highly correlated sys-
tems. A manifestation of this general principle is the universality of random matrix statistics, i.e., that the
eigenvalue distributions of large matrices are universal in the sense that they depend only on the symmetry
class of the matrix ensemble, but not on the distributions of the matrix elements. These universal eigenvalue
distributions are different for eigenvalues in the interior of the spectrum and for the extreme eigenvalues near
the spectral edges. In this paper, we will focus on the edge universality.
Let λN be the largest eigenvalue of an N × N random Wigner matrix with normalization chosen such
that the bulk spectrum is [−2, 2]. The probability distributions of λN for the classical Gaussian ensembles
are identified by Tracy and Widom [56,57] to be
lim
N→∞
P(N2/3(λN − 2) 6 s) = Fβ(s),
where Fβ(s) can be computed in terms of Painleve´ equations and β = 1, 2, 4 corresponds respectively to the
classical orthogonal, unitary or symplectic ensemble. The edge universality means that the distributions of
λN are given by Fβ for non Gaussian ensembles as well. In fact, this holds not only for the largest eigenvalue,
but the joint distributions of any finitely many “edge eigenvalues” are universal as well.
The edge universality for a large class of Wigner matrices was first proved via the moment method by
Soshnikov [51] for unitary and orthogonal ensembles. This method requires that the distribution of the
matrix elements be symmetric. The symmetry assumption was partially removed in [47, 54] and it was
completely removed in [30]. In addition to the symmetry assumption, the moment method also requires that
sufficient high moments of the matrix elements be finite. This assumption was greatly relaxed in [19] and it
was finally proved by Lee and Yin [41] that essentially the finiteness of the fourth moment is the sufficient and
necessary condition for the Tracy-Widom edge universality to hold (an almost optimal necessary condition
was established earlier in [3]).
We now turn to the edge universality for invariant ensembles. These are matrix models with probability
density on the space of N ×N matrices H given by Z−1e−NβTrV (H)/2 where V is a real valued potential and
Z = ZN is the normalization. The parameter β is determined by the symmetry class of H . The probability
distribution of the ordered eigenvalues of H on the simplex determined by λ1 6 . . . 6 λN is given by
µ(N)(dλ) ∼ e−βNH(λ)dλ, H(λ) =
N∑
k=1
1
2
V (λk)− 1
N
∑
16i<j6N
log(λj − λi). (1.1)
For classical invariant ensembles, i.e., β = 1, 2, 4, it is well-known that the correlation functions can be
expressed in terms of orthogonal polynomials. Historically, they have been first analyzed in the bulk. The
analysis at the edges is not a straightforward generalization of that in the bulk and serious technical hurdles
had to be overcome. Nevertheless, the edge universality was proved by Deift-Gioev [12] for general polynomial
potentials, by Pastur-Shcherbina [44] and Shcherbina [49] for real analytic, even potentials.
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The measure µ (1.1) can also be considered for non classical values of β, i.e., β 6∈ {1, 2, 4}, although
in this case there is no simple matrix ensemble behind the model. It is a Gibbs measure of particles in R
with a logarithmic interaction and with an external potential V , where the parameter β is interpreted as
the inverse temperature and can be an arbitrary positive number. We will often refer to the variables λj
as particles or points and the system is often called the beta ensemble or log-gas (at inverse temperature
β). We will use these two terminologies interchangeably. When β 6∈ {1, 2, 4} and the potential V is general,
no simple expression of the correlation functions in terms of orthogonal polynomials is known. For certain
special potentials and even integer β, however, there are still explicit formulas for correlation functions [32].
Furthermore, for general β in the Gaussian case, i.e., when V is quadratic, Dumitriu and Edelman [18]
proved that the measure (1.1) describes the eigenvalue distribution of a special tridiagonal matrix. Using
this connection, Ramı´rez, Rider and Vira´g were able to characterize the edge distributions for all β [48];
a characterization of the bulk statistics of the Gaussian beta ensembles was obtained in [58]. A similar
approach, independently of our current work, resulted in the proof of edge universality for convex polynomial
potentials [38].
We now compare the notions of edge and bulk universality. The edge universality refers to the distribu-
tions of individual eigenvalues. However, according to Wigner’s original vision, the bulk universality concerns
differences of neighboring eigenvalues, i.e., gap distributions. The bulk universality is often formulated in
terms of local correlation functions. These two notions are equivalent only after a certain averaging in the
energy parameter. Strictly speaking, there are three notions of bulk universality: (i) in a weak sense which
allows for energy averaging; (ii) correlation function universality at a fix energy; (iii) gap universality at a
fixed label j. Clearly, universality in the sense (ii) or (iii) implies (i).
The bulk universality in the sense of (ii) for classical invariant ensembles was proved in [7, 13–16,45, 46,
50, 59] using methods related to orthogonal polynomials. For Wigner ensembles, universality for Hermitian
matrices in the sense (ii) was proved in [20,21,26,55] and for all symmetry classes in the sense (i) in [23,24,30].
The gap universality, i.e., (iii), is in fact much harder to obtain; it was proved only recently in [25] both
for invariant and Wigner ensembles using new ideas from parabolic regularity theory (the special case of
hermitian matrices with the first four moments of the matrix elements matching those of GUE was proved
earlier in [53]). The bulk universality for log-gases for general β was proved in the sense (i) and (iii) in [8,9,25].
The bulk universality in the sense (ii) for Wigner ensembles with β 6= 2 and for log-gases with β 6∈ {1, 2, 4}
remains open problems.
Returning to the edge universality, we will establish the following two results in this paper: (1) edge
universality for C 4 potentials and for all β > 1; (2) edge universality for generalized Wigner matrices (these
are matrices with independent but not necessarily identically distributed entries, see Definition 2.6). An
important ingredient of the proof will be an optimal location estimate for the particles up to the edge, for
external potentials of class C 4. This rigidity will also allow us to remove the analyticity assumption from
previous results about bulk universality [8, 9, 25].
We now outline the technique used in this paper. For the edge universality of invariant ensembles, the
basic idea is to consider a local version of the log-gas (1.1). This is the measure on K consecutive particles
that is obtained by fixing all other particles which act as boundary conditions. Following the standard
language in statistical physics, we will refer to these local measures as local log-gases. Our core result is the
“uniqueness” of this local measure in the limit K →∞ assuming that the boundary conditions are “good”.
By uniqueness, we mean that the distributions of the particles far away from the boundaries are independent
of choice of the “good” boundary conditions. This idea first appeared in [8] for proving the bulk universality
of log-gases. However, the uniqueness of the local Gibbs state in the bulk was defined slightly differently
in [8]; only the gap distributions were required to be independent of the boundary conditions.
It is well-known that the uniqueness of local Gibbs measures in the thermodynamical limit is closely
4
related to the decay of correlation functions. The work of Gustavsson [34] for the special β = 2 and
Gaussian case (i.e., the GUE case) indicates that in general the point-point correlation function decays
only logarithmically in the bulk, i.e., 〈λi;λj〉µβ ∼ log |i − j|. Gibbs measures with such a slow decay are
typically not unique in the usual sense. The key reason why we were able to prove the uniqueness of the gap
distributions of local log-gases in the bulk [25] is the observation that the point-gap correlation, 〈λi;λj −
λj+1〉µβ ∼ ∂j〈λi;λj〉µβ is expected to decay much faster due to the simple reason that ∂j log |i − j| ∼ 1/|j|.
In real statistical physics system, however, it is very difficult to compute derivatives of correlation functions
unless they are expressed almost explicitly by some expansion method. The Dirichlet form inequality [23], a
main tool in [8], allows us to take advantage of the fact that the observables are functions of the gaps.
In the subsequent work [25], the correlation functions were expressed in terms of off-diagonal matrix
elements of heat kernels describing random walks in random environments. This representation in a lattice
setting was given in [17, 33]. In a slightly different formulation it already appeared in the earlier paper of
Naddaf and Spencer [42], which was a probabilistic formulation of the idea of Helffer and Sjo¨strand [35].
Using this representation, the decay of the point-gap correlation amounts to the Ho¨lder continuity of the
heat kernel for the random walk dynamics [25]. We note that the jump rates in this random walk dynamics
are long ranged and contain short distance singularities depending on the stochastically driven environment.
The proof of the Ho¨lder continuity in [25] requires extending the De Giorgi-Nash-Moser type method of
Caffarelli, Chan and Vasseur [11] to the singular coefficient case and providing a priori estimates such as
rigidity and level repulsion.
It should be stressed that, despite these efforts, only gap distributions but not those of individual eigen-
values were identified in [25]. Edge universality, however, is exactly about individual eigenvalues and not
about gaps. The surprising fact is that correlation functions of log-gases decay as a power law near the
edges! Thus we do not need the Ho¨lder regularity argument from [25] to analyze the edges. Instead, in this
paper we rely on the energy method from parabolic PDE’s and on certain new Sobolev type inequalities for
nonlocal operators to prove the decay of off-diagonal elements of the heat kernel. For this purpose, we will
need rigidity and level repulsion estimates near the edges. We will extend the multi-scale analysis of the
loop equation, first appeared in [8], in two directions. First, this analysis will be performed along the whole
spectrum, including the edge, where the change of scaling poses a major difficulty; second, analyticity of the
external potential is not required, thanks to a new analysis of the loop equation.
For the edge universality of Wigner ensembles, we will use the idea of the local relaxation flow initiated
in [23, 24] and the Green function comparison theorem from [29]. This theorem can be used for both the
bulk or the edge universality. In particular, the eigenvalue distributions of two Wigner ensembles near the
edges are the same provided that the variances of the matrix elements of the two ensembles are identical.
This implied the edge universality for Wigner matrices [30].
On the other hand, if the variances of the matrix elements are allowed to vary, then the matrix cannot be
matched to a Gaussian Wigner matrix. Thus the edge universality for generalized Wigner matrices cannot
be proved directly with the Green function comparison theorem. Using the uniqueness of local log-gases,
we can identify the distributions of the edge particles in the Dyson Brownian Motion (DBM). This implies
the edge universality for general classes of Gaussian divisible ensembles with varying variance. Finally, we
will use the Green function comparison theorem to bridge the gap between generalized Wigner matrices and
their Gaussian divisible counterparts.
We emphasize that the uniqueness of local log-gases plays a central role both in the edge universality of
log-gases and in our analysis of edge points in DBM. For log-gases, it is natural to localize the problem so
that the external potential can be replaced by its first order approximation and thus it becomes universal
after scaling. However, localization of the measure in general introduces very large errors in strongly corre-
lated systems. The key observation is that there are strong cancellations in the effective potential for “good”
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boundary conditions. The significance of the local log-gases in the proof of proof of universality for Wigner
matrices is subtler, and will be explained in details in Section 5.
Convention. We use the letters C, c to denote positive constants, independent of N , whose values may
change from line to line. We will often estimate the probability of rare events Ω = ΩN that are typically
either subexponentially small, P(Ω) 6 exp(−N c) or small by an N -power; P(Ω) 6 N−c. In both cases it is
understood that the statements hold for any sufficiently large N > N0. We will not follow the precise values
of the exponents c or the thresholds N0.
2 Main results
We will have two related results, one concerns the generalized Wigner ensembles, the other one the general
beta ensembles.
2.1 Edge universality of the beta ensembles
We first define the beta ensembles. Let Ξ(N) ⊂ RN denote the set
Ξ(N) := {λ = (λ1, λ2, . . . , λN ) : λ1 6 λ2 6 . . . 6 λN}. (2.1)
Consider the probability distribution on ΞN given by
µ
(N)
β,V = µ
(N)(dλ) =
1
Z
(N)
β,V
e−βNH(λ)dλ, H(λ) =
N∑
k=1
1
2
V (λk)− 1
N
∑
16i<j6N
log(λj − λi), (2.2)
where Z
(N)
β,V is the normalization. In the following, we often omit the parameters N , β and V in the notation
and we will write µ for µ(N). Sometimes emphasize the dependence in the external potential by writing
µ = µV . We will use P
µ and Eµ to denote the probability and the expectation with respect to µ.
We will view µ as a Gibbs measure ofN particles in R with a logarithmic interaction, where the parameter
β > 0 is interpreted as the inverse temperature. We will refer to the variables λj as particles or points and
the system is called log-gas or general beta ensemble. We will assume that the potential V is a C 4 real
function in R such that its second derivative is bounded below, i.e., we have
inf
x∈R
V ′′(x) > −2W (2.3)
for some constant W > 0, and
V (x) > (2 + α) ln(1 + |x|), (2.4)
for some α > 0, if |x| is large enough. It is known [10] that under these (in fact, even weaker) conditions
the measure is normalizable, Z(N) <∞. Moreover, the averaged density of the empirical spectral measure,
defined as
̺
(N)
1 (λ) = ̺
(N,β,V )
1 (λ) := E
µ 1
N
N∑
j=1
δ(λ− λj), λ ∈ R,
converges weakly to a continuous function ̺ = ̺V , the equilibrium density, with compact support. We
assume that ̺ is supported on a single interval [A,B], and that V is regular in the sense of [39]. We recall
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that V is regular if its equilibrium density ̺ is positive on (A,B) and vanishes like a square root at each of
the endpoints of [A,B], that is
̺(t) = sA
√
t−A (1 + O (t−A)) , t→ A+, (2.5)
̺(t) = sB
√
B − t (1 + O (B − t)) , t→ B−,
for some constants sA, sB > 0. We remark that this regularity assumption is not a strong constraint; regular
potentials V form a dense and open subset in the space of the potentials with a natural topology [39].
Let the limiting classical location of the k-th particle, γk = γk(N), be defined by∫ γk
−∞
̺(s)ds =
k
N
. (2.6)
Finally, we introduce the notation Jp, qK = [p, q] ∩ Z for any real numbers p < q.
We will be interested in the usual n-point correlation functions, generalizing ̺
(N)
1 , and defined by
̺(N)n (λ1, . . . , λn) =
∫
RN−n
µ#(λ)dλn+1 . . .dλN , (2.7)
where µ# is the symmetrized version of µ given in (2.2) but defined on RN instead of the simplex Ξ(N):
µ#(N)(dλ) =
1
N !
µ(dλ(σ)),
where λ(σ) = (λσ(1), . . . , λσ(N)), with λσ(1) < · · · < λσ(N). Our main result is the following.
In the following theorem, we consider two regular potentials, V and V˜ , such that their equilibrium
densities ̺V and ̺V˜ are supported on a single interval. Without loss of generality (by applying a simple
scaling and shift), we may also assume that the singularities at the left edge match and both occur at A = 0,
with the same constant sA = 1:
̺V (t) =
√
t (1 + O (t)) , ̺V˜ (t) =
√
t (1 + O (t)) , t→ 0+. (2.8)
Theorem 2.1 (Edge universality for beta ensembles). Let β > 1 and V , V˜ be C 4, regular and satisfy (2.3),
(2.4). Assume that the equilibrium density ̺V and ̺V˜ are supported on a single interval and satisfy (2.8).
For any constant κ < 2/5 there exists χ > 0 such that the following holds. Take any fixed m > 1 and a
continuously differentiable compactly supported function O : Rm → R. There exists a constant C > 0 such
that for any N and Λ ⊂ J1, NκK with |Λ| = m, we have∣∣∣∣(EµV − EµV˜ )O((N2/3j1/3(λj − γj))j∈Λ
)∣∣∣∣ 6 CN−χ. (2.9)
Remark. Note that one may define γj in (2.6) with respect to the measure ̺V or ̺V˜ , it does not make
any difference in the above theorem when κ < 2/5: from (2.8) one obtains γj − γ˜j = O
(
(j/N)
4/3
)
, which
is of smaller order than the scale N−2/3j−1/3 detected in (2.9). We also remark that Theorem 2.1 is formu-
lated for points near the lower spectral edge A, but a similar statement holds near the upper spectral edge B.
The first results on edge universality for invariant ensembles concerned the classical values of β = 1, 2, 4.
The case β = 2 and real analytic V was solved in [12, 15]. The β = 1, 4 cases are considerably harder than
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β = 2. For β = 1, 4 universality was first solved for polynomial potentials in [12], then the real analytic
case for β = 1 in [44, 49], which also give an alternative proof for β = 2. Finally, independently of our work
with a completely different method, edge universality for any β > 0 and convex polynomial V was recently
proved in [38].
Choosing S = J1,mK and V˜ (x) = x2 in the previous theorem allows us to identify the universal distribu-
tion from Theorem 2.1 with the Tracy-Widom distribution with parameter β > 0. This distribution can be
represented via the stochastic Airy operator. We refer to [48] for its proper definition, the Hilbert space it
acts on, and the proof that its smallest eigenvalues describe the asymptotic edge fluctuations of the Gaussian
beta ensembles.
Corollary 2.2 (Identification of the edge distribution). Let β > 1 and m ∈ N be fixed, and Λ1 < · · · < Λm
the m smallest eigenvalues of the stochastic Airy operator −∂xx+x+ 2√β b′x on R+, where b′x is a white noise.
Let V be C 4, regular with equilibrium density supported on a single interval, and satisfy (2.3), (2.4), (2.8).
Then the following convergence in distribution holds:
(N/2)2/3(λ1 −A, . . . , λm −A)→ (Λ1, . . . ,Λm).
Theorem 2.1 can be used to show Gaussian fluctuations for the points in an intermediate distance from
the edge. Indeed, such fluctuations were proved by Gustavsson in [34] in the β = 2 Gaussian case (GUE)
for all eigenvalues, and this was extended β = 1 and 4 in [43]. Combining these results with Theorem 2.1
immediately gives the following statement (here k ∼ Nϑ means log k/ logN → ϑ).
Corollary 2.3 (Gaussian fluctuations). Let β = 1, 2 or 4 and the potential V be C 4, regular such that the
equilibrium density ̺V is supported on a single interval and satisfies (2.8). Consider the measure µ
(N)
β,V . We
define
Xi = c
λi − γi
(log i)1/2N−2/3i−1/3
,
where c = (3/2)1/3πβ1/2. Fix κ < 2/5. Then for any sequence i = iN → ∞, with i 6 Nκ, we have
Xi → N (0, 1) in distribution.
Moreover, for some fixed m > 0 and δ ∈ (0, 2/5), let k1 < · · · < km satisfy k1 ∼ N δ, and ki+1 −
ki ∼ Nϑi , 0 < ϑi < δ. Then (Xk1 , . . . , Xkm) converges to a Gaussian vector with covariance matrix
Λij = 1− δ−1max{ϑk, i 6 k < j} if i < j, Λii = 1.
We note that if Gustavsson’s result on Gaussian fluctuations were known for the general Gaussian beta
ensembles, then this corollary would prove a central limit theorem for general beta ensembles near the edge.
An important element in the proof of Theorem 2.1 consists in proving the following rigidity estimate
asserting that any particle λk is very close to its limiting classical location. For any k ∈ J1, NK we define
k̂ := min{k,N + 1− k}.
For orientation, we note that
γk ∼
( k̂
N
)2/3
, γk+1 − γk ∼ N−2/3(k̂)−1/3,
where A ∼ B means c 6 A/B 6 C. More precisely, by the square-root singularity of ̺ near the left edge,
γk ∼
( k
N
)2/3[
1 +O
(
(k/N)2/3
)]
, γk+1 − γk ∼ N−2/3k−1/3
[
1 +O
(
(k/N)2/3
)]
, (2.10)
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and similar asymptotics hold near the right edge. The following theorem states that all particles will be
close to their classical locations on this scale, up to a factor N ξ with an arbitrary small exponent ξ > 0.
Following [30], we will call such a precise bound on the locations of particles a rigidity estimate. The rigidity
estimate in some weaker forms has already been used as a fundamental input [24] to prove the universality
for Wigner matrices. It also played a key role in the proof of the bulk universality for the log-gases in [8].
The following result extends the rigidity estimate from the bulk to the edges, and removes the analyticity
assumption.
Theorem 2.4 (Rigidity estimate for global measures). Let β > 0, V be C 4, regular with equilibrium density
supported on a single interval [A,B], and satisfy (2.3), (2.4). For any ξ > 0, there are constants c > 0 and
N0 such that for any N > N0 and k ∈ J1, NK we have
P
µ
(
|λk − γk| > N− 23+ξ(kˆ)− 13
)
6 e−N
c
. (2.11)
Related bounds on the concentration of the empirical density on a scale far from the optimal one (2.11)
were established previously [6, 36, 50], see also references in [2].
Thanks to Theorem 2.4, bulk universality holds for beta ensembles, as stated in [8, 9, 25], without the
analyticity assumption.
Theorem 2.5 (Bulk universality). Let V be C 4, regular with equilibrium density supported on a single
interval [A,B], and satisfy (2.3), (2.4). Then the following two results hold.
(i) Correlation functions. For any fixed β > 0, E ∈ (A,B), |E′| < 2, n ∈ N and 0 < k 6 12 there
exists a χ > 0 such that for any continuously differentiable O with compact support we have (setting
s := N−1+k)∣∣∣∣∣
∫
dα1 · · ·dαnO(α1, . . . , αn)
[∫ E+s
E−s
dx
2s
1
̺(E)n
̺(N)n
(
x+
α1
N̺(E)
, . . . , x+
αn
N̺(E)
)
−
∫ E′+s
E′−s
dx
2s
1
̺sc(E′)n
̺
(N)
Gauss,n
(
x+
α1
N̺sc(E′)
, . . . , x+
αn
N̺sc(E′)
)∣∣∣∣∣ 6 CN−χ.
Here ̺sc(E) =
1
2π
√
4− E2 is the Wigner semicircle law and ̺(N)Gauss,n are the correlation functions of
the Gaussian β-ensemble, i.e. with V (x) = x2.
(ii) Gaps. For any fixed β > 1 and α > 0, there is some ε > 0 such that for any n ∈ N and any
differentiable O with compact support, and any k,m ∈ JαN, (1 − α)NK, we have∣∣∣EµO (Ncµk(λk − λk+1), . . . , Ncµk(λk − λk+n))
− EGaussO (NcGaussm (λm − λm+1), . . . , NcGaussm (λm − λm+n)) ∣∣∣ 6 CN−ε
where cµk = ̺
(µ)(γk) and c
Gauss
m = ̺sc(γ
Gauss
m ) with γ
Gauss
m being the m-th quantile of the semicircle law
defined by
∫ γGaussm
−2 ̺sc(x)dx = m/N .
Proof. Part (i) was proved in [9] under the assumption that V is analytic, a hypothesis that was only
required for proving rigidity in the bulk of the spectrum. Theorem 2.4 proves that V of class C 4 is sufficient
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for rigidity, and the proof of the uniqueness of the Gibbs measure is identical to [8, 9]. The result in these
papers were stated in a limiting form, as N → ∞, and for smooth observables O, but the proofs hold for
any continuously differentiable O and with an effective error bound of order N−χ with some χ > 0 as well.
The statement (ii) holds for the same reason, being previously proved for analytic V in [25].
We finally remark that while the rigidity estimate (2.11) holds for any β > 0, the edge universality in
Theorem 2.1 was stated only for β > 1. This restriction is mainly due to that the DBM dynamics (8.1) is
known to be well-posed only for β > 1. We believe that this restriction can be removed, but we will not
pursue this issue in this paper.
2.2 Edge universality of the generalized Wigner matrices
We now define the generalized Wigner ensembles. Let H = (hij)
N
i,j=1 be an N × N complex Hermitian or
real symmetric matrix where the matrix elements hij = h¯ji, i 6 j, are independent random variables given
by a probability measure νij with mean zero and variance σ
2
ij > 0;
Ehij = 0, σ
2
ij := E|hij |2. (2.12)
The distribution νij and its variance σ
2
ij may depend on N , but we omit this fact in the notation. We also
assume that the normalized matrix elements satisfy a uniform subexponential decay,
P(|hij | > xσij) 6 ϑ−1 exp (−xϑ), x > 0, (2.13)
with some fixed constant ϑ, uniformly in N, i, j.
Definition 2.6. [29] The matrix ensemble H defined above is called generalized Wigner matrix if the
following assumptions hold on the variances of the matrix elements (2.12)
(A) For any j fixed
N∑
i=1
σ2ij = 1.
(B) There exist two positive constants, C1 and C2, independent of N such that
C1
N
6 σ2ij 6
C2
N
.
For Hermitian ensembles, we additionally assume that for each i, j the 2× 2 covariance matrix
Σij =
(
E(Re hij)
2 E(Re hij)(Imhij)
E(Re hij)(Im hij) E(Im hij)
2
)
satisfies
Σij >
C1
N
in matrix sense.
Let PH and EH denote the probability and the expectation with respect to this ensemble. Our result
asserts that the local statistics on the edge of the spectrum are universal for any general Wigner matrix, in
particular they coincide with those of the corresponding standard Gaussian ensemble.
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Theorem 2.7 (Edge universality of generalized Wigner matrices). Let H be a generalized Wigner ensemble
with subexponentially decaying matrix elements, (2.13). For any κ < 1/4, there exists χ > 0 such that the
following result holds. Take any fixed m > 1 and a smooth compactly supported function O : Rm → R. Then
there is a constant C > 0 such that for any N and Λ ⊂ J1, NκK with |Λ| = m, we have∣∣∣∣(EH − EµG )O((N2/3j1/3(λj − γj))j∈Λ
)∣∣∣∣ 6 C N−χ,
where µG is the standard Gaussian GOE or GUE ensemble, depending on the symmetry class of H (It is well-
known that µG is also given by (2.2) with potential V (x) =
1
2x
2 and with the choice β = 1, 2, respectively).
This theorem immediately implies analogues of Corollaries 2.2 and 2.3 in the case of symmetric or
Hermitian generalized Wigner ensembles.
Edge universality for Wigner matrices was first proved in [51] assuming symmetry of the distribution
of the matrix elements and finiteness of all their moments. In the consequent works, after partial results
in [47, 54], the symmetry condition was completely eliminated [30]. The moment condition was improved
in [3, 19] and the optimal result was obtained in [41]. All these works heavily rely on the fact that the
variances of the matrix elements are identical. The main point of Theorem 2.7 is to consider generalized
Wigner matrices, i.e., matrices with non-constant variances. In fact, it was shown in [30] that the edge
statistics for any generalized Wigner matrix are universal in the sense that they coincide with those of a
generalized Gaussian Wigner matrix with the same variances, but it was not shown that the statistics are
independent of the variances themselves. Theorem 2.7 provides this missing step and thus it proves the edge
universality in the broadest sense.
3 Local equilibrium measures
Recall that the support of the equilibrium density ̺ was denoted by [A,B]. Without loss of generality, by a
shift we set A = 0 and we will study the particles near the lower edge of the support. Fix a small exponent
δ and a parameter K = KN satisfying
N δ 6 K 6 N1−δ. (3.1)
Denote by I = J1,KK the set of the first K indices. We will distinguish the first K particles from the rest
by renaming them as
(λ1, λ2, . . . , λN ) = (x1, . . . , xK , yK+1, . . . yN ) ∈ Ξ(N).
Note that the particles keep their original indices. We recall the notation Ξ(N) for the simplex (2.1). In
short we will write
x = (x1, . . . , xK) ∈ Σ(K), and y = (yK+1, . . . , yN) ∈ Σ(N−K).
These points are always listed in increasing order and we will refer to the y’s as the external points and to
the x’s as internal points. We will fix the external points (often called boundary conditions) and study the
conditional measures on the internal points. Note that for any fixed y ∈ Ξ(N−K), all xj ’s lie in the open
configuration interval, denoted by
J = Jy = (−∞, yK+1) =: (−∞, y+].
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Define the local equilibrium measure (or local measure in short) on JK with boundary condition y by
µy(dx) =
1
Zy
e−βNHy(x)dx, x ∈ JK ,
where we introduced the Hamiltonian
Hy(x) :=1
2
∑
i∈I
Vy(xi)− 1
N
∑
i,j∈I
i<j
log |xj − xi|,
Vy(x) :=V (x)− 2
N
∑
j 6∈I
log |x− yj|.
Here Vy(x) can be viewed as the external potential of a log-gas of the points {xi : i ∈ I}. Although this is the
natural local measure, it does not have good uniform convexity in the regime x1 ≪ 0. It is more convenient
to consider the following modified measure σ and its local version σy. For the proof of the universality of
the original measure µ it will actually be sufficient to consider only the local measure σy.
We will fix a small parameter ξ > 0 whose actual value is immaterial; it will be used to provide an
multiplicative error bar of size NCξ in various estimates on the location of the particles. We will not carry
ξ in the notation and at the end of the proof it can be chosen sufficiently small, depending on all other
exponents along the argument.
We introduce a confined measure by adding an extra quadratic potential Θ to prevent the xi’s from
deviating far in the left direction:
σ(dx) :=
Z
Zσ
e
−2β∑Ni=1 Θ
(
N
2
3
−ξxi
)
µ(dx) =
1
Zσ
e−βNH
σ(x)dx, (3.2)
Hσ(x) := H(x) + 2
N
N∑
i=1
Θ
(
N
2
3−ξxi
)
, Θ(u) = (u+ 1)21{u < −1}.
The local version of the measure σ is defined in the obvious way,
σy(dx) :=
1
Zσ
y
e−βNH
σ
y
(x)dx, Hσ
y
(x) := Hy(x) + 2
N
∑
i∈I
Θ
(
N
2
3−ξxi
)
. (3.3)
For technical reasons we will also need the following variants of σ and σy where we added slightly less
convexity through Θ:
σ̂(dx) :=
Z
Ẑc
e
−β∑i∈I Θ
(
N
2
3
−ξxi
)
µ(dx),
σ̂y(dx) :=
1
Ẑc
y
e−βNĤ
σ
y
(x)dx, Ĥσ
y
(x) := Hσ
y
+
1
N
∑
i∈I
Θ
(
N
2
3−ξxi
)
.
The measures σ, σ̂ and their local versions depend on the parameters V, β,K and ξ but we do not carry this
dependence in the notation.
Rigidity estimates proved for the global measure µ (Theorem 2.4) also hold for the local measures σy
provided y lies in the set of “good” boundary conditions that is defined as follows:
R = RK = RK,V,β(ξ) := {y : |yk − γk| 6 N−2/3+ξkˆ−1/3, k 6∈ I}. (3.4)
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The rigidity exponent ξ will always be chosen much smaller than the exponent δ in (3.1). This guarantees
that the typical length of the configuration interval, |J | ∼ γK − γ1 > c(K/N)2/3, be bigger than the largest
rigidity precision, N−
2
3+ξ.
We will need the following two modifications ofR. The first one requires that xk be good in an expectation
sense w.r.t. σy, and that x1 is not too negative. Thus we define the set
R∗ = R∗K,V,β(ξ) := {y ∈ RK(ξ) : ∀k ∈ I, |Eσyxk − γk| 6 N−
2
3+ξk−
1
3 , Pσ̂y (x1 > γ1 −N− 23+ξ) > 1/2}.
(3.5)
Notice that for technical reasons to be clear later on the constraint on x1 is w.r.t. the measure σ̂y. This
condition will be important in Sect. 6.5.
Another modification adds the condition of a level repulsion near the boundary, i.e., we define
R# = R#K,V,β(ξ) := {y ∈ RK,V,β(ξ/3) : |yK+1 − yK+2| > N−2/3−ξK−1/3}. (3.6)
In the following theorems we establish rigidity and level repulsion estimates for the local log-gas σy with
good boundary conditions y up to the spectral edges. These theorems extend similar estimates for the local
measure µy in the bulk of the spectrum established in [25] to the edges for the measure σy.
Theorem 3.1 (Rigidity estimate for local measures). Fix β, ξ > 0 and, using the above notations, assume
that y ∈ R∗K(ξ). Then there exists constants C, c > 0 (independent of y,K) such that for large enough N
we have, for any k ∈ I, and u > 0,
P
σy
(
|xk − γk| > CN− 23+ξk− 13u
)
6 e−cu
2
. (3.7)
As a side comment we remark that the Gaussian decay in (3.7) is an artifact of the additional confine-
ment in the local measure σy. For the measures µ or µy, the tail probability of x1 has a slower decay
exp [−C(γ1 − x1)3/2] in the regime x1 ≪ γ1 in accordance with the tail behaviour of the Tracy-Widom law
(for the Gaussian beta ensemble, see [40] for a detailed analysis of the edge tail behavior). However, Theorem
3.3 below asserts that σy has the correct distribution when x1 − γ1 ∼ N− 23 .
We also have the following level repulsion estimates. Similar bounds for the measure µy in the bulk were
proved in [8, 25].
Theorem 3.2 (Level repulsion estimates for local measures). Let β > 0, let ξ be an arbitrary fixed positive
constant and assume that K satisfies (3.1). Then there are constants C, c > 0 such that for y ∈ R = RK(ξ)
and for any s > 0 we have
P
σy [yK+1 − xK 6 sK−1/3N−2/3] 6 C
(
K2s
)β+1
, (3.8)
P
σy [yK+1 − xK 6 sK−1/3N−2/3] 6 C
(
NCξs
)β+1
+ e−N
c
. (3.9)
Note that these two bounds are complementary. The first one gives optimal level repulsion for arbitrary
small s, but the constant K2 is not optimal. The second bound improves this constant but at the expenses
of an exponentially small additive error.
We remark that statements similar to (3.9) hold for any gap xi+1 − xi, not only for the last one with
i = K. The proofs are very similar, after conditioning on the points xi+1, xi+2, . . . , xK being close to their
classical locations.
We will prove the rigidity and level repulsion results only for σy since these bounds are needed in the
proof of the main theorems. The proof of the level repulsion bounds for σy, however, verbatim applies to
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µy. For the rigidity bound, from Theorem 3.1 there exists a set Y of almost full µ-measure such that for
any y ∈ Y we have
P
µy
(
|xk − γk| > N− 23+ξ+εk− 13
)
6 e−N
c
.
The role of the confinement in the definition of σ is to prevent the first particle x1 to be very negative, since
it would destroy the good convexity bound on the Hessian. The reason we have to introduce σ and σy is
that in a technical step (establishing rigidity for the interpolation between local equilibrium measures with
two different boundary conditions, see Section 8) we need a superexponential decaying tail probability of the
rigidity estimate. We establish such bound only for the confined measure σy and not for µy.
Our main technical result, Theorem 3.3 below, asserts that, for K in a restricted range, the local gap
statistics is essentially independent of V and y for good boundary conditions y (see (3.4)). For a fixed y ∈ R,
we define the classical locations αj = αj(y) of xj by the formula∫ αj
0
̺(s)ds =
j
K + 1
∫ y+
0
̺(s)ds, j ∈ J1,KK, (3.10)
i.e., αj ’s are the j-th (K + 1)-quantiles of the density in Jy. Recall that the support of ̺ starts from A = 0
even though the configuration interval starts from minus infinity.
The core universality result on the local measures is the following theorem. It compares two local measures
with potentials V and V˜ and external configurations y and y˜. For notational simplicity, we will use tilde to
refer to objects related to the measure µ˜ := µV˜ .
Theorem 3.3 (Edge universality for local measures). Let β > 1 and V , V˜ be C 4 be regular and satisfy (2.3)
and (2.4). Assume that the equilibrium density ̺V and ̺V˜ are supported on a single interval and satisfy
(2.8). Fix small positive parameters ξ, δ > 0 and a parameter 0 < ζ < 1 that satisfy
C0ξ < δ(1− ζ), (3.11)
with a sufficiently large universal constant C0, and assume that
N δ 6 K 6 N2/5−δ. (3.12)
Then there is a small χ > 0, independent of N,K, with the following property. Let y ∈ R#K,V,β(ξ)∩R∗K,V,β(ξ)
and y˜ ∈ R#
K,V˜ ,β
(ξ)∩R∗
K,V˜ ,β
(ξ) be two different boundary conditions. Fix m ∈ N. Then for any Λ ⊂ J1,KζK,
|Λ| = m, and any smooth, compactly supported observable O : Rm → R, we have for N large enough∣∣∣∣∣EσyO
((
N2/3j1/3(xj − αj)
)
j∈Λ
)
− Eσ˜y˜O
((
N2/3j1/3(xj − α˜j)
)
j∈Λ
)∣∣∣∣∣ 6 N−χ. (3.13)
We remark that, thanks to the conditions (2.8) and (3.12), the points αj and α˜j (defined by (3.10) with
̺ and ˜̺) in (3.13) can both be replaced by γj . To see this, we claim that for any y ∈ RK we have
∣∣αj − γj∣∣ 6 C jN−1+ξ
Kγ
1/2
j
6 CN−2/3+ξ
j2/3
K
, (3.14)
and these estimates are more accurate than the precision detected by the smooth observable O in (3.13)
for any j 6 Kζ. To prove (3.14), we recall γK ∼ N−2/3K2/3 and for y ∈ R, we have |yK+1 − γK+1| 6
14
N−2/3+ξK−1/3. Since the density has a square root singularity near A = 0 (2.5), by assumption K > N δ ≫
N ξ we have for y ∈ R that∣∣∣ ∫ y+
0
̺(s)ds−
∫ γK+1
0
̺(s)ds
∣∣∣ 6 Cγ1/2K+1N−2/3+ξK−1/3 6 CN−1+ξ.
Therefore, for y ∈ R we obtain that∫ αj
0
̺(s)ds =
j
K + 1
[K + 1
N
+O(N−1+ξ)
]
=
∫ γj
0
̺(s)ds+
j
K
O(N−1+ξ).
This implies (3.14).
As a consequence of the proof of Theorem 3.3, we also have the following correlation decay estimate.
Theorem 3.4 (Correlation decay near the edge). Let β > 1, V be C 4, regular, and satisfy (2.3), (2.4).
Assume that ̺V satisfies (2.8). Fix small positive parameters ξ, δ > 0 and assume (3.11), (3.12). Consider
the local measure σy with y ∈ R#K,V,β(ξ)∩R∗K,V,β(ξ). Then there is a constant C, independent of N,K, such
that for any two differentiable functions f, q on Jy and large enough N , we have
〈q(xi); f(xj)〉σy 6
NCξ
N4/3j4/9
‖q′‖∞‖f ′‖∞, i 6 j 6 K, (3.15)
where 〈f ; g〉ω := Eωfg − Eωf Eωg denotes the covariance. In particular,〈
N2/3i1/3(xi − γi);N2/3j1/3(xj − γj)
〉
σy
6
NCξi1/3
j1/9
, i 6 j 6 K. (3.16)
We remark that the rigidity estimate (3.7) shows that N2/3i1/3(xi − i2/3) 6 NCξ with a very high
probability. Therefore, as long as i≪ j1/3, (3.16) is stronger than the trivial bound〈
N2/3i1/3(xi − γi);N2/3j1/3(xj − γj)
〉
σy
6 NCξ
obtained from the rigidity estimate. We believe that the optimal estimate on the correlation decay is of the
following form: 〈
N2/3i1/3(xi − γi);N2/3j1/3(xj − γj)
〉
σy
.
(
i
j
)1/3
, i 6 j 6 K, (3.17)
and the same decay rate holds for the global measures σ and µ. A heuristic argument that this is the optimal
decay rate, at least w.r.t. the GUE measure, will be given in Appendix E. It is based on an extension of the
argument in [34]. We note that this decay is quite different from the logarithmic correlation decay in the
bulk 〈
N(xi − γi);N(xj − γj)
〉
µ
∼ log N|i− j|+ 1
which is proven for the GUE measure µ in [34] and conjectured to hold for other ensembles as well.
Theorem 3.3 is our key result. In Sections 4 and 5 we will show how to use Theorem 3.3 to prove the
main Theorems 2.7 and 2.1. The proofs of these two theorems follow the arguments used in [25]. The proofs
of the auxiliary Theorem 3.1 will be given in Subsection 6.5, and Theorem 3.2 in Appendix D. The proof of
Theorem 3.3 will start from Section 7 and will continue until the end of the paper.
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4 Edge universality of beta ensembles: proof of Theorem 2.1
In this section, we shall use the edge universality Theorem 3.3 to prove global edge universality Theorem 2.1.
Recall the definition of the measure σ with normalization factor Zσ. We start with he following lemma on
properties of σ, defined by (3.2).
Lemma 4.1. For any bounded observable O we have∣∣∣EσO − EµO∣∣∣ 6 ‖O‖∞e−Nc . (4.1)
In particular, this implies that µ and σ have the same local statistics and σ also satisfies the following rigidity
estimate: for any ξ > 0 there exists N0 and c > 0 such that for all N > N0, k ∈ J1, NK, we have
P
σ
(
|λk − γk| > N− 23+ξ(kˆ)− 13
)
6 e−N
c
. (4.2)
Moreover,
P
σ(R#K(ξ) ∩R∗K(ξ)) > 1−N−c
′
(4.3)
with some positive constant c′ > 0.
Proof. Clearly, by Θ > 0, we have the relation Zσ 6 Z among the normalization constants for σ and µ. For
a lower bound, from the rigidity estimate (2.11) for x1 we have
1 >
Zσ
Z
=
∫
e
−2β∑iΘ
(
N
2
3
−ξxi
)
dµ > Pµ(x1 > −N− 23+ξ) > 1− e−Nc .
For any bounded nonnegative observable O, we have from the rigidity estimate on µ that
E
µO − ‖O‖∞Pµ(x1 6 −N− 23+ξ) 6 Z
Zσ
E
µO1(x1 > −N− 23+ξ) 6 EσO 6 (1− e−Nc)−1EµO.
Using this separately for the positive and negative parts of an arbitrary bounded observable, this proves
(4.1). From the rigidity estimate (4.2) we have
P
σ(RK+1(ξ/3)) > 1− exp (−N c) (4.4)
(notice that the index of R is K + 1 instead of K and we use ξ/3 instead of ξ for later convenience).
Furthermore, for any y ∈ RK+1(ξ/3), the level repulsion estimate w.r.t. σy in the form proved in (3.9)
implies
P
σy
[
yK+2 − xK+1 6 sN−2/3k−1/3
]
6 C
(
N7ξ/9s
)β+1
(4.5)
for s > exp(−Kθ). Using (4.4), we see that (4.5) also holds with σy replaced by σ. Applying this with
s = N−ξ ≪ N−7ξ/9, we have
P
σ(R#K) > 1−N−c. (4.6)
The estimates (4.1)–(4.6) also hold for the measure σ̂ instead of σ with the same proof.
From the rigidity estimate w.r.t. σ, (4.2), we have for any ε > 0 that
E
σ
P
σy
(
|xj − γj | 6 N− 23+εj− 13 : ∀j ∈ I
)
= Pσ
(
|xj − γj | 6 N− 23+εj− 13 : ∀j ∈ I
)
> 1− e−Nc . (4.7)
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By the estimate (3.14) on γj − αj , (4.7) also holds if αj is replaced by γj . From the rigidity estimate w.r.t.
σ̂, we have
P
σ̂(A) > 1− e−Nc , A := {y ∈ RK(ξ) : Pσ̂y(x1 > γ1 −N− 23+ξ) > 1/2}.
By (4.1) we have and also the parallel version with σ replaced by σ̂, we have
|Pσ̂(A) − Pσ(A)| 6 e−Nc .
This guarantees that the second constraint in the definition of R∗ from (3.5) is satisfied for a set of y’s with
a high σ-probability. The first constraint is easily satisfied for a large set of y’s by the rigidity w.r.t. σ.
Thus we obtain
P
σ(R∗K) > 1− e−N
c
. (4.8)
Combining (4.6) and (4.8), we obtain (4.3).
Proof of Theorem 2.1. Fix a configuration y˜ ∈ R˜#K ∩ R˜∗K where R˜K := RK,V˜ ,β and with similar notations
for the other sets. Thus we can take expectation of (3.13) with respect to σ and use (4.3) to have∣∣∣∣∣Eσ1y∈R#K∩R∗KEσyO
((
N2/3j1/3(xj − αj(y))
)
j∈Λ
)
− Eσ˜y˜O
((
N2/3j1/3(xj − α˜j(y˜))
)
j∈Λ
)∣∣∣∣∣ 6 N−χ,
where we have explicitly indicated the dependence of αj on y. From (3.14) and j 6 K
ζ we have
N2/3j1/3|αj(y) − γj | 6 N ξjK−1 6 N−χ
provided that
N ξ+χKζ−1 6 1.
This condition is guaranteed by the condition (3.11) if χ > 0 is chosen sufficiently small. Under this condition,
we have thus proved that∣∣∣∣∣Eσ1y∈R#K∩R∗KEσyO
((
N2/3j1/3(xj − γj)
)
j∈Λ
)
− Eσ˜y˜O
((
N2/3j1/3(xj − α˜j)
)
j∈Λ
)∣∣∣∣∣ 6 N−χ.
Recall that the σ-probability of the complement of the set R#K ∩R∗K is small, see (4.3), and we can choose
χ < c′ where c′ is the constant in (4.3). Together with the fact that O is bounded, we can drop the
characteristic function 1
y∈R#K∩R∗K at a negligible error and we have∣∣∣∣∣EσO
((
N2/3j1/3(xj − γj)
)
j∈Λ
)
− Eσ˜y˜O
((
N2/3j1/3(xj − α˜j(y˜))
)
j∈Λ
)∣∣∣∣∣ 6 N−χ.
We can now repeat the same argument for the tilde variables. Taking expectation over y˜ with respect to σ˜,
we see that Eσ˜y˜ can be replaced with Eσ˜ with a negligible error. Finally, using (4.1) we can replace σ with
µ and σ˜ with µ˜. This proves the global edge universality Theorem 2.1.
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5 Edge universality of Wigner matrices: proof of Theorem 2.7
We will first prove Theorem 2.7 under the assumption that the matrix elements of the normalized matrix
satisfy a uniform subexponential decay (2.13). This will be done in the following two steps. First we show
that edge universality holds for Wigner matrices with a small Gaussian component. This argument is based
upon the analysis of the Dyson Brownian Motion (DBM). In the second step we remove the small Gaussian
component by a moment matching perturbation argument.
5.1 Edge universality with a small Gaussian component
We first recall the notion of Dyson’s Brownian motion. It describes the evolution of the eigenvalues of
a flow of Wigner matrices, H = Ht, if each matrix element hij evolves according to independent (up to
symmetry restriction) Ornstein-Uhlenbeck processes. In the Hermitian case, this process for the rescaled
matrix elements vij := N
1/2hij is given by the stochastic differential equation
dvij = dBij − 1
2
vijdt, i, j ∈ J1, NK
where Bij , i < j, are independent complex Brownian motions with variance one and Bii are real Brownian
motions of the same variance. The real symmetric case is analogous, just βij are real Brownian motions.
Denote the distribution of the eigenvalues λ = (λ1, λ2, . . . , λN ) of Ht + 2 at time t by ft(λ)µ(dλ) where
the Gaussian measure µ is given by (2.2) with V (x) = 12 (x − 2)2. (This simple shift ensures that the
convention A = 0 made at the beginning of Section 3 holds.) The density ft = ft,N satisfies the forward
equation
∂tft = Lft, (5.1)
where
L = LN :=
N∑
i=1
1
2N
∂2i +
N∑
i=1
(
− β
4
λi +
β
2N
∑
j 6=i
1
λi − λj
)
∂i, ∂i =
∂
∂λi
, (5.2)
with β = 1 for the real symmetric case and β = 2 in the complex hermitian case. The initial data f0 given
by the original generalized Wigner matrix. The main result of this section is that edge universality holds for
the measure ftµ if t is at least a small negative power of N .
Note that, in this section, we always consider the cases β = 1 or 2, although the proof of the following
theorem could be adapted to general β > 1.
Theorem 5.1. Let µ be the Gaussian beta ensemble, (2.2), with quadratic V , and ft be the solution of (5.1)
with initial data f0 given by the original generalized Wigner matrix. Fix an integer m > 0 and κ < 1/4.
Then there are positive constants b and χ such that for any t > N−b and for any compactly supported smooth
observable O we have∣∣∣[Eftµ − Eµ]O(N2/3p11/3(xp1 − γp1), . . . , N2/3p1/3m (xpm − γpm))∣∣∣ 6 CN−χ,
for any p1, . . . , pm 6 N
κ.
For any τ > 0 define an auxiliary potential W =W τ by
W τ (λ) :=
N∑
j=1
W τj (λj), W
τ
j (λ) :=
1
2τ
(λj − γj)2.
The parameter τ > 0 will be chosen as τ ∼ N−a where a is some positive exponent with a < b.
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Definition 5.2. We define the probability measure dµτ := Z−1τ e
−NβHτ , where the total Hamiltonian is given
by
Hτ := H+W τ .
Here H is the Gaussian Hamiltonian given by (2.2) with V (x) = x2/2 and Zτ = Zµτ is the partition function.
The measure µτ will be referred to as the relaxation measure.
Denote by Q the following quantity
Q := sup
t>0
1
N
∫ N∑
j=1
(λj − γj)2ft(λ)µ(dλ).
Since Ht is a generalized Wigner matrix for all t, the following rigidity estimate (Theorem 2.2 [30] and
Theorem 7.6 [19]) holds:
P
ftµ
(
|λk − γk| > N− 23+δξ(kˆ)− 13
)
6 e−N
c
. (5.3)
where γk is computed w.r.t. the semicircle law and we have used δξ as the small positive exponent needed
in the rigidity estimate [19] so that N δξ 6 Kξ. Together with a trivial tail estimate from (2.13),
P
ftµ(|λi| > s) 6 N2Pftµ(|hij(t)| > s) 6 N2 exp(−(s/
√
N)c), s > 0, (5.4)
this implies that
Q 6 N−2+2ν
for any ν > 0 if N > N0(ν) is large enough.
Recall the definition of the Dirichlet form w.r.t. a probability measure ω
Dω(
√
g) :=
N∑
i=1
Dωi (
√
g), Dωi (
√
g) :=
1
2N
∫
|∂i√g|2dω = 1
8N
∫
|∂i log g|2gdω, (5.5)
and the definition of the relative entropy of two probability measures gω and ω
S(gω|ω) :=
∫
g log gdω.
The 1/N prefactor in the definition of the Dirichlet form as well as in (5.2) originates from the N−1/2-rescaling
of the matrix elements hij = N
−1/2vij .
By the Bakry-E´mery criterion [4]), the local relaxation measure satisfies the logarithmic Sobolev inequal-
ity, i.e.,
S(fµτ |µτ ) 6 Cτ−1Dµτ (
√
f)
for any probability measure fµτ .
Now we recall Theorem 2.5 from [27] (the equation (2.37) in [27] has a typo and the correct form should
be S(fτµ|ω) 6 CNm). This theorem was first proved in [29]; a closely related result was obtained earlier in
in [23].
Lemma 5.3. Let 0 < τ 6 1 be a (possibly N -dependent) parameter. Consider the local relaxation measure
µτ . Set ψ := dµ
τ
dµ and let gt := ft/ψ. Suppose there is a constant m such that
S(fτµ|µτ ) 6 CNm. (5.6)
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Fix an ε′ > 0. Then for any t > τNε
′
the entropy and the Dirichlet form satisfy the estimates:
S(gtµ
τ |µτ ) 6 CN2Qτ−1, Dµτ (√gt) 6 CN2Qτ−2, (5.7)
where the constants depend on ε′ and m.
We remark that the condition (5.6) is trivially satisfied in our applications for any τ > N−2/3+ξ since
S(fτµ|µτ ) 6 S(fτµ|µ) + log(Zτ/Z) +N
∫
W τ (λ)fτ (λ)dµ(λ) (5.8)
and S(fτµ|µ) 6 S(Hτ |H∞) = N2S((hτ )ij |(h∞)ij) 6 CNm, where H∞ is the GOE/GUE matrix. The other
two terms in (5.8) satisfy a similar bound by (5.3).
Recall the probability measure σ (3.2) and define qt by
qtσ = ftµ = gtµτ .
From (5.3)–(5.4) and (5.7) (and recalling that we have shifted the eigenvalues in such a way that the left
spectral edge −2 is now shifted to 0), we can check that
Dσ(
√
qt) 6 2D
µτ (
√
gt) + CN
4/3
∑
j
E
ftµ|∇Θ(N2/3−ξxj)|2 6 2N2Qτ−2 + e−Nc (5.9)
for any t > τNε
′
.
Recall that σy denotes the conditional measure of σ given y and Hσy its Hamiltonian (3.3). The Hessian
of Hσ
y
satisfies for all y ∈ RK and all u ∈ RK that
〈u, (Hσ
y
)′′u〉 >
[
N4/3−2ξ
∑
j∈I
1(xj 6 −N−2/3+ξ)u2j+
∑
j∈I
V ′′(xj)u2j+
1
N
∑
j∈I,k∈Ic
u2j
(xj − yk)2
]
> cN1/3K−1/3
∑
j∈I
u2j .
(5.10)
In this estimate we used that V ′′ is bounded from below, see (2.3), and that
1
N
∑
k∈Ic
1
(x− yk)2 ∼
1
N
∑
k>K+1
1
(N ξ−2/3 +N−2/3k2/3)2
> cN1/3K−1/3
holds for any x > −N−2/3+ξ and y ∈ RK .
Define qt,y to be the conditional density of ftµ = qtσ w.r.t. σy given y, i.e., it is defined by the relation
qt,yσy = (ftµ)y. From the bound (5.10) we have the logarithmic Sobolev inequality
S(qt,yσy|σy) 6 CK
1/3
N1/3
∑
i∈I
D
σy
i (
√
qt,y). (5.11)
Combining it with the entropy inequality, we have∫
dσy|qt,y − 1| 6 C
√
S(qt,yσy|σy) 6 C
√√√√K1/3
N1/3
∑
i∈I
D
σy
i (
√
qt,y). (5.12)
The following Lemma controls the Dirichlet forms D
σy
i for most external configurations y.
20
Lemma 5.4. Fix 0 < a 6 1, ξ, ν > 0, and τ > N−a. Suppose the initial data f0 of the DBM is given by a
generalized Wigner ensemble. Then, for any ε, ε′ > 0 and t > τNε
′
there exists a set GK,t ⊂ RK(ξ) of good
boundary conditions y with
P
ftµ(GK,t) > 1− CN−ε (5.13)
such that for any y ∈ GK,t we have ∑
i∈I
D
σy
i (
√
qt,y) 6 CN
3ε+2a+2ν . (5.14)
Furthermore, for any bounded observable O, we have∣∣[Eqt,yσy − Eσy ]O(x)∣∣ 6 CK1/6N2ε+a+ν−1/6. (5.15)
We also have
E
qt,yσy |xk − γk| 6 CN−2/3+ξk−1/3, k ∈ I. (5.16)
The same bounds hold if σy and qt,y are replaced with σ̂y and q̂t,y where q̂t is defined by q̂tσ̂ = ftµ.
Proof. In this proof, we omit the subscript t, i.e., we use f = ft, etc. By definition of the conditional measure
and by (5.7) and (5.9), we have for any ν > 0 that
E
qσ
∑
i∈I
D
σy
i (
√
qt,y) =
∑
i∈I
Dσi (
√
q) 6 N2Qτ−2 + e−N
c
6 CN2a+2ν .
Therefore, by the Markov inequality, (5.14) holds for all y in a set G1K with Pfµ(G1K) > 1 − CN−3ε. Recall
from the rigidity estimate (2.11) that Pqσ(RcK) = Pfµ(RcK) is exponentially small. Hence we can choose G1K
such that G1K ⊂ RK . The estimate (5.15) now follows from (5.14), (5.11) and (5.12).
Similarly, the rigidity bound (5.3) with respect to fµ can be translated to the measure fyµy for most y,
i.e., there exists a set G2K ⊂ RK with
P
qσ(G2K) = Pfµ(G2K) > 1− exp
(−N c),
such that for any y ∈ G2K and for any k ∈ I, we have
P
qyσy
(
|xk − γk| > N−2/3Kξk−1/3
)
6 exp
(−N c). (5.17)
In particular, by setting GK := G1K ∩G2K we can conclude (5.16) for any y ∈ GK . This proves the lemma.
Lemma 5.5. Fix 0 < a < 1/6, ξ, ν > 0, and τ > N−a. Suppose the initial data f0 of the DBM is given by a
generalized Wigner ensemble. Then, for any ε′ > 0, t > τNε
′
, k ∈ I and y ∈ GK,t (defined in Lemma 5.4),
we have ∣∣Eσyxk − γk∣∣ 6 N−2/3k−1/3Kξ, k ∈ I, (5.18)
provided that
K1/3N−5/6+ν+a+2ε
′
6 N−2/3K−1/3+ξ. (5.19)
Notice that we need a < 1/6 in order that (5.19) has a solution with K →∞. In our application we will
choose a arbitrarily close to 0, then we can take any K with K 6 N1/4−δ and still find sufficiently small
positive exponents ν, a, ε′ with a + ε′ 6 b so that (5.19) holds. We will not trace the precise interrelation
among these exponents. This explains the restriction κ < 1/4 in Theorem 2.7.
The following proof is essentially the same as the one for Lemma 5.5 in [25].
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Proof. We claim that the estimate (5.18) follows from
|Eσyxk − Eqt,yσyxk| 6 K1/3N−5/6+ν+a+2ε′ . (5.20)
To see this, we have∣∣Eσyxk − γk∣∣ 6 |Eσyxk − Eqt,yσyxjk|+ |Eqt,yσyxk − γk| 6 N−2/3k−1/3Kξ,
where we have used (5.16), (5.20) and (5.19). To prove (5.20), we run the reversible dynamics
∂shs = Lyhs
starting from initial data h0 = qt,y, where the generator Ly is the unique reversible generator with the
Dirichlet form Dσy , i.e.,
−
∫
fLy g dσy =
∑
i∈I
1
2N
∫
∇if · ∇ig dσy.
Recall that from the convexity bound (5.10), τK = K
1/3/N1/3 is an upper bound for the time to
equilibrium of this dynamics. After differentiation and integration we get,
[
E
qt,yσy − Eσy
]
(xk − γk) =
∫ Kε′τK
0
du
1
2N
∫
(∂khu)dσy +O(exp (−cKε′)).
From the Schwarz inequality with a free parameter R, we can bound the last line by
1
N
∫ Kε′τK
0
du
∫ (
R(∂k
√
hu)
2 + huR
−1
)
dσy +O(exp (−cKε′)).
Dropping the trivial subexponential error term and using that the time integral of the Dirichlet form is
bounded by the initial entropy, we can bound the last line by
RS(qt,yσy|σy) + K
ε′τK
NR
.
Using the logarithmic Sobolev inequality for σy and optimizing the parameter R, we can bound the last
term by ∣∣∣Eσyxk − Eqt,yσyxk∣∣∣ 6 τKR∑
i∈I
D
σy
i (
√
qt,y) +
Kε
′
τK
NR
+O(exp (−cKε′))
6
Kε
′
τK√
N
(∑
i∈I
D
σy
i (
√
qt,y)
)1/2
+O(exp (−cKε′)).
Combining this bound with (5.14) with the choice ε = ε′, we obtain (5.20).
We note that if we applied (5.15) with the special choice O(x) = xk to control (5.20), then the error
estimate would have been much worse. We stress that (5.18) is not an obvious fact although we know that it
holds for y with high probability w.r.t. the equilibrium measure µ. The key point of (5.18) is that it holds
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for any y ∈ GK , i.e., for a set of y’s with ”high probability” w.r.t ftµ! We also remark that (5.18) holds only
in the sense of expectation of xk and have not yet established that
E
σy
∣∣xk − γk∣∣ 6 N−2/3k−1/3Kξ, k ∈ I.
We will finally prove this estimate (Theorem 3.1) but only after we prove the rigidity estimate for σy.
We can now prove the main result of this section.
Proof of Theorem 5.1. We will consider only the case m = 1 since the general case is only notationally more
involved. From the assumption (5.19) the right hand side of (5.15) is smaller than K−1/2. Choosing χ
sufficiently small, we thus have∣∣∣[E(ftµ)y − Eσy]O(N2/3p1/3(xp − γp))∣∣∣ 6 CK−1/2 6 CN−χ, (5.21)
for all y ∈ GK and p 6 Kζ with the ftµ-probability of GK satisfying (5.13).
We now apply Theorem 3.3 to the same Gaussian beta ensemble with two different boundary conditions
so that ∣∣∣[Eσy − Eσy˜ ]O(N2/3p1/3(xp − γp))∣∣∣ 6 CN−χ,
for all y, y˜ ∈ R#K ∩R∗K and p 6 Kζ. Since Pσ(R#K ∩R∗K) > 1−N−c
′
(see (4.3)), taking the expectation of
y˜ w.r.t. σ we have thus proved that∣∣∣[Eσy − Eσ]O(N2/3p1/3(xp − γp))∣∣∣ 6 CN−χ.
We know from (4.1) that ∣∣∣[Eσ − Eµ]O(N2/3p1/3(xp − γp))∣∣∣ 6 CN−χ.
Together with (5.21), we thus have∣∣∣[E(ftµ)y − Eµ]O(N2/3p1/3(xp − γp))∣∣∣ 6 CN−χ, (5.22)
for all y ∈ GK ∩R#K ∩R∗K . Once we prove that
P
ftµ(GK ∩R#K ∩R∗K) > 1−N−χ (5.23)
then by averaging (5.22) in y w.r.t. ftµ we have∣∣∣[Eftµ − Eµ]O(N2/3p1/3(xp − γp1))∣∣∣ 6 CN−χ.
and this proves Lemma 5.1.
Finally, we have to prove (5.23). By (5.13) we have that PftµGK > 1−N−ε. We now prove that similar
inequality holds for the set R#K and show that GK ⊂ R∗K . This will conclude (5.23) and complete the proof
of Lemma 5.1.
Step 1: We first prove that
P
ftµ(R#K) > 1−N−c
′
. (5.24)
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Since ftµ represents the probability distribution of a generalized Wigner matrix ensemble, from the rigidity
estimate (5.3), we have
P
ftµ(RK+1) > 1− exp (−N c). (5.25)
From the level repulsion estimate (3.9) with k = K + 1, we have for any y ∈ RK+1 that
P
σy [yK+2 − xK+1 6 sN−2/3K−1/3] 6 C
(
N7ξ
′/3s
)β+1
.
Applying (5.15) with O(x) = 1(yK+2 − xK+1 6 sN−2/3K−1/3) and using the condition (5.19), we obtain a
similar estimate w.r.t. the measure (ftµ)y, i.e.,
P
(ftµ)y [yK+2 − xK+1 6 sN−2/3K−1/3] 6 C
(
N7ξ
′/3s
)β+1
+ CK1/6N2ε
′+a+ν−1/6. (5.26)
This estimate (5.26) and the bound (5.25) with K + 1 replaced by K imply (5.24) provided 7ξ′/3≪ ξ and
(5.19) is satisfied.
Step 2: We now prove that
GK ⊂ R∗K .
By Lemma 5.5, the inequality |Eσyxk − γk| 6 N− 23+ξk− 13 holds for all y ∈ GK . This verifies the first defining
condition of R∗. To check the other defining condition of R∗K , we now show that
P
σ̂y
[
Ω
]
> 1/2, Ω := {x1 > γ1 −N− 23+ξ} (5.27)
holds for y ∈ GK . To prove (5.27), for y ∈ GK we have from (5.15) (applied to σ̂y) that
|Pσ̂yΩ− Pq̂t,y σ̂yΩ| 6 CK1/6N2ε′+ε+a−1/6.
Under the assumption (5.19), the right hand side of the last equation vanishes as N →∞. Thus we have
P
σ̂y
[
Ω
]
> Pq̂t,y σ̂y
[
Ω
]− 1/4.
From (5.17), we have Pq̂t,yσ̂yΩ > 1− e−Nc and thus Pσ̂y[Ω] > 1/2 for y ∈ GK .
5.2 Removal of the Gaussian convolution
The last step to complete the proof of edge universality is to approximate arbitrary Wigner matrices by a
Gaussian divisible ensemble. We will need the following result.
Theorem 5.6 (Universality of extreme eigenvalues, Theorem 2.4 of [30]). Suppose that we have two N ×
N generalized Wigner matrices, H(v) and H(w), with matrix elements hij given by the random variables
N−1/2vij and N−1/2wij , respectively, with vij and wij satisfying the uniform subexponential decay condition
(2.13). Let Pv and Pw denote the probability and Ev and Ew the expectation with respect to these collections
of random variables. Suppose that Assumptions (A) and (B) hold for both ensembles. If the first two
moments of vij and wij are the same, i.e.,
E
vv¯lijv
u
ij = E
ww¯lijw
u
ij , 0 6 l + u 6 2,
then there is an ε > 0 and δ > 0 depending on ϑ in (2.13) such that or any real parameter s (may depend
on N) we have
P
v(N2/3(λN − 2) 6 s−N−ε)−N−δ 6 Pw(N2/3(λN − 2) 6 s) 6 Pv(N2/3(λN − 2) 6 s+N−ε) +N−δ
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for N > N0 sufficiently large, where N0 is independent of s. Analogous result holds for the smallest eigenvalue
λ1 and also for extensions to the joint distributions of any finite number of eigenvalues λN−i1 , . . . , λN−ik as
long as |ik| 6 Nε (or similar results for the smallest eigenvalues).
Given Theorem 5.6, we can now complete the proof of the edge universality for generalized Wigner
matrices with subexponential decay. Recall that Ht is the generalized Wigner matrix whose matrix elements
evolve by independent OU processes. In Theorem 5.1 we have proved that the statistics of eigenvalues at
the spectral edge of Ht, for t > N
−a+ε′ and for any initial generalized matrix H , is the same as the standard
Gaussian one in the corresponding symmetry class. We now construct an auxiliary Wigner matrix H0 (see,
e.g., Lemma 3.4 of [28] which allows us to match ) such that the first two moments of Ht (with t = N
−c′ for
some small c′ > 0) and the first two moments of the original matrix Hv are identical. The edge statistics
of Hv and Ht coincide by Theorem 5.6 and the edge statistics of Ht are identical to those of the standard
GOE/GUE by Theorem 5.1. This completes our proof of Theorem 2.7.
6 Rigidity of the particles
Most of this section is devoted to proving Theorem 2.4 which asserts the rigidity of the particles under the
measure µ at the optimal scale up to the edge (which, for us, means a control throughout the support of
the equilibrium measure including the edge). We recall that the same statement holds for the measure σ
(Lemma 4.1).
Our method to prove rigidity is a multiscale analysis, initiated for the bulk particles in [8, 9]. It is a
bootstrap argument where concentration and accuracy bounds are proved in tandem, gradually for smaller
and smaller scales. Concentration bound means a control on the fluctuation of a particle around its mean;
this is obtained by a local logarithmic Sobolev inequality (for non-convex V we need an extra convexification
argument). To estimate the log-Sobolev constant we use rigidity on a larger scale. The next step is to
identify the mean, this is achieved by the first loop equation, where the error term involves the improved
concentration bound. This leads to a better accuracy and thus better rigidity. This information can be used
to improve the concentration bound on a smaller scale, etc. In this paper we prove rigidity up to the edge,
which involves new difficulties: the loop equation is less stable since the density vanishes near the edge.
Moreover, the loop equation is used to improve the accuracy of one specific particle (the leftmost one, λ1),
whose rigidity cannot originate in the pairwise interaction from surrounding particles.
This extra difficulty (lack of a natural boundary on the left) is also critical in the last subsection, where we
prove Theorem 3.1, i.e., the rigidity of the particles under the conditional measure σy with a Gaussian tail.
Extra convexity (hence rigidity) on the left of the first particle is the reason for introducing the modification
σy of µy which artificially confines the first particle.
Another extra difficulty consists in improving the accuracy without assuming that V is analytic. This
analyticity condition was essential in the works [36,50] and the previous optimal bulk rigidity estimates [8,9].
It turns out that the analyticity condition can be replaced by a much weaker smoothness assumption by a
more careful analysis of the first loop equation, see (6.18) and (6.38).
In this section we disregard the shift convention which sets A = 0.
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6.1 Statement of the results
For any fixed N , let the classical position γ
(N)
k of the k-th particle under µ
(N) be defined by
∫ γ(N)k
−∞
̺
(N)
1 (s)ds =
k
N
, (6.1)
where ̺
(N)
1 is the density of µ
(N). Recall that γk from (2.6) denotes the limiting classical location.
Definition 6.1. In the following definitions, the potential V and β > 0 are fixed.
(i) We say that rigidity at scale a holds if for any ε > 0, there are constants c > 0 and N0 such that for
any N > N0 and k ∈ J1, NK we have
P
µ
(
|λk − γk| > N− 23+a+ε(kˆ)− 13
)
6 e−N
c
.
(ii) We say that concentration at scale a holds if for any ε > 0, there are constants c > 0 and N0 such
that for any N > N0 and k ∈ J1, NK we have
P
µ
(
|λk − Eµ(λk)| > N− 23+a+ε(kˆ)− 13
)
6 e−N
c
.
(iii) We say that accuracy at scale a holds if for any ε > 0, there is a constant N0 such that for any
N > N0 and k ∈ J1, NK we have ∣∣∣γk − γ(N)k ∣∣∣ 6 N− 23+a+ε(kˆ)− 13 .
For the proof of Theorem 2.4 the main steps are the concentration and accuracy improvements hereafter,
proved in the following subsections.
Proposition 6.2. Let V be C 2, regular with equilibrium density supported on a single interval [A,B], and
satisfy (2.3), (2.4). Then rigidity at scale a implies concentration at scale a/2.
Proposition 6.3. Let V be C 4, regular with equilibrium density supported on a single interval [A,B], and
satisfy (2.3), (2.4). Then rigidity at scale a implies accuracy at scale 11a/12.
Remark 6.4. Notice that the accuracy improves from scale a only to scale 11a/12 instead of 3a/4 as it was
achieved in the bulk case (see Proposition 3.13 in [8]). This weaker control is due to some difficult estimates
near the edge that have not been optimized.
Proof of Theorem 2.4. It is known that rigidity at scale 1 holds. More precisely, for any ε > 0 there are
positive constants c1, c2 such that, for all N > 1,
P
µ (∃k ∈ J1, NK | |λk − γk| > ε) 6 c1e−c2N . (6.2)
For eigenvalues in the bulk, (6.2) follows from the large deviations for the empirical spectral measure with
speed N2, see [2,6]. For the extreme eigenvalues the large deviations principle with speed N is proved in [5]
for the GOE case, and extended in [2] Theorem 2.6.6, for the general case (up to a condition on the partition
function that follows from Theorem 1 (iii) in [50]).
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We now use Propositions 6.2 and 6.3 to obtain that concentration and accuracy hold at scale 11/12. We
just need to prove that concentration and accuracy at some scale b > 0 imply rigidity the same scale b. Then
a simple induction on scales shows that rigidity holds on scale (11/12)m for any integer m, i.e., it holds at
any positive scale ξ.
To show the key part of the induction step, assume that concentration and accuracy hold at scale b. Fix
any k ∈ J1, NK. Then for any ε > 0 we have
E
µ#
{
λi 6 E
µ(λk)−N− 23+b+ ε2 (kˆ)− 13
}
=
N∑
ℓ=1
P
µ
{
λℓ < E
µ(λk)−N− 23+b+ ε2 (kˆ)− 13
}
6 k − 1 + (N − k + 1)Pµ
{
λk < E
µ(λk)−N− 23+b+ ε2 (kˆ)− 13
}
6 k
for large enough N , independently of k, since the probability in the last line is subexponentially small
by concentration on scale b. As γ
(N)
k is defined by E
µ(#{λi 6 γ(N)k }) = k, this implies that γ(N)k >
Eµ(λk) − N− 23+b+ ε2 (kˆ)− 13 for some large enough N , independent of k. In the same way one can get the
upper bound, which yields
|γ(N)k − Eµλk| 6 N−
2
3+b+ε(kˆ)−
1
3
for large enough N . As we have accuracy at scale b, the same conclusion holds when replacing γ
(N)
k by γk.
We thus proved, for any ε > 0, the existence of some C > 0 such that for all N and k we have
|γk − Eµλk| 6 CN− 23+b+ ε2 (kˆ)− 13 . (6.3)
The conclusion now easily follows from
P
µ
{
|λk − γk| > N− 23+b+ε(kˆ)− 13
}
6 Pµ
{
|λk − Eµλk| > 1
2
N−
2
3+b+ε(kˆ)−
1
3
}
+ 1
(
|γk − Eµλk| > 1
2
N−
2
3+b+ε(kˆ)−
1
3
)
.
The first term can be bounded by the concentration hypothesis, the second term is 0 for large enough N ,
thanks to (6.3).
6.2 Initial estimates for non-analytic potentials
Let h be a continuous and bounded function. Consider the probability distribution on the simplex λ1 6
. . . 6 λN given by
µ(N,h)(dλ) ∼ e−β(NH(λ)+
∑N
k=1 h(λk))dλ,
where H is defined in (1.1). We denote by mN,h the Stieltjes transform for the measure µ(N,h):
mN,h(z) = E
µ(N,h)
(
1
N
N∑
k=1
1
z − λk
)
. (6.4)
In the following, it will be useful to have the density supported strictly in a compact interval: for given
κ > 0, define the following variant of µ(N,h) conditioned to have all particles in [A− κ,B + κ]:
µ(N,h,κ)(dλ) =
1
ZN,κ
∏
16i<j6N
|λi − λj |β
N∏
k=1
e−β(
N
2 V (λk)+h(λk))1λk∈[A−κ,B+κ]dλ1 . . . dλN . (6.5)
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We will choose κ to be small, fixed number. Let ̺
(N,h,κ)
k denote the correlation functions and mN,h,κ(z)
the Stieltjes transform, defined in the same way as (2.7) and (6.4), but for the underlying measure µ(N,h,κ).
Then Lemma 1 in [10] (strictly speaking this result is given in [10] only for h ≡ 0, but the proof works for
any fixed h) states that under condition (2.4), for some large enough κ there exists some c > 0, depending
only on V , such that for any x1, . . . , xk ∈ [A− κ,B + κ], we have∣∣∣̺(N,h,κ)k (x1, . . . , xk)− ̺(N,h)k (x1, . . . , xk)∣∣∣ 6 ̺(N,h,κ)k (x1, . . . , xk)e−cN , (6.6)
and for x1, . . . , xj 6∈ [A− κ,B + κ], xj+1, . . . , xk ∈ [A− κ,B + κ],
̺
(N,h)
k (x1, . . . , xk) 6 e
−cN∑ji=1 log |xi|. (6.7)
The estimates (6.6) and (6.7) actually also hold for arbitrarily small fixed κ > 0 thanks to the large deviations
estimates (6.2), which holds not only for µ(N) but also for µ(N,h). From now we fix this small parameter
κ > 0. The following Lemma relates estimates on mN,h − m and concentration of linear statistics of the
particles.
Lemma 6.5. Let V be C 4, regular such that the equilibrium density ̺V is supported on a single interval
[A,B] and satisfies (2.3), (2.4). Let h1, h2 be C
2 functions such that ‖h1‖∞, ‖h′1‖∞, ‖h′′1‖∞ < ∞, and the
same for h2. Let a ∈ (0, 1/2) and ε > 0. Assume that for any ℑ(z) = η ∈ (N−1/2, N−a) and s ∈ (−β, β) we
have ∣∣mN,(1+s)h1(z)−m(z)∣∣ 6 C Nε|(z −A)(z −B)|1/2Nη2 . (6.8)
Then there is a constant c > 0 such that, for any N > 1, we have
P
µ(N,h1)
(∣∣∣∣∣
N∑
k=1
h2(λk)−N
∫
h2(s)̺(s)ds
∣∣∣∣∣ > N2a+2ε
)
6 e−N
c
. (6.9)
Proof. Let κ > 0 be a small constant and C > 0 be chosen such that for any E ∈ Iκ := [A − κ,B + κ],
η ∈ (0, N−a), and s ∈ (−β, β) we have
∣∣mN,(1+s)h1(z)−m(z)∣∣ 6 C (logN)1/2N1/2η . (6.10)
This inequality was proved in [46], Theorem 2.3 (ii) Let χ be a smooth nonnegative cutoff function; χ = 1
on [0, N−a/2], χ = 0 on [N−a,∞), ‖χ′‖∞ = O(Na). Let h˜2 be C 2, compactly supported on Iκ, such that
h2 = h˜2 on Iκ/2, for some κ > 0. From the large deviations estimate (6.2) we have, for any ε > 0,
P
µ(N,h1)
(∣∣∣∣∣
N∑
k=1
(h2(λk)− h˜2(λk))
∣∣∣∣∣ > Nε
)
6 e−N
c
.
for some c > 0. As a consequence, to prove (6.9), we can assume that h2 is supported on Iκ. By the
Helffer-Sjo¨strand formula (see formula (B.13) in [22]),∫
h2(u)(̺
(N,(1+s)h1)
1 (u)−̺(u))du = O
(∫∫
x∈Iκ,η>0
(ηχ(η) + |χ′(η)|) ∣∣mN,(1+s)h1(x+ iη)−m(x+ iη)∣∣ dxdη) .
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The term involving χ′ can be evaluated using (6.8), and is bounded by N−1+2a. For the χ term, we bound
mN,(1+s)h1(z)−m(z) by (6.8) if η > N−1/2 and by (6.10) if η ∈ (0, N−1/2). We obtain∫
h2(u)(̺
(N,(1+s)h1)
1 (u)− ̺(u))du = O
(
N2a
N
)
.
The remainder of the proof is a classical argument: using the above estimate we get
d
ds
logEµ
(N,h1)
(
es(
∑N
k=1 h2(λk)−N
∫
h2(u)̺(u)du)
)
= Eµ
(N,(1+s/β)h1)
(
N∑
k=1
h2(λk)−N
∫
h2(u)̺(u)du
)
= O(N2a).
This yields
E
µ(N,h1)
(
e
∑N
k=1 h2(λk)−N
∫
h2(s)̺(s)ds
)
+ Eµ
(N,h1)
(
e−(
∑N
k=1 h2(λk)−N
∫
h2(s)̺(s)ds)
)
6 ecN
2a
,
and one concludes by the exponential Markov inequality.
The following lemma provides almost optimal estimates for mN,h − m for η = ℑ(z) till order 1. For
non-analytic V , it improves previous estimates by Pastur and Shcherbina by a factor
√
N , and relies on their
initial estimates proved in [46].
Lemma 6.6. Let V be C 4, regular such that the equilibrium density ̺V is supported on a single interval
[A,B] and satisfy (2.3), (2.4). Let h be a C 2 function with ‖h‖∞, ‖h′‖∞, ‖h′′‖∞ < ∞. Then for any ε > 0
there exists a constant C = C(V, ε, ‖h′‖∞) such that, for any E ∈ [A− κ,B + κ], η ∈ (0, N−ε), we have
|(z −A)(z −B)|1/2 |mN,h(z)−m(z)| 6 C N
ε
Nη2
.
Proof. Let Iκ = [A − κ,B + κ] and d(ξ) = infs∈Iκ |ξ − s|. Thanks to the estimates (6.6) and (6.7), we just
need to prove the lemma for the Stieltjes transform mN,h,κ instead of mN,h.
For any a ∈ (0, 1), let P(a) be the following property: for any ε > 0 there exists a constant C =
C(V, a, ε, ‖h′‖∞) such that, for any E ∈ [A− κ,B + κ], we have
|(z −A)(z −B)|1/2 |mN,h,κ(z)−m(z)| 6 C N
ε
Nη2
for η ∈ (0, N−a), (6.11)
|(z −A)(z −B)|1/2 |mN,h,κ(z)−m(z)| 6 C N
2a+ε
N
for η ∈ [N−a, 1]. (6.12)
We will prove that P(a) implies P(a/2), which concludes the proof of the lemma by induction, as P(1/2)
holds: Pastur and Shcherbina (see [46]1 Theorem 2.3 (ii)): proved that
mN,h,κ(ξ)−m(ξ) = O
(
(logN)1/2
N1/2d(ξ)
)
,
1
N2
Varµ(N,h,κ)
(
N∑
k=1
1
ξ − λk
)
= O
(
logN
Nd(ξ)2
)
, (6.13)
the second estimate being useful later along the proof. Here we used that η|(z −A)(z −B)|1/2 6 d(z).
1Strictly speaking these estimates were proved for h ≡ 0, but the analysis in [46] extends to our context in a straightforward
way, when ‖h‖∞, ‖h′‖∞, ‖h′′‖∞ <∞.
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Assume that P(a) holds. To prove P(a/2), we will need the quasi-analytic extension of V of order three:
V˜ (z) = V (E) + iηV ′(E)− η
2
2
V ′′(E). (6.14)
Note that V = V˜ on the real axis. One easily checks that
∂z¯∂E V˜ (z) = −η
2
2
V (4)(E). (6.15)
The first loop equation and its limit are (see [31, 36, 50] for various proofs), for any ξ 6∈ R,
mN,h(ξ)
2 +
∫
R
V ′(s) +N−1h′(s)
ξ − s ̺
(N,h)
1 (s)ds =
1
N
(
2
β
− 1
)
m′N,h(ξ) +
1
N2
Varµ(N,h)
(
N∑
k=1
1
ξ − λk
)
, (6.16)
m(ξ)2 +
∫
R
V ′(s)
ξ − s ̺(s)ds = 0. (6.17)
Here VarµX := E
µX2 − (EµX)2, in particular VarµX may be complex. We choose to write the difference
of both equations in the following way:
(mN,h(ξ)−m(ξ))2 + (2m(ξ)− ∂E V˜ (ξ))(mN,h(ξ)−m(ξ)) +
∫
R
∂E V˜ (ξ)− V ′(s)
ξ − s (̺
(N,h)
1 (s)− ̺(s))ds
+
1
N
∫
R
h′(s)
ξ − s̺
(N,h)
1 (s)ds−
1
N
(
2
β
− 1
)
m′N,h(ξ) −
1
N2
Varµ(N,h)
(
N∑
k=1
1
ξ − λk
)
= 0.
Thanks to the estimates (6.6) and (6.7), the above equation also holds when all considered quantities are
with respect to the measure µ(N,h,κ) instead of µ(N,h), up to an exponentially small error term which is
uniform in {d(ξ) > N−10}:
(mN,h,κ(ξ)−m(ξ))2 + (2m(ξ)− ∂E V˜ (ξ))(mN,h,κ(ξ) −m(ξ)) + bN (ξ)− cN (ξ) = O
(
e−cN
)
, (6.18)
bN (ξ) :=
∫
R
∂E V˜ (ξ) − V ′(s)
ξ − s (̺
(N,h,κ)
1 (s)− ̺(s))ds, (6.19)
cN (ξ) := − 1
N
∫
R
h′(s)
ξ − s̺
(N,h,κ)
1 (s)ds+
1
N
(
2
β
− 1
)
m′N,h,κ(ξ) +
1
N2
Varµ(N,h,κ)
(
N∑
k=1
1
ξ − λk
)
. (6.20)
Take z such that ℑz = η ∈ (N−a, 1), let δ ∈ (N−a/4, η/2) be chosen later, and consider the domain
Ωδ = {ξ | d(ξ) 6 δ}, and ∂Ωδ its boundary, encircling Iκ but not z. We also use the notation, for ξ 6∈ Iκ,
r(ξ) =
((A− ξ)(B − ξ))1/2
2m(ξ)− ∂E V˜ (ξ)
,
where the branch of the numerator is chosen so that ((A − ξ)(B − ξ))1/2 ∼ ξ as |ξ| → ∞. One can check
that r is continuous in C: thanks to the equilibrium equation m(s) = 12V
′(s) (s ∈ [A,B]) the real part of
2m(ξ) − ∂E V˜ (ξ) vanishes on [A,B], and the imaginary parts of the numerator and the denominator both
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change signs across [A,B]. Moreover, thanks to the square root singularity of ρ at A− and B+, the following
bounds easily hold:
c 6 |r(ξ)| 6 c−1 (6.21)
uniformly in Ωη, for some c > 0. Multiplying (6.18) by r(ξ) and integrating counterclockwise, one can write∫
∂Ωδ
(mN,h,κ(ξ)−m(ξ))((A − ξ)(B − ξ))1/2
z − ξ dξ =
∫
∂Ωδ
−(mN,h,κ(ξ) −m(ξ))2 + cN (ξ)
z − ξ r(ξ)dξ (6.22)
−
∫
∂Ωδ
bN(ξ)
z − ξ r(ξ)dξ +O(e
−cN). (6.23)
SincemN,h,κ(ξ) andm(ξ) are both Stieltjes transforms of a probability measure, we have |mN,h,κ(ξ)−m(ξ)| =
O(|ξ|−2), thus (mN,h,κ(ξ)−m(ξ))((A− ξ)(B − ξ))1/2 = O(|ξ|−1) as |ξ| → ∞. So the left hand side of (6.22)
is 2πi((A−z)(B−z))1/2(mN,h,κ(z)−m(z)), by the residue theorem. Moreover, we have the estimates (6.13)
and the trivial bounds
1
N
m′N,h,κ(ξ) = O
(
1
Nd(ξ)2
)
,
1
N
∫
R
h′(s)
ξ − s̺
N,h,κ
1 (s)ds = O
(
1
Nd(ξ)
)
.
Together with (6.13), this implies that the right hand side of (6.22) is O
(
(logN)2
Nδ2
)
.
Finally, to estimate (6.23), we will use the induction hypothesis P(a). We first introduce the notations
(for t > 0)
Ωδ,t = {ω ∈ Ωδ | ℑ(ω) > t}, Ωδ,−t = {ω ∈ Ωδ | ℑ(ω) < −t}.
By first using the continuity of r and bN at ℑ(ξ) = 0 and then Green’s formula separately in Ωδ,t, Ωδ,−t, we
obtain (all contour integrals being counterclockwise)∫
∂Ωδ
bN(ξ)
z − ξ r(ξ)dξ = limt→0+
(∫
∂Ωδ,t
bN(ξ)
z − ξ r(ξ)dξ +
∫
∂Ωδ,−t
bN (ξ)
z − ξ r(ξ)dξ
)
= O
(∫∫
Ωδ\R
1
|z − ξ| |∂ξ¯(bN(ξ)r(ξ))|dξdξ¯
)
= O
(∫∫
Ωδ\R
1
|z − ξ| |∂ξ¯(bN(ξ))|dξdξ¯
)
+O
(∫∫
Ωδ\R
1
|z − ξ| |bN(ξ)∂ξ¯r(ξ)|dξdξ¯
)
, (6.24)
where we used (6.21). A straightforward calculation from (6.15) and (6.21) yields
∂ξ¯bN (ξ) = −
ℑ(ξ)2
2
V (4)(E)(mN,h,κ(ξ)−m(ξ)), ∂ξ¯r(ξ) = O
(
∂ξ¯(2m(ξ)− ∂E V˜ (ξ))
|(A− ξ)(B − ξ)|1/2
)
= O
(
(ℑ(ξ))2)
|(A− ξ)(B − ξ)|1/2
)
.
(6.25)
Moreover, as V is of class C 4, the functions s 7→ ℜ
(
∂E V˜ (ξ)−V ′(s)
ξ−s
)
, s 7→ ℑ
(
∂E V˜ (ξ)−V ′(s)
ξ−s
)
have their first
two derivatives on Iκ uniformly bounded for z in any compact set. Consequently, we can use Lemma 6.5
with h2 playing the role of these functions, and we easily get, assuming P(a) (which in particular guarantees
the condition (6.8) in Lemma 6.5) that
bN(ξ) = O
(
N−1+2a+ε
)
, (6.26)
31
for any ε > 0, uniformly for z in any compact set of C. Here we also used (6.2) to control the non-compact
regime. From (6.12) we also have
∂ξ¯bN(ξ) = O
(
N−1+2a+ε(ℑ(ξ))2
|(A− ξ)(B − ξ)|1/2
)
in the integration regime in (6.24). By the estimates (6.25) and (6.26) we finally obtain that both error terms
in (6.24) are O(N−1+2a+εδ5/2). We proved that the right hand side of (6.22) and (6.23) together have a
size bounded by CNε
(
1
Nδ2 +
N2aδ5/2
N
)
. If η ∈ (N−a, N−a/2) we choose δ = η/2, which yields an error term
at most CNε/(Nη2). If η ∈ (N−a/2, 1) we choose δ = N−a/2/2, which yields an error at most CN−1+a+ε.
This shows that P(a/2) holds and it concludes the proof.
An immediate consequence of Lemmas 6.5 and 6.6 is the following concentration of linear statistics.
Corollary 6.7. Let V be C 4, regular such that the equilibrium density ̺V is supported on a single interval
[A,B] and satisfy (2.3), (2.4). Let h be a C 2 function such that ‖h‖∞, ‖h′‖∞, ‖h′′‖∞ < ∞. Then for any
ε > 0 there exists a constant c > 0 such that, for any N > 1, we have
P
µ(N)
(∣∣∣∣∣
N∑
k=1
h(λk)−N
∫
h(s)̺(s)ds
∣∣∣∣∣ > Nε
)
6 e−N
c
. (6.27)
As we mentioned in the proof of Lemma 6.6, for fixed z, as V is C 4, the functions s 7→ ℜ
(
V ′(E)−V ′(s)
z−s
)
, s 7→
ℑ
(
V ′(E)−V ′(s)
z−s
)
have their first two derivatives uniformly bounded for z in any compact set. Consequently,
using Corollary 6.7 and Lemma 6.2, we have, for any ε > 0,∫
R
V ′(E)− V ′(s)
z − s
(
̺
(N)
1 (s)− ̺(s)
)
ds = O
(
Nε
N
)
(6.28)
uniformly for z in any compact set of C. This estimate will be useful in the Subsection 6.4.
6.3 Proof of Proposition 6.2
For the proofs of Propositions 6.2 and 6.3 we will assume that k 6 N/2, thus k = k̂ and we remove the hat
from the indices.
6.3.1 Convexification This paragraph modifies the original measure µ(N) into a log-concave one, without
changing the rigidity properties. This convexification first appeared in [9]. We state the main steps hereafter
for the sake of completeness, and because the explicit form of the convexified measure will be required in
the next multiscale analysis, subsection 6.3.2.
Let θ be a continuous nonnegative function with θ = 0 on [−1, 1] and θ′′ > 1 for |x| > 1. We can take
for example θ(x) = (x− 1)21x>1 + (x + 1)21x<−1 in the following.
Definition 6.8. For any fixed s, ℓ > 0, independent of N , define the Gibbs probability measure
dν(s,ℓ,N,c1,ε) = e−βNHν :=
1
Z(s,ℓ)
e−βNψ
(s)−βN∑i,j ψi,j−βN(W+1)∑ℓα=1X2αdµ,
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with Hamiltonian
Hν = ψ(s) +
∑
i,j
ψi,j + (W + 1)
ℓ∑
α=1
X2α +
N∑
k=1
1
2
V (λk)− 1
N
∑
16i<j6N
log(λj − λi), (6.29)
where
• W is the constant appearing in the lower bound (2.3);
• the function gα is chosen such that ‖gα‖∞ + ‖g′α‖∞ + ‖g′′α‖∞ <∞ and, for any N and k ∈ J1, NK,
g′α(γ˜k) =
√
2 cos
(
2π
(
k − 1
2
)
α
2N
)
,
where γ˜k is defined by
∫ γ˜k
−∞ ̺V (s)ds =
1
N (k − 12 );
• Xα = N−1/2
∑
j (gα(λj)− gα(γ˜j));
• ψ(s)(λ) = Nθ
(
s
N
∑N
i=1(λi − γ˜i)2
)
;
• ψi,j(λ) = 1N θ
(√
c1N Qi,j(λi − λj)
)
, where c1 is a positive constant (to be chosen large enough but
independent of N in the next Lemma 6.9) and Qij is defined in the following way. Let the function
m(n) be defined on Z by m(n) ∈ J−N + 1, NK and m(n) ≡ n mod(2N); let d(k, ℓ) = |m(k − l)| and
ε > 0 be a fixed small parameter; let
Rk,ℓ =
1
N
ε2/3
d(k,ℓ)2
N2 + ε
2
for any k, ℓ ∈ J−N + 1, NK; Q = Q(ε) is then finally defined, for i, j ∈ J1, NK, by
Qi,j = Ri,j +R1−i,j +Ri,1−j +R1−i,1−j .
Note that the measure ν(s,ℓ,N,c1,ε) depends on all five parameters but we will take the liberty to omit some or
all of them in formulas where they are irrelevant.
Thanks to these linear statistics Xα, the convexity of ν is improved compared to the one of µ, in particular
the following result was proved as Lemma 3.5 in [9]2.
Lemma 6.9. For any C > 0 there are constants ℓ, s, c1, ε > 0 depending only on V and C, such that for N
large enough ν = ν(s,ℓ,N,c1,ε) satisfies, for any v ∈ RN ,
〈v, (∇2Hν)v〉 > C ‖v‖2.
An important fact for the measure ν(s,ℓ) is that it does not deviate much from µ concerning events with
very small probability. More precisely, the following result holds.
We say that a sequence of events (AN )N>1 is exponentially small for a sequence of probability measures
(mN )N>1 if there are constants C, c > 0 such that, for any N , we have
mN (AN ) 6 Ce
−Nc .
2 Note that in Lemma 3.5 in [9], the constant c was just required to be positive but following the reasoning in [9] it can be
made arbitrary large by choosing ℓ sufficiently large.
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Lemma 6.10. For any fixed choice of the parameters s, ℓ, c1, ε defining ν
(N), the measures (µ(N))N>1 and
(ν(N))N>1 have the same exponentially small events. In particular, for any a > 0, concentration at scale a
for (µ(N))N>1 is equivalent to concentration at scale a for (ν
(N))N>1.
Proof. The first statement can be proved as Lemma 3.6 in [9], except that in that paper we used E(NX2α) <
(logN)2, an estimate true in the context of an analytic potential V . Here we only assume that V is C 4;
then by Lemma 6.5, for any ε > 0 and for large enough N , we have E(NX2α) 6 N
ε. As ε is arbitrarily small
the remainder of the proof goes in the same way as Lemma 3.6 in [9].
Note that the second statement of the lemma is not a completely direct application of the first one: if
rigidity at scale a holds for (µ(N))N>1, by using the first statement we obtain that for any ε > 0 there are
c > 0 and N0 such that for all N > N0 and k ∈ J1, NK
P
ν(N)
(
|λk − Eµ(N)λk| > N− 23+a+ε(k̂)− 13
)
6 e−N
c
. (6.30)
However, to obtain concentration for ν(N), we need to estimate the difference Eµ
(N)
λk − Eν(N)λk.
We know from (6.7) that for any κ > 0, there is a C > 0 such that for x 6∈ [A− κ,B + κ], we have
̺
(N,µ)
1 (x) 6 (|x|+ 1)−CN . (6.31)
Similarly to Lemma 3.6 in [9], for any ε > 0 there is a c > 0 such that for any event A,
Pν(A) 6 e
cNε
Pµ(A). (6.32)
Equations (6.31) and (6.32) imply that for some positive constants c and c′,
̺
(N,ν)
1 (x) 6 (|x|+ 1)−cNec
′Nε . (6.33)
Equation (6.30) together with the large-deviation type estimate (6.33) imply that
|Eµ(N)(λk)− Eν(N)(λk)| = O(N− 23+a+ε(k̂)− 13 ),
and subsequently that concentration holds for ν(N) at scale a. That concentration for ν implies concentration
for µ can be proved in a similar way (it is easier because (6.32) is not needed, the necessary decay follows
directly from (6.31)).
6.3.2 The multiscale analysis This subsection is similar to subsection 3.2 in [8], but we adapted the
arguments in the scalings to improve the rigidity scale up to the edges.
In this subsection, s, ℓ, c1, ε are chosen so that ν
(N) satisfies the convexity relation from Lemma 6.9 with
C = 10W . We now define the locally constrained measures, up to the edge; these measures ensure strict
convexity bounds when knowing rigidity at scale a.
Definition 6.11. Let ε > 0. For any given k ∈ J1, NK and any integer 1 6 M 6 N/2, we denote
I(k,M) =
{
Jk, k +M − 1K if k 6 N/2
Jk −M + 1, kK if k > N/2 .
Moreover, let
φ(k,M) =
∑
i<j,i,j∈I(k,M)
θ
(
N
2
3−ε(kˆ)
1
3
M
(λi − λj)
)
.
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We define the probability measure
dω(k,M) :=
1
Z
e−βφ
(k,M)
dν, (6.34)
where Z = Zω(k,M) . The measure ω
(k,M) will be referred to as locally constrained transform of ν, around k,
with width M . The dependence of the measure on ε will be suppressed in the notation.
We will also frequently use the following notation for block averages in any sequence (xi)i:
x
[M ]
k :=
1
M
∑
i∈I(k,M)
xi.
The reason for introducing these locally constrained measures is that they improve the convexity in
I(k,M) on the subspace orthogonal to the constants, as explained in the following lemma which is a slight
modification of Lemma 3.8 of [8].
Lemma 6.12. Write the probability measure ω(k,M) from (6.34) as ω(k,M) = 1
Z˜
e−βN(H1+H2)dλ, where we
denote
H1 := 1
N
φ(k,M) − 1
2N
∑
i<j,i,j∈I(k,M)
log |λi − λj |,
H2 := Hν + 1
2N
∑
i<j,i,j∈I(k,M)
log |λi − λj |.
Then ∇2H2 > 0 and denoting v = (vi)i∈I(k,M) , we also have
〈v, (∇2H1)v〉 > 1
2N
(
N
2
3−ε(kˆ)
1
3
M
)2 ∑
i,j∈I(k,M),i<j
(vi − vj)2.
Proof. Note that in the modification H2 of Hν , we only removed half of the pairwise interactions3 between
the λ’s in I(k,M). This allows us to use Lemma 6.9 (with the choice c = 10W ) to prove the convexity of H2.
Denoting V = V(λ) := 12
∑
j V (λj), we indeed have
∇2H2 = ∇2(H2 − 1
2
V) + 1
2
∇2V > 1
2
∇2Hν + 1
2
∇2V > 1
2
10W − 1
2
W > 0.
In the first inequality we used that
H2 − 1
2
V − 1
2
Hν = 1
2
(
ψ(s) +
∑
i,j
ψi,j + (W + 1)
ℓ∑
α=1
X2α
)
from (6.29) and each term on the right hand side is convex by their explicit definitions.
Concerning the lower bound for ∇2H1, a simple calculation gives
〈v, (∇2H1)v〉 > 1
2N
∑
i<j,i,j∈I(k,M)
(vi − vj)2
 1
(λi − λj)2 +
(
N
2
3−ε(kˆ)
1
3
M
)2
1
{
|λi − λj | > M
N
2
3−ε(kˆ)
1
3
} ,
which concludes the proof.
3This minor point was not made explicit in [9].
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The above convexity bound on H1 allows us to get an improved concentration for functions depending
on differences between particles, as shown in the following lemma:
Lemma 6.13 (Lemma 3.9 in [8]). Decompose the coordinates λ = (λ1, . . . , λN ) of a point in R
N = Rm ×
RN−m as λ = (x, y), where x ∈ Rm, y ∈ RN−m. Let ω = 1Z e−NH be a probability measure on RN =
Rm×RN−m such that H = H1+H2, with H1 = H1(x) depending only on the x variables and H2 = H2(x, y)
depending on all coordinates. Assume that, for any λ ∈ RN , ∇2H2(λ) > 0. Assume moreover that H1(x) is
independent of x1 + · · ·+ xm, i.e.,
∑m
i=1 ∂iH1(x) = 0 and that for any x, v ∈ Rm,
〈v, (∇2H1(x))v〉 > ξ
m
m∑
i,j=1
|vi − vj |2
with some positive ξ > 0. Then for any function of the form f(λ) = F (
∑m
i=1 vixi), where
∑
i vi = 0 and
F : R→ R is any smooth function, we have∫
f2 log f2dω −
(∫
f2dω
)
log
(∫
f2dω
)
6
1
ξN
∫
|∇f |2dω.
A direct application of Lemmas 6.12 and 6.13 gives, by Herbst’s lemma, the following concentration
estimate.
Corollary 6.14. For any function f({λi, i ∈ I(k,M)}) =
∑
I(k,M) viλi with
∑
i vi = 0 and for any u > 0 we
have, for some constant c > 0 that depends only on β and V ,
P
ω(k,M)(|f − Eω(k,M)(f)| > u) 6 2 exp
(
− c
M |v|2
(
N
2
3−ε(kˆ)
1
3
)2
u2
)
.
When the function f is chosen of type λ
[M1]
k − λ[M ]k , we get in particular the following concentration.
Lemma 6.15. Take any ε > 0. There are constants c > 0, N0 such that for any N > N0, any integers
1 6 M1 6 M 6 N/2, any k ∈ J1, NK, and ω(k,M) from Definition 6.11 associated with k,M, ε, we have for
any u > 0,
P
ω(k,M)
(∣∣∣λ[M1]k − λ[M ]k − Eω(k,M) (λ[M1]k − λ[M ]k )∣∣∣ > u(N 23−ε(kˆ) 13 )−1√MM1
)
6 e−cu
2
.
Proof. Relying on Corollary 6.14, writing λ
[M1]
k − λ[M ]k =
∑
viλi with some constants vi, one only needs to
prove |v|2 6 1/M1 to conclude. An explicit computation gives |v|2 = 1/M1 − 1/M .
The following three Lemmas are slight modifications of Lemmas 3.15, 3.16 and 3.17 from [8].
Lemma 6.16. Assume that for µ rigidity at scale a holds. Take arbitrary ε > 0. There exist constants
c,N0 > 0 such that for any N > N0, any integer M satisfying N
a 6 M 6 N/2, any k, j ∈ J1, NK we have
|Eν(λj)− Eω(k,M)(λj)| 6 e−Nc ,
where the measure ω(k,M) is given by Definition 6.11 with parameters k,M, ε.
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Proof. Note that θ(x) = 0 if |x| < 1, so if the φ(k,M) term in the definition of ω is non-zero then either |λk−γk|
or |λk+M −γk+M | is greater than 13MN−
2
3+εk−1/3, where we used that γk+M−γk 6 13MN−
2
3+εk−1/3. Since
rigidity at scale a holds for µ, it also holds for ν by Lemma 6.10, so both events have exponentially small
probability (remember that M > Na). This easily implies that
∫
e−βφ
(k,M)
dν > 1/2 for large enough N ,
and therefore Pω
(k,M)
(A) 6 2Pν(A) for any event A. Consequently (6.33) holds when replacing ν by ω:
̺
(N,ω(k,M))
1 (x) 6 2(|x|+ 1)−cNec
′(logN)2 (6.35)
for some constants c, c′. The total variation norm is bounded by the square root of the entropy (defined for
a probability measure ν and a probability density f (w.r.t. ν), by Sν(f) =
∫
f log fdν); moreover, by (6.33)
and (6.35) the particles are bounded with very high probability, both for the measure ν and ω(k,M). We
therefore have
|Eν(λj)− Eω(k,M)(λj)| 6 C
√
Sω(k,M)(dν/dω
(k,M)) + O(e−cN)
for some c, C > 0 independent of N, k, j. In order to bound this entropy, note that the measure ν satisfies a
logarithmic Sobolev inequality with constant of order N (this follows from the convexity estimate obtained
in Lemma 6.9 and an application of the Bakry-E´mery criterion [4]): for any smooth f > 0 with
∫
fdν = 0,
we have ∫
f log fdν 6
1
cN
∫
|∇
√
f |2dν, (6.36)
for some small fixed c > 0. We therefore obtain, for some large fixed C > 0,
Sω(k,M)(dν/dω
(k,M)) 6 NC Eν
θ′( (λk+M − λk)N 23−ε(kˆ) 13
M
)2 . (6.37)
We claim that the above expectation can be bounded by e−N
c
for some fixed c > 0 if N is large. To prove
this exponential bound, we assume k < N/2 for simplicity. As we saw at the beginning of this proof, if the
above θ′ term is non-zero then either |λk− γk| or |λk+M − γk+M | is greater than 13MN−
2
3+εk−1/3, and both
events have exponentially small probability. Together with θ′(x)2 < 4x2 and (6.33), this proves the desired
estimate (6.37).
Lemma 6.17. Assume that for µ rigidity at scale a holds. Take arbitrary ε > 0. There are constants c > 0
and N0 such that for any N > N0, any integers N
a 6 M 6 N/2, 1 6 M1 6 M , and k ∈ J1, NK, we have
P
ν
(∣∣∣λ[M1]k − λ[M ]k − Eν (λ[M1]k − λ[M ]k )∣∣∣ > (N 23−ε(kˆ) 13 )−1√MM1
)
6 e−N
c
.
Proof. By Lemma 6.15 we know that the result holds when considering ω(k,M) instead of ν. Moreover, by
Lemma 6.16 the difference ∣∣∣Eν (λ[M1]k − λ[M ]k )− Eω(k,M) (λ[M1]k − λ[M ]k )∣∣∣
is exponentially small. So we just need to prove that
(Pν − Pω(k,M))
(∣∣∣λ[M1]k − λ[M ]k − Eν (λ[M1]k − λ[M ]k )∣∣∣ > (N 23−ε(kˆ) 13 )−1√MM1
)
is bounded by e−N
c
. This is true because |Pν(A) − Pω(k,M)(A)| is bounded by (Sω(k,M)(dν/dω(k,M)))1/2,
which is exponentially small, as proved below (6.37).
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Lemma 6.18. Assume that for µ rigidity at scale a holds. For any ε > 0, there are constants c,N0 > 0
such that for any N > N0 and k ∈ J1, NK, we have
P
ν
(∣∣∣λk − λ[N/2]k − Eν(λk − λ[N/2]k )∣∣∣ > N− 23+ a2+ε(kˆ)− 13) 6 e−Nc .
Proof. Note first that∣∣∣λk − λ[N/2]k − Eν(λk − λ[N/2]k )∣∣∣ 6 ∣∣∣λk − λ[Na]k − Eν(λk − λ[Na]k )∣∣∣ + ∣∣∣λ[Na]k − λ[N/2]k − Eν(λ[Na]k − λ[N/2]k )∣∣∣ .
By the choice M1 = 1, M = N
a in Lemma 6.17, the ν-probability that the first term is greater than
N−
2
3+
a
2+ε(kˆ)−
1
3 is exponentially small, uniformly in k, as desired. Concerning the second term, given some
r > 0 and q ∈ N defined by 1− r 6 a+ qr < 1, it is bounded by
q−1∑
ℓ=0
∣∣∣λ[Na+(ℓ+1)r ]k − λ[Na+ℓr ]k − Eν (λ[Na+(ℓ+1)r ]k − λ[Na+ℓr ]k )∣∣∣+ ∣∣∣λ[a+qr]k − λ[N/2]k − Eν (λ[Na+qr ]k − λ[N/2]k )∣∣∣ .
By Lemma 6.17, for any ε > 0, each one of these q+1 terms has an exponentially small probability of being
greater than N−
2
3+ε+
r
2 (kˆ)−
1
3 . Consequently, choosing any ε and r (and therefore q) such that ε+ r2 < a/2
concludes the proof.
Proof of Proposition 6.2. Obviously,
|λk − Eν(λk)| 6 |λk − λ[N/2]k − Eν(λk − λ[N/2]k )|+ |λ[N/2]k − Eν(λ[N/2]k )|.
By Lemma 6.18, the first term has exponentially small probability to be greater than N−
2
3+
a
2+ε(kˆ)−
1
3 .
Moreover, as ν satisfies (6.36), by the classical Herbst’s lemma (see e.g. [2]), the second term has exponentially
small probability to be greater than N−1+ε. This concludes the proof of concentration at scale a/2 for the
measure ν.
Consequently, by Lemma 6.10, for any ε > 0, there are constants c,N0 > 0 such that for any N > N0
and k ∈ J1, NK we have
P
µ
(
|λk − Eνλk| > N− 23+ a2+ε(kˆ)− 13
)
6 e−N
c
.
This probability bound together with (6.31) implies that
|Eνλk − Eµλk| = O(N− 23+ a2+ε(kˆ)− 13 )
uniformly in N and k, and concludes the proof of concentration at scale a/2 for µ.
6.4 Proof of Proposition 6.3
We aim at improving the accuracy from scale a to scale 11a/12, now that we know concentration at scale
a/2 from the proven Proposition 6.2. In [8] and [9] we proved that, in the bulk of the spectrum,
mN (z)−m(z) ∼ VarN (z), VarN (z) := 1
N2
Varµ(N)
(
N∑
k=1
1
z − λk
)
.
Concentration at scale a/2 then allowed us to properly bound the above variance term, which yielded good
estimates on mN − m and therefore an improved accuracy. In these previous works analyticity of V was
essential, as it was in [36] and [50].
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We first explain the method for the accuracy improvement, for non-analytic V . The following modification
of the loop equation will be useful: from the difference of (6.16) (with h = 0) and (6.17) we obtain (noting
z = E + iη)
(mN (z)−m(z))2 + (2m(z)− V ′(E))(mN (z)−m(z)) +
∫
R
V ′(E) − V ′(s)
z − s (̺
(N)
1 (s)− ̺(s))ds
− 1
N
(
2
β
− 1
)
m′N (z)−VarN (z) = 0. (6.38)
In the above equation, the integral term can be neglected thanks to ((6.28)). The (mN −m)2 and N−1m′N
terms are easily shown to be of negligible order too, so for z close to [A,B] we have
(2m(z)− V ′(E))(mN (z)−m(z)) ∼ VarN (z).
For z close to the bulk of the spectrum, 2m(z)− V ′(E) is bounded away from 0, so this equation yields an
accurate upper bound on mN −m.
The rest of the proof of accuracy improvement involves a major technical difficulty: optimal estimates
up to the edge are difficult to obtain, because 2m(z) − V ′(E) vanishes when z is close to A or B. As
a main difference from the accuracy improvement in [8], our current use of the loop equation will allow
finer estimates, improving accuracy of one given particle (the first one), in Lemma 6.25. The accuracy
improvement for both extreme particles together with the amelioration for λk’s with kˆ > N
3a/4 will imply
improvement for all particles. The following series of lemmas makes these heuristics rigorous.
For any A < E < B we define
κE = min(|E −A|, |E −B|)
the distance of E from the edges of the support of the equilibrium measure. Also, in this section, a(N)≪ b(N)
means a(N) = o(b(N)) as N →∞. We will finally use the notations
Σ
(N)
Int (u, τ) :=
{
z = E + iη : A 6 E 6 B, N−1+uκ−1/2E 6 η 6 τ
}
,
Σ
(N)
Ext(u, τ) :=
{
z = E + iη : E ∈ [A− 2N−2/3+u, A−N−2/3+u], N−2/3+u 6 η 6 τ
}
.
Lemma 6.19. Assume that
VarN (z)≪ max(κE , η) (6.39)
as N → ∞, uniformly in Σ(N)Int (u, τ), for some fixed u > 0 and small τ > 0. Then for any ε > 0 there are
constants C, 0 < δ < τ such that for any z ∈ Σ(N)Int (u, δ) we have
|mN (z)−m(z)| 6 C
(
Nε
Nη
+
|VarN (z)|
max(
√
κE ,
√
η)
)
.
The same statement holds when replacing Σ
(N)
Int everywhere by Σ
(N)
Ext .
Proof. We first note that
1
N
|m′N (z)| =
1
N2
∣∣∣∣∣∣Eµ
∑
j
1
(z − λj)2
∣∣∣∣∣∣
6
1
Nη
ℑmN (z) 6 1
Nη
|mN (z)−m(z)|+ 1
Nη
|ℑm(z)| 6 1
Nη
|mN (z)−m(z)|+ C
Nη
max(
√
κE ,
√
η),
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where we used ℑm(z) 6 Cmax{√κE ,√η}, an easy estimate due to the square root singularity of the
equilibrium measure ̺ on the edges. Equation (6.38) therefore implies
(mN (z)−m(z))2 + b(z)(mM (z)−m(z)) + c(z) = 0, (6.40)
b(z) := 2m(z)− V ′(E) + c1(z,N)
Nη
,
c(z) :=
c2(z,N)
Nη
max(
√
κE ,
√
η) + c3(z,N)N
ε−1 − VarN (z),
where there is a constant C > 0 such that for any for any N and z, |c1(z,N)|, |c2(z,N)|, |c3(N, z)| < C (we
used (6.28) to bound the integral term in (6.38)).
To solve the above quadratic equation (6.40), we need a priori estimates on the coefficients. As ̺ has a
square root singularity close to the edges, there is a constant c > 0 such that
cmax(
√
κE ,
√
η) < |2m(z)− V ′(E)| < c−1max(√κE ,√η). (6.41)
On the other hand, unifomly in Σ
(N)
Int (u, τ) we have
1
Nη
≪ max(√κE ,√η), (6.42)
so we obtain
|b(z)| ≫ max(√κE ,√η). (6.43)
Moreover, from (6.39) and (6.42), the estimate
c(z)≪ max(κE , η) (6.44)
holds. From the estimates (6.43) and (6.44) we have b(z)2 ≫ c(z), so the quadratic equation (6.40) yields
mN (z)−m(z) = −b(z)±
√
b(z)2 − 4c(z)
2
∼
N→∞
1
2
(
−b(z)± b(z)
(
1− 4c(z)
2b(z)2
))
.
For E in the bulk and η ∼ 1 we know that mN (z)−m(z)→ 0 and b(z) ∼ 1, so the appropriate asymptotics
needs to be mN (z) −m(z) ∼ −c(z)/b(z). By continuity, this holds in Σ(N)Int (u, τ), concluding the proof. In
the case of the domain Σ
(N)
Ext(u, δ), the proof is the same.
The following lemma is similar to the previous one, but aims at controlling the extreme eigenvalues. For
this, we introduce the notation
Ω(N)(d, s, τ) =
{
z = E + iη | η = N− 23+s, A− τ 6 E 6 A−N− 23+d
}
. (6.45)
Lemma 6.20. Assume that for some 0 < d, s 6 2/3, τ > 0,
VarN (z) +
1
N
|m′N (z)| ≪ |z −A| (6.46)
uniformly on Ω(N)(d, s, τ). Then for any ε > 0 we have, uniformly on Ω(N)(d, s, τ), we have
|mN (z)−m(z)| = O
(
|z −A|−1/2
(
VarN (z) +
1
N
|m′N (z)|+N−1+ε
))
.
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Proof. This lemma can be proved in a way perfectly analogous to Lemma 6.19: we solve the quadratic equa-
tion (6.38), after bounding its integral term by N−1+ε. Two solutions are possible, which have asymptotics
(using (6.41) and (6.46))
mN (z)−m(z) ∼
VarN (z) +
c1(z,N)
N |m′N (z)|+ c2(z,N)N−1+ε
2m(z)− V ′(E) or mN (z)−m(z) ∼ −2m(z) + V
′(E),
where |c1(z,N)|, |c2(z,N)| 6 C for some C > 0 independent of z and N . For z = A − τ + iN− 23+s, we
know that mN −m → 0 (this relies on the macroscopic convergence of the spectral measure and the large
deviation estimate (6.2)). This together with the continuity of mN −m and (6.46), (6.41), implies that the
proper choice is the first one uniformly in Ω(N)(d, s, τ).
The proofs of the following three technical lemmas are postponed to Appendix A.
Lemma 6.21. Assume that rigidity at scale a and concentration at scale a/2 hold. Then for any fixed
τ > 0, ε > 0, uniformly on Σ
(N)
Int (3a/4 + ε, τ) one has
1
N2
Var
(∑ 1
z − λi
)
≪ N
3a
4
Nη
max(κ
1/2
E , η
1/2).
Lemma 6.22. Assume that rigidity at scale a holds, and moreover that the extra rigidity at scale 3a/4 holds
except for a few edge particles, in the following sense: for any ε > 0, there are constants c,N0 > 0 such that
for any N > N0 and kˆ > N
3a
4 +ε we have
P
µ
(
|λk − γk| > N− 23+ 3a4 +ε(kˆ)− 13
)
6 e−N
c
.
Let d > 2a/3 and τ > 0 be small enough. Then uniformly in Σ
(N)
Ext(d, τ) one has
1
N2
Var
(∑ 1
z − λi
)
≪ 1
Nη
max(κ
1/2
E , η
1/2).
Lemma 6.23. Assume that rigidity at scale a holds, and moreover that the extra rigidity at scale 3a/4 holds
except for a few edge particles, in the following sense: for any ε > 0, there are constants c,N0 > 0 such that
for any N > N0 and kˆ > N
3a
4 +ε we have
P
µ
(
|λk − γk| > N− 23+ 3a4 +ε(kˆ)− 13
)
6 e−N
c
.
Let a > d > s > a/2. Then uniformly in Ω(N)(d, s, τ) (defined in (6.45)) we have
1
N
m′N (z) = O
(
N−
2
3+
3a
4 +ε−2s1|z−A|<N− 23+a+ε +N
−1+ε|z −A|−1/2
)
, (6.47)
1
N2
Var
(
1
N
N∑
i=1
1
z − λi
)
= O
(
N−
2
3−4s+2a+ε1|z−A|<N− 23+a+ε +N
−2+a+ε|z −A|−2
)
. (6.48)
We will need to transfer information on the Stieltjes transform to the typical location of the points. The
following result is similar to Lemma 2.3 in [9] for example, except that this version will be suited to take
into account the weaker information on mN −m near the edges.
41
Lemma 6.24. a) Let ˜̺(s)ds be an arbitrary signed measure (depending on N) and let
S(z) :=
∫ ˜̺(s)
z − sds
be its Stieltjes transform. Let τ > 0 be fixed, η > N−1, E ∈ [A,B] and ηE = κ−
1
2
E η. Assume that for some
(possibly N -dependent) U we have
|S(x+ iy)| 6 U
Ny
for any x ∈ [E,E + ηE ] and ηE < y < τ, (6.49)
|S(x+ iy)| 6 U
N
for any x ∈ R and τ/2 < y < τ, (6.50)
there is a constant L > 0 such that for any N and |s| > L, |˜̺(s)| 6 |s|−cN . (6.51)
Define a function f = fE,ηE : R → R such that f(x) = 1 for x ∈ (−∞, E], f(x) vanishes for x ∈
[E + ηE ,∞), moreover |f ′(x)| 6 c ηE−1 and |f ′′(x)| 6 c ηE−2, for some constant c independent of N . Then
for some constant C > 0, independent of N , we have∣∣∣∣∫ f(λ)˜̺(λ)dλ∣∣∣∣ 6 C U(logN)N .
b) The same result holds for a specific value of E below A, namely for E that is the unique solution of the
equation E = A− 2ηE.
Proof. We prove a), item b) is analogous. From (B.13) in [22]:∣∣∣∣∫ ∞−∞ f(λ)˜̺(λ)dλ
∣∣∣∣ 6C ∣∣∣∣∫∫ yf ′′(x)χ(y)ℑS(x + iy)dxdy∣∣∣∣
+ C
∫∫
(|f(x)|+ |y||f ′(x)|) |χ′(y)| |S(x+ iy)| dxdy,
for some universal C > 0, where χ is a smooth cutoff function with support in [−1, 1], with χ(y) = 1 for
|y| 6 τ/2 and with bounded derivatives. From (6.51) all integrals can actually be restricted to a compact
set. From (6.50) the second integral is O(U/N).
Concerning the first integral, we split it into the domains 0 < y < ηE and ηE < y < 1. By symmetry we
only need to consider positive y. The integral on the domain {0 < y < ηE} is easily bounded by∣∣∣∣∫∫
0<y<ηE
yf ′′(x)χ(y)ℑS(x + iy)dxdy
∣∣∣∣ = O
(∫∫
|x−E|<ηE,0<y<ηE
yηE
−2 U
Ny
dxdy
)
= O
(
U
N
)
.
On the domain {ηE < y < 1}, we integrate by parts twice (first in x, then in y), and use the Cauchy-Riemann
equation (∂xℑS = −∂yℜS) to obtain:∫∫
y>ηE
yf ′′(x)χ(y)ℑS(x + iy)dxdy =−
∫∫
y>ηE
f ′(x)∂y(yχ(y))ℜS(x+ iy)dxdy (6.52)
−
∫
f ′(x)ηEχ(ηE)ℜS(x + iηE)dx. (6.53)
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The first term (6.52) can be bounded by (6.49), it is
O
(∫
ηE<y<τ
U
Ny
dy
)
= O
(U(logN)
N
)
.
The second term, (6.53), can also be bounded thanks to (6.49), by O( UN ), concluding the proof.
Lemma 6.25. Assume that rigidity at scale a holds, and moreover that the extra rigidity at scale 3a/4 holds
except for a few edge particles, in the following sense: for any ε > 0, there are constants c,N0 > 0 such that
for any N > N0 and kˆ > N
3a
4 +ε we have
P
µ
(
|λk − γk| > N− 23+ 3a4 +ε(kˆ)− 13
)
6 e−N
c
. (6.54)
Then for any d > 2528a and large enough N , we have
γ
(N)
1 > A−N−
2
3+d. (6.55)
Proof. To prove (6.55) we will rely on lemmas 6.20 and 6.23. From the hypothesis (6.54) the conclusions
(6.47) and (6.48) hold (our final choice for s, d will satisfy the required bounds: a > d > s > a/2). As a
consequence, to check the a priori bound (6.46) uniformly on Ω(N)(d, s, τ), it is sufficient to prove that for ε
small enough,{
N−
2
3+
3a
4 +ε−2s +N−1+ε|z −A|− 12 +N−1+ε = o(|z −A|)
N−
2
3−4s+2a+ε +N−2+a+ε|z −A|−2 +N−1+ε = o(|z −A|) , i.e., d > min
{3a
4
− 2s, 2a− 4s, a
3
,−1
3
}
.
These conditions hold trivially when s > a/2 for example, which will be true with our choice. As s > a/2,
the first two terms in the min are harmless, and d > a/3 will be satisfied in our final choice for d (we will
have d > 25a/28). The last constraint for d is trivial.
Assume that one can find arbitrarily large N such that γ
(N)
1 6 A − N−
2
3+d. We choose z = γ
(N)
1 +
iN−
2
3+s = E + iη. We have, by Lemmas 6.20 and 6.23
|mN (z)−m(z)| 6 C |z −A|− 12
(
VarN (z) +
1
N
|m′N (z)|+N−1+ε
)
6 C |z −A|− 12
(
N−
2
3+b+ε−2s +N−1+ε|z −A|− 12 +N− 23−4s+2a+ε +N−2+a+ε|z −A|−2 +N−1+ε
)
. (6.56)
On the other hand for any b (we will choose b greater and close to 3a/4), we have (in the first inequality we
use that the concentration scale of λ1 around γ
(N)
1 , N
− 23+ a2 , is much smaller than the η scale N−
2
3+s),
1
Nη
6 −C
N
E
(
ℑ
(
1
z − λ1
))
6 −C
N
E
(
ℑ
(
1
z − λ1 −
1
z − γ1
))
+O
(
η
N |z −A|2
)
6 −C
N
E
ℑ( 1
z − λ1 −
1
z − γ1
)
+
∑
26i6Nb,γ
(N)
i 6γi
(
ℑ
(
1
z − λi −
1
z − γi
)
1λi6γi
)+O( η
N |z −A|2
)
,
(6.57)
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where for the last inequality we simply used that −ℑ(1/(z−λi)− 1/(z− γi)) > 0 whenever |z−λi|1λi6γi 6
|z − γi|1λi6γi . The latter inequality holds with probability 1−O(e−N
c
) since its complement is included in
|λi − γ(N)i | > |A− γ(N)1 | = N−
2
3+d, but λi is concentrated at scale a/2 and d > a/2 in our final choice for d
(d > 25a/28).
We now want to remove the assumption 1λi6γi from (6.57) and bound the associated error term. For
any i 6 N b such that λi > γi we have
|λi − γi| 6 |A− γ⌊Nb⌋|+ |λ⌊Nb⌋ − γ⌊Nb⌋| = O(N−
2
3+
2
3 b +N−
2
3+
3
4a− 13 b+ε) = O(N−
2
3+
2
3 b) (6.58)
where we used b > 3a/4, and chose ε > 0 so small that ε 6 3a/4 − b. We also used that λ⌊Nb⌋ is rigid at
scale 3a/4 and these bounds hold outside of a set of exponentially small probability. Our final choice of b
and d will satisfy 2b/3 < d (b = 3a/4 + ε, d = 25a/28 + ε), consequently for any i 6 N b such that λi > γi
we have |λi − γi| ≪ N− 23+d and we can apply∣∣∣∣ℑ( 1z − λ − 1z − γ
)∣∣∣∣ = |λ− γ|O( η|z − γ|3
)
(6.59)
that holds for any real λ, γ, and z = E + iη such that |λ− γ| ≪ |E − γ|. This condition is satisfied since
|λi − γi| ≪ N− 23+d 6 |E −A| 6 |E − γi|. (6.60)
Thus, using (6.58) and |z −A| 6 |z − γi| we obtain
E
(
ℑ
(
1
z − λi −
1
z − γi
)
1λi>γi
)
6 E(|λi − γi|1λi>γi)
η
|z −A|3 = O
(
N−
2
3+
2
3 bη
|z −A|3
)
.
Consequently, from (6.57) we obtain
1
Nη
6 − 1
N
E
ℑ( 1
z − λ1 −
1
z − γ1
)
+
∑
26i6Nb,γ
(N)
i 6γi
(
ℑ
(
1
z − λi −
1
z − γi
))
+O
(
η
N |z −A|2
)
+O
(
N−
2
3+
2
3 b+bη
|z −A|3
)
,
which implies
1
Nη
6 |mN (z)−m(z)|+ 1
N
∑
i>Nb
Eℑ
(
1
z − λi −
1
z − γi
)
+
1
N
∑
26i6Nb,γ
(N)
i >γi
Eℑ
(
1
z − λi −
1
z − γi
)
+O
(
η
N |z −A|2
)
+O
(
N−
2
3+
2
3 b+bη
|z −A|3
)
. (6.61)
Because of accuracy at scale 3a/4(6 b) and concentration at scale a/2 for particles with index i > N b, we
also have (using (6.59) and (6.60))
1
N
E
∣∣∣∣∣∣
∑
i>Nb
ℑ
(
1
z − λi −
1
z − γi
)∣∣∣∣∣∣ 6 CN
∑
i>1
N−
2
3+bi−
1
3 η
|z − γi|3 6 C N
− 13+b+s−2d. (6.62)
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Moreover, for γ
(N)
i > γi and i 6 N
b, we have for any ε > 0 and large enough N , E(|λi − γi|) 6 N− 23+ 23 b+ε,
so
1
N
E
∣∣∣∣∣∣∣
∑
26i6Nb,γ
(N)
i >γi
ℑ
(
1
z − λi −
1
z − γi
)∣∣∣∣∣∣∣ 6
1
N
∑
i6Nb
N−
2
3+
2
3 b+εη
|z − γi|3 6 N
b−1N
− 23+ 23 b+εη
|z −A|3 . (6.63)
Consequently, when comparing the exponents of N in equations (6.61), using the estimates (6.56), (6.62)
and (6.63), and using that |z −A| > N− 23+d and η = N− 23+s, one of the following inequalities holds:
−s 6 b− 2s− d2−s 6 −d
−s 6 2a− 4s− d2−s 6 a− 52d
−s 6 − 13 − d2−s 6 b+ s− 2d
−s 6 53b+ s− 3d.
For the choice b = 34a+ ε, d =
25
28a+ ε, s =
29
56a, and ε > 0 small enough, one can check that none of these
equations is satisfied (these optimal constants 25/28 and 29/56 are obtained when, for b = 3a/4, the third
and fifth equations are equal). This is a contradiction concluding the proof.
Proof of Proposition 6.3. For simplicity we will improve accuracy only for particles close to the edge A,
k 6 N/2, the other edge being proved in a similar way. We assume rigidity at scale a. By Proposition 6.2
concentration at scale a/2 holds. Therefore, for any ε > 0, by Lemma 6.21, uniformly on Σ
(N)
Int (3a/4 + ε, τ)
we have
VarN (z)≪ N
3a
4
Nη
max(κ
1
2
E , η
1
2 ).
This easily implies that
VarN (z)≪ max(κE , η) (6.64)
uniformly on Σ
(N)
Int (3a/4 + ε, τ). To see this, as η > N
−1+ 3a4 κ−1/2E we always have
N
3a
4
Nη κ
1
2
E 6 κE . Moreover,
if η > κE we have η > N
−1+ 3a4 κ−
1
2
E > N
−1+ 3a4 η−
1
2 , so η > N−
2
3+
a
2 , so N
3a
4
Nη η
1
2 6 η, completing the proof of
(6.64).
Consequently, the conclusion of Lemma 6.19 holds: uniformly on Σ(N)(3a/4 + ε, τ), we have
|mN (z)−m(z)| 6 c
(
Nε
Nη
+ |VarN (z)| 1
max(
√
κE ,
√
η)
)
6 c
N
3a
4
Nη
.
One can therefore apply Lemma 6.24 with the choice ˜̺ = ̺(N)1 − ̺, η = N−1+ 3a4 and U = N 3a4 (the extra
assumption (6.50) about the macroscopic behaviour of mN −m holds thanks to Lemma 6.6 and condition
(6.51) is satisfied thanks to (6.7)): we proved that, for any b > 3a/4, we have∣∣∣ ∫ f(λ)(̺(N)1 (λ) − ̺(λ))dλ∣∣∣ 6 C N−1+b, (6.65)
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for any E ∈ (A,B). Here f = fE = fE,ηE as defined in Lemma 6.24. We choose some E > A+N−
2
3+
a
2 , so
that ηE = κ
−1/2
E η 6 N
− 23+ a2 , thus E − ηE > A. We therefore have, using (6.65),∫ E
−∞
̺
(N)
1 >
∫
fE−ηE̺
(N)
1 =
∫
(̺
(N)
1 − ̺)fE−ηE +
∫
̺fE−ηE = O
(
N−1+b
)
+
∫ E
−∞
̺+O(η),∫ E
−∞
̺
(N)
1 6
∫
fE̺
(N)
1 =
∫
(̺
(N)
1 − ̺)fE +
∫
̺fE = O
(
N−1+b
)
+
∫ E
−∞
̺+O(η).
The error O(η) can be included into the first error term. We first assume that k > N b, and we choose
E = γ
(N)
k (as defined in (6.1)) in the above equations, where the condition E − ηE > A is satisfied when
k > N b. We get | ∫ γk
γ
(N)
k
̺| = O (N−1+b), hence∣∣∣∣(γ(N)k )3/2 − (γk)3/2∣∣∣∣ = O(N−1+b). (6.66)
This implies accuracy at scale 3a/4: if k > N b we have γ
3/2
k > cN
−1+b, so by linearizing (6.66) we obtain
γ
(N)
k = (γ
3/2
k +O(N
−1+b))2/3 = γk
(
1 +
N−1+b
γ
3/2
k
)2/3
= γk +O
(
N−1+b/γ1/2k
)
= γk +O(N
− 23+bk−
1
3 ).
We proved that accuracy at scale 3a/4 holds provided that kˆ > N b, for b arbitrarily close to 3a/4. We know
that, for such k, together with concentration at scale a/2 this implies rigidity at scale 3a/4 (by the same
reasoning as in the proof of Theorem 2.4). This allows us first to use Lemma 6.25 to obtain that, for any
ε > 0, for large enough N we have
γ
(N)
1 > A−N−
2
3+
25
28a. (6.67)
It also allows us to use Lemmas 6.22 and 6.19 together to conclude that for any d > 2a/3 and τ > 0 small
enough, we have, uniformly in Σ
(N)
Ext(d, τ),
|mN (z)−m(z)| 6 1
Nη
.
By part b) of Lemma 6.24, with η = N−1+
3d
2 , E = A− 2N− 23+d, this implies that there is a function f = 1
on (−∞, A− 2N− 23+d], f = 0 on [−N− 23+d,∞), such that∣∣∣∣∫ f(λ)̺(N)1 (λ)dλ∣∣∣∣ 6 C logNN ,
(since in this interval ̺ = 0), hence there is some c > 0 such that for large enough N we have
γ
(N)
⌊c logN⌋ > A−N−
2
3+d.
In particular, as N−
2
3+
11
12aj−
1
3 = N−
2
3+
2
3a when j = N
3
4a, the previous equation proves accuracy at scale
11a/12 for any λi with i ∈ JC logN,N 3a4 +εK. For the remaining i ∈ J1, C logNK, we use (6.67), which also
gives accuracy at scale 11a/12 because 25/28 < 11/12.
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6.5 Proof of Theorem 3.1
This proof goes along the same lines as the one of Theorem 2.4 up to two major differences that make it
easier:
• For large enough N , the Hamitonian Hy will be shown to be convex, so there is no need for introducing
any convexified measure.
• In the hypothesis of Theorem 3.1 about rigidity for local measures, the definition of the good set R∗K(ξ)
already assumes a strong form of accuracy: |Eσy (xk) − γk| 6 N− 23+ξk− 13 . Therefore there will be no
need to prove an analogue of Proposition 6.3.
By the following easy lemma, the first particle x1 satisfies a strong form of rigidity concerning deviations
on the left.
Lemma 6.26. There exists a constants c, C > 0 depending only on β, V, ξ such that for any K and y ∈
R∗ = R∗K(ξ) we have, for any u > 0,
P
σy
(
x1 6 −uN− 23+ξ
)
6 C e−cu
2
.
Proof. We note
Hy(x) = 1
2
∑
I
Vy(xi)− 1
N
∑
i<j
log(xj − xi).
Then
Zσˆy 6 2Zσˆy
1
Zσˆy
∫
e
−βN
(
Hy(x)+ 1N
∑
I Θ(N
2
3
−ξxi)+
1
N
∑
I Θ(N
2
3
−ξxi)
)
dx = 2Zσy .
In the above inequality we used Pσˆy (x1 > −N− 23+ξ) > 1/2 (because y ∈ R∗) and Θ(N 23−ξxi) = 0 when
xi > −N− 23+ξ. We then easily get, for u > 2,
P
σy(x1 6 −uN− 23+ξ) =
Zσˆy
Zσy
1
Zσˆy
∫
e
−βN
(
Hˆσ
y
+ 1N
∑
I Θ(N
2
3
−ξxi)
)
1
(
x1 6 −uN− 23+ξ
)
dx
6 2Eσˆy
(
e−βΘ(N
2
3
−ξx1)1
(
x1 6 −uN− 23+ξ
))
6 2e−β(u−1)
2
.
This concludes the proof (bounding the probability by 1 when 0 < u < 2).
The following notion of conditional rigidity at scale M will be useful in our proof of optimal conditional
rigidity, i.e., Theorem 3.1. It is analogous to Definition 6.1 in [25], which was in the context of bulk
eigenvalues.
Definition 6.27. Given ξ > 0, we will say that the measure σy satisfies conditional rigidity at scale M if
there exists c > 0 such that for large enough N we have, for any y ∈ R∗K(ξ), ℓ ∈ I and u > 0,
P
σy
(
|xℓ − γℓ| > N− 23+ξℓ− 13u+N− 23 ℓ− 13M
)
6 e−cu
2
.
The parameter ξ is considered fixed in this definition.
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Following ideas from Section 6.1 in [25], we set η = ξ/3 and will consider a sequence N ξ = M1 < · · · <
MA = CKN
−2η (for some large constant C) such that for any j ∈ J1, A − 1K we have Mj+1/Mj ∼ Nη
(meaning that cNη < Mj+1/Mj < CN
η). Here A is a constant bounded by O(ξ−1). Our first task is to
prove conditional rigidity at scale MA for σy.
Step 1: conditional rigidity at a large scale. The Hamiltonian Hσ
y
satisfies the following convexity
bound: for any v ∈ RK ,
〈v, (∇2Hσ
y
)v〉 > c
∑
i∈I
∑
j 6∈I
1
N(xi − yj)2 − 2W +N
−1+ 43−2ξΘ′′(N
2
3−ξxi)
 |vi|2.
If xi > −N− 23+ξ, we get that
∑
j 6∈I
1
N(xi−yj)2 > cN
−1∑N/2
j=K(j/N)
−4/3 > c(N/K)1/3 (remember that
the rigidity exponent ξ is much smaller than the exponent δ in (3.1), so |xi − yj | 6 CN− 23+ξ + |yj | 6
CN−
2
3+ξ+C(j/N)
2
3 +CN−
2
3+ξj−
1
3 6 C(j/N)
2
3 for j > K). If xi 6 −N− 23+ξ then N−1+ 43−2ξΘ′′(N 23−ξxi) >
cN1/3−2ξ > c(N/K)
1
3 , so in all cases we proved the inequality
∇2Hσ
y
> c (N/K)
1
3 .
The measure σy therefore satisfies a logarithmic Sobolev inequality with constant of order K
−1/3N4/3, so
we have for any ℓ ∈ J1,K −MAK that
P
σy
(
|x[MA]ℓ − Eσy (x[MA]ℓ )| > v
)
6 exp(−cMAK−1/3N4/3v2), v > 0.
In particular,
P
σy
(
|x[MA]ℓ − Eσy (x[MA]ℓ )| > N−2/3+ξℓ−1/3u
)
6 e−cu
2
, (6.68)
because N2ξ > K2η. Moreover, using the definition (3.5), we know that∣∣∣Eσy (x[MA]ℓ )− γ[MA]ℓ ∣∣∣ 6 CN− 23+ξℓ−1/3.
We therefore proved that
P
σy
(
|x[MA]ℓ − γ[MA]ℓ | > CN−
2
3+ξℓ−
1
3 +N−2/3+ξℓ−1/3u
)
6 e−cu
2
.
Moreover, from easy ordering considerations we have for any ℓ ∈ JMA,K −MAK
xℓ − γℓ 6 (x[MA]ℓ − γ[MA]ℓ ) + (γ[MA]ℓ − γℓ) 6 (x[MA]ℓ − γ[MA]ℓ ) + CMAN−
2
3 ℓ−
1
3 , (6.69)
xℓ − γℓ > (x[MA]ℓ−MA − γ
[MA]
ℓ−MA) + (γ
[MA]
ℓ−MA − γℓ) > (x
[MA]
ℓ−MA − γ
[MA]
ℓ−MA)− CMAN−
2
3 ℓ−
1
3 .
Thus
P
σy
(
|xℓ − γℓ| > CN− 23+ξℓ− 13MA +N−2/3+ξℓ−1/3u
)
6 e−cu
2
. (6.70)
If ℓ ∈ J1,MAK, then the bound (6.69) still holds, and for concentration on the left we simply use xℓ − γℓ >
x1 − C
(
ℓN−1
) 2
3 , which yields
|xℓ − γℓ| 6 |min(x1, 0)|+ |x[MA]ℓ − γ[MA]ℓ |+ CMAN−
2
3 ℓ−
1
3 .
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Using Lemma 6.26 and (6.68), this inequality proves that the desired rigidity (6.70) also holds for ℓ ∈ J1,MAK.
The case ℓ ∈ JK − MA,KK is more elementary, the boundary on the right being fixed: |xℓ − γℓ| 6
|yK+1 − γK+1| + |γK+1 − γℓ| + |x[MA]ℓ−MA − γ
[MA]
ℓ−MA | + |γℓ − γ
[MA]
ℓ−MA |, and the desired result (6.70) follows
from the definition of R to bound |yK+1 − γK+1|, (6.68) and bounding of |γK+1 − γℓ| and |γℓ − γ[MA]ℓ−MA | by
CMAN
− 23 ℓ−
1
3 . This concludes the proof of conditional rigidity at scale MA for σy.
Step 2: induction on the scales. In order to consider smaller scales, we will need in the following version
of the locally constrained measure (6.34): for any ℓ ∈ J1,K −MK, define the probability measure
dωy
(ℓ,M)(x) ∼ exp
(
−βφ(ℓ,M)loc (x)
)
dσy(x),
φ
(ℓ,M)
loc (x) =
∑
i<j,i,j∈I(ℓ,M)
θ
(
N
2
3 ℓ
1
3
MN2η
(xi − xj)
)
, (6.71)
where θ(x) = (x− 1)21x>1 + (x+ 1)21x<−1 and I(ℓ,M) = Jℓ, ℓ+M − 1K. Note that our definition of φ(ℓ,M)loc
only differs from φ(ℓ,M) (see Definition 6.11) concerning the extra factor N2η. We now present our induction
on the scales: we will show that if the following three conditions hold for the index j then they are also true
for j − 1.
(i) There exists c > 0 such that for large enough N , for any ℓ ∈ J1,K −MjK and u > 0
P
σy
(
|x[Mj ]ℓ − γ[Mj ]ℓ | > N−
2
3+ξℓ−
1
3 u
)
6 e−cu
2
.
(ii) The following conditional rigidity at scale Mj holds: there exists c, C > 0 such that for large enough
N , for any ℓ ∈ I and u > 0, we have
P
σy
(
|xℓ − γℓ| > N− 23+ξℓ− 13 u+ C N− 23 ℓ− 13Mj
)
6 e−cu
2
.
(iii) The following entropy bound holds, for large enough N and any ℓ ∈ J1,K −MjK:
S(σy | ω(ℓ,Mj)y ) 6 e−cM2jN−2η .
The initial step j = A of the induction was just checked in Step1, concerning points (i) and (ii) (see
equations (6.68) and (6.70)). Concerning (iii), it follows easily from (ii): if φ
(ℓ,MA)
loc (x) > 0 then x1 <
−N− 23MAN2η, which has σy-probability bounded by exp(−cM2AN−2η) (by (ii)). The logarithmic Sobolev
inequality for σy therefore allows us to conclude:
S(σy | ω(ℓ,MA)y ) 6 CNCEσy |∇φ(ℓ,MA)loc |2 6 CNC exp(−cM2AN−2η) 6 exp(−c′M2AN−2η). (6.72)
We now prove that (i),(ii),(iii) with Mj implies the same result with Mj−1. That (i) implies (ii) is easy
and follows from the exact same argument allowing to conclude about the initial local rigidity (6.70). To
prove (iii) from (ii), note that if φ
(ℓ,Mj)
loc (x) > 0 then for some i ∈ I(ℓ,Mj) we have |xi−γi| > cN−
2
3 i−
1
3MjN
2η.
From (ii) this has probability (for σy) bounded by e
−cM2jN−2η . One then concludes similarly to (6.72). We
therefore now only need to prove (i) at scaleMj−1. We have the following analogue of equation (6.12) in [25]:
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for any choice ℓj ∈ J1,K −MjK and ℓj−1 ∈ J1,K −Mj−1K such that Jℓj−1, ℓj−1 +Mj−1K ⊂ Jℓj , ℓj +MjK we
have
P
ω
(ℓ,Mj )
y
(∣∣∣∣x[Mj−1 ]ℓj−1 − x[Mj ]ℓj − Eω(ℓ,Mj )y (x[Mj−1 ]ℓj−1 − x[Mj ]ℓj )∣∣∣∣ > N− 23 ℓ− 13j N5η/2u) 6 e−cu2 . (6.73)
The proof of the above equation relies on Herbst’s argument for concentration of measure from the logarithmic
Sobolev inequality, and Lemma 3.9 in [8] to obtain a local LSI. Note that the assumptions of this Lemma
are satisfied in our case: one can decompose Hσ
y
= H1 +H2 where
H1(x) = 1
N
φ
(ℓ,Mj)
loc (x)−
1
N
∑
s<t,s,t∈Iℓ,M
log |xs − xt|
and H2 is convex, thanks to the confining term Θ which applies to all xi’s, i ∈ I. Compared to (6.12) in [25],
we obtained N5η/2 instead of K5η/2 due to
√
Mj/Mj−1 = Nη/2 and the factor N2η in (6.71) instead of K2η.
Moreover, using the boundedness of the xk’s on the right and Lemma 6.26 on the left, similarly to (6.72)
we easily obtain ∣∣∣∣Eω(ℓ,Mj)y (xi)− Eσy (xi)∣∣∣∣ 6 C√S(σy | ω(ℓ,Mj)y ) 6 exp(−cM2jN−2η).
We know from (3.5) that |Eσyxi − γi| 6 N− 23+ξi− 13 , so∣∣∣∣Eω(ℓ,Mj )y (xi)− γi∣∣∣∣ 6 CN− 23+ξi− 13 .
Changing ω
(ℓ,Mj)
y into σy in the equation (6.73) implies an error of order
√
S(σy | ω(ℓ,Mj)y ), which yields
P
σy
(∣∣∣x[Mj−1]ℓj−1 − x[Mj ]ℓj − (γ[Mj−1]ℓj−1 − γ[Mj]ℓj )∣∣∣ > N− 23 ℓ− 13j N5η/2u+N− 23+ξℓ− 13j ) 6 exp(−cu2)+exp(−cM2jN−2η).
Combining this with (i) and using ξ = 3η we get
P
σy
(∣∣∣x[Mj−1 ]ℓj−1 − γ[Mj−1]ℓj−1 ∣∣∣ > N− 23+ξℓ− 13j u+N− 23+ξℓ− 13j ) 6 exp(−cu2) + exp(−cM2jN−2η).
If ℓj−1 6 K −Mj we can choose ℓj = ℓj−1 in the above equation. If ℓj−1 ∈ JK −Mj,KK, then we choose
ℓj = ⌊K −Mj⌋ and we have ℓj ∼ ℓj−1: in any case we therefore proved
P
σy
(∣∣∣x[Mj−1 ]ℓj−1 − γ[Mj−1]ℓj−1 ∣∣∣ > CN− 23+ξℓ− 13j−1u+ CN− 23+ξℓ− 13j−1) 6 exp(−cu2) + exp(−cM2jN−3η).
We therefore proved (i) on scale Mj−1 provided that u 6 cMjN−η.
We now assume u > cMjN
−η. Note that N−
2
3+ξℓ
− 13
j−1u > c(N
− 23 ℓ−
1
3
j−1Mj + N
− 23+ξℓ−
1
3
j−1u), which allows
the following bounds thanks to (ii):
P
σy
(∣∣∣x[Mj−1]ℓj−1 − γ[Mj−1]ℓj−1 ∣∣∣ > N− 23+ξℓ− 13j−1u) 6 Pσy (∣∣∣x[Mj−1 ]ℓj−1 − γ[Mj−1]ℓj−1 ∣∣∣ > c(N− 23 ℓ− 13j−1Mj +N− 23+ξℓ− 13j−1u))
6
∑
ℓ∈I(ℓj−1,Mj−1)
P
σy
(
|xℓ − γℓ| > c(N− 23 ℓ−
1
3
j−1Mj +N
− 23+ξℓ−
1
3
j−1u)
)
6 Mj−1e−cu
2
6 e−c
′u2 .
This concludes the induction. Notice that the constant c in the Gaussian tail exp(cu2) deteriorates at each
step, but we perform only finitely many steps. The result (ii) at the final scale M1 = N
ξ finishes the proof
of Theorem 3.1.
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7 Analysis of the local Gibbs measure
Before studying σy, we remind well-known properties of the equilibrium density, at the macroscopic level:
̺ = ̺V can be obtained as the unique solution to the variational problem
inf
{∫
R
V (t)d̺(t) −
∫
R
∫
R
log |t− s|d̺(t)d̺(s) : ̺ is a probability measure
}
, (7.1)
and it satisfies the following equation
1
2
V ′(x) =
∫
̺(y)dy
x− y , x ∈ [A,B]. (7.2)
7.1 Rescaling
We now switch to the microscopic coordinates with a scaling adapted to the left edge of the spectrum at
A = 0, i.e., we consider the scaling transformation λj → 3/2N2/3λj . In this new coordinate, the gaps of
the points at the edge are order one and the gaps in the bulk are of order N−1/3. With a slight abuse of
notation we will still use the same letters xj , yj for the internal and external points, but from now on they
should be understood in the microscopic coordinates except in the Appendix A. This means that the classical
location of the k-th point and the k-th gap are
γk = (k̂)
2/3
(
1 +O((k/N)2/3)
)
, γk+1 − γk ∼ (k̂)−1/3, (7.3)
for any k ∈ J1, NK, see (2.10) (here the constant is adjusted to be 1, from the choice of normalization (2.8)
and the scaling λj → 3/2N2/3λj). Recall we partition the external and internal points as
(x,y) = (x1, x2, . . . , xK , yK+1, yK+2, . . . , yN).
Given a boundary condition y, we again set Jy = (−∞, yK+1) =: (y−, y+) to be the configuration interval,
and let αj = αj(y) be (K + 1)-quantiles of the density in Jy exactly as in (3.10):∫ αj
0
̺(s)ds =
j
K + 1
∫ y+
0
̺(s)ds, j ∈ I. (7.4)
The measure σ from (3.2) in microscopic coordinate reads as
σ(dx) :=
Z
Zσ
e−2β
∑
i∈I Θ(N
−ξxi)µ(dx), (7.5)
and the local measures σy are defined analogously:
σy(dx) =
1
Zy,σ
e−βNH
σ
y
(x)dx,
with Hamiltonian
Hσ
y
(x) :=
2
N
∑
i∈I
Θ(N−ξxi) +
∑
i∈I
1
2
Vy(xi)− 1
N
∑
i,j∈I
i<j
log |xj − xi|,
Vy(x) :=V (xN
−2/3)− 2
N
∑
j 6∈I
log |x− yj|. (7.6)
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Here Vy(x) can be viewed as the external potential of the log-gas.
Recall the rigidity bound (4.2) for σ. The definitions of the good boundary conditions (3.4), (3.5) and
(3.6) are also rescaled:
R = RK(ξ) :={y : |yk − γk| 6 N ξ(k̂)−1/3, k 6∈ I},
R∗ = R∗K(ξ) :={y ∈ RK(ξ) : |Eσyxk − γk| 6 N ξ(k̂)−
1
3 , Pσ̂(x1 > γ1 −N ξ) > 1/2 ∀k ∈ I},
R# = R#K(ξ) :={y ∈ RK(ξ/3) : |yK+1 − yK+2| > N−ξK−1/3}.
In the new coordinates, the lower bound (5.10) on the Hessian of Hσ
y
reads as
(Hσ
y
)′′ > cK−1/3N−1, y ∈ R. (7.7)
We also have the rescaled form of (3.14) that for any y ∈ R
|αj − γj | 6 CN ξ j
2/3
K
6 CN ξ j−1/3, j ∈ I. (7.8)
The main universality result on the local measures is the following theorem, which is essentially the
rescaled version of Theorem 3.3. We will first complete the proof of Theorem 3.3, then the rest of the paper
is devoted to the proof of Theorem 7.1 which will be completed at the end of Section 10.4.
Theorem 7.1 (Edge universality for local measures). We assume the conditions of Theorem 3.3, in par-
ticular that the parameters ξ, δ, ζ and K satisfy (3.11) and (3.12). Let y ∈ R#K,V,β(ξ) ∩ R∗K,V,β(ξ) and
y˜ ∈ R#
K,V˜ ,β
(ξ) ∩R∗
K,V˜ ,β
(ξ) be two different boundary conditions satisfying
yK+1 = y˜K+1. (7.9)
In particular, we know that
|Eσyxj − αj |+ |Eσ˜y˜xj − α˜j | 6 CN ξj−1/3, j ∈ I, (7.10)
and
P
σˆ(x1 > γ1 −N ξ/2) > 1/2, Pˆ˜σ(x1 > γ1 −N ξ/2) > 1/2. (7.11)
Fix m ∈ N. Then there is a small χ > 0 such that for any Λ ⊂ J1,KζK, |Λ| = m, and any smooth, compactly
supported observable O : Rm → R, we have∣∣∣∣∣EσyO
((
j1/3(xj − αj)
)
j∈Λ
)
− Eσ˜y˜O
((
j1/3(xj − α˜j)
)
j∈Λ
)∣∣∣∣∣ 6 CN−χ. (7.12)
The main tool for proving Theorem 7.1 is the interpolating measure between µy and µ˜y˜ which will be
defined in Section 7.3.
7.2 Proof of Theorem 3.3 from Theorem 7.1
In order to prove Theorem 3.3, we will need a slight extension of Theorem 7.1 result we formulate now.
We claim that Theorem 7.1 also holds if the measures are rescaled by an N -dependent factor, provided the
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rescaling factor is very close to one. More precisely, fix a small ℓ = ℓN = O(K
−1) and define the rescaled
potential
V ∗(x) = V
( x
1 + ℓ
)
and the cutoff potential
∑
i∈I Θ
∗(xi), where
Θ∗(x) = Θ
(
N−ξx/(1 + ℓ)
)
.
From V ∗ and Θ∗, we define the rescaled measure σ∗ by the formula (2.2) and (7.5). For any observable Q
we clearly have the relation
E
σ∗Q(λ) = EσQ((1 + ℓ)λ).
Furthermore, the equilibrium density ̺∗ for the measure σ∗ (defined by the variational principle (7.1); notice
that it is independent of the cutoff Θ) satisfies
̺∗(x) =
1
1 + ℓ
̺
( x
1 + ℓ
)
.
Fix a boundary condition y = (yK+1, . . . , yN ) ∈ R#K ∩ R∗ and define the rescaled boundary condition by
y∗j = (1 + ℓ)yj for all j > K + 1. The conditional measure σ
∗
y∗
thus satisfies the relation
E
σ∗
y∗Q(x1, . . . , xK) = E
σyQ((1 + ℓ)x1, . . . , (1 + ℓ)xK) (7.13)
and we also have α∗j = (1 + ℓ)αj . Now we will compare the measure σ˜y˜ with the rescaled conditional
measure σ∗
y∗
assuming that they have the same configurational interval J˜ = J∗, i.e., that y∗K+1 = y˜K+1 (in
applications, we will choose ℓ in order to match these boundary conditions). Therefore, we would like to
extend the validity of (7.12) to the rescaled measures, i.e., to conclude that∣∣∣∣∣Eσ∗y∗O
((
j1/3(xj − α∗j )
)
j∈Λ
)
− Eσ˜y˜O
((
j1/3(xj − α˜j)
)
j∈Λ
)∣∣∣∣∣ 6 N−χ. (7.14)
Notice that if y ∈ R#K w.r.t. the measure σ then y∗ ∈ R#K w.r.t. the measure σ∗ by simple scaling.
Again by scaling, we have
|Eσ∗y∗xj − α∗j | = (1 + ℓ)|Eσyxj − αj | 6 CN ξj−1/3
and thus (7.10) holds w.r.t. the measure σ∗
y∗
. Furthermore, we can check (7.11) holds with N ξ replaced by
N ξ(1 +O(K−1)). Instead of (2.8), we now have
̺∗(t) =
̺(t/(1 + ℓ))
1 + ℓ
=
√
t/(1 + ℓ)[1 +O(t/(1 + ℓ))]
1 + ℓ
=
√
t
[
1− ℓ+O(t(1 +O(ℓ))]. (7.15)
In order to prove (7.14), we need to check that the following proof of (7.12) holds with (2.8) replaced by
(7.15) and the very minor change of (7.11) just mentioned. The task is straightforward and we will only
remark on a small change in the proof near the equation (7.16).
We make another small observation. Similarly to the remark after Theorem 3.3, we can replace αj by
γj = j
2/3(1 + O
[
(j/N)2/3
])
or simply by j2/3 for the purpose of proving Theorem 7.1 as long as j 6 Kζ .
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This follows from the smoothness of O, from (7.8) and from (7.15) that implies γj = j
2/3(1+O
[
(j/N)2/3
)]
=
j2/3 + o(j−1/3). If we are dealing with the measure σ∗
y∗
, then for j ∈ Λ there is χ > 0 such that
α∗j = (1 + ℓ)αj = j
2/3(1 + O
[
(j/N)2/3
)]
+O
(
N ξ
j2/3
K
)
+O(j2/3K−1) = j2/3 +O(j−1/3)N−χ. (7.16)
Here we have used (7.8), ℓ = O(K−1) and ζ in the definition of the set Λ satisfying ζ < 1.
Proof of Theorem 3.3. Under the condition (7.9), Theorem 3.3 would directly follow from Theorem 7.1. We
now prove Theorem 3.3 in the general case. Suppose that y, y˜ ∈ R#K ∩R∗K but the boundary condition (7.9)
is not satisfied. Given these two boundary conditions, we define ℓ = ℓ(y, y˜) by the formula
y˜K+1 = (1 + ℓ)yK+1. (7.17)
Using this ℓ, we define the rescaled boundary conditions y∗j = (1 + ℓ)yj . Now we will compare the measure
σ˜y˜ with the rescaled conditional measure σ
∗
y∗
which now has the same configurational interval J˜ = J∗. With
the choice of ℓ in (7.17) and the rigidity estimate (2.11) , we can estimate ℓ by
|ℓ| 6 N ξK−1,
where we have also used γk ∼ k2/3. From the rescaling identity (7.13) applied to an observable Q of special
form, we have
E
σ∗
y∗O
((
j1/3(xj − α∗j )
)
j∈Λ
)
= EσyO
((
j1/3(1 + ℓ)
[
xj − αj
])
j∈Λ
)
. (7.18)
From the rigidity estimate (3.7) (notice we need to change to the microscopic coordinates), we have∣∣∣j1/3ℓ(xj − αj)∣∣∣ 6 N2ξK−1 6 N−χ. (7.19)
since 2ξ +χ < δ, see (3.11). We can use the smoothness of O to remove the (1 + ℓ) factor on the right hand
side of (7.18) by Taylor expansion at a negligible error. Using (7.14), we have proved that∣∣∣∣∣EσyO
((
j1/3(xj − αj)
)
j∈Λ
)
− Eσ˜y˜O
((
j1/3(xj − α˜j)
)
j∈Λ
)∣∣∣∣∣ 6 N−χ (7.20)
and this proves Theorem 3.3.
7.3 Outline of the proof of Theorem 7.1
The basic idea to prove (7.12) is to introduce a one-parameter family of interpolating measures between any
two measures σy and σ˜y˜ with potentials Vy and V˜y˜ with fixed boundary conditions y and y˜ and possible
two different external potentials V and V˜ . These measures are defined for any 0 6 r 6 1 by
ω = ωr
y,y˜ ∼ e−βNH
r
y,y˜ , Hr
y,y˜(x) :=
2
N
∑
i∈I
Θ
(
N−ξxi
)
+
∑
i∈I
1
2
V r
y,y˜(xi)−
1
N
∑
i,j∈I
i<j
log |xj − xi|, (7.21)
with
V r
y,y˜(x) := (1− r)Vy(x) + rV˜y˜(x). (7.22)
Notice that ωr=0
y,y˜ = σy and ω
r=1
y,y˜ = σ˜y˜. Basic properties of the measure ω will be established in Section 8.
Now we outline our main steps to prove (7.12).
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Step 1. Interpolation. For any observable Q(x), we rewrite the difference of the expectations of Q w.r.t. the
two different local measures by
E
σyQ(x)− Eσ˜y˜Q(x) =
∫ 1
0
d
dr
E
ωr
y,y˜Q(x)dr = β
∫ 1
0
〈Q;h0〉ωrdr,
with
h0(x) : = N
∑
j∈I
[Vy(xj)− V˜y˜(xj)]
=
∑
j∈I
N(V (xjN−2/3)− V˜ (xjN−2/3))− 2∑
k 6∈I
(
log |xj − yk| − log |xj − y˜k|
) . (7.23)
So the main goal is to show that for any ω = ωr
y,y˜ with good boundary conditions we have
|〈Q;h0〉ω| 6 N−χ. (7.24)
This will hold for a certain class of observables Q that depend on a few coordinates near the left edge.
The class of observables we are interested in have the form
Q(x) := O
((
j1/3(xj − j2/3)
)
j∈Λ
)
. (7.25)
Step 2. Random walk representation. For any smooth observables F (x) and Q(x) and any time T > 0 we
have the following representation formula for the time dependent correlation function (see (9.3) for the
precise statement):
E
ωQ(x)F (x) − EωQ(x(0))F (x(T )) = 1
2
∫ T
0
dS Eω
K∑
b=1
∂bQ(x(0))〈∇F (x(S)),vb(S,x(·))〉. (7.26)
Here the path x(·) is the solution of the reversible stochastic dynamics with equilibrium measure ω (see
(8.1) later). We use the notation Eω also for the expectation with respect to the path measure starting
from the initial distribution ω and 〈·, ·〉 denotes the inner product in RK . Furthermore, for any b ∈ I
and for any fixed path x(·), the vector vb(t) = vb(t,x(·)) ∈ RK is the solution to the equation
∂tv
b(t) = −A(t)vb(t), t > 0, vbj(0) = δbj .
The matrix A(t) depends on time through the path x(t), i.e., it is of the form A(t) = A˜(x(t)). It will
be defined in (9.1) and it is related to the Hessian of the Hamiltonian Hr
y,y˜ of the measure ω. Using
rigidity estimates on the path x(·), we will show that with very high probability the matrix elements
of A(t) satisfy the time-independent lower bound
A(t)ij > 1
(i2/3 − j2/3)2 + δij
K2/3
K2/3 − j2/3 , (7.27)
up to irrelevant factors (see (10.14), (10.15)).
We apply the random walk representation (7.26) for T ∼ K1/3 and F = h0. This is sufficient since
the time to equilibrium for the x(t) process is of order K1/3, which will be guaranteed by convexity
properties of the Hamiltonian of the measure ω (Lemma 8.1).
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Step 3. If the coefficient matrix A(t) satisfies (7.27), then the semigroup associated with the equation
∂tu(t) = −A(t)u(t) (7.28)
has good Lp → Lq decay estimates (Proposition 10.4) that follow from energy method and a new
Sobolev inequality (Proposition 10.5). Rigidity estimates w.r.t. ω (Lemma 8.2) will ensure that the
bound (7.27) holds with very high probability. The Lp → Lq decay estimates together with the bound
|∂jh0(x)| . K
1/3
K + 1− j , j ∈ I,
that also follows from rigidity, will allow us to reduce the upper limit in the time integration in (7.26)
from T ∼ K1/3 to T˜ ∼ K1/6 in (7.26). The necessary rigidity estimate w.r.t. ω is obtained by
interpolating between the rigidity estimates for σy and σ˜y˜.
Step 4. Finally, we also have a time dependent version of the Lα → L∞, α > 1, decay estimate that follows
from a different Sobolev inequality (see Theorem 10.8). More precisely, in Lemma 10.7 we will show
that if the matrix elements Aij(t) satisfy (7.27), then for the M -th coordinate of the solution to (7.28)
we have for any α > 1∫ t
0
|uM (s)|αds 6 CαM−2/3(t+ 1)‖u(0)‖αα, M ∈ I, t > 0,
(up to irrelevant factors). We will apply this bound with α = 1 + ε to control the remaining time
integration from 0 to T˜ in (7.26).
8 Properties of the interpolating measure
In this section we establish the necessary apriori results for ω, defined in (7.21). We start with its speed
to equilibrium from a convexity bound on the Hessian. The measure ω defines a Dirichlet form Dω and its
generator Lω in the usual way:
−〈f,Lωf〉ω = −
∫
fLωfdω = Dω(f) = 1
2
∫
|∇f |2dω,
where
Lω = 1
2
∑
i∈I
[
∂2i + β
{
− 4N−ξΘ′(N−ξxi)−N(V ry,y˜)′(xi) +∑
j 6=i
1
xi − xj
}
∂i
]
.
Note that in the context of studying the dynamics near the edge in the microscopic coordinates, the natural
Dirichlet form is defined without the 1/N prefactor in contrast to (5.5) and (5.2), where the scaling was
dictated by the bulk.
Finally, let x(t) denote the corresponding stochastic process (local Dyson Brownian motion), given by
dxi = dBi + β
[
− 2N1−ξΘ′(N−ξxi)− N
2
(V r
y,y˜)
′(xi) +
1
2
∑
j 6=i
1
xi − xj
]
dt, i ∈ I, (8.1)
where (B1, . . . , BK) is a family of independent standard Brownian motions. With a slight abuse of notations,
when we talk about the process, we will use Pω and Eω to denote the probability and expectation w.r.t. this
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dynamics with initial data ω, i.e., in equilibrium. This dynamical point of view gives rise to a representation
for the correlation functions in terms random walks in random environment. Note that β > 1 is needed for
the well-posedness of (8.1). From the Hessian bound (7.7) and the Bakry-E´mery criterion we have proved
the following result:
Lemma 8.1. Let ξ be any fixed positive constant and assume K satisfies (3.1). Let y, y˜ ∈ R = RK(ξ),
r ∈ [0, 1] and set ω = ωr
y,y˜. Then the measure ω = ω
r
y,y˜ satisfies the logarithmic Sobolev inequality
S(gω|ω) 6 CK1/3Dω(√g)
and the time to equilibrium for the dynamics Lω is at most of order K1/3.
Next, we formulate the rigidity and level repulsion bounds for ω.
Lemma 8.2 (Rigidity and level repulsion for ω). Let ξ be any fixed positive constant and assume K satisfies
(3.1). Let y, y˜ ∈ R = RK(ξ), r ∈ [0, 1] and set ω = ωry,y˜. Recall also the definition of αi from (7.4). Then
the following holds:
(i) [Rigidity] There is a constant c > 0 such that
P
ω
(|xi − αi| > NC2ξi−1/3u) 6 e−cu2 , i ∈ I, u > 0. (8.2)
(ii) [Level repulsion] For any s > 0 we have
P
ω[yK+1 − xK 6 sK−1/3] 6 C
(
K2s
)β+1
, (8.3)
P
ω[yK+1 − xK 6 sK−1/3] 6 C
(
NCξs
)β+1
+ e−N
c
. (8.4)
(iii) We also have
E
ω| log(yK+1 − xK)| 6 CNCξ, (8.5)
E
ω 1
|yK+1 − xK |q 6 CqN
CξKq/3, q < β + 1. (8.6)
The key to translate the rigidity estimate of the measures σy and σy˜ to the measure ω = ω
r
y,y˜ is the
following lemma.
Lemma 8.3. Let K satisfy (3.1) and y, y˜ ∈ RK(ξ). Consider the local equilibrium measure σy defined in
(7.6) and assume that (7.10) is satisfied. Let ωr
y,y˜ be the measure defined in (7.21). Recall that αk denote
the equidistant points in J , see (7.4). Then there exists a constant C, independent of ξ, such that
E
ωr
y,y˜ |xj − αj | 6 CNCξ. (8.7)
Proof of Lemma 8.3. We first recall the following estimate on the entropy from Lemma 6.9 of [25].
Lemma 8.4. Suppose µ1 is a probability measure and ω = Z
−1egdµ1 for some function g ∈ L1(dµ1) with
eg ∈ L1(dµ1) and normalization Z. Then we can bound the entropy by
S := S(ω|µ1) = Eωg − logEµ1eg 6 Eωg − Eµ1g.
Consider two probability measures dµi = Z
−1
i e
−Hidx, i = 1, 2. Denote by g the function
g = r(H1 −H2), 0 < r < 1,
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and set ω = Z−1egdµ1 as above. Then we can bound the entropy by
min(S(ω|µ1), S(ω|µ2)) 6
[
E
µ2 − Eµ1
]
(H1 −H2).
We now apply this lemma with µ2 = σ˜y˜ and µ1 = σy to prove that
min[S(ωr
y,y˜|σy), S(ωry,y˜|σ˜y˜)] 6 NCξ. (8.8)
To see this, by definition of g and the rigidity estimate (2.11), we have
E
µ2g − Eµ1g = r
2
[
E
µ2 − Eµ1
]∑
i∈I
[
Vy(xi)− V˜y˜(xi)
]
=
r
2
[
E
µ2 − Eµ1
]∑
i∈I
[
Vy(xi)− V˜y˜(xi)−
(
Vy(αi)− V˜y˜(αi)
)]
=
r
2
[
E
µ2 − Eµ1
]∑
i∈I
∫ 1
0
ds
[
V ′
y
(sαi + (1− s)xi)− V˜ ′y˜(sαi + (1− s)xi)
]
(xi − αi)
=
[
E
µ2 + Eµ1
]
O
(∑
i∈I
sup
s∈[0,1]
Kξ
|sαi + (1− s)xi − yK+1| |xi − αi|
)
6 NCξ. (8.9)
In the last step we used the rigidity (3.7) to see that with a very high µ1- or µ2-probability the numbers
sαi+(1−s)xi ∼ αi are equidistant up to an additive errorKξ if i is away from the boundary, i.e., i 6 K−KCξ,
see (3.7). For indices near the boundary, i > K −KCξ, we used |sαi + (1 − s)xi| > cmin{1, |xK − yK+1|}
and the rigidity |xi − αi| 6 NCξK−1/3. The bound (8.6) guarantees that the short distance singularity
|xK − yK+1|−1 has an Eµ1,2 expectation that is bounded by CNCξK1/3, which gives (8.9).
We now assume that (8.8) holds with the choice of S(ωr
y,y˜|σy) for simplicity of notation. By the entropy
inequality, we have
E
ωr
y,y˜ |xi − γi| 6 N ξ+ε logEσyeN−ξ−ε|xi−γi| +NCξN ξ+ε 6 NCξ.
This proves Lemma 8.3.
Proof of Lemma 8.2. Given (8.7), the proof of (8.2) follows from the argument in the proof of Theorem 3.1.
Once the rigidity bound (8.2) is proved, we can follow the proof of Theorem 3.2 to obtain the repulsion
estimates (8.3)-(8.4). The only modification is that we use the potential V r
y,y˜ of the measure ω = ω
r
y,y˜ (see
(7.22)) instead of Vy. The analogue of V
∗
y
(see (D.5)) can be directly defined for V r
y,y˜ as
[V r
y,y˜]
∗(x) = (1 − r)V ∗
y
(x) + rV˜ ∗
y˜
(x). (8.10)
Formula (D.4) will be slightly modified, e.g. the factor (y− + (1− ϕ)(wj − y−)− yk)β will be replaced with
(y− + (1 − ϕ)(wj − y−) − yk)(1−r)β(y− + (1 − ϕ)(wj − y−) − y˜k)rβ , but it does not change the estimates.
Similarly, the necessary bound (C.3) for the potential [V r
y,y˜]
∗ easily follows from (8.10) and the same bounds
on V ∗
y
and V ∗
y˜
. Finally, (8.5) and (8.6) are trivial consequences of (8.3) and (8.4).
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9 Random walk representation for the correlation function
The first step to prove (7.24) is to use the random walk representation formula from Proposition 7.1 of [25]
which we restate in Proposition 9.1 below. This formula in a lattice setting was given in Proposition 2.2 of [17]
(see also Proposition 3.1 in [33]). The random walk representation already appeared in the earlier paper of
Naddaf and Spencer [42], which was a probabilistic formulation of the idea of Helffer and Sjo¨strand [35].
Fix S > 0 and x ∈ JK = JI
y
. Let x(s) be the solution to (8.1) with initial condition x(0) = x. Let Ex
denote the expectation with respect to this path measure. With a slight abuse of notations, we will use Pω
and Eω to denote the probability and expectation with respect to the path measure of the solution to (8.1)
with initial condition x distributed by ω.
For any fixed path x(·) := {x(s) : s ∈ [0, S]} we define the following operator (K ×K matrix) acting
on K-vectors u ∈ RK indexed by the set I;
A(s) = A˜(x(s)), A˜ = B˜ + W˜ , (9.1)
with actions
[B˜(x)u]i := 1
2
∑
j∈I
1
(xi − xj)2 (ui − uj), [W˜(x)u]i =Wiui i ∈ I,
where we defined
W˜i(x) = 2N1−2ξΘ′′(N−ξxi)+N
−1/3
2
[
(1−r)V ′′(xiN−2/3)+rV˜ ′′(xiN−2/3)
]
+
1
2
∑
k 6∈I
[ 1− r
(yk − xi)2+
r
(y˜k − xi)2
]
.
(9.2)
(Notice that Wi(x) depends only on xi).
Proposition 9.1. For any smooth functions F : JK → R and Q : JK → R and any time T > 0 we have
E
ωQ(x)F (x) − EωQ(x(0))F (x(T )) = 1
2
∫ T
0
dS
∫
ω(dx)
K∑
a,b=1
∂bQ(x)E
x∂aF (x(S))v
b
a(S,x(·)). (9.3)
Here for any S > 0 and for any path {x(s) ∈ JK : s ∈ [0, S]}, we define vb(t) = vb(t,x(·)) as the solution
to the equation
∂tv
b(t) = −A(t)vb(t), t ∈ [0, S], vba(0) = δba. (9.4)
The dependence of vb on the path x(·) is present via the dependence A(t) = A˜(x(t)). In other words, vba(t)
is the fundamental solution of the heat semigroup ∂s +A(s).
10 Proof of Theorem 7.1
From now on we assume the conditions of Theorem 7.1. In particular we are given some ξ > 0 and we
assume that the boundary conditions satisfy y, y˜ ∈ R#(ξ) and (7.10).
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10.1 First time cutoff
We now start to estimate the correlation function in (7.24). We first apply the formula (9.3) with F replaced
by h0 defined in (7.23) so that
E
ωQ(x)h0(x)− EωQ(x(0))h0(x(T )) = 1
2
∫ T
0
dS
∫
ω(dx)
K∑
a,b=1
∂bQ(x)E
x∂ah0(x(S))v
b
a(S,x(·)).
We collect information on h0 in the following lemma:
Lemma 10.1. Let K satisfy
N δ 6 K 6 N2/5−δ (10.1)
for some small δ > 0 and let y, y˜ ∈ R#(ξ). Then for any κ < β + 1 we have
E
ω |h0(x)|κ 6 CκK2N. (10.2)
Furthermore, if x satisfies
max
j∈I
j1/3|xj − αj | 6 NC3ξ, (10.3)
then
|∂jh0(x)| 6 CN
CξK1/3
K + 1− j , j ∈ I. (10.4)
In particular, we have the L1-bound ∑
j
|∂jh0(x)| 6 CNCξK1/3. (10.5)
Proof. The bound (10.2) follows from (8.3), while (10.4) will be proven in Appendix C.
Since the time to equilibrium of the Lω dynamics is of order K1/3 (see Lemma 8.1), by choosing
T := CK1/3 logN
with a large constant C, we have∣∣EωQ(x(0))h0(x(T ))− EωQ(x) Eωh0(x)∣∣ 6 N−C . (10.6)
In proving this relation, we use a cutoff argument. Although h0 is singular and it is not in L
2(ω), we can
write h0 = h< + h>, h<(x) := h0(x)1(h0(x) 6 N
C). By (10.2) the probability Pω(h0 > N
C) and hence the
contribution of h> to (10.6) are negligible. The function h< is in L
2(dω), so we can use the spectral gap of
order CK1/3 (Lemma 8.1) to show that the contribution of the h< part to (10.6) is also negligible. We can
thus represent the correlation function as
〈Q;h0〉ω = 1
2
∫ T
0
dS
∫
ω(dx)
K∑
a,b=1
∂bQ(x)E
x∂ah0(x(S))v
b
a(S,x(·)) +O(N−C). (10.7)
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10.2 Set of good paths
We have a good control on the solution to (9.4) if the coordinates of the trajectory x(·) remain close to the
classical locations (α1, . . . , αK). Setting a constant C3 > C2 (C2 is the constant in (8.2)), for any T we thus
define the set of “good” path as:
GT :=
{
sup
06s6T
max
j∈I
j1/3|xj(s)− αj | 6 NC3ξ
}
, (10.8)
where αj is given by (7.4).
Lemma 10.2. Assume that the rigidity estimate (8.2) holds for the measure ω. For the cutoff time T =
CK1/3 logN , there exists a positive constant θ, depending on ξ, such that
P
ω(GcT ) 6 e−N
θ
. (10.9)
Proof. We first recall the following result of Kipnis-Varadhan [37]:
Lemma 10.3. For any process with a reversible measure ω and Dirichlet form Dω(f) = 12
∫ |∇f |2dω, we
have
P
ω( sup
06s6T
|f(x(s))| > ℓ) 6 1
ℓ
√
‖f‖22 + TDω(f). (10.10)
To apply this lemma, let f(x) = g(xj) with
g(x) = eN
−Cξ(xj−αj)j1/3 .
From the rigidity estimate (8.2)
‖f‖22 + TDω(f) 6
[
1 + T
(
N−Cξj1/3
)2]‖f‖22 6 CK(logN)∫
R
e|u|e−cu
2
du 6 CK2.
From (10.10), we have for any c > 0
P( sup
06s6T
N−Cξ(xj(s)− αj)j1/3 > N c) 6 P( sup
06s6T
|g(xj(s))| > eNc) 6 CK2e−Nc .
Similarly, we can prove
P( sup
06s6T
N−Cξ(αj − xj)j1/3 > N c) 6 Ce−Nc .
This proves Lemma 10.2.
10.3 Restriction to the set GT
Now we show that the expectation (10.7) can be restricted to the good set G := GT with a small error. With
a slight abuse of notations we use G also to denote the characteristic function of the set G. For a fixed S and
for a fixed b ∈ I we can estimate the contribution of the Gc by
1
2
∫ ∣∣∂bQ(x)∣∣ K∑
a=1
E
x
[
Gc|∂ah0(x(S))|vba(S,x(·))
]
ω(dx).
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Since A > 0 as a K ×K matrix, the equation (9.4) is contraction in L2. Clearly A is a contraction in L1
as well, hence it is a contraction in any Lq, 1 6 q 6 2, by interpolation. By the Ho¨lder inequality and the
Lq-contraction for some 1 < q < 2, we have
∑
a |vba(S,x(·))|q 6
∑
a |vba(0,x(·))|q = 1, so we get
E
ωGc
∣∣∣ K∑
a=1
|∂ah0(x(S))|vba(S,x(·))
∣∣∣ 6 [EωGc]q/(q−1)[Eω∣∣∣ K∑
a=1
|∂ah0(x(S))|vba(S,x(·))
∣∣∣q]1/q
6
[
P
ωGc]q/(q−1)[Eω K∑
a=1
|∂ah0(x(S))|q
]1/q
6 Ce−cN
θ
K ·max
a
[
E
ω|∂ah0(x)|q
]1/q
6 e−cN
θ4
with some θ4 > 0. Here we used (10.9) for the first factor. In the second factor, after the invariance of the
dynamics, we used the explicit form of h0 (7.23) and the level repulsion bound (8.6):
E
ω|∂ah0|q 6 CN q/3 + Cmax
a
E
ω
[∑
k 6∈I
1
|xa − yk|q
]
6 CN.
Therefore, from (10.7) we conclude that
〈Q;h0〉ω = 1
2
∫ T
0
dS
∫
ω(dx)
K∑
a,b=1
∂bQ(x)E
x
[
G ∂ah0(x(S)) vba(S,x(·))
]
+O(N−C). (10.11)
In the next step we will reduce the upper limit of the time integration from T ∼ K1/3 to T˜ ∼ K1/6. This
reduction uses effective Lp → Lq bounds on the solution to (9.4) that we will obtain with energy method
and Nash-type argument.
10.4 Energy method and the evolution equation on the good set G
In order to study the evolution equation (9.4) with x(·) in the good set G, we consider the following general
evolution equation
∂su(s) = −A(s)u(s), u(s) ∈ RI = RK , u(0) = u0. (10.12)
Here A and B are time dependent matrices of the form
A(s) = B(s) +W(s), with [B(s)u]i =
∑
j
Bij(s)(ui − uj), [W(s)u]i =Wi(s)ui. (10.13)
For xi, xj satisfying the rigidity bound defined in the good path (10.8) we have
B˜(x)ij := 1
(xi − xj)2 >
N−Cξ
(i2/3 − j2/3)2 (10.14)
for some constant C. Similarly, for y ∈ R and xi satisfying the rigidity bound defined in the good path
(10.8) we have
W˜i(x) >
∑
ℓ>K
1
(xi − yℓ)2 >
K1/3N−Cξ
di
, dj := (K + 1)
2/3 − j2/3, j ∈ I, (10.15)
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where we have used the definition of W˜ in (9.2) and Θ′′ > 0.
Denote the Lp-norm of a vector u = {uj : j ∈ I} by
‖u‖p =
(∑
j∈I
|uj|p
)1/p
.
We have the following decay estimate.
Proposition 10.4. Let A be given in (10.13) and consider the evolution equation (10.12). Fix S > 0.
Suppose that for some constant b the coefficients of A satisfy
Bjk(s) >
b
(j2/3 − k2/3)2 , 0 6 s 6 S, j 6= k ∈ I, (10.16)
and
Wj(s) >
bK1/3
dj
, dj := (K + 1)
2/3 − j2/3, j ∈ I, 0 6 s 6 S. (10.17)
Then for any 1 6 p 6 q 6∞ and for any small η > 0 we have the decay estimate
‖u(s)‖q 6 C(p, q, η)
[
(K−
2
3 ηsb)−(
3
p− 3q )
]1−6η
‖u(0)‖p, 0 < s 6 S. (10.18)
Proof. We consider only the case b = 1, the general case follows from scaling. We follow the idea of Nash
and start from the L2-identity
∂s‖u(s)‖22 = −2a(s)[u(s),u(s)],
where a(s)[u,v] :=
∑
i ui[A(s)v]i is the quadratic form of A(s). For each s we can extend u(s) : I → RK to
a function u˜(s) : on Z+ by defining u˜j(s) = uj(s) for j 6 K and u˜j(s) = 0 for j > K. Dropping the time
argument, we have, by the estimates (10.16) and (10.17) with b = 1,
2a[u,u] > c
∑
i,j∈Z+
(u˜i − u˜j)2
(i2/3 − j2/3)2 > K
− 23η
∑
i,j∈Z+
(u˜i − u˜j)2
|i2/3 − j2/3|2−η > cηK
− 23 η‖u˜‖2p = cηK−
2
3η‖u‖2p, p :=
3
1 + η
,
(10.19)
with some positive constant cη. In the first inequality, to estimate the W term, we have used that∑
i>K
1
(i2/3 − j2/3)2 6
CK1/3
dj
6 CWj , j 6 K,
to estimate the summation in (10.19) when one of the indices i, j is bigger than K. In the second inequality
we used that
|i2/3 − j2/3|η 6 K 23 η
for any i, j 6 K which is the support of u˜. In the third inequality we used the discrete version of the following
Sobolev type inequality that will be proved in Appendix B.
Proposition 10.5. We will formulate our result both in the continuous and in the discrete setting.
(i) Continuous version. For any small η > 0 there exists cη > 0 such that for any real function f defined
on R+, we have∫ ∞
0
∫ ∞
0
(f(x) − f(y))2
|x2/3 − y2/3|2−η dxdy > cη
(∫ ∞
0
|f(x)|pdx
)2/p
, p :=
3
1 + η
. (10.20)
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(ii) Discrete version. For any small η > 0 there exists cη > 0 such that for any sequence u = (u1, u2, . . . )
we have ∑
i6=j∈Z+
(ui − uj)2
|i2/3 − j2/3|2−η > cη
( ∑
i∈Z+
|ui|p
)2/p
= cη‖u‖2p. (10.21)
We now return to the proof of Proposition 10.4. Combining (10.29), (10.19) with the simple Ho¨lder
estimate
‖u‖2p > ‖u‖
8−4η
3
2 ‖u‖−
2−4η
3
1 ,
we have
∂s‖u‖22 6 −cηK−
2
3η‖u‖
8−4η
3
2 ‖u‖−
2−4η
3
1 ,
i.e.,
∂s‖u‖2 6 −cηK− 23η‖u‖
5−4η
3
2 ‖u‖−
2−4η
3
1 , so −
1
‖u(t)‖
2−4η
3
2
6 −cηK− 23ηt‖u‖−
2−4η
3
1
since ‖u‖1 is decreasing. Thus
‖u(t)‖2 6
( 1
(cηK−
2
3ηt)3/2
)1−6η
‖u0‖1,
and by duality
‖u(t)‖∞ 6
( 1
(cηK−
2
3ηt)3
)1−6η
‖u0‖1.
Thus, after interpolation we have proved (10.18).
Now we apply Proposition 10.4 to our case.
Corollary 10.6. Fix S 6 T and set A(s) = A˜(x(s)) as defined in (9.1). On the set G, the coefficients of
A(s) = B(s) +W(s) satisfy (10.16) and (10.17) with the constant b = cN−2ξ. Consequently, the solution to
∂tu(t) = −A(t)u(t)
satisfies
‖u(s)‖q 6 C(p, q, η)
(N2ξ+ 23η
s
)( 3p− 3q )(1−6η)‖u(0)‖p, 0 < s 6 S, 1 6 p 6 q 6∞. (10.22)
Proof. From the estimates on B and W proved in (10.14, 10.15), we have proved the estimates on the kernel
elements in Lemma 10.4 with b = N−Cξ. Thus (10.22) directly follows from (10.18).
10.5 Second time cutoff
Now we specialize the observable Q(x) to be of the form (7.25). Thus Q depends only on variables with
indices in Λ ⊂ J1,KζK and |Λ| = m with m a finite fixed number. Its derivative is bounded by
|∂jQ(x)| =
∥∥∥∥∥j1/3(∂jO)
((
i1/3(xi − αi)
)
i∈Λ
)∥∥∥∥∥
∞
6 Kζ/3, j ∈ Λ. (10.23)
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With the help of Corollary 10.6, we can reduce the upper limit of the time integration in (10.11) from
T ∼ K1/3 to T˜ ∼ K1/6. More precisely, using the L1 → L∞ bound of (10.22) with the choice η = ξ, the
integration from T˜ to T in (10.11) is bounded by
1
2
∫ T
T˜
dS
∫
ω(dx)
K∑
a,b=1
∂bQ(x)E
x
[
G ∂ah0(x(S))| vba(S,x(·))
]
6 CN ξ|Λ|Kζ/3 max
b6Kζ
∫ T
T˜
K∑
a=1
E
ω
[
G |∂ah0(x(S))| vba(S,x(·))
]
dS
6 CNCξK(1+ζ)/3max
b
∫ T
T˜
‖vb(S,x(·))‖∞dS
6 CNCξK(1+ζ)/3
∫ T
T˜
S−3(1−6η)dS
6 CNCξK(1+ζ)/3T˜−2, (10.24)
where we also used (10.23) and (10.4) together with the fact that, on the set G, x(S) satisfies (10.3).
Choosing
T˜ = CNC5ξK(1+ζ)/6 (10.25)
with a sufficiently large constant C5, we conclude from (10.11) and (10.24) that
|〈Q;h0〉ω | 6 CN ξKζ max
b6Kζ
∫ T˜
0
K∑
a=1
E
ω
[
G |∂ah0(x(S))| vba(S,x(·))
]
dS +O(N−Cξ) (10.26)
with the special choice of Q from (7.25).
10.6 A space-time decay estimate and completion of the proof of Theorem 7.1
Using (10.4), the first term in (10.26) is estimated by
CN ξKζ
∑
a
∫ T˜
0
E
ωG|∂ah0(x(S))|vba(S,x(·))dS 6
∑
a
NCξK1/3
K + 1− a
∫ T˜
0
E
ω
[Gvba(S)]dS. (10.27)
The last term can be estimated using a new space-time decay estimate for the equation (10.12). Roughly
speaking, the energy method asserts that the total dissipation is bounded by the initial L2 norm. We will
apply this idea to the vector {vα/2i }, see (10.30), and combine it with a new Sobolev inequality to obtain a
a control on the time integral of a weighted L∞ norm in terms of the Lα norm (the weight comes from the
fact that the dissipative term is inhomogenous in space). More precisely, we have the following estimate.
Lemma 10.7. Consider A(s) = A˜(x(s)) as defined in (9.1). Suppose that the coefficients A(s) = B(s)+W(s)
satisfy (10.16) and (10.17) with a constant b. Then for any exponent α > 1 there is a constant Cα such that
the solution to
∂tv(t) = −A(t)v(t)
satisfies, for any integer 1 6 M 6 K and for any positive time t > 0,∫ t
0
|vM (s)|αds 6 CαM−2/3C
√
logM b−1(t+ 1)‖v(0)‖αα. (10.28)
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Proof. With some positive constant cα > 0 we have the following estimate for the solution v = v(t):
∂t‖v‖αα = α
∑
i
|vi|α−1(sgn vi)∂tvi 6 −α
∑
i,j
|vi|α−1(sgn vi)Bij [vi − vj ]
= −α
2
∑
i,j
[|vi|α−1(sgn vi)− |vj |α−1(sgn vj)]Bij [vi − vj ],
6 −cα
∑
i,j
Bij
[|vi|α/2 − |vj |α/2]2, (10.29)
where we dropped the potential term α
∑
i |vi|α−1(sgn vi)Wivi > 0 and used the symmetry of Bij in the first
step. In the second step we used Bij > 0 and the straighforward calculus inequality[|x|α−1 sgn(x)− |y|α−1 sgn(y)](x − y) > c′α[|x|α/2 − |y|α/2]2, x, y ∈ R,
with some c′α > 0. Integrating (10.29) from 0 to any t > 0 we thus have∫ t
0
∑
i,j
Bij(s)
[|vi(s)|α/2 − |vj(s)|α/2]2 6 ‖v(0)‖αα − ‖v(t)‖αα 6 ‖v(0)‖αα. (10.30)
Using the lower bound on the coefficients of B(s), we get∫ t
0
∑
i6=j
[|vi(s)|α/2 − |vj(s)|α/2]2
(i2/3 − j2/3)2 ds 6 Cb
−1‖v(0)‖αα.
Now we formulate another Sobolev-type inequality which will be proved in Appendix B.
Theorem 10.8. There is a constant C > 0 such that for any M ∈ I and u ∈ CM we have
|uM |2 6 M−2/3C
√
logM
[
M∑
i6=j=1
(ui − uj)2
(i2/3 − j2/3)2 +
M∑
i=1
|ui|2
]
.
The factor C
√
logM is probably an artifact of our proof. The factor M−2/3 is optimal as we can take
uM = 1 and uj = 0 for all other j 6=M .
Using Theorem 10.8 with the choice ui = |vi|α/2, we have for any M 6 K,∫ t
0
|vM (s)|αds 6 M−2/3C
√
logM b−1
[
‖v(0)‖αα +
∫ t
0
‖v(s)‖ααds
]
6 M−2/3C
√
logMb−1(t+ 1)‖v(0)‖αα,
where in the last step we used that the Lα norm does not increase in time by (10.29). This completes the
proof of Lemma 10.7.
Proof of Theorem 7.1. On the set G, the coefficients of A(s) = B(s) +W(s) satisfy the bounds (10.16) and
(10.17) with the constant b = cN−2ξ. Using a Ho¨lder inequality∫ T˜
0
|vM (s)|ds 6 T˜ 1− 1α
(∫ T˜
0
|vM (s)|αds
)1/α
, (10.31)
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and then (10.28), with the choice of t = T˜ from (10.25), we can complete the bound (10.27):
∑
a
NCξK1/3
K + 1− a
∫ T˜
0
E
ω
[Gvba(S)]dS 6 Cα∑
a
NCξK1/3K(1+ζ)/6
K + 1− a a
− 23α 6 CαNCξK−
4−(3+ζ)α
6α . (10.32)
Combining (10.26), (10.27) and (10.32) we get
|〈O;h0〉ω| 6 CαNCξK−
4−(3+ζ)α
6α +O(N−Cξ)
with the special choice of Q from (7.25). For any ζ < 1 there exists an α > 1 such that the exponent of K
is negative. Then, with a sufficiently small ξ (depending on ζ, α and δ) we obtain (7.24) and this completes
the proof of Theorem 7.1.
Proof of Theorem 3.4. We follow the proof of Theorem 7.1, but instead of Q(x) and h0(x) we use the simple
observables q(xi), f(xj) depending on a single coordinate. Then the analogue of (10.24) gives a bound
NCξT˜−2‖q′‖∞‖f ′‖∞ and (10.26) reads
〈q(xi); f(xj)〉 6 NCξ‖q′‖∞‖f ′‖∞
∫ T˜
0
E
ω
[G vij(S)]dS 6 CαNCξ‖q′‖∞‖f ′‖∞[j−2/3αT˜ 1− 1α T˜ 1α + T˜−2],
where in the last step we used (10.28) with (10.31) as above and an inequality similar to (10.24) with
∂ah0 = δ0i (notice that the factor K
(1+ζ)/3 is not needed now.) Choosing α very close to 1, we can replace
j−2/3α with j−2/3 at the expense of increasing the constant C in the exponent of NCξ. Optimizing these
two estimates yields the choice T˜ = j2/9 and thus
〈q(xi); f(xj)〉 6 CαNCξj−4/9‖q′‖∞‖f ′‖∞.
Taking into account the rescaling explained in Section 7.1, which results in the additional factor N4/3 due
to the derivatives, this proves (3.15) in Theorem 3.4.
A Proof of lemmas 6.21, 6.22 and 6.23
A.1 Proof of Lemma 6.21.
Let ε > 0 be fixed and arbitrarily small as in the statement of the lemma and in the definition of Ω
(N)
Int (3a/4+
ε, τ). In this proof, the notation A(N, k, j, z) . B(N, k, j, z) means that there is an absolute constant c > 0
depending only on V such that for any element z ∈ Ω(N)Int (a, τ) one has |A(N, k, j, z)| 6 c |B(N, k, j, z)|. In
the same way, A ∼ B means c−1|B| 6 |A| 6 c|B| for some c > 0 depending only on V .
For any fixed E with A 6 E 6 B, we define the index j such that γj = min{γi : γi > E}. For notational
simplicity, we assume without loss of generality that j 6 N/2 and A = 0. Note that
E ∼ (j/N)2/3 (A.1)
when E > N−2/3, from the definition of j, and |E− j| 6 CN−2/3j−1/3. Moreover, we will often use the fact
that, as a consequence of z ∈ Ω(N)Int (3a/4 + ε, τ), we have
η > N−1+
3a
4 +εE−1/2 ∼ N− 23+ 3a4 +εj− 13 . (A.2)
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We define
∆k :=
1
z − λk −
1
z − E(λk) =
λk − E(λk)
(z − E(λk))(z − λk) . (A.3)
Then for any fixed b (we will choose b close to a, a < b < a+ ε/10) we have
1
N2
Var
(
N∑
k=1
1
z − λk
)
. ΣInt +ΣExtRight +ΣExtLeft
where
ΣInt =
1
N2
E
 ∑
|k−j|6Nb
∆k
2 , ΣExtRight = 1
N2
E
 ∑
k>j+Nb
∆k
2 , ΣExtLeft = 1
N2
E
 ∑
k<j−Nb
∆k
2 ,
(some of these summations may be empty). We use the improved concentration result, |λk − E(λk)| 6
N−
2
3+
a
2+ε
′
k−
1
3 with very high probability for any ε′ (Proposition 6.2) to bound the numerator in (A.3),
and the rigidity at scale a to bound the denominator, which allows us to replace λk and αk with γk, and
z = E + iη with γj + iη whenever |j − k| > N b, since in this regime the error is much smaller than |γk − γj |.
To see this statement more precisely, first observe that we can assume that k < 2N/3, i.e., k̂ ∼ k; the large
k regime is trivial since j 6 N/2. We make a distinction between two cases.
• We first assume that k > j/2. Notice that
|E − λk| > |γj − λk| − CN−2/3 > c|γj − γk| − CN−2/3 − CN− 23+a+ε′(k̂)−1/3 (A.4)
from the choice of j and from the rigidity bound for λk with any ε
′ > 0. Since |j − k| > N b, we have
|γj − γk| > cN−2/3+b[max(j, k)]−1/3. Using that b > a, one can choose ε′ > 0 such that |γj − γk| in
(A.4) dominates the two error terms, for k > j/2.
• Suppose now that k 6 j/2, then (A.4) can be improved by noticing that
λk 6 λj/2 6 γj/2 + CN
− 23+a+ε′j−1/3
(using rigidity for λj/2), thus we can use
|E − λk| > γj − γj/2 −CN−2/3 −CN− 23+a+ε
′
j−1/3 > c|γj − γk| −CN−2/3 −CN− 23+a+ε′j−1/3 (A.5)
instead of (A.4). Since k 6 j/2, we have |γj − γk| > cN−2/3+bj−1/3, which is larger than the error
term in (A.5).
To summarize, we proved the following estimates:
ΣInt .
1
N2
 ∑
|k−j|6Nb
N−
2
3+
b
2 k−
1
3
η2
2 ,
ΣExtRight .
1
N2
 ∑
k>j+Nb
N−
2
3+
b
2 k−
1
3
η2 + (γk − γj)2
2 ,
ΣExtLeft .
1
N2
 ∑
16k6j−Nb
N−
2
3+
b
2 k−
1
3
η2 + (γk − γj)2
2 .
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Sum over internal points. We first consider ΣInt. This is smaller than
N−
4
3+b
N2η4
 j+Nb∑
ℓ=max(1,j−Nb)
ℓ−
1
3
2 . N− 103 +bη−4(N2bj−2/31j>Nb +N 4b3 1j6Nb) . N− 103 +3bη−4j−2/3.
This last term is, as expected, smaller than N−1+
3a
4 η−1max(E
1
2 , η
1
2 ) which holds for the following reasons.
• Case η 6 E. The desired inequality is N− 73+3b− 3a4 . √Ej 23 η3.
As E ∼ (j/N)2/3, the desired inequality is η ≫ N− 23 j− 13N b− a4 . This holds because z ∈ Ω(N)Int (3a/4 +
ε, τ), hence η & N−1+
3a
4 +εE−
1
2 ∼ N− 23+ 3a4 +εj− 13 , and b 6 a+ ε/10.
• Case η > E. The desired inequality is η7/2 ≫ N− 73+3b− 3a4 j−2/3. We distinguish two cases. For large
j, namely for j ≫ N b−a4 , from η > E we have
η
7
2 > E
7
2 =
(
j
N
) 7
3
≫ N− 73+3b− 3a4 j−2/3.
On the other hand, from (A.2) we have
η
7
2 > N−
7
3 j−
7
6N
7
2 (
3a
4 +ε) ≫ N− 73+3b− 3a4 j−2/3
whenever j ≪ N ( 274 a−6b)+7ε. As (274 a−6b)+7ε > b− a4 , we have either j ≫ N b−
a
4 or j ≪ N ( 274 a−6b)+7ε,
so in any case we have proved the expected result.
Sum over external points on the right. We now consider ΣExtRight. Note that when ℓ > 0,
γj+ℓ − γj = ℓN− 23 j− 131ℓ6j +
(
ℓ
N
) 2
3
1ℓ>j , consequently
ΣExtRight 6 Σ1 +Σ2, Σ1 =
1
N2
 ∑
Nb6ℓ6j
N−
2
3+
b
2 j−
1
3
η2 + ℓ2N−
4
3 j−
2
3
2 , Σ2 = 1
N2
∑
ℓ>j
N−
2
3+
b
2 ℓ−
1
3
η2 +
(
ℓ
N
) 4
3
2 .
We first consider Σ1. This summation is non-empty if j > N
b > Na.
• In the case E 6 η 6 τ , we have
Σ1 6
1
N2
 ∑
Nb6ℓ6j
N−
2
3+
b
2 j−
1
3
η2
2 = N− 103
η4
N bj
4
3 ≪ N
3a
4
Nη
√
η,
where the last step holds because η
7
2 > E
7
2 ≫ ( jN ) 73 N b− 3a4 j−1, where the last inequality follows from
(A.1) and the fact that j > N b.
• If η 6 E, we first consider the case η 6 N− 23+aj− 13 . The following holds (using (A.1))
Σ1 6
1
N2
 ∑
Nb6ℓ6j
N−2/3+
b
2 j−
1
3
ℓ2N−
4
3 j−
2
3
2 = ( j
N
) 2
3
N−b ≪ N
3a
4
Nη
√
E,
because η 6 N−
2
3+aj−
1
3 ≪ N− 23+ 3a4 +bj− 13 .
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• In the last possible case N− 23+aj− 13 6 η 6 E, we have
Σ1 6
1
N2
 ∑
Nb6ℓ6ηN
2
3 j−
1
3
N−
2
3+
b
2 j−
1
3
η2

2
+
1
N2
 ∑
ηN
2
3 j−
1
3 6ℓ6j
N−
2
3+
b
2 j−
1
3
ℓ2N−
4
3 j−
2
3

2
=
N b
N2η2
≪ N
3a
4
Nη
√
E
because η > N−
2
3+aj−
1
3 ≫ N− 23+b− 3a4 j− 13 and we used (A.1).
We now consider the term Σ2.
• If η 6 E, we have
Σ2 6
1
N2
∑
ℓ>j
N−
2
3+
b
2 ℓ−
1
3
(ℓ/N)4/3
2 = N− 23+bj− 43 ≪ N 3a4
Nη
(
j
N
) 1
3
=
N
3a
4
Nη
√
E,
where in the last inequality we used η 6 E ∼ (j/N)2/3 and j ≫ N b− 3a4 , this last relation holds because
on {η 6 E} ∩ Ω(N)Int (3a/4 + ε, τ) we have j > N
3a
4 +ε.
• If η > E, we have
Σ2 6
1
N2
 ∑
j6ℓ6Nη
3
2
N−
2
3+
b
2 ℓ−
1
3
η2

2
+
1
N2
 ∑
Nη
3
2 6ℓ6N
N−
2
3+
b
2 ℓ−
1
3
(ℓ/N)
4
3

2
=
N b
N2η2
≪ N
3a
4
Nη
√
η,
where in the last step we used that on the domain {η > E} ∩ Ω(N)Int , we have η > N−
2
3+
a
2+
2
3 ε.
Sum over external points on the left. We now consider ΣExtLeft, which is non-trivial only for
j > N b > Na. Beginning similarly to the previous paragraph, we can write
ΣExtLeft 6 Σ˜1 + Σ˜2, Σ˜1 =
1
N2
 ∑
16k6 j2
N−
2
3 k−
1
3N
b
2
η2 +
(
j
N
) 4
3
2 , Σ˜2 = 1
N2
 ∑
j
26k6j−Nb
N−
2
3 j−
1
3N
b
2
η2 + (j − k)2N− 43 j− 23
2 .
A calculation yields
Σ˜1 = N
−2+bE2min(η−4, E−4)≪ N
3a
4
Nη
max(E
1
2 , η
1
2 ),
where in the last step we used the following.
• If η > E, then the desired inequality is N−1+b− 3a4 E2 6 η7/2 which follows from N−1+b− 3a4 6 E3/2 ∼
j/N , which holds since j > Na > N b−
3a
4 .
• If η 6 E, the desired relation is N−2+bE−2 6 N
3a
4
Nη
√
E which again follows from N−1+b−
3a
4 6 E3/2 ∼
j/N as before, since j > Na > N b−
3a
4 .
We now consider the Σ˜2 term.
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• If η 6 E and N− 23+ 3a4 +εj− 13 6 η 6 N− 23+aj− 13 , we have Σ˜2 = N− 23 j 23N−b, so the desired result
Σ˜2 ≪ N
3a
4
Nη
√
E ∼ N
3a
4
Nη
(
j
N
) 1
3 is equivalent to N−
2
3 j
2
3N−b ≪ N
3a
4
Nη
(
j
N
) 1
3 , i.e., η ≪ N b+ 3a4 +εN−2/3j−1/3,
which obviously holds by the assumption η 6 N−
2
3+aj−
1
3 .
• If η 6 E and N− 23+aj− 13 6 η, Σ˜2 is bounded by
1
N2
 ∑
j
26ℓ6j−ηN2/3j1/3
N−
2
3 j−
1
3N
b
2
(j − ℓ)2N− 43 j− 23
2+ 1
N2
 ∑
j−ηN2/3j1/36ℓ6j−Nb
N−
2
3 j−
1
3N
b
2
η2
2 = N b
N2η2
≪ N
3a
4
Nη
√
E,
where in the last step we used (A.1) and that η ≫ N− 23 j− 13N b− 3a4 from (A.2).
• If E 6 η 6 τ , we also have Σ˜2 6 NbN2η2 which is properly bounded, exactly as we proved it for the proof
of Σ2 on the domain {η > E}.
A.2 Proof of Lemma 6.22
Let d > 2a/3 and b > 3a/4. On Ω
(N)
Ext(d, τ), we have η > cκE , so we want to prove that uniformly in
z ∈ Ω(N)Ext(d, τ) we have
1
N2
Var
(
N∑
i=1
1
z − λi
)
≪ 1
Nη
η1/2.
We know that
1
N2
∣∣∣∣∣Var
(
N∑
i=1
1
z − λi
)∣∣∣∣∣ . ΣInt +ΣExt,
ΣInt =
1
N2
E
µ
∣∣∣∣∣∣
∑
i6Nb
(
1
z − λi −
1
z − Eµ(λi)
)∣∣∣∣∣∣
2
.
1
N2
∑
i6Nb
N−
2
3+
a
2 i−
1
3
η2
2 ,
ΣExt =
1
N2
E
µ
∣∣∣∣∣∣
∑
i>Nb
(
1
z − λi −
1
z − Eµ(λi)
)∣∣∣∣∣∣
2
.
1
N2
∑
i>Nb
N−
2
3+
a
2 i−
1
3
η2 + (|E −A|+ ( iN ) 23 )2
2 ,
where we used concentration at scale a/2 that follows from the conditions of Lemma 6.22 using Propo-
sition 6.2. In the last equation, we additionally used accuracy at scale 3a/4 for i > N b to obtain that
|z − λi| ∼ |z − E(λi)| ∼ |z − γi|. The term ΣInt is therefore easily bounded by N− 103 +a+ 43 bη−4, and
ΣExt 6 N
− 103 +a
∑
i>1
i−
1
3
η2 +
(
i
N
) 4
3
2 . N−2+a
η2
.
This concludes the proof because, for η > N−
2
3+d, d > 2a/3, we have both
N−
10
3 +2a
η4
6
1
Nη
η1/2 and
N−2+a
η2
6
1
Nη
η1/2.
.
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A.3 Proof of Lemma 6.23
Let b > 3a/4. We begin with the bound on m′N :∣∣∣∣ 1Nm′N (z)
∣∣∣∣ 6 1N2 ∑
i6Nb
E
(
1
|z − λi|2
)
+
1
N2
∑
i>Nb
E
(
1
|z − λi|2
)
.
If N−
2
3+a+ε > |z − A| > N− 23+d and z ∈ Ω(N)(d, s, τ), then the contributions of both terms are easily
bounded by
1
N2
N b(N−
2
3+s)−2 +
1
N2
∑
i>1
1(
|z −A|+ ( iN ) 23)2 6 N
− 23+b−2s +N−1|z −A|− 12 . (A.6)
If |z−A| > N− 23+a+ε, then by rigidity at scale a we can use the second term in (A.6) to estimate all indices
i > 1. By choosing b = 3a/4 + ε, this gives the expected result (6.47).
We now bound the variance term, in the same way as in the previous subsection:
1
N2
∣∣∣∣∣Var
(
N∑
i=1
1
z − λi
)∣∣∣∣∣ . ΣInt1N− 23+a+ε>|z−A|>N− 23+d +ΣExt,
ΣInt =
1
N2
E
∣∣∣∣∣∣
∑
i6Nb
(
1
z − λi −
1
z − Eµ(λi)
)∣∣∣∣∣∣
2
.
1
N2
∑
i6Nb
N−
2
3+
a
2 i−
1
3
η2
2 ,
ΣExt =
1
N2
E
∣∣∣∣∣∣
∑
i>Nb
(
1
z − λi −
1
z − Eµ(λi)
)∣∣∣∣∣∣
2
.
1
N2
∑
i>1
N−
2
3+
a
2 i−
1
3
(|z −A|+ ( iN ) 23 )2
2 .
The announced bounds then follow by a computation of the above terms.
B Two Sobolev-type inequalities
In this section we prove two Sobolev type inequalities. The first one has a discrete and continuous version,
the second one is valid only in the discrete setup.
Proof of Proposition 10.5. We start with the proof of (10.20). We recall the representation formula for
fractional powers of the Laplacian: for any 0 < α < 2 function f on R we have
〈f, |p|αf〉 = C(α)
∫
R
∫
R
(f(x)− f(y))2
|x− y|1+α dxdy (B.1)
with some explicit constant C(α), where |p| := √−∆.
In order to bring the left hand side of (10.20) into the form similar to (B.1), we estimate, for 0 < x < y,
y2/3 − x2/3 = (3/2)
∫ y
x
s−1/3ds 6 C(y − x)(xy)−1/6
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(for y − x 6 x we have x ∼ y and it follows directly, for y − x > x, i.e., y > 2x, and y − x ∼ y we get∫ y
x
s−1/3ds ∼ y2/3 6 (y − x)(xy)−1/6). Thus to prove (10.20), it is sufficient to show that∫ ∞
0
∫ ∞
0
(f(x)− f(y))2
|x− y|2−η (xy)
qdxdy > cη
(∫ ∞
0
|f(x)|pdx
)2/p
, p =
3
1 + η
, q :=
1
3
− η
6
, (B.2)
holds for any function supported on [0,∞].
Now we symmetrize f , i.e., define f˜ on R such that f˜(x) = f(x) for x > 0 and f˜(x) = f(−x) for x < 0.
Then
2
∫ ∞
0
∫ ∞
0
(f(x)− f(y))2
|x− y|2−η |xy|
qdxdy =
∫
R
∫
R
(f˜(x) − f˜(y))2
|x− y|2−η |xy|
qdxdy − 2
∫ ∞
0
∫ ∞
0
(f(x)− f(y))2
|x+ y|2−η |xy|
qdxdy
>
∫
R
∫
R
(f˜(x)− f˜(y))2
|x− y|2−η |xy|
qdxdy − 2
∫ ∞
0
∫ ∞
0
(f(x)− f(y))2
|x− y|2−η |xy|
qdxdy,
where we used that |x+ y| > |x− y| for positive numbers. Thus∫ ∞
0
∫ ∞
0
(f(x) − f(y))2
|x− y|2−η (xy)
qdxdy >
1
4
∫
R
∫
R
(f˜(x)− f˜(y))2
|x− y|2−η |xy|
qdxdy.
Since ∫ ∞
0
|f(x)|pdx = 1
2
∫
R
|f˜(x)|pdx,
the estimate (B.2) would follow from∫
R
∫
R
(f˜(x)− f˜(y))2
|x− y|2−η |xy|
qdxdy > c′η
(∫
R
|f˜(x)|pdx
)2/p
, p :=
3
1 + η
. (B.3)
Setting
φ(x) := |x|q,
(B.3) is equivalent to ∫ ∞
−∞
∫ ∞
−∞
(f(x)− f(y))2
|x− y|2−η φ(x)φ(y)dxdy > cη
( ∫
R
|f(x)|pdx
)2/p
(B.4)
for any function f on R (for simplicitly we dropped the tilde in f and the prime in cη).
We have ∫
R
∫
R
(f(x)− f(y))2
|x− y|2−η φ(x)φ(y)dxdy = limε→0
∫
R
∫
R
(f(x)− f(y))2
|x− y|2−η + ε φ(x)φ(y)dxdy
= lim
ε→0
[
2
∫
R
∫
R
f(x)2
|x− y|2−η + εφ(x)φ(y)dxdy − 2
∫
R
∫
R
φ(x)f(x)φ(y)f(y)
|x− y|2−η + ε dxdy
]
= lim
ε→0
[
2
∫
R
∫
R
(φ(x)f(x))2
|x− y|2−η + εdxdy − 2
∫
R
∫
R
φ(x)f(x)φ(y)f(y)
|x− y|2−η + ε dxdy
]
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+ lim
ε→0
2
∫
R
∫
R
f(x)2
|x− y|2−η + ε(φ(y) − φ(x))φ(x)dxdy
= lim
ε→0
∫
R
∫
R
(φ(x)f(x) − φ(y)f(y))2
|x− y|2−η + ε dxdy + limε→0 2
∫
R
|f(x)|2
[ ∫
R
φ(y)− φ(x)
|x− y|2−η + εdy
]
φ(x)dx.
The first term is
(φf, |p|1−ηφf).
Since f is symmetric, we can assume x > 0 in computing the second term:
lim
ε→0
∫
R
φ(y) − xq
|x− y|2−η + εdy = limε→0
∫ ∞
0
yq − xq
|x− y|2−η + εdy + limε→0
∫ 0
−∞
(−y)q − xq
|x− y|2−η + εdy
= lim
ε→0
∫ ∞
0
yq − xq
|x− y|2−η + εdy + limε→0
∫ ∞
0
yq − xq
|x+ y|2−η + εdy
= xq−1+η
[
lim
ε→0
∫ ∞
0
uq − 1
|u− 1|2−η + εdu+ limε→0
∫ ∞
0
uq − 1
|u+ 1|2−η + εdu
]
= C0(η)x
q−1+η .
We need that C0(η) > 0 for small η. Since C0 is clearly continuous, it is sufficient to show that C0(0) > 0.
This can be seen by the v = 1/u substitution for u > 1∫ ∞
0
uq − 1
|u± 1|2 du =
∫ 1
0
uq − 1
|u± 1|2 du+
∫ 1
0
(1/v)q − 1
|(1/v)± 1|2
dv
v2
=
∫ 1
0
uq + u−q − 2
|u± 1|2 du > 0
since uq + u−q > 2. (What we really used about the weight function φ is that 12 (φ(a) + φ(1/a)) > φ(1) for
any a > 0.) Once C0(0) > 0, we can choose a sufficiently small η > 0 so that C0(η) > 0 as well. From now
on we fix such a small η.
In summary, we have∫
R
∫
R
(f(x)− f(y))2
|x− y|2−η φ(x)φ(y)dxdy = 〈φf, |p|
1−ηφf〉+ C0(η)
∫
R
|f(x)|2
|x|1−2q−η dx
= 〈φf, |p|1−ηφf〉+ C0(η)
∫
R
|φ(x)f(x)|2
|x|1−η dx.
So the positive term can be dropped and in order to prove (B.4), we need to prove
〈fφ, |p|1−ηφf〉 > cη
( ∫
R
|f |p
)2/p
.
Denote g = |p| 12 (1−η)|x|qf , (recall q = 13 − η6 ), we need to prove that
‖g‖2 > cη
∥∥|x|−q|p|− 12 (1−η)g∥∥
p
.
Recall the weighted Hardy-Littlewood-Sobolev inequality [52] in n-dimensions∥∥∥|x|−q ∫ |x− y|−ag(y)dy∥∥∥
p
6 C‖g‖r, 1
r
+
a+ q
n
= 1 +
1
p
, 0 6 q < n/p, 0 < a < n.
In our case, a = (1 + η)/2, r = 2, n = 1, and all conditions are satisfied if we take 0 < η < 1. This completes
the proof of the continuous part of Proposition 10.5. Part (ii), the discrete version (10.21), follows from
(10.20) by linear interpolation exactly as in the proof of Proposition B.2 in [25].
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Proof of Theorem 10.8. Take 1 6 ℓ 6 j 6 M and estimate
|uj|2 62
∣∣∣∣∣1ℓ
j−1∑
i=j−ℓ
(uj − ui)
∣∣∣∣∣
2
+ 2
∣∣∣∣∣1ℓ
j−1∑
i=j−ℓ
ui
∣∣∣∣∣
2
6
2
ℓ2
(
j−1∑
i=j−ℓ
(uj − ui)2
(j2/3 − i2/3)2
)(
j−1∑
i=j−ℓ
(j2/3 − i2/3)2
)
+
2
ℓ
j−1∑
i=j−ℓ
|ui|2
6Cℓj−2/3
j−1∑
i=j−ℓ
(uj − ui)2
(j2/3 − i2/3)2 +
2
ℓ
j−1∑
i=j−ℓ
|ui|2,
where we performed the summation
j−1∑
i=j−ℓ
(j2/3 − i2/3)2 6 Cℓ3j−2/3.
We will apply this whenever j > M/2, so j−2/3 will be replaced by CM−2/3. So for any 1 6 ℓ 6 j 6 M ,
j > M/2, we have
|uj|2 6 C0ℓM−2/3
j−1∑
i=j−ℓ
(uj − ui)2
(j2/3 − i2/3)2 +
2
ℓ
j−1∑
i=j−ℓ
|ui|2, (B.5)
with some fixed constant C0.
Choose an increasing sequence ℓ1 6 ℓ2 6 . . . 6 ℓn+1 such that ℓj+1 > 2ℓj and n such that ℓn+1 6 M/2.
We use (B.5) for j =M and ℓ = ℓ1:
|uM |2 6 C0ℓ1M−2/3
M−1∑
i=M−ℓ1
(uM − ui)2
(M2/3 − i2/3)2 +
2
ℓ1
m−1∑
j=M−ℓ1
|uj |2 6 C0ℓ1M−2/3D + 2
ℓ1
M−1∑
j=M−ℓ1
|uj|2, (B.6)
where we denote
D :=
M∑
i6=j=1
(ui − uj)2
(i2/3 − j2/3)2 .
Now for each uj in the last sum we can use (B.5) again, but now with ℓ = ℓ2
2
ℓ1
M−1∑
j=M−ℓ1
|uj |2 6 2C0ℓ2
ℓ1
M−2/3
M−1∑
j=M−ℓ1
j−1∑
i=j−ℓ2
(uj − ui)2
(j2/3 − i2/3)2 +
4
ℓ2ℓ1
M−1∑
j=M−ℓ1
j−1∑
i=j−ℓ2
|ui|2
6 C0M
−2/3D
2ℓ2
ℓ1
+
4
ℓ2
M−1∑
i=M−ℓ1−ℓ2
|ui|2.
Combining with (B.6) we get
|uM |2 6 C0M−2/3D
(
ℓ1 +
2ℓ2
ℓ1
)
+
4
ℓ2
M−1∑
j=M−ℓ1−ℓ2
|uj |2.
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Continuing this procedure, after n steps we get
|uM |2 6 C0M−2/3D
(
ℓ1 +
2ℓ2
ℓ1
+
4ℓ3
ℓ2
+ · · ·+ 2
nℓn+1
ℓn
)
+
2n+1
ℓn+1
M−1∑
j=M−ℓ1−···−ℓn+1
|uj|2
and the recursion works since up to the last step the running index j satisfied j > M − ℓ1 − · · · − ℓn >
M − ℓn+1 > M/2 by the choice of n. Optimizing the choices we have
|uM |2 6 2nC0M−2/3Dℓ
1
n
n+1 +
2n+1
ℓn+1
∑
j
|uj |2.
We can choose ℓn+1 =M
2/3 and n =
√
logM , then
|uM |2 6 CM−2/3
(
M
2
3n + 2n
)
(D + ‖u‖2) 6 M−2/3C
√
logM
(
D +
M∑
i=1
|ui|2
)
,
which completes the proof.
C Proof of Lemma 10.1
Let M = NCξ with a constant C > C3 (from the definition of G). We define
V ∗
y
(x) := V
(
xN−2/3
)− 2
N
∑
k>K+M
log |x− yk|, x ∈ Jy = (−∞, y+], (C.1)
i.e., we write
Vy(x) = V
∗
y
(x)− 2
N
K+M∑
k=K+1
log |x− yk|,
where we split the external points into two sets. The nearby external points (with indicesK+1 6 k 6 K+M)
are kept explicitly, while the far away points, yk, k > K +M are kept together with the potential in V
∗
y
because there is a cancellation between them to explore. The proof of the following lemma on the derivative
of V ∗
y
is postponed to the end of this section.
Lemma C.1. For any y ∈ RK(ξ) and M = NCξ with a large constant C, we have
[V ∗
y
]′(x) = N−2/3
∫ [(K+M)/N ]2/3
0
̺(y)dy
xN−2/3 − y +O
( N−1+ξ
|(K +M)2/3 − x|
)
, x ∈ [0, y+] (C.2)
and ∣∣[V ∗
y
]′(x)
∣∣ 6 CN−1+2ξK1/3, x ∈ [−NCξ, y+]. (C.3)
Here we assume that the density ̺ satisfies (2.8).
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From the definitions (7.23), (C.1) we claim that
|∂jh0(x)| 6
K+M∑
k=K+2
[ 1
|xj − yk| −
1
|xj − y˜k|
]
+N
∣∣[V ∗
y
]′(xj)− [V˜ ∗y˜ ]′(xj)
∣∣ (C.4)
6
CNCξK1/3
K + 1− j +N
∣∣[V ∗
y
]′(xj)− [V˜ ∗y˜ ]′(xj)
∣∣.
Notice that the summation over k starts from k = K+2, this is because the boundary terms |xj−yK+1|−1 =
|xj − y˜K+1|−1, present both in Vy(xj) and V˜y˜(xj), cancel out. Using |xj − yk| > |yK+2 − yK+1| > N−ξK1/3
by the definition of y ∈ R#, each term in the summation is bounded by N ξK1/3. So its contribution is
at most CMN ξK1/3 6 CNCξK1/3. We will use this bound for j > K − NCξ. For j 6 K − NCξ, we use
|xj − yk| > |xj − yK+1| > c|γj − γK | > cK−1/3|K − j| and this gives the estimate on the first term in (C.4).
For the second term in (C.4) we use (C.2) to have
N
∣∣[V ∗
y
]′(xj)− [V˜ ∗y˜ ]′(xj)
∣∣ 6 N1/3 ∫ [(K+M)/N ]2/3
0
[
̺(y)− ˜̺(y)]dy
xjN−2/3 − y +O
( N ξ
|(K +M)2/3 − xj |
)
. (C.5)
Notice that xj ∼ j2/3 with a precision smaller than NC3ξj−1/3 since
|xj − j2/3| 6 |xj − γj |+ |γj − j2/3| 6 NC3ξj−1/3 + j4/3N−2/3 6 NC3ξj−1/3, j 6 K,
by the definition of G, by (7.3) and (10.1). Thus we have
|(K+M)2/3−xj | > |(K+M)2/3−j2/3|−NC3ξj−1/3 > K−1/3|K+M−j|−NC3ξj−1/3 > cK−1/3|K+M−j|
using that M = NCξ ≫ NC3ξ. Thus the error term in (C.5) is bounded by the r.h.s. of (10.4).
Finally, in the main term of (C.5) we use the asymptotics (7.15). The density ̺(y)− ˜̺(y) is a C1-function
of size of order y3/2 6 C(K/N) on the integration domain. Thus a simple analysis, similar to the proof of
(C.9) in the Appendix shows that
N1/3
∫ [(K+M)/N ]2/3
0
[
̺(y)− ˜̺(y)]dy
xjN−2/3 − y 6 CN
1/3(K/N)(logN)
which is smaller than the r.h.s. of (10.4) by (10.1). This proves (10.4). The proof of (10.5) trivially follows
from (10.4). This completes the proof of Lemma 10.1.
Proof of Lemma C.1. For any fixed x ∈ [0, y+] we have
1
2
(
V ∗
y
(x)
)′
=
1
2
N−2/3V ′(xN−2/3)− 1
N
∑
k>K+M
1
x− yk (C.6)
= N−2/3
∫
̺(y)dy
xN−2/3 − y −
1
N
∑
k>K+M
1
x− yk , x ∈
[
0, y+
]
,
where we have used the equation (7.2). Thanks to rigidity, y ∈ RK(ξ), we can replace yk’s with γk’s at an
error
|E1| :=
∣∣∣∣∣ 1N ∑
k>K+M
[ 1
x− yk −
1
x− γk
]∣∣∣∣∣ 6 1N ∑
k>K+M
|yk − γk|
(x − γk)2
6
CN ξ
N
∑
k>K+M
1
k̂1/3(x− k̂2/3)2 6
CN−1+ξ
|(K +M)2/3 − x| (C.7)
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where we also used that for any x 6 y+ 6 γK+1 + CN
ξ(K + 1)−1/3 and k > K +M we have γk − x >
c(γk − γK+1) since γk − γK+1 > cMK−1/3 is larger than the rigidity error CN ξK−1/3. For the purpose of
the estimates, we can thus replace γk with k̂
2/3. The last step in (C.7) is a simple estimate.
After replacement, we have to control
1
N
∑
k>K+M
1
x− γk = N
−2/3 1
N
∑
k>K+M
1
xN−2/3 − Γk = N
−2/3
∫
Q
̺(y)dy
xN−2/3 − y + E2
with Q := [N−2/3γK+M+1, B]. The error E2 can be written as
E2 =N−2/3
∑
k>K+M
∫ γk+1/N2/3
γk/N2/3
[
1
xN−2/3 − y −
1
xN−2/3 − γkN−2/3
]
̺(y)dy
using ∫ γk+1/N2/3
γk/N2/3
̺ = 1/N.
Thus for x ∈ [0, y+] the error is bounded by
|E2| 6 CN
ξ
N5/3
∑
k>K+M
( 1
k̂1/3N2/3
) 1
[xN−2/3 − (k̂/N)2/3]2 6
CN−1+ξ
|(K +M)2/3 − x|
using |y − N−2/3γk| 6 CN ξk̂−1/3N−2/3 for y ∈ [γk/N2/3, γk+1/N2/3] and that γk/N2/3 ∼ (k/N)2/3. The
calculation in the last line is the same as in (C.7). Thus
1
2
(
V ∗
y
(x)
)′
= N−2/3
∫ γK+M+1/N2/3
0
̺(y)dy
xN−2/3 − y +O
( N−1+ξ
|(K +M)2/3 − x|
)
, x ∈ [0, y+]. (C.8)
Moreover, we have
N−2/3
∣∣∣∣∣
∫ γK+M+1/N2/3
[(K+M)/N ]2/3
̺(y)dy
xN−2/3 − y
∣∣∣∣∣ 6 C|(K +M)2/3 − x|
∫ γK+M+1/N2/3
[(K+M)/N ]2/3
̺(y)dy = O
( N−1+ξ
|(K +M)2/3 − x|
)
.
Here we used that |x−N2/3y| is comparable with |x− (K +M)2/3| and ̺(y) 6 C√y 6 C(K/N)1/3 on the
integration domain and that |γK+M+1/N2/3 − [(K +M)/N ]2/3| 6 C[K/N ]4/3, see (7.3). Finally we used
(10.1). Thus from (C.8) we obtained (C.2).
To obtain the bound in (C.3), we first notice in the error term in (C.2) we have |(K +M)2/3 − x| >
|(K +M)2/3 − y+| > |(K +M)2/3 − (K + 1)2/3| −CN ξK−1/3 > cK−1/3M since M > CN ξ. So this can be
bounded by the r.h.s. of (C.3).
The singular integral in (C.2), up to logarithmic factors, is bounded by the size of ̺ on this interval,
which is at most C(K/N)1/3, so this term is also bounded by the r.h.s. of (C.3). More precisely, for any
0 6 b < u < a and for density ̺ satisfying (2.8), we claim that∣∣∣ ∫ a
b
̺(y)dy
u− y
∣∣∣ 6 C|u|1/2max{log |u− b|, log |a− u|}. (C.9)
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Since in our case, by the choice of M , u := xN−2/3 and a := [(K+M)/N ]2/3 are separated by at least N−1,
we indeed get (with b = 0)∣∣∣∣∣N−2/3
∫ [(K+M)/N ]2/3
0
̺(y)dy
xN−2/3 − y
∣∣∣∣∣ 6 CN−2/3(K/N)1/3(logN).
Finally, we need to consider the case x < 0. The only difference from the proof for x > 0 is that the
equilibrium relation (7.2) holds with an error term:
1
2
V ′(x) =
∫
̺(y)dy
x− y +O(N
−1/3+Cξ), x ∈ [−N− 23+Cξ, 0],
that can be easily seen by comparing it with the x = 0 case and using that V is smooth and∣∣∣ ∫ ̺(y)dy
x− y −
∫
̺(y)dy
−y
∣∣∣ 6 |x| ∫ ̺(y)dy
(|x|+ y)y 6 C|x|
1/2 6 CN−1/3+Cξ
by ̺(y) 6 C
√
y. This error term in (C.6) yields an error of size N−1+Cξ in the final result, which is smaller
than the r.h.s. of (C.3). We thus proved Lemma C.1.
D Level repulsion for the local measure: Proof of Theorem 3.2
The proof in this section uses ideas similar to those in [8,25]. Before we start the actual proof of Theorem 3.2,
we need some Lemmas. We first introduce an auxiliary measure which is a slightly modified version of the
local equilibrium measures:
σ0 := Z
∗(yK+1 − xK)−βσy,
where Z∗ is chosen for normalization. In other words, we drop the term (yK+1− xK)β from the measure σy
in σ0. We first prove estimates weaker than (3.8)-(3.9) for σy and σ0.
Lemma D.1. Let y ∈ R = RK(ξ). We have for any s > 0
P
σy (yK+1 − xK 6 sK−1/3) 6 CK2s, (D.1)
P
σy (yK+1 − xK 6 sK−1/3) 6 CNCξs+ e−Nc . (D.2)
The very same estimates hold if σy is replaced with σ0.
Proof. We set y+ := yK+1 and y− := y+ − a with a := N ξK−1/3. By y ∈ RK we know that
yK+1 > γK+1 −N ξ(K + 1)−1/3 > cK2/3,
thus
0 < y− < y+, y+, y− ∼ K2/3.
We decompose the configurational space according to the number of the particles in [y−, y+], which we denote
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by n. For any 0 6 ϕ 6 c (with a small constant smaller than 1/2) we consider
Zϕ :=
K∑
n=0
∫
. . .
∫ y−
−∞
(K−n∏
j=1
dxj
)∫
. . .
∫ y+−aϕ
y−
( K∏
j=K−n+1
dxj
)[ ∏
i,j∈I
i<j
(xj − xi)β
]
e−N
β
2
∑
j∈I Vy(xj)−2β
∑
j∈I Θ(N
−ξxj)
=
K∑
n=0
(1− ϕ)n+βn(n−1)/2
∫
. . .
∫ y−
−∞
(K−n∏
j=1
dwj
) ∫
. . .
∫ y+
y−
( K∏
j=K−n+1
dwj
)
×
[ ∏
i<j6K−n
(wj − wi)β
][ ∏
K−n<i<j6K
(wj − wi)β
][ ∏
i6K−n
K∏
j=K−n+1
(y− + (1− ϕ)(wj − y−)− wi)β
]
× e−N β2
[∑
j6K−n Vy(wj)+
∑
j>K−n Vy(y−+(1−ϕ)(wj−y−))
]
−2β∑j6K−n Θ
(
N−ξwj
)
,
where in the n particle sector we changed variables to
wj := xj for j 6 K − n, wj := y− + (1− ϕ)−1(xj − y−) for K − n+ 1 6 j 6 K.
We also exploited the fact that for xj > y− > 0 we have Θ(N−ξxj) = 0.
Now we compare Zϕ with Zϕ=0. We fix n and we work in each sector separately. The mixed interaction
terms can be estimated by[
y− + (1− ϕ)(wj − y−)− wi
]β
>
[
(1− ϕ)(wj − wi)
]β
(D.3)
for any wi 6 y− 6 wj . To estimate the effect of the scaling in the potential term Vy, we fix a parameter M
with CN ξ 6 M 6 K. For j > K − n, i.e wj ∈ [y−, y+], we write
e−N
β
2 Vy(y−+(1−ϕ)(wj−y−)) = e−N
β
2 V
∗
y
(y−+(1−ϕ)(wj−y−)) (D.4)
×
∏
K+16k6K+M
(yk − y− − (1− ϕ)(wj − y−))β .
with the definition
V ∗
y
(x) := V
(
xN−2/3
)− 2
N
∑
k>K+M
log |x− yk|, x ∈ [y−, y+]. (D.5)
Notice that the index k is always between 1 and N , so any limits of summations automatically include this
condition as well.
For the potential V ∗
y
we have∣∣∣V ∗y (y− + (1− ϕ)(wj − y−))− V ∗y (wj)∣∣∣ 6 max
x∈[y−,y+]
∣∣(V ∗
y
(x)
)′∣∣ aϕ 6 CN−1+Cξϕ, (D.6)
where we have used |wj − y−| 6 a = N ξK−1/3 and j > K − n. The derivative of V ∗y will be estimated in
(C.3). In summary, from (D.6) we have the lower bound
e−N
β
2 V
∗
y
(y−+(1−ϕ)(wj−y−))eN
β
2 V
∗
y
(wj) > e−CϕN
Cξ
, j > K − n.
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For the other factors in (D.4), we use yk − y− − (1− ϕ)(wj − y−) > (1 − ϕ)(yk − wj) if k > K + 1, thus∏
K+16k6K+M
(yk − y− − (1 − ϕ)(wj − y−))β > (1− ϕ)Mβ
∏
K+16k6K+M
(yk − wj)β .
Choose M = NCξ. After multiplying these estimates for all j ∈ I we thus have the bound
Zϕ >
K∑
n=0
(1− ϕ)n+βn(n−1)/2+βn(K−n)+βnNCξe−CϕnNCξ
∫
. . .
∫ y−
−∞
(K−n∏
j=1
dwj
) ∫
. . .
∫ y+
y−
( K∏
j=K−n+1
dwj
)
×
[ ∏
i<j6K
(wj − wi)β
]
e−N
β
2
∑
j6K Vy(wj)−2β
∑
j6K−n Θ
(
N−ξwj
)
.
Since n 6 K, we can estimate
(1− ϕ)n+βn(n−1)/2+βn(K−n)+βnNCξe−CϕnNCξ > (1 − ϕ)CK2 , (D.7)
and after bringing this factor out of the summation, the remaining sum is just Zϕ=0. We thus have
Zϕ
Z0
> (1− ϕ)CK2 .
Now we choose ϕ := sK−1/3a−1 = sN−ξ. Therefore the σy-probability of yK+1 − xK > sK−1/3 = aϕ can
be estimated by
P
σy (yK+1 − xK > sK−1/3) = Zϕ
Z0
> 1− CsK2.
This proves (D.1).
For the proof of (D.2), we first insert the characteristic function of the set
G0 :=
{
x : |xj − αj | 6 CN ξj−1/3, j ∈ I
}
.
into the integral defining Zϕ and denote the new quantity by Z
G
ϕ . Clearly Zϕ > Z
G
ϕ and by the rigidity
bound (3.7) we know that
Z0 − ZG0
Z0
= Pσy (Gc0) 6 Ce−N
c
,
thus (with ϕ = sN−ξ as above)
P
σy(yK+1 − xK > sK−1/3) = Zϕ
Z0
>
ZGϕ
ZG0
(
1− Ce−Nc) > ZGϕ
ZG0
− Ce−Nc (D.8)
since ZGϕ 6 Z
G
0 .
To estimate ZGϕ/Z
G
0 , we follow the previous proof with two modifications. First we notice that the
summation over n in the definition of Zϕ is restricted to n 6 N
2ξ on the set G0, since no more than NCξ
particles can fall into the interval [y−, y+] if they are approximately regularly spaced.
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The other change concerns the estimate of the mixed terms (D.3) which will be improved to
∏
i6K−n
K∏
j=K−n+1
[
y− + (1− ϕ)(wj − y−)− wi
]β
>
∏
i6K−n
K∏
j=K−n+1
[
(wj − wi)
(
1− ϕ(wj − y−)
wj − wi
)]β
>
K∏
j=K−n+1
[(
1−
∑
i6K−n
ϕ(wj − y−)
wj − wi
)
+
∏
i6K−n
(wj − wi)
]β
for any wi 6 y− 6 wj . Here we used that
∏
i(1 − ai) >
(
1 −∑i ai)+ for any numbers 0 6 ai 6 1. On the
set G0 we have, by definitions of xj and wj , that∑
i6K−n
ϕ(wj − y−)
wj − wi 6 2ϕ
∑
i6K−n
xj − y−
xj − xi .
Recall that xi 6 y− 6 xj and thus
xj−y−
xj−xi 6 1. For indices i 6 K − CN ξ with a sufficiently large C we
can replace xi with αi ∼ i2/3 with replacement error CN ξi−1/3 which is smaller than y− − αi 6 xj − xi.
Together with xj − xi > c(K2/3 − i2/3), we have∑
i6K−n
ϕ(wj − y−)
wj − wi 6 CϕN
ξ + CϕN ξK−1/3
∑
i6K−CNξ
1
K2/3 − i2/3 6 CϕN
ξ logN. (D.9)
The bound (D.9) will be used n-times, for all j > K − n.
Collecting these new estimates, instead of (D.7) we have the following prefactor depending on ϕ:
(1− ϕ)n+βn(n−1)/2+βnNCξ(1− CϕN ξ logN)n+e−CϕnN
Cξ
> 1− CNCξϕ
using n 6 N2ξ. This gives
ZGϕ
ZG0
> 1− CNCξϕ
which, together with (D.8) and with the choice ϕ := sK−1/3a−1 = sN−ξ gives (D.2).
The proof of (D.1)–(D.2) for σ0 is very similar, just the k = K +1 factor is missing from (D.4) in case of
j = K. This modification does not alter the basic estimates. This concludes the proof of Lemma D.1.
Proof of Theorem 3.2. Recalling the definition of σ0 and setting X := yK+1 − xK for brevity, we have
P
σy [X 6 sK−1/3] =
Eσ0 [1(X 6 sK−1/3)Xβ]
Eσ0 [Xβ]
. (D.10)
From (D.1) with σ0 we have
E
σ0 [1(X 6 sK−1/3)Xβ] 6 C(sK−1/3)βK2s,
and with the choice s = cK−2 in (D.1) (with σ0) we also have
P
σ0
(
X >
c
K1/3K2
)
> 1/2
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with some positive constant c. This implies that
E
σ0 [Xβ ] >
1
2
( c
K1/3K2
)β
.
We have thus proved from (D.10) that
P
σy [X 6 sK−1/3] 6 C(sK−1/3)βK2s(K1/3K2)β = C
(
K2s
)β+1
,
i.e., we obtained (3.8). The bound (3.9) follows similarly from (D.2) but with the choice s = N−2Cξ (where
C is the constant in the exponent in (D.2)), and this completes the proof of Theorem 3.2.
E Heuristics for the correlation decay in GUE
In this section we give a quick heuristic argument to justify the estimate (3.17), for a covariance w.r.t. the
GUE measure. More precisely, for V (x) = x2/2, β = 2, we have
〈N2/3i1/3(λi − γi);N2/3j1/3(λj − γj)〉µ ∼
(
i
j
) 1
3
,
for all N δ 6 i≪ j 6 N/2, where δ > 0 is a small constant (i > N δ is just a technical hypothesis allowing an
easier use of Hermite polynomials asymptotics hereafter, the result should hold true without this condition).
In the following, all but the first step can be made easily rigorous by following the method in [34]: formula
(E.1) was easier in the context of diverging covariances (this divergence holds when |i−j| ≪ j, i.e., θi < δ with
the notations of Corollary 2.3), for polynomially vanishing ones it would require a new rigorous argument.
In this section A ∼ B means that cB 6 A 6 c−1B for some constant c > 0 independent of N .
(i) Let N (x) = |{ℓ : λℓ 6 x}|. Then asymptotic covariances of λi’s are related to those of N (γi)′s (γi is
the typical location, defined in (2.6)) by the following formula:
〈N 23 i 13λi, N 23 j 13λj〉µ ∼ 〈N (γi),N (γj)〉µ. (E.1)
This relies on the idea that eigenvalues with close enough indexes move together, so for any x and y
the events {λi − γi 6 x(γi+1 − γi), λj − γj 6 y(γj+1 − γj)} and {N (γi) − i > x,N (γj) − j > y} have
very close probability. To be made rigorous, this step would require that for ε > 0 small enough and
any i1 ∈ Ji−Nε, i+NεK, j1 ∈ Jj −Nε, j +NεK we have
max(〈λi − λi1 , λj〉µ, 〈λi, λj − λj1〉µ)≪ 〈λi, λj〉µ.
This is expected to be true since 〈λa;λb〉 ∼ (a/b)1/3 for a ≪ b should imply that 〈λa − λa′ ;λb〉 ∼
Nε∂a(a/b)
1/3 if b− a 6 Nε, therefore
max(Nε∂i(i/j)
1/3, Nε∂j(i/j)
1/3) ∼ Nεmax(i−2/3j−1/3, i1/3j−4/3)≪ (i/j)1/3.
(ii) For β = 2, the spectral measure is a determinantal point process (with kernel KN normalized such
that N−1KN (x, x)→ (2π)−1
√
(4− x2)+), and an elementary calculation gives
〈N (γi),N (γj))〉µ =
∫∫
(−∞,γi]×[γj,∞)
|KN (x, y)|2dxdy. (E.2)
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(iii) Via the Christoffel-Darboux formula, the correlation kernel can be expressed in terms of two successive
Hermite polynomials. The Plancherel-Rotach asymptotics then allow us to prove that in the above
integral, the main contribution comes from the domain I × J = [−2 + N−2/3+ε, γi] × [γj , 0] where
ε > 0 is small enough. In this domain one can prove (see (5.4) in [34]) that KN(x, y) is asymptotically
equivalent to
Ai(−(nF (x))2/3)Ai′(−(nF (y))2/3)−Ai′(−(nF (x))2/3)Ai(−(nF (y))2/3)
x− y ,
where Ai is the Airy function and F (x) ∼ (x+ 2)3/2 as x decreases to −2. Thanks to the estimates
Ai(−r) ∼ r−1/4
(
cos(2/3 r3/2 − π
4
) + O(r−3/2)
)
,
Ai′(−r) ∼ r1/4
(
sin(2/3 r3/2 − π
4
) + O(r−3/2)
)
,
as r →∞, we can approximate KN(x, y) by(
2 + y
2 + x
)1/4 cos(23n3/2(2 + x)− π4 ) sin(23n3/2(2 + y)− π4 )
x− y , (E.3)
by noting that in I × J we have 2 + y ≫ 2 + x.
(iv) The end of these heuristics consists in the following calculation, where we use that the square of the
oscillating term in (E.3) averages to 1/2 (note that the frequencies go to ∞), and we note U × V =
[Nε, i2/3]× [j2/3, N2/3]:∫∫
I×J
|KN (x, y)|2dxdy ∼
∫∫
U×V
( v
u
)1/2 1
(u− v)2 dudv ∼
∫
U
u−1/2du
∫
V
v−3/2dv ∼
(
i
j
)1/3
.
One concludes using the above equation, (E.1) and (E.2).
References
[1] S. Albeverio, L. Pastur, and M. Shcherbina, On the 1/n expansion for some unitary invariant ensembles of random
matrices, Commun. Math. Phys. 224 (2001), 271–305.
[2] G. W. Anderson, A. Guionnet, and O. Zeitouni, An introduction to random matrices, Cambridge Studies in Advanced
Mathematics, vol. 118, Cambridge University Press, Cambridge, 2010.
[3] A. Auffinger, G. Ben Arous, and S. Pe´che´, Poisson convergence for the largest eigenvalues of heavy tailed random matrices,
Ann. Inst. Henri Poincare´ Probab. Stat. 45 (2009), no. 3, 589–610.
[4] D. Bakry and M. E´mery, Diffusions hypercontractives, Se´minaire de probabilite´s XIX 1123 (1983), no. 84, 117–206.
[5] G. Ben Arous, A. Dembo, and A. Guionnet, Aging of spherical spin glasses, Probab. Theory Related Fields 120 (2001),
no. 1, 1–67.
[6] G. Ben Arous and A. Guionnet, Large deviations for Wigner’s law and Voiculescu’s non-commutative entropy, Probab.
Theory Related Fields 108 (1997), no. 4, 517–542.
[7] P. Bleher and A. Its, Semiclassical asymptotics of orthogonal polynomials, Riemann-Hilbert problem, and universality in
the matrix model, Ann. of Math. (2) 150 (1999), no. 1, 185–266.
[8] P. Bourgade, L. Erdo˝s, and H.-T. Yau, Universality of general β-ensembles, Duke Math. J. 163 (2014), no. 6, 1127–1190.
84
[9] , Bulk universality of general β-ensembles with non-convex potential, J. Math. Phys. 53 (2012).
[10] A. Boutet de Monvel, L. Pastur, and M. Shcherbina, On the statistical mechanics approach in the random matrix theory.
Integrated density of states, J. Stat. Phys. 79 (1995), 585–611.
[11] L. Caffarelli, C. H. Chan, and A. Vasseur, Regularity theory for parabolic nonlinear integral operators, J. Amer. Math. Soc.
24 (2011), no. 3, 849–869.
[12] P. Deift and D. Gioev, Universality at the edge of the spectrum for unitary, orthogonal, and symplectic ensembles of
random matrices, Comm. Pure Appl. Math. 60 (2007), no. 6, 867–910.
[13] , Universality in random matrix theory for orthogonal and symplectic ensembles, Int. Math. Res. Pap. IMRP 2
(2007), Art. ID rpm004, 116.
[14] P. Deift, D. Gioev, T. Kriecherbauer, and M. Vanlessen, Universality for orthogonal and symplectic Laguerre-type ensem-
bles, J. Stat. Phys. 129 (2007), no. 5-6, 949–1053.
[15] P. Deift, T. Kriecherbauer, K. T.-R. McLaughlin, S. Venakides, and X. Zhou, Strong asymptotics of orthogonal polynomials
with respect to exponential weights, Comm. Pure Appl. Math. 52 (1999), no. 12, 1491–1552.
[16] , Uniform asymptotics for polynomials orthogonal with respect to varying exponential weights and applications to
universality questions in random matrix theory, Comm. Pure Appl. Math. 52 (1999), no. 11, 1335–1425.
[17] J.-D. Deuschel, G. Giacomin, and D. Ioffe, Large deviations and concentration properties for ∇φ interface models, Probab.
Theory Related Fields 117 (2000), no. 1, 49–111.
[18] I. Dumitriu and A. Edelman, Matrix models for beta ensembles, Journal of Mathematical Physics 43 (2002), 5830–5847.
[19] L. Erdo˝s, A. Knowles, H.-T. Yau, and J. Yin, Spectral statistics of Erdo˝s-Re´nyi Graphs II: Eigenvalue spacing and the
extreme eigenvalues, Comm. Math. Phys. 314 (2012), no. 3, 587–640.
[20] L. Erdo˝s, S. Pe´che´, J. A. Ramı´rez, B. Schlein, and H.-T. Yau, Bulk universality for Wigner matrices, Comm. Pure Appl.
Math. 63 (2010), no. 7, 895–925.
[21] L. Erdo˝s, J. Ramı´rez, B. Schlein, T. Tao, V. Vu, and H.-T. Yau, Bulk universality for Wigner Hermitian matrices with
subexponential decay, Math. Res. Lett. 17 (2010), no. 4, 667–674.
[22] L. Erdo˝s, J. Ramı´rez, B. Schlein, and H.-T. Yau, Universality of sine-kernel for Wigner matrices with a small Gaussian
perturbation, Electr. J. Prob. 15 (2010), 526–604.
[23] L. Erdo˝s, B. Schlein, and H.-T. Yau, Universality of random matrices and local relaxation flow, Invent. Math. 185 (2011),
no. 1, 75–119.
[24] L. Erdo˝s, B. Schlein, H.-T. Yau, and J. Yin, The local relaxation flow approach to universality of the local statistics of
random matrices, Ann. Inst. Henri Poincare´ (B) 48 (2012), 1–46.
[25] L. Erdo˝s and H.-T. Yau, Gap universality of generalized Wigner and beta ensembles, Arxiv:1211.3786 (2012).
[26] , A comment on the Wigner-Dyson-Mehta bulk universality conjecture for Wigner matrices, Electron. J. Probab.
17 (2012), no. 28, 5.
[27] , Universality of local spectral statistics of random matrices, Bull. Amer. Math. Soc. (N.S.) 49 (2012), no. 3, 377–
414.
[28] L. Erdo˝s, H.-T. Yau, and J. Yin, Universality for generalized Wigner matrices with Bernoulli distribution, J. Comb. 2
(2011), no. 1, 15–81.
[29] , Bulk universality for generalized Wigner matrices, Probab. Theory Related Fields 154 (2012), no. 1-2, 341–407.
[30] , Rigidity of eigenvalues of generalized Wigner matrices, Adv. Math. 229 (2012), no. 3, 1435–1515.
[31] B. Eynard, Master loop equations, free energy and correlations for the chain of matrices, J. High Energy Phys. 11 (2003).
[32] P. J. Forrester, Log-gases and random matrices, London Mathematical Society Monographs Series, vol. 34, Princeton
University Press, Princeton, NJ, 2010.
[33] G. Giacomin, S. Olla, and H. Spohn, Equilibrium fluctuations for ∇ϕ interface model, Ann. Probab. 29 (2001), 1138–1172.
[34] J. Gustavsson, Gaussian fluctuations of eigenvalues in the GUE, Ann. Inst. H. Poincare Probab. Statist. 41 (2005), 151178.
[35] B. Helffer and J. Sjo¨strand, On the correlation for Kac-like models in the convex case, J. Stat. Phys. 74 (1994), 349–409.
[36] K. Johansson, On fluctuations of eigenvalues of random Hermitian matrices, Duke Math. J. 91 (1998), no. 1, 151–204.
[37] C. Kipnis and S. R. S. Varadhan, Central limit theorem for additive functionals of reversible Markov processes and
applications to simple exclusions, Comm. Math. Phys. 104 (1986), no. 1, 1–19.
85
[38] M. Krishnapur, B. Rider, and B. Virag, Universality of the Stochastic Airy Operator, Preprint arXiv:1306.4832 (2013).
[39] A. B. J. Kuijlaars and K. T.-R. McLaughlin, Generic behavior of the density of states in random matrix theory and
equilibrium problems in the presence of real analytic external fields, Comm. Pure Appl. Math. 53 (2000), no. 6, 736–785.
[40] M. Ledoux and B. Rider, Small deviations for beta ensembles, Electron. J. Probab. 15 (2010), no. 41, 1319–1343.
[41] J.-O. Lee and J. Yin, A necessary and sufficient condition for edge universality of Wigner matrices, Duke Math. J. 163
(2014), no. 1, 117–173.
[42] A. Naddaf and T. Spencer, On homogenization and scaling limit of some gradient perturbations of a massless free field,
Commun. Math. Phys. 183 (1997), 55–84.
[43] S. O’Rourke, Gaussian Fluctuations of Eigenvalues in Wigner Random Matrices, J. Stat. Phys. 138 (2010), no. 6, 1045–
1066.
[44] L. Pastur and M. Shcherbina, On the edge universality of the local eigenvalue statistics of matrix models, Mat. Fiz. Anal.
Geom. 10 (2003), no. 3, 335–365.
[45] , Universality of the local eigenvalue statistics for a class of unitary invariant random matrix ensembles, J. Statist.
Phys. 86 (1997), no. 1-2, 109–147.
[46] , Bulk universality and related properties of Hermitian matrix models, J. Stat. Phys. 130 (2008), no. 2, 205–250.
[47] S. Pe´che´ and A. Soshnikov, Wigner random matrices with non-symmetrically distributed entries, J. Stat. Phys. 129 (2007),
no. 5-6, 857–884.
[48] J. A. Ramı´rez, B. Rider, and B. Vira´g, Beta ensembles, stochastic Airy spectrum, and a diffusion, J. Amer. Math. Soc.
24 (2011), no. 4, 919–944.
[49] M. Shcherbina, Edge universality for orthogonal ensembles of random matrices, J. Stat. Phys. 136 (2009), no. 1, 35–50.
[50] , Orthogonal and symplectic matrix models: universality and other properties, Comm. Math. Phys. 307 (2011),
no. 3, 761–790.
[51] A. Soshnikov, Universality at the edge of the spectrum in Wigner random matrices, Comm. Math. Phys. 207 (1999), no. 3,
697–733.
[52] E. M. Stein and G. Weiss, Fractional integrals on n-dimensional Euclidean space, J. Math. Mech. 7 (1958), 503–514.
[53] T. Tao, The asymptotic distribution of a single eigenvalue gap of a Wigner matrix, Probab. Theory Related Fields 157
(2013), no. 1-2, 81–106.
[54] T. Tao and V. Vu, Random matrices: Universality of local eigenvalue statistics up to the edge, Comm. Math. Phys. 298
(2010), 549–572.
[55] , Random matrices: Universality of local eigenvalue statistics, Acta Math. 206 (2011), 1–78.
[56] C. Tracy and H. Widom, Level-spacing distributions and the Airy kernel, Comm. Math. Phys. 159 (1994), 151–174.
[57] , On orthogonal and symplectic matrix ensembles, Comm. Math. Phys. 177 (1996), 727–754.
[58] B. Valko´ and B. Vira´g, Continuum limits of random matrices and the Brownian carousel, Invent. Math. 177 (2009),
463–508.
[59] H. Widom, On the relation between orthogonal, symplectic and unitary matrix ensembles, J. Statist. Phys. 94 (1999),
no. 3-4, 347–363.
86
