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Abstract
This thesis is devoted to the study of optimal control problems governed
by a quasistatic, thermoviscoplastic model at small strains with linear
kinematic hardening, von Mises yield condition and mixed boundary
conditions. The thermoviscoplastic equations are given by nonlinear
partial differential equations (PDEs) and a variational inequality (VI)
of second kind in order to represent the elastic, plastic and thermal
effects.
After a short overview of the modeling of solid mechanics we discuss the
forward model of thermoviscoplasticity. Taking into account thermal
effects we have to handle numerous mathematical challenges during
the analysis of the thermoviscoplastic model, mainly due to the low
integrability of the nonlinear terms on the right-hand side of the heat
equation. One of our main results is the existence of a unique weak
solution, which is proved by means of a fixed-point argument and by
employing maximal parabolic regularity theory.
With this result at hand we define the control-to-state mapping which
maps the mechanical and thermal loads to the related states. We inves-
tigate properties of this mapping such as boundedness, weak continuity
and local Lipschitz continuity. Another major result is the finding that
the mapping is Hadamard differentiable but not necessarily Gaˆteaux or
even Fre´chet differentiable. A main ingredient is the reformulation of
the VI, the so called viscoplastic flow rule, as a Banach space-valued
ordinary differential equation (ODE) with non-differentiable right-hand
side.
Subsequently, we consider an optimal control problem governed by
thermoviscoplasticity and show the existence of a minimizer. In order
to cover a more realistic scenario we extend the optimal control problem
with a cooling phase.
Moreover, we discuss an implementation of gradient-based optimization
algorithms for the optimal control problem exploiting the result that
locally Lipschitz continuous functions defined on Asplund spaces are
Fre´chet differentiable on a dense subset of their domain. Finally, we
close this thesis with numerical examples. As expected, we will observe
that if we allow heating the material at certain parts of the boundary
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near the areas where plastification is likely to occur, then we can save
mechanical energy and still reach a desired displacement.
1 Introduction
Non-isothermal effects play a tremendous role in a multitude of applica-
tions which involve thermoviscoplastic materials, such as for example
metals. Mainly, they are caused by the two following reasons: firstly,
the yield stress of the used materials significantly decreases with in-
creasing temperature and secondly, the materials develop non-negligible
thermally induced stresses with changing temperature.
The advantages of thermoviscoplastic materials were already known to
the people of ancient times who observed that heated metals can be
forged more easily. Until today the metal processing industry applies
forging or other enhanced hot warming processes such as rolling and
drawing in order to deform metals. However, there are a plenty of
applications where heat occurs unintentionally during the process which
might possibly lead to problems such as thermally induced creeping,
thermo-mechanical fatigue or buckling of the materials used. We men-
tion for instance the operation of power plants whose components are
in contact with hot steam over an extended period of time such as
turbine blades. Due to the permanent deformation under the influence
of stresses and heat we observe thermally induced creeping which can
result in fatigue of the material, cf. Saad [2012]. As a last example we
address the phenomenon known as a sun-kink. There, thermal stresses
arise in a railway rail due to increasing ambient temperature, causing
the rail to buckle, cf. Kjell [2016].
Obviously, it is of great interest to improve the mentioned applications
in order to save energy during forging, to reduce material fatigue in
the components of power plants or to avoid dangerous situations like
sun-kinks for example. This can be done by formulating and solving
optimal control problems related to thermoviscoplasticity.
Mathematically, thermoviscoplastic models are described by time-depen-
dent nonlinear partial differential equations (PDEs) and time-dependent
variational inequalities (VIs) of second kind. Therefore, their analysis
and their numerical solution involve challenging mathematical problems,
which is also true for associated optimal control problems. For this
reason, we restrict our considerations to a small-strain model with linear
kinematic hardening and von Mises yield condition. The aim of this
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thesis is to lay the theoretical foundations of a rigorous mathematical
treatment for problems involving thermoviscoplasticity.
Subsequently, in Section 1.1 we give an overview of the main contribu-
tions of this thesis and the current state of research. Finally, an outline
of the thesis is given in Section 1.2.
1.1 Overview and Main Contributions
In this thesis we consider the following quasistatic, thermoviscoplastic
model or more precisely thermoviscoelastoviscoplastic model at small
strains with linear kinematic hardening and von Mises yield condition:
stress-strain relation: σ = C
(
ε(u)− p− t(θ)), (1.1)
conjugate forces: χ = −Hp, (1.2)
viscoplastic flow rule:  p˙+ ∂p˙D(p˙, θ) 3 σ + χ, (1.3)
balance of momentum: − div(σ + γ ε(u˙)) = `, (1.4)
heat equation: % cp θ˙ − div(κ∇θ) = r + γ ε(u˙) : ε(u˙) (1.5)
+ (σ + χ) : p˙− θ t′(θ) : C(ε(u˙)− p˙).
The unknowns are the stress σ, back-stress χ, plastic strain p, dis-
placement u and temperature field θ. Further, C and H denote the
elastic and hardening moduli, respectively. Moreover, ε(u) denotes
the symmetrized gradient or linearized strain associated with u. The
temperature dependent term t(θ) expresses thermally induced strains.
D denotes the dissipation function and the symbol ∂p˙D stands for the
partial convex subdifferential of D(p˙, θ) w.r.t. the first component p˙.
The right-hand sides ` and r represent mechanical and thermal loads,
respectively, which may act in the volume or on the boundary or both.
The constants %, cp and κ describe the density, specific heat capacity
and thermal conductivity of the material. The positive parameters 
and γ represent viscous effects in the evolution of the plastic strain
and in the balance of momentum. For the derivation of the system
(1.1)–(1.5) and more on its physical background, we refer the reader to
Chapter 2.
Analysis of thermo(visco)plastic models. The analysis of thermoplas-
tic models poses numerous mathematical challenges, mainly due to the
low integrability of the nonlinear terms on the right-hand side of the
heat equation (1.5) and the full and highly nonlinear coupling within
the system. Several approaches have been considered in the literature
to deduce the existence and uniqueness of a solution, and we mention
the following.
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Gro¨ger and Hu¨nlich [1980]: They consider a thermoplastic mo-
del with linear kinematic hardening whose material param-
eters, in particular the yield stress, are assumed to be inde-
pendent of the solution. The existence and uniqueness of a
solution is proven exploiting standard results on evolution
equations.
Krejcˇ´ı and Sprekels [1997], Krejcˇ´ı and Sprekels [1998]: In
their works a one-dimensional thermoplasticity problem with-
out hardening is considered. Besides the heat equation, their
model contains a hyperbolic balance of momentum and a
temperature dependent constitutive law of perfect plasticity
employing the notion of a rate-independent hysteresis opera-
tor involving a so called stop operator, cf. Krasnoselskii and
Pokrovskii [1989]. Again the yield stress is assumed to be
constant. They apply an approximation argument in order to
discuss the existence of a weak solution.
Che lmin´ski and Racke [2006]: In this model without viscosity
terms the dissipation function is only allowed to depend lin-
early on the temperature and a simplified mechanical heat
source is used which does not account for plastic dissipation
and is cut off at large temperatures. The authors use a Yosida
regularization to prove the existence of a solution.
Bartels and Roub´ıcˇek [2008]: The model does not account for
hardening and thermal strains, it contains a hyperbolic viscous
balance of momentum and a simplified right-hand side of the
heat equation. The authors prove the existence of a solution
in a weak sense via a discretization strategy.
Bartels and Roub´ıcˇek [2011]: In contrast to Bartels and Rou-
b´ıcˇek [2008] the authors take into account thermal strains,
linear kinematic and isotropic hardening and the same right-
hand side of the heat equation as in (1.5), but they consider
a temperature independent flow rule. The authors require a
growth condition for the heat capacity w.r.t. the temperature
to obtain the existence of an energetic solution, again via a
discretization procedure. For a definition of the notion of
energetic solutions we refer the reader to Mielke [2005].
Paoli and Petrov [2012]: In contrast to our model the authors
assume a C2 regular boundary in addition to homogeneous
boundary conditions for the displacement, which leads to bet-
ter regularity. Moreover, the dissipation function is assumed
to be independent of the temperature. The authors use a
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growth condition for the heat capacity w.r.t. the temperature
to show the existence of a solution in a classical sense by
means of Schauder’s fixed point theorem.
One of the main contributions of this thesis is the proof of the existence
and uniqueness of a weak solution of the thermoviscoplastic system
(1.1)–(1.5) in Chapter 4. Our approach is closest to the one in Paoli
and Petrov [2012]. We emphasize that we admit more general domains
as well as mixed boundary conditions. The overall strategy to show
the existence and uniqueness of a solution is an application of Banach’s
fixed point theorem to a reduced problem formulated in the temperature
variable alone. In order to apply the fixed-point argument, we make use
of the theory of maximal parabolic regularity. The same strategy was
used in Ho¨mberg et al. [2009/10] for the analysis and optimal control of
a thermistor problem. Furthermore, we focus our discussion on the case
of constant heat capacities. We mention that this case is not included
in Paoli and Petrov [2012] since a linear growth of the heat capacity
is assumed there. In contrast to the linear dependence of the thermal
strain on the temperature in Paoli and Petrov [2012], we allow more
general thermal strains t and only assume them to be globally bounded
w.r.t. the temperature. This can be achieved w.l.o.g. by a cut-off outside
the relevant temperature regime, cf. Remark 2.3.2.
Under the assumptions made precise in Section 3.2, our result is as
follows. (We refer the reader to Theorem 4.2.1 for a re-iteration of the
theorem.)
Theorem. There exists p¯ > 2 such that for all 2 < p ≤ p¯, there exists
q¯ > 2 (depending on p) such that for all q¯ ≤ q < ∞ and sufficiently
smooth right-hand sides (`, r) and initial conditions (u0,p0, θ0), there
exists a unique weak solution (u,p, θ) of (1.1)–(1.5) such that
u ∈W 1,q(0, T ;W 1,pD (Ω)), p ∈W 1,q(0, T ;Lp(Ω;R3×3sym)) trace-free,
θ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
with v(p) given in (3.1). The stress components σ and χ are obtained
from (1.1)–(1.2).
Note that compared to Bartels and Roub´ıcˇek [2008] and Bartels and
Roub´ıcˇek [2011], we obtain solutions of higher regularity, working with
a different notion of a solution.
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With the existence and uniqueness result at hand we define in Defini-
tion 5.0.1 the control-to-state mapping G related to the thermoviscoplas-
tic system (1.1)–(1.5) which maps the loads to the related states. In
Chapter 5, we study a variety of properties of this mapping. Although
we hope that the individual results are of independent interest, we will
apply them in the discussion of optimal control problems governed by
(1.1)–(1.5). To give an overview, we discuss the following properties.
Properties. The control-to-state mapping G
(1) maps bounded sets into bounded sets;
(2) is weakly sequentially continuous;
(3) is locally Lipschitz continuous;
(4) is Fre´chet differentiable on a dense subset of
its domain;
(5) is directionally differentiable;
(6) is Hadamard differentiable.
(Lemma 5.1.1)
(Proposition 5.2.2)
(Proposition 5.3.4)
(Corollary 5.3.6)
(Theorem 5.4.11)
(Corollary 5.4.19)
For instance, in order to obtain the existence of global minimizers of
optimal control problems involving thermoviscoplasticity, we discuss
the weak sequential continuity of the solution map w.r.t. the right-hand
side data, see Proposition 5.2.2. It will be proved using a technique
developed in Bartels and Roub´ıcˇek [2008].
Moreover, we study weakened differentiability properties of the control-
to-state mapping G in this thesis. Due to the non-differentiability in
the dissipation function D we can not expect that the control-to-state
mapping G is Gaˆteaux or even Fre´chet differentiable. We prove in
Theorem 5.4.11 the directional differentiability of the control-to-state
mapping G using a reformulation of the viscoplastic flow rule as Banach
space-valued ordinary differential equation, see Proposition 4.3.1, and
the chain rule for Hadamard differentiable functions. We remark that
our approach is close to Meyer and Susu [2017] where the Hadamard
differentiability of the solution map related to a semilinear operator with
directionally differentiable semilinear part has been proven with a similar
strategy. We refer to Mignot [1976] and Jarusˇek et al. [2003] for similar
results related to the case of elliptic and parabolic obstacle problems and
Herzog et al. [2013], where weak directional differentiability for a static
elastoplasticity problem has been proven. In addition, we formulate in
Corollary 5.4.20 a criterion in order to identify Gaˆteaux differentiable
points.
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Optimal control of thermo(visco)plastic models. In Chapter 6 we
investigate optimal control problems related to the thermovisoplastic
system (1.1)–(1.5) of the following type.
Problem. Find optimal controls
`∗ ∈W 1,a(0, T ;Z), r∗ ∈ L q2 (0, T ;Y )
and corresponding states
u∗ ∈W 1,q(0, T ;W 1,pD (Ω)), p∗ ∈W 1,q(0, T ;Lp(Ω;R3×3sym)) trace-free,
θ∗ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
with v(p) given in (3.1), which minimize
F (`, r,u,p, θ) := Ψ(u,p, θ) + β1 ‖`‖2W 1,a(0,T ;Z) + β2 ‖r‖2L q2 (0,T ;Y )
subject to the thermoviscoplastic system (1.1)–(1.5) and 0 ≤ θ(t,x) ≤
M almost everywhere in (0, T )× Ω.
Here, we can imagine for example Ψ as a classical tracking type related
to a desired final displacement and β1, β2 > 0 denote the control cost
parameters. Moreover, we assume that a > 1 and that the reflexive
Banach spaces Z and Y satisfy the embeddings Z ↪→↪→W−1,pD (Ω) and
Y ↪→W−1,v(p) (Ω), see Assumption 6.0.2. The Banach spaces Z and Y
can be chosen dependent on the application as spaces containing volume
or boundary loads or both. We emphasize that the state constraints
are sensible from a physical point of view to avoid destruction of the
material, and that they also can be useful to obtain a thermodynamically
consistent model, cf. Remark 2.3.2.
While we find in the literature works related to optimal control of
elastoplasticity, see for instance de los Reyes et al. [2016], Wachsmuth
[2012, 2015, 2016b], we present, to the best of our knowledge, first
results related to optimal control of thermoviscoplasticity in this thesis
as the existence of at least one global minimizer in Theorem 6.1.2 and
first order necessary optimality conditions in Theorem 6.2.3. The proofs
are based on the properties of the control-to-state mapping G discussed
in Chapter 5 and classical arguments. Moreover, in order to cover a
more realistic scenario, we extend our optimal control problem with a
cooling phase which is the starting point for the numerical experiments;
compare Subsection 6.3.2.
Numerical Results. Finally, in Chapter 7 we present two numerical
examples. We discuss and develop our numerical approach which is
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based on the result that the control-to-state mapping G is Fre´chet
differentiable on a dense subset of its domain, cf. Corollary 5.3.6. The
idea is to apply the steepest descent method or a nonlinear CG method
under the assumption that we never encounter a non-differentiable
point during the computations. The gradient will be calculated w.r.t. a
weighted scalar product following an adjoint approach via the formal
Lagrange method, see Subsection 7.3.2.
For the simulations we use the open-source finite element software
FEniCS to implement and to solve a discretized version of the optimal
control problem related to thermoviscoplasticity.
To conclude, we remark that parts of this thesis have been published
and submitted, respectively, in the following two papers.
[1] Roland Herzog, Christian Meyer, Ailyn Sto¨tzner;
Existence of Solutions of a Thermoviscoplastic Model
and Associated Optimal Control Problems; Nonlinear Anal-
ysis: Real World Applications (2017) 35: 75–101.
[2] Roland Herzog, Ailyn Sto¨tzner;
Hadamard Differentiability of the Solution Map in Ther-
moviscoplasticity; accepted in Pure and Applied Functional
Analysis;
https://spp1962.wias-berlin.de/preprints/044.pdf.
1.2 Outline of the Thesis
The thesis is structured as follows.
Chapter 2 – Modeling of Solid Mechanics. In this chapter we give
an introduction into the mathematical modeling of the constitutive
equations for solid materials which are needed for this thesis. Starting
with the basic terminology and principles we derive a rate-independent
thermoplastic model with simplified heat equation and discuss the ther-
modynamical consistency of the model. Finally, enriched with viscous
material effects these equations will lead to the thermoviscoplastic model
we investigate.
Chapter 3 – Mathematical Preliminaries. In this chapter we clarify
the notation and general assumptions used throughout the thesis and
provide references for well established concepts and theories on which
the analysis is based.
Chapter 4 – Analysis of the Forward Problem. This chapter is devoted
to the discussion of the existence and uniqueness of a weak solution of
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the thermoviscoplastic system considered. After giving a precise notion
of weak solutions the existence and uniqueness is proven by applying
Banach’s fixed point theorem to a reduced problem formulated in the
temperature variable alone and exploiting maximal parabolic regularity
theory. In addition, we present a reformulation of the viscoplastic flow
rule as a Banach space-valued ODE.
Chapter 5 – Properties of the Control-to-State Mapping. In this
chapter we show a variety of properties of the control-to-state mapping
related to the thermoviscoplastic system such as its boundedness, weak
sequential continuity, and local Lipschitz continuity. Moreover, we
prove that the control-to-state mapping is directionally differentiable
and therefore Hadamard differentiable using the reformulation of the
viscoplastic flow rule as Banach space-valued ODE and the chain rule
for Hadamard differentiable functions.
Chapter 6 – Analysis of the Optimal Control Problem. In this chapter
we apply the results of the previous chapters in order to prove the
existence of an optimal control and to derive first order necessary
optimality conditions. Moreover, we present some illustrative examples
for the choice of the objective function and develop a more realistic
optimal control problem by adding a cooling phase.
Chapter 7 – Numerical Experiments. The aim of this chapter is
to solve an optimal control problem related to thermoviscoplasticity
numerically. We address in particular the nonsmoothness of the control-
to-state mapping. Finally, we apply the steepest descent method and a
nonlinear CG method in order to solve two different examples using the
open-source finite element software FEniCS.
Chapter 8 – Conclusions and Outlook. In this chapter we summarize
the main results of the thesis and point out some future research
possibilities.
2 Modeling of Solid Mechanics
Contents
2.1 Framework for Solid Mechanics 9
2.2 Some Results from Convex Analysis 21
2.3 Modeling of Thermoplasticity 23
2.4 Modeling of Elastic and Plastic Viscous Effects 28
In this chapter we give an introduction into the mathematical modeling
of the constitutive equations for solid materials based on thermody-
namical principles. Even though this approach is rather abstract the
key advantage is that we are able to easily combine various material
behaviors as for example (visco)elasticity and (visco)plasticity. For a
more detailed presentation we refer to [Ottosen and Ristinmaa, 2005,
Chapter 20 to 23], [Han and Reddy, 1999, Chapter 2 to 4], [Wachsmuth,
2011, Chapter 2] and the references therein.
We mainly assume in this section the situation of small strain which
means that the gradient of the displacement is assumed to be small.
Moreover, all the material parameters are temperature independent,
except for the yield stress.
We start in Section 2.1 with discussing the basic terminology and
principles for solid mechanics in a rate-independent setting. Next, in
Section 2.2 we present some results from convex analysis which will
be helpful to find reformulations for the (visco)plastic flow rule in
the following sections. In Section 2.3 we derive a rate-independent
thermoplastic model and discuss the thermodynamical consistency of
a model with simplified heat equation, see Remark 2.3.2. Finally,
we close this chapter with Section 2.4 where we introduce the rate-
dependent framework and the related equations in order to obtain a
thermo(viscoelasto)viscoplastic model.
2.1 Framework for Solid Mechanics
We will study bodies which can be considered as a continuum at a
macroscopic level. This means that such a body occupies a subset of R3
which will vary with time when the body deforms. We recall that all the
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material behavior in this section is assumed to be rate-independent. At
time t = 0 the undeformed solid body covers the domain Ω = Ω0 ⊂ R3,
which is called the reference configuration.
Displacements. We describe the motion of the body by the function u.
The function evaluation u(t,x) expresses the displacement of the point
x ∈ Ω at time t ≥ 0, i.e. the material particle located at x ∈ Ω will be
mapped to position y by
y = x+ u(t,x),
see Figure 2.1. Therefore, the domain Ωt occupied by the body at time
point t ≥ 0 can be characterized as Ωt = {y = x+u(t,x) ∈ R3 : x ∈ Ω},
called the current configuration.
Ω
Ωt
x
yu(x, t
)
Figure 2.1. Sketch of the undeformed (left) and deformed domain
(right).
We denote with ∇ the gradient in the reference configuration w.r.t. the
spatial coordinate x = (x1, x2, x3) ∈ Ω. We define for a vector-valued
function u = (u1, u2, u3) ∈ R3 its gradient as
(∇u)ij := ∂uj
∂xi
(2.1)
for i, j = 1, 2, 3. We remark that the gradient of a vector-valued function
is defined as the transposed of the Jacobian matrix which is consistent
with the definition of the gradient of a scalar function as a column
vector.
Strains. The quantity that describes the deformation of the body is
the strain tensor. It should not depend on rigid body motions such as
combinations of translations and rotations where no deformation occurs.
In contrast to rigid body motions, a real deformation of the body causes
changes in the distance of two certain points on the body and could in
addition modify the angle between three different points. Therefore the
strain tensor will be defined via changes of lengths and angles.
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We consider a point x ∈ Ω at time t ≥ 0 and two fibers starting in x.
The fibers are represented by two vectors δx1 and δx2. For brevity we
will omit the time parameter in this subsection. Using the displacement
u, the point x is mapped to y = x+ u(x) and the points x+ δxi are
mapped to y + δyi := x+ δxi + u(x+ δxi) for i = 1, 2; see Figure 2.2.
Ω
Ωt
x+ δx1
x
x+ δx2
y
y + δy2
y + δy1
Figure 2.2. Sketch of fibers in the undeformed (left) and deformed
configuration (right).
We assume that the displacement is continuously differentiable and
expand u(x+ δxi) using Taylor’s formula,
u(x+ δxi) = u(x) +∇u(x)>δxi + o(|δxi|), i = 1, 2.
Applying the definition of y this yields
δyi = δxi +∇u(x)>δxi + o(|δxi|), i = 1, 2.
Next, in order to describe the changes in lengths and angles, we calculate
the change of the scalar product of two fibers
δy>i δyj − δx>i δxj (2.2)
= δx>i
(∇u(x) +∇u(x)∇u(x)> +∇u(x)>) δxj + o(|δxi||δxj |),
for i, j = 1, 2. This motivates the definition of the Green–Lagrange
strain tensor E associated with the displacement u as
E(u) :=
1
2
(∇u+∇u∇u> +∇u>) . (2.3)
Considering infinitesimal fibers, which means |δxi| ↓ 0, the leading term
in (2.2) is given by 2 δx>i E δxi. This means that changes in lengths
and angles and therefore the deformation of the body can be expressed
by E. Moreover, the strain tensor satisfies E = 0 if and only if the
displacement is a rigid body motion. One direction is easy to see since
δy>i δyj = δx
>
i δxj for a rigid body motion. The other direction can
be found in [Gurtin, 1981, page 49].
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With equation (2.2) at hand, the components of the strain tensor E
can easily be interpreted physically. Choosing the fibers δxi = δxj
parallel to the Cartesian axes we see that the diagonal components of
the strain tensor E express half of the change of the length (squared)
in the related directions. Additionally, choosing the fibers δxi 6= δxj
parallel to the axes we obtain that the off-diagonal components of the
strain tensor E indicate half of the change in angle between two fibers
originally right-angled. Therefore, the diagonal components of the strain
tensor are also called direct strains and the off-diagonal components are
referred to as shear strains.
Infinitesimal strains. A body undergoes infinitesimal deformation if
the gradient of the displacement is small. Then the quadratic term in
(2.3) can be neglected and the infinitesimal strain tensor ε is given by
ε(u) =
1
2
(∇u+∇u>) . (2.4)
The advantage of the infinitesimal strain theory is that the infinitesimal
strain tensor ε is linear w.r.t. the displacement u. Notice that if we
consider a rigid body motion which is not only a translation, we obtain
ε 6= 0. Moreover, there are motions satisfying ε = 0 which are not
necessarily rigid body motions.
Stresses. Next, we will discuss stress tensors which describe the loading
on the body at an arbitrary point arising due to the deformation. They
can also be understood as internal forces.
In order to define stress tensors, we start by introducing Cauchy’s stress
vector s(t,x,n) ∈ R3. For a given unit vector n we choose a part of the
body Ω′ ⊆ Ω with smooth boundary such that x ∈ ∂Ω′ and the outer
unit normal at x is equal to n. Imagine Ω′ is a stand-alone part of
the body. Then there are forces exerted by Ω′ on Ω\Ω′ and vice versa.
We define s(t,x,n) as the surface traction at time t acting on x ∈ ∂Ω′
related to the outer unit normal vector n at x; compare Figure 2.3.
It is reasonable to assume that the Cauchy stress vector s depends on
the time t, the point x and the normal unit vector n but is independent
of the particular choice of the subdomain Ω′, see [Liu, 2002, page 43].
Assumption 2.1.1 (Cauchy’s Postulate). There exists a function s
such that for every subdomain Ω′ ⊆ Ω with smooth boundary, the force
at x exerted by Ω′ on Ω\Ω′ is given by s(t,x,n) where n is the outer
unit normal vector of ∂Ω′ at x.
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Ω
Ω′ s(t,x,n)
Figure 2.3. Sketch of a part Ω′ ⊆ Ω and the stress vector s on
selected points on the boundary ∂Ω′.
This assumption results in Cauchy’s stress theorem, see [Liu, 2002, page
45] for a proof.
Theorem 2.1.2 (Cauchy’s Stress Theorem). The stress vector s is
linear w.r.t. the outer unit normal n; this means there exists a matrix
σ(t,x) ∈ R3×3, independent of n, such that
s(t,x,n) = σ(t,x)n
for all n ∈ R3 with |n| = 1. The matrix σ(t,x) is called Cauchy’s stress
tensor.
Furthermore, if the material satisfies Euler’s first law (also called con-
servation of linear momentum or equations of motions, see [Liu, 2002,
eq. (2.55)]), then Euler’s second law (also called conservation of angular
momentum, see [Liu, 2002, eq. (2.58)]) implies that Cauchy’s stress
tensor σ is symmetric, i.e.,
σ = σ>; (2.5)
see [Liu, 2002, page 50-51]. We denote by R3×3sym the space of all symmetric
3× 3 matrices.
Linear stress-strain relation. We assume that in a purely elastic setting
the elastic strain e = ε(u) is given by Hooke’s law, i.e. the relation
between the stress σ and the elastic strain e is linear. This means that
there exists an elastic modulus C : Ω→ Lin(R3×3sym) which satisfies
σ = C e = C ε(u). (2.6)
The space Lin(R3×3sym) denotes the space of bounded linear functions
from R3×3sym into itself. We can identify Lin(R3×3sym) with a subspace of
R3×3×3×3 using the canonical basis. Next, we discuss the dimension of
this subspace. Due to the symmetry of the strain ε, see (2.4), we can
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assume that Cijkl = Cijlk. Furthermore, the symmetry of the stress σ,
see (2.5), yields Cijkl = Cjikl. Additionally, we see in Section 2.3 that
C equals the second derivative of the quadratic Helmholtz free energy
ψ w.r.t. ε(u), see (2.16). This implies the symmetry Cijkl = Cklij .
Therefore, the tensor C can have only 21 independent components;
compare [Han and Reddy, 1999, page 29].
The number of independent components of C reduces to two if we further
assume that the material behaves isotropically, i.e. the response of the
material is uniform in all orientations, see [Liu, 2002, Chapter 4.2.1]. In
this situation the stress-strain relation (2.6) is given by
σ = C ε(u) = 2µ ε(u) + λ trace ε(u) Id,
with Lame´ constants µ and λ. The symbol trace ε(u) represents the
trace of the matrix ε(u) and Id ∈ R3×3sym is the identity matrix.
Moreover, since we are interested in a one-to-one relation of the elastic
strain e and the stress σ we assume that the tensor C is invertible.
Balance of momentum. The equation of balance of momentum given
by Euler’s first law, [Liu, 2002, eq. (2.55)], expresses the equations of
motions for the body. It is a consequence of Newton’s second law, which
states that the rate of change of the linear momentum of a body is
proportional to the force applied to it.
We take an arbitrary part of the body Ω′ ⊆ Ω, where the applied forces
are given by the stress vector s acting on the boundary ∂Ω′ and the
body force b in the region Ω′. Mathematically, Euler’s first law can be
formulated as ∫
Ω′
% u¨dx =
∫
Ω′
b dx+
∫
∂Ω′
sds
where % is the mass density of Ω′ and u¨ denotes the second partial
derivative of u w.r.t. the time. Together with Theorem 2.1.2 and
the divergence theorem of Gauss we obtain the pointwise balance of
momentum
% u¨− divσ = b; (2.7)
see [Han and Reddy, 1999, page 26] or [Liu, 2002, eq. (2.57)]. We
simplify equation (2.7) assuming that u¨ is small and can be neglected.
This is possible if we work with a stationary problem or if the changes in
the loads are slow. Then the so called quasistatic balance of momentum
reads
−divσ = b. (2.8)
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Temperature. The temperature θ > 0 is a real number, which measures
the hotness or coldness of a body. If the body gets hotter, then its
temperature rises; if the body gets cooler, then its temperature falls.
Temperature can also be interpreted as how fast the molecules vibrate.
Therefore, it is reasonable that there is a point where no molecular
vibrations occur and the related temperature can not decrease further.
There are different scales to measure the temperature as degrees Fahren-
heit (◦F) or degrees Celsius (◦C). We will choose to measure temper-
ature changes by means of degrees Celsius and construct an absolute
temperature measure, called Kelvin (K), according to
aK =̂ (a− 273.15) ◦C =̂
(
9
5
a− 459.67
)
◦F, a > 0.
Additive decomposition of strains. We assume that the total strain
ε can be decomposed into parts attributed to the elastic, plastic and
thermal effects;
ε(u) = e+ p+ t(θ)
with elastic strain e, plastic strain p and thermal strain t(θ). Further-
more, we assume that the elastic strain e is given by Hooke’s law, see
(2.6),
σ = C e = C(ε(u)− p− t(θ)).
Additionally, we assume that the thermal expansion is symmetric which
means that we claim t : R → R3×3sym. Since the domain of the elastic
modulus C are the symmetric matrices, we infer that the plastic strain
p also has to be symmetric.
Plastic incompressibility. It is a well known observation that plastic
deformation hardly causes changes in volume of the body; these are
nearly only due to elastic deformations, see [Han and Reddy, 1999, page
53]. Therefore, we assume that the plastic strain p is trace-free, i.e.
tracep = 0.
We denote the space of the symmetric and trace-free (deviatoric) 3× 3
matrices as R3×3dev .
Yield criterion. In order to decide whether plastic deformation occurs
we introduce the yield criterion, also called yield condition. Starting
with the rate-independent setting, we formulate the yield criterion in
dependence of the stress σ of the body as an equation
φ(σ) = 0
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where φ : R3×3sym → (−∞, 0] is the so called yield function. Typically, the
yield function φ measures whether the stress σ of the body is below a
certain threshold, the so called yield stress. Its interpretation is that
for φ(σ) < 0 the body is assumed to behave elastically; otherwise, for
φ(σ) = 0, yielding could occur. We call the set of admissible stresses σ
with the property φ(σ) = 0 the yield surface.
We present two yield functions which are commonly used in the lit-
erature, the von Mises yield function and the Tresca yield function.
We remark that we discuss here the yield functions without hardening;
the generalization of the yield functions including a hardening law is
given on page 18. The definition of the yield functions is based on the
eigenvalues of the stress tensor σ. Since σ is symmetric and real, there
are three real eigenvalues σ1, σ2 and σ3.
The von Mises yield criterion is based on the assumption that yielding
occurs if the deviatoric strain energy (also called the elastic shear energy)
reaches a critical value. According to [Han and Reddy, 1999, pages
62-63] this energy is proportional to(
(σ1 − σ2)2 + (σ1 − σ3)2 + (σ2 − σ3)2
) 1
2
=
√
3
∣∣σD∣∣
where σD := σ − 13 trace(σ) Id is the deviatoric part of σ and |σD|
denotes the Frobenius norm of the matrix σD. The equality can be seen
by simple calculations. Next, the von Mises yield function is defined as
φvM(σ) :=
√
1
3
(
(σ1 − σ2)2 + (σ1 − σ3)2 + (σ2 − σ3)2
) 1
2 −
√
2
3
σ0
where σ0 is the uni-axial yield stress. The uni-axial yield stress σ0
has to be determined by experiments. The name reflects the fact that
in a uni-axial stress state with σ2 = σ3 = 0 we obtain φ
vM(σ) =√
2/3 |σ1| −
√
2/3σ0. In this situation the uni-axial stress σ0 equals
|σ1|.
Since the calculation of the eigenvalues can be complex, we give another
representation of the von Mises yield function,
φvM(σ) :=
∣∣σD∣∣−√2
3
σ0.
The second example is the Tresca criterion where we assume that
yielding occurs if the maximum shear stress achieves a particular value.
Therefore, according to [Han and Reddy, 1999, page 63] the Tresca yield
function is defined as
φTr(σ) := max
{|σ1 − σ2|, |σ2 − σ3|, |σ3 − σ1|}− σ0.
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Here, σ0 is again the uni-axial yield stress. In Figure 2.4 both yield
functions are depicted for the case of plane stress, which means σ3 = 0.
σ1
σ2
φvM
σ0
σ0
0
σ1
σ2
φTr
σ0
σ0
0
Figure 2.4. Von Mises (left) and Tresca (right) yield functions for
plane stress, σ3 = 0.
In this work, we are interested in thermoplastic models. The most
important impact due to the temperature influence is that the yield
stress changes significantly with temperature, i.e. we replace the uni-
axial yield stress σ0 by a temperature dependent function σ0(θ); the
yield criterion is then expressed by φ(σ; θ) = 0. We consider materials
where the uni-axial yield stress decreases with increasing temperature θ.
In addition we will assume that σ0 is smooth. Examples are given in
Figure 2.5.
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Figure 2.5. Effect of temperature on the uni-axial yield stress σ0
for different materials; data are taken from [Ottosen and Ristinmaa,
2005, Figure 23.2] and [Miracle and Senkov, 2017, Table 6].
Internal variables and conjugate forces. During the plastic deforma-
tion the body undergoes some irreversible restructuring of the atoms.
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This means that the response of a plastic material depends especially
on the history of the deformation and not only on the current state. In
order to memorize the plastic loading history we introduce the internal
variables ξ = (ξ1, . . . , ξm). They are also called hidden variables since
we are not able to measure them directly. Depending on the hardening
rule the internal variables ξ may contain scalars or tensors and the value
m varies, compare the next subsection.
Moreover, the stresses which occur during the plastic deformation are
denoted by χ = (χ1, . . . , χm), the so called conjugate forces or hardening
parameters. We will assume that the number of hardening parameters
equals the number of internal variables.
Hardening rule. The hardening rule determines how the yield surface
or equivalently the yield criterion changes as a result of the plastic
deformation. We will assume that the hardening rule is independent of
the temperature.
We start the discussion with a perfectly plastic material. If the yield
condition is satisfied the material undergoes plastic deformation without
any increase in stresses or loads, which means that the yield surface
remains always the same.
Next, we discuss hardening plasticity where we have to increase the
stresses to obtain further plastic deformation as soon as the yield condi-
tion is satisfied. This means that the yield surface changes permanently
during the plastic deformation. We will exploit the hardening parame-
ters χ in order to characterize in which way the current yield condition
changes its size, shape and position with plastic loading and define the
current yield condition as
φˆ(σ,χ; θ) = 0.
In the setting of isotropic hardening the position of the yield surface
remains fixed whereas the size of the yield surface changes, see Figure 2.6.
There is only one scalar conjugate force g ∈ R. The isotropic hardening
yield criterion is given by
φˆ(σ, g; θ) := φ(σ; θ) +G(g) = 0
where G is a monotonically increasing function with G(0) = 0.
In the case of linear kinematic hardening the size of the yield surface
remains fixed and the position of the yield surface changes as a result
of the plastic loading. We choose one conjugate force χ ∈ R3×3sym and
define the linear kinematic hardening yield criterion as
φˆ(σ,χ; θ) := φ(σ + χ; θ) = 0.
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This formula indicates that if we project the yield surface onto the
stress variable σ we see that for a given temperature θ the yield surface
φˆ(·,χ; θ) = 0 is a translation of φˆ(·,0; θ) = φ(· ; θ) = 0 by the negative
conjugate force −χ, see Figure 2.6. Therefore, the conjugate force χ
is sometimes called the back-stress. Furthermore, the internal variable
equals the plastic strain tensor, i.e. ξ = p.
Moreover, we can combine both types and obtain combined isotropic
and kinematic hardening. There, we choose the conjugate force as a
tuple (χ, g) ∈ R3×3sym × R and the yield criterion is given by
φˆ(σ, (χ, g); θ) := φ(σ + χ; θ) +G(g) = 0.
We see as above that the size of the yield surface is changed by g and
the translation is given by −χ.
−χ
φˆ(·,0; θ) = 0
φˆ(·,χ; θ) = 0
φˆ(·, 0; θ) = 0
φˆ(·, g; θ) = 0
Figure 2.6. Kinematic (left) and isotropic (right) hardening for a
given temperature θ.
Maximum plastic work inequality. In order to characterize the develop-
ment of the plastic deformation we formulate the maximum plastic work
inequality. It postulates that for a given plastic strain p and internal
forces ξ the associated stresses σ and the conjugate forces χ are taken
in the way such that they will maximize the mechanical dissipation, i.e.
σ : p˙+ χ : ξ˙ ≥ σ˜ : p˙+ χ˜ : ξ˙ with φˆ(σ,χ; θ) ≤ 0 and all (σ˜, χ˜) (2.9)
satisfying φˆ(σ˜, χ˜; θ) ≤ 0.
Notice that the dot above a variable denotes its time derivative. Physi-
cally, the term σ : p˙ describes the contribution of the stress σ and the
rate of the plastic strain p to the rate of plastic work density. In the
same way χ : ξ˙ can be interpreted as the rate of plastic work density
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associated with the internal variables. Therefore, (2.9) means that the
current stresses σ and χ maximize the rate of work density among all
stresses (σ˜, χ˜) satisfying φ(σ˜, χ˜; θ) ≤ 0.
First and second law of thermodynamics. Next, we discuss two fun-
damental laws of nature, the first and second laws of thermodynamics.
We emphasize that both laws are a postulate but widely accepted as
an axiom. In Section 2.3 we will derive the constitutive equations for
thermo(visco)plasticity based on these two laws.
The first law of thermodynamics can be interpreted as the principle of
conservation of energy. It states that the sum of the rate of mechanical
work input and the rate of heat input equals the sum of the rate of
kinetic energy and rate of internal energy, see [Ottosen and Ristinmaa,
2005, Section 20.3–20.4]. Mathematically, it can be written as
% z˙ = ε˙(u) : σ + r + div(κ∇θ) (2.10)
where % denotes the mass density, z the specific internal energy, κ the
thermal conductivity of the material and r the heat source. We remark
that in the case of infinitesimal strains we have ε˙(u) = ε(u˙). Therefore,
we will write in the following always ε(u˙).
The second law of thermodynamics, also called Clausius–Duhem inequal-
ity, is based on the observation that heat can not be converted entirely
into mechanical work. There are various formulations of the second
law. We will present a form that is suitable to derive the constitutive
equations, see [Ottosen and Ristinmaa, 2005, Section 20.7–20.13],
% s˙− r
θ
− div(κ∇θ)
θ
+
κ∇θ · ∇θ
θ2
≥ 0 (2.11)
where s denotes the specific entropy.
Notice that any constitutive model which fulfills the equations (2.10)
and (2.11) satisfies all formal requirements set forth by thermodynamics,
see [Ottosen and Ristinmaa, 2005, page 547].
Dissipation inequality. We merge the first and second law of thermo-
dynamics and state one dissipation inequality. In order to obtain this
inequality, we replace the term r + div(κ∇θ) in the Clausius–Duhem
inequality (2.11) by the related terms of the first law (2.10). This results
in the dissipation inequality
θ % s˙− % z˙ + ε(u˙) : σ + κ∇θ · ∇θ
θ
≥ 0. (2.12)
Here again s denotes the specific entropy and z the specific internal
energy.
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Equivalently to the comment above, any constitutive model which
fulfills inequality (2.12) fulfills all formal requirements enforced by
thermodynamics, see [Ottosen and Ristinmaa, 2005, page 552]. Note
that the first law of thermodynamics provides no additional restrictions
on the constitutive model; we will see in Section 2.3 that it determines
the heat equation.
Helmholtz free energy. Due to the presence of the specific internal
energy z it is more convenient to express the dissipation inequality
(2.12) in terms of the Helmholtz free energy ψ which is defined as
ψ := z − s θ.
With the Helmholtz free energy ψ we obtain from (2.12) with ψ˙ =
z˙ − s˙ θ − s θ˙ the following alternative formulation of the dissipation
inequality,
−% (ψ˙ + s θ˙) + ε(u˙) : σ + κ∇θ · ∇θ
θ
≥ 0. (2.13)
2.2 Some Results from Convex Analysis
In this section we discuss some results from convex analysis, especially
the calculus of convex conjugates. We will exploit the results of this
section in Section 2.3 in order to obtain a reformulation of the maximum
plastic work inequality (2.9) which describes the development of the
plastic deformation.
We start with the definition of the (convex) subdifferential, see [Ekeland
and Temam, 1999, Chapter I, Definition 5.1]. We remark that for a
Banach space X and its dual space X ′, we denote the duality product
as 〈·, ·〉X or simply 〈·, ·〉 if no ambiguity arises.
Definition 2.2.1 (Convex Subdifferential). Let X be a normed vector
space. The (convex) subdifferential ∂f(x) ⊆ X ′ of a convex function
f : X → (−∞,+∞] is defined by
∂f(x) :=
{
x∗ ∈ X ′ : 〈x∗, y − x〉+ f(x) ≤ f(y) for all y ∈ X}.
An element of ∂f(x) is called a subgradient of f at x.
Next, the convex conjugate of a function is defined as follows, see
[Ekeland and Temam, 1999, Chapter I, Definition 4.1].
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Definition 2.2.2 (Convex Conjugate). Let X be a normed vector
space. The convex conjugate f∗ : X ′ → (−∞,+∞] of a function
f : X → (−∞,+∞] is defined by
f∗ (x∗) := sup
x∈X
{〈x∗, x〉 − f (x)}.
Remark 2.2.3. The convex conjugate f∗ is always convex and lower
semicontinuous, see [Ekeland and Temam, 1999, Remark after Chapter
I, Definition 4.1].
We will see in Section 2.3 that we can re-interpret the maximum plastic
work inequality (2.9) as
p˙ ∈ ∂f([σ + χ]D)
for a suitable function f . During the reformulation of this equation,
also called the plastic flow rule, we will benefit from a result, which
describes the relation between the convex subdifferential of a convex,
lower semicontinuous and proper function and its subdifferential.
Lemma 2.2.4. Let X be a normed vector space and f : X → (−∞,∞]
convex, lower semicontinuous and proper. Then
x∗ ∈ ∂f(x) ⇔ x ∈ ∂f∗(x∗).
Proof. See [Ekeland and Temam, 1999, Chapter I, Corollary 5.2].
Finally, we will apply the following projection theorem to obtain a
reformulation of the (visco)plastic flow rule as a Banach space-valued
ODE, see Section 4.3.
Lemma 2.2.5 (Projection Theorem). Suppose C is a nonempty, closed,
convex subset of a Hilbert space X with inner product (·, ·) and y ∈ X.
Then x∗ = projC(y) := argmin
x∈C
‖y − x‖X if and only if
x∗ ∈ C and (x∗ − y, x− x∗) ≥ 0 for all x ∈ C. (2.14)
Proof. See [Alt, 2011, 2.3 Projektionssatz].
Especially, we will use Lemma 2.2.5 in the situation where C is a closed
ball in R3×3dev . We recall that we denote the Frobenius norm of a matrix
v ∈ R3×3 by |v|.
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Corollary 2.2.6. Let C :=
{
v ∈ R3×3dev : |v| ≤M
} ⊂ R3×3dev with M > 0
and y ∈ R3×3dev . Then the projection x∗ = projC(y) = argmin
x∈C
|y − x| is
given by
x∗ = projC(y) :=
{
y for |y| ≤M,
M y|y| for |y| > M,
}
= min(M, |y|) y|y| .
Proof. Obviously, the set C is convex and closed in R3×3dev . We apply
Lemma 2.2.5 and show that projC(y) ∈ R3×3dev satisfies inequality (2.14).
We distinguish among the following two cases.
Case 1. |y| ≤ M . We insert projC(y) = y in the left-hand side of
(2.14) and see
(y − y) : (v − y) = 0 for all v ∈ C.
Case 2. |y| > M . Now we choose projC(y) = M y|y| in the left-hand
side of (2.14) and calculate(
M
y
|y| − y
)
:
(
v −M y|y|
)
=
(
M − |y|
) y
|y| :
(
v −M y|y|
)
≥
(
M − |y|
)∣∣∣ y|y| ∣∣∣|v| − (M − |y|)M
≥
(
M − |y|
)
M −
(
M − |y|
)
M = 0
for all v ∈ C.
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In this section we will derive the constitutive equations for a rate-
independent thermoplastic model with linear kinematic hardening and
the von Mises yield criterion. We assume that all material parameters
apart from the uni-axial yield stress are independent of the temperature.
In order to keep the overview we will indicate all the dependencies of
the temperature.
We establish the Helmholtz free energy ψ in the format, compare
[Ottosen and Ristinmaa, 2005, eq. (23.4)],
%ψ(θ, ε(u)− p, ξ) = % cp (θ − θ ln(θ)) + 1
2
(ε(u)− p) : C(ε(u)− p)
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− t(θ) : C(ε(u)− p) + 1
2
ξ :H ξ. (2.15)
Here, % denotes the mass density, cp the specific heat capacity, t(θ)
the thermally induced strains and C and H the elastic and hardening
moduli. We recall that the von Mises yield criterion with linear kinematic
hardening reads
φˆ(σ,χ; θ) = φ(σ + χ; θ) =
∣∣[σ + χ]D∣∣−√2
3
σ0(θ) = 0
and that the internal force equals the plastic strain, ξ = p. Notice that
we denote in the following the partial derivatives of the function ψ by
ψ′ :=
(
∂ψ
∂θ ,
∂ψ
∂ε ,
∂ψ
∂ξ
)
.
Stress-strain relation and conjugate forces. We obtain from [Ottosen
and Ristinmaa, 2005, eq. (21.37)] that the stress-strain relation is
given by Hooke’s law (as assumed on page 13) and the conjugate
thermodynamic forces by a linear equation;
σ = %
∂ψ
∂ε
= C(ε(u)− p− t(θ)) and χ = −% ∂ψ
∂ξ
= −H ξ. (2.16)
We remark that the hardening modulus H : Ω → Lin(R3×3sym) satisfies
the same symmetry properties as the elastic modulus C, see page 13.
Moreover, we will assume that the tensor H is invertible in order to
guarantee that there is a one-to-one relation between the conjugate
forces and the internal variables.
Plastic flow rule. We develop the plastic flow rule starting from the
maximum plastic work inequality exploiting the results from convex
analysis. Since the aim of this chapter is to motivate the constitutive
equations, we will only sketch the idea. However, similar techniques
will be applied in Section 4.3 in order to obtain a reformulation for the
viscoplastic flow rule. More details can be found in [Han and Reddy,
1999, Chapter 4].
First, we insert ξ = p into the maximum plastic work inequality (2.9)
and re-interpret the inequality as the plastic flow rule
p˙ ∈ ∂IB(θ)
(
[σ + χ]D
)
(2.17)
where the function IB(θ) : R3×3dev → (−∞,+∞] is given by the indicator
function according to the nonempty, convex and closed set B(θ) :=
{v ∈ R3×3dev : φ(v; θ) ≤ 0},
IB(θ)(v) :=
{
0 for v ∈ B(θ),
∞ for v /∈ B(θ).
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Note that we used in (2.17) the fact that f :q = [f ]D :q for all f ∈ R3×3
and q ∈ R3×3dev . Moreover, equation (2.17) is sometimes called the dual
formulation of the plastic flow rule. With Lemma 2.2.4 at hand we are
now able to derive an equivalent formulation of the plastic flow rule
(2.17), the so called primal formulation.
Proposition 2.3.1 (Plastic Flow Rule). The plastic flow rule (2.17)
can be equivalently reformulated as
[σ + χ]D ∈ ∂p˙D(p˙, θ) or short: σ + χ ∈ ∂p˙D(p˙, θ) (2.18)
where the function D : R3×3dev × R→ R is given by
D(p˙, θ) :=
√
2
3
σ0(θ) |p˙|. (2.19)
Proof. Since IB(θ) is a convex, lower semicontinuous and proper function,
applying Lemma 2.2.4 we find the equivalence
p˙ ∈ ∂IB(θ)
(
[σ + χ]D
) ⇔ [σ + χ]D ∈ ∂I∗B(θ)(p˙),
where I∗B(θ) : (R
3×3
dev )
′
= R3×3dev → (−∞,∞] denotes the convex conjugate
of IB(θ), see Definition 2.2.2. We calculate
I∗B(θ)(q
∗) = sup
q∈R3×3dev
{
q∗ : q − IB(θ)(q)
}
= sup
q∈B(θ)
{q∗ : q}
= sup
α∈R
α sup
r∈R3×3dev
{
q∗ : r | 0 ≤ α ≤
√
2/3σ0(θ), |r| = 1
}
=
√
2
3
σ0(θ) |q∗| =: D(q∗, θ).
This shows the assertion.
Note that the abbreviated form in (2.18) is justified since the solution
of the (visco)plastic flow rule will depend only on the deviatoric part
of the left-hand side in (2.18). We further remark that the function
D is also called dissipation function in the literature since D(p˙, θ) =
supσ+χ∈B(θ){p˙ : (σ + χ)} according to the definition of the convex
conjugate.
Heat equation. Finally, we will derive the heat equation from the
first law of thermodynamics (2.10). Starting with equation (2.10) we
obtain together with the time derivative of the Helmholtz free energy,
ψ˙ = z˙ − s˙ θ − s θ˙, the equation
% (ψ˙ + s˙ θ + s θ˙) = ε(u˙) : σ + r + div(κ∇θ). (2.20)
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Next, we determine in a formal way the time derivative of the Helmholtz
free energy ψ, (2.15), and the specific entropy s which is according to
[Ottosen and Ristinmaa, 2005, eq. (21.35)] given by s = −∂ψ∂θ . We
calculate
ψ˙ = −s θ˙ + ∂ψ
∂ε
: ε(u˙)− ∂ψ
∂ε
: p˙+
∂ψ
∂ξ
: ξ˙, (2.21)
s˙ = −∂
2ψ
∂θ2
θ˙ − ∂
2ψ
∂ε ∂θ
: ε(u˙) +
∂2ψ
∂ε ∂θ
: p˙− ∂
2ψ
∂ξ ∂θ
: ξ˙. (2.22)
Now, we insert the terms (2.21) and (2.22) into the first law of thermo-
dynamics, (2.20), and discover the abstract heat equation
− % θ ∂
2ψ
∂θ2
θ˙ − % θ ∂
2ψ
∂ε ∂θ
: ε(u˙) + %
(
θ
∂2ψ
∂ε ∂θ
− ∂ψ
∂ε
)
: p˙ (2.23)
+
(
%
∂ψ
∂ε
− σ
)
: ε(u˙) + %
(∂ψ
∂ξ
− θ ∂
2ψ
∂ξ ∂θ
)
: ξ˙ = r + div(κ∇θ).
We calculate all terms explicitly and find as in [Ottosen and Ristinmaa,
2005, eq. (23.23)] that the heat equation related to linear kinematic
hardening and the von Mises yield condition is given by
(% cp − θ t′′(θ) : C(ε(u)− p)) θ˙ − div(κ∇θ) (2.24)
= r + σ : p˙+ χ : ξ˙ − θ t′(θ) : C(ε(u˙)− p˙)
with a given temperature load r. We recall that in the setting of
linear kinematic hardening the internal variable equals the plastic strain,
i.e. ξ = p; see page 18.
Simplified heat equation. It has been observed in applications that the
term θ t′′(θ) : C(ε(u)− p) θ˙ is often small, see [Ottosen and Ristinmaa,
2005, Subsection 23.2.1]. Therefore we neglect this term in the heat
equation (2.24) and study the simplified heat equation
% cp θ˙ − div(κ∇θ) = r + (σ + χ) : p˙− θ t′(θ) : C(ε(u˙)− p˙). (2.25)
In Remark 2.3.2 we will discuss the effect of this simplification on the
Clausius–Duhem inequality (2.11).
Equations for thermoplasticity. We summarize the equations for a
rate-independent thermoplastic model with linear kinematic hardening
and the von Mises yield criterion: the stress-strain relation (2.16), the
conjugate forces (2.16), the quasistatic balance of momentum (2.8), the
plastic flow rule in primal formulation (2.18) and the simplified heat
equation (2.25). The given mechanical and thermal loads are denoted
by ` and r, respectively.
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We obtain the thermoplastic forward equations
stress-strain relation: σ = C(ε(u)− p− t(θ)),
conjugate forces: χ = −Hp,
plastic flow rule: ∂p˙D(p˙, θ) 3 σ + χ,
balance of momentum: − divσ = `,
simplified heat equation: % cp θ˙ − div(κ∇θ) = r + (σ + χ) : p˙
− θ t′(θ) : C(ε(u˙)− p˙).
When enriched with viscous material effects in the following section
these equations will lead to the forward system investigated in this
work.
Remark 2.3.2 (Thermodynamical Consistency of the Model, revised
version of [Herzog et al., 2017, Remark 9]). To check the thermody-
namical consistency of the model with simplified heat equation (2.25),
we calculate the specific entropy s associated with our thermoplastic
system related to the Helmholtz free energy ψ presented in (2.15) by
% s = −% ∂ψ
∂θ
= % cp ln θ + t
′(θ) : C(ε(u)− p).
Then our simplified heat equation (2.25) can be formulated in terms of
the entropy equation as
% θ s˙− div(κ∇θ) = % cp θ˙ + θ t′′(θ) : C(ε(u)− p) θ˙
+ θ t′(θ) : C(ε(u˙)− p˙)− div(κ∇θ)
= r + (σ + χ) : p˙+ θ t′′(θ) : C(ε(u)− p) θ˙. (2.26)
Therefore, we obtain for the left-hand side of the Clausius–Duhem
inequality (2.11) applying (2.26) the equality
% s˙− div(κ∇θ)
θ
− r
θ
+
κ∇θ · ∇θ
θ2
(2.27)
=
(σ + χ) : p˙
θ
+ t′′(θ) : C(ε(u)− p) θ˙ + κ∇θ · ∇θ
θ2
.
Using the definition of the convex subdifferential and the positive homo-
geneity of D it follows that D(p˙, θ) = (σ + χ) : p˙, cf. also [Bartels and
Roub´ıcˇek, 2008, eq. (2.4)]. Consequently, assuming θ > 0 (measured
in Kelvin, θ ≥ 0 proven in Proposition 4.2.18) the Clausius–Duhem
inequality (2.11) would follow, provided that the second-to-last term in
(2.27) is non-negative. Note that this term does not appear in case of the
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heat equation (2.24), which implies the thermodynamical consistency
of the latter.
To summarize, the thermoplastic model with simplified heat equation
is thermodynamically consistent, if the second-to-last term in (2.27)
is non-negative. This is the case, in particular, if the thermal strain
t is an affine-linear function of the temperature. However, an affine-
linear thermal strain does not fulfill the global boundedness condition
in Assumption 3.2.1, unless it is constant, which substantially simplifies
the entire model.
We wish to point out that this lack of physical rigor in the simplified
model can be compensated in an optimization framework. In many
application problems, it makes sense to impose pointwise bounds on the
temperature in order to avoid destruction of the material. Then one can
choose the thermal strain t to be an affine-linear function within the
temperature range associated with these bounds and impose a bound on
t for temperatures outside this range in order to fulfill Assumption 3.2.1.
In this way we obtain both a thermodynamically consistent model, and
the bound for t needed in our analysis implicitly through the restrictions
on the temperature. The simplified model is therefore especially well
suited to optimization problems involving pointwise constraints on the
temperature as in Problem 6.0.1.
2.4 Modeling of Elastic and Plastic Viscous Effects
So far we presented and motivated the constitutive equations in order to
model thermoplastic behavior of a material which is rate-independent.
This means that the speed of the mechanical and thermal loading does
not influence the behavior of the material. In this section, we will
discuss viscous effects which lead to a rate-dependent elastic or plastic
strain response. Therefore, the speed of the loading will now influence
the development of the material. As in the section before we indicate
all the dependencies of the temperature explicitly.
Thermoviscoelasticity. We start with a material which behaves vis-
coelastically and takes into account thermal influences. The modeling
of (thermo)viscoelastic effects is described in detail in [Ottosen and
Ristinmaa, 2005, Sections 14.1, 22.7]. We will focus on Kelvin–Voigt
viscoelastic materials. The main change in a Kelvin–Voigt viscoelastic
material is that the stress tensor σve is, in contrast to (2.16), given by
σve = %
∂ψ
∂ε
+ γ ε(u˙)
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where ψ denotes the Helmholtz free energy and γ > 0 is an elastic viscos-
ity parameter. We see that the stress tensor σve depends additionally
linearly on the rate of the strain tensor ε(u). This means that choosing
the Helmholtz free energy ψ as, compare (2.15),
%ψ(θ, ε(u)) = % cp (θ − θ ln(θ)) +
(1
2
ε(u)− t(θ)
)
: C ε(u) (2.28)
we end up with the stress-strain relation
σve = %
∂ψ
∂ε
+ γ ε(u˙) = C(ε(u)− t(θ)) + γ ε(u˙) = σ + γ ε(u˙) (2.29)
where σ = C(ε(u)− t(θ)).
Therefore, the quasistatic balance of momentum (2.8) reads
−div(σ + γ ε(u˙)) = −divσve = ` (2.30)
for a given mechanical load `. Finally, the heat equation determined by
−% θ∂
2ψ
∂θ2
θ˙ − % θ ∂
2ψ
∂ε ∂θ
: ε(u˙) +
(
%
∂ψ
∂ε
− σve
)
: ε(u˙) = r + div(κ∇θ),
compare (2.23), can be calculated as
(% cp − θ t′′(θ) : C ε(u)) θ˙ − div(κ∇θ)
= r + γ ε(u˙) : ε(u˙)− θ t′(θ) : C ε(u˙)
for a given thermal load r.
Remark 2.4.1 (Physical Interpretation of Viscoelasticity). In order to
understand the influence of the viscous part in the stress-strain relation
(2.29), we study the behavior of a Kelvin–Voigt viscoelastic material
during a creep and subsequent relaxation test, see Figure 2.7.
Solving the ODE of the stress-strain relation (2.29) in a formal way we
obtain the following solution for the response of the strain
ε(u(t)) = C−1σve + e−γ
−1C tB, B ∈ R3×3.
In the creep test we start with an undeformed body, i.e. ε(u(0)) = 0,
and generate a certain stress σve := σ1 with the property Cσ1 = λσ1,
λ > 0, by applying suddenly a load which we keep constant. Therefore,
we can determine the constant B and obtain the relation
ε(u(t)) = (1− e−γ−1λ t)λ−1σ1 for 0 ≤ t ≤ t1.
We observe that the viscoelastic response ε(u(t))→ λ−1σ1 for t→∞
which equals the strain for a purely elastic material. We remark that
the elastic viscosity parameter γ determines the degree of the viscosity;
we reach half of the desired strain, 12 λ
−1σ1, at time t = γ λ−1 ln 2.
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Therefore, the viscous effects decrease when γ → 0; compare the right
picture in Figure 2.7.
At time point t1 the relaxation test follows, which means that we remove
the load instantaneously and observe the material. Since the material
behaves elastically this means that σve(t) = 0 for t ≥ t1; the solution
of the ODE reads
ε(u(t)) = e−γ
−1C (t−t1) ε(u(t1)) = e−γ
−1λ (t−t1) ε(u(t1)) for t ≥ t1.
It follows that the viscoelastic response ε(u(t))→ 0 for t→∞, i.e. the
Kelvin–Voigt model recovers completely, as we expect for a purely elastic
material; compare the right picture in Figure 2.7. As discussed above
the degree of viscosity is determined by the elastic viscosity parameter
γ. Altogether, we see that for γ → 0 the material reacts as an elastic
material.
t
σve
t1
σ1
t
ε
t1
C−1σ1
Figure 2.7. Creep and relaxation test for a Kelvin–Voigt viscoelastic
material; time-stress diagram (left) and time-strain diagram (right)
for γ (solid, orange), 0.5 γ (dotted, dark-green), 0.1 γ (dashed, blue).
Thermoviscoplasticity. Next, we consider a material which behaves
elastically, viscoplastically and takes into account thermal influences;
more details related to the modeling can be found in [Ottosen and
Ristinmaa, 2005, Sections 15.4, 22.6]. We will discuss Perzyna viscoplas-
tic materials. Furthermore, we restrict our model to linear kinematic
hardening and the von Mises yield criterion. The main idea of Perzyna
viscoplasticity is that the von Mises yield criterion with linear kinematic
hardening will be extended to the format
φˆ(σ,χ; θ, p˙) := φ(σ + χ; θ, p˙) := φ(σ + χ; θ)−  |p˙|
=
∣∣[σ + χ]D∣∣−√2
3
σ0(θ)−  |p˙| = 0
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where  > 0 is a plastic viscosity parameter. This means that in the
rate-dependent setting of viscoplasticity the threshold for the stresses
depends in particular on the rate of the plastic strain p. As on page 15 we
assume for φˆ(σ,χ; θ, p˙) < 0 an elastic behavior and for φˆ(σ,χ; θ, p˙) = 0
plastic deformation could occur.
Since the Helmholtz free energy ψ for the thermoviscoplastic material
can be chosen the same in the thermoplastic setting, (2.15), the only
equation which changes is the plastic flow rule. In order to derive a
viscoplastic flow rule, we proceed as in Section 2.3. We set ξ = p in the
maximum plastic work inequality (2.9) and re-interpret the inequality
as viscoplastic flow rule
p˙ ∈ ∂IB(θ,p˙)
(
[σ + χ]D
)
(2.31)
where the function IB(θ,p˙) : R3×3dev → (−∞,+∞] is given by the indicator
function according to the nonempty, convex and closed set B(θ, p˙) :=
{v ∈ R3×3dev : φ(v; θ, p˙) ≤ 0},
IB(θ,p˙)(v) :=
{
0 for v ∈ B(θ, p˙),
∞ for v /∈ B(θ, p˙).
We emphasize that due to the viscoplastic effects the ballB(θ, p˙) now de-
pends in particular on the rate of the plastic strain p. With Lemma 2.2.4
at hand we are able to derive the primal formulation of the viscoplastic
flow rule (1.3).
Proposition 2.4.2 (Viscoplastic Flow Rule). The viscoplastic flow
rule (2.31) can be equivalently reformulated as
[σ + χ]D ∈ ∂p˙D(p˙, θ) +  p˙ (2.32)
or short: σ + χ ∈ ∂p˙D(p˙, θ) +  p˙,
where the function D : R3×3dev × R→ R is defined as in Proposition 2.3.1
by
D(p˙, θ) =
√
2
3
σ0(θ) |p˙|.
Proof. We determine the convex conjugate I∗B(θ,p˙)(q
∗) as
I∗B(θ,p˙)(q
∗) = sup
q∈R3×3dev
{
q∗ : q − IB(θ,p˙)(q)
}
= |q∗|
(√2
3
σ0(θ) +  |p˙|
)
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and deduce as in the proof of Proposition 2.3.1 with Lemma 2.2.4 the
equivalence
p˙ ∈ ∂IB(θ,p˙)([σ + χ]D) ⇔ [σ + χ]D ∈ ∂I∗B(θ,p˙)(p˙) = ∂p˙D(p˙, θ) +  p˙
where D is defined as in (2.19). This shows the assertion.
Moreover, we remark that we can reformulate the primal formulation
of the viscoplastic flow rule (2.31) as a Banach space-valued ODE with
non-differentiable nonlinear right-hand side, see Section 4.3.
Finally, the physical interpretation of viscoplasticity is not as intuitive
as the viscoelastic situation, see Remark 2.4.1, and can be understood
more easily using the Banach space-valued ODE reformulation of the
viscoplastic flow rule (4.19). Therefore, we refer to Remark 4.3.2 for
the physical interpretation.
Equations for thermo(viscoelasto)viscoplasticity. We combine the
material properties above and conclude that the equations in order to
model thermo(viscoelasto)viscoplastic behavior with linear kinematic
hardening and the von Mises yield criterion are given by the stress-
strain relation (2.29), the conjugate forces (2.16), the viscous quasistatic
balance of momentum (2.30), the viscoplastic flow rule (2.32) and the
simplified heat equation (2.25). As above, ` and r denote the given
mechanical and thermal loads.
These equations will be the basis for the forward problem in this work.
We remark that for brevity we write in the following thermoviscoplastic-
ity instead of the precise formulation thermo(viscoelasto)viscoplasticity.
The situation of pure thermoviscoplasticity without viscoelasticity will
not be of interest.
stress-strain relation: σ = C(ε(u)− p− t(θ)), (1.1)
conjugate forces: χ = −Hp, (1.2)
viscoplastic flow rule:  p˙+ ∂p˙D(p˙, θ) 3 σ + χ, (1.3)
balance of momentum: − div(σ + γ ε(u˙)) = `, (1.4)
heat equation: % cp θ˙ − div(κ∇θ) = r + (σ + χ) : p˙ (1.5)
+ γ ε(u˙) : ε(u˙)− θ t′(θ) : C(ε(u˙)− p˙).
Remark 2.4.3 (Thermodynamical Consistency of the Model). We
refer to Remark 2.3.2 where we discussed in detail the thermodynamical
consistency of the rate-independent thermoplastic model.
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Now, in the case of thermo(viscoelasto)viscoplasticity the only change in
the heat equation is the additional term γ ε(u˙) : ε(u˙) which represents
the viscoelastic effects in the mechanical dissipation. Therefore, the
left-hand side of the Clausius–Duhem inequality (2.11) is given by
% s˙− div(κ∇θ)
θ
− r
θ
+
κ∇θ · ∇θ
θ2
(2.33)
=
(σ + χ) : p˙
θ
+
γ ε(u˙) : ε(u˙)
θ
+ t′′(θ) : C(ε(u)− p) θ˙ + κ∇θ · ∇θ
θ2
where s represents the specific entropy.
As in Remark 2.3.2 it follows from the definition of the convex subdif-
ferential and the positive homogeneity of D that D(p˙, θ) = (σ + χ) :
p˙ −  p˙ : p˙, cf. also [Bartels and Roub´ıcˇek, 2008, eq. (2.4)]. We infer
that the thermo(viscoelasto)viscoplastic model is thermodynamically
consistent, if the second-to-last term in (2.33) is non-negative.
For the discussion related to the consequences and strategies to solve
this gap we refer to the last two paragraphs in Remark 2.3.2.
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The aim of this chapter is to clarify the notation and general assump-
tions used throughout the thesis and to provide references for well
established concepts and theories which will be assumed to be known
in the following.
After presenting the notation in Section 3.1 we introduce in Section 3.2
the general assumptions for the analytical part.
3.1 Notation
In this section we give an overview over the notation which is used in
this thesis and over some references where the basic definitions and
theories are well elaborated.
Space-time setting. Ω denotes a bounded domain in R3 and T > 0
is a given final time. For brevity, we write for the space-time cylinder
Q = Ω×(0, T ). The boundary of Ω is denoted by Γ which is divided into
disjoint parts ΓN (Neumann conditions) and ΓD (Dirichlet conditions)
related to the boundary conditions of the displacement.
Second-order tensors. Second-order tensors are identified with 3× 3
matrices. The spaces R3×3 and R3×3sym represent the (symmetric) 3× 3
matrices. Furthermore, R3×3dev denotes the symmetric and trace-free
(deviatoric) 3× 3 matrices. The identity matrix is written as Id.
We denote the components of a matrix q ∈ R3×3 by qij . The symbol
trace(q) represents the trace of a matrix q ∈ R3×3. Moreover, the
deviatoric part [q]D also denoted as qD of a matrix q ∈ R3×3 is defined
by [q]D := q − 13 trace(q) Id. Next, for p, q ∈ R3×3, the inner product
and the associated Frobenius norm are denoted by p : q (:= trace(p>q))
and |p|, respectively.
Fourth-order tensors. Fourth-order tensors (appear only in the material
moduli) are written in blackboard bold letters, as C or H. They are
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identified as linear operators between the space of matrices into itself
and the action of a fourth-order tensor H on a matrix p is denoted
by Hp. We denote the components of H relative to the canonical
orthonormal basis by Hijkl.
Banach spaces. For a Banach space X and its dual space X ′, we de-
note the duality product as 〈·, ·〉X or simply 〈·, ·〉 if no ambiguity arises.
Analogously, we denote in a Hilbert space H the inner product as (·, ·)H
or simply (·, ·). Next, the norm of a Banach space X is denoted as ‖ · ‖X .
We denote the norm-convergence and weak convergence of a sequence
{fn}n≥0 ⊂ X to f ∈ X by fn → f and fn ⇀ f for n→∞, respectively.
Further, t ↓ 0 denotes an arbitrary, positive sequence converging to zero.
The (compact) embedding of a space X into a space Y is written as
X ↪→ Y and X ↪→↪→ Y , respectively.
The space Lin(X) denotes the space of bounded linear functions from
X into itself. Next, the space C(0, T ;X) denotes the space of con-
tinuous functions from [0, T ] into X. Moreover, the spaces C1b (R;X)
and C2b (R;X) represent the spaces of bounded, (twice) continuously
differentiable functions from R into X with bounded derivatives. Fi-
nally, C∞c (U) denotes the space of smooth functions on the set U with
compact support.
For more detailed information we refer to the classical textbooks Rudin
[1991], Yosida [1995], Alt [2011].
Lebesgue and Sobolev spaces. The spaces Lp(Ω) and W k,p(Ω) denote
Lebesgue and Sobolev spaces, respectively; we also write Lp(Ω;Y ) and
W k,p(Ω;Y ), respectively, in order to emphasize that the target space of
the containing functions is the normed vector space Y . For a number
p > 1 we denote its conjugate index by p′, where 1/p+ 1/p′ = 1. The
dual of the Sobolev space W 1,p(Ω) is denoted by the symbol W−1,p
′
 (Ω).
An introduction into Lebesgue and Sobolev spaces is given for example
in Adams and Fournier [2003], Showalter [1997], Wachsmuth [2011].
Lebesgue and Sobolev Bochner spaces. For a Banach space X the
space Lp(0, T ;X) denotes a Lebesgue Bochner space and the Sobolev
Bochner space W 1,p(0, T ;X) is the subset of Lp(0, T ;X) such that the
distributional time derivative of the elements is again in Lp(0, T ;X), see,
e.g., Adams and Fournier [2003], Showalter [1997], Wachsmuth [2011].
Moreover, the space W 1,2(0, T ;X) is also written as H1(0, T ;X). In
addition, the spaces W 1,p0 (0, T ;X) and H
1
0 (0, T ;X) denote the subspaces
of functions which vanish at t = 0; analogously, H100(0, T ;X) denotes
the subspace of functions which vanish at t = 0 and t = T . Finally, we
equip for p = 2 the related Lebesgue and Sobolev Bochner spaces with
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a weighted scalar product; we denoted these spaces by H100,w(0, T ;X)
and L2w(0, T ;X), respectively, compare (7.14) and (7.15).
Functions. Vector-valued and matrix-valued functions, and spaces
containing such functions are written in boldface notation. Directions
as for example δu related to an evaluation point u are indicated by the
prefix δ. Next, time-discrete quantities are represented by superscript
indices related to the time step, as for example u0,ui,u∞. In order
to describe the asymptotic behavior of functions we use the little-o
notation o(·); i.e. a function w(t) satisfies w(t) = o(t) if limt↓0 w(t)t = 0.
Derivatives. The distributional time derivative of a function f defined
on Q = Ω× (0, T ) is denoted by f˙ . Further, we denote by g′ and g′′ the
(second) (Fre´chet) derivative of a function g defined on R. The total
(Fre´chet) derivative of a function f(x, y) defined on a product space
X × Y is denoted by dd(x,y)f and the partial (Fre´chet) derivatives by
∂
∂xf(x, y) and
∂
∂yf(x, y), respectively.
The directional derivative of a function f in direction δh is denoted by
f ′(· ; δh). Moreover, the Hadamard derivative of a function f in direction
δh is written as f ′H(· ; δh); compare Definition 5.4.1. An overview over
the differentiability concepts is given for example in [Tro¨ltzsch, 2010,
Chapter 2.6], Shapiro [1990].
Finally, the symbol div denotes the divergence w.r.t. the space variable
x.
Gradient. The gradient with respect to the spatial coordinates of a
function u is denoted by ∇u and is defined as the transposed of the
Jacobian matrix, compare (2.1). The symmetrized gradient of a vector-
valued function u is defined as ε(u) := 12 (∇u+∇u>).
Convex analysis. The symbol ∂qD stands for the partial convex sub-
differential (see Definition 2.2.1) of the dissipation function D(q, θ)
w.r.t. q and we will simply denote it by ∂D in the sequel. The convex
conjugate of a function f : X → (−∞,+∞] on a normed vector space
X is denoted by f∗ : X ′ → (−∞,+∞], see Definition 2.2.2; a classical
textbook is for example Ekeland and Temam [1999].
Constants. C denotes a generic non-negative constant and it is written
as C(·) to indicate dependencies.
3.2 General Assumptions
In this section we state our assumptions on the quantities in the ther-
moviscoplastic model (1.1)–(1.5). We begin with the physical constants
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and functions. We then proceed to make precise the assumptions on
the initial conditions and mechanical and thermal loads, respectively.
We conclude the section with the assumptions on the domain Ω.
Assumption 3.2.1.
(1) The moduli C,H : Ω→ Lin(R3×3sym) are
(a) elements of L∞(Ω; Lin(R3×3sym)),
(b) symmetric in the sense that
Cijkl = Cjikl = Cklij and Hijkl = Hjikl = Hklij ,
(c) coercive on R3×3sym with coercivity constants c, h > 0, i.e.
ε : C(x) ε ≥ c |ε|2 and p :H(x)p ≥ h |p|2
for all ε,p ∈ R3×3sym and almost all x ∈ Ω.
(2) The temperature dependent uni-axial yield stress σ0 : R → R is
positive and is of class C1b (R;R3×3sym).
(3) The temperature dependent dissipation function D : R3×3dev ×R→ R
is defined as
D(q, θ) := σ˜(θ) |q|, where σ˜(θ) :=
√
2
3
σ0(θ).
(4) The temperature dependent thermal strain function t : R→ R3×3sym
is
(a) of class C2b (R;R3×3sym),
(b) such that R 3 θ 7→ θ t′(θ) ∈ R3×3sym is Lipschitz continuous and
bounded.
(5) The density %, specific heat capacity cp, thermal conductivity κ
and heat transfer coefficient β are positive constants independent
of the temperature. W.l.o.g. we set % cp = 1 in the analysis.
(6) The viscosity parameters  and γ are positive.
Remark 3.2.2. If the thermal strain t fulfills Assumption 3.2.1 (4a)
and satisfies
t(θ) = t−∞ if θ ≤ −M and t(θ) = t∞ for θ ≥M
for some M > 0 and matrices t−∞ and t∞ in R3×3sym, then the product
θ t′(θ) is Lipschitz continuous and bounded.
Next we introduce suitable function spaces for the displacement and
the plastic strain.
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Definition 3.2.3.
(1) We define for p ≥ 2 the (vector-valued) Sobolev space
W 1,pD (Ω) :=
{
u ∈W 1,p(Ω;R3) : u = 0 on ΓD
}
.
Here ΓD denotes the Dirichlet part of the boundary, see Assump-
tion 3.2.6 (1).
(2) We denote the dual space of W 1,pD (Ω) by W
−1,p′
D (Ω), where 1/p+
1/p′ = 1.
(3) We define for p ≥ 2 the (matrix-valued) Lebesgue space
Qp(Ω) := Lp(Ω;R3×3dev ).
The following regularities for the initial conditions and the mechanical
and thermal loads are assumed.
Assumption 3.2.4. Let p, q ≥ 2 be fixed and define
v(p)
{
= 3 p6−p if p < 6,
∈ ( 3 p3+p ,∞) arbitrary if p ≥ 6. (3.1)
(1) The initial conditions u0, p0 and θ0 have regularity
u0 ∈W 1,pD (Ω), p0 ∈ Qp(Ω) and θ0 ∈W 1,v(p)(Ω).
(2) The loads ` and r belong to the spaces
` ∈ Lq(0, T ;W−1,pD (Ω)) and r ∈ L
q
2 (0, T ;W
−1,v(p)
 (Ω)).
(They may represent volume or boundary loads or both.)
Remark 3.2.5. The distinction of cases in the definition of v(p) is
due to the Sobolev embedding L
p
2 (Ω) ↪→W−1,v(p) (Ω) which becomes
saturated for p ≥ 6.
Finally, we present the assumptions on the domain.
Assumption 3.2.6.
(1) Ω ⊂ R3 is a bounded domain with Lipschitz boundary Γ, see, e.g.,
[Grisvard, 1985, Definition 1.2.1.1]. The boundary Γ is divided
into disjoint measurable parts ΓN and ΓD such that Γ = ΓN ∪˙ ΓD.
Furthermore, ΓN is an open and ΓD is a closed subset of Γ with
positive measure.
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(2) The set Ω ∪ ΓN is regular in the sense of Gro¨ger [1992], which
will be necessary to obtain W 1,p regularity (for some p > 2) of a
solution of (1.4), as well as for the following assumption on maximal
parabolic regularity.
(3) In addition, the domain Ω is assumed to be smooth enough such that
the operator related to (4.2) satisfies maximal parabolic regularity
in W
−1,v(p)
 (Ω); for a precise definition see Definition A.3.1.
Remark 3.2.7. Notice that Assumption 3.2.6 (3) is not very restrictive
because there exists vˆ > 2 such that the operator related to (4.2) satisfies
maximal parabolic regularity in W
−1,v(p)
 (Ω) for vˆ′ ≤ v(p) ≤ vˆ (where
vˆ′ is the conjugate exponent of vˆ); cf. Lemma A.3.3 and Lemma A.3.4.
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In this chapter we consider the analysis of the thermoviscoplastic system
(1.1)–(1.5). More precisely this means that after giving a precise notion
of (weak) solutions of the thermoviscoplastic system in Section 4.1 we
are focusing on proving the existence and uniqueness of a solution to
the thermoviscoplastic system in Section 4.2.
As already mentioned in the introduction the main difficulties during
the analysis of thermoplastic models are caused by the low integrability
of the nonlinear terms on the right-hand side of the heat equation and
the full and highly nonlinear coupling within the system. We recall
that our approach is closest to the one in Paoli and Petrov [2012], but
admits more general domains as well as mixed boundary conditions.
The overall strategy to show the existence and uniqueness of a solution
is an application of Banach’s fixed point theorem, applied to a reduced
problem formulated in the temperature variable alone and exploiting
the theory of maximal parabolic regularity.
In order to keep the overview during the proof of the existence and
uniqueness theorem a short roadmap is presented at the beginning of
Section 4.2, describing the break up of the proof into smaller parts. In
particular, we prove in Subsection 4.2.1 the existence and uniqueness of
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a solution to system (1.1)–(1.4) for a given temperature field, and in
Subsection 4.2.2 the contractivity of the fixed-point map on small time
intervals is shown, along with a continuation argument. The proof of
the existence and uniqueness theorem is given in Subsection 4.2.3.
Moreover, we would like to mention other developed existence theories
related to the structure of the viscoplastic system (1.1)–(1.4) for a given
temperature field as analyzed in Subsection 4.2.1. One possibility could
be to extend the existence theory of doubly nonlinear problems as
developed in Colli and Visintin [1990] or [Roub´ıcˇek, 2005, Chapter 11].
But even if we would generate missing coercivity properties in our setting
by a further additional plastic viscosity term as in Mielke and Petrov
[2007], Mielke et al. [2009], it is not clear how we could overcome the gap
between the Hilbert space setting and the Banach space setting which
is necessary to continue with our analysis. Another idea is to adopt the
techniques developed in Mielke and Rossi [2007], Mielke and Theil [2004]
for rate-independent hysteresis models. However, our viscoplastic model
is rate-dependent due to the viscosity terms. Since the proofs in the
references above are benefiting mainly from the rate-independence which
means that the related energy functional is 1-positively homogeneous,
it is again not clear how the theory for rate-independent systems could
be expanded.
Finally, we will close this chapter in Section 4.3 with the discovery
that we can use the calculus of the convex analysis to reformulate the
set-valued viscoplastic flow rule (1.3) into a Banach space-valued ODE
(4.19). The simple structure will be the starting point for the analysis
in Section 5.4 and the implementation of the thermoviscoplastic model,
see Chapter 7. Moreover, the reformulation will illustrate for the first
time the effect of the plastic viscosity term, see Remark 4.3.2.
Notice that the results of Section 4.1 and Section 4.2 are mostly taken
from our papers [Herzog, Meyer, and Sto¨tzner, 2017, Sections 2 and 3]
and [Herzog and Sto¨tzner, 2018, Section 2]; new is Proposition 4.2.18
which shows the non-negativity of the temperature.
4.1 Weak Formulation of the Forward Problem
Before we start with our analysis, in this section we give a precise notion
of (weak) solutions to the thermoviscoplastic system (1.1)–(1.5).
Definition 4.1.1 (Weak Solution of the Thermoviscoplastic System).
Let p, q > 2. Given initial data and inhomogeneities according to
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Assumption 3.2.4, we say that a quintuple
u ∈W 1,q(0, T ;W 1,pD (Ω)), p ∈W 1,q(0, T ;Qp(Ω)),
σ ∈W 1,q(0, T ;Lp(Ω)), χ ∈W 1,q(0, T ;Lp(Ω)),
θ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
is a weak solution of the thermoviscoplastic system (1.1)–(1.5), if it
fulfills, for almost all t ∈ (0, T ),
the stress-strain relation:
σ = C
(
ε(u)− p− t(θ)) a.e. in Ω, (1.1)
the conjugate forces:
χ = −Hp a.e. in Ω, (1.2)
the viscoplastic flow rule:

∫
Ω
p˙ : (q − p˙) dx−
∫
Ω
(σ + χ) : (q − p˙) dx
+
∫
Ω
D(q, θ) dx−
∫
Ω
D(p˙, θ) dx ≥ 0 for all q ∈ Qp(Ω), (1.3’)
the balance of momentum:∫
Ω
(σ + γ ε(u˙)) : ε(v) dx = 〈`, v〉 for all v ∈W 1,p′D (Ω), (1.4’)
and the heat equation:
〈θ˙, z〉+
∫
Ω
κ∇θ · ∇z dx+
∫
Γ
β θ z ds
= 〈r, z〉+
∫
Ω
(σ + χ) : p˙ z dx−
∫
Ω
θ t′(θ) : C(ε(u˙)− p˙) z dx
+ γ
∫
Ω
ε(u˙) : ε(u˙) z dx for all z ∈W 1,v(p)′(Ω), (1.5’)
along with the initial conditions u(0) = u0, p(0) = p0, and θ(0) = θ0.
Notice that the associated stress σ and back-stress χ are determined
through u, p and θ and can directly be calculated from the pointwise
equations in (1.1) and (1.2). Their regularity then follows immediately
from Assumption 3.2.1.
We remark that W 1,v(p)
′
(Ω) is the dual space to W
−1,v(p)
 (Ω). Note
that the balance of momentum (1.4) is equipped with mixed boundary
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conditions
u = 0 on ΓD and (γ ε(u˙) + σ)n = s on ΓN,
where n is the outwards unit normal of Ω. The surface traction forces s,
together with additional volume loads, are summarized in `. Moreover,
the heat equation (1.5) is endowed with Robin boundary conditions,
whose left-hand side is given by κ ∂θ∂n + β θ and whose right-hand side
depends on r.
For simplicity, we will refer to (1.3’) in the sequel as (1.3) and similarly
for (1.4) and (1.5) but always have in mind the weak form of the
respective equation.
4.2 Existence and Uniqueness of a Solution to the
Forward Problem
In this section we prove the existence and uniqueness of a weak solution
to the thermoviscoplastic system (1.1)–(1.5). Let us first state the
theorem followed by a detailed roadmap of its proof. The major part of
this section is a rigorous proof of the theorem.
Theorem 4.2.1 (Existence and Uniqueness of a Weak Solution; [Her-
zog et al., 2017, Theorem 10]). Suppose that Assumption 3.2.1 and
Assumption 3.2.6 hold. There exists p¯ > 2 such that for all 2 < p ≤ p¯,
there exists q¯ > 2 (depending on p) such that for all q¯ ≤ q < ∞
and right-hand sides (`, r) and initial conditions (u0,p0, θ0) as in As-
sumption 3.2.4, there exists a unique weak solution (u,p, θ,σ,χ) of
(1.1)–(1.5) according to Definition 4.1.1.
Next, we present the roadmap of the proof. The conditions required
for the indices p and q will be collected in the course of the proof.
Throughout, capital Greek letters refer to solution operators of certain
equations.
(1) We first consider (1.1)–(1.4) for a fixed temperature field θ ∈
L1(0, T ;L1(Ω)) and prove the existence of a unique weak solution
(u,p,σ,χ). This gives rise to the definition of the solution map
L1(0, T ;L1(Ω)) 3 θ 7→ Λ(θ) := (u,p,σ,χ) ∈W 1,q(0, T ;W 1,pD (Ω))×
×W 1,q(0, T ;Qp(Ω))× [W 1,q(0, T ;Lp(Ω))]2 . (4.1)
Individual components of this map will be referred to as Λu(θ) etc.
or simply u(θ). The final result is given in Proposition 4.2.6.
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(2) The results of (1) naturally lead to the definition of a reduced
problem for the temperature alone. To show the existence of a
unique solution, we apply Banach’s fixed point theorem, which
requires a number of preparatory steps.
(a) In order to apply maximal parabolic regularity results, we split
the temperature field θ = ϑ+ ϑinit into its homogeneous and
inhomogeneous parts w.r.t. the initial conditions. They are
defined by
〈ϑ˙init, z〉+
∫
Ω
κ∇ϑinit · ∇z dx+
∫
Γ
β ϑinit z ds = 0, (4.2a)
ϑinit(0) = θ0 (4.2b)
and
〈ϑ˙, z〉+
∫
Ω
κ∇ϑ · ∇z dx+
∫
Γ
β ϑ z ds (4.3a)
= 〈r, z〉+
∫
Ω
(σ(ϑ+ ϑinit) + χ(ϑ+ ϑinit)) : p˙(ϑ+ ϑinit) z dx
−
∫
Ω
(ϑ+ ϑinit) t
′(ϑ+ ϑinit) : C(ε(u˙(ϑ+ ϑinit))− p˙(ϑ+ ϑinit)) z dx
+
∫
Ω
γ ε(u˙(ϑ+ ϑinit)) : ε(u˙(ϑ+ ϑinit)) z dx,
ϑ(0) = 0 (4.3b)
for all z ∈W 1,v(p)′(Ω) and almost all t ∈ (0, T ). By standard
results (see Lemma A.2.1), ϑinit satisfies
ϑinit ∈W 1,∞(0, T ;W−1,v(p) (Ω)) ∩ L∞(0, T ;W 1,v(p)(Ω)). (4.4)
(b) The right-hand side of (4.3a), without the term involving r,
defines a map
R : Lq(0, T ;Lp(Ω))→ L q2 (0, T ;L p2 (Ω)),
R(ϑ) := (σ(ϑ+ ϑinit) + χ(ϑ+ ϑinit)) : p˙(ϑ+ ϑinit)
− (ϑ+ ϑinit) t′(ϑ+ ϑinit) : C(ε(u˙(ϑ+ ϑinit))− p˙(ϑ+ ϑinit))
+ γ ε(u˙(ϑ+ ϑinit)) : ε(u˙(ϑ+ ϑinit)).
In Lemma 4.2.7 we prove the Lipschitz property of R.
(c) We next define the following three maps in order to construct
the solution operator of the heat equation with right-hand side
R(ϑ). To complete the right-hand side of (4.3a), we define the
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affine-linear map
F : L q2 (0, T ;L p2 (Ω))→ L q2 (0, T ;W−1,v(p) (Ω)), F(f) := f + r,
composed of an embedding plus an addition of the thermal
loads.
The second map
Π : L
q
2 (0, T ;W
−1,v(p)
 (Ω))
→W 1,
q
2
0 (0, T ;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)), Π(f) := ϑ
is linear and it is given by the unique solution of
〈ϑ˙, z〉+
∫
Ω
κ∇ϑ · ∇z dx+
∫
Γ
β ϑ z ds = 〈f, z〉 and ϑ(0) = 0, (4.5)
for all z ∈ W 1,v(p)′(Ω) and almost all t ∈ (0, T ). Here
we benefit from maximal parabolic regularity results; see
Lemma 4.2.10.
Finally, we denote by E the compact embedding
E : W 1,
q
2
0 (0, T ;W
−1,v(p)
 (Ω))∩L
q
2 (0, T ;W 1,v(p)(Ω)) ↪→↪→ C(0, T ;Lp(Ω))
see Lemma 4.2.11, which imposes a lower bound on q.
(d) In virtue of the above, we can define the reduced formulation of
(1.1)–(1.5) in terms of the temperature alone as a fixed-point
problem, ϑ = Θ(ϑ), where
Θ : L∞(0, T ;Lp(Ω))→ L∞(0, T ;Lp(Ω)), Θ(ϑ) := E ΠF(R(ϑ)).
We show in Lemma 4.2.12 the Lipschitz continuity of Θ.
(e) Unfortunately, Θ is not necessarily contractive when defined
on the entire time interval (0, T ). We therefore split the time
interval into smaller parts. The application of the concate-
nation technique is aggravated by the fact that the Lipschitz
constant of Θ depends on the initial condition and thus the
lengths of the subintervals might degrade. We overcome this
problem by considering (1.1)–(1.5) iteratively on a sequence of
intervals [Tn−1, Tn] of equal lengths and prepend the unique
solution already established on [0, Tn−1].
(3) The fixed-point problem provides a unique solution
ϑ ∈ L∞(0, T ;Lp(Ω)).
From there, a unique solution (u,p, θ,σ,χ) as in Theorem 4.2.1
can be deduced.
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The following three subsections are arranged according to the structure
above.
4.2.1 Existence and Uniqueness of a Solution for Given
Temperature Field
In order to prove the existence and uniqueness of a weak solution of
(1.1)–(1.4) for a given temperature field, we reformulate (1.1)–(1.4) as
an ODE and use the Picard–Lindelo¨f theorem, following Paoli and
Petrov [2012]. We start with two lemmas which help to rephrase the
balance of momentum (1.4) and the viscoplastic flow rule (1.3).
Lemma 4.2.2. There exists pˆ > 2 such that for all 2 ≤ p ≤ pˆ and
F ∈W−1,pD (Ω), there exists a unique solution u ∈W 1,pD (Ω) of∫
Ω
γ ε(u) : ε(v) dx = 〈F , v〉 for all v ∈W 1,p′D (Ω). (4.6)
The corresponding solution operator Φu : W−1,pD (Ω)→W 1,pD (Ω), F 7→
u is linear and bounded and satisfies the following estimate
‖u‖W 1,pD (Ω) = ‖Φ
u(F )‖W 1,pD (Ω) ≤ C γ
−1‖F ‖W−1,pD (Ω). (4.7)
The Lipschitz constant C γ−1 is independent of p ∈ [2, pˆ].
Proof. The result follows immediately from [Herzog et al., 2011, Theo-
rem 1.1] with b(·, ε(u)) := γ ε(u). Assumption 3.2.6 (2) is used here.
Remark 4.2.3. In the sequel, we use as F
〈F (`,u,p, θ), v〉 := 〈`, v〉 −
∫
Ω
C(ε(u)− p− t(θ)) : ε(v) dx (4.8)
with ` ∈ W−1,pD (Ω), u ∈ W 1,pD (Ω), p ∈ Qp(Ω) and θ ∈ L1(Ω). Then
F (`,u,p, θ) ∈W−1,pD (Ω) holds and (4.6) (with u replaced by u˙) equals
the balance of momentum (1.4) at some fixed point in time.
Next, to handle the viscoplastic flow rule (1.3), let us consider the
following variational inequality
a : (q − a) +D(q, θ)−D(a, θ) ≥ f : (q − a) for all q ∈ R3×3dev (4.9)
and prove its solvability for every fixed right-hand side f ∈ (R3×3sym)′ '
R3×3sym and temperature θ ∈ R. Note that since f : q = [f ]D : q for all
q ∈ R3×3dev , the solution will depend only on the deviatoric part [f ]D of
the right-hand side.
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Lemma 4.2.4. For every fixed temperature θ ∈ R and right-hand side
f ∈ R3×3sym, there exists a unique solution a ∈ R3×3dev of (4.9) and it fulfills
the inequality
 |a| ≤ |f |. (4.10)
Furthermore, the solution operator Φp : R× R3×3sym → R3×3dev , (θ,f) 7→ a
is Lipschitz continuous. More precisely,
|Φp(θ1,f1)− Φp(θ2,f2)| ≤ −1|f1 − f2|+ −1LΦp |θ1 − θ2|, (4.11)
where the constant LΦp depends only on the Lipschitz constant of the
yield stress function σ0.
Proof. Existence and uniqueness. We can use [Han and Reddy, 1999,
Theorem 6.6] to obtain a unique solution for every right-hand side f ∈
R3×3sym and fixed temperature θ, because q 7→ D(q, θ) :=
√
2/3σ0(θ)|q|
is proper, convex and lower semicontinuous.
Estimate. We choose q = 0 in (4.9) and get
−  〈a, a〉 −D(a, θ) ≥ −〈f , a〉 or  |a|2 ≤ 〈f , a〉 −D(a, θ) ≤ |f ||a|,
where we used that σ0 is positive.
Lipschitz continuity. We consider a1 = Φp(θ1,f1) and a2 = Φ
p(θ2,f2)
and get from (4.9)
 〈a1, q − a1〉+D(q, θ1)−D(a1, θ1) ≥ 〈f1, q − a1〉 for all q ∈ R3×3dev ,
 〈a2, q − a2〉+D(q, θ2)−D(a2, θ2) ≥ 〈f2, q − a2〉 for all q ∈ R3×3dev .
We choose q = a2 in the first inequality and q = a1 in the second and
add both inequalities:
 |a1 − a2|2
≤ 〈f1 − f2, a1 − a2〉+
√
2
3
(σ0(θ1)− σ0(θ2)) (|a1| − |a2|) .
Using the Cauchy-Schwarz inequality and the Lipschitz continuity of σ0
we get
|Φp(θ1,f1)− Φp(θ2,f2)| = |a1 − a2|
≤ −1|f1 − f2|+ −1LΦp |θ1 − θ2|.
Remark 4.2.5. The inequality (4.9) (with a = p˙ and f = σ + χ)
corresponds to the formulation of the viscoplastic flow rule (1.3) for
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a certain point in time and space (t,x). To see this, substitute q by
(q − p˙)ϕ+ p˙ with arbitrary ϕ ∈ C∞c (Ω) such that 0 ≤ ϕ ≤ 1 in (1.3).
The fundamental lemma of calculus of variations then yields, for almost
all x ∈ Ω,
 〈p˙, q − p˙〉+D(q, θ)−D(p˙, θ) ≥ 〈σ + χ, q − p˙〉 for all q ∈ R3×3dev .
With the solution operators Φu and Φp at hand, we can now prove
the existence and uniqueness of a solution of (1.1)–(1.4) for a given
temperature field.
Proposition 4.2.6 (Existence and Uniqueness for Given Temperature
Field; [Herzog et al., 2017, Proposition 15]). Let θ ∈ L1(0, T ;L1(Ω)),
u0 ∈ W 1,pD (Ω), p0 ∈ Qp(Ω) and ` ∈ Lq(0, T ;W−1,pD (Ω)) be given;
cf. Assumption 3.2.4. Then there exists a unique weak solution
(u,p,σ,χ) ∈W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
× [W 1,q(0, T ;Lp(Ω))]2
of (1.1)–(1.4) in the sense of Definition 4.1.1 with p ∈ [2, pˆ] and 1 <
q < ∞ where pˆ > 2 is determined by Lemma 4.2.2. Furthermore,
the solution operator Λ : θ 7→ (u,p,σ,χ) fulfills the following two
properties.
(1) The solution operator Λ|Lq(0,T ;Lp(Ω)) is Lipschitz continuous with
Lipschitz constant LΛ(T ).
(2) The image of Λ is bounded by C(T,u0,p0) independently of the
temperature θ.
Proof. Existence. We can rewrite the balance of momentum (1.4)
and the viscoplastic flow rule (1.3) by means of the solution operators
Φu and Φp defined in Lemma 4.2.2 and Lemma 4.2.4, respectively,
cf. Remark 4.2.3 and Remark 4.2.5. Therefore we obtain the Banach
space-valued ODE system(
u˙
p˙
)
=
(
Φu(F (`,u,p, θ))
Φp(θ,Φσ(u,p, θ) + Φχ(u,p, θ))
)
=: Φup(u,p). (4.12)
The maps Φσ and Φχ are defined by the algebraic relations (1.1) and
(1.2), respectively. Note that the right-hand side is non-autonomous
since ` and θ depend on time. It follows from (4.7) and the pointwise
estimate of (4.10) that Φup maps Lq(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω))
into itself.
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To apply the Picard–Lindelo¨f theorem we show that Φup is Lipschitz
continuous uniformly in time. More precisely, we show the estimate
‖Φup(u1,p1)− Φup(u2,p2)‖W 1,pD (Ω)×Qp(Ω)
≤ C ‖(u1 − u2,p1 − p2)‖W 1,pD (Ω)×Qp(Ω)
for all u1,u2 ∈W 1,pD (Ω) and p1,p2 ∈ Qp(Ω), where C is independent
of the time t. We calculate
‖Φup(u1,p1)− Φup(u2,p2)‖W 1,pD (Ω)×Qp(Ω)
= ‖Φu(F (`,u1,p1, θ))− Φu(F (`,u2,p2, θ))‖W 1,pD (Ω)
+ ‖Φp(θ,Φσ(u1,p1, θ) + Φχ(u1,p1, θ))
− Φp(θ,Φσ(u2,p2, θ) + Φχ(u2,p2, θ))‖Qp(Ω)
(4.7),(4.11)
≤ C γ−1‖C(ε(u1)− p1)− C(ε(u2)− p2)‖Lp(Ω)
+ −1‖Φσ(u1,p1, θ)− Φσ(u2,p2, θ)‖Lp(Ω)
+ −1‖Φχ(u1,p1, θ)− Φχ(u2,p2, θ)‖Lp(Ω).
Now we use the properties of C,H (Assumption 3.2.1) and the definitions
of Φσ and Φχ to get
‖Φup(u1,p1)− Φup(u2,p2)‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1) ‖(u1 − u2,p1 − p2)‖W 1,pD (Ω)×Qp(Ω).
Therefore, we obtain from the Picard–Lindelo¨f theorem (see
Lemma A.1.1) a unique solution (Λu(θ),Λp(θ)) = (u(θ),p(θ)) ∈
W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω)). For the remaining two com-
ponents we set
Λσ(θ) := Φσ(u(θ),p(θ), θ) = C(ε(u(θ))− p(θ)− t(θ)),
Λχ(θ) := Φχ(u(θ),p(θ), θ) = −Hp(θ)
and define the solution operator Λ of (1.1)–(1.4) as
Λ = (Λu,Λp,Λσ,Λχ).
Lipschitz continuity. Let θi ∈ Lq(0, T ;Lp(Ω)) and (ui,pi,σi,χi) :=
Λ(θi) for i = 1, 2. First we integrate (4.12) and calculate with the same
argument as above
‖(u1(t),p1(t))− (u2(t),p2(t))‖W 1,pD (Ω)×Qp(Ω)
≤
∫ t
0
‖Φu(F (`,u1,p1, θ1))− Φu(F (`,u2,p2, θ2))‖W 1,pD (Ω) ds
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+
∫ t
0
‖Φp(θ1,σ1 + χ1)− Φp(θ2,σ2 + χ2)‖Qp(Ω) ds
≤ C (γ−1 + −1)
∫ t
0
‖(u1,p1)− (u2,p2)‖W 1,pD (Ω)×Qp(Ω) ds
+ C (γ−1 + −1)
∫ t
0
‖θ1 − θ2‖Lp(Ω) ds.
Next, we obtain from Gronwall’s lemma and Ho¨lder’s inequality
‖(u1(t),p1(t))− (u2(t),p2(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1)
∫ t
0
‖θ1 − θ2‖Lp(Ω) ds eC (γ
−1+−1) t
≤ C (γ−1 + −1) ‖θ1 − θ2‖Lq(0,t;Lp(Ω)) t
q−1
q eC (γ
−1+−1) t.
Further, we infer again as above
‖(u˙1(t), p˙1(t))− (u˙2(t), p˙2(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1) ‖(u1(t),p1(t))− (u2(t),p2(t))‖W 1,pD (Ω)×Qp(Ω)
+ C (γ−1 + −1) ‖θ1(t)− θ2(t)‖Lp(Ω)
and together we conclude
‖(Λu(θ1),Λp(θ1))− (Λu(θ2),Λp(θ2))‖W 1,q(0,T ;W 1,pD (Ω))×W 1,q(0,T ;Qp(Ω))
= ‖(u1,p1)− (u2,p2)‖W 1,q(0,T ;W 1,pD (Ω))×W 1,q(0,T ;Qp(Ω))
≤ C(T, q, γ−1, −1) ‖θ1 − θ2‖Lq(0,T ;Lp(Ω)).
The Lipschitz continuity of Λσ and Λχ is clear.
Boundedness. Finally, we have to show that the image of Λ is bounded.
We prove this with the same techniques as above. Let θ ∈ L1(0, T ;L1(Ω))
and (u,p,σ,χ) := Λ(θ). First we integrate (4.12) and calculate
‖(u(t),p(t))− (u0,p0)‖W 1,pD (Ω)×Qp(Ω)
≤
∫ t
0
‖Φu(F (`,u,p, θ))‖W 1,pD (Ω) ds+
∫ t
0
‖Φp(θ,σ + χ)‖Qp(Ω) ds
≤ C (γ−1 + −1)
∫ t
0
‖(u,p)‖W 1,pD (Ω)×Qp(Ω) ds
+ C γ−1
∫ t
0
‖`‖W−1,pD (Ω) ds+ C (γ
−1 + −1) t,
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where we used the estimates (4.7), (4.10) and the boundedness of the
thermal strain t. It follows from Gronwall’s lemma that
‖(u(t),p(t))‖W 1,pD (Ω)×Qp(Ω)
≤
[
C γ−1
∫ t
0
‖`‖W−1,pD (Ω) ds+ C (γ
−1 + −1) t
]
eC (γ
−1+−1) t
+ ‖(u0,p0)‖W 1,pD (Ω)×Qp(Ω) e
C (γ−1+−1) t
holds. We conclude that (u,p) is bounded in L∞(0, T ;W 1,pD (Ω)) ×
L∞(0, T ;Qp(Ω)) independently of θ ∈ L1(0, T ;L1(Ω)). In the second
step we use again (4.12) and calculate for almost all t ∈ (0, T ) with the
same techniques as above
‖(u˙(t), p˙(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1)‖(u(t),p(t))‖W 1,pD (Ω)×Qp(Ω)
+ C γ−1 ‖`(t)‖W−1,pD (Ω) + C (γ
−1 + −1).
Now we conclude that (u˙, p˙) is bounded in Lq(0, T ;W 1,pD (Ω)) ×
Lq(0, T ;Qp(Ω)) independently of θ ∈ L1(0, T ;L1(Ω)) and together with
the first step we obtain the boundedness of (Λu(θ),Λp(θ)) = (u(θ),p(θ))
in W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω)). The boundedness of Λσ
and Λχ is clear.
4.2.2 Results for the Reduced Model
In this subsection we prove the Lipschitz continuity and the contractivity
(on small time intervals) of the fixed-point mapping Θ in order to apply
Banach’s fixed point theorem. A subsequent concatenation argument
then yields a unique weak solution (1.1)–(1.5) on the entire time interval.
As already mentioned in the roadmap, the fixed-point mapping Θ =
E ΠF R is a combination of four individual mappings and therefore we
start with proving some properties for these. For the purpose of the
concatenation argument, we will consider the fixed-point operator Θ
and the operators involved in its definition on different time intervals of
the form [0, S] with S ∈ (0, T ]. These operators will be denoted by the
subscript S.
We begin with the right-hand side R of the homogeneous part of the
temperature equation (1.5), see (4.3).
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Lemma 4.2.7. Suppose 2 < p ≤ pˆ (determined by Lemma 4.2.2),
2 < q <∞, and S ∈ (0, T ]. Then the mapping RS : Lq(0, S;Lp(Ω))→
L
q
2 (0, S;L
p
2 (Ω)), defined by
RS(ϑ) := (σ(ϑ+ ϑinit) + χ(ϑ+ ϑinit)) : p˙(ϑ+ ϑinit)
− (ϑ+ ϑinit) t′(ϑ+ ϑinit) : C(ε(u˙(ϑ+ ϑinit))− p˙(ϑ+ ϑinit))
+ γ ε(u˙(ϑ+ ϑinit)) : ε(u˙(ϑ+ ϑinit))
is Lipschitz continuous. Moreover, the Lipschitz constant LR(u0,p0)
can be chosen independently of S.
Proof. Take ϑ1, ϑ2 ∈ Lq(0, S;Lp(Ω)) and set θ1 = ϑ1 + ϑinit and
θ2 = ϑ2 + ϑinit, respectively. Notice that, according to (4.4) and
Corollary A.4.2, ϑinit satisfies
ϑinit ∈W 1,∞(0, S;W−1,v(p) (Ω)) ∩ L∞(0, S;W 1,v(p)(Ω))
↪→ C(0, S;Lp(Ω)).
We calculate
‖RS(ϑ1)−RS(ϑ2)‖L q2 (0,S;L p2 (Ω))
≤ ‖σ(θ1)− σ(θ2) + χ(θ1)− χ(θ2)‖Lq(0,S;Lp(Ω))‖p˙(θ1)‖Lq(0,S;Lp(Ω))
+ ‖σ(θ2) + χ(θ2)‖Lq(0,S;Lp(Ω))‖p˙(θ1)− p˙(θ2)‖Lq(0,S;Lp(Ω))
+ ‖θ1t′(θ1)− θ2t′(θ2)‖Lq(0,S;Lp(Ω))‖C(ε(u˙(θ1))− p˙(θ1))‖Lq(0,S;Lp(Ω))
+ ‖θ2t′(θ2)‖Lq(0,S;Lp(Ω))‖C(ε(u˙(θ1))− ε(u˙(θ2)))‖Lq(0,S;Lp(Ω))
+ ‖θ2t′(θ2)‖Lq(0,S;Lp(Ω))‖C(p˙(θ1)− p˙(θ2))‖Lq(0,S;Lp(Ω))
+ γ ‖ε(u˙(θ1))− ε(u˙(θ2))‖Lq(0,S;Lp(Ω))‖ε(u˙(θ1))‖Lq(0,S;Lp(Ω))
+ γ ‖ε(u˙(θ2))‖Lq(0,S;Lp(Ω))‖ε(u˙(θ1))− ε(u˙(θ2))‖Lq(0,S;Lp(Ω))
≤ C(S, q, γ−1, −1,u0,p0) ‖θ1 − θ2‖Lq(0,S;Lp(Ω))
=: LR(u0,p0;S)‖ϑ1 − ϑ2‖Lq(0,S;Lp(Ω)).
Here we have used the Lipschitz continuity and boundedness of the
solution operator Λ (see Proposition 4.2.6) and of the mapping θ t′(θ)
(see Assumption 3.2.1). Moreover, the proof of Proposition 4.2.6 shows
that the Lipschitz constant of Λ increases monotonically with S. There-
fore, LR(u0,p0;S) can be bounded by a Lipschitz constant LR(u0,p0)
independently of S.
Remark 4.2.8. We point out that the Lipschitz constant LR depends
on u0 and p0. As already indicated in (2e) of the roadmap, this issue
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aggravates the application of the concatenation argument in the proof
of Proposition 4.2.15 below.
Furthermore, we have the following properties for the other required
mappings, which are easy to verify.
Lemma 4.2.9. Suppose 2 < p, q < ∞ and S ∈ (0, T ]. Then the
affine-linear mapping
FS : L
q
2 (0, S;L
p
2 (Ω))→ L q2 (0, S;W−1,v(p) (Ω)), f 7→ f + r
(defined via the embedding) is Lipschitz continuous with some Lipschitz
constant LF independent of S.
Proof. See Remark 3.2.5.
Next, we consider the Lipschitz continuity of the solution operator Π of
the heat equation (4.5) with a general right-hand side. We would like
to emphasize that we benefit from maximal parabolic regularity results
at this point.
Lemma 4.2.10. Suppose 2 < p <∞ such that v(p) ≤ vˆ (determined
by Lemma A.3.3) and 2 < q <∞ hold. Moreover, let S ∈ (0, T ]. Then
the solution operator
ΠS : L
q
2 (0, S;W
−1,v(p)
 (Ω))
→W 1,
q
2
0 (0, S;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, S;W 1,v(p)(Ω)), f 7→ ϑ
related to (4.5), considered as an equation on [0, S], is linear and
bounded, i.e., it satisfies the following estimate,
‖ϑ‖
W
1,
q
2
0 (0,S;W
−1,v(p)
 (Ω))∩L
q
2 (0,S;W 1,v(p)(Ω))
≤ LΠ ‖f‖L q2 (0,S;W−1,v(p) (Ω)). (4.13)
The Lipschitz constant LΠ can be chosen independently of S.
Proof. For the first statement we benefit from Assumption 3.2.6 (3); cf.
Remark 3.2.7. Notice that Assumption 3.2.6 (3) is due to Lemma A.3.4
always satisfied in the case vˆ′ ≤ v(p) ≤ vˆ, where vˆ is given by
Lemma A.3.3. This means that Assumption 3.2.6 (3) is only in the
case 32 < v(p) < vˆ
′ < 2 an additional assumption. The estimate follows
easily from the closed graph theorem since the operator A related to
(4.5) is closed.
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To verify the independence of LΠ of the length of the time interval,
let 0 < S′ < S and f ∈ L q2 (0, S′;W−1,v(p) (Ω)) be given. Furthermore,
define the shifted (right-aligned) extension by zero,
(If)(t) :=
{
0 for 0 ≤ t ≤ S − S′,
f(t− (S − S′)) for S − S′ < t ≤ S.
Using the identity ΠS If = I ΠS′f , one sees that the Lipschitz constant
does not increase when the interval length shrinks so that LΠ is uniformly
bounded in S by the constant associated with T ; compare [Ho¨mberg
et al., 2009/10, Lemma 3.16 (i)].
The next result concerns the embedding into spaces of continuous
functions in time.
Lemma 4.2.11. Suppose that 2 < p < ∞ is arbitrary and 2 < q
(depending on p) is sufficiently large, and let S ∈ (0, T ] be arbitrary.
Then the embedding
ES : W 1,
q
2
0 (0, S;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, S;W 1,v(p)(Ω))→ C(0, S;Lp(Ω)),
f 7→ f
is continuous. Furthermore, its Lipschitz constant LE can be chosen
independently of S.
Proof. We refer the reader to Corollary A.4.2 for the embedding and the
precise link between p and q. Similarly to the proof of Lemma 4.2.10, one
shows that the Lipschitz constant does not increase when the interval
length shrinks by employing the shifted extension by zero, cf. [Ho¨mberg
et al., 2009/10, Lemma 3.16 (ii)].
With these lemmas we are now able to prove the Lipschitz continuity of
the fixed-point operator Θ.
Lemma 4.2.12. Suppose 2 < p ≤ pˆ (determined by Lemma 4.2.2) such
that v(p) ≤ vˆ (determined by Lemma A.3.3) and 2 < q <∞ (depending
on p) sufficiently large. Let moreover S ∈ (0, T ] be arbitrary. Then the
mapping ΘS : L
∞(0, S;Lp(Ω))→ L∞(0, S;Lp(Ω)), ΘS = ES ΠS FS RS ,
is Lipschitz continuous, and it satisfies
‖ΘS(ϑ1)−ΘS(ϑ2)‖L∞(0,S;Lp(Ω)) ≤ LΘ S
1
q ‖ϑ1 − ϑ2‖L∞(0,S;Lp(Ω))
for all ϑ1, ϑ2 ∈ L∞(0, S;Lp(Ω)). Hence the Lipschitz constant becomes
arbitrarily small for sufficiently small S > 0.
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Proof. Choose ϑ1, ϑ2 ∈ L∞(0, S;Lp(Ω)). We use Lemma 4.2.7 through
Lemma 4.2.11 and the Ho¨lder inequality to obtain the estimate
‖ΘS(ϑ1)−ΘS(ϑ2)‖L∞(0,S;Lp(Ω))
≤ LE LΠ LF LR ‖ϑ1 − ϑ2‖Lq(0,S;Lp(Ω))
≤ LE LΠ LF LR︸ ︷︷ ︸
=:LΘ
S
1
q ‖ϑ1 − ϑ2‖L∞(0,S;Lp(Ω))
with 2 < q < ∞ sufficiently large such that the embedding E is valid,
cf. Corollary A.4.2. Notice that LΘ can be chosen independently of S,
compare Lemma 4.2.7, Lemma 4.2.9, Lemma 4.2.10 and Lemma 4.2.11.
As an immediate consequence we obtain the following.
Corollary 4.2.13. Suppose 2 < p ≤ pˆ (determined by Lemma 4.2.2)
such that v(p) ≤ vˆ (determined by Lemma A.3.3). Then the mapping
ΘS : L
∞(0, S;Lp(Ω))→ L∞(0, S;Lp(Ω)) is contractive for S sufficiently
small.
Banach’s fixed point theorem, together with a careful concatenation
argument, shows the main result of (2) of the roadmap, as we will see
in the sequel. For this purpose, let us define the following: given an
interval J ⊆ [0, S] with 0 < S ≤ T , we denote by
χJ : L
∞(0, S;Lp(Ω))→ L∞(J ;Lp(Ω))
the restriction of a function in L∞(0, S;Lp(Ω)) to the interval J . Then,
by the semigroup properties of the involved operators, we have the
following elementary result:
Lemma 4.2.14. Let 0 < T1 < T2 ≤ T be given. Then, for every
ϑ ∈ L∞(0, T2;Lp(Ω)), it holds
χ[0,T1] ΘT2(ϑ) = ΘT1(χ[0,T1] ϑ).
Proposition 4.2.15 ([Herzog et al., 2017, Proposition 24]). Suppose
2 < p ≤ pˆ (determined by Lemma 4.2.2) such that v(p) ≤ vˆ (determined
by Lemma A.3.3) holds. Then the mapping
Θ : L∞(0, T ;Lp(Ω))→ L∞(0, T ;Lp(Ω)), Θ := ΘT = ET ΠT FT RT
has a unique fixed point.
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Proof. We begin by fixing a value of q satisfying the conditions of
Lemma 4.2.11.
Existence of a fixed point on a small time interval [0, T1]: On account
of Banach’s fixed point theorem, Corollary 4.2.13 yields a unique fixed
point ϑT1 ∈ L∞(0, T1;Lp(Ω)) of ΘT1 , provided that T1 is sufficiently
small.
Concatenation argument: We split the time interval [0, T ] into N parts
of equal length T1 and define Tn := nT1 for n = 1, . . . , N where TN = T .
(It is clear that T/T1 can be made integer by slightly reducing T1 if
necessary.)
We use an induction argument to conclude the existence of a unique
fixed point ϑTn for ΘTn , provided that the existence of a unique fixed
point ϑTn−1 for ΘTn−1 has already been established. In what follows,
we denote by f ∗ g the concatenation of the functions f and g defined
on neighboring time intervals.
Let ϑTn−1 be the unique fixed point for ΘTn−1 . Consider the mapping
Kn : L∞(Tn−1, Tn;Lp(Ω))→ L∞(Tn−1, Tn;Lp(Ω)),
f 7→ χ[Tn−1,Tn] ΘTn(ϑTn−1 ∗ f).
The mapping Kn is contractive because we obtain, for f1, f2 ∈
L∞(Tn−1, Tn;Lp(Ω)), with calculations similar as in the proof of
Lemma 4.2.12, the estimate
‖Kn(f1)−Kn(f2)‖L∞(Tn−1,Tn;Lp(Ω))
≤ ‖ΘTn(ϑTn−1 ∗ f1)−ΘTn(ϑTn−1 ∗ f2)‖L∞(0,Tn;Lp(Ω))
≤ LE LΠ LF LR ‖ϑTn−1 ∗ f1 − ϑTn−1 ∗ f2‖Lq(0,Tn;Lp(Ω))
= LE LΠ LF LR ‖f1 − f2‖Lq(Tn−1,Tn;Lp(Ω))
≤ LE LΠ LF LR T
1
q
1︸ ︷︷ ︸
<1 by assumption
‖f1 − f2‖L∞(Tn−1,Tn;Lp(Ω)).
Therefore this auxiliary mapping has a unique fixed point
f ∈ L∞(Tn−1, Tn;Lp(Ω)) and we define ϑTn := ϑTn−1 ∗ f ∈
L∞(0, Tn;Lp(Ω)).
It remains to show that ϑTn , obtained by concatenation, is indeed
the unique fixed point of ΘTn . Using the induction hypothesis,
Lemma 4.2.14, and the result above, we find
ΘTn(ϑTn) =
{
ΘTn−1(ϑTn−1) for t ∈ [0, Tn−1],
ΘTn(ϑTn−1 ∗ f) for t ∈ [Tn−1, Tn],
}
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=
{
ϑTn−1 for t ∈ [0, Tn−1],
f for t ∈ [Tn−1, Tn].
This shows that ϑTn is a fixed point of ΘTn . The uniqueness follows
from the uniqueness on both subintervals, and the induction step is
complete.
When n = N is reached, the assertion is proved since Θ = ΘTN .
Note that, thanks to Lemma 4.2.14, the unique solution pertaining to
a particular partitioning of [0, T ] is also the unique solution on any
refinement of that partitioning. Since any two partitions of [0, T ] can
always be refined to form a common partition, it follows that the solution
must actually be independent of the choice of the subintervals.
Remark 4.2.16. Note that the above proof differs from the classical
concatenation argument in the proof of the theorem of Picard–Lindelo¨f,
since the Lipschitz constant of R and thus LΘ in Lemma 4.2.12 depend
on the initial values (u0,p0), cf. Remark 4.2.8. This is the reason why
we define the operator Kn by starting the time evolution in t = 0.
4.2.3 Proof of the Existence and Uniqueness Theorem
Now we are in the position to prove Theorem 4.2.1. From now on, we
consider Θ and the operators involved in its definition only on [0, T ] so
that the subscript T can be left out.
Proof of Theorem 4.2.1. First we set p¯ := max{p ≤ pˆ : v(p) ≤ vˆ}, where
pˆ and vˆ are determined by Lemma 4.2.2 and Lemma A.3.3, respectively.
We collect the results proven in Subsection 4.2.1 and Subsection 4.2.2 in
order to show (3) in the roadmap given at the beginning of Section 4.2.
So far (at the end of (2e)) in the roadmap, we have established the
existence of a unique fixed point ϑ of Θ = E ΠF R. Leaving out the
embedding E , we obtain ϑ = ΠF(R(ϑ)), which ensures the desired
regularity for the homogeneous part of the temperature. Finally, we use
Proposition 4.2.6 to define a solution in the following way,
(u,p, θ,σ,χ)
:= (Λu(ϑ+ ϑinit),Λ
p(ϑ+ ϑinit), ϑ+ ϑinit,Λ
σ(ϑ+ ϑinit),Λ
χ(ϑ+ ϑinit))
∈W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
×W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
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×W 1,q(0, T ;Lp(Ω))×W 1,q(0, T ;Lp(Ω)).
Note that by (4.4), ϑinit has the regularity required. Furthermore, the
solution given above is unique, since every other solution (uˆ, pˆ, θˆ, σˆ, χˆ)
of (1.1)–(1.5) can equivalently be written with Proposition 4.2.6 as
(Λu(θˆ),Λp(θˆ), θˆ,Λσ(θˆ),Λχ(θˆ)). Therefore, in view of the definition of
R, ϑˆ := θˆ − ϑinit is a fixed point of Θ, which however is unique by
Proposition 4.2.15, giving in turn θˆ ≡ θ. Consequently, the remaining
components of the state vector are also unique.
p
2 63 p¯
q
8
4 q¯
Figure 4.1. For p¯ given as in Theorem 4.2.1 we determine q¯ as
described in Remark 4.2.17. The variables p and q can be chosen
arbitrarily in the light blue area.
Remark 4.2.17 (Bounds for p¯ and q¯).
(1) The spatial p-integrability of the displacement u and plastic strain
p is limited by p¯. This follows from [Herzog et al., 2011, The-
orem 1.1], which was used to prove Proposition 4.2.6, together
with Lemma A.3.3, which was needed to ensure maximal parabolic
regularity for the operator related to the heat equation (4.3).
(2) The q-integrability in time of the displacement u and the plastic
strain p has to be larger than q¯ (in dependence of p) to ensure
that the embedding E is valid. Corollary A.4.2 gives the precise
link between p and q¯ as follows. Fix p > 2 and v(p) by (3.1), then
choose q¯ as
(a) for p < 6 choose q¯ > 2a with
0 < a <
{
1− 32 p if p < 3,
1
2 otherwise;
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(b) for p ≥ 6 choose q¯ > 2a with
0 < a <
{
1
2 − 32 v(p) + 32 p if v(p) < p,
1
2 otherwise.
An illustration of the relation between p¯ and q¯ and the associated p and
q can be found in Figure 4.1.
Finally, we exploit the Stampacchia theorem, [Kinderlehrer and Stampac-
chia, 1980, Theorem A.1], to show the non-negativity of the temperature.
A similar proof related to the standard heat equation can be found in
[Wachsmuth, 2016a, Theorem 3.4].
Proposition 4.2.18 (Non-Negativity of the Temperature). Under the
assumptions of Theorem 4.2.1 and choosing non-negative thermal loads
r ≥ 0, i.e. 〈r, v〉 ≥ 0 for all v ∈ L qq−2 (0, T ;W 1,v(p)(Ω)) with v ≥ 0 a.e. in
(0, T )× Ω, as well as a non-negative initial temperature θ0 ≥ 0 a.e. in
Ω, the temperature θ is also non-negative, i.e.
θ ≥ 0 a.e. in (0, T )× Ω.
Proof. Let the quintuple (u,p, θ,σ,χ) be the solution of the thermo-
viscoplastic system (1.1)–(1.5) related to the given loads. The idea is
to test the heat equation (1.5) by the negative part of the temperature
θ− := min(0, θ) ≤ 0 and to show that it is zero a.e. in (0, T )× Ω.
Unfortunately, due to the poor regularity of the right-hand side of the
heat equation (1.5) the function θ− is an admissible test function only
for p ≥ 2.4 thanks to the classical result [Kinderlehrer and Stampacchia,
1980, Theorem A.1] and the embedding W 1,v(p)(Ω) ↪→W 1,v(p)′(Ω).
Therefore, we will approximate the right-hand side of (1.5) by more
regular right-hand sides which converge to the original right-hand side.
Exploiting classic theory of parabolic equations we will establish the
result, being stable when passing to the limit.
Before we start we observe (following [Bartels and Roub´ıcˇek, 2008, Proof
of Proposition 4.6]) that testing the viscoplastic flow rule (1.3) by q = 0
and q = 2 p˙ leads to the pointwise equality
D(p˙, θ) +  p˙ : p˙ = (σ + χ) : p˙. (4.14)
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Now, we choose sequences ε˙n ∈ C∞c ((0, T )× Ω), p˙n ∈ C∞c ((0, T )× Ω),
rn ∈ C∞c ((0, T )× Ω) with rn ≥ 0 which satisfy
ε˙n → ε(u˙) in Lq(0, T ;Lp(Ω)) for n→∞,
p˙n → p˙ in Lq(0, T ;Lp(Ω)) for n→∞,
rn → r in L
q
2 (0, T ;W
−1,v(p)
 (Ω)) for n→∞.
Replacing the quantities ε(u˙), p˙ and r on the right-hand side of the
heat equation (1.5) by their related approximations we obtain using
Lemma A.3.3 and similar arguments as in Subsection 4.2.2 by the
classical theory of parabolic equations a unique weak solution
θn ∈ L2(0, T ;W 1,2(Ω)) ∩W 1,2(0, T ;W−1,2 (Ω)) ↪→↪→ C(0, T ;L2(Ω))
of the approximate heat equation
〈θ˙n, z〉+
∫
Ω
κ∇θn · ∇z dx+
∫
Γ
β θn z ds (4.15)
= 〈rn, z〉+
∫
Ω
D(p˙n, θ) z dx+ 
∫
Ω
p˙n : p˙n z dx
−
∫
Ω
θn t
′(θn) : C(εn − p˙n) z dx
+ γ
∫
Ω
ε˙n : ε˙n z dx for all z ∈W 1,2(Ω).
In order to show that θn ≥ 0 holds we begin by testing the heat equation
(4.15) by z = θ−n ≤ 0 which is an admissible test function and obtain
1
2
d
dt
∫
Ω
|θ−n |2 dx+
∫
Ω
κ |∇θ−n |2 dx+
∫
Γ
β |θ−n |2 ds (4.16)
= 〈rn, θ−n 〉+
∫
Ω
D(p˙n, θ) θ
−
n dx+ 
∫
Ω
p˙n : p˙n θ
− dx
−
∫
Ω
θ−n t
′(θ−n ) : C(ε˙n − p˙n) θ−n dx+ γ
∫
Ω
ε˙n : ε˙n θ
−
n dx.
Note that we used for the first term in (4.16) the equivalence
〈θ˙n, θ−n 〉 =
1
2
d
dt
∫
Ω
|θ−n |2 dx,
see [Wachsmuth, 2016a, Lemma 3.3]. Next we observe that the function
θn 7→ |θn| 12 t′(θn) is bounded in L∞(0, T ;L∞(Ω)) since we can estimate
in a pointwise sense
|θn| 12 t′(θn) ≤
{
|θn t′(θn)| for |θn| > 1,
|t′(θn)| for |θn| ≤ 1,
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and benefit from the boundedness of the mappings θn 7→ t′(θn) and
θn 7→ θnt′(θn), see Assumption 3.2.1 (4a). Inserting (4.14) into (4.16)
and using that |θn| 12 t′(θn) is bounded by a constant C we obtain
1
2
d
dt
∫
Ω
|θ−n |2 dx+
∫
Ω
κ |∇θ−n |2 dx+
∫
Γ
β |θ−n |2 ds
≤ 〈rn, θ−n 〉+
∫
Ω
D(p˙n, θ) θ
−
n dx+ 
∫
Ω
p˙n : p˙n θ
−
n dx
+ C
∫
Ω
|ε˙n − p˙n||θ−n |
3
2 dx+ γ
∫
Ω
ε˙n : ε˙n θ
−
n dx. (4.17)
Next we use Young’s inequality for the second to last term in (4.17),
|ε˙n − p˙n||θ−|
3
2 ≤ 1
2
A(, γ) |ε˙n − p˙n|2|θ−n |+
1
2
A(, γ)
−1|θ−n |2 (4.18)
with A(, γ) := C−1 min(, γ) and estimate
1
2
d
dt
∫
Ω
|θ−n |2 dx+
∫
Ω
κ |∇θ−n |2 dx+
∫
Γ
β |θ−n |2 ds
≤ 〈rn, θ−n 〉+
∫
Ω
D(p˙n, θ) θ
−
n dx+

2
∫
Ω
p˙n : p˙n θ
−
n dx
+
1
2
A(, γ)
−1
∫
Ω
|θ−n |2 dx+
γ
2
∫
Ω
ε˙n : ε˙n θ
−
n dx,
where we absorbed the first term from (4.18) into the related terms
on the right-hand side of (4.17). Finally, the non-negativity of the
functions D, rn and the quadratic terms leads to
d
dt
∫
Ω
|θ−n |2 dx ≤ A(, γ)−1
∫
Ω
|θ−n |2 dx.
Integrating over time and using Gronwall’s lemma together with θ−(0) =
0 shows that
‖θ−n (t)‖L2(Ω) = 0 for almost all t ∈ (0, T )
which is equivalent to θ−n = 0 a.e. in (0, T )×Ω. This shows that θn ≥ 0
a.e. in (0, T )× Ω for all n.
Similar as in Proposition 5.3.4 we can show that the solution mapping
of the heat equation (1.5) expressed in terms related to (4.15),
L
q
2 (0, T ;W
−1,v(p)
 (Ω))× Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω))
3 (r, ε(u˙), p˙) 7→ θ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)),
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is locally Lipschitz continuous. Using that {θn ≥ 0 a.e. in (0, T ) ×
Ω}n≥0 is a closed subset in C(0, T ;L2(Ω)) and the continuity of the
solution operator mentioned above we see that the temperature θ :=
limn→∞ θn ≥ 0 a.e. in (0, T )× Ω.
4.3 Reformulation of the Viscoplastic Flow Rule
The notion of the viscoplastic flow rule (1.3) indicates that it is a set-
valued equation. But as we have seen in equation (4.12) in the proof of
Proposition 4.2.6 we are able to reformulate (for a given temperature
field) the mechanical system (1.1)–(1.4) as a Banach space-valued ODE
system, (
u˙
p˙
)
=
(
Φu(F (`,u,p, θ))
Φp(θ,Φσ(u,p, θ) + Φχ(u,p, θ))
)
. (4.12)
This section is devoted to calculating the operator Φp explicitly and to
showing that the viscoplastic flow rule is indeed a Banach space-valued
ODE with non-differentiable nonlinear right-hand side. We will exploit
this kind of formulation for the viscoplastic flow rule for example in the
proof of the directional differentiability of the control-to-state mapping
in Theorem 5.4.11 or during the implementation, see Section 7.3.
The reformulation of the viscoplastic flow rule (1.3) is based on a result
from the calculus of convex conjugates and the projection theorem,
compare Section 2.2. With Lemma 2.2.4 at hand we are able to derive
the reformulation of the viscoplastic flow rule (1.3).
Proposition 4.3.1 (Reformulation Viscoplastic Flow Rule; [Herzog
and Sto¨tzner, 2018, Proposition 2.5]). The viscoplastic flow rule (1.3)
can be equivalently reformulated as
p˙ = −−1 min
(
σ˜(θ)
|τ (u,p, θ)| − 1, 0
)
τ (u,p, θ) (4.19)
a.e. in (0, T ) × Ω where τ (u,p, θ) := [Φσ(u,p, θ) + Φχ(u,p, θ)]D =
[C
(
ε(u)− p− t(θ))−Hp]D.
The right-hand side of (4.19) is understood to be zero by continuous
extension when τ (u,p, θ) = 0.
Proof. We can understand the viscoplastic flow rule (1.3) in a pointwise
sense, see Remark 4.2.5. Therefore we fix an arbitrary (t,x) ∈ (0, T )×Ω
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and prove the equivalence of (1.3) and (4.19) pointwise. For brevity we
omit in the following the argument (t,x) for all functions.
Since the mapping q 7→ D(q, θ) = σ˜(θ)|q| is proper, convex and lower
semicontinous, we apply Lemma 2.2.4 and obtain
viscoplastic flow rule (1.3) ⇔ − p˙+ τ (u,p, θ) ∈ ∂D(p˙, θ)
⇔ p˙ ∈ ∂D∗(− p˙+ τ (u,p, θ), θ),
where τ (u,p, θ) := [Φσ(u,p, θ)+Φχ(u,p, θ)]D. It remains to show that
the subdifferential of D∗(· , θ) is a singleton and can be characterized as
in the assertion.
We start by calculating D∗(· , θ) : (R3×3dev )
′
= R3×3dev → (−∞,∞] explicitly
using Definition 2.2.2,
D∗(q∗, θ)
= sup
q∈R3×3dev
{q∗ : q −D(q, θ)} = sup
α≥0,|r|=1,
r∈R3×3dev
{
1
σ˜(θ)
q∗ : α r − |α r|
}
set r= q
∗
|q∗|
= sup
α≥0
α
{
1
σ˜(θ)
|q∗| − 1
}
=
{
0 if |q∗| ≤ σ˜(θ),
∞ if |q∗| > σ˜(θ),
}
= IB(θ)(q
∗),
where IB(θ) is the indicator function of the set B(θ) = {v ∈ R3×3dev :
|v| ≤ σ˜(θ)}. Therefore, we have to determine the subdifferential of the
indicator function IB(θ) which is nonempty only for q
∗ ∈ B(θ):
q ∈ ∂IB(θ)(q∗) = ∂D∗(q∗, θ)
⇔ IB(θ)(v) ≥ IB(θ)(q∗) + q : (v − q∗) ∀v ∈ B(θ)
⇔ 0 ≥ q : (v − q∗) ∀v ∈ B(θ). (4.20)
We multiply (4.20) with β > 0 and add a zero term in order to exploit
the projection theorem, see Lemma 2.2.5.
⇔ (q∗ − (q∗ + β q)) : (v − q∗) ≥ 0 ∀v ∈ B(θ), β > 0
⇔ q∗ = projB(θ)(q∗ + β q). (4.21)
Using the fact that the orthogonal projection w.r.t. the Frobenius norm
onto the ball B(θ) in (4.21) can be calculated explicitly by
q∗ = projB(θ)(q
∗ + β q) =
{
q∗ + β q for |q∗ + β q| ≤ σ˜(θ),
σ˜(θ) q
∗+β q
|q∗+β q| else,
= min (σ˜(θ), |q∗ + β q|) q
∗ + β q
|q∗ + β q| ,
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see Corollary 2.2.6, we obtain altogether
q ∈ ∂D∗(q∗, θ) ⇔ q∗ = min (σ˜(θ), |q∗ + β q|) q
∗ + β q
|q∗ + β q| . (4.22)
Note that (4.22) implies |q∗| = |min (σ˜(θ), |q∗ + β q|)| ≤ σ˜(θ). There-
fore, the equivalence (4.22) extends to the case q∗ /∈ B(θ), when
∂D∗(q∗, θ) = ∅.
Finally we insert q ≡ p˙ ∈ R3×3dev and q∗ ≡ − p˙+ τ (u,p, θ) ∈ R3×3dev into
(4.22), choose β =  and obtain the assertion via
viscoplastic flow rule (1.3)
⇔ p˙ ∈ ∂D∗(− p˙+ τ (u,p, θ), θ)
⇔ p˙ = −−1 min
(
σ˜(θ)
|τ (u,p, θ)| − 1, 0
)
τ (u,p, θ).
Remark 4.3.2 (Physical Interpretation of Viscoplasticity). The refor-
mulation (4.19) of the viscoplastic flow rule (1.3) illustrates for the first
time the effect of the viscosity term  p˙ on the behavior of the plastic
strain. Obviously, the plastic strain only develops if the right-hand
side of (4.19) is non-zero which means that the Frobenius norm of the
deviatoric part of the stress plus the back-stress has to exceed the yield
stress, ∣∣[Φσ(u,p, θ) + Φχ(u,p, θ)]D∣∣ = ∣∣[σ + χ]D∣∣ > σ˜(θ).
This is in contrast to the non-viscous case where plasticity only arises
if the Frobenius norm of the deviatoric part of the stress and the
back-stress is equal to the yield stress, see Section 2.3 and Section 2.4.
We reduce the ODE (4.19) to a simpler one-dimensional equation with
similar structure in order to motivate the influence of the plastic Perzyna
viscosity. We study for given constants , σ ∈ R the ODE
 p˙(t) = σ − p(t)
whose solution is given by p(t) = σ + B e−
1
 t with B ∈ R. A creep
test started with a plastic strain p(0) = σ1 + p1 where we generate
a certain constant stress σ = σ1 < p1 during the test shows that the
plastic strain develops with the formula p(t) = σ1 + p1 e
− 1 t. We see
that the viscoplastic response relaxes, i.e. p(t)→ σ1 for t→∞, in order
to satisfy the yield condition for the purely plastic case.
Finally, we observe as in the viscoelastic setting, see Remark 2.4.1, that
the plastic viscosity parameter  influences the degree of the viscosity;
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we reach half of the gap p1 − σ1 at time t =  ln 2 p1p1−σ1 . Therefore, the
viscous effects decrease if → 0; compare the right picture in Figure 4.2.
t
σ
σ1
t
p
σ1
σ1 + p1
Figure 4.2. Creep test for a Perzyna viscoplastic material; time-
stress diagram (left) and time-plastic strain diagram (right) for 
(solid, orange), 0.5  (dotted, dark-green), 0.1  (dashed, blue).
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In the previous Chapter 4 we have analyzed the existence and uniqueness
of weak solutions of the thermoviscoplastic system (1.1)–(1.5). Now we
will focus on a variety of properties of the control-to-state mapping G
related to the thermoviscoplastic system (1.1)–(1.5).
Altogether this chapter seems to be a collection of arbitrary properties,
but we will see that all of them will be applied in the further chapters.
For example, we will in Chapter 6 in the context of optimization benefit
from some of the properties proven in this chapter in order to guarantee
the existence of an optimal control, see Theorem 6.1.2. Moreover, the
assertions related to the differentiability properties of the control-to-
state mapping will substantiate the usage of the optimization algorithm
in Chapter 7. Nevertheless, we hope that the results of this chapter are
also of independent interest.
Before we give an overview of this chapter, we formulate the control-to-
state mapping G precisely.
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Definition 5.0.1 (Control-to-State Mapping). We define the control-
to-state mapping G,
G : Lq(0, T ;W−1,pD (Ω))× L
q
2 (0, T ;W
−1,v(p)
 (Ω))
→W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
×W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)),
G(`, r) := (u,p, θ),
for the thermoviscoplastic model (1.1)–(1.5) according to the solution
operator and spaces given by Theorem 4.2.1.
Note that in Definition 5.0.1 we have to choose the parameters p and q
for the spatial and time integrability of the states. We will assume during
this chapter that they have been chosen according to the conditions
given in Theorem 4.2.1.
The chapter is structured as follows. We start in Section 5.1 with the
boundedness of the control-to-state mapping, see Lemma 5.1.1, which
means that the image of bounded sets is again bounded. This property
will be exploited to show the weak continuity of the control-to-state
mapping G in Section 5.2. Furthermore, it will be an essential tool to
handle the nonlinearities in the thermoviscoplastic system, see the proofs
of Proposition 5.3.4 or Theorem 5.4.11. We remark that Section 5.1 is
based on results in [Herzog, Meyer, and Sto¨tzner, 2017, Section 3].
Next, in Section 5.2 we will consider the weak sequential continuity
of the control-to-state mapping G, see Proposition 5.2.2, which will
be applied within the proof of the existence of a global minimizer in
Theorem 6.1.2. Due to the nonlinearities in the thermoviscoplastic
system this result seems to be surprising. The basic idea in order to
handle the nonlinearities will be to reformulate the system following
[Han and Reddy, 1999, Section 7.2] or Bartels and Roub´ıcˇek [2008] and
to take advantage of a technique developed in Bartels and Roub´ıcˇek
[2008]. Note that the results of Section 5.2 are taken from [Herzog,
Meyer, and Sto¨tzner, 2017, Section 4].
In Section 5.3 we will adopt ideas of the proof of Proposition 4.2.6 and
apply the boundedness of the control-to-state mapping, Lemma 5.1.1,
in order to prove that the control-to-state mapping G is Lipschitz
continuous if we restrict its domain to a centered ball of arbitrary size,
see Proposition 5.3.4. Moreover, combining this property with a result
for locally Lipschitz continuous functions from Preiss [1990], we will
obtain that the control-to-state mapping G is Fre´chet differentiable on a
5.1 Boundedness of the Control-to-State Mapping 69
dense subset of its domain, see Corollary 5.3.6. Our choice of gradient-
based optimization methods in Chapter 7 is based on this result. We
remark that the results of Section 5.3 can be found in [Herzog and
Sto¨tzner, 2018, Section 3].
Finally, in Section 5.4 we will investigate further differentiability proper-
ties of the control-to-state mapping G. Due to the non-differentiabilities
appearing in the thermoviscoplastic system (1.1)–(1.5) it is not clear
whether the control-to-state mapping G is Gaˆteaux differentiable on
its entire domain. We will prove with similar techniques as in [Meyer
and Susu, 2017, Section 5] the directional differentiability of the control-
to-state mapping G, see Theorem 5.4.11, which will be very technical.
Therefore, we will divide the section into several subsections. During
the proof we will benefit especially from the setting of Hadamard differ-
entiable functions for which a chain rule exists.
With the directional differentiability at hand we will directly obtain
that the control-to-state mapping G is Hadamard differentiable, see
Corollary 5.4.19, using the local Lipschitz continuity, Proposition 5.3.4.
From the structure of the directional derivative we will derive a criterion
for controls where the control-to-state mapping G is Gaˆteaux differen-
tiable, see Corollary 5.4.20. In addition, we will be able to set up first
order necessary optimality conditions for our optimization problem in
Section 6.2, using the Hadamard differentiability of the control-to-state
mapping. Besides, we hope that we can exploit this property in future
research to calculate an (approximate) Clarke subgradient, see Chap-
ter 8.
Note that a shortened version containing the results related to the direc-
tional and Hadamard differentiability of the control-to-state mapping
G are presented in [Herzog and Sto¨tzner, 2018, Section 4]; new is for
example the criterion for Gaˆteaux differentiable points, Corollary 5.4.20.
5.1 Boundedness of the Control-to-State Mapping
In this section we will prove that the control-to-state mapping G related
to the thermoviscoplastic system (1.1)–(1.5) is bounded in the sense
that images of bounded sets are bounded.
Lemma 5.1.1 (Boundedness of the Control-to-State Mapping; [Herzog
et al., 2017, Lemma 27]). Under the assumptions of Theorem 4.2.1, the
control-to-state mapping G defined in Definition 5.0.1 is bounded, i.e.,
the images of bounded sets are bounded.
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Proof. Suppose B ⊂ Lq(0, T ;W−1,pD (Ω)) × L
q
2 (0, T ;W
−1,v(p)
 (Ω)) is
a bounded set. Consider the image (u(B),p(B), θ(B),σ(B),χ(B)).
The proof of Proposition 4.2.6 shows that u(B), p(B), σ(B) and χ(B)
are bounded. We recall that the bound depends on the initial values
u0, p0, the final time T and the bound of the set B.
The boundedness of the temperatures θ(B) = ϑ(B)+ϑinit can be shown
using estimate (4.13),
‖ϑ‖
W
1,
q
2
0 (0,T ;W
−1,v(p)
 (Ω))∩L
q
2 (0,T ;W 1,v(p)(Ω))
≤ C ‖f‖
L
q
2 (0,T ;W
−1,v(p)
 (Ω))
where f ∈ L q2 (0, t;W−1,v(p) (Ω)) is defined as
〈f, z〉
:= 〈r, z〉+
∫
Ω
(σ(ϑ+ ϑinit) + χ(ϑ+ ϑinit)) : p˙(ϑ+ ϑinit) z dx
−
∫
Ω
(ϑ+ ϑinit) t
′(ϑ+ ϑinit) : C(ε(u˙(ϑ+ ϑinit))− p˙(ϑ+ ϑinit)) z dx
+ γ
∫
Ω
ε(u˙(ϑ+ ϑinit)) : ε(u˙(ϑ+ ϑinit)) z dx
for z ∈ L qq−2 (0, T ;W 1,v(p)′(Ω)). For (`, r) ∈ B the states u(B), p(B),
σ(B) and χ(B) are bounded in the desired spaces and ϑinit is fixed
with regularity as in (4.4). Together with the boundedness of θ 7→ θ t′(θ)
in L∞(0, T ;L∞(Ω)) we see
‖f‖
L
q
2 (0,T ;W
−1,v(p)
 (Ω))
≤ C(u0,p0, T,B).
Applying the regularity of ϑinit (see (4.4)) we obtain the assertion.
Remark 5.1.2 (Boundedness of the Stresses σ and χ). Note that in
the case that the states u, p and θ are bounded obviously the associ-
ated stress σ and back-stress χ have also this property since they are
determined by the equations (1.1) and (1.2), compare Proposition 4.2.6.
5.2 Weak Continuity of the Control-to-State Mapping
We present in this section the weak sequential continuity of the control-
to-state mapping G which will be an important step within the proof of
the existence of a global minimizer in Chapter 6.
At first glance it may seem surprising that the passage to the limit
for weakly convergent sequences is possible for each of the equations
(1.1)–(1.5). It turns out that the passage to the limit for the equations
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(1.4) and (1.3) can be easily done using a reformulation, cf. [Han and
Reddy, 1999, Section 7.2] or Bartels and Roub´ıcˇek [2008], and that the
second and third terms of the right-hand side of the heat equation,
θ˙ − div(κ∇θ) = r + γ ε(u˙) : ε(u˙) + (σ + χ) : p˙− θ t′(θ) : C(ε(u˙)− p˙),
cause the most difficulties due to their nonlinearities. In order to handle
them we would expect to need some terms strongly convergent in suitable
spaces, such as for example ε(u˙). To overcome these difficulties, we
adapt a technique from Bartels and Roub´ıcˇek [2008], which encompasses
a joint treatment of the two terms in question rather than considering
the limits individually.
We begin with the reformulation of the balance of momentum (1.4) and
viscoplastic flow rule (1.3), see Lemma 5.2.1, and subsequently give the
proof of Proposition 5.2.2. For that we define the following variational
inequality for a given temperature θ ∈ L1(0, T ;L1(Ω)),
J(u,p, θ;v, q)
:= 
∫
Q
p˙ : (q − p˙) d(x, t) (5.1)
+
∫
Q
C(ε(u)− p− t(θ)) : (ε(v)− q − (ε(u˙)− p˙)) d(x, t)
+
∫
Q
Hp : (q − p˙) d(x, t) + γ
∫
Q
ε(u˙) : (ε(v)− ε(u˙)) d(x, t)
+
∫
Q
D(q, θ) d(x, t)−
∫
Q
D(p˙, θ) d(x, t)−
∫ T
0
〈`, v − u˙〉dt ≥ 0
for (v, q) ∈ Lq′(0, T ;W 1,p′D (Ω)) × Lq(0, T ;Qp(Ω)). This inequality is
related to the thermoviscoplastic system in the following way.
Lemma 5.2.1. Let p, q ≥ 2, u ∈ W 1,q(0, T ;W 1,pD (Ω)) and p ∈
W 1,q(0, T ;Qp(Ω)). Then a solution (u,p) of the variational inequality
(5.1) is also a solution of (1.1)–(1.4) in the weak sense according to
Definition 4.1.1, and vice versa.
Proof. Implication “⇐”. Insert (1.1) and (1.2) into (1.3) and (1.4),
respectively. Now substitute v by v − u˙ in (1.4), add (1.3) and (1.4)
and integrate over time to obtain (5.1).
Implication “⇒”. First, we choose v = u˙ in (5.1) to get

∫
Q
p˙ : (q − p˙) d(x, t)−
∫
Q
C(ε(u)− p− t(θ)) : (q − p˙) d(x, t) (5.2)
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+
∫
Q
Hp : (q − p˙) d(x, t) +
∫
Q
D(q, θ) d(x, t)
−
∫
Q
D(p˙, θ) d(x, t) ≥ 0
for all q ∈ Lq(0, T ;Qp(Ω)). Next, we choose q = p˙ and substitute v by
±v + u˙ in (5.1) to get∫
Q
C(ε(u)− p− t(θ)) : ε(v) d(x, t) + γ
∫
Q
ε(u˙) : ε(v) d(x, t) (5.3)
=
∫ T
0
〈`, v〉dt
for all v ∈ Lq′(0, T ;W 1,p′D (Ω)). Finally, we substitute q by (q− p˙)ϕ+ p˙
with ϕ ∈ C∞c (0, T ) and 0 ≤ ϕ ≤ 1 and v by ϕv with ϕ ∈ C∞c (0, T )
in (5.2) and (5.3), respectively, and use the fundamental lemma of the
calculus of variations to get (1.1)–(1.4).
Notice the structural advantages of this formulation. In the proof of
Proposition 5.2.2 we benefit from the quadratic structure of several
terms since we can exploit the lower semicontinuity in L2(0, T ;L2(Ω))
to handle them.
Proposition 5.2.2 (Weak Continuity of the Control-to-State Mapping;
[Herzog et al., 2017, Proposition 35]). Let Z be a reflexive Banach space
with Z ↪→↪→W−1,p′D (Ω) and 1 < a <∞. Then, under the assumptions
of Theorem 4.2.1, the control-to-state mapping
G : Lq(0, T ;W−1,pD (Ω)) ∩W 1,a(0, T ;Z)× L
q
2 (0, T ;W
−1,v(p)
 (Ω))
→W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
×W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)),
G(`, r) = (u,p, θ),
is weakly sequentially continuous.
Remark 5.2.3 (Additional Regularity for Controls). We require ad-
ditional regularity assumptions of the mechanical loads ` in order to
ensure in the proof of Proposition 5.2.2 the limit process of the term∫ T
0
〈`, u˙〉 with u˙ ∈ Lq(0, T ;W 1,pD (Ω)), compare estimate (5.5). Notice
that the controls in Theorem 6.1.2 satisfy the additional assumptions
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according to the choice of the norms in the objective of our optimization
Problem 6.0.1, compare Assumption 6.0.2.
Moreover, we mention that we can sharpen the result of Theorem 5.2.2 by
replacing the additional regularity assumptions on the mechanical loads
by a fractional order Sobolev Bochner space W c,a(0, T ;Z) where the
constants c > 0 and 1 < a <∞ satisfy c ≤ 1a together with q′ < a1−c a
or c > 1a . In this generalized setting we also obtain the compact
embedding W c,a(0, T ;Z) ↪→↪→ Lq′(0, T ;W−1,p′D (Ω)), see [Simon, 1986,
Theorem 3, (6.5)], which we require for the proof of Theorem 5.2.2. For
the concept of fractional order spaces we refer to [Adams and Fournier,
2003, Chapter 7].
Proof of Proposition 5.2.2. Let us consider sequences {(`n, rn)}n∈N
`n ⇀ `
∗ weakly in W 1,a(0, T ;Z),
`n ⇀ `
∗ weakly in Lq(0, T ;W−1,pD (Ω)),
rn ⇀ r
∗ weakly in L
q
2 (0, T ;W
−1,v(p)
 (Ω))
for n→∞ and define (un,pn, θn) := G(`n, rn). We have to show that
(un,pn, θn) = G(`n, rn) ⇀ G(`∗, r∗) =: (u∗,p∗, θ∗).
Definition of a candidate (u∗,p∗, θ∗). The displacements {un}n∈N,
the plastic strains {pn}n∈N and the temperatures {θn}n∈N are, by
Lemma 5.1.1, bounded independently of n in the following sense:
‖un‖W 1,q(0,T ;W 1,pD (Ω)) + ‖pn‖W 1,q(0,T ;Qp(Ω)) ≤ C,
‖θn‖W 1, q2 (0,T ;W−1,v(p) (Ω))∩L q2 (0,T ;W 1,v(p)(Ω)) ≤ C.
Therefore, there exist
u∗ ∈W 1,q(0, T ;W 1,pD (Ω)), p∗ ∈W 1,q(0, T ;Qp(Ω)),
and
θ∗ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
and a subsequence (denoted by n again) such that for n→∞
un ⇀ u
∗ weakly in W 1,q(0, T ;W 1,pD (Ω)),
pn ⇀ p
∗ weakly in W 1,q(0, T ;Qp(Ω)),
θn ⇀ θ
∗ weakly in W 1,
q
2 (0, T ;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)),
θn → θ∗ strongly in C(0, T ;Lp(Ω)) (use Corollary A.4.2).
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Candidate is admissible, i.e., G(`∗, r∗) = (u∗,p∗, θ∗). The idea is to
show that (u∗,p∗, θ∗) fulfills inequality (5.1) (which is equivalent to
(1.1)–(1.4) by Lemma 5.2.1) and the heat equation (1.5). In order to
do this we prove for n → ∞ and for arbitrary q ∈ Lq(0, T ;Qp(Ω)),
v ∈ Lq′(0, T ;W 1,p′(Ω)) and ϕ ∈ L qq−2 (0, T ;W 1,v(p)′(Ω)) the following
items.
(1) lim
n→∞
∫
Q
p˙n : q d(x, t) =
∫
Q
p˙∗ : q d(x, t),
(2) lim inf
n→∞
∫
Q
p˙n : p˙n d(x, t) ≥
∫
Q
p˙∗ : p˙∗ d(x, t),
(3) lim
n→∞
∫
Q
C(ε(un)− pn) : (ε(v)− q) d(x, t)
=
∫
Q
C(ε(u∗)− p∗) : (ε(v)− q) d(x, t),
(4) lim inf
n→∞
∫
Q
C(ε(un)− pn) : (ε(u˙n)− p˙n) d(x, t)
≥ ∫
Q
C(ε(u∗)− p∗) : (ε(u˙∗)− p˙∗) d(x, t),
(5) lim
n→∞
∫
Q
C t(θn) : (ε(v)− q) d(x, t)
=
∫
Q
C t(θ∗) : (ε(v)− q) d(x, t),
(6) lim
n→∞
∫
Q
C t(θn) : (ε(u˙n)− p˙n) d(x, t)
=
∫
Q
C t(θ∗) : (ε(u˙∗)− p˙∗) d(x, t),
(7) lim
n→∞
∫
Q
Hpn : q d(x, t) =
∫
Q
Hp∗ : q d(x, t),
(8) lim inf
n→∞
∫
Q
Hpn : p˙n d(x, t) ≥
∫
Q
Hp∗ : p˙∗ d(x, t),
(9) lim
n→∞
∫
Q
ε(u˙n) : ε(v) d(x, t) =
∫
Q
ε(u˙∗) : ε(v) d(x, t),
(10) lim inf
n→∞
∫
Q
ε(u˙n) : ε(u˙n) d(x, t) ≥
∫
Q
ε(u˙∗) : ε(u˙∗) d(x, t),
(11) lim
n→∞
∫
Q
D(q, θn) d(x, t) =
∫
Q
D(q, θ∗) d(x, t),
(12) lim inf
n→∞
∫
Q
D(p˙n, θn) d(x, t) ≥
∫
Q
D(p˙∗, θ∗) d(x, t),
(13) lim
n→∞
∫ T
0
〈`n, v〉dt =
∫ T
0
〈`∗, v〉dt,
(14) lim
n→∞
∫ T
0
〈`n, u˙n〉dt =
∫ T
0
〈`∗, u˙∗〉dt,
(15) lim
n→∞
∫ T
0
〈θ˙n, ϕ〉 dt =
∫ T
0
〈θ˙∗, ϕ〉 dt,
(16) lim
n→∞
∫
Q
κ∇θn · ∇ϕ dx+
∫ T
0
∫
Γ
β θn ϕds
=
∫
Q
κ∇θ∗ · ∇ϕ dx+ ∫ T
0
∫
Γ
β θ∗ ϕds,
(17) lim
n→∞
∫
Q
rn ϕd(x, t) =
∫
Q
r∗ ϕd(x, t),
(18) lim
n→∞
∫
Q
θn t
′(θn) : C(ε(u˙n)− p˙n)ϕd(x, t)
=
∫
Q
θ∗ t′(θ∗) : C(ε(u˙∗)− p˙∗)ϕd(x, t),
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(19) lim
n→∞
∫
Q
(σn + χn) : p˙n ϕ+ γ ε(u˙n) : ε(u˙n)ϕd(x, t)
=
∫
Q
(σ∗ + χ∗) : p˙∗ ϕ+ γ ε(u˙∗) : ε(u˙∗)ϕd(x, t),
where σn := C(ε(un)−pn− t(θn)), χn := −Hpn and analogously
σ∗, χ∗ are defined.
From (1) to (14) we can conclude that (u∗,p∗, θ∗) fulfills (5.1). Indeed,
since (un,pn, θn) verifies (5.1) we can write this as
0 ≤ J(un,pn, θn;v, q) for all (v, q).
Now we use (1) to (14) to get
0 ≤ lim sup
n→∞
J(un,pn, θn;v, q) = − lim inf
n→∞ −J(un,pn, θn;v, q)
≤ J(u∗,p∗, θ∗;v, q).
Using (15) to (19) we conclude that (u∗,p∗, θ∗) fulfills the heat equation
(1.5).
Let us prove the items above. First of all, (1), (3), (7), (9), (13), (15),
(16) and (17) are clear. Concerning (2) (and similarly (10)) we use the
weak sequential lower semicontinuity of the norm in L2(0, T ;L2(Ω)) to
get
lim inf
n→∞
∫
Q
p˙n : p˙n d(x, t) ≥
∫
Q
p˙∗ : p˙∗ d(x, t).
Concerning (4) (and similarly (8)) we benefit from the property u : u˙ =
1
2
d
dt (u : u) and the weak sequential lower semicontinuity of the norm in
L2(Ω) to calculate
lim inf
n→∞
∫
Q
C(ε(un)− pn) : (ε(u˙n)− p˙n) d(x, t)
= lim inf
n→∞
1
2
∫
Ω
C(ε(un(T ))− pn(T )) : (ε(un(T ))− pn(T )) dx
− 1
2
∫
Ω
C(ε(un(0))− pn(0)) : (ε(un(0))− pn(0)) dx
≥ 1
2
∫
Ω
C(ε(u∗(T ))− p∗(T )) : (ε(u∗(T ))− p∗(T )) dx
− 1
2
∫
Ω
C(ε(u∗0)− p∗0) : (ε(u∗0)− p∗0) dx
=
∫
Q
C(ε(u∗)− p∗) : (ε(u˙∗)− p˙∗) d(x, t).
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Notice that the weak convergence of the sequences {ε(un(T ))}n∈N and
{pn(T )}n∈N in L2(Ω) follows from the continuity of the embedding
W 1,q(0, T ;Lp(Ω)) into C(0, T ;Lp(Ω)).
Concerning (6) (and similarly (5) and (18)) we calculate
lim
n→∞
∫
Q
C t(θn) : (ε(u˙n)− p˙n)± C t(θ∗) : (ε(u˙n)− p˙n)
− C t(θ∗) : (ε(u˙∗)− p˙∗) d(x, t)
≤ C lim
n→∞ ‖θn − θ
∗‖Lq′ (0,T ;Lp′ (Ω))‖ε(u˙n)− p˙n‖Lq(0,T ;Lp(Ω))
+
∫
Q
C t(θ∗) : (ε(u˙n)− ε(u˙∗)− (p˙n − p˙∗)) d(x, t) = 0.
For the last term we use thatm 7→ C t(θ∗):m with Lp(0, T ;Lq(Ω))→ R
is a linear and continuous. Therefore, it is an element of Lp
′
(0, T ;Lq
′
(Ω))
and we get with the weak convergence of ε(un) and pn that∫
Q
C t(θ∗) : (ε(u˙n)− ε(u˙∗)− (p˙n − p˙∗)) d(x, t) = 0.
Concerning (11) and (12) we can use the same arguments as above in
combination with the Lipschitz continuity and positivity of σ0.
Concerning (14) we have the compact embedding Z ↪→↪→W−1,p′D (Ω)
and therefore the embedding
W 1,a(0, T ;Z) ↪→↪→ C(0, T ;W−1,p′D (Ω)) (5.4)
↪→ Lq′(0, T ;W−1,p′D (Ω))
is also compact, see [Simon, 1986, Theorem 3, (6.5)].
That means that there exists a subsequence
`n → `∗ in Lq′(0, T ;W−1,p
′
D (Ω))
and
lim
n→∞
∫ T
0
〈`n, u˙n〉 − 〈`∗, u˙∗〉dt (5.5)
≤ lim
n→∞ ‖`n − `
∗‖
Lq′ (0,T ;W−1,p
′
D (Ω))
‖u˙n‖Lq(0,T ;W 1,pD (Ω))
+
∫ T
0
〈`∗, u˙n − u˙∗〉dt = 0
follows.
5.2 Weak Continuity of the Control-to-State Mapping 77
Concerning (19) (following [Bartels and Roub´ıcˇek, 2008, Proof of Propo-
sition 4.6]) we test the viscoplastic flow rule (1.3) by q = 0 and q = 2 p˙
and get
D(p˙, θ) = (σ + χ) : p˙−  p˙ : p˙.
Therefore, we can rephrase the term in (19) as∫
Q
(σn + χn) : p˙n ϕ+ γ ε(u˙n) : ε(u˙n)ϕd(x, t)
=
∫
Q
D(p˙n, θn)ϕ+  p˙n : p˙n ϕ+ γ ε(u˙n) : ε(u˙n)ϕd(x, t).
Since {D(p˙n, θn)}n∈N is bounded in Lq(0, T ;Lp(Ω)), there exists ξ1 ∈
Lq(0, T ;Lp(Ω)) and a subsequence such that
D(p˙n, θn) ⇀ ξ1.
Similarly { p˙n : p˙n}n∈N and {γ ε(u˙n) : ε(u˙n)}n∈N are bounded in
L
p
2 (0, T ;L
q
2 (Ω)) and there exist ξ2, ξ3 ∈ L p2 (0, T ;L q2 (Ω)) and subse-
quences such that
 p˙n : p˙n ⇀ ξ2 and γ ε(u˙n) : ε(u˙n) ⇀ ξ3.
We use (12) and the weak sequential lower semicontinuity of the norm
in L2(0, T ;L2(Ω)) to calculate∫
Q
(σ∗ + χ∗) : p˙∗ + γ ε(u˙∗) : ε(u˙∗) d(x, t)
=
∫
Q
D(θ∗, p˙∗) +  p˙∗ : p˙∗ + γ ε(u˙∗) : ε(u˙∗) d(x, t)
≤ lim inf
n→∞
∫
Q
D(θn, p˙n) +  p˙n : p˙n + γ ε(u˙n) : ε(u˙n) d(x, t)
≤ lim sup
n→∞
∫
Q
D(θn, p˙n) +  p˙n : p˙n + γ ε(u˙n) : ε(u˙n) d(x, t)
= lim sup
n→∞
∫
Q
(σn + χn) : p˙n + γ ε(u˙n) : ε(u˙n) d(x, t)
−
∫
Q
(σn + γ ε(u˙n)) : ε(u˙n) d(x, t) +
∫ T
0
〈`n, u˙n〉dt
[by setting v = u˙n in (1.4)]
≤ lim sup
n→∞
∫
Q
−C(ε(un)− pn) : (ε(u˙n)− p˙n)−Hpn : p˙n d(x, t)
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+
∫
Q
C t(θn) : (ε(u˙n)− p˙n) d(x, t) +
∫ T
0
〈`n, u˙n〉dt
[by using (1.1) and (1.2)]
≤
∫
Q
−C(ε(u∗)− p∗) : (ε(u˙∗)− p˙∗)−Hp∗ : p˙∗ d(x, t)
+
∫
Q
C t(θ∗) : (ε(u˙∗)− p˙∗) d(x, t) +
∫ T
0
〈`∗, u˙∗〉dt
[by using (4), (6), (8) and (14)]
=
∫
Q
(σ∗ + χ∗) : p˙∗ + γ ε(u˙∗) : ε(u˙∗) d(x, t)
[by setting v = u˙∗ in (1.4)] .
Therefore, all inequalities are in fact equalities. Now we use that if
lim
n→∞
∫
Q
an d(x, t) =
∫
Q
ad(x, t) with an, a ≥ 0,
then we get for arbitrary ϕ ∈ L∞(0, T ;L∞(Ω))
lim
n→∞
∫
Q
(an − a)ϕd(x, t) ≤ ess sup
Q
ϕ · lim
n→∞
∫
Q
(an − a) d(x, t) = 0.
Hence we conclude that
(σn + χn) : p˙n + γ ε(u˙n) : ε(u˙n) ⇀ (σ
∗ + χ∗) : p˙∗ + γ ε(u˙∗) : ε(u˙∗)
in L1(0, T ;L1(Ω)). Since the weak limit is unique, we get
(σn + χn) : p˙n + γ ε(u˙n) : ε(u˙n)
⇀ (σ∗ + χ∗) : p˙∗ + γ ε(u˙∗) : ε(u˙∗) = ξ1 + ξ2 + ξ3
in L
q
2 (0, T ;W
−1,v(p)
 (Ω)).
Convergence (un,pn, θn) ⇀ (u
∗,p∗, θ∗) for the entire sequence. In
the step above we have shown that (un,pn, θn) ⇀ (u
∗,p∗, θ∗) for a
subsequence. With the arguments above we can prove that every
subsequence has a subsequence converging to the same (u∗,p∗, θ∗);
see Theorem 4.2.1. Therefore, the entire sequence {(un,pn, θn)}n∈N
converges to (u∗,p∗, θ∗).
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5.3 Local Lipschitz Continuity of the Control-to-State
Mapping
In this section we will prove that the control-to-state mapping G is
locally Lipschitz continuous; more precisely we will show that G is
Lipschitz continuous if we restrict its domain to a centered ball of
arbitrary size. In order to avoid confusions we will call this property
Lipschitz continuous on centered balls having in mind that this property
is stronger than local Lipschitz continuity, see Remark 5.3.3.
We start with a precise definition of the property of local Lipschitz
continuity and Lipschitz continuity on centered balls, respectively.
Definition 5.3.1 (Local Lipschitz Continuity). Let V,W be normed
vector spaces. A function f : V → W is said to be locally Lipschitz
continuous if for every x ∈ V there exists δ > 0 and a constant L(δ, x)
such that for all y, z ∈ V with ‖y − x‖V , ‖z − x‖V ≤ δ we have the
estimate
‖f(y)− f(z)‖W ≤ L(δ, x) ‖y − z‖V .
Definition 5.3.2 (Lipschitz Continuity on Centered Balls). Let V,W
be normed vector spaces. A function f : V →W is said to be Lipschitz
continuous on centered balls if for any constant M > 0 there is a
constant L(M) such that for all x, y ∈ V with ‖x‖V , ‖y‖V ≤M we have
the estimate
‖f(x)− f(y)‖W ≤ L(M) ‖x− y‖V .
Remark 5.3.3 (Lipschitz Continuity on Centered Balls). Note that
Lipschitz continuity on centered balls (Definition 5.3.2) is obviously
stronger than local Lipschitz continuity (Definition 5.3.1). This means
that every function which is Lipschitz continuous on centered balls is
locally Lipschitz continuous.
Now we will prove that the control-to-state mapping G is Lipschitz
continuous on centered balls by adopting ideas of the proof of Propo-
sition 4.2.6 and by exploiting the boundedness of the control-to-state
mapping G, see Lemma 5.1.1, in order the handle the nonlinear terms
of the right-hand side of the heat equation. On the other hand, the use
of Lemma 5.1.1 does not allow a proof of a global Lipschitz property,
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see for example estimate (5.8). Whether or not G is globally Lipschitz
continuous is an open question.
Proposition 5.3.4 (Lipschitz Continuity on Centered Balls of the
Control-to-State Mapping; [Herzog and Sto¨tzner, 2018, Proposition 3.1]).
Under the assumptions of Theorem 4.2.1, the control-to-state mapping
G defined in Definition 5.0.1 is Lipschitz continuous on centered balls
according to Definition 5.3.2 and therefore locally Lipschitz continuous.
Proof. We choose two loads (`1, r1), (`2, r2) ∈ Lq(0, T ;W−1,pD (Ω)) ×
L
q
2 (0, T ;W
−1,v(p)
 (Ω)) with ‖(`1, r1)‖, ‖(`2, r2)‖ ≤ M and denote the
corresponding states by (ui,pi, θi) := G(`i, ri) for i = 1, 2.
Balance of momentum and viscoplastic flow rule. We follow the ideas
of Proposition 4.2.6 and reformulate the balance of momentum (1.4) and
the viscoplastic flow rule (1.3) for i = 1, 2 as the Banach space-valued
ODE system (4.12)(
u˙i
p˙i
)
=
(
Φu(F (`i,ui,pi, θi))
Φp(θi,Φ
σ(ui,pi, θi) + Φ
χ(ui,pi, θi))
)
with the solution operators Φu and Φp as defined in Lemma 4.2.2
and Lemma 4.2.4, respectively, the maps Φσ and Φχ as given by the
algebraic relations (1.1) and (1.2), respectively, and the function F as
declared in Remark 4.2.3.
Similarly to the proof of the Lipschitz property required for the applica-
tion of a Picard–Lindelo¨f argument in Proposition 4.2.6, we obtain with
minor modifications (due to the loads being variable) the estimate
‖(u1,p1)− (u2,p2)‖W 1,q(0,T ;W 1,pD (Ω))×W 1,q(0,T ;Qp(Ω)) (5.6)
≤ C ‖θ1 − θ2‖Lq(0,T ;Lp(Ω)) + C ‖`1 − `2‖Lq(0,T ;W−1,pD (Ω)).
Heat equation. We apply the embedding, cf. Lemma A.4.1,
W 1,
q
2 (0, T ;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)) ↪→↪→ C(0, T ;Lp(Ω))
and the maximal parabolic regularity result Lemma 4.2.10 to the dif-
ference of the temperatures θ1 − θ2, where [θ1 − θ2] (0) = 0 holds. We
obtain the following chain of inequalities,
‖θ1(t)− θ2(t)‖Lp(Ω) ≤ C ‖θ1 − θ2‖
W
1,
q
2
0 (0,t;W
−1,v(p)
 (Ω))∩L
q
2 (0,t;W 1,v(p)(Ω))
≤ C ‖f1 − f2‖L q2 (0,t;W−1,v(p) (Ω)) (5.7)
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where fi ∈ L q2 (0, T ;W−1,v(p) (Ω)) for i = 1, 2 are defined as the right-
hand sides of the heat equation (1.5) related to the loads (`i, ri). It
remains to bound the right-hand side of (5.7) in a suitable way to exploit
Gronwall’s lemma. We estimate
‖f1 − f2‖L q2 (0,t;W−1,v(p) (Ω))
≤ ‖r1 − r2‖L q2 (0,t;W−1,v(p) (Ω))
+ γ ‖ε(u˙1) : ε(u˙1)− ε(u˙2) : ε(u˙2)‖L q2 (0,t;L p2 (Ω))
+ ‖(σ1 + χ1) : p˙1 − (σ2 + χ2) : p˙2‖L q2 (0,t;L p2 (Ω))
+ ‖θ1 t′(θ1) : C(ε(u˙1)− p˙1)− θ2 t′(θ2) : C(ε(u˙2)− p˙2)‖L q2 (0,t;L p2 (Ω))
=: ‖r1 − r2‖L q2 (0,t;W−1,v(p) (Ω)) + γ B1 +B2 +B3
where we used the embedding L
p
2 (Ω) ↪→W−1,v(p) (Ω), cf. Remark 3.2.5,
and the definitions σi := Φ
σ(ui,pi, θi) and χi := Φ
χ(ui,pi, θi), respec-
tively. We estimate the individual terms as follows,
B1 = ‖ε(u˙1) : ε(u˙1)± ε(u˙1) : ε(u˙2)− ε(u˙2) : ε(u˙2)‖L q2 (0,t;L p2 (Ω))
≤ ‖ε(u˙1)‖Lq(0,t;Lp(Ω))‖ε(u˙1 − u˙2)‖Lq(0,t;Lp(Ω))
+ ‖ε(u˙2)‖Lq(0,t;Lp(Ω))‖ε(u˙1 − u˙2)‖Lq(0,t;Lp(Ω)),
B2 = ‖(σ1 + χ1) : p˙1 ± (σ1 + χ1) : p˙2 − (σ2 + χ2) : p˙2‖L q2 (0,t;L p2 (Ω))
≤ ‖σ1 + χ1‖Lq(0,t;Lp(Ω))‖p˙1 − p˙2‖Lq(0,t;Lp(Ω))
+ ‖(σ1 + χ1)− (σ2 + χ2)‖Lq(0,t;Lp(Ω))‖p˙2‖Lq(0,t;Lp(Ω)).
Finally, we apply the Lipschitz continuity of θ 7→ θ t′(θ), see Assump-
tion 3.2.1, and estimate
B3 = ‖θ1 t′(θ1) : C(ε(u˙1)− p˙1)± θ1 t′(θ1) : C(ε(u˙2)− p˙2)
− θ2 t′(θ2) : C(ε(u˙2)− p˙2))‖L q2 (0,t;L p2 (Ω))
≤ ‖θ1 t′(θ1)‖Lq(0,t;Lp(Ω))‖C(ε(u˙1)− p˙1)− C(ε(u˙2)− p˙2)‖Lq(0,t;Lp(Ω))
+ C ‖θ1 − θ2‖Lq(0,t;Lp(Ω))‖C(ε(u˙2)− p˙2)‖Lq(0,t;Lp(Ω)).
We benefit from the boundedness of the control-to-state mapping (see
Lemma 5.1.1), the boundedness of the mapping θ 7→ θ t′(θ) and the
Lipschitz continuity of t (see Assumption 3.2.1) to obtain
‖θ1(t)− θ2(t)‖Lp(Ω) (5.8)
≤ C ‖r1 − r2‖L q2 (0,t;W−1,v(p) (Ω)) + C(M) ‖u1 − u2‖W 1,q(0,t;W 1,pD (Ω))
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+ C(M) ‖p1 − p2‖W 1,q(0,t;Lp(Ω)) + C(M) ‖θ1 − θ2‖Lq(0,t;Lp(Ω)).
Putting everything together. Now we combine the results from esti-
mates (5.6) and (5.8) to obtain
‖θ1(t)− θ2(t)‖Lp(Ω)
≤ C ‖r1 − r2‖L q2 (0,t;W−1,v(p) (Ω)) + C(M) ‖`1 − `2‖Lq(0,T ;W−1,pD (Ω))
+ C(M) ‖θ1 − θ2‖Lq(0,t;Lp(Ω)). (5.9)
We abbreviate
A(t) := C ‖r1 − r2‖L q2 (0,t;W−1,v(p) (Ω)) + C(M) ‖`1 − `2‖Lq(0,T ;W−1,pD (Ω))
and obtain, using the convexity of z 7→ zq for z ≥ 0 for the right-hand
side the inequality
‖θ1(t)− θ2(t)‖qLp(Ω) ≤ C(M)
∫ t
0
‖θ1 − θ2‖qLp(Ω) +A(t)q.
Now we can employ Gronwall’s lemma to estimate
‖θ1(t)− θ2(t)‖qLp(Ω) ≤ C(M,T )A(T )q
and therefore
‖θ1 − θ2‖L∞(0,T ;Lp(Ω)) ≤ C(M,T )A(T ). (5.10)
In addition we obtain from inequality (5.7) and the calculations above,
‖θ1 − θ2‖
W
1,
q
2
0 (0,t;L
p
2 (Ω))∩L q2 (0,t;W 1,v(p)(Ω))
≤ C(M) ‖θ1 − θ2‖Lq(0,t;Lp(Ω)) +A(t),
compare (5.9). Together with (5.10) we obtain
‖θ1 − θ2‖
W
1,
q
2
0 (0,T ;L
p
2 (Ω))∩L q2 (0,T ;W 1,v(p)(Ω))
(5.11)
≤ C(M,T ) ‖r1 − r2‖L q2 (0,T ;W−1,v(p) (Ω))
+ C(M,T ) ‖`1 − `2‖Lq(0,T ;W−1,pD (Ω)).
Finally, we combine (5.6) with (5.10). Together with (5.11), this estab-
lishes the assertion.
Moreover, in Preiss [1990] it is shown that locally Lipschitz continuous
functions defined on Asplund spaces are Fre´chet differentiable on a dense
subset of their domain. After Remark 5.3.5 we will exploit this result to
conclude that the control-to-state mapping G is Fre´chet differentiable.
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Remark 5.3.5 (Asplund Spaces). Asplund spaces have been introduced
in Asplund [1968] as strong differentiability spaces. A Banach space X
is said to be an Asplund space if every continuous, real-valued, convex
function defined of an open subset of X is Fre´chet differentiable on a
dense Gδ subset of its domain. A Gδ set is defined as a subset of a
topological space that is a countable intersection of open sets.
It turned out that Asplund spaces are an interesting and useful class
of Banach spaces. Therefore, in the literature a plethora of properties
have been developed which are equivalent to the Asplund property. A
nice introduction into the most common equivalences is given in Yost
[1993].
Corollary 5.3.6 (Fre´chet Differentiability of the Control-to-State Map-
ping). Under the assumptions of Theorem 4.2.1, the control-to-state
mapping G defined in Definition 5.0.1 is Fre´chet differentiable on a dense
subset of its domain.
Proof. Since the domain of G is an Asplund space, the assertion follows
directly from [Preiss, 1990, Theorem 2.5] and Proposition 5.3.4.
It remains to discuss why the domain of G is an Asplund space. In
[Stegall, 1978, Theorem 1] it is proven that a Banach space X is an
Asplund space if and only if its dualX ′ has the Radon-Nikody´m property,
which is fulfilled in particular if X is a reflexive Banach space, see [Defant
and Floret, 1993, pp. 30, 516]. In [Diestel and Uhl, 1977, IV.1. Corollary
2] we find for 1 < a <∞ that La(0, T ;Y ) is reflexive if and only if Y
is reflexive. Finally, the last result combined with basic results as for
example that Sobolev spaces W 1,b(Ω) are reflexive for 1 < b <∞ or that
the Cartesian product of reflexive Banach spaces is reflexive, which can
be found in [Adams and Fournier, 2003, Theorem 1.15, Theorem 1.22,
Theorem 1.23, Corollary 2.40, Theorem 3.6], shows that the domain of
G is reflexive and therefore an Asplund space.
5.4 Hadamard Differentiability of the Control-to-State
Mapping
In this section we will study differentiability properties of the control-
to-state mapping G. As we have already seen in the section before,
the control-to-state mapping is as a consequence of the local Lipschitz
continuity Fre´chet differentiable on a dense subset of its domain, see
Corollary 5.3.6. Moreover, we will see that the control-to-state mapping
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G is directionally differentiable, see Theorem 5.4.11, and therefore using
its local Lipschitz continuity, Proposition 5.3.4, and Lemma 5.4.4 also
Hadamard differentiable, see Corollary 5.4.19.
Since the topic of this section is Hadamard differentiability and since
additionally the chain rule for Hadamard differentiable functions will
play an important role during deriving the directional differentiability
of the control-to-state mapping G, we start in Subsection 5.4.1 with
an introduction into the concept of Hadamard differentiability and the
presentation of some basic properties. The next Subsection 5.4.2 is
devoted to proving the directional differentiability of the control-to-state
mapping G, Theorem 4.2.1. We will begin with a toy example in order to
develop the strategy and the main ideas, since the proof is very elongated
and technical. Afterwards, we will split the proof of the directional
differentiability in the thermoviscoplastic case in small parts related to
the procedure worked out during the toy example; the individual parts
can be found in Subsection 5.4.2.1 and Subsection 5.4.2.2. Subsequently
we will give the complete proof in Subsection 5.4.2.3.
Finally, we will obtain immediately from the directional differentiability
the Hadamard differentiability of the control-to-state mapping G in
Corollary 5.4.19 and a criterion for Gaˆteaux differentiable points, see
Corollary 5.4.20.
5.4.1 Definition and Basics of Hadamard Differentiability
In this subsection we will give the definition of Hadamard differentiability
and a short introduction into the basic properties of this differentiability
concept.
Definition 5.4.1 (Hadamard Differentiability). Let V,W be normed
vector spaces.
(1) A function f : V → W is said to be Hadamard differentiable in
u ∈ V if
f ′H(u;h) = lim
t↓0
f(u+ t h+ w(t))− f(u)
t
∈W (5.12)
exists for every h ∈ V and every function w(t) : (0,∞) → V
satisfying w(t) = o(t), i.e., limt↓0
w(t)
t = 0.
(2) If (5.12) exists, the function f ′H(u; ·) : V → W is said to be the
Hadamard derivative in u of the function f .
(3) A function f : V →W is said to be Hadamard differentiable if it
is Hadamard differentiable in all u ∈ V .
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Remark 5.4.2 (Hadamard Differentiability in the Literature). In the
literature usually the following definition for Hadamard differentiability
can be found; see for example in [Shapiro, 1990, eq. (6)].
Let V,W be normed vector spaces. A function f : V →W is said to be
Hadamard differentiable in u ∈ V if
f ′H(u;h) = lim
t↓0, h˜→h
f(u+ t h˜)− f(u)
t
∈W (5.13)
exists for every h ∈ V , independently of the sequence h˜→ h in V .
Note that this definition is equivalent to the one given in Definition 5.4.1,
see Lemma A.5.1. The main advantage of Definition 5.4.1 is that we
have to handle just one limit process.
First we remark that Hadamard differentiability implies the following
continuity property of the Hadamard derivative.
Lemma 5.4.3 (Continuity of the Hadamard Derivative). Let V,W be
normed vector spaces and f : V →W a given function. If f is Hadamard
differentiable at x ∈ V then the Hadamard derivative h 7→ f ′H(x;h) is
continuous on V .
Proof. See [Shapiro, 1990, Proposition 3.1].
Next, we consider the relation between Hadamard and directional dif-
ferentiability.
Lemma 5.4.4. Let V,W be normed vector spaces and f : V →W .
(1) If the mapping f is Hadamard differentiable in u ∈ V then f is
directionally differentiable in u. Moreover, the Hadamard derivative
f ′H(u; ·) and the directional derivative f ′(u; ·) coincide.
(2) If the mapping f is directionally differentiable in u ∈ V and locally
Lipschitz continuous in u then f is Hadamard differentiable in u.
Moreover, the Hadamard derivative f ′H(u; ·) and the directional
derivative f ′(u; ·) coincide.
Proof. The first statement is obvious. For the second one see [Shapiro,
1990, Proposition 3.5].
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A major advantage of Hadamard differentiable functions—compared
to merely directionally differentiable functions—is that there exists a
chain rule.
Lemma 5.4.5 (Chain Rule). Let V,W,X be normed vector spaces,
f : V →W and g : W → X given functions.
(1) If f is Hadamard differentiable in u ∈ V and g is Hadamard
differentiable in f(u) ∈W then g ◦ f is Hadamard differentiable in
u ∈ V with
(g ◦ f)′H(u;h) = g′H(f(u); f ′H(u;h)).
(2) If f is directionally differentiable in u ∈ V and g is Hadamard
differentiable in f(u) ∈W then g ◦ f is directionally differentiable
in u ∈ V with
(g ◦ f)′(u;h) = g′H(f(u); f ′(u;h)).
Proof.
(1) See [Shapiro, 1990, Proposition 3.6] (without proof). Since f
is Hadamard differentiable we use Definition 5.4.1 to obtain for
an arbitrary function w : (0,∞) → R with limt↓0 w(t)t = 0 and
direction h ∈ V the equation
f(u+ t h− w(t))− f(u)− t f ′H(u;h) = s(t) (5.14)
where the remainder s satisfies lims↓0
s(t)
t = 0. Now, we calculate
using equation (5.14)
(g ◦ f)′H(u;h)←
g(f(u+ t h+ w(t)))− g(f(u))
t
=
g(f(u) + t f ′H(u;h) + s(t))− g(f(u))
t
→ g′H(f(u); f ′H(u;h))
since g is also Hadamard differentiable. This shows the assertion.
(2) The proof is similar to (1).
We can exploit the chain rule in order to obtain other rules for compo-
sitions of Hadamard differentiable functions.
Corollary 5.4.6 (Derivative Rules). Let V,W be normed vector spaces,
f : V → R, g : V →W and k : V → R given functions.
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(1) If f and k are Hadamard differentiable in u ∈ V then the sum f +k
is Hadamard differentiable in u ∈ V with
(f + k)′H(u;h) = f
′
H(u;h) + k
′
H(u;h).
(2) If f and g are Hadamard differentiable in u ∈ V then the product
f · g is Hadamard differentiable in u ∈ V with
(f · g)′H(u;h) = f ′H(u;h) g(u) + f(u) g′H(u;h).
(3) If f and k are Hadamard differentiable in u ∈ V and k(u) 6= 0 then
the quotient fk is Hadamard differentiable in u ∈ V with(
f
k
)′
H
(u;h) =
f ′H(u;h) k(u)− f(u) k′H(u;h)
k(u)2
.
Proof.
(1) The proof is obvious.
(2) We define F : R×X → X, (t, x) 7→ t x. The function F is direction-
ally differentiable and locally Lipschitz continuous and therefore
Hadamard differentiable, see Lemma 5.4.4. We can apply the chain
rule and obtain
(f · g)′H(u;h) = (F ◦ (f, g))′H(u;h)
= F ′H((f(u), g(u)); (f
′
H(u;h), g
′
H(u;h)))
= f ′H(u;h) g(u) + f(u) g
′
H(u;h).
(3) We define F : R × X → X, (t, x) 7→ xt . The same arguments as
above show that the function F is Hadamard differentiable for
t 6= 0. Again we can apply the chain rule and obtain(
f
k
)′
H
(u;h) = (F ◦ (f, k))′H(u;h)
= F ′H((f, k); (f
′
H(u;h), k
′
H(u;h)))
=
f ′H(u;h) k(u)− f(u) k′H(u;h)
k2(u)
.
Finally, we close this subsection with some examples of Hadamard
differentiable functions which will be the key elements in order to prove
the directional differentiability of the control-to-state mapping G related
to the thermoviscoplastic system, see Subsection 5.4.2.2.
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Lemma 5.4.7. The following functions are Hadamard differentiable:
(1) the mapping f : R→ R, f(θ) = t(θ) with Hadamard derivative
f ′H(θ; δθ) = t
′(θ; δθ);
(2) the mapping f : R→ R, f(θ) = σ˜(θ) with Hadamard derivative
f ′H(θ; δθ) = σ˜
′(θ; δθ);
(3) the mapping f : R3×3sym ×R3×3sym → R, f(a, b) = a : b with Hadamard
derivative
f ′H(a, b; δa, δb) = δa : b+ a : δb;
(4) the mapping f : R→ R3×3sym, f(θ) = θ t′(θ) with Hadamard deriva-
tive
f ′H(θ; δθ) = δθ t
′(θ) + θ t′′(θ; δθ);
(5) the mapping f : R3×3sym → R3×3sym, f(a) = aD with Hadamard deriva-
tive
f ′H(a; δa) = [δa]
D;
(6) the mapping f : R3×3sym → R, f(a) = |a| with Hadamard derivative
f ′H(a; δa) =
{
a:δa
|a| for a 6= 0,
|δa| for a = 0;
(7) the mapping f : R→ R, f(x) = min(x, 0) with Hadamard deriva-
tive
f ′H(x; δx) =

δx for x < 0,
min(0, δx) for x = 0,
0 for x > 0,
 =: min′(x; δx). (5.15)
Proof. We apply Lemma 5.4.4 (2) since the given mappings are all
directionally differentiable and locally Lipschitz continuous and obtain
that all mappings are Hadamard differentiable. Note that in this case
the Hadamard and the directional derivatives coincide.
5.4.2 Directional Differentiability of the Control-to-State
Mapping
In this subsection we will show that the control-to-state mapping G is
directionally differentiable. Since the proof of the directional differentia-
bility of the control-to-state mapping G is very technical and long, we
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will start with a toy example to give an impression of the steps which
have to be followed.
Toy example. We will prove that the control-to-state mapping
G˜ : L2(0, T ; R)→W 1,2(0, T ; R), ` 7→ x
related to the nonlinear and non-differentiable ODE
x˙ = min(x, 0) + `, x(0) = x0, (5.16)
where ` is the control and x the related state, is directionally differen-
tiable.
Note that since the mapping min(·, 0) defined from R → R is Lip-
schitz continuous, there exists a unique solution x ∈W 1,2(0, T ; R) ↪→
C(0, T ; R) of the system (5.16) due to the Picard–Lindelo¨f theorem for
a given control ` ∈ L2(0, T ; R) and initial condition x0 ∈ R. Therefore,
the control-to-state mapping G˜ is well defined.
The idea of the proof of the directional differentiability is very simple:
we first guess that the directional derivative can be described as the
solution of the linearized equation of (5.16) and then we verify our guess
by checking the definition.
Lemma 5.4.8 (Directional Differentiability of the Toy Example). The
control-to-state mapping G˜ : L2(0, T ; R) → W 1,2(0, T ; R) related to
the toy example (5.16) is directionally differentiable with directional
derivative G˜′(`; δ`) = δx where δx is the solution of the system
˙δx = min′(x; δx) + δ` with δx(0) = 0 (5.17)
for x := G˜(`). The definition of min′(x; ·) can be found in Lemma 5.4.7.
Proof. First, we remark that system (5.17) has a unique solution
δx ∈ W 1,2(0, T ; R) for given δ` ∈ L2(0, T ; R) and x ∈ W 1,2(0, T ; R).
This can be obtained by the Picard–Lindelo¨f theorem, Lemma A.1.1,
since the mapping min′(x; ·) defined from R→ R is Lipschitz continuous.
Next, we fix an arbitrary control ` ∈ L2(0, T ; R) and direction δ` ∈
L2(0, T ; R) and check the definition of directional differentiability,
G˜′(`; δ`) = lim
s↓0
G˜(`+ s δ`)− G˜(`)
s
= lim
s↓0
xs − x
s
= δx ∈W 1,2(0, T ; R),
where δx is the solution of (5.17) related to x = G˜(`) and xs := G˜(`+s δ`)
is the solution of the perturbed system
x˙s = min(xs, 0) + `+ s δ`, xs(0) = x0. (5.18)
90 5 Properties of the Control-to-State Mapping
We set up the difference quotient using the equations (5.18), (5.17) and
(5.16) and calculate∣∣∣ x˙s(t)− x˙(t)
s
− ˙δx(t)
∣∣∣ (5.19)
=
∣∣∣min(xs(t), 0)±min(x(t) + s δx(t), 0)−min(x(t), 0)
s
−min′(x(t); δx(t))
∣∣∣
≤
∣∣∣xs(t)− x(t)
s
− δx(t)
∣∣∣
+
∣∣∣min(x(t) + s δx(t), 0)−min(x(t), 0)
s
−min′(x(t); δx(t))
∣∣∣,
where we used the Lipschitz continuity of the mapping min(·, 0). Next we
integrate in time from 0 to t ≤ T and obtain with xs(0)−x(0)s − δx(0) = 0
the estimate∣∣∣xs(t)− x(t)
s
− δx(t)
∣∣∣
≤
∫ t
0
∣∣∣xs − x
s
− δx
∣∣∣ dt
+
∫ t
0
∣∣∣min(x+ s δx, 0)−min(x, 0)
s
−min′(x; δx)
∣∣∣dt.
Applying Gronwall’s lemma we end up with∥∥∥xs − x
s
− δx
∥∥∥
L∞(0,T ;R)
(5.20)
≤ C
∫ T
0
∣∣∣min(x+ s δx, 0)−min(x, 0)
s
−min′(x; δx)
∣∣∣ dt → 0
since the mapping min(·, 0) defined from L2(0, T ; R) → L2(0, T ; R)
is directionally differentiable. This can be shown using Lebesgue’s
dominated convergence theorem for the sequence
fs(t) :=
min(x(t) + s δx(t), 0)−min(x(t), 0)
s
.
Note that fs converges pointwise since the mapping min(·, 0) defined
from R→ R is directionally differentiable and is bounded due to |fs(t)| ≤
|δx(t)| with δx ∈ L2(0, T ; R) using again the Lipschitz continuity of the
mapping min(·, 0).
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Now we square both sides of (5.19), integrate the inequality over time
and benefit from the convexity of z 7→ z2 for z ≥ 0 to see∫ T
0
∣∣∣ x˙s(t)− x˙(t)
s
− ˙δx(t)
∣∣∣2 dt (5.21)
≤ C
∥∥∥xs − x
s
− δx
∥∥∥2
L∞(0,T ;R)
+ C
∫ T
0
∣∣∣min(x+ s δx, 0)−min(x, 0)
s
−min′(x; δx)
∣∣∣2 dt.
The same argument as above together with the last inequality and (5.20)
gives the convergence∥∥∥ x˙s − x˙
s
− ˙δx
∥∥∥
L2(0,T ;R)
→ 0 for s ↓ 0. (5.22)
Combining (5.20) and (5.22), we have shown the assertion
G˜′(`; δ`) = lim
s↓0
xs − x
s
= δx.
Analyzing the proof above carefully we can extract the following ingre-
dients and tools which have been exploited.
(1) First, the directional derivative can be described as the solution
of the linearized forward system (5.17). Clearly one has to prove
(probably with the same techniques as for the forward system) that
the linearized system has a unique solution in the same space as
the forward system.
(2) All nonlinear terms are pointwise (locally) Lipschitz continuous and
directionally differentiable in the spaces related to the state space
L2(0, T ; R) and the space of the right-hand side of the equation
which is also L2(0, T ; R).
Moreover, we can discover in the explanation after (5.20) the
idea of how to prove the directional differentiability of the nonlinear
terms. In a first step we show it pointwise and then we apply
Lebesgue’s dominated convergence theorem to prove the property
in Sobolev spaces.
Note that the tool in order to obtain the pointwise directional
differentiability of the nonlinear terms will be to understand them
as a chain of Hadamard differentiable functions, compare Subsec-
tion 5.4.1.
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(3) Finally, Gronwall’s lemma is exploited in order to handle the in-
equality containing the pointwise estimate of the state, see (5.19).
We will transfer the approach developed during the toy example now to
our thermoviscoplastic system.
Thermoviscoplastic setting. We start as in the toy example above with
defining the linearized system related our thermoviscoplastic system
(1.1)–(1.5) in Definition 5.4.10. Note that we will choose for the vis-
coplastic flow rule the representation (4.19) as a Banach space-valued
ODE instead of the formulation as a variational inequality in (1.3) to
be closer at the structure of our toy example. For the same reason we
will take the following reformulation of the balance of momentum (1.4).
Remark 5.4.9 (Reformulation of the Balance of Momentum). We apply
the linear and bounded solution operator Φu : W−1,pD (Ω)→W 1,pD (Ω) of
Lemma 4.2.2 to the balance of momentum (1.4) and obtain the Banach
space-valued ODE
u˙ = Φu(F 1(`,u,p) + F 2(θ)) (5.23)
where F 1 and F 2 are given by
〈F 1(`,u,p), v〉 := 〈`, v〉 −
∫
Ω
C(ε(u)− p) : ε(v) dx,
〈F 2(θ), v〉 :=
∫
Ω
C t(θ) : ε(v) dx.
The linearized thermoviscoplastic system and the definition of its related
weak solution reads as follows.
Definition 5.4.10 (Weak Solution of the Linearized Thermoviscoplas-
tic System). Let p, q > 2 and (u,p, θ,σ,χ) a weak solution of the
thermoviscoplastic system (1.1)–(1.5) with regularity
u ∈W 1,q(0, T ;W 1,pD (Ω)), p ∈W 1,q(0, T ;Qp(Ω)),
σ ∈W 1,q(0, T ;Lp(Ω)), χ ∈W 1,q(0, T ;Lp(Ω)),
θ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)),
where v(p) is defined in (3.1). Given inhomogeneities (δ`, δr) according
to Assumption 3.2.4, we say that a quintuple
δu ∈W 1,q(0, T ;W 1,pD (Ω)), δp ∈W 1,q(0, T ;Qp(Ω)),
δσ ∈W 1,q(0, T ;Lp(Ω)), δχ ∈W 1,q(0, T ;Lp(Ω)),
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δθ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
is a weak solution of the linearized thermoviscoplastic system, if it fulfills,
for almost all t ∈ (0, T ),
the stress-strain relation:
δσ = C(ε(δu)− δp− t′(θ; δθ)) a.e. in Ω, (5.24)
the conjugate forces:
δχ = −H δp a.e. in Ω, (5.25)
the viscoplastic flow rule:
δ˙p = −−1 min
(
σ˜(θ)
|τ | − 1, 0
)
δτ (5.26)
− −1min′
(
σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ)
|τ | − σ˜(θ)
τ : δτ
|τ |3
)
τ a.e. in Ω
where min′(x; ·) is defined as in Lemma 5.4.7
and δτ = [δσ + δχ]D, τ = [σ + χ]D a.e. in Ω,
the balance of momentum:
˙δu = Φu(F 1(δ`, δu, δp) + F
′
2(θ; δθ)) a.e. in Ω (5.27)
where Φu is given in Lemma 4.2.2 and F 1 and F 2 in Remark 5.4.9,
and the heat equation:
〈δ˙θ, z〉+
∫
Ω
κ∇δθ · ∇z dx+
∫
Γ
β δθ z ds (5.28)
= 〈δr, z〉+
∫
Ω
2 γ ε( ˙δu) : ε(u˙) z dx+
∫
Ω
(σ + χ) : δ˙p z dx
+
∫
Ω
(δσ + δχ) : p˙ z dx−
∫
Ω
t′(θ; δθ) : C(ε(u˙)− p˙) z dx
−
∫
Ω
θ t′′(θ; δθ) : C(ε(u˙)− p˙) z dx
−
∫
Ω
θ t′(θ) : C(ε( ˙δu)− δ˙p) z dx
for all z ∈W 1,v(p)′(Ω)
along with the initial conditions δu(0) = 0, δp(0) = 0, and δθ(0) = 0.
Note that as in the ODE formulation of the viscoplastic flow rule (4.19),
the right-hand side of (5.26) is understood to be zero by continuous
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extension when τ (u,p, θ) = 0. For detailed information about boundary
conditions which are defined in the weak setting above implicitly, we
refer the reader to the remarks following Definition 4.1.1.
Next we will formulate our result concerning the directional differentia-
bility of the control-to-state mapping.
Theorem 5.4.11 (Directional Differentiability of the Control-to-State
Mapping; [Herzog and Sto¨tzner, 2018, Theorem 4.2]). Under the as-
sumptions of Theorem 4.2.1, the control-to-state mapping G defined in
Definition 5.0.1 is directionally differentiable. When (u,p, θ,σ,χ) is the
(weak) solution of the thermoviscoplastic system (1.1)–(1.5) according
to the control (`, r), the directional derivative is given by
G′(`, r; δ`, δr) = (δu, δp, δθ),
where (δu, δp, δθ) is the (weak) solution of the linearized thermovis-
coplastic system (5.24)–(5.28) in the sense of Definition 5.4.10.
Since the proof is rather complex and technical, we will divide it into
smaller parts following the steps developed in the toy example. In
Subsection 5.4.2.1 we will consider the existence of a unique solution of
the linearized system and in Subsection 5.4.2.2 we will investigate in
the directional differentiability of the nonlinear terms appearing in the
thermoviscoplastic system. The final proof is given in Subsection 5.4.2.3.
5.4.2.1 Existence of a Unique Solution to the System related to
the Directional Derivative
In this subsection we show the existence of a unique solution of the
system (5.24)–(5.28). Since the structure of the linearized thermovis-
coplastic system is similar to the thermoviscoplastic system the proof
can be done with the same techniques developed in Section 4.2. We
just have to make some minor modifications.
Proposition 5.4.12. Under the assumptions of Theorem 4.2.1, let
(u,p, θ,σ,χ) be the weak solution of the thermoviscoplastic system
(1.1)–(1.5) for given (`, r) ∈ Lq(0, T ;W−1,pD (Ω))×L
q
2 (0, T ;W
−1,v(p)
 (Ω)).
Then for all loads (δ`, δr) sharing the same regularity, there exists a
unique weak solution (δu, δp, δθ, δσ, δχ) of the linearized viscoplastic
system (5.24)–(5.28) in the sense of Definition 5.4.10.
Following the strategy of the roadmap in Section 4.2 we divide the proof
of Proposition 5.4.12 into three parts.
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Existence and uniqueness of a solution for given temperature field.
In order to obtain a reduced formulation for the linearized thermovis-
coplastic system in terms of the temperature alone, we show that we
obtain a unique solution of the linearized viscoplastic system (5.24)–
(5.27) for a given temperature field.
Lemma 5.4.13 (Existence and Uniqueness for Given Temperature Field
(compare Proposition 4.2.6)). Under the assumptions of Theorem 4.2.1,
let (u,p, θ,σ,χ) be the weak solution of the thermoviscoplastic system
(1.1)–(1.5) for given (`, r) ∈ Lq(0, T ;W−1,pD (Ω))×L
q
2 (0, T ;W
−1,v(p)
 (Ω)).
Moreover, let δθ ∈ Lq(0, T ;Lp(Ω)) and δ` ∈ Lq(0, T ;W−1,pD (Ω)) be
given; cf. Assumption 3.2.4. Then there exists a unique weak solution
(δu, δp, δσ, δχ) ∈W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
× [W 1,q(0, T ;Lp(Ω))]2
of the linearized viscoplastic system (5.24)–(5.27) in the sense of Defini-
tion 5.4.10.
Moreover, the solution operator δΛ : δθ 7→ (δu, δp, δσ, δχ) is Lipschitz
continuous with Lipschitz constant LδΛ(T ).
Analogously to the notation in Section 4.2, individual components of
the mapping δΛ will be referred as δΛδu(δθ) etc. or simply as δu(δθ).
Proof. Existence. We insert the stress-strain relation (5.24) and the
conjugate forces (5.25) into the viscoplastic flow rule (5.26) and the
balance of momentum (5.27). We obtain the Banach space-valued ODE
system
˙δu = Φu(F 1(δ`, δu, δp) + F
′
2(θ; δθ)) (5.29)
δ˙p = −−1 min
( σ˜(θ)
|τ | − 1, 0
)
δτ (δu, δp, δθ) (5.30)
− −1min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ)
|τ | − σ˜(θ)
τ : δτ (δu, δp, δθ)
|τ |3
)
τ ,
where the map δτ is defined by the algebraic relations (5.24)–(5.25) as
δτ (δu, δp, δθ) := [C(ε(δu)− δp− t′(θ; δθ))−H δp]D .
Next, we define the mapping δΦ related to the ODE system above,(
˙δu
δ˙p
)
=: δΦ(δu, δp),
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which maps Lq(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω)) into itself. The map-
ping is well defined since we can estimate for arbitrary θ ∈ R and
τ ∈ R3×3 in a pointwise sense
−1 < min
(
σ˜(θ)
|τ | − 1, 0
)
≤ 0 (5.31)
and use further that the second term in the right-hand side of (5.30) is
only non-zero for points (t,x) with σ˜(θ(t,x)) ≤ |τ (t,x)|.
In order to apply the Picard–Lindelo¨f theorem, Lemma A.1.1, and to
obtain the existence of a solution we have to show that δΦ is Lipschitz
continuous uniformly in time. We calculate with δτ i := δτ (δui, δpi, δθ)
for i = 1, 2
‖δΦ(δu1, δp1)− δΦ(δu2, δp2)‖W 1,pD (Ω)×Qp(Ω)
≤ ‖Φu(F 1(δ`, δu1, δp1)− F 1(δ`, δu2, δp2))‖W 1,pD (Ω)
+ −1
∥∥∥min( σ˜(θ)|τ | − 1, 0) δτ 1 −min( σ˜(θ)|τ | − 1, 0) δτ 2∥∥∥Qp(Ω)
+ −1
∥∥∥min′( σ˜(θ)|τ | − 1; σ˜′(θ; δθ)|τ | − σ˜(θ)τ : δτ 1|τ |3 ) τ
−min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ)
|τ | − σ˜(θ)
τ : δτ 2
|τ |3
)
τ
∥∥∥
Qp(Ω)
.
As above the last term is only non-zero for (t,x) with σ˜(θ(t,x)) ≤
|τ (t,x)| and we obtain together with the Lipschitz continuity of x 7→
min(x, 0) and (5.31) the estimate
‖δΦ(δu1, δp1)− δΦ(δu2, δp2)‖W 1,pD (Ω)×Qp(Ω)
≤ ‖Φu(F 1(δ`, δu1, δp1)− F 1(δ`, δu2, δp2))‖W 1,pD (Ω)
+ −1C ‖δτ 1 − δτ 2‖Qp(Ω).
Applying property (4.7) of the solution operator Φu and the definition
of δτ i for i = 1, 2 we see the Lipschitz property
‖δΦ(δu1, δp1)− δΦ(δu2, δp2)‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1) ‖δu1 − δu2‖W 1,pD (Ω)
+ C
(
γ−1 + −1
) ‖δp1 − δp2‖Qp(Ω).
Therefore, we can use the Picard–Lindelo¨f theorem and obtain a unique
solution
(δΛδu(δθ), δΛδp(δθ)) = (δu(δθ), δp(δθ))
5.4 Hadamard Differentiability of Control-to-State Mapping 97
∈W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω)).
Clearly we now can calculate the two remaining components δσ and
δχ and we obtain δΛ = (δΛδu, δΛδp, δΛδσ, δΛδχ).
Lipschitz continuity. Suppose δθi ∈ Lq(0, T ;Lp(Ω)) for i = 1, 2 and
(δui, δpi, δσi, δχi) := δΛ(δθi). We first integrate (5.29)–(5.30) and
then we calculate with similar arguments as above
‖(δu1(t), δp1(t))− (δu2(t), δp2(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1)
∫ t
0
‖δu1 − δu2‖W 1,pD (Ω) ds
+ C (γ−1 + −1)
∫ t
0
‖δp1 − δp2‖Qp(Ω) ds
+ C (γ−1 + −1)
∫ t
0
‖δθ1 − δθ2‖Lp(Ω) ds
where we used that t′ and σ˜′ are bounded. We can apply Gronwall’s
lemma and get
‖(δu1(t), δp1(t))− (δu2(t), δp2(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1)
∫ t
0
‖δθ1 − δθ2‖Lp(Ω) eC (γ
−1+−1) s ds
≤ C (γ−1 + −1) ‖δθ1 − δθ2‖Lq(0,t;Lp(Ω)) t
q−1
q eC (γ
−1+−1) t.
Further we infer as above
‖( ˙δu1(t), δ˙p1(t))− ( ˙δu2(t), δ˙p2(t))‖W 1,pD (Ω)×Qp(Ω)
≤ C (γ−1 + −1) ‖δu1 − δu2‖W 1,pD (Ω)
+ C (γ−1 + −1) ‖δp1 − δp2‖Qp(Ω)
+ C (γ−1 + −1) ‖δθ1 − δθ2‖Lp(Ω)
and together we get the Lipschitz property
‖(δu1, δp1)− (δu2, δp2)‖W 1,q(0,T ;W 1,pD (Ω))×W 1,q(0,T ;Qp(Ω))
≤ C(T, q, γ−1, −1) ‖δθ1 − δθ2‖Lq(0,T ;Lp(Ω)).
Let us discuss some differences between Lemma 5.4.13 and Proposi-
tion 4.2.6.
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Remark 5.4.14 (Comparison to Proposition 4.2.6).
(1) We have to assume in Lemma 5.4.13 more regularity for the tem-
perature, δθ ∈ Lq(0, T ;Lp(Ω)) instead of L1(0, T ;L1(Ω)) in Propo-
sition 4.2.6. This is since we have to estimate in the linearized
system the term t′(θ; δθ) instead of only t(θ) which is bounded by
assumption.
(2) The image of the solution operator δΛ is no longer bounded indepen-
dently of the temperature δθ, in contrast to Proposition 4.2.6. This
is due to the term t′(θ; δθ) appearing in the stress-strain relation
(5.24) of the linearized system. Thanks to the linearity of the right-
hand side of the linearized heat equation (5.28), the boundedness
property will not be needed in the analysis, see Lemma 5.4.15.
Results for the reduced model. As in Subsection 4.2.2 we can now
naturally define a reduced problem for the temperature alone using
Lemma 5.4.13. To show the existence of a unique solution we copy the
steps of Subsection 4.2.2, where maximal parabolic regularity results
and Banach’s fixed point theorem have been applied. There are just
two small changes.
Firstly, since the linearized thermoviscoplastic system has homogeneous
initial conditions we do not have to split the temperature equation in
order to apply maximal parabolic regularity results as in Section 4.2.
The reduced linearized thermoviscoplastic system is defined by∫
Ω
δ˙θ z dx+
∫
Ω
κ∇δθ · ∇z dx+
∫
Γ
β δθ z ds (5.32)
= 〈δr, z〉+
∫
Ω
2 γ ε( ˙δu(δθ)) : ε(u˙) z dx+
∫
Ω
(σ + χ) : δ˙p(δθ) z dx
+
∫
Ω
(δσ(δθ) + δχ(δθ)) : p˙ z dx−
∫
Ω
t′(θ; δθ) : C(ε(u˙)− p˙) z dx
−
∫
Ω
θ t′′(θ; δθ) : C(ε(u˙)− p˙) z dx
−
∫
Ω
θ t′(θ) : C(ε( ˙δu(δθ))− δ˙p(δθ)) z dx
with δθ(0) = 0 and for all z ∈W 1,v(p)′(Ω) and almost all t ∈ (0, T ).
Secondly, we have to redefine the mapping R which we will now call δR
suitable to the right-hand side of the reduced linearized heat equation
(5.32).
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Lemma 5.4.15 (compare Lemma 4.2.7). Suppose 2 < p, q < ∞ and
S ∈ (0, T ].
Then the mapping δRS : Lq(0, S;Lp(Ω)) → L q2 (0, S;L p2 (Ω)), defined
by
δRS(δθ)
:= 2 γ ε( ˙δu(δθ)) : ε(u˙) + (σ + χ) : δ˙p(δθ)
+ (δσ(δθ) + δχ(δθ)) : p˙− t′(θ; δθ) : C(ε(u˙)− p˙)
− θ t′′(θ; δθ) : C(ε(u˙)− p˙)− θ t′(θ) : C(ε( ˙δu(δθ))− δ˙p(δθ))
is Lipschitz continuous. Moreover, the Lipschitz constant LδR can be
chosen independently of S and the initial values (δu0, δp0).
Proof. The mapping δRS is well defined since for fixed (t,x) the mapping
t′(θ(t,x); δθ(t,x)) + θ(t,x) t′′(θ(t,x); δθ(t,x)) = f ′(θ(t,x); δθ(t,x))
is the directional derivative of the function f(s) := s t′(s) which is after
Assumption 3.2.1 Lipschitz continuous and therefore
‖t′(θ; δθ) + θ t′′(θ; δθ)‖Lq(0,T ;Lp(Ω)) ≤ C ‖δθ‖Lq(0,T ;Lp(Ω)). (5.33)
The Lipschitz continuity of δRS is using the Lipschitz continuity of the
solution operator δΛ and inequality (5.33) clear.
Defining the mapping
δF : L q2 (0, T ;L p2 (Ω))→ L q2 (0, T ;W−1,v(p) (Ω)), δF(f) := f + δr
and Π and E as in Section 4.2 it follows directly with the same concate-
nation argument as in Proposition 4.2.15 that the fixed point operator
δΘ := E Π δF δRT , L∞(0, T ;Lp(Ω))→ L∞(0, T ;Lp(Ω))
has a unique fixed point δθ ∈ L∞(0, T ;Lp(Ω)).
Remark 5.4.16 (Concatenation Argument). The concatenation argu-
ment in the proof of Proposition 4.2.15 can be simplified exploiting that
the Lipschitz constant LδR is independent of the initial values δu(0)
and δp(0) due to the linearity of the mapping δR.
Proof of the existence and uniqueness theorem. It remains to give
the complete proof of Proposition 5.4.12, adopting Subsection 4.2.3.
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Proof of Proposition 5.4.12 (compare proof of Theorem 4.2.1) . Remark
that we assumed that 2 < p, q < ∞ fulfill all the requirements of
Lemma 4.2.2 and Lemma 4.2.11.
So far we have seen the existence of a unique fixed point δθ of
δΘ = E Π δFδRT . Leaving out the embedding E , we obtain δθ =
Π δF δRT (δθ), which ensures the desired regularity for the temperature.
We use Lemma 5.4.13 to define the solution operator δΛ as
(δu, δp, δθ, δσ, δχ)
:= (δΛδu(δθ), δΛδp(δθ), δθ, δΛδσ(δθ), δΛδχ(δθ))
∈W 1,q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))
×W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
×W 1,q(0, T ;Lp(Ω))×W 1,q(0, T ;Lp(Ω)).
Moreover, with the same argument as in the proof of Theorem 4.2.1 we
see that the solution given above is unique.
5.4.2.2 Directional Differentiability of the Nonlinear Terms in the
Forward System
The aim of this subsection is to prove the directional differentiability of
the nonlinear terms appearing in the thermoviscoplastic system (1.1)–
(1.5). The proofs are very technical, but follow the scheme which was
already mentioned in the toy example.
(1) First we show the directional or Hadamard differentiability of the
functions pointwise in a finite dimensional setting by exploiting the
chain rule for Hadamard differentiable functions, Lemma 5.4.5.
(2) Secondly, we apply Lebesgue’s dominated convergence theorem,
Lemma A.6.1, to obtain the property also in Bochner spaces.
The following nonlinear mappings appearing in the balance of momen-
tum (1.4) and heat equation (1.5) of the thermoviscoplastic system are
directionally differentiable.
Lemma 5.4.17 (Directional Differentiability of Nonlinear Terms).
(1) The mapping
Therm : Lq(0, T ;Lp(Ω))→ Lq(0, T ;Lp(Ω)), Therm(θ) := t(θ)
is directionally differentiable with directional derivative
Therm′(θ; δθ) = t′(θ; δθ).
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(2) The mapping
Heat1 : L
q(0, T ;W 1,pD (Ω))→ L
q
2 (0, T ;L
p
2 (Ω)),
Heat1(u) := ε(u) : ε(u)
is directionally differentiable with directional derivative
Heat1
′(u; δu) = 2 ε(δu) : ε(u).
(3) The mapping
Heat2 : L
q(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ L q2 (0, T ;L p2 (Ω)),
Heat2(u,p, θ) := (σ(u,p, θ) + χ(u,p, θ)) : p˙
is directionally differentiable with directional derivative
Heat2
′(u,p, θ; δu, δp, δθ)
= (σ(u,p, θ) + χ(u,p, θ)) : δ˙p
− (δσ(δu, δp, δθ) + δχ(δu, δp, δθ)) : p˙.
where the mappings σ, δσ,χ and δχ are defined by the algebraic
relations (1.1)–(1.2) and (5.24)–(5.25), respectively.
(4) The mapping
Heat3 : L
q(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ L q2 (0, T ;L p2 (Ω)),
Heat3(u,p, θ) := θ t
′(θ) : C(ε(u)− p)
is directionally differentiable with directional derivative
Heat3
′(u,p, θ; δu, δp, δθ)
= t′(θ; δθ) : C(ε(u)− p)− θ t′′(θ; δθ) : C(ε(u)− p)
+ θ t′(θ) : C(ε(δu)− δp).
Proof.
(1) We fix a point θ and direction δθ. The sequence
fs(t,x) :=
t(θ(t,x) + s δθ(t,x))− t(θ(t,x))
s
→ t′(θ(t,x); δθ(t,x))
converges pointwise for almost all (t,x) ∈ (0, T )× Ω since the
mapping t : R → R3×3sym is directionally differentiable, see As-
sumption 3.2.1.
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Additionally, the sequence is bounded by
|fs(t,x)| ≤ C |δθ(t,x)| with δθ ∈ Lq(0, T ;Lp(Ω)),
where we used the Lipschitz continuity of t. Then, Lebesgue’s
dominated convergence theorem, Lemma A.6.1, shows the asser-
tion.
(2) We write Heat1 = heat1 ◦ g as the composition of a Hadamard
and a directionally differentiable function, where
heat1 : L
q(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω))→ L q2 (0, T ;L p2 (Ω)),
heat1(a, b) := a : b
and
g : Lq(0, T ;W 1,pD (Ω))→ Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω)),
g(u) :=
(
ε(u)
ε(u)
)
.
Since g is linear the map is obviously directionally differentiable
with directional derivative g′(u; δu) = (ε(δu), ε(δu))> it re-
mains to show that heat1 is Hadamard differentiable. We fix
n(s),m(s) : (0,∞)→ R3×3sym with n(s) = o(s),m(s) = o(s) and
a point (a, b) and direction (δa, δb), respectively. As in (1) the
sequence
fs(t,x)
:= s−1(heat1(a(t,x) + s δa(t,x) + n(s), b(t,x) + s δb(t,x) + n(s))
− heat1(a(t,x), b(t,x)))
→ δa(t,x) : b(t,x) + a(t,x) : δb(t,x)
converges pointwise for almost all (t,x) ∈ (0, T )×Ω since heat1 :
R3×3sym × R3×3sym → R is Hadamard differentiable, see Lemma 5.4.7.
Moreover, we estimate the difference quotient pointwise by
|fs(t,x)|
≤ |a(t,x)||δb(t,x)|+ |b(t,x)||δa(t,x)|+ s−1|a(t,x)||m(s)|
+ s−1|b(t,x)||n(s)|+ |δa(t,x)||m(s)|+ |δb(t,x)||n(s)|
+ s−1|δa(t,x)||δb(t,x)|+ s−1|n(s)||m(s)|
≤ |a(t,x)||δb(t,x)|+ |b(t,x)||δa(t,x)|+ C |a(t,x)|+ C |b(t,x)|
+ C |δa(t,x)|+ C |δb(t,x)|+ C |δa(t,x)||δb(t,x)|+ C
=: M(t,x) with M ∈ L q2 (0, T ;L p2 (Ω))
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for s small enough. We apply Lebesgue’s dominated convergence
theorem, Lemma A.6.1, and obtain that heat1 is Hadamard
differentiable with
heat1
′(a, b; δa, δb) = δa : b+ a : δb.
Therefore, using the chain rule (Lemma 5.4.5) we see that is
Heat1 directionally differentiable with
Heat1
′(u; δu) = heat1′(g(u); g′(u; δu)) = 2 ε(δu) : ε(u).
(3),(4) Analogously to (2). We write Heat2 = heat1 ◦ g and Heat3 =
heat1 ◦h where
g : Lq(0, T ;W 1,pD (Ω))×W 1,q(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω)),
h : Lq(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω)),
g(u,p, θ) :=
(
σ(u,p, θ) + χ(u,p, θ)
p˙
)
,
h(u,p, θ) :=
(
θ t′(θ)
C(ε(u)− p)
)
are directionally differentiable analogously to (1) using the point-
wise Lipschitz continuity of t and θ 7→ θ t′(θ) and the linearity
and boundedness of C, see Assumption 3.2.1.
To cover all the nonlinearities in the thermoviscoplastic system, it
remains to show that the right-hand side of the viscoplastic flow rule
(4.19) is directionally differentiable.
Lemma 5.4.18 (Directional Differentiability of the Viscoplastic Flow
Rule). The right-hand side of the viscoplastic flow rule (4.19)
Flow : Lq(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ Lq(0, T ;Lp(Ω)),
Flow(u,p, θ) := −−1 min
(
σ˜(θ)
|τ (u,p, θ)| − 1, 0
)
τ (u,p, θ),
where τ (u,p, θ) := [C(ε(u)− p− t(θ))−Hp]D, is directionally differ-
entiable with directional derivative
Flow′(u,p, θ; δu, δp, δθ)
104 5 Properties of the Control-to-State Mapping
= −−1 min
(
σ˜(θ)
|τ (u,p, θ)| − 1, 0
)
δτ (δu, δp, δθ)
− −1 min′
(
σ˜(θ)
|τ (u,p, θ)| − 1;
σ˜′(θ; δθ)
|τ (u,p, θ)| − σ˜(θ)
τ (u,p, θ) : δτ (δu, δp, δθ)
|τ (u,p, θ)|3
)
τ (u,p, θ).
Here δτ (δu, δp, δθ) := [C(ε(δu)− δp− t′(θ; δθ))−H δp]D and
min′(x; ·) is the directional derivative of min(·, 0), see Lemma 5.4.7.
Note that we include in this formulation the case τ (u,p, θ) = 0,
which, by continuous extension, is understood as Flow(u,p, θ) := 0 and
Flow′(u,p, θ; δu, δp, δθ) := 0, compare Proposition 4.3.1.
Proof. We follow the idea of the proof of Lemma 5.4.17 and rewrite
the mapping Flow = flow ◦ g as the composition of a Hadamard and a
directionally differentiable function, where
flow : Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω))→ Lq(0, T ;Lp(Ω)),
flow(a, b) :=
{
−−1 min
(
σ˜(a)
|bD| − 1, 0
)
bD for bD 6= 0,
0 for bD = 0.
The mapping
g : Lq(0, T ;W 1,pD (Ω))× Lq(0, T ;Qp(Ω))× Lq(0, T ;Lp(Ω))
→ Lq(0, T ;Lp(Ω))× Lq(0, T ;Lp(Ω))
is defined as
g(u,p, θ) :=
(
θ
C(ε(u)− p− t(θ))−Hp
)
.
The directional differentiability of the mapping g can be inferred with
similar arguments as in the proof of (1) of Lemma 5.4.17 using that t is
pointwise Lipschitz continuous and that C is linear and bounded, see
Assumption 3.2.1. The directional derivative of g is given by
g′(u,p, θ; δu, δp, δθ) =
(
δθ
C(ε(δu)− δp− t′(θ; δθ))−H δp
)
.
It remains to show that flow is Hadamard differentiable. We fix n(s) :
(0,∞) → R with n(s) ∈ o(s) and m(s) : (0,∞) → R3×3sym with m(s) ∈
o(s) respectively. Furthermore, we choose an arbitrary point (a, b) and
direction (δa, δb).
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For bD(t,x) 6= 0 the sequence
fs(t,x)
:= s−1 (flow(a(t,x) + s δa(t,x), b(t,x) + s δb(t,x))
− flow(a(t,x), b(t,x)))
→ −−1 min
(
σ˜(a(t,x))
|bD(t,x)| − 1, 0
)
[δb]D(t,x)
− −1 min′
(
σ˜(a(t,x))
|bD(t,x)| − 1;
σ˜′(a(t,x); δa(t,x))
|bD(t,x)|
− σ˜(a(t,x)) b
D(t,x) : [δb]D(t,x)
|bD(t,x)|3
)
bD(t,x)
converges pointwise for almost all (t,x) ∈ (0, T )×Ω using Lemma 5.4.7
and the chain rule for Hadamard differentiable functions, Lemma 5.4.5.
In the case bD(t,x) = 0 the sequence reads for s small enough as
fs(t,x) = 0→ 0.
Next, we will estimate the difference quotient pointwise. Note that we
are only interested in points (t,x) with bD(t,x) 6= 0. For brevity we
write aˆ := a+ s δa+ n(s) and bˆ := b+ s δb+m(s), respectively.
|fs(t,x)| ≤ −1 (A1 +A2 +A3 +A4),
where
A1 :=
∣∣∣min (σ˜(aˆ(t,x))− |bˆD(t,x)|, 0)
s
bˆ
D
(t,x)
|bˆD(t,x)|
−
min
(
σ˜(a(t,x))− |bD(t,x)|, 0
)
s
bˆ
D
(t,x)
|bˆD(t,x)|
∣∣∣,
A2 :=
∣∣∣∣min
(
σ˜(a(t,x))− |bD(t,x)|, 0
)
s
∣∣∣∣∣∣∣∣ bˆD(t,x)|bˆD(t,x)| − bˆ
D
(t,x)
|bD(t,x)|
∣∣∣∣
≤ s−1
∣∣∣min( σ˜(a(t,x))|bD(t,x)| − 1, 0
)∣∣∣∣∣∣|bD(t,x)| − |bˆD(t,x)|∣∣∣,
A3 :=
∣∣∣∣min
(
σ˜(a(t,x))− |bD(t,x)|, 0
)
s
∣∣∣∣∣∣∣∣ bˆD(t,x)|bD(t,x)| − b
D(t,x)
|bD(t,x)|
∣∣∣∣
≤ s−1
∣∣∣min( σ˜(a(t,x))|bD(t,x)| − 1, 0
)∣∣∣∣∣∣bˆD(t,x)− bD(t,x)∣∣∣,
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exploiting the equality min(de −f, 0) = e−1 min(d−e f, 0) for d, e, f ∈ R
and e > 0. We apply in A1 the pointwise Lipschitz continuity of
a 7→ min(a, 0) and a 7→ σ˜(a) and in A2 and A3, respectively, inequality
(5.31) to obtain
|fs(t,x)| ≤ C −1
(
|δa(t,x)|+ s−1 |n(s)|+ |δbD(t,x)|+ s−1 |mD(s)|
)
≤ C −1
(
|δa(t,x)|+ |δbD(t,x)|
)
+ C −1
=: M(t,x) with M ∈ Lq(0, T ;Lp(Ω))
for s small enough. We apply Lebesgue’s dominated convergence the-
orem, Lemma A.6.1, and obtain that the function flow is Hadamard
differentiable with
flow′(a, b; δa, δb)
= −−1 min
(
σ˜(a)
|bD| − 1, 0
)
[δb]D
− −1 min′
(
σ˜(a)
|bD| − 1;
σ˜′(a; δa)
|bD| − σ˜(a)
bD : [δb]D
|bD|3
)
bD.
Therefore, applying the chain rule Lemma 5.4.5, the mapping Flow is
directionally differentiable with the related derivative claimed in the
assertion.
5.4.2.3 Proof of the Directional Differentiability
In this subsection we provide the proof of Theorem 5.4.11, which states
the directional differentiability of the control-to-state mapping G. The
basic idea has already been demonstrated in the proof of the toy example;
we will directly check the definition of the directional differentiability
exploiting Gronwall’s lemma and the results from the previous subsec-
tions.
Note that we will use the reformulation as Banach space-valued ODE
given in (4.19) and (5.23), respectively, for the viscoplastic flow rule
(1.3) as well as for the balance of momentum (1.4). Furthermore, the
structure of the proof is very close to the proof of Proposition 5.3.4.
Proof of Theorem 5.4.11. Let (`, r), (δ`, δr) ∈ Lq(0, T ;W−1,pD (Ω)) ×
L
q
2 (0, T ;W
−1,v(p)
 (Ω)) be arbitrary but fixed. We have to verify the
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definition of directional differentiability,
lim
s↓0
G(`+ s δ`, r + s δr)− G(`, r)
s
= lim
s↓0
(us,ps, θs)− (u,p, θ)
s
= (δu, δp, δθ),
where (us,ps, θs) := G(`+ s δ`, r + s δr) solves the perturbed thermo-
viscoplastic system consisting of
the stress-strain relation:
σs = C(ε(us)− ps − t(θs)), (5.34)
the conjugate forces:
χs = −Hps, (5.35)
the viscoplastic flow rule:
p˙s = −−1 min
( σ˜(θs)
|τ s(us,ps, θs)| − 1, 0
)
τ s(us,ps, θs) (5.36)
where τ s(us,ps, θs) := [σs + χs]D,
the balance of momentum:
u˙s = Φu(F 1(`+ s δ`,u
s,ps) + F 2(θ
s)), (5.37)
and the heat equation:
θ˙s − div(κ∇θs) = r + s δr + γ ε(u˙s) : ε(u˙s) + (σs + χs) : p˙s (5.38)
− θs t′(θs) : C(ε(u˙s)− p˙s).
Moreover, (δu, δp, δθ) denotes the solution of the linearized thermo-
viscoplastic system (5.24)–(5.28) related to the weak solution of the
thermoviscoplastic system (1.1)–(1.5) for the control (`, r). Note that
Proposition 5.4.12 ensures the existence of the weak solution of the
linearized thermoviscoplastic system (5.24)–(5.28).
The strategy now is to estimate the three states separately and then to
combine the results to obtain the assertion using Gronwall’s lemma.
Balance of momentum. We consider the difference quotient of (5.37)
and (5.23), subtract (5.27) and integrate over time. Following the ideas
of the proof of Proposition 4.2.6 and using u
s(0)−u(0)
s − δu(0) = 0, we
obtain∥∥∥us(t)− u(t)
s
− δu(t)
∥∥∥
W 1,pD (Ω)
(5.39)
≤ C γ−1
∫ t
0
∥∥∥us − u
s
− δu
∥∥∥
W 1,pD (Ω)
+
∥∥∥ps − p
s
− δp
∥∥∥
Lp(Ω)
dt
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+ C γ−1
∫ t
0
∥∥∥t(θs)± t(θ + s δθ)− t(θ)
s
− t′(θ; δθ)
∥∥∥
Lp(Ω)
dt
≤ C γ−1
∫ t
0
∥∥∥us − u
s
− δu
∥∥∥
W 1,pD (Ω)
+
∥∥∥ps − p
s
− δp
∥∥∥
Lp(Ω)
dt
+ C γ−1
∫ t
0
∥∥∥θs − θ
s
− δθ
∥∥∥
Lp(Ω)
dt
+ C γ−1
∫ t
0
∥∥∥t(θ + s δθ)− t(θ)
s
− t′(θ; δθ)
∥∥∥
Lp(Ω)
dt,
where we used the Lipschitz continuity of t. Note that the idea behind
adding a zero term was to obtain one term whose Lipschitz properties
can be exploited, and one term enjoying directional differentiability, see
Lemma 5.4.17.
Next, we consider again the difference quotient of (5.37) and (5.23),
subtract (5.27), and calculate as above∥∥∥ u˙s(t)− u˙(t)
s
− ˙δu(t)
∥∥∥
W 1,pD (Ω)
(5.40)
≤ C γ−1
∥∥∥us(t)− u(t)
s
− δu(t)
∥∥∥
W 1,pD (Ω)
+ C γ−1
∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
+ C γ−1
∥∥∥θs(t)− θ(t)
s
− δθ(t)
∥∥∥
Lp(Ω)
+ C γ−1
∥∥∥t(θ(t) + s δθ(t))− t(θ(t))
s
− t′(θ(t); δθ(t))
∥∥∥
Lp(Ω)
.
Viscoplastic flow rule. For brevity we omit the arguments for τ , τ s and
δτ having in mind that their dependencies are given by the algebraic
relations in (4.19), (5.36) and (5.26), respectively. Moreover, we define
τˆ := τ (u+ s δu,p+ s δp, θ + s δθ).
Note that for points (t,x) ∈ (0, T )×Ω with τ (t,x) = 0, the right-hand
side of the viscoplastic flow rule (4.19) and the linearized viscoplas-
tic flow rule (5.26) are zero by definition (see the comments after
Proposition 4.3.1 and Definition 5.4.10). The continuity property of G,
Proposition 5.3.4, which means that τ s(t,x)→ τ (t,x) = 0 for s→ 0
almost everywhere, leads for s small enough to the same result for the
perturbed viscoplastic flow rule (5.36). Therefore, we can neglect in the
following estimate the case τ (t,x) = 0.
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We consider the difference quotient of (5.36) and (4.19), subtract (5.26),
integrate over time, and using p
s(0)−p(0)
s − δp(0) = 0 we obtain∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
≤ −1
∫ t
0
∥∥∥∥min
(
σ˜(θs)
|τs| − 1, 0
)
τ s −min
(
σ˜(θ)
|τ | − 1, 0
)
τ
s
−min
( σ˜(θ)
|τ | − 1, 0
)
δτ
−min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ)
|τ | − σ˜(θ)
τ : δτ
|τ |3
)
τ
∥∥∥∥
Lp(Ω)
dt.
Now we use the equality min(ab − c, 0) = 1b min(a− b c, 0) for a, b, c ∈ R
and b > 0 and adding with the same strategy as in the balance of
momentum above, suitable zero terms. This results into∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
≤ −1(A1 +A2 +A3) +A4
where A1, A2 and A3 are given by
A1 :=
∫ t
0
s−1
∥∥∥min (σ˜(θs)− |τ s|, 0) τ s|τ s|
−min (σ˜(θ + s δθ)− |τˆ |, 0) τ
s
|τ s|
∥∥∥
Lp(Ω)
dt,
A2 :=
∫ t
0
s−1
∥∥∥min (σ˜(θ + s δθ)− |τˆ |, 0) [ τ s|τ s| − τ s|τˆ |
]∥∥∥
Lp(Ω)
dt
=
∫ t
0
s−1
∥∥∥min( σ˜(θ + s δθ)|τˆ | − 1, 0
)[|τˆ | − |τ s|]∥∥∥
Lp(Ω)
dt,
A3 :=
∫ t
0
s−1
∥∥∥min (σ˜(θ + s δθ)− |τˆ |, 0) [ τ s|τˆ | − τˆ|τˆ |
]∥∥∥
Lp(Ω)
dt
=
∫ t
0
s−1
∥∥∥min( σ˜(θ + s δθ)|τˆ | − 1, 0
)
[τ s − τˆ ]
∥∥∥
Lp(Ω)
dt,
A4 :=
∫ t
0
∥∥∥Flow(u+ s δu,p+ s δp, θ + s δθ)− Flow(u,p, θ)
s
− Flow′(u,p, θ; δu, δp, δθ)
∥∥∥
Lp(Ω)
dt,
where Flow is defined as in Lemma 5.4.18. For A1 we exploit the
Lipschitz continuity of the mapping min(· , 0) and the yield function σ˜.
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For A2 and A3 we make use of the Lipschitz continuity of the thermal
strain t and (5.31) to estimate
A1, A2, A3 ≤ C
∫ t
0
∥∥∥θs − θ
s
− δθ
∥∥∥
Lp(Ω)
+
∥∥∥us − u
s
− δu
∥∥∥
W 1,pD (Ω)
dt
+ C
∫ t
0
∥∥∥ps − p
s
− δp
∥∥∥
Lp(Ω)
dt.
It follows that∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
(5.41)
≤ −1C
∫ t
0
∥∥∥θs − θ
s
− δθ
∥∥∥
Lp(Ω)
+
∥∥∥us − u
s
− δu
∥∥∥
W 1,pD (Ω)
dt
+ −1C
∫ t
0
∥∥∥ps − p
s
− δp
∥∥∥
Lp(Ω)
dt
+
∫ t
0
∥∥∥Flow(u+ s δu,p+ s δp, θ + s δθ)− Flow(u,p, θ)
s
− Flow′(u,p, θ; δu, δp, δθ)
∥∥∥
Lp(Ω)
dt.
In addition we consider again the difference quotient of (5.36) and
(4.19), subtract (5.26) and estimate as above∥∥∥ p˙s(t)− p˙(t)
s
− δ˙p(t)
∥∥∥
Lp(Ω)
(5.42)
≤ −1C
∥∥∥θs(t)− θ(t)
s
− δθ(t)
∥∥∥
Lp(Ω)
+ −1C
∥∥∥us(t)− u(t)
s
− δu(t)
∥∥∥
W 1,pD (Ω)
+ −1C
∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
+
∥∥∥Flow((u+ s δu)(t), (p+ s δp)(t), (θ + s δθ)(t))
s
− Flow(u(t),p(t), θ(t))
s
− Flow′(u(t),p(t), θ(t); δu(t), δp(t), δθ(t))
∥∥∥
Lp(Ω)
.
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Combination of balance of momentum and viscoplastic flow rule.
Now we can add (5.39) and (5.41) and obtain with Gronwall’s lemma∥∥∥us(t)− u(t)
s
− δu(t)
∥∥∥
W 1,pD (Ω)
+
∥∥∥ps(t)− p(t)
s
− δp(t)
∥∥∥
Lp(Ω)
(5.43)
≤ C(, γ, T )
∫ t
0
∥∥∥θs − θ
s
− δθ
∥∥∥
Lp(Ω)
dt
+ C(, γ, T )
∫ t
0
∥∥∥t(θ + s δθ)− t(θ)
s
− t′(θ; δθ)
∥∥∥
Lp(Ω)
dt
+ C(, γ, T )
∫ t
0
∥∥∥Flow(u+ s δu,p+ s δp, θ + s δθ)− Flow(u,p, θ)
s
− Flow′(u,p, θ; δu, δp, δθ)
∥∥∥
Lp(Ω)
dt
Owing to the convexity of z 7→ zq for z ≥ 0, and using (5.40) and (5.42),
this results in∥∥∥ u˙s − u˙
s
− ˙δu
∥∥∥q
Lq(0,t;W 1,pD (Ω))
+
∥∥∥ p˙s − p˙
s
− δ˙p
∥∥∥q
Lq(0,t;Lp(Ω))
≤ C(γ, , T )
∥∥∥θs − θ
s
− δθ
∥∥∥q
Lq(0,t;Lp(Ω))
(5.44)
+ C(γ, , T )
∥∥∥t(θ + s δθ)− t(θ)
s
− t′(θ; δθ)
∥∥∥q
Lq(0,t;Lp(Ω))
+ C(γ, , T )
∥∥∥Flow(u+ s δu,p+ s δp, θ + s δθ)− Flow(u,p, θ)
s
− Flow′(u,p, θ; δu, δp, δθ)
∥∥∥q
Lq(0,t;Lp(Ω))
.
Heat equation. We apply the embedding, cf. Lemma A.4.1,
W 1,
q
2 (0, T ;W
−1,v(p)
 (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)) ↪→↪→ C(0, T ;Lp(Ω)),
and the maximal parabolic regularity result Lemma 4.2.10 to the dif-
ference quotient of (5.38) and (1.5), and subtract (5.28). We also use[
θs−θ
s − δθ
]
(0) = 0 and observe the following chain of inequalities∥∥∥θs(t)− θ(t)
s
− δθ(t)
∥∥∥
Lp(Ω)
≤ C
∥∥∥θs − θ
s
− δθ
∥∥∥
W
1,
q
2
0 (0,t;W
−1,v(p)
 (Ω))∩L
q
2 (0,t;W 1,v(p)(Ω))
≤ C
∥∥∥fs − f
s
− δf
∥∥∥
L
q
2 (0,t;W
−1,v(p)
 (Ω))
(5.45)
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where fs, f, δf ∈ L q2 (0, T ;W−1,v(p) (Ω)) are defined as the right-hand
sides of the corresponding heat equations (5.38), (1.5) and (5.28). It
remains to bound the right-hand side of (5.45) in a suitable way to
exploit Gronwall’s lemma.
We continue by adding zero terms as in the steps before and using
the embedding L
p
2 (Ω) ↪→ W−1,v(p) (Ω), cf. Remark 3.2.5. For brevity,
we define in the same way as we defined τˆ above the mapping σˆ :=
σ(u+ s δu,p+ s δp, θ + s δθ) and similarly for the back-stress χˆ. We
estimate∥∥∥fs − f
s
− δf
∥∥∥
L
q
2 (0,t;W
−1,v(p)
 (Ω))
≤ γ (B1 +B2 +B3) +B4 + . . .+B9
where the individual terms using the definitions of Lemma 5.4.17 are
given by
B1 := s
−1
∥∥∥ε(u˙s) : ε(u˙s)− ε(u˙s) : ε(u˙+ s ˙δu)∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B2 := s
−1
∥∥∥ε(u˙s) : ε(u˙+ s ˙δu)
− ε(u˙+ s ˙δu) : ε(u˙+ s ˙δu)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B3 :=
∥∥∥Heat1(u˙+ s ˙δu)−Heat1(u˙)
s
−Heat1′(u˙; ˙δu)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B4 := s
−1
∥∥∥(σs + χs) : p˙s − (σs + χs) : (p˙+ s δ˙p)∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B5 := s
−1
∥∥∥(σs + χs) : (p˙+ s δ˙p)− (σˆ + χˆ) : (p˙+ s δ˙p)∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B6 :=
∥∥∥Heat2(u+ s δu,p+ s δp, θ + s δθ)−Heat2(u,p, θ)
s
−Heat2′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B7 := s
−1
∥∥∥θs t′(θs) : C(ε(u˙s)− p˙s)
− θs t′(θs) : C(ε(u˙+ s ˙δu)− (p˙+ s δ˙p))
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B8 := s
−1
∥∥∥θs t′(θs) : C(ε(u˙+ s ˙δu)− (p˙+ s δ˙p))
− (θ + s δθ) t′(θ + s δθ) : C(ε(u˙+ s ˙δu)− (p˙+ s δ˙p))
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
B9 :=
∥∥∥Heat3(u+ s δu,p+ s δp, θ + s δθ)−Heat3(u,p, θ)
s
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−Heat3′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
.
Note that the set
{
(us,ps,σs,χs, θs)
}
s∈[0,1] is bounded independently
of s ∈ [0, 1] since the solution operator for (1.1)–(1.5) is bounded accord-
ing to Lemma 5.1.1. Therefore we can estimate the individual terms
(compare also to the proof of Proposition 5.3.4) easily exploiting the
Lipschitz properties of θ 7→ t(θ) and θ 7→ θ t′(θ), see Assumption 3.2.1,
and obtain
∥∥∥fs − f
s
− δf
∥∥∥
L
q
2 (0,t;W
−1,v(p)
 (Ω))
(5.46)
≤ C γ
∥∥∥us − u
s
− δu
∥∥∥
W 1,q(0,t;W 1,pD (Ω))
+ C
∥∥∥ps − p
s
− δp
∥∥∥
W 1,q(0,t;Lp(Ω))
+ C
∥∥∥θs − θ
s
− δθ
∥∥∥
Lq(0,t;Lp(Ω))
+ γ
∥∥∥Heat1(u+ s δu)−Heat1(u)
s
−Heat1′(u; δu)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
+
∥∥∥Heat2(u+ s δu,p+ s δp, θ + s δθ)−Heat2(u,p, θ)
s
−Heat2′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
+
∥∥∥Heat3(u+ s δu,p+ s δp, θ + s δθ)−Heat3(u,p, θ)
s
−Heat3′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
.
Recall that the constants C given above depend on (`, r) and on (δ`, δr)
but they are independent of s. Together with (5.43), (5.44) and the
maximal parabolic regularity property (5.45), inequality (5.46) results
in∥∥∥θs(t)− θ(t)
s
− δθ(t)
∥∥∥
Lp(Ω)
≤ C
∥∥∥fs − f
s
− δf
∥∥∥
L
q
2 (0,t;W
−1,v(p)
 (Ω))
≤ C(γ, , T )
∥∥∥θs − θ
s
− δθ
∥∥∥
Lq(0,t;Lp(Ω))
+ C(γ, , T )
∥∥∥t(θ + s δθ)− t(θ)
s
− t′(θ; δθ)
∥∥∥
Lq(0,t;Lp(Ω))
+ C(γ, , T )
∥∥∥Flow(u+ s δu,p+ s δp, θ + s δθ)− Flow(u,p, θ)
s
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− Flow′(u,p, θ; δu, δp, δθ)
∥∥∥
Lq(0,t;Lp(Ω))
+ γ
∥∥∥Heat1(u+ s δu)−Heat1(u)
s
−Heat1′(u; δu)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
+
∥∥∥Heat2(u+ s δu,p+ s δp, θ + s δθ)−Heat2(u,p, θ)
s
−Heat2′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
+
∥∥∥Heat3(u+ s δu,p+ s δp, θ + s δθ)−Heat3(u,p, θ)
s
−Heat3′(u,p, θ; δu, δp, δθ)
∥∥∥
L
q
2 (0,t;L
p
2 (Ω))
=: C
∥∥∥θs − θ
s
− δθ
∥∥∥
Lq(0,t;Lp(Ω))
+ F (t)
and we obtain by the convexity of z 7→ zq for z ≥ 0 the inequality∥∥∥θs(t)− θ(t)
s
− θ(t)
∥∥∥q
Lp(Ω)
≤ C
∫ t
0
∥∥∥θs − θ
s
− δθ
∥∥∥q
Lp(Ω)
dt+ C F (t)q.
Now we can again use Gronwall’s lemma to get∥∥∥θs − θ
s
− δθ
∥∥∥
L∞(0,T ;Lp(Ω))
≤ C(T )F (T ). (5.47)
In addition we obtain as above from inequality (5.45) and (5.46)∥∥∥θs − θ
s
− δθ
∥∥∥
W
1,
q
2
0 (0,t;L
p
2 (Ω))∩L q2 (0,t;W 1,v(p)(Ω))
(5.48)
≤ C
∥∥∥θs − θ
s
− δθ
∥∥∥
Lq(0,t;Lp(Ω))
+ F (t).
Putting everything together. It remains to take the limit for s → 0.
We start with (5.47) and obtain
lim
s↓0
∥∥∥θs − θ
s
− δθ
∥∥∥
L∞(0,T ;Lp(Ω))
≤ lim
s↓0
C(T )F (T ) = 0
using Lemma 5.4.17 and Lemma 5.4.18. Therefore we infer with (5.48)
that
lim
s↓0
∥∥∥θs − θ
s
− δθ
∥∥∥
W
1,
q
2
0 (0,T ;L
p
2 (Ω))∩L q2 (0,T ;W 1,v(p)(Ω))
= 0.
Furthermore we end up using (5.43) and (5.44) with
lim
s↓0
∥∥∥us − u
s
− δu
∥∥∥
W 1,q(0,T ;W 1,pD (Ω))
+
∥∥∥ps − p
s
− δp
∥∥∥
W 1,q(0,T ;Qp(Ω))
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= 0.
This shows the assertion.
Having Theorem 5.4.11 at hand we immediately obtain the following
two corollaries.
Corollary 5.4.19 (Hadamard Differentiability of the Control-to-State
Mapping; [Herzog and Sto¨tzner, 2018, Corollary 4.6]). Under the as-
sumptions of Theorem 4.2.1, the control-to-state mapping G defined in
Definition 5.0.1 is Hadamard differentiable and its Hadamard derivative
coincides with the directional derivative given in Theorem 5.4.11.
Proof. Since the control-to-state mapping G is directionally differentiable
by Theorem 5.4.11 and locally Lipschitz continuous by Proposition 5.3.4
we can apply Lemma 5.4.4 (2) which shows the assertion.
Finally, we present a criterion which guarantees that the control-to-state
mapping G is Gaˆteaux differentiable.
Corollary 5.4.20 (Gaˆteaux Differentiability of the Control-to-State
Mapping). Under the assumptions of Theorem 4.2.1 and additionally
the control (`, r) ∈ Lq(0, T ;W−1,pD (Ω))× L
q
2 (0, T ;W
−1,v(p)
 (Ω)) fulfills
λ
({
(t,x) ∈ [0, T ]× Ω : φ(u,p, θ)(t,x) = 0 (5.49)
and ∃(δ`, δr) such that φ′(u,p, θ;G′(`, r; δ`, δr))(t,x) < 0}) = 0
with (u,p, θ) := G(`, r), φ(u,p, θ) := σ˜(θ)− ∣∣[σ(u,p, θ) +χ(u,p, θ)]D∣∣
where σ(·) and χ(·) are defined by the algebraic equations (1.1) and (1.2),
respectively, and λ represents the Lebesgue measure. Then the control-
to-state mapping G defined in Definition 5.0.1 is Gaˆteaux differentiable in
(`, r) and its Gaˆteaux derivative coincides with the directional derivative
given in Theorem 5.4.11.
Proof. We show that the mapping (δ`, δr) 7→ G′(`, r; δ`, δr) is homoge-
neous, additive and continuous in the spaces given by the mapping G.
The homogeneity is clear since the directional derivative is homogeneous,
G′(`, r;α δ`, α δr) = lim
s↓0
G(`+ s α δ`, r + s α δr)− G(`, r)
s
= lim
v↓0
G(`+ v δ`, r + v δr)− G(`, r)
v
α
= αG′(`, r; δ`, δr)
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for α ∈ R and α 6= 0. The case α = 0 is clear. Moreover, Corollary 5.4.19
and Lemma 5.4.3 imply the continuity. It remains to show for the
additivity for arbitrary (δ`1, δr1) and (δ`2, δr2) of the domain of G the
equality
(δu1 + δu2, δp1 + δp2, δθ1 + δθ2)
= G′(`, r; δ`1 + δ`2, δr1 + δr2)
= G′(`, r; δ`1, δr2) + G′(`, r; δ`2, δr2)
=: (δu1, δp1, δθ1) + (δu2, δp2, δθ2).
In order to see the equality we add the related systems (5.24)–(5.28) for
(δ`1, δr1) and (δ`2, δr2) and compare it with the system obtained by
(δ`1 + δ`2, δr1 + δr2). It turns out that there is just one tricky point,
namely the right-hand side of the linearized viscoplastic flow rule, since
all the other terms are obviously linear w.r.t. the direction. We have to
show that
min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ1 + δθ2)
|τ | − σ˜(θ)
τ : [δτ 1 + δτ 2]
|τ |3
)
(5.50)
= min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ1)
|τ | − σ˜(θ)
τ : δτ 1
|τ |3
)
+ min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ2)
|τ | − σ˜(θ)
τ : δτ 2
|τ |3
)
almost everywhere in [0, T ] × Ω. We distinguish the following three
cases related to the distinction of cases in the definition of min′(x; ·),
see (5.15).
Case 1. Points (t,x) ∈ [0, T ] × Ω with σ˜(θ(t,x)) < |τ (t,x)|. We
calculate pointwise omitting for brevity the argument (t,x)
min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ1 + δθ2)
|τ | − σ˜(θ)
τ : [δτ 1 + δτ 2]
|τ |3
)
=
σ˜′(θ; δθ1 + δθ2)
|τ | − σ˜(θ)
τ : [δτ 1 + δτ 2]
|τ |3
= min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ1)
|τ | − σ˜(θ)
τ : δτ 1
|τ |3
)
+ min′
( σ˜(θ)
|τ | − 1;
σ˜′(θ; δθ2)
|τ | − σ˜(θ)
τ : δτ 2
|τ |3
)
.
Case 2. Points (t,x) ∈ [0, T ] × Ω with σ˜(θ(t,x)) = |τ (t,x)|. We
further assume that φ′(u,p, θ; δui, δpi, δθi)(t,x) ≥ 0 for i = 1, 2 and
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φ′(u,p, θ; δu1 + δu2, δp1 + δp2, δθ1 + δθ2)(t,x) ≥ 0, compare (5.49).
We obtain
min
(
0,
σ˜′(θ; δθ1 + δθ2)
|τ | − σ˜(θ)
τ : [δτ 1 + δτ 2]
|τ |3
)
= min
(
0,
φ′(u,p, θ; δu1 + δu2, δp1 + δp2, δθ1 + δθ2)
|τ |
)
= min
(
0,
φ′(u,p, θ; δu1, δp1, δθ1)
|τ |
)
+ min
(
0,
φ′(u,p, θ; δu2, δp2, δθ2)
|τ |
)
= min
(
0,
σ˜′(θ; δθ1)
|τ | − σ˜(θ)
τ : δτ 1
|τ |3
)
+ min
(
0,
σ˜′(θ; δθ2)
|τ | − σ˜(θ)
τ : δτ 2
|τ |3
)
,
where we again omitted for brevity the argument (t,x).
Case 3. Points (t,x) ∈ [0, T ] × Ω with σ˜(θ(t,x)) > |τ (t,x)|. In this
case the equation (5.50) above reads as 0 = 0.
Therefore we have seen that the equality (5.50) yields almost everywhere
in [0, T ]× Ω which implies the additivity.
Remark 5.4.21 (Physical Interpretation of the Gaˆteaux Differentiabil-
ity). As we have seen in the proof of Corollary 5.4.20 the impediment in
order to obtain the Gaˆteaux differentiability of the control-to-state map-
ping G is the nonlinearity in the term on the right-hand side of the lin-
earized viscoplastic flow rule which appears for points (t,x) ∈ [0, T ]×Ω
with
φ(u,p, θ)(t,x) = 0 and φ′(u,p, θ;G′(`, r; δ`, δr))(t,x) < 0.
This means that we have to avoid controls where the Frobenius norm
of the deviatoric part of the stress plus the back-stress equals the yield
stress (in the thermoviscoplastic setting this is indeed in the elastic
region),
σ˜(θ(t,x)) =
∣∣[σ(u(t,x),p(t,x), θ(t,x)) + χ(u(t,x),p(t,x), θ(t,x))]D∣∣,
and simultaneously there are directions (δ`, δr) where φ′ < 0 which
means that there is some plastic behavior (cf. Remark 4.3.2). Since
our plastic variable is an element of a Bochner space this means if we
exclude controls where the states are at the interface between the elastic
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and plastic region and additionally are able to slide in the plastic setting
for a set of points in time and space with a positive Lebesgue measure
then we can prove that the control-to-state mapping G is Gaˆteaux
differentiable.
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The aim of this chapter is to prove the existence of an optimal control
and to derive first order necessary optimality conditions of an optimal
control problem governed by the thermoviscoplastic model (1.1)–(1.5).
We consider the following optimal control problem, where the controls
will consist of boundary forces and surface tractions of the mechanical
loads ` and heat sources r. We will assume during this chapter that as in
Chapter 5 the parameters p, q > 2 for the spatial and time integrability
of the states and loads have been chosen according to the conditions
given in Theorem 4.2.1.
Problem 6.0.1. Find optimal controls
`∗ ∈W 1,a(0, T ;Z), r∗ ∈ L q2 (0, T ;Y )
and corresponding states
u∗ ∈W 1,q(0, T ;W 1,pD (Ω)), p∗ ∈W 1,q(0, T ;Qp(Ω)),
θ∗ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
which minimize
F (`, r,u,p, θ) := Ψ(u,p, θ) + β1 ‖`‖b1W 1,a(0,T ;Z) + β2 ‖r‖b2L q2 (0,T ;Y )
subject to (1.1)–(1.5) and 0 ≤ θ(t,x) ≤ M almost everywhere in
(0, T )× Ω.
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Note that the state constraints are sensible from a physical point of view
to avoid destruction of the material, and that they also can be useful to
obtain a thermodynamically consistent model, cf. Remark 2.3.2.
The following assumptions are imposed.
Assumption 6.0.2.
(1) The reflexive Banach space Z satisfies the compact embedding
Z ↪→↪→ W−1,pD (Ω). Together with p > 2 this means also that
Z ↪→↪→W−1,p′D (Ω).
(2) The reflexive Banach space Y satisfies the embedding Y ↪→
W
−1,v(p)
 (Ω).
(3) The time integrability a of the mechanical loads fulfills 1 < a <∞.
(4) The function
Ψ : W 1,2(0, T ;W 1,2D (Ω))×W 1,2(0, T ;Q2(Ω))× L2(0, T ;L2(Ω))→ R
is weakly sequentially lower semicontinuous and bounded from
below.
(5) The cost parameters β1, β2 are positive, i.e. β1, β2 > 0.
(6) The exponents b1 and b2 satisfy 1 < b1, b2 <∞.
(7) The bound M is positive and there exists at least one feasible
control such that the associated state fulfills the state constraints
0 ≤ θ(t,x) ≤M .
We recall that Assumption 6.0.2 together with [Simon, 1986, Theorem 3,
(6.5)] ensure for p, q > 2 the embeddings
W 1,a(0, T ;Z) ↪→↪→ Lq(0, T ;W−1,pD (Ω)) ↪→ Lq
′
(0, T ;W−1,p
′
D (Ω)),
compare (5.4). Therefore, we can apply the existence and uniqueness
result, Theorem 4.2.1, for the thermoviscoplastic system (1.1)–(1.5) and
obtain also the weak sequential continuity of the related control-to-state
mapping G, see Proposition 5.2.2.
The existence theory of (nonlinear) optimal control problems is highly
developed in the literature; see for example the book of Tro¨ltzsch [2010].
Since we can follow the standard techniques and draw on preliminary
results we can be brief in this chapter.
The chapter is organized as follows. We will prove in Section 6.1 the
existence of a global minimizer by way of weak continuity of the control-
to-state mapping; see Proposition 5.2.2. We remark that Section 6.1
is based on results in [Herzog, Meyer, and Sto¨tzner, 2017, Section 4].
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Next, in Section 6.2 we see that the reduced functional is Hadamard
differentiable, see Corollary 6.2.1, using the Hadamard differentiability
of the control-to-state mapping G, see Theorem 5.4.11. In this way we
arrive at first order necessary optimality conditions, which we describe in
Theorem 6.2.3. Finally, we will formulate in Section 6.3 some illustrative
examples for the choice of the objective function in Problem 6.0.1, see
especially Subsection 6.3.1. Furthermore, in Subsection 6.3.2 we will
develop and investigate a more extensive and realistic optimal control
Problem 6.3.3 by adding a cooling phase which will be implemented in
Chapter 7.
6.1 Existence of an Optimal Control
In this section we prove the existence of a global minimizer of the
optimal control Problem 6.0.1.
Remark 6.1.1 (Feasible Set). The question of existence of a feasible
control is non-trivial and strongly depends on the given data. Assume
for instance that the initial temperature θ0 equals the constant reference
temperature at which no thermal strains exist, i.e., t(θ0) = 0. Suppose
moreover that this temperature is consistent with the Robin boundary
conditions of the heat equation, i.e., it equals the surrounding temper-
ature of the work piece. Then it is easy to see that, for thermal and
mechanical loads equal to zero, u ≡ 0, p = σ = χ ≡ 0, and θ ≡ θ0 is a
solution of the thermoviscoplastic system. Thus, if 0 ≤ θ0 ≤M , then
(`, r) = (0, 0) is a feasible control.
Under Assumption 6.0.2 we are able to show that there exists at least
one global minimizer of the optimal control Problem 6.0.1.
Theorem 6.1.2 (Existence of an Optimal Control; [Herzog et al., 2017,
Theorem 32]). Under the assumptions of Theorem 4.2.1 and Assump-
tion 6.0.2, there exists at least one global minimizer (`∗, r∗,u∗,p∗, θ∗)
of Problem 6.0.1 such that
`∗ ∈W 1,a(0, T ;Z), r∗ ∈ L q2 (0, T ;Y ),
u∗ ∈W 1,q(0, T ;W 1,pD (Ω)), p∗ ∈W 1,q(0, T ;Qp(Ω)),
θ∗ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω)).
Proof. The proof follows standard arguments. First we use the control-
to-state mapping G : (`, r) 7→ (u,p, θ), see Definition 5.0.1, to define the
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reduced functional f(`, r) := F (`, r,G(`, r)). Since the reduced objective
f is bounded from below by Assumption 6.0.2 and the admissible set is
nonempty, we get the existence of an infimum z,
z := inf f(`, r) ∈ R.
Let {(`n, rn)}n∈N be a minimizing sequence with limn→∞ f(`n, rn) = z.
Because Ψ is bounded from below and the cost parameters are positive,
we get the following bound for the controls
‖`n‖W 1,a(0,T ;Z) + ‖rn‖L q2 (0,T ;Y ) ≤ C.
Therefore, there exists a control
(`∗, r∗) ∈W 1,a(0, T ;Z)× L q2 (0, T ;Y )
and a subsequence (again denoted by n) such that for n→∞
`n ⇀ `
∗ weakly in W 1,a(0, T ;Z), rn ⇀ r∗ weakly in L
q
2 (0, T ;Y ).
Next, the functional f is weakly sequentially lower semicontinuous,
because G is weakly sequentially continuous, see Proposition 5.2.2, and
Ψ and the norms are weakly sequentially lower semicontinuous (since
they are convex and continuous, see [Tro¨ltzsch, 2010, Theorem 2.12]).
Therefore we get
z = lim
n→∞ F (`n, rn,G(`n, rn)) = limn→∞ f(`n, rn) ≥ f(`
∗, r∗) ≥ z,
and Proposition 5.2.2 also shows that θ∗ defined by G(`∗, r∗) =:
(u∗,p∗, θ∗) fulfills 0 ≤ θ∗(t,x) ≤ M almost everywhere in (0, T ) × Ω
due to the weak sequential closedness of the set of feasible temperatures.
Therefore, (`∗, r∗,u∗,p∗, θ∗) is a global minimizer.
Remark 6.1.3 (Additional Constraints and Objectives). Theorem 6.1.2
remains true when the controls (`, r) are restricted to a convex closed
subset of their respective spaces, as described for instance by pointwise
bounds. Furthermore, the stresses σ and χ can be also included in the
objective.
6.2 First Order Necessary Optimality Conditions
In this section we exploit the Hadamard differentiability of the control-
to-state mapping G, see Corollary 5.4.19, to obtain first order necessary
optimality conditions for the optimization Problem 6.0.1.
First we show that the reduced functional f(`, r) := F (`, r,G(`, r))
related to the optimization Problem 6.0.1 is Hadamard differentiable.
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Corollary 6.2.1 (Hadamard Differentiability of the Reduced Func-
tional). Suppose the function
Ψ : W 1,2(0, T ;W 1,2D (Ω))×W 1,2(0, T ;Q2(Ω))× L2(0, T ;L2(Ω))→ R
is Hadamard differentiable. Under Assumption 6.0.2 and the assump-
tions of Theorem 4.2.1, the reduced functional
f : W 1,a(0, T ;Z)× L q2 (0, T ;Y )→ R, f(`, r) = F (`, r,G(`, r))
is Hadamard differentiable with Hadamard derivative
f ′H(`, r; δ`, δr) = F
′
H(`, r,G(`, r); δ`, δr,G′H(`, r; δ`, δr)).
Proof. First, we remark that Fre´chet differentiable functions are
Hadamard differentiable, see Lemma A.5.2. The objective function
F : W 1,a(0, T ;Z)× L q2 (0, T ;Y )×W 1,2(0, T ;W 1,2D (Ω))
×W 1,2(0, T ;Q2(Ω))× L2(0, T ;L2(Ω))→ R
is as sum of Hadamard and Fre´chet differentiable functions again
Hadamard differentiable, see Lemma A.7.1. Therefore, we can ap-
ply the chain rule for Hadamard differentiable functions, Lemma 5.4.5,
and obtain the assertion.
Next, we briefly introduce the notion of tangent cones from variational
geometry; for further details we refer to [Rockafellar and Wets, 1998,
Chapter 6].
Definition 6.2.2 (Tangent Cone). Let X be a Banach space. The
tangent cone of a subset A ⊆ X at point x, denoted by TA(x), is defined
as
TA(x) :=
{
h ∈ X : there exist {hn}n∈N ⊂ X with hn → h in X
and tn ↓ 0 for n→∞ such that x+ tn hn ∈ A for all n ∈ N
}
.
Now, with Corollary 6.2.1 and Definition 6.2.2 at hand, we are able to
deduce first order necessary optimality conditions.
Theorem 6.2.3 (First Order Necessary Optimality Conditions). Sup-
pose (`∗, r∗) ∈W 1,a(0, T ;Z)× L q2 (0, T ;Y ) is a local minimizer of the
optimal control Problem 6.0.1. Then the directional derivative of the
reduced objective f related to the objective F satisfies the following
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inequality
f ′(`∗, r∗; δ`, δr) = F ′(`∗, r∗,G(`∗, r∗); δ`, δr,G′(`∗, r∗; δ`, δr)) ≥ 0
for all (δ`, δr) ∈ TA(`, r)
where the set A is given by
A :=
{
(`, r) ∈W 1,a(0, T ;Z)× L q2 (0, T ;Y ) : 0 ≤ θ(t,x) ≤M
almost everywhere in (0, T )× Ω with (u,p, θ) := G(`, r)}.
Proof. We choose (δ`, δr) ∈ TA(`, r). This means that there exist
sequences tn ↓ 0 and {(δ`n, δrn)}n∈N ⊂ W 1,a(0, T ;Z) × L q2 (0, T ;Y )
with (δ`n, δrn)→ (δ`, δr) for n→∞ such that
(`∗ + tn δ`n, r∗ + tn δrn) ∈ A for all n ∈ N.
Since (`∗, r∗) is a local minimizer and (`∗ + tn δ`n, r∗ + tn δrn) ∈ A for
all n ∈ N there exists a small t˜ > 0 such that we obtain the inequality
1
tn
[f(`∗ + tn δ`n, r∗ + tn δrn)− f(`∗, r∗)] ≥ 0 for all tn ∈ [0, t˜ ].
Passing to the limit n→∞ and using Corollary 6.2.1, the definition of
Hadamard differentiability given in (5.13) and Lemma 5.4.4 yield the
assertion.
6.3 Examples
There are many possibilities to create a suitable objective function of
the optimal control Problem 6.0.1 or to modify it in order to obtain a
more realistic scenario.
6.3.1 Examples for Objective Functions
Depending on the application it could be of interest to optimize for
instance the displacement, the residual stress or the plastic strain.
Classical tracking type. Suppose that given is a desired displacement
u˜ ∈ L2(0, T ;L2(Ω)) which should be reached over the entire time period
[0, T ] or u˜T ∈ L2(Ω) where we are only interested in the displacement
at the end time point T . Then the term Ψ(u) is a classical tracking-type
objective which looks like
Ψ(u) =
1
2
∫ T
0
∫
Ω
|u− u˜|2 dxdt or Ψ(u) = 1
2
∫
Ω
|u(T )− u˜T |2 dx.
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Another possibility is that we can observe the displacement just on
Γobs ⊆ Γ, a subset of the boundary Γ of the domain Ω. For a desired
displacement u˜{T, obs} ∈ L2(Γobs) the tracking-type objective reads as
Ψ(u) =
1
2
∫
Γobs
∣∣u(T )− u˜{T, obs}∣∣2 ds.
We remark that Ψ is well defined due to the definition of the trace
operator W 1,2D (Ω) ↪→ L2(Γobs).
We can also formulate related tracking-type functionals for the plastic
strain which is unfortunately more difficult to observe.
Terminal residual stress. Residual stresses are stresses that remain in
the material after the loads have been removed. In some cases residual
stresses are desirable since they can strengthen materials. For example
we mention strengthened (or tempered) glass which is as a result of its
safety and strength used in a variety of applications as shower doors,
glass doors, passenger vehicle windows and mobile devices. Another
example is prestressed concrete which is applied for instance in high-rise
buildings, bridge and dam as well as nuclear containment structures.
In our optimal control problem a desired terminal residual stress σ˜T ∈
L2(Ω) can be realized by setting the objective Ψ(u,p, θ) as
Ψ(u,p, θ) =
1
2
∫
Ω
|C(ε(u(T ))− p(T )− t(θ(T )))− σ˜T |2 dx.
Surface traction and thermal boundary loads. In Chapter 7 we are
interested in an example with surface traction and thermal boundary
loads on Γmech,Γtemp ⊆ Γ, parts of the boundary Γ of the domain
Ω. Applying Sobolev embeddings, see [Adams and Fournier, 2003,
Theorems 4.12, 5.36, 6.3], we see that the following spaces satisfy
Assumption 6.0.2,
`∗ ∈W 1,a(0, T ;Lc(Γmech)), r∗ ∈ L
q
2 (0, T ;Ld(Γtemp))
where 2 p3 < c <∞ and 2 v(p)3 ≤ d <∞ which is d ≥ 2 p6−p for 2 < p < 6
applying the definition of v(p) given in (3.1).
6.3.2 Example of an Extended Optimization Problem
In the examples of the previous subsection we have seen that we are
in applications mostly interested in reaching desired states for some
quantities at a final time point; for simplification we will restrict our
discussion to the setting where the quantity of interest is the final
displacement.
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The problem is that stopping the forward system at time point T the
evaluation of the displacement will lead to no reliable result since we do
not take into account the following two effects. The first one is that at
time point T the temperature of the material will generally not coincide
with the surrounding temperature which results in remaining thermal
strains. The second point is that due to the elastic and plastic viscosity
parameters in our system we can observe some viscous effects even after
the loads have been removed.
This means, all examples in the subsection before would be more mean-
ingful if we analyze the displacement only after the material is cooled
to a reference temperature and the viscous effects have subsided. A
simple strategy is to switch off all controls at time point Tctrl (formerly
called T ) and to wait a certain long time period [Tctrl, T ] where we can
afterwards assume that the material has cooled and the viscous effects
vanished. This approach can be handled easily during the analysis
by adding box constraints for the controls, cf. Remark 6.1.3, but is
obviously not very practical for the implementation in Chapter 7.
Therefore, we would like to choose a strategy where we wait a certain
time period [Tctrl, T ] until the viscous effects can be omitted and then
make a prediction for the displacement related to the cooled material.
We can calculate the prediction of the displacement u∞ after time point
T assuming p˙(T ) = 0 by solving the
static balance of momentum: div C(ε(u∞)− p(T )− t(θref)) = 0 (6.1)
for the reference temperature θref. Note that the static balance of
momentum (6.1) has a unique weak solution, cf. Lemma 4.2.2.
Lemma 6.3.1 (Existence of a Unique Solution of the Static Balance
of Momentum). Suppose θref ∈ L1(Ω). There exists p˜ > 2 such that
for all 2 ≤ p ≤ p˜ and p ∈ Qp(Ω) there exists a unique weak solution
u∞ ∈W 1,pD (Ω) of (6.1) in the sense that∫
Ω
C(ε(u∞)− p− t(θref)) : ε(v) dx = 0 for all v ∈W 1,p
′
D (Ω).
Furthermore, for fixed θref the corresponding solution operator
Υ : Qp(Ω)→W 1,pD (Ω), p 7→ u∞
is affine-linear and continuous. In particular, for t(θref) = 0 the solution
operator Υ is linear and bounded.
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Proof. The result follows immediately from [Herzog et al., 2011, Theo-
rem 1.1] with b(·, ε(u)) := C ε(u). Assumption 3.2.6 (2) is used here.
Remark 6.3.2 (Existence of a Solution for Thermoviscoplasticity with
Cooling). Lemma 6.3.1 shows that the existence and uniqueness result
in Theorem 4.2.1 remains valid if we add the cooling phase given by
(6.1) to the thermoviscoplastic system (1.1)–(1.5). Possibly, we have to
restrict the spatial regularity p¯ further by choosing min(p¯, p˜) in order
to guarantee the existence and uniqueness of a solution on the static
balance of momentum.
Now we present the extended optimal control problem related to ther-
moviscoplasticity followed by a cooling phase as described above. Note
that in the formulation we only use surface traction forces to be closer
to the setting we implemented in Chapter 7.
Problem 6.3.3. Find optimal controls
`∗ ∈W 1,a(0, T ;Lc(Γmech)), r∗ ∈ L
q
2 (0, T ;Ld(Γtemp))
and corresponding states
u∗ ∈W 1,q(0, T ;W 1,pD (Ω)), u∗∞ ∈W 1,pD (Ω), p∗ ∈W 1,q(0, T ;Qp(Ω)),
θ∗ ∈W 1, q2 (0, T ;W−1,v(p) (Ω)) ∩ L
q
2 (0, T ;W 1,v(p)(Ω))
which minimize
Fˆ (`, r,u∞)
:= Ψˆ(u∞) + β1 ‖`‖b1W 1,a(0,T ;Lc(Γmech)) + β2 ‖r‖
b2
L
q
2 (0,T ;Ld(Γtemp))
subject to
thermoviscoplasticity with cooling: (1.1)–(1.5) and (6.1),
(`, r) ∈ Cad and 0 ≤ θ(t,x) ≤M a.e. in (0, T )× Ω.
The set Cad ⊆W 1,a(0, T ;Lc(Γmech))×L q2 (0, T ;Ld(Γtemp)) is supposed
to be convex and closed, see Remark 6.1.3, and can be chosen for
example as
Cad :=
{
` ∈W 1,a(0, T ;Lc(Γmech)) : `(0) = `(s) = 0 for all s ≥ Tctrl,
r ∈ L q2 (0, T ;Ld(Γtemp)) : r(s) = 0 for almost all s ≥ Tctrl
}
for 0 < Tctrl < T . Note that the function Ψˆ could also include the
plastic strain p or the stresses σ and χ, compare Remark 6.1.3. In the
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previous Subsection 6.3.1 some examples are given for the choice of the
objective function which can also be interesting in this related setting.
In order to transfer the results from the previous sections to the optimal
control Problem 6.3.3 we have to replace Assumption 6.0.2 (1),(2),(4)
by
(1),(2) The spatial integrabilities c and d satisfy 2 p3 < c < ∞ and
2 v(p)
3 ≤ d <∞.
(4) The function Ψˆ : W 1,2D (Ω) → R is weakly sequentially lower
semicontinuous and bounded from below.
Moreover, we have to guarantee that the related control-to-cooled-state
mapping Gˆ fulfills the same properties as in Chapter 5 which is defined
as follows.
Definition 6.3.4 (Control-to-Cooled-State Mapping). We define the
control-to-cooled-state mapping Gˆ : (`, r) 7→ u∞ ∈ W 1,pD (Ω) for the
thermoviscoplastic system (1.1)–(1.5) followed by a cooling phase (6.1)
according to the spaces given in Theorem 4.2.1 by
Gˆ := ΥN G.
The mapping G is the control-to-state mapping of the thermoviscoplastic
system (1.1)–(1.5), see Definition 5.0.1; the operator N : (u,p, θ) 7→
p(T ) ∈ Qp(Ω) evaluates the plastic strain p ∈ W 1,p(0, T ;Qp(Ω)) ↪→
C(0, T ;Qp(Ω)) at the end time point T ; the mapping Υ is defined in
Lemma 6.3.1.
The control-to-cooled-state mapping Gˆ enjoys the following properties.
Corollary 6.3.5 (Properties of the Control-to-Cooled-State Mapping).
Under the assumptions of Theorem 4.2.1, the control-to-cooled-state
mapping
Gˆ : Lq(0, T ;W−1,pD (Ω))× L
q
2 (0, T ;W
−1,v(p)
 (Ω))→W 1,pD (Ω)
is weakly sequentially continuous, locally Lipschitz continuous, direc-
tionally differentiable and Fre´chet differentiable on a dense subset of its
domain.
Proof. We recall that the mapping Υ (see Lemma 6.3.1) is affine-
linear and continuous, that the mapping N (using the embedding
W 1,q(0, T ;Qp(Ω)) ↪→ C(0, T ;Qp(Ω))) is linear and bounded and that
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the control-to-state mapping G is weakly sequentially continuous (Propo-
sition 5.2.2), locally Lipschitz continuous (Proposition 5.3.4) and direc-
tionally differentiable (Theorem 5.4.11).
(1) Since linear and bounded mappings as well as affine-linear and con-
tinuous mappings are weakly sequentially continuous, the control-to-
cooled-state mapping Gˆ is as concatenation of weakly sequentially
continuous functions weakly sequentially continuous.
(2) Since linear and bounded mappings as well as affine-linear and
continuous mappings are Lipschitz continuous we see with the same
argument as above that the control-to-cooled-state mapping Gˆ is
locally Lipschitz continuous.
(3) Since linear and bounded mappings as well as affine-linear and
continuous mappings are Fre´chet differentiable we infer that the
control-to-cooled-state mapping Gˆ is directionally differentiable.
(4) Finally, we see that Gˆ is Fre´chet differentiable on a dense subset of its
domain with the same arguments as in the proof of Corollary 5.3.6
applying again [Preiss, 1990, Theorem 2.5].
As a consequence of Corollary 6.3.5 we obtain the same results for
the extended optimal control Problem 6.3.3 as for the original optimal
control Problem 6.0.1. This includes in particular the existence of a
global minimizer of the extended optimal control Problem 6.3.3, compare
Theorem 6.1.2.
Finally, we remark that the proof of Corollary 5.4.20 shows that the same
criterion which guarantees that the control-to-state mapping G related
to the thermoviscoplastic system (1.1)–(1.5) is Gaˆteaux differentiable
guarantees as well that the control-to-cooled-state mapping Gˆ is Gaˆteaux
differentiable.
Corollary 6.3.6 (Gaˆteaux Differentiability of the Control-to-Cooled-
State Mapping). Under the assumptions of Theorem 4.2.1 and addi-
tionally the control (`, r) ∈ Lq(0, T ;W−1,pD (Ω))×L
q
2 (0, T ;W
−1,v(p)
 (Ω))
fulfills
λ
( {(t,x) ∈ [0, T ]× Ω : φ(u,p, θ)(t,x) = 0 and ∃(δ`, δr) (6.2)
such that φ′(u,p, θ;G′(`, r; δ`, δr))(t,x) < 0} ) = 0
with (u,p, θ) := G(`, r), φ(u,p, θ) := σ˜(θ)− ∣∣[σ(u,p, θ) +χ(u,p, θ)]D∣∣
where σ(·) and χ(·) are defined by the algebraic equations (1.1) and
(1.2), respectively, G denotes the control-to-state mapping defined in
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Definition 5.0.1 and λ represents the Lebesgue measure. Then the
control-to-cooled-state mapping Gˆ defined in Definition 6.3.4 is Gaˆteaux
differentiable in (`, r).
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In this chapter we are interested in solving optimal control problems
related to thermoviscoplasticity numerically. We already find in the
dissertation [Wachsmuth, 2011, Chapter 6] some numerical examples
which show that it is possible to reach a desired displacement quite
closely by applying mechanical boundary loads in a rate-independent
adiabatic plastic setting (without taking into account any kind of heat).
We will extend one of these examples by allowing heating the material
on selected parts on the boundary and taking into account thermal
effects caused by the mechanical dissipation. The question we would like
to investigate in this chapter is whether we can save mechanical energy
and still reach the desired displacement if we allow now in addition to
heat the material.
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In order to answer this question we will consider optimal control prob-
lems governed by the thermoviscoplastic system (1.1)–(1.5) with an ad-
ditional cooling phase (6.1), compare Problem 6.3.3 in Subsection 6.3.2.
Since the forward problem is complex, we would like to keep the im-
plementation of the optimization algorithm simple. Therefore, we will
make two simplifications in the modeling of the optimal control Prob-
lem 6.3.3. Firstly, we replace the Banach spaces for the states and
loads by (in parts weaker) Hilbert spaces. Secondly, we omit the state
constraint for the temperature in the hope that it is satisfied without
further efforts. Hence, the optimal control problem related to a desired
final displacement u˜∞ ∈ L2(Γobs) we will investigate reads as follows.
Problem 7.0.1. Find optimal controls `∗, r∗ and corresponding states
u∗, u∗∞, p
∗, θ∗ which minimize
Fˆ (`, r,u∞) :=
1
2
‖u∞ − u˜∞‖2L2(Γobs)
+
αmech
2
‖ ˙`‖2L2(0,T ;L2(Γmech)) +
αtemp
2
‖r‖2L2(0,T ;L2(Γtemp))
subject to
the thermoviscoplastic system with cooling: (1.1)–(1.5) and (6.1),
(`, r) ∈ {` ∈ H1(0, T ;L2(Γmech)) : `(0) = `(s) = 0 for all s ≥ Tctrl,
r ∈ L2(0, T ;L2(Γtemp)) : r(s) = 0 for almost all s ≥ Tctrl
}
.
We would like to mention that the H100(0, T ;L
2(Γmech)) seminorm,
|`|2H100(0,T ;L2(Γmech)) := ‖ ˙`‖
2
L2(0,T ;L2(Γmech))
,
is a norm on the space for the admissible mechanical controls in virtue
of the initial and terminal conditions using the Poincare´ inequality, see
[Adams and Fournier, 2003, Theorem 6.30] or [Evans, 1998, Section 5.6.
Theorem 2].
Reflecting on the numerical algorithm in order to solve Problem 7.0.1
we are confronted with the problem that the control-to-state mapping
G related to (1.1)–(1.5) and therefore also the control-to-cooled-state
mapping Gˆ related to (1.1)–(1.5) and (6.1) is directionally differentiable
but not necessarily Gaˆteaux or Fre´chet differentiable, compare Sec-
tion 5.4 and Subsection 6.3.2. This means that we have to solve a
nonsmooth optimization problem. A common approach is to smoothen
the variational inequality in the forward equation and to work with a reg-
ularized optimization problem as in Friedman [1987] (Stefan problem),
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Ito and Kunisch [2010] (parabolic obstacle), Farshbaf-Shaker [2012]
(Allen-Cahn) and Wachsmuth [2011] (plasticity). Nevertheless, we find
in the literature several approaches for solving nonsmooth optimization
problems directly; an overview is given for example in Karmitsa et al.
[2012]. At the moment the most effective and reliable methods for
nonsmooth and especially nonconvex optimization problems seem to be
bundle methods.
Bundle methods have been originally developed for nonsmooth convex
optimization problems. Their concept is to approximate the objective
function from below by a piecewise linear model taking the maximum of
linear functions obtained by gathering information of the subgradients
from the previous iterations. In the nonconvex case various approaches
have been developed using generalized gradients to overcome the dif-
ficulty that the model is no longer necessarily an underestimator of
the objective function; see for introductory surveys of bundle methods
Schramm and Zowe [1992], Ma¨kela¨ [2002], [Karmitsa et al., 2012, Chap-
ter 11] or Bagirov et al. [2014] and the references therein. Common to
all bundle methods is that they assume that there is some kind of oracle
which is able to provide at an arbitrary point a generalized gradient as
for example the Clarke subgradient. The bottleneck in order to apply
these methods is that the calculation of generalized gradients for system
containing variational inequalities seems so far to be a challenging and
open question; compare Chapter 8.
Since a nonlinear CG method has been applied successfully in [Wachs-
muth, 2011, Chapter 6] to a regularized optimal control problem related
to plasticity we will also use this method in this chapter. However, we
will do the optimization without a regularization of the non-differentiable
terms. This decision is based on the fact that we obtain from the lo-
cal Lipschitz continuity that the control-to-cooled-state mapping Gˆ is
Fre´chet differentiable on a dense subset, compare Corollary 6.3.5. The
points of potential nondifferentiability are those loads where the related
Frobenius norm of the deviatoric part of the stress plus the back-stress
equals the yield stress for some (t,x) ∈ (0, T )×Ω with positive Lebesgue
measure, which means
σ˜(θ) =
∣∣[σ(u,p, θ) + χ(u,p, θ)]D∣∣,
compare Corollary 6.3.6 or Remark 5.4.21. Indeed, due to the numerical
inaccuracies, we will not observe this situation, which means we will
never reach a non-Gaˆteaux differentiable point. This is the reason
why we can assume during this chapter that we always have Gaˆteaux
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differentiable loads given which satisfy
σ˜(θ) 6= ∣∣[σ(u,p, θ) + χ(u,p, θ)]D∣∣ (7.1)
for almost all (t,x) ∈ (0, T )× Ω.
Next, we assume throughout this chapter that the material is isotropic
and homogeneous, this means it satisfies the material law
σ = C ε = 2µ ε+ λ trace ε Id, (7.2)
with Lame´ constants µ > 0 and λ with 2µ + 3λ > 0, such that the
coercivity of C in Assumption 3.2.1 is satisfied, see for a proof [Marsden
and Hughes, 1994, Proposition 3.13]. Moreover, the homogeneous linear
kinematic hardening modulus is given by
Hp = mp (7.3)
with hardening parameter m > 0. The heat development in the material
is also supposed to be isotropic w.r.t. the temperature, which means
that the thermal strain function t is defined via the volumetric thermal
expansion coefficient αV as
θ 7→ t(θ), t(θ) = αV (θ − θref) Id.
Here, θref := 293 K is a given reference temperature where no thermal
strains arise.
The chapter is organized as follows. We start in Section 7.1 discussing a
plane strain state of the material allowing to reduce a three-dimensional
forward problem into a two-dimensional one. Next, in Section 7.2 we
present a time-discretization of the thermoviscoplastic system (1.1)–(1.5)
and (6.1) as well as of the optimal control Problem 7.0.1. Subsequently,
in Subsection 7.3.1 we discuss some issues regarding the implementation
of the forward system. The derivation and implementation of the
gradient of the reduced objective (7.13) via adjoint equations (7.17)–
(7.20) is given in Subsection 7.3.2. Then we describe the different
gradient-based optimization methods as the steepest descent method
and the nonlinear CG method in Subsection 7.3.3. We conclude with
some numerical results in Section 7.4.
7.1 2D Realization under Plane Strain State
In real mechanical applications thermoviscoplastic problems obviously
always arise in a three-dimensional context. In this section we will
discuss a special state of the material called plane strain where it is
possible to reduce the three-dimensional problem to a two-dimensional
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one; see also [Wachsmuth, 2011, Section 6.1.2] or [Ottosen and Ristinmaa,
2005, Section 2.12].
In a plane strain state we assume the following three properties.
(1) There is a distinguished axial direction (which is w.l.o.g. the third
coordinate axis).
(2) The cross section of Ω and the displacement u are constant in axial
direction.
(3) There is no displacement in axial direction, i.e. u = (u1, u2, 0)
>.
The name plane strain state is due to the fact that we obtain from the
assumptions u = (u1, u2, 0)
> and u1, u2 being constant in x3 direction
that the normal strain ε33 and the shear strains ε13 = ε31 and ε23 = ε32
of the strain tensor of the displacement, ε(u), are zero. This means
ε(u) is given by
ε(u) =
ε11 ε12 0ε21 ε22 0
0 0 0
 .
A typical situation where plane strain states can be assumed occurs when
the length of the material in the distinguished direction is significantly
larger than the perpendicular, constant cross section. Additionally, the
loads are not allowed to vary along the axial direction and they should
be perpendicular to the axial direction. A specific example would be a
long prismatic body which is loaded by forces which are perpendicular
to the longitudinal sides and which are constant along the length.
Next, we are interested in finding a suitable representation of the stresses
σ and χ as well as of the plastic strain p. Remember that in this chapter
we deal with materials which behave isotropically w.r.t. the temperature.
Therefore, the thermal strain t(θ) can be written as
t(θ) = αV (θ − θref) Id,
where αV is the volumetric expansion coefficient of the material and
θref is a reference temperature where no thermal strains arise.
Assume that we already have the solution for the displacement u, the
plastic strain p and the temperature θ of the thermoviscoplastic system,
which fulfill the structural properties for the displacement described
above. Taking a closer look at the viscoplastic flow rule (4.19), we see
that the equation can be reformulated as
p˙ = −1

z(p) (2µ−m)p− z(p) 2µ [ε(u)]D
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using the isotropic material law (7.2), the linear kinematic behavior
(7.3) and the fact that the plastic strain p is trace-free. The value z(p) is
the evaluation of the min term on the right-hand side of the viscoplastic
flow rule (4.19). Choosing the initial condition p0 = 0 we conclude that
the plastic strain has the same structure as [ε(u)]D, which means
p =
p11 p12 0p21 p22 0
0 0 p33
 .
Finally, using the stress-strain relation (1.1) and the isotropic material
law (7.2), we see that the stress σ has the same structure as the plastic
strain p,
σ =
σ11 σ12 0σ21 σ22 0
0 0 σ33
 ;
analogously we discover the same structure for the back-stress χ using
relation (1.2) and the linear kinematic hardening property (7.3).
Plane Stress State. Another special state of the material is the plane
stress state, see [Wachsmuth, 2011, Remark 6.1.4] or [Ottosen and
Ristinmaa, 2005, Section 3.6]. In this setting we also assume that there
is a distinguished axial direction and that the cross section of Ω and
the displacement u1 and u2 are constant in this axial direction. As the
name plane stress indicates, we replace the assumption that u3 = 0 by
assuming that the normal stress σ33 and the shear stresses σ13 = σ31
and σ23 = σ32 of the stress σ vanish. This means
σ =
σ11 σ12 0σ21 σ22 0
0 0 0
 .
Plane stress states typically occur in thin flat plates where the loads
are, as in the plane strain setting, not allowed to vary along the axial
direction and have to be perpendicular to the axial direction.
With similar considerations as above, using the stress-strain relation
(1.1) and the viscoplastic flow rule (4.19), we find that the strain of the
displacement ε(u) and the plastic strain p have now the same structure,
ε(u) =
ε11 ε12 0ε21 ε22 0
0 0 ε33
 , p =
p11 p12 0p21 p22 0
0 0 p33
 .
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In a two-dimensional setting we are not interested in the component
u3. Indeed we do not have to calculate u3 explicitly; we only need its
derivative w.r.t. x3 which is equal to ε33 and can be calculated using
the stress-strain relation (1.1) (if u1, u2, p11, p22, p12 = p21 and θ are
known) by solving
0 = σ33 = 2µ (ε33 + p11 + p22 − αV (θ − θref))
+ λ (ε11 + ε22 + ε33 − 3αV (θ − θref)).
7.2 Setup of the Time-Discretization
In this section we present a time-discretization of the optimal control
Problem 7.0.1 related to the thermoviscoplastic system (1.1)–(1.5) with
cooling phase (6.1).
We divide the time interval [0, T ] equidistantly into N subintervals
(ti, ti+1] of length k, where 0 = t0 < t1 < . . . < tN−1 < tN = T and
T = Nk.
The time-discrete quantities are represented by superscript indices; for
example the time-discrete displacement is written as
{ui}N,∞i=0 = (u0, . . . ,uN ,u∞)
where u0 equals the initial condition u0 and u
∞ is related to u∞, the
predicted displacement after the cooling phase. The time-discrete plastic
strain, temperature and also the controls are denoted in the same way.
We start with discussing a time-discretization for the thermoviscoplas-
tic system (1.1)–(1.5) with cooling (6.1) for arbitrary mechanical and
thermal volume and boundary loads.
Forward Equation. For the time-discretization we use a semi-implicit
Euler scheme. We replace the time derivative by backward differences
and choose carefully the distribution of the old and current iterates.
The idea in every time step is to calculate first the mechanical states
(displacement and plastic strain) by an implicit Euler scheme for given
old temperature states. Afterwards we compute the new temperature
by a semi-implicit Euler scheme involving the current mechanical states.
For given time-discrete controls (possibly mechanical and thermal vol-
ume and boundary loads)
{`i}Ni=0 := (`0, . . . , `N ) ∈ [W−1,pD (Ω)]N+1,
{ri}Ni=0 := (r0, . . . , rN ) ∈ [W−1,v(p) (Ω)]N+1
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and initial conditions u0 = u0,p
0 = p0 and θ
0 = θ0, the semi-discrete
states
{ui}N,∞i=0 := (u0, . . . ,uN ,u∞) ∈ [W 1,pD (Ω)]N+2,
{pi}Ni=0 := (p0, . . . ,pN ) ∈ [Qp(Ω)]N+1,
{θi}Ni=0 := (θ0, . . . , θN ) ∈ [W 1,v(p)(Ω)]N+1
satisfy together with boundary conditions chosen analogously to the
continuous equations the following equations for i = 1, . . . , N in a weak
sense, analogously to Definition 4.1.1.
Time-Discrete Forward Equations.
stress-strain relation:
σi = C(ε(ui)− pi − t(θi−1)), (7.4)
conjugate forces:
χi = −Hpi, (7.5)
balance of momentum:
− div(kσi + γ ε(ui − ui−1)) = k `i, (7.6)
viscoplastic flow rule:
pi − pi−1 = −k −1 min
( σ˜(θi−1)
|[σi + χi]D| − 1, 0
)
[σi + χi]D, (7.7)
heat equation:
θi − θi−1 − κ k∆θi (7.8)
= k ri + (σi + χi) : (pi − pi−1) + γ k−1 ε(ui − ui−1) : ε(ui − ui−1)
− θi−1 t′(θi−1) : C(ε(ui − ui−1)− (pi − pi−1)),
cooling phase:
div C(ε(u∞)− pN − t(θref)) = 0. (7.9)
Notice that the time-discrete balance of momentum, (7.6) and (7.9), is
equipped with mixed boundary conditions analogously to the continuous
equation (1.4) and the time-discrete heat equation (7.8) is endowed with
Robin boundary conditions analogously to the continuous equation (1.5);
more details for the setting of the boundary conditions in the continuous
case can be found in the remark at the end of Definition 4.1.1.
Note that we have chosen for the semi-discrete viscoplastic flow rule
(7.7) the reformulation (4.19) as a Banach space-valued equation since
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this formulation can be handled more easily during the implementation
in the next Section 7.3.
The existence of a unique solution of the semi-discrete system (7.4)–(7.9)
can be proven with similar techniques presented in Chapter 4 for a
sufficiently small time step size k. The maximal parabolic regularity
result for the parabolic heat equation (1.5) has to be replaced by the
elliptic result given in [Gro¨ger, 1989, Theorem 1].
Once again, we emphasize that in every time step the mechanical
system (7.4)–(7.7) contains in the temperature state only information
from the previous time step. Therefore, the time-discrete system (7.4)–
(7.8) decouples and we can first solve the mechanical system (7.4)–(7.7)
independently of the heat equation before we solve the heat equation
(7.8) with the newly calculated states.
Optimal Control Problem. The formulation of a time-discrete optimal
control problem related to Problem 7.0.1 is straightforward. We equip
the time-discrete control spaces with the norms induced by scalar
products related to the continuous versions. This means that the
time-discrete H100(0, T ;L
2(Γmech)) scalar product for the mechanical
loads is given by(
{`i1}Ni=0, {`i2}Ni=0
)
H100(0,T ;L
2(Γmech))
(7.10)
:= k
N∑
i=1
(`i1 − `i−11
k
,
`i2 − `i−12
k
)
L2(Γmech)
.
Note that we have to choose `01 = `
0
2 = 0 and `
N
1 = `
N
2 = 0 according
to the required boundary conditions in H100(0, T ). As in the continuous
setting the scalar product (7.10) induces a norm on the space for the
admissible mechanical controls. Furthermore, for the thermal loads we
choose for the time-discrete L2(0, T ;L2(Γtemp)) scalar product(
{ri1}Ni=0, {ri2}Ni=0
)
L2(0,T ;L2(Γtemp))
:= k
N∑
i=1
(
ri1, r
i
2
)
L2(Γtemp)
. (7.11)
Then, the time-discrete objective function related to the optimal control
Problem 7.0.1 reads
Fˆ k
({`i}Ni=0, {ri}Ni=1,u∞) (7.12)
:=
1
2
‖u∞ − u˜∞‖2L2(Γobs) +
αmech
2
k
N∑
i=1
∥∥∥`i − `i−1
k
∥∥∥2
L2(Γmech)
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+
αtemp
2
k
N∑
i=1
‖ri‖2L2(Γtemp).
We remark that the quantity r0 does not appear in the time-discrete
thermoviscoplastic system and therefore can be omitted. Finally, the
constraints of the optimal control Problem 7.0.1 have to be replaced by
time-discrete thermoviscoplasticity with cooling: (7.4)–(7.9),
{`i}Ni=0 ∈W 1,2(0, T ;L2(Γmech)) with `0 = `i = 0 for i > Nctrl,
{ri}Ni=0 ∈ L2(0, T ;L2(Γtemp)) with ri = 0 for i > Nctrl.
The time step Nctrl < N denotes the last time step related to Tctrl
where the controls can be chosen unequal to zero; it satisfies Nctrl =
max (0, 1, . . . , N) such that kNctrl ≤ Tctrl. In the following we will
assume that the time step size k is chosen such that kNctrl = Tctrl.
7.3 Implementation
In this section we discuss various aspects of the implementation related
to a discretized version of the optimal control Problem 7.0.1 which has
been done in Python using the finite element library FEniCS version
1.6.0. The time-discretization has been already described in Section 7.2
and for the spatial discretization we apply the finite element method
(FEM). For an introduction into FEM we refer to classical books as
Brenner and Scott [2002], Braess [2007] and Grossmann et al. [2007].
The FEniCS Project is an open-source software for solving mathematical
problems based on partial differential equations, see Logg et al. [2012]
for an overview. A good introduction into FEniCS which focuses on
Python programming can, for example, be found in Langtangen and
Logg [2016].
In Subsection 7.3.1 we will present some details about our implementa-
tion of the forward equation. Afterwards, in Subsection 7.3.2, we will
derive the gradient of the reduced optimal control problem via the ad-
joint equations restricted to the case that we have a differentiable point
of the control-to-cooled-state mapping Gˆ. Finally in Subsection 7.3.3,
we will exploit the gradient in differentiable points to set up a nonlin-
ear CG method in order to solve the reduced optimal control problem
numerically in Section 7.4.
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7.3.1 Implementation of the Forward Equation
In this section we will present some details on the implementation of the
thermoviscoplastic system (7.4)–(7.9) in 3D and 2D, respectively. Note
that we assume for the two-dimensional problem a plane strain state of
the material, cf. Section 7.1. We will denote the geometric dimension of
the problem by gdim (2 or 3).
After generating the two- or three-dimensional mesh using the FEniCS
module mshr we have to determine the type of finite elements for
the displacement ui, the plastic strain pi and the temperature θi for
i = 0, . . . , N and ∞, respectively. We choose piecewise linear and
continuous elements for the displacement ui as well as the temperature
θi and piecewise constant and discontinuous elements for the plastic
strain pi. Moreover, we represent the displacement ui as a two or
three-dimensional vector and the temperature θi as a scalar.
# Initialize function space for displacement
V = VectorFunctionSpace(mesh , "Lagrange", 1, dim=gdim)
# Initialize function space for temperature
T = FunctionSpace(mesh , "Lagrange", 1)
Since the plastic strain pi ∈ R3×3dev is a symmetric and trace-free 3× 3
matrix we can use a vector of the length 5 in the three-dimensional case
and of the length 3 in the two-dimensional case, respectively.
# Initialize function space for plastic strain
Q = VectorFunctionSpace(mesh , "DG", 0, dim =(2*gdim -1))
# Build a matrix in R_dev from a vector
def vector_to_plastic_strain(p):
# 3 dimensional case
if len(p) == 5:
# ( p[0] p[2] p[3] )
# ( p[2] p[1] p[4] )
# ( p[3] p[4] -p[0]-p[1] )
return p[0]* as_matrix (((1,0 ,0) ,(0,0,0) ,(0,0,0))) \
+ p[1]* as_matrix (((0 ,0,0) ,(0,1,0) ,(0,0,0))) \
- (p[0]+p[1])*as_matrix (((0,0 ,0) ,(0,0,0) ,(0,0,1)))\
+ p[2]* as_matrix (((0 ,1,0) ,(1,0,0) ,(0,0,0))) \
+ p[3]* as_matrix (((0 ,0,1) ,(0,0,0) ,(1,0,0))) \
+ p[4]* as_matrix (((0 ,0,0) ,(0,0,1) ,(0,1,0)))
# 2 dimensional case
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else: #len(p) == 3
# ( p[0] p[2] 0 )
# ( p[2] p[1] 0 )
# ( 0 0 -p[0]-p[1] )
return p[0]* as_matrix (((1,0 ,0) ,(0,0,0) ,(0,0,0))) \
+ p[1]* as_matrix (((0 ,0,0) ,(0,1,0) ,(0,0,0))) \
- (p[0]+p[1])*as_matrix (((0,0 ,0) ,(0,0,0) ,(0,0,1)))\
+ p[2]* as_matrix (((0 ,1,0) ,(1,0,0) ,(0,0,0)))
Thanks to the UFL component of the FEniCS Project it remains to
implement the variational equalities related to the weak formulation of
our time-discretization of the thermoviscoplastic system (7.4)–(7.9), see
Section 7.2. As we have already discussed in Section 7.2, the mechanical
part (7.4)–(7.7) and the heat equation (7.8) decouple. That means we
can solve in every time step first the mechanical part and afterwards the
heat equation. The structure of our forward solver related to the time-
discrete thermoviscoplastic system (7.4)–(7.9) is given in Algorithm 1.
Note that due to the nonlinearities and the high dimensions we solve the
mechanical part (7.4)–(7.7) itself by using a fixed-point method. This
strategy can be found in the literature as a simple predictor-corrector
method, see for example [Han and Reddy, 1999, Chapter 12.2]. To
be more precise, we start with solving the balance of momentum (7.6)
and replace the unknown iterates of the plastic strain with information
from the previous time step. Next, we solve the viscoplastic flow rule
(7.7) with the current iterate for the displacement. We repeat these
steps until the displacement and the plastic strain are converged. The
structure of this fixed-point method is depicted in Figure 7.1. For the
stopping criteria we have chosen the norm ‖ui‖2C :=
∫
Ω
ε(ui):C ε(ui) dx
related to the problem for the displacement and for the plastic strain
the norm ‖pi‖2H :=
∫
Ω
pi :Hpi dx.
Next, we will give an example for the UFL forms of the time-discrete
viscoplastic flow rule (7.7) and its solution routine. In the code snippets
strain represents the linearized strain, dev the deviatoric part of a
matrix, C the isotropic and homogeneous material, sigma tilde the
temperature dependent yield stress and t the thermal strain. The other
required functions for the UFL form are defined as follows.
# Define the minimum function
def ufl_min(a, b):
return conditional(gt(a, b), b, a)
# Define the Frobenius norm of a matrix
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def norm_frob(A):
return sqrt(inner(A, A))
# Define the Frobenius norm of a matrix;
# Add DOLFIN_EPS *10 in order obtain differentiability
# in A = 0
def norm_frob_eps(A):
return sqrt(inner(A, A) + DOLFIN_EPS *10)
# Define the function sigma + chi
def tau(u, p, temp =293):
return C(strain(u) - p - t(temp)) - m*p
# Define the function (sigma + chi)^D
def tau_dev(u, p, temp):
return dev(C(strain(u) - p - t(temp)) - m*p)
Since the time-discretization of the thermoviscoplastic flow rule (7.7) is
nonlinear w.r.t. the unkown next plastic strain pi (which corresponds
old iterates: ui−1, pi−1, θi−1 load: `i
ui = Balance of Momentum(ui−1, pold, θi−1, `i)
via (7.6), (7.4), (7.5) + boundary conditions
pi = Viscoplastic Flow Rule(ui, pi−1, θi−1)
via (7.7), (7.4), (7.5)
‖ui − uold‖C < tolu and ‖pi − pold‖H < tolp
new iterates: ui, pi
uold := ui−1, pold := pi−1
false
uold := ui
pold := pi true
Figure 7.1. Idea of solving the time-discrete mechanical system
(7.4)–(7.7) during one time step.
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Algorithm 1. Calculation of the Thermoviscoplastic States
Input: controls {`i}Ni=1, {ri}Ni=1, initial conditions u0, p0, θ0
Output: states {ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0
1: procedure Forward({`i}Ni=1, {ri}Ni=1, u0, p0, θ0)
2: for i in 1 : N do
3: . Calculate mechanical iterates
4: Set uold := ui−1, pold := pi−1
5: Set stop := False
6: while not stop do
7: Set ui := balance of momentum(ui−1,pold, θi−1, `i)
8: . via (7.6), (7.4), (7.5) + boundary conditions
9: Set pi := viscoplastic flow rule(ui,pi−1, θi−1)
10: . via (7.7), (7.4), (7.5)
11:
12: Set stop :=
(‖ui − uold‖C < tolu and ‖pi − pold‖H < tolp)
13: Set uold := ui, pold := pi . Save current iterates
14: end while
15: Set θi := heat equation(ui,pi, θi−1, ri)
16: . Calculate temperature via (7.8), (7.4), (7.5)
+ boundary conditions
17:
18: end for
19: Set u∞ := cooling phase(pN )
20: . Calculate displacement via (7.9) + boundary conditions
21: return {ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0 . Return states
22: end procedure
to p next in the code snippet below) we apply the NonlinearVariati-
onalSolver in order to solve the nonlinear algebraic equation.
# Initialize measure
dX = dx(domain=mesh)
# Initialize test function q for viscoplastic
# flow rule
q = TestFunction(Q)
qm = vector_to_plastic_strain(q)
# Variational equation for viscoplastic flow rule
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F_p = (
inner(p_next_m - p_m , qm)*dX
+ (timesteplength/epsilon)*ufl_min(sqrt (2.0/3.0) *(
sigma_tilde(temp))/( norm_frob_eps(tau_dev(u_next
, p_next_m , temp))) - 1.0, 0)*inner(tau(u_next ,
p_next_m , temp), qm)*dX
)
dp = TrialFunction(Q)
J_dp = derivative(F_p , p_next , dp)
# Create nonlinear problem for
# the viscoplastic flow rule
problem_p = NonlinearVariationalProblem(F_p , p_next ,
bcs=None , J=J_dp)
solver_p = NonlinearVariationalSolver(problem_p)
# Set some parameters
prm = solver_p.parameters
prm["newton_solver"]["absolute_tolerance"] = 1E-7
prm["newton_solver"]["relative_tolerance"] = 1E-7
prm["newton_solver"]["maximum_iterations"] = 100
prm["newton_solver"]["relaxation_parameter"] = 1.0
# Solve the viscoplastic flow rule
# and save the result into p_next
solver_p.solve ()
The balance of momentum (7.6), the heat equation (7.8) as well as the
cooling phase (7.9) can be implemented analogously. Note that there is
also a LinearVariationalSolver in the FEniCS Project which can be
used for solving linear problems; for example the time-discrete balance
of momentum (7.6) is linear w.r.t. the unknown next displacement ui.
Finally, we would like to mention that experiments regarding the forward
equation can be found in Subsection 7.4.1.1. There we will study
in particular the dependence of the displacement u∞ after cooling
the material from the choice of the time point T where we make the
prediction.
7.3.2 Implementation of the Gradient
This subsection is devoted to the derivation of the gradient of the
reduced problem related to the time-discrete optimal control Prob-
lem 7.0.1 using an adjoint approach via the formal Lagrange method,
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cf. [Tro¨ltzsch, 2010, Section 2.10]. Moreover, we will give some remarks
on the implementation of the adjoint equations and the gradient.
Note that in this section we will always assume that we have controls,
such that the control-to-state mapping G is Gaˆteaux differentiable and
satisfies a time-discrete version of (7.1),
σ˜(θi−1) 6= ∣∣[σi(ui,pi, θi−1) + χi(ui,pi, θi−1)]D∣∣
for all i = 1, . . . , N and almost all x ∈ Ω. Furthermore, all calcula-
tions are done formally; this means that we will make for example no
statements about the existence or regularity of the adjoint variables.
We start by defining the reduced problem related to the time-discrete
optimal control Problem 7.0.1, see Section 7.2. In the reduced problem
we express the states in the time-discrete objective function F k (defined
in (7.12)) by the time-discrete control-to-cooled-state mapping Gˆk re-
lated to semi-discrete thermoviscoplastic system (7.4)–(7.9). Moreover,
we include the constraint that the controls have to be switched off after
Tctrl by setting the relevant controls to zero.
Problem 7.3.1 (Reduced Problem of Problem 7.0.1). Find optimal
controls {`i∗}Nctrli=1 and {ri∗}Nctrli=1 which minimize
fˆk
({`i}Nctrli=1 , {ri}Nctrli=1 ) (7.13)
:= Fˆ k
({`i}Ni=0, {ri}Ni=1, Gˆk({`i}Ni=0, {ri}Ni=1))
where we set `i := 0 and ri := 0 for i = Nctrl + 1, . . . , N as well
as `0 := 0 according to the constraints given by the optimal control
Problem 7.0.1.
Now, we are interested in the gradient of the reduced function (7.13).
It is clear that the gradient depends on the chosen scalar product for
the space of the controls by definition. In order to balance the two
control parts we will use a weighted scalar product related to (7.10)
and (7.11) restricted to the time interval [0, Tctrl] in the L
2(0, T ) case
and [0, Tctrl + k] in the H
1
00(0, T ) case, respectively. This means for the
mechanical loads that the weighted time-discrete scalar product is given
by(
{`i1}Nctrli=1 , {`i2}Nctrli=1
)
H100,w(0,Tctrl+k;L
2(Γmech))
:= αmech k
Nctrl+1∑
i=1
(`i1 − `i−11
k
,
`i2 − `i−12
k
)
L2(Γmech)
(7.14)
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where `0i = `
Nctrl+1
i := 0 for i = 1, 2 by definition of the space
H100,w(0, Tctrl + k;L
2(Γmech)). Moreover, for the thermal loads the
weighted time-discrete scalar product is defined as(
{ri1}Nctrli=1 , {ri2}Nctrli=1
)
L2w(0,Tctrl;L
2(Γtemp))
(7.15)
:= αtemp k
Nctrl∑
i=1
(
ri1, r
i
2
)
L2(Γtemp)
.
In the following we will abbreviate the scalar product of the product
space H100,w(0, Tctrl + k;L
2(Γmech)) ×L2w(0, Tctrl;L2(Γtemp)) by
(·, ·)w := (·, ·)H100,w(0,Tctrl+k;L2(Γmech)) + (·, ·)L2w(0,Tctrl;L2(Γtemp)).
The idea is to calculate the gradient utilizing the partial derivatives
of the Lagrange function related to the time-discrete optimal control
Problem 7.0.1. Therefore, we introduce the following adjoint variables
related to the states:
{µi}N,∞i=0 := (µ0, . . . ,µN ,µ∞) related to the displacement {ui}N,∞i=0 ,
{νi}Ni=0 := (ν0, . . . ,νN ) related to the plastic strain {pi}Ni=0,
{ξi}Ni=0 := (ξ0, . . . , ξN ) related to the temperature {θi}Ni=0.
For brevity, we define
time-discrete controllable loads: Lkctrl := {`i}Nctrli=1 ⊕ {ri}Nctrli=1 ,
time-discrete loads Lk := {`i}Ni=0 ⊕ {ri}Ni=1,
(padded with zeros):
time-discrete states: Sk := {ui}N,∞i=0 ⊕ {pi}Ni=0 ⊕ {θi}Ni=0,
time-discrete adjoints: Ak := {µi}N,∞i=0 ⊕ {νi}Ni=0 ⊕ {ξi}Ni=0.
Here, the symbol ⊕ represents a concatenation of both sequences. Next,
we set up formally the Lagrange function Lk of the time-discrete optimal
control Problem 7.0.1. Since the equations are rather long we express
the Lagrange function in order to keep the overview in the following
schematic way:
Lk(Lk,Sk,Ak)
= Lk
(
{`i}Ni=0, {ri}Ni=1, {ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0,
{µi}N,∞i=0 , {νi}Ni=0, {ξi}Ni=0
)
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:= Fˆ k
(
{`i}Ni=0, {ri}Ni=1,u∞
)
+
N∑
i=1
[ Testing (7.6) by µi ] (7.16)
+
N∑
i=1
[ Testing (7.7) by νi ] +
N∑
i=1
[ Testing (7.8) by ξi ]
+ [ Testing (7.9) by µ∞ ] +
∫
Ω
(u0 − u0) · µ0 dx
+
∫
Ω
(p0 − p0) : ν0 dx+
∫
Ω
(θ0 − θ0) ξ0 dx.
We remark that in the definition above “Testing (7.6) by µi” means
that we test the weak formulation of (7.6) by µi; analogously for the
other equations (7.7)–(7.9).
Computing the adjoints. The adjoints {µi}N,∞i=0 , {νi}Ni=0, {ξi}Ni=0 are
the solutions of the adjoint equations, which can be obtained by setting
the partial derivatives of the Lagrange function Lk in the directions of
the corresponding states equal to zero. This means we have to determine
∂
∂uiLk = 0, ∂∂piLk = 0 and ∂∂θiLk = 0, respectively, for i = 0, . . . , N
and ∞. Note that adjoint equations are always backwards in time and
linear w.r.t. the adjoints.
For the presentation of the adjoint equations related to the time-discrete
optimal control Problem 7.0.1 we discuss the choice of the boundary con-
ditions of the time-discrete heat equation (7.8). Since we will formulate
the adjoint equations in a weak sense their exact formulation will have
an influence on the adjoint equations. We recall that we considered so
far always the situation with Robin boundary conditions on the entire
boundary Γ and constant heat transfer coefficient β in the theoretical
part, compare the description of the boundary conditions in the remark
at the end of Definition 4.1.1. Now we assume that the time-discrete
heat equation is endowed with Robin boundary conditions on ΓRobin ⊆ Γ
and Neumann conditions on the remaining part Γ\(ΓRobin ∪ Γtemp) in
order to be able to model the symmetries of the plate for example,
compare Subsection 7.4.1. The boundary conditions related to the
time-discrete heat equation are given for i = 0, . . . , N by
κ ∂nθ
i + β
(
θi − θref
)
= 0 on ΓRobin,
κ ∂nθ
i = ri on Γtemp,
κ ∂nθ
i = 0 on Γ\(ΓRobin ∪ Γtemp),
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where the temperature loads enter on the boundary Γtemp with Neumann
conditions. It is clear that we have to slightly modify the terms related
to the boundary conditions in the adjoint equations for other kinds of
boundary conditions which can be done easily.
After deriving the partial derivatives of the Lagrange function Lk
w.r.t. the different states, we obtain that the adjoint equations have
the following weak formulations. We set additional terminal conditions
µN+1 := 0, νN+1 := 0 and ξN+1 := 0 in order to obtain the same for-
mula for all time steps i = 1, . . . , N . Moreover, the appearing function
Flow is defined as in Lemma 5.4.18.
Time-Discrete Adjoint Equations.
adjoint balance of momentum (i = 1, . . . , N):〈 ∂
∂ui
Lk(Lk,Sk,Ak), δui
〉
(7.17)
= k
∫
Ω
C(ε(δui)) : ε(µi) dx+ γ
∫
Ω
ε(δui) : ε(µi − µi+1) dx
+ k −1
∫
Ω
〈 ∂
∂ui
Flow(ui,pi, θi−1), δui
〉
: νi dx
−
∫
Ω
C(ε(δui)) : (pi − pi−1) ξi dx
+
∫
Ω
θi t′(θi) : C(ε(δui)) ξi dx
−
∫
Ω
θi+1 t′(θi+1) : C(ε(δui)) ξi+1 dx
+
2 γ
k
∫
Ω
ε(δui) : ε(ui−1 − ui) ξi dx
+
2 γ
k
∫
Ω
ε(ui+1 − ui) : ε(δui) ξi+1 dx = 0
for all δui ∈W 1,p′D (Ω),
adjoint viscoplastic flow rule (i = 1, . . . , N):〈 ∂
∂pi
Lk(Lk,Sk,Ak), δpi
〉
(7.18)
= −k
∫
Ω
C(δpi) : ε(µi) dx+
∫
Ω
δpi : (νi − νi+1) dx
+ k −1
∫
Ω
〈 ∂
∂pi
Flow(ui,pi, θi−1), δpi
〉
: νi dx
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−
∫
Ω
(C(ε(ui)− pi − t(θi−1))−Hpi) : δpi ξi dx
+
∫
Ω
(C(−δpi)−H δpi) : (pi−1 − pi) ξi dx
+
∫
Ω
(C(ε(ui+1)− pi+1 − t(θi))−Hpi+1) : δpi ξi+1 dx
−
∫
Ω
θi t′(θi) : C(δpi) ξi dx+
∫
Ω
θi+1 t′(θi+1) : C(δpi) ξi+1 dx
− [if i = N ] ·
∫
Ω
C(δpN ) : ε(µ∞) dx = 0
for all δpi ∈ Qp(Ω),
adjoint heat equation (i = 1, . . . , N):〈 ∂
∂θi
Lk(Lk,Sk,Ak), δθi
〉
(7.19)
= −k
∫
Ω
C(t′(θi; δθi)) : ε(µi+1) dx
+ −1
∫
Ω
〈 ∂
∂pi+1
Flow(ui+1,pi+1, θi), δpi+1
〉
: νi+1 dx
+ 〈δθi, ξi − ξi+1〉+ κ k
∫
Ω
∇δθi · ∇ξi dx+ k
∫
ΓRobin
β δθi ξi ds
+
∫
Ω
C(t′(θi; δθi)) : (pi+1 − pi) ξi+1 dx
+
∫
Ω
t′(θi; δθi) : C(ε(ui − ui−1)− (pi − pi−1)) ξi dx
+
∫
Ω
θi t′′(θi; δθi) : C(ε(ui − ui−1)− (pi − pi−1)) ξi dx = 0
for all δθ ∈W 1,v(p)′(Ω),
adjoint cooling phase:〈 ∂
∂u∞
Lk(Lk,Sk,Ak), δu∞
〉
(7.20)
=
∫
Γobs
(u∞ − u˜∞) · δu∞ ds+
∫
Ω
C(ε(δu∞)) : ε(µ∞) dx = 0
for all δu∞ ∈W 1,p′D (Ω).
7.3 Implementation 151
We make some remarks on the adjoint equations (7.17)–(7.20). As we
already mentioned above, we see that the adjoint equations are linear
w.r.t. the adjoints by construction.
Moreover, the adjoint equations are backwards in time which means that
they depend only on future time steps. This can be seen for example
in the adjoint cooling phase (7.20) whose adjoint µ∞ can and has to
be calculated in a first step. Additionally, we can identify the time-
discrete time derivatives in the adjoint equations and observe for example
−µi+1−µik from (7.17) which acts backwards in time; analogously for
the other adjoint variables. Therefore, we have to calculate the adjoints
in the reverse order, starting by the cooling phase with time step ∞,
continuing with time steps N down to 1.
Since we will not require the adjoint variables at time step i = 0, see
(7.25), we omitted the formulas above. They can be obtained analogously
by differentiating the Lagrange function Lk in the directions u0, p0 and
θ0, respectively, and setting them equal to zero.
Finally, we observe that the time-discrete heat equation (7.19) only
depends on the next time step of the mechanical adjoints which are
known since we calculate backwards in time. This means that the time-
discrete adjoint equations (7.17)–(7.20) decouple in the same way as
the time-discrete forward equations (7.4)–(7.9) with the difference that
now the adjoint heat equation is independent of the current mechanical
adjoints and can be evaluated first.
Computing the adjoints numerically. As already mentioned the adjoint
equations decouple. Therefore, we first solve in every time step the
adjoint heat equation (7.19) and afterwards the mechanical adjoint equa-
tions (7.17)–(7.18); the algorithm can be found in Algorithm 2. Note
that we calculate analogously to the forward equation in Algorithm 1
the adjoint mechanical part (7.17)–(7.18) itself by using a fixed-point
method, compare Figure 7.1, starting every single iteration by solving
the viscoplastic flow rule (7.18).
It is clear that the states and adjoints obtained by Algorithm 1 and Al-
gorithm 2 solve the forward system (7.4)–(7.9) and the adjoint equations
(7.17)–(7.20) only if the mechanical loop converged in both algorithms
or if we restrict the number of iterations in the mechanical loop to
one; otherwise we obtain an approximation of the adjoint related to the
approximation of the states.
We give some closing remarks regarding the implementation. The
UFL forms for the time-discrete adjoint equations can be implemented
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Algorithm 2. Calculation of the Adjoint Thermoviscoplastic States
Input: states {ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0
Output: adjoint states {µi}N,∞i=1 , {νi}Ni=1, {ξi}Ni=1
1: procedure Adjoint({ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0)
2: Set µ∞ := adjoint cooling phase
3: . Calculate adjoint displacement via (7.20)
4:
5: Set µN+1 := 0, νN+1 := 0, ξN+1 := 0 . Set end conditions
6: for i in N : 1 do
7: Set ξi := adjoint heat equation(µi+1,νi+1, ξi+1)
8: . Calculate adjoint temperature via (7.19)
9: Set µold := µi+1, νold := νi+1
10: . Calculate adjoint mechanical iterates
11: Set stop := False
12: while not stop do
13: if i = N then
14: Set νi := adjoint viscoplastic flow rule(µold,νi+1,µ∞, ξi)
15: . via (7.18)
16: else
17: Set νi := adjoint viscoplastic flow rule(µold,νi+1, ξi)
18: . via (7.18)
19: end if
20: Set µi := adjoint balance of momentum(µi,νi+1, ξi)
21: . via (7.17)
22:
23: Set stop :=
(‖µi − µold‖C < tolµ and ‖νi − νold‖H < tolν)
24: Set µold := µi, νold := νi . Save current iterates
25: end while
26: end for
27: return {µi}N,∞i=1 , {νi}Ni=1, {ξi}Ni=1 . Return adjoint states
28: end procedure
similarly as discussed for the time-discrete forward equations, see Sub-
section 7.3.1. Note that since the equations are all linear, we can use
the LinearVariationalSolver of the FEniCS Project to solve them.
Finally, we would like to mention the UFL form operator
dolfin.fem.formmanipulations.derivative(form, u, du)
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which computes the Gaˆteaux derivative of form w.r.t. u in direction of
the argument du. This means FEniCS can differentiate the complete
time-discrete forward equations automatically in order to obtain the
time-discrete adjoint equations. We used the derivative operator only
for the right-hand side of the time-discrete viscoplastic flow rule (7.7).
For example, the partial derivative∫
Ω
〈 ∂
∂ui
Flow(ui,pi, θi−1), δui
〉
: νi dx
=
〈 ∂
∂ui
∫
Ω
Flow(ui,pi, θi−1) : νi dx, δui
〉
can be calculated using the code
# Calculating the derivative of the function Flow
derivative(inner(Flow(u, p_m , temp_old), nu_m)*dX , u,
delta_u)
where Flow is implemented related to the function Flow and nu m is the
matrix representation of the adjoint variable nu.
Computing the gradient. Now we exploit the Lagrange function Lk
defined in (7.16) in order to derive the gradient of the time-discrete
reduced objective (7.13) w.r.t. the weighted time-discrete scalar product
of
H100,w(0, Tctrl + k;L
2(Γmech))× L2w(0, Tctrl;L2(Γtemp)),
see (7.14) and (7.15). We will first calculate the derivative of the reduced
objective and afterwards apply the Riesz mapping in order to obtain
the gradient. The derivative of the reduced objective (7.13) is given by
the partial derivative of the Lagrange function in the direction of the
loads,
d
dLkctrl
fˆk(Lkctrl) =
∂
∂Lkctrl
Lk(Lk,Sk(Lk),Ak(Lk)). (7.21)
Here, Sk(Lk) are the solutions of the time-discrete thermoviscoplastic
system (7.4)–(7.9) and Ak(Lk) are the solutions of the time-discrete
adjoint equations (7.17)–(7.20), respectively.
Formula (7.21) can be derived as follows. We first notice that the
reduced objective (7.13) and the Lagrange function Lk, (7.16), coincide
if we choose for the time-discrete states Sk and adjoints Ak the states
and adjoints related to the controls Lk. In this case we obtain that
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the only non-zero term in the Lagrange function Lk, (7.16), is the
time-discrete objective (7.13); therefore
fˆk(Lk) = Lk(Lk,Sk(Lk),Ak(Lk)).
Now, the total derivative of the reduced objective (7.13) is given by
d
dLkctrl
fˆk(Lkctrl) =
d
dLkctrl
Lk(Lk,Sk(Lk),Ak(Lk))
=
∂
∂Lkctrl
Lk(Lk,Sk(Lk),Ak(Lk))
+
∂
∂Sk
Lk(Lk,Sk(Lk),Ak(Lk)) dS
k
dLkctrl
(Lk)
+
∂
∂Ak
Lk(Lk,Sk(Lk),Ak(Lk)) dA
k
dLkctrl
(Lk).
Remember that we obtained the time-discrete adjoint equation (7.17)–
(7.20) by differentiating the Lagrange function Lk in the direction of
the states. As argued above, we see that
∂
∂Sk
Lk(Lk,Sk(Lk),Ak(Lk)) = 0.
Similarly, we obtain the time-discrete thermoviscoplastic system (7.4)–
(7.9) if we differentiate the Lagrange function Lk in the direction of the
adjoints; it is
∂
∂Ak
Lk(Lk,Sk(Lk),Ak(Lk)) = 0.
This shows the assertion in formula (7.21).
Next, we apply (7.21) and calculate the directional derivative in an
arbitrary direction δLkctrl := {δ`i}Nctrli=1 ⊕ {δri}Nctrli=1 ,(
fˆk
)′
(Lkctrl; δL
k
ctrl) (7.22)
=
〈 ∂
∂Lkctrl
Lk(Lk,Sk(Lk),Ak(Lk)), δLk
〉
= αmech k
Nctrl+1∑
i=1
(
`i − `i−1
k
,
δ`i − δ`i−1
k
)
L2(Γmech)
− k
Nctrl∑
i=1
(
µi, δ`i
)
L2(Γmech)
+ k
Nctrl∑
i=1
(
αtemp r
i − ξi, δri)
L2(Γtemp)
,
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where `0 = `Nctrl+1 = 0. Note that since the Riesz isomorphism is
linear we can already find parts of the Riesz representative in the first
and the third term on the right-hand side of (7.22). It remains to
determine the Riesz representative of the second term of (7.22), denoted
by {ψi}Nctrli=1 , w.r.t. the time-discrete H100,w(0, Tctrl+k;L2(Γmech)) scalar
product given in (7.14). This means the Riesz representative {ψi}Nctrli=1 ∈
H100,w(0, Tctrl +k;L
2(Γmech)) satisfies for all {δ`i}Nctrli=1 ∈ H100,w(0, Tctrl +
k;L2(Γmech)) the relation
k
Nctrl∑
i=1
(µi, δ`i)L2(Γmech) (7.23)
= αmech k
Nctrl+1∑
i=1
(
ψi −ψi−1
k
,
δ`i − δ`i−1
k
)
L2(Γmech)
.
We remark that solving equation (7.23) equals solving the discrete
version of the one-dimensional Poisson equation on the time interval
[0, Tctrl + k] with homogeneous Dirichlet boundary conditions. This can
be done by calculating the linear system
∆k
 ψ
1
...
ψNctrl
 = k
 µ
1
...
µNctrl
 (7.24)
where ∆k ∈ RNctrl×Nctrl denotes the matrix related to the time-discrete
Laplacian
∆k :=
1
k

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2
 .
Combining (7.22) and denoting by {ψi}Nctrli=1 the solution of the system
(7.24) we obtain the following formula for the gradient of the reduced
objective
∇fˆk({`i}Nctrli=1 , {ri}Nctrli=1 ) (7.25)
= {`i − α−1mechψi}Nctrli=1 ⊕ {ri − α−1temp ξi}Nctrli=1 .
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Computing the gradient numerically. During the implementation we
have to think about a formula related to (7.25) for a time- and space-
discrete setting of the optimal control Problem 7.0.1. The equation
(7.25) for the gradient is also valid for the fully discrete setting, we only
have to replace the matrix ∆k by a space-discrete version ∆k,M ,
∆k,M :=
1
k

2M −M
−M 2M −M
. . .
. . .
. . .
−M 2M −M
−M 2M

and to multiply the discrete adjoints {µi}Nctrli=1 in every time step with
M where M is the mass matrix related to Γmech.
An algorithm for calculating the gradient of the reduced objective (7.13)
can be found in Algorithm 3. We exploit in our implementation the
LU decomposition of the smaller matrix ∆k and the properties of the
Kronecker product denoted by ⊗ in order to solve the system
∆k,M
 ψ
1
...
ψNctrl
 = k
 Mµ
1
...
MµNctrl
 (7.26)
for discrete Riesz representatives ψi and given discrete adjoints µi,
i = 1, . . . , Nctrl, efficiently. The idea is to calculate once the LU decom-
position of k∆k = A · C, where A is a lower triangular matrix and C
an upper triangular matrix, and to exploit the equality
∆k,M = ∆k ⊗M = k−1(A · C)⊗ (M · Id)
= k−1(A⊗M) · (C ⊗ Id).
This means that using this decomposition of ∆k,M we can solve the
system (7.26) by a block-wise backward and forward substitution, see
Algorithm 3.
7.3.3 Gradient-based Optimization Methods
In this subsection we will present two iterative optimization methods
in order to solve the optimal control Problem 7.0.1 numerically which
are based on the calculations of the gradient of the reduced objective
fˆk defined in (7.13). We recall that we act throughout this chapter as
though our reduced objective function was differentiable everywhere.
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Algorithm 3. Calculation of the Gradient
Input: controls {`i}Nctrli=1 , {ri}Nctrli=1 , LU decomposition of k∆k = A ·C,
mass matrix M related to Γmech, control costs αmech, αtemp
Output: gradient {zi}2Nctrli=1
1: procedure Gradient({`i}Nctrli=1 , {ri}Nctrli=1 , A, C, M)
2: Calculate {ui}N,∞i=0 , {pi}Ni=0, {θi}Ni=0 via Algorithm 1
3: . Calculate states
4:
5: Calculate {µi}N,∞i=1 , {νi}Ni=1, {ξi}Ni=1 via Algorithm 2
6: . Calculate adjoints
7:
8: Solve for ψ1 the system M ψ1 = k
2
A[0,0] Mµ
1
9: . Forward substitution
10: for i in 2 : Nctrl do
11: Solve M ψi = 1A[i−1,i−1]
(
k2Mµi −A[i− 1, i− 2]M ψi−1)
12: end for
13:
14: Set ψNctrl := 1C[Nctrl−1,Nctrl−1] ψ
Nctrl . Backward substitution
15: for i in Nctrl − 1 : 1 do
16: Set ψi := 1C[i−1,i−1]
(
ψi − C[i− 1, i]ψi+1)
17: end for
18:
19: return {zi}2Nctrli=1 := {`i − α−1mechψi}Nctrli=1 ⊕ {ri − α−1temp ξi}Nctrli=1
20: . Return gradient, see (7.25)
21: end procedure
We will abbreviate in this section the iterates by
{`i, ri}Nctrli=1 := {`i}Nctrli=1 ⊕ {ri}Nctrli=1 .
Steepest descent method. The steepest descent method belongs to
the class of line search methods; it is also called gradient method since
we choose as search direction the negative gradient. For a detailed
introduction we refer to standard optimization books such as [Nocedal
and Wright, 2006, Section 2.2 and Chapter 3]. In order to determine the
step length δ > 0 we will apply in every iteration the Armijo line search
with interpolation, see [Dennis and Schnabel, 1996, Subsection 6.3.2].
This means that the step length δ satisfies at the iterate {`i, ri}Nctrli=1
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and the search direction {di}2Nctrli=1 the Armijo condition
ϕ(δ) ≤ ϕ(0) + δ σ ϕ′(0), (7.27)
for a given σ ∈ (0, 1) where the function ϕ : R→ R is defined as
ϕ(t) := fˆk
({`i, ri}Nctrli=1 + t {di}2Nctrli=1 ).
The interpolation during the iterations of the Armijo line search which
is given in Algorithm 4 is based on the idea of using the minimum of
the quadratic polynomial
p(t) = a t2 + b t+ c
defined by p(0) = ϕ(0), p′(0) = ϕ′(0) and p(δ) = ϕ(δ). Note that these
pieces of information are all available due to the Armijo condition (7.27)
which we have to check in every iteration, see line 6 of Algorithm 4.
A short calculation shows that the coefficients of the polynomial p are
given by
a =
ϕ(δ)− ϕ(0)− ϕ′(0) δ
δ2
, b = ϕ′(0), c = ϕ(0).
Furthermore, since δ does not satisfy the Armijo condition (7.27) (other-
wise the algorithm has stopped) we see, using ϕ′(0) < 0, the inequality
a =
ϕ(δ)− ϕ(0)− δ ϕ′(0)
δ2
>
ϕ(δ)− ϕ(0)− σ δ ϕ′(0)
δ2
> 0.
This means that the polynomial p is a uniformly convex parabola.
Therefore, the minimum of the polynomial p can be calculated by
setting p′(t) = 0 which leads to the optimal value δ∗ given by
δ∗ = − b
2 a
= − ϕ
′(0) δ2
2 (ϕ(δ)− ϕ(0)− δ ϕ′(0)) . (7.28)
We stop the method after iteration j if one of the following two stopping
criteria is fulfilled.
(1) The norm of the gradient {zij}2Nctrli=1 measured in the norm related
to the appropriate spaces of the loads is small; this means
‖{zij}2Nctrli=1 ‖H100,w(0,Tctrl+k;L2(Γmech))×L2w(0,Tctrl;L2(Γtemp))
≤ relz ‖{zi0}2Nctrli=1 ‖H100,w(0,Tctrl+k;L2(Γmech))×L2w(0,Tctrl;L2(Γtemp))
for a given relative tolerance relz. We will use in our experiments
the default relative tolerance relz = 10
−4.
(2) The number j of iterations exceeds a given maximal number maxiter.
The default value is set as maxiter = 1000.
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Algorithm 4. Armijo Line Search with Interpolation
Input: current iterate {`i, ri}Nctrli=1 , gradient at current iterate
{zi}2Nctrli=1 , descent direction {di}2Nctrli=1 , initial step length δ0
Output: step length δ which satisfies Armijo condition (7.27)
1: procedure ArmijoLS({`i, ri}Nctrli=1 , {zi}2Nctrli=1 , {di}2Nctrli=1 , δ0)
2: Set δ := δ0.
3: Set ϕ0 = fˆ
k
({`i, ri}Nctrli=1 ), ϕ′0 := ({zi}2Nctrli=1 , {di}2Nctrli=1 )w
4: Set ϕδ := fˆ
k
({`i, ri}Nctrli=1 + δ {di}2Nctrli=1 )
5:
6: while ϕδ > ϕ0 + σ δ ϕ′0 do
7:
8: Set δ∗ := − ϕ′0 δ22[ϕδ−ϕ0−ϕ′0 δ] . . Interpolation via (7.28)
9:
10: Set δ := min(max(0.25 δ∗, δ∗), 0.75 δ∗)
11: . Add back tracking strategy
12:
13: Set ϕδ := fˆ
k
({`i, ri}Nctrli=1 + δ {di}2Nctrli=1 )
14: end while
15:
16: return δ
17: end procedure
Numerical results for solving the optimal control Problem 7.0.1 based
on the steepest descent method can be found in Subsection 7.4.1.
Nonlinear conjugate gradient method. It is well known that the
steepest descent method can be very slow after some good initial steps.
This behavior is caused by the so called zigzagging, see for example
[Akaike, 1959, Theorem 4] who presents a proof for the case of convex
quadratic functions with exact line search.
To overcome this problem, the linear conjugate gradient (CG) method
for solving symmetric positive definite linear systems or equivalently for
minimizing convex quadratic functions was developed in Hestenes and
Stiefel [1952]. The main idea to avoid the zigzagging of the steepest
descent method is to choose the search direction orthogonal to all
previous directions with respect to the matrix related to the linear
function; for more details see [Nocedal and Wright, 2006, Section 5.1].
The nonlinear CG method first proposed in Fletcher and Reeves [1964]
transfers the linear CG method to nonlinear problems, see also [Nocedal
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Algorithm 5. Nonlinear CG Method
Input: Starting point {`i0, ri0}Nctrli=1
Output: Approximation of a stationary point
1: procedure NonlinearCG({`i0, ri0}Nctrli=1 )
2: Set j := 0
3: Calculate {zi0}2Nctrli=1 := ∇fˆk
({`i0, ri0}Nctrli=1 ) . via Algorithm 3
4: Set {di0}2Nctrli=1 := {−zi0}2Nctrli=1
5:
6: while Stopping criterion not satisfied do
7: Determine δj with Armijo line search . via Algorithm 4
8: Set {`ij+1, rij+1}Nctrli=1 := {`ij , rij}Nctrli=1 + δj {dij}2Nctrli=1
9: . Set new iterate
10: Calculate {zij+1}2Nctrli=1 := ∇fˆk
({`ij+1, rij+1}Nctrli=1 )
11: . via Algorithm 3
12: Calculate βj := β
HS
j . via (7.30)
13: Set {dij+1}2Nctrli=1 := {−zij+1}2Nctrli=1 + βj {dij}2Nctrli=1
14: . Set modified search direction, see (7.29)
15:
16: if
({zij+1}2Nctrli=1 , {dij+1}2Nctrli=1 )w > 0 then
17: . Check whether descent direction
18: Set {dij+1}2Nctrli=1 := {−zij+1}2Nctrli=1
19: . Restart with gradient step, see (7.31)
20: end if
21:
22: Set j := j + 1
23: end while
24:
25: return {`ij , rij}Nctrli=1 . Return the last iterate
26: end procedure
and Wright, 2006, Section 5.2] or the surveys Hager and Zhang [2006],
Dai [2011]. As in the linear CG method the search direction is given
as a linear combination of the negative gradient {−zij+1}2Nctrli=1 and the
previous search direction {dij}2Nctrli=1 ,
{dij+1}2Nctrli=1 := {−zij+1}2Nctrli=1 + βj {dij}2Nctrli=1 (7.29)
where βj is the so called CG update parameter. For the CG update
parameter there are different choices in the literature available, see for
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example [Hager and Zhang, 2006, Table 1.1]. We will use the CG update
parameter proposed by Hestenes and Stiefel [1952]
βHSj =:
({zij+1}2Nctrli=1 , {zij+1}2Nctrli=1 − {zij}2Nctrli=1 )w({zij+1}2Nctrli=1 − {zij}2Nctrli=1 , {dij}2Nctrli=1 )w . (7.30)
Moreover, we restart the nonlinear CG method whenever the calculated
search direction {dij+1}2Nctrli=1 is not a descent direction. This means
that whenever ({zij+1}2Nctrli=1 , {dij+1}2Nctrli=1 )w > 0
then we choose the negative gradient as the new search direction,
{dij+1}2Nctrli=1 := {−zij+1}2Nctrli=1 . (7.31)
The complete nonlinear CG method is presented in Algorithm 5. We
remark that the steepest descent method equals the nonlinear CG
method, when βj = 0 is chosen in every iteration. We use in our
implementation the same stopping criterion as described for the steepest
descent method. Numerical results regarding the nonlinear CG method
are given in Subsection 7.4.1.
7.4 Numerical Results
In this section we will present some numerical results. We will consider
a two- and a three-dimensional example, where we assume a plane strain
state in the two-dimensional setting. We will mainly discuss an example
based on a benchmark problem from the literature in Subsection 7.4.1.
Our experiments will include various aspects as studies related to the
thermoviscoplastic forward system as well as to the solution of the
optimal control Problem 7.0.1.
Throughout this section we will assume the material parameters of a
steel alloy given in Table 7.1. We obtain the Lame´ parameter λ and the
shear modulus µ for the isotropic material law (7.2) using the relations
λ =
E ν
(1 + ν)(1− 2 ν) and µ =
E
2 (1 + ν)
.
Finally, we model the temperature dependent yield stress σ0 between
0 K and the melting point 1500 K by the relation
σ0(θ) := 0.9
(
σ0(293 K)
(
cos( θ pi1500 ) + 1
)
cos( θref pi1500 ) + 1
+ 50
)
for 0 ≤ θ ≤ 1500
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Symbol Meaning Value Unit
E Young’s modulus 206 900 N
mm2
ν Poisson’s ratio 0.29
m hardening parameter 105 N
mm2
σ0 yield stress (related to 293 K) 450
N
mm2
ρ density 7.25 · 10−6 kg
mm3
cp specific heat capacity 5 · 105 N mmkg K
κ thermal conductivity 46.8 Ns K
αV linear thermal expansion coefficient 3.3 · 10−6 1K
β coefficient of heat transfer 5 · 10−3 Nmm K s
γ elastic viscosity parameter 1 N s
mm2
 plastic viscosity parameter 1 N s
mm2
Table 7.1. Parameters for the numerical experiments.
with θref = 293 K and extend the function in a constant manner for the
unphysical values θ < 0 and θ > 1500. The graph of the yield stress σ0
is given in Figure 7.2.
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Figure 7.2. Temperature dependent yield stress σ0.
All computations have been realized on an Intel-Core-I7-4770 (4 cores@3.4
GHz) and 32 GB RAM.
7.4.1 Example 1: Square Disc with Hole
The benchmark problem used in Stein et al. [2003] to compare the
performance of different algorithms for the simulation of plasticity has
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been extended in [Wachsmuth, 2011, Chapter 6] to an optimal control
problem. We will modify this optimal control problem taking into
account the influence of the heat arising during the plastification or by
supplying some thermal forces.
We consider the optimal control Problem 7.0.1 on the domain Ωˆ, a
square disc with a hole,
Ωˆ := (−100, 100)2\B10(0) ⊂ R2.
The set B10(0) denotes a centered ball with a radius of 10 mm. Note
that all lengths in this subsection are given in millimeters. Due to
the symmetry of the domain, we can restrict our computations to the
quarter
Ω := (0, 100)2\B10(0) ⊂ R2,
see Figure 7.3 for the geometry and Figure 7.4 for the mesh we used.
We denote the boundary of Ω by Γ. We remark that the symmetry axes
of the domain Ωˆ become part of the boundary of Ω. Therefore, we have
to impose on these boundaries
ΓX := {0} × [10, 100] and ΓY := [10, 100]× {0}
the conditions
ux = 0 on ΓX , uy = 0 on ΓY and ∂nθ = 0 on ΓX ∪ ΓY
in order to guarantee the symmetric behavior of the plate for the
displacement u = (ux, uy) and the temperature θ. These conditions
reflect the fact that on ΓX the displacement can only change in y
direction and that the directional derivative in direction of the outer
unit normal n of the temperature has to vanish there; analogously for
ΓY .
Next, we describe the remaining boundary parts and their related
boundary conditions. The mechanical boundary forces enter on the
boundary part Γmech which we choose to be the upper boundary of the
plate,
Γmech := [0, 100]× {100}.
The related boundary condition for the mechanical forces ` on Γmech is
(σ + γε(u˙))n = ` on Γmech.
In order to benefit from the heating on the boundary part Γtemp, we
apply the thermal forces on parts of the boundary which are close
to the areas where plastification is likely to occur. In the following
computations we will consider three different scenarios. The first one
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Ω
Γtemp
Γmech = Γobs
ΓY
ΓX
(a) Heating on the hole.
Ω
Γtemp
Γmech = Γobs
ΓY
ΓX
(b) Heating on the hole and on the
right boundary.
Figure 7.3. Geometries of Example 1.
Figure 7.4. Mesh of Example 1.
where we do not allow to heat actively; the second one is with heating on
the hole, see Figure 7.3a, and the third one additionally allows heating
on the right boundary, see Figure 7.3b,
Γtemp (7.32)
:=

∅ if without heating,
{(x, y) ∈ Γ : x2 + y2 = 100} if heating on the hole,
{(x, y) ∈ Γ : x2 + y2 = 100} if heating on the hole
∪ {100} × [0, 100] and on the right boundary.
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Since we apply Robin boundary conditions for the temperature, the
boundary conditions on the boundary part Γtemp are given as{
∂nθ = r on Γtemp if t ≤ Tctrl,
∂nθ + β (θ − θref) = r on Γtemp if t > Tctrl.
Furthermore, we equip the parts of the boundary not mentioned so
far with natural boundary conditions for the displacement and non-
homogeneous Robin boundary conditions for the temperature. In Fig-
ure 7.5 the boundary conditions are summarized for the situation with
heating on the hole and on the right boundary.
Ω
on Γmech :
(σ + γε(u˙))n = `,
∂nθ + β (θ − θref) = 0;
on ΓY :
uy = 0,
∂nθ = 0;
on ΓX :
ux = 0,
∂nθ = 0;
on Γtemp :
(σ + γε(u˙))n = 0,{
∂nθ = r for t ≥ Tctrl,
∂nθ + β (θ − θref) = r for t > Tctrl.
Figure 7.5. Boundary conditions of Example 1 for the situation with
heating on the hole and on the right boundary.
Now, we specify the remaining parameters of the optimal control Prob-
lem 7.0.1. We set as our observation boundary Γobs = Γmech. The
desired terminal displacement u˜∞ on Γobs is given by a shift in y
direction,
u˜∞ := (0, 0.05).
Furthermore, some default values as for example the regularization
parameters αmech and αtemp and the values related to the course of
time or the discretization can be found in Table 7.2.
Finally, we remark that the control (`∗, r∗) = 0 is always a strict local
optimum: zero controls lead to no deformation and no temperature
changes, i.e. u∞ = 0, u ≡ 0, p ≡ 0 and θ ≡ θ0, see (1.1)–(1.5) and (6.1).
This results in µ = 0 and ξ = 0 where µ is the adjoint related to the
displacement and ξ the adjoint related to the temperature, compare the
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Symbol Meaning Value
αmech mechanical control costs 10
−9
αtemp thermal control costs 10
−13
T time point for prediction of u∞ 20 s
Tctrl end time point for controlling 10 s
k time step length 1 s
relz relative tolerance stopping criterion 10
−4
Table 7.2. Some default values for the numerical experiments.
time-discrete equations (7.17)–(7.20), which means that ∇f(`∗, r∗) = 0,
compare (7.25). Since the controls in a neighborhood of (`∗, r∗) in the
topology given by Problem 6.0.1 imply only elastic deformations and
we have additional costs caused by the controls, we see that (`∗, r∗) = 0
is a strict optimum. Therefore, we have to find a good initial guess in
order to start the optimization algorithm.
As the initial guess for the mechanical control `0 we set the follow-
ing piecewise linear function in time and constant w.r.t. the spatial
parameter
`0(t, ·) :=
{(
0, 450
(
1− ∣∣ 2 tTctrl − 1∣∣)) Nmm2 for t ≤ Tctrl,
0 N
mm2
for t > Tctrl.
(7.33)
The initial guess `0 satisfies `0(0) = 0 and is therefore admissible; the
maximal force is reached at `0(Tctrl/2) = (0, 450)
N
mm2
. The profile of
the second component of `0 can be found in Figure 7.6. Moreover, the
initial thermal control r0 is chosen as
r0(t, ·) :=
{
1 W
mm2
for t ≤ 1/2 · Tctrl,
0 W
mm2
for t > 1/2 · Tctrl
(7.34)
which is obviously admissible.
If not otherwise declared, we use in the following experiments the default
values defined in this section. Moreover, we abbreviate in the following
tables the norms of the mechanical and thermal loads by the symbols
‖`‖ := ‖`‖H100(0,Tctrl+k;L2(Γmech)) and ‖r‖ := ‖r‖L2(0,Tctrl;L2(Γtemp)).
The numerical examples are organized as follows. We start in Subsec-
tion 7.4.1.1 with experiments related to the thermoviscoplastic forward
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Figure 7.6. Profile for the y direction of the initial guess of the
mechanical control.
system in order to study the advantage of heating. Next, in Subsec-
tion 7.4.1.2, we consider the optimal control Problem 7.0.1 without
active heating, but taking into account thermal effects arising during
the plastification. In Subsection 7.4.1.3 we will investigate the optimal
control Problem 7.0.1 allowing thermal controls. We will consider the
influence of the different algorithms and the choice of the time point
for the prediction T . Finally, we will restrict our controls to constant
sources w.r.t. the space variable in Subsection 7.4.1.4.
7.4.1.1 Example 1.a: Experiments on the Forward System
In this subsection we will study numerical results related to the semi-
discrete thermoviscoplastic system (7.4)–(7.9) with additional cooling
computed on the mesh presented in Figure 7.4.
Influence of heating. We start with discussing the influence of heating
on the boundary Γtemp on the displacement and the plastic strain.
Therefore, we compare the displacement and the plastic strain for
different choices of heating boundaries Γtemp.
We set for the mechanical load the profile described in (7.33) and for
the thermal load the profile r ≡ 2 W
mm2
. The displacement at time
point Tctrl = 10 s is depicted in Figure 7.7 and the Frobenius norm
of the plastic strain at time point 5 s in Figure 7.8. The results meet
our expectations. Since heating the plate leads to a decrease in the
yield stress this results in an earlier development of the plastic strain
compared to the case without or with less heating. In particular we can
observe this behavior in the right upper corner of the plate; we see that
in contrast to the case without heating plastic strain develops in the
upper right corner if we allow heating on the right boundary, compare
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Figure 7.8. Moreover, the stronger plastification results in larger final
displacements, see Figure 7.7.
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Figure 7.7. Comparison of the displacements ux (top) and uy (bot-
tom) on the observation boundary Γobs at time point Tctrl = 10 s for
different choices of Γtemp.
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Figure 7.8. Comparison of the Frobenius norm of the plastic strain
p at t = 5 s: heating on the hole (left), without heating (middle),
heating on the hole and on the right boundary (right) for r ≡ 2 W
mm2
.
Influence of T on the prediction. We discussed in Subsection 6.3.2 that
stopping the forward system at a time Tctrl results in no meaningful final
displacements due to remaining viscosity effects and thermal strains.
This means that we have to simulate also the cooling of the plate. The
idea described in Subsection 6.3.2 was to calculate further time steps
related to turned off loads up to a given time point T which depends
on the choice of the viscosity parameters. In the hope that the viscous
effects can be omitted after this time point we then make a prediction
for the displacement related to the cooled plate. Recall that the elastic
and plastic viscosity parameters are chosen as in Table 7.1.
Obviously, an important question is how we should choose the parameter
T in order to obtain a correct prediction for the displacement. In
Figure 7.9 the predictions of the displacements are depicted for different
choices of T ; the mechanical loads have been set related to the profile
described in (7.33) with maximal force (0, 600) N
mm2
and the thermal
loads as constant heating force r ≡ 3 W
mm2
. With these loadings, at
time Tctrl we achieve temperatures from 900 K to 1100 K which lead to
significant thermal strains. We observe in Figure 7.9 that the influence
of the thermal strains vanishes for larger T .
Note that the displacements obtained with the loads described above are
close to the desired displacement in our optimal control Problem 7.0.1.
Therefore we will determine the value for T using the information from
this simulation assuming that the optimal solution will experience similar
viscous and thermal effects. Since the predictions for the displacement
can not be distinguished for T ≥ Tctrl + 5 s we choose as default T =
Tctrl + 10 s = 20 s in the following calculations.
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T = 10 s T = 15 s
T = 20 s T = 25 s
T = 50 s T = 100 s
T = 200 s T = 500 s
T = 5000 s T = 10 000 s
∞ w.r.t. 10 s ∞ w.r.t. 15 s
∞ w.r.t. 20 s ∞ w.r.t. 25 s
∞ w.r.t. 50 s ∞ w.r.t. 100 s
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∞ w.r.t. 5000 s ∞ w.r.t. 10 000 s
no heating
Figure 7.9. Comparison of the displacement uy on the observation
boundary for different end time points T and their related prediction
with heating on the hole (top) and on the right boundary (bottom).
7.4.1.2 Example 1.b: Optimal Control without Active Heating
In this subsection we present the solution of the optimal control Prob-
lem 7.0.1 without active heating. This means we do not allow heating
on any part of the boundary (Γtemp = ∅) but we take into account the
heat arising due to the plastic work.
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As already mentioned, the main difference compared to the setting in
[Wachsmuth, 2011, Chapter 6] is that we include thermal effects arising
during the dissipation. Furthermore, due to the presence of the elastic
and plastic viscosity parameters our setting is not rate-independent in
contrast to the system presented in Wachsmuth [2011]. Nevertheless,
the results are comparable.
Solution of the optimal control problem. We discuss the solution of
Example 1 without active heating, which means Γtemp = ∅. As stopping
criterion we use the default relative tolerance of relz = 10
−4 for the
weighted norm of the initial gradient. The computational time was 68
minutes.
In Figure 7.10 the optimal displacement at final time point t = ∞
is depicted and in the middle column of Figure 7.16 and Figure 7.17
the development of the deformation (50 times enlarged), the Frobenius
norm of the plastic strain, the temperature and the mechanical loads
over time are given. Although the heat caused by dissipation effects
does not influence the behavior of the material we observe that the
temperature of the material changes slightly, see Figure 7.11. It can
be clearly seen that the expansion of the material leads to a certain
cooling of the plate. We also observe additional heat developing at the
hole where the plastification takes place.
Figure 7.10. Optimal displacement of Example 1.b for mechanical
control parameter αmech = 10
−9 at final time point t =∞.
Influence of the mechanical control costs αmech. We consider the
numerical solution of the optimal control problem of Example 1.b for
different mechanical control costs αmech. In Table 7.3 we present the
related objective values, the control costs and the number of nonlinear
CG steps for the relative stopping tolerance 10−3 and the default value
10−4, respectively. A comparison of the values in Table 7.3 shows that
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Figure 7.11. Optimal temperature on the deformed plate (50 times
enlarged) of Example 1.b for mechanical control parameter αmech =
10−9 at times t ∈ {0, . . . , 5} · Tctrl/5.
we also could use a relaxed tolerance for the mechanical control costs
αmech = 10
−9 and 10−10.
The optimal displacements restricted to the observation boundary at
time point t =∞ when the plate is at room temperature are presented in
Figure 7.12 for different mechanical control costs and different stopping
tolerances. We observe that the problematic part is the upper right
corner which bends down. Therefore, we have to apply larger mechanical
forces in order to reach the desired deformation. Indeed, we see that
we obtain for mechanical control costs αmech ≤ 10−10 a very good
approximation of the desired displacement and that the tighter stopping
tolerance 10−4 improves in particular the behavior when αmech ≤ 10−11.
We remark that the values obtained in Table 7.3 are of the same size as
in [Wachsmuth, 2011, Chapter 6] paying attention that we have to scale
some of the data since the calculations there are made on the smaller
time interval [0 s, 0.5 s]. Moreover, the behavior of the plots related to
the final displacements in Figure 7.12 is very close to final displacement
presented in [Wachsmuth, 2011, Figure 6.7].
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Figure 7.12. Comparison of the optimal displacements ux (top)
and uy (bottom) on the observation boundary Γobs for different
mechanical control costs αmech for Example 1.b.
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Relaxed relative tolerance 10−3:
αmech Ψˆ(u∞) 12‖`‖2 Fˆ (`,u∞) #
10−9 2.133799 · 10−4 7.617116 · 106 7.830496 · 10−3 67
10−10 1.647620 · 10−5 8.065098 · 106 8.229861 · 10−4 107
10−11 8.889683 · 10−6 8.440820 · 106 9.329788 · 10−5 108
10−12 7.733480 · 10−6 8.565752 · 106 1.629923 · 10−5 144
10−13 7.440232 · 10−6 8.569145 · 106 8.297147 · 10−6 127
Default relative tolerance 10−4:
αmech Ψˆ(u∞) 12‖`‖2 Fˆ (`,u∞) #
10−9 2.146234 · 10−4 7.615835 · 106 7.830459 · 10−3 87
10−10 1.694413 · 10−5 8.047893 · 106 8.217335 · 10−4 221
10−11 4.052649 · 10−6 8.412578 · 106 8.817843 · 10−5 514
10−12 1.214191 · 10−6 9.236396 · 106 1.045058 · 10−5 603
10−13 5.696303 · 10−7 9.741769 · 106 1.543807 · 10−6 634
Table 7.3. Values for the total objective Fˆ (`,u∞) and its parts
Ψˆ(u∞) and 12‖`‖2 for the computed solution for Example 1.b with
different mechanical control costs αmech.
Comparison of different optimization methods. We compare the per-
formance of the nonlinear CG method and the steepest descent method.
The progress of the function values and the weighted norm of the gradi-
ent during the iterations in the optimization algorithms is plotted in
Figure 7.13 with a relative stopping tolerance of 10−2. As expected,
the nonlinear CG method works much better than the steepest descent
method; the nonlinear CG method terminates after 43 steps whereas
the steepest descent method needs 202 steps. Nevertheless, the objec-
tive values are comparable; for the nonlinear CG method we obtain
7.834 · 10−3 and for the steepest descent method we get 7.891 · 10−3.
7.4.1.3 Example 1.c: Optimal Control with Different Heating
Boundaries
In the previous subsection we discussed the solution of the optimal
control Problem 7.0.1 without active heating, which means Γtemp = ∅.
Now we are interested in facilitating the process of plastification by
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Figure 7.13. Comparison of the steepest descent method and the
nonlinear CG method for Example 1.b with no active heating: devel-
opment of the objective (top) and of the H100,w(0, Tctrl+k;L
2(Γmech))
norm of the gradient (bottom) up to a relative stopping tolerance of
10−2.
heating the plate near the regions where plastification occurs. These are
the areas near the upper right corner as well as near the hole, compare
Figure 7.16. We will focus on the situation where we allow heating on
the hole as well as heating on the hole and on the right boundary, see
(7.32). The aim is to answer the question mentioned at the beginning of
this chapter, whether we can save mechanical energy and still reach the
desired displacement if we now additionally allow to heat the material
on certain parts of the boundary.
Solution of the optimal control problem. We present the solution of
Example 1 with heating on the hole as well as with heating on the hole
and additionally on the right boundary. As stopping criterion we use
the default relative tolerance of relz = 10
−4 for the weighted norm of
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the initial gradient. The computational time was 106 minutes with
heating on the hole and 114 minutes with additional heating on the
right boundary.
We depict the optimal displacements at final time point t =∞ when
the plate is at room temperature for both situations in Figure 7.14.
In Figure 7.15 we compare the final optimal displacements related
to the three different choices of Γtemp restricted to the observation
boundary Γobs; i.e. the situation where we allow to heat at the hole,
the hole and the right boundary and nowhere. The development of
the deformation (50 times enlarged), the Frobenius norm of the plastic
strain, the temperature and the mechanical loads over time are shown
in Figure 7.16 and Figure 7.17. Moreover, the detailed values for the
objective function, the tracking type and the norms of the optimal loads
related to the optimal solution can be found in Table 7.4 and Table 7.5.
A precise comparison with the values for the solution of Example 1.b
without active heating, see Table 7.3, shows that as expected the optimal
function value decreases by 4% in the setting with heating on the hole
and by 12% in the setting with additional heating on the right boundary.
Furthermore, we observe that the norm of the mechanical optimal
controls decreases by 8% in the setting with heating on the hole and by
18% in the setting with additional heating on the right boundary. This
suggests that heating the material supports the plastification and saves
mechanical energy. Nevertheless, Figure 7.15 shows clearly that in the
case where we only allow to heat on the hole the approximation to the
desired displacement is worse than in the setting without active heating
although the optimal function value decreases. This is a result of the
usage of less mechanical energy since the heating on the hole leads to
more plastification in this area. The pictures in Figure 7.16 show that
the plastification is more pronounced in the neighborhood of the hole.
The more interesting case is the situation where we allow also heating
on the right boundary. Here, the heat also supports significantly the de-
velopment of the plastification in the upper right corner, see Figure 7.16.
As a consequence there is less mechanical energy necessary in order to
handle the moving down of the upper right corner. This can be seen
very nicely by studying the difference in size of the arrows in Figure 7.16
which represent the mechanical forces. Moreover, we obtain that the
approximation of the desired state is substantially better than in the
case without heating; the value of the tracking part in the objective
decreases by nearly 60%. Since the setting where we allow heating on
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the hole and on the right boundary is more suitable we will restrict
some of the following studies to this case.
heating on hole heating on hole and on right
boundary
Figure 7.14. Optimal displacement of Example 1.c with heating for
control parameter αmech = 10
−9 and αtemp = 10−13 at final time
point t =∞, where the plate is cooled.
Comparison of different optimization methods. As in the previous
subsection we compare the performance of the nonlinear CG method
and the steepest descent method. The progress of the function values
and the weighted norm of the gradient during the iterations in the
optimization algorithms is plotted in Figure 7.18 related to the setting
with heating on the hole and on the right boundary. As in Example 1.b,
compare page 174, the nonlinear CG method works much better than
the steepest descent method; the nonlinear CG methods terminates
after 33 steps whereas the steepest descent method needs 204 steps.
Nevertheless, the objective values are comparable; for the nonlinear CG
method we obtain 6.898 · 10−3 and for the steepest descent method we
get 6.966 · 10−3.
178 7 Numerical Experiments
0 10 20 30 40 50 60 70 80 90 100
−0.004
−0.002
0
0.002
d
is
p
la
ce
m
en
t
u
x
desired no heating
heating hole heating hole & right
0 10 20 30 40 50 60 70 80 90 100
0.044
0.046
0.048
0.05
0.052
d
is
p
la
ce
m
en
t
u
y
Figure 7.15. Comparison of the optimal displacements ux (top) and
uy (bottom) on the observation boundary Γobs for Example 1.c with
different heating boundaries for αmech = 10
−9 and αtemp = 10−13.
Influence of the control costs αmech and αtemp. We study the influence
of the mechanical and thermal control cost parameters αmech and αtemp.
We have already seen in the previous subsection that reducing the me-
chanical control cost parameter αmech leads to a better approximation
of the desired final displacement. Now we will fix the mechanical control
cost parameter as αmech = 10
−9 and 10−10, respectively, and vary the
parameter αtemp related to the thermal control costs. The results are
given for Example 1.c related to heating on the hole in Table 7.4 and
related to heating on the hole and on the right boundary in Table 7.5,
respectively. We remark that the notation (213) means that the opti-
mization algorithm stopped after 213 steps since the stepsize inside the
line search procedure decreased to zero. Moreover, in Figure 7.19 we
compare the final displacements related to the cooled plate for different
choices of the thermal control cost parameter αtemp.
We recognize as expected that the influence of the heating becomes more
significant if we decrease the control cost parameter αtemp. We observe
that the heating control has a relevant impact for αtemp ≤ 10−12 for the
default mechanical control costs αmech = 10
−9 and for αtemp ≤ 10−13 for
the tighter mechanical control costs αmech = 10
−10. We see in Table 7.4
that the norm of the thermal control costs r increases whereas the norm
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heating on hole without heating heating on hole &
on right boundary
t = 8
t = T
t =∞
Figure 7.16. Solution of Example 1.c with different choices for Γtemp
with control parameter αmech = 10
−9 and αtemp = 10−13. The
deformed domain (the displacement is 50 times enlarged) is colored
using the Frobenius norm of the plastic strain. The arrows symbolize
the mechanical control.
of the mechanical control loads ` and the objective value decrease if
we reduce the control cost parameter αtemp. For example the norm of
the optimal mechanical loads decreases by 12% for αmech = 10
−9 and
αtemp = 5 · 10−14 in the case for heating the hole and by 25% with
additional heating on the right boundary. This shows that we can save
mechanical energy by providing thermal loads.
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heating on hole without heating heating on hole &
on right boundary
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t = Tctrl
Figure 7.17. Solution of Example 1.c with different choices for Γtemp
with control parameter αmech = 10
−9 and αtemp = 10−13. The
deformed domain (the displacement is 50 times enlarged) is colored
using the temperature.
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Figure 7.18. Comparison of the steepest descent method and the
nonlinear CG method for Example 1.c with heating on the hole and
on the right boundary: development of the objective (top) and the
H100,w(0, Tctrl + k;L
2(Γmech))× L2w(0, Tctrl;L2(Γtemp)) norm of the
gradient (bottom) up to a relative stopping tolerance of 10−2.
As already discussed on page 176 we realize that in the case where
we allow heating only on the hole we obtain a decrease in the optimal
function value but have to accept a larger value in the tracking part of the
objective. By contrast the values in Table 7.5 and the plots in Figure 7.19
show clearly that providing additional heat on the right boundary
supports especially the plastification process in the upper right corner
which leads to significantly smaller tracking type values. The tracking
type values for the desired displacement decrease in the situation with
heating on the hole and on the right boundary and αtemp = 5 · 10−14
by 70% for αmech = 10
−9 and by 33% for αmech = 10−10, respectively.
Moreover, we notice that for the tighter mechanical cost parameter
αmech = 10
−10 there is just a slight influence of the thermal loads,
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compare the values in Table 7.4 and Table 7.5. This is caused by
the fact that the effect of the cheap mechanical loads dominates the
advantage of costly thermal loads.
We recall that for the simulations we omitted the state constraints for
the temperature in the hope that the bounds are automatically satisfied.
It turns out that if we are interested in the results of the optimal
control problem for αtemp ≤ 10−14 then we should also implement the
state constraints for the temperature. Otherwise the temperature of
the plate will be unrealistically high (more than 2000 K). A possible
explanation for this behavior is that intensive heating of the plate on
the boundary will provide a higher overall temperature due to diffusion.
This is beneficial during the plastification.
Influence of T . Since the prediction of the final displacement related
to the cooled plate depends on the choice of T we find in Table 7.6 the
results of the solution of the optimal control Problem 7.0.1 for different
choices of T ∈ {10 s,default = 20 s, 50 s, 100 s} related to the situation
with heating on the hole and on the right boundary. In addition we
depict the predicted displacement restricted to the observation boundary
in Figure 7.20.
As already supposed in the discussion on page 169 the results can hardly
be distinguished for T ≥ 20. For these choices the optimal function
values as well as the value of the tracking type term coincide up the
order of 10−5. This indicates that the default choice T = 20 s for a
control horizon of Tctrl = 10 s is sufficient.
7.4.1.4 Example 1.d: Optimal Control with Constant Sources
In this subsection we will restrict the mechanical and/or the thermal
loads to constant loads w.r.t. the space variable x and discuss the
solution of the optimal control Problem 7.0.1. This simplifies the optimal
control problem as well as the practical realization of the solution. In
the following we refer to the situation with spatially constant mechanical
and thermal controls as constant controls and to the situation where
either the mechanical controls or the thermal controls are constant as
partially constant controls.
Example 1.d related to (partially) constant controls can be easily handled
by a small change in the implementation of Example 1.c. The idea is to
exploit the observation that if we start with a (partially) constant initial
guess for the controls in the nonlinear CG method then it is sufficient
to guarantee that the gradient is (partially) constant, compare line 8 in
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Figure 7.19. Comparison of the optimal displacements ux (top)
and uy (bottom) on the observation boundary Γobs for different
thermal control costs αtemp for Example 1.c. Here we have chosen
αmech = 10
−9.
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Figure 7.20. Comparison of the optimal displacements ux (top)
and uy (bottom) on the observation boundary Γobs for different
choices of T with control costs αmech = 10
−9 and αtemp = 10−13 for
Example 1.c with heating on the hole and on the right boundary.
Algorithm 5, in order to obtain that the next iterate is also (partially)
constant.
Computing the gradient. We introduce the self-adjoint (w.r.t. L2)
averaging mappings
Cmech ` :=
1
|Γmech|
∫
Γmech
`ds and Ctemp r :=
1
|Γtemp|
∫
Γtemp
r ds.
Here, |Γmech| =
∫
Γmech
1 ds denotes the length of the boundary part Γmech
and similar |Γtemp|. Since in this example we only need to evaluate direc-
tional derivatives in constant directions δLkctrl := {δ`i}Nctrli=1 ⊕{δri}Nctrli=1
w.r.t. the space variable, we obtain for the directional derivative of the
reduced objective fˆk, compare (7.22),(
fˆk
)′
(Lkctrl; δL
k
ctrl) (7.35)
= αmech k
Nctrl+1∑
i=1
(
Cmech(`
i − `i−1)
k
,
δ`i − δ`i−1
k
)
L2(Γmech)
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− k
Nctrl∑
i=1
(
Cmech µ
i, δ`i
)
L2(Γmech)
+ k
Nctrl∑
i=1
(
Ctemp(αtemp r
i − ξi), δri)
L2(Γtemp)
,
where `0i = `
Nctrl+1
i = 0 for i = 1, 2. Similar to Subsection 7.3.2 we
obtain from (7.35) the following formula for the gradient of the reduced
objective
∇fˆk({`i}Nctrli=1 , {ri}Nctrli=1 ) (7.36)
= {`i − α−1mechCmechψi}Nctrli=1 ⊕ {ri − α−1temp Ctemp ξi}Nctrli=1
where the sequence {ψi}Nctrli=1 is the Riesz representative of {µi}Nctrli=1
w.r.t. the H100,w(0, Tctrl + k,L
2(Γmech)) norm, i.e. it is given as the
solution of the one-dimensional Poisson equation defined in (7.24).
Solution of the optimal control problem. We discuss the solution
related to Example 1.d with the restriction to (partially) spatially
constant loads. The results are given in Table 7.7 for the situation
with heating on the hole as well as with additional heating on the right
boundary. Note that the Boolean values in the first two columns of
Table 7.7 indicate whether or not the loads have been chosen constant in
space; for example the notation mech: True means that the mechanical
loads are restricted to constants w.r.t. to the space variable. We use the
same notation for Figure 7.21 where we depict the optimal displacement
related to the cooled plate restricted to the observation boundary.
Since the restriction of the loads to spatially constant functions reduces
the set of admissible controls it is clear that the optimal function values
increase compared to the optimal solution of Example 1.c (which equals
mech and temp set to False). In particular we discover in Table 7.7
that the approximation of the desired displacement is getting worse.
Moreover, we find that the choice of constant or non-constant mechanical
loads influences the results significantly whereas the changes caused by
choosing constant or non-constant thermal loads are less relevant, see
Figure 7.21.
Interestingly, we observe in Table 7.7 in the situation where we allow
heating only on the hole that the tracking term slightly improves if
we restrict the temperature to constant loads w.r.t. the space variable.
This seems to be a contradiction at a first glance and is caused by the
application of more mechanical energy, see the norm of the optimal
mechanical loads.
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Furthermore, we see a remarkable effect in Figure 7.21 caused by the
influence of the thermal loads in the situation where we are allowed to
heat on the hole as well as on the right boundary for constant mechanical
forces. This shows that the impact of treating the right boundary and
the hole in a different way is important for the final result. We conjecture
that the results could be improved if we would allow that the thermal
loads have to be constant only on connected parts of the boundary.
We summarize that it is reasonable to restrict the thermal load to
constant loads w.r.t. space whereas the mechanical loads should always
be chosen as non-constant.
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Figure 7.21. Comparison of the optimal displacements ux (top)
and uy (bottom) on the observation boundary Γobs for (partially)
constant controls for Example 1.d.
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7.4.2 Example 2: Logo of the Working Group NumaPDE
In this subsection we discuss a three-dimensional optimal control Prob-
lem 7.0.1 where the domain Ω ⊆ R3 is given by the logo of the working
group NumaPDE which equals the shape of the letter ‘m’ with a height
of 5 mm; the exact measurements can be found in Figure 7.22. As
before, all lengths in this subsection are given in millimeters and the
boundary of Ω is denoted by Γ.
Γmech
= Γobs
ΓD
ΓD
Γtemp
Γtemp
35 mm
40 mm
35 mm
40 mm
35 mm
40 mm
20 mm
15 mm
25 mm
5 mm
Figure 7.22. Geometry of Example 2.
The domain Ω is clamped on the left and on the right parts of the
boundary which means that we impose on
ΓD := {0} × [0, 100]× [0, 5] ∪ {185} × [0, 75]× [0, 5]
Dirichlet boundary conditions for the displacement u, i.e. u = 0 on
ΓD. The mechanical boundary forces enter on the boundary part Γmech
which we choose as part of the top surface
Γmech := {(x, y, 5) ∈ Ω : 75 ≤ x ≤ 110}.
Moreover, we allow heating of the material on both arcs and therefore
define the heating boundaries Γtemp as
Γtemp := {(x, y, z) ∈ Γ : (x− 55)2 + (y − 40)2 ≤ 400
or (x− 130)2 + (y − 40)2 ≤ 400}. (7.37)
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Note that we equip the parts of the boundary not mentioned so far with
natural boundary conditions for the displacement and non-homogeneous
Robin boundary conditions for the temperature; compare Example 1.
As in Example 1, we set as our observation boundary Γobs = Γmech and
the desired terminal displacement u˜∞ on Γobs is given by a shift in z
direction,
u˜∞ := (0, 0, 0.05).
As initial guess for the mechanical control `0 and thermal control r0 we
set the following functions
`0(t, ·) :=
{(
0, 0, 5
(
1− ∣∣ 2 tTctrl − 1∣∣)) Nmm2 for t ≤ Tctrl,
0 N
mm2
for t > Tctrl,
r0(t, ·) :=
{
5 W
mm2
for t ≤ 1/2 · Tctrl,
0 W
mm2
for t > 1/2 · Tctrl.
For our computations we use a mesh with 15 584 tetrahedra containing
two levels in height (z direction) which has been kindly provided by
Felix Ospald, TU Chemnitz. We mention that the coarse grid together
with the usage of linear finite elements for the displacement causes
shear locking effects, which results in significantly smaller displacements
during the simulation compared to the true behavior; we refer the reader
for more details and solution strategies to [Braess, 2007, Section 6.3].
Since this is an academic example and the computational costs on a
finer mesh are immense without significant further efforts, we will set
aside locking effects in this section.
If not otherwise mentioned we use during the following examples the
same default values as for Example 1, declared in Table 7.2. Moreover,
we abbreviate as before in the following tables the norms of the mechan-
ical and thermal loads by the symbols ‖`‖ := ‖`‖H100(0,Tctrl+k;L2(Γmech))
and ‖r‖ := ‖r‖L2(0,Tctrl;L2(Γtemp)).
To summarize we discuss the optimal control Problem 7.0.1 without
active heating in Subsection 7.4.2.1 and we present the results related
to the optimal control problem allowing heating the material at both
arcs in Subsection 7.4.2.2.
7.4.2.1 Example 2.a: Optimal Control without Active Heating
In this subsection we discuss the solution of the optimal control Prob-
lem 7.0.1 without active heating, i.e. Γtemp = ∅. As default value for
the mechanical costs we choose αmech = 10
−6.
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Solution of the optimal control problem. We present the solution
of Example 2.a without active heating and mechanical control costs
αmech = 10
−6. As in Example 1 we used as stopping criterion the
default relative tolerance of relz = 10
−4 for the weighted norm of the
initial gradient. The computational time was approximately 18 hours.
In Figure 7.23 and Figure 7.27 the optimal displacement at final time
point t = ∞ is given. Moreover, the development of the deformation
(50 times enlarged) and the mechanical loads over time are depicted in
Figure 7.25 and Figure 7.26; the Frobenius norm of the plastic strain
over time is presented in Figure 7.24. We observe that plastification
arises especially on the upper parts of the arcs inside the letter, in
particular on the right and left side of the arcs. In addition it turns out
that the plastification on the left arc is more pronounced than on the
right arc which is a result of the non-symmetry of the letter ‘m’.
Figure 7.23. Optimal displacement of Example 2.a for the mechanical
control parameter αmech = 10
−6 at final time point t =∞.
Influence of the mechanical control costs αmech. Next, we present the
numerical solution of the optimal control problem of Example 2.a for
different mechanical control cost parameters αmech. In Table 7.8 the
related objective values, control costs and the number of nonlinear CG
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Figure 7.24. Optimal plastic strain on the undeformed material of
Example 2.a for the mechanical control parameter αmech = 10
−6 at
times t ∈ {2, 4, 5, 6} · Tctrl/10 ∪ {∞}.
steps are listed. The optimal displacements (500 times enlarged) at time
point t =∞ when the material is at room temperature are presented
from the side and back view in Figure 7.27. As expected the desired
state can be reached better when we decrease the mechanical control
costs since we then allow the application of stronger mechanical forces.
7.4.2.2 Example 2.b: Optimal Control with Heating
The optimal solution of the control Problem 7.0.1 without active heating
in the previous subsection shows that plastification arises in the areas
near the inner arcs besides the singularities caused by the corners of
the geometry, compare Figure 7.24. Therefore, we allow heating of the
material at both arcs in order to facilitate the process of plastification, see
(7.37). As in Example 1 we will see that we can save mechanical energy
and still reach the desired displacement if we additionally allow to heat
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Figure 7.25. Optimal mechanical forces on the deformed material (50
times enlarged, colored with optimal temperature) of Example 2.a
for the mechanical control parameter αmech = 10
−6 at times t ∈
{2, 4, 5, 6, 8, 10} · Tctrl/10; frontal view.
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Figure 7.26. Optimal mechanical forces on the deformed material (50
times enlarged, colored with optimal temperature) of Example 2.a
for the mechanical control parameter αmech = 10
−6 at times t ∈
{2, 4, 5, 6, 8, 10} · Tctrl/10; back view.
the material on certain parts of the boundary. In the examples we will
choose for the control cost parameters the default values αmech = 10
−6
and αtemp = 5 · 10−13.
Solution of the optimal control problem. We discuss the solution of
Example 2.b with heating on both arcs. Using the default relative
tolerance relz = 10
−4 for the weighted norm of the initial gradient as
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αmech Ψˆ(u∞) 12‖`‖2 Fˆ (`,u∞) #
10−3 1.524911 · 100 1.638392 · 103 3.163304 · 100 46
10−4 2.111618 · 10−1 6.734034 · 103 8.845653 · 10−1 58
10−5 3.146108 · 10−2 1.184385 · 104 1.498996 · 10−1 114
10−6 1.416780 · 10−2 1.716100 · 104 3.132880 · 10−2 220
10−7 2.746250 · 10−3 5.058014 · 104 7.804265 · 10−3 390
10−8 1.402357 · 10−3 7.162362 · 104 2.118593 · 10−3 478
Table 7.8. Values for the total objective Fˆ (`,u∞) and its parts
Ψˆ(u∞) and 12‖`‖2 for the computed solution for Example 2.a with
different mechanical control costs αmech.
Figure 7.27. Optimal final displacement on the deformed plate (500
times enlarged) of Example 2.a for different mechanical control cost
parameters αmech ∈ {10−3, 10−4, 10−5, 10−6, 10−7, 10−8} (from left
to right).
stopping criterion and the control cost parameters αmech = 10
−6 and
αtemp = 5 · 10−13, the computational time was approximately 33 hours.
We present the optimal displacement at final time point t =∞ when
the material is at room temperature in Figure 7.28. The development
of the related deformation (50 times enlarged), the temperature and
the mechanical loads over time are depicted in Figure 7.29, Figure 7.30
and Figure 7.31; the development of the Frobenius norm of the plastic
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strain is presented in Figure 7.32. Furthermore, the detailed values for
the objective function, the tracking type and the norms of the optimal
loads related to the optimal solution can be found in Table 7.9.
Comparing the values for the solution of Example 2.a without active
heating, see Table 7.8, we recognize that the optimal function value
decreases by 7% and the norm of the mechanical optimal control de-
creases by 35% in the situation when we heat both arcs. Moreover, we
observed in the setting without heating that the plastification arises
not along the entire arcs but rather on the left and the right side of the
arcs, see Figure 7.24. As expected the optimal thermal control heats the
material at exactly these areas of the arcs where the plastification arises.
We observe that heating these areas supports the plastification which
results into a better approximation of the desired final displacement,
see Figure 7.31 and Figure 7.32. Furthermore, Figure 7.25, Figure 7.26,
Figure 7.29 and Figure 7.30 indicate that less mechanical energy is
necessary in the setting with heating. This can be observed very nicely
in the back view where we see that due to the non-symmetry of the
letter ‘m’ the forces on one side have to pull so strongly in order to reach
the desired deformation that the other side between the two arcs is
automatically lifted up, compare Figure 7.27. To prevent this lifting we
see in green the forces which push the material down in the related area.
Since in Example 2.b heating the material on the arcs supports the
plastification in this region we need less mechanical energy to deform
the material and we see in Figure 7.30 that it is not longer necessary to
apply counterforces on the upper boundary between the two arcs.
Influence of the control costs αmech and αtemp. Finally, we investigate
the influence of the mechanical and thermal control cost parameters
αmech and αtemp. We will fix the mechanical control cost parameters
as αmech = 10
−5 and 10−6, respectively, and modify the control cost
parameter αtemp. Recall that we have already seen in the subsection
before that reducing the mechanical control cost parameter leads to
a better approximation of the desired final displacement, compare
Figure 7.27. We present the results of Example 2.b. related to heating
on the arcs in Table 7.9. Moreover, we compare the final displacements
related to the cooled material for different choices of the thermal control
cost parameter αtemp in Figure 7.33 and Figure 7.34.
As in Example 1 we observe that the influence of the heating becomes
more significant if we decrease the control cost parameter αmech. The
values in Table 7.9 show that the heating control has a relevant impact
for αtemp ≤ 10−12 for the default mechanical control costs αmech = 10−6
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Figure 7.28. Optimal displacement of Example 2.b for mechanical
control parameter αmech = 10
−6 and thermal control parameter
αtemp = 5 · 10−13 at final time point t =∞.
and for αtemp ≤ 5 · 10−13 for the relaxed choice αmech = 10−5. We
see clearly in Table 7.9 that the norm of the thermal control costs r
increases whereas the norm of the mechanical control costs ` and the
objective value reduces if we decrease the control cost parameter αtemp.
This underlines the fact that we can save mechanical energy by applying
thermal loads.
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Figure 7.29. Optimal mechanical forces on the deformed material (50
times enlarged, colored with optimal temperature) of Example 2.b
at times t ∈ {2, 4, 5, 6, 8, 10} · Tctrl/10; frontal view.
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Figure 7.30. Optimal mechanical forces on the deformed material (50
times enlarged, colored with optimal temperature) of Example 2.b
at times t ∈ {2, 4, 5, 6, 8, 10} · Tctrl/10; back view.
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Figure 7.31. Optimal temperature on the undeformed material of
Example 2.b for αmech = 10
−6 and αtemp = 5 · 10−13 at times
t ∈ {2, 4, 5, 6, 8, 10} · Tctrl/10 ∪ {T,∞}.
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Figure 7.32. Optimal plastic strain on the undeformed material of
Example 2.b at times t ∈ {2, 4, 5, 6} · Tctrl/10 ∪ {∞}.
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Figure 7.33. Optimal final displacement on the deformed plate (500
times enlarged) of Example 2.a and Example 2.b for different thermal
control cost parameters αtemp ∈ {10−12, 5 ·10−13} and αmech = 10−6
(from left to right).
Figure 7.34. Optimal final displacement on the deformed plate (500
times enlarged) of Example 2.b for different thermal control cost
parameters αtemp ∈ {10−11, 10−12, 5 · 10−13} and αmech = 10−5
(from left to right).
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8 Conclusions and Outlook
In this work we considered optimal control problems related to a qua-
sistatic, thermoviscoplastic model at small strains with linear kinematic
hardening, von Mises yield condition and mixed boundary conditions.
In this chapter we shortly summarize the main results and give an
outlook to some prospective research possibilities.
Forward Problem. In Chapter 2 we gave an introduction into the
mathematical modeling of thermo(visco)plastic equations based on
thermodynamical principles. A fundamental part of this thesis was the
analysis of the thermoviscoplastic system (1.1)–(1.5) which, in contrast
to the models investigated in the literature, takes into account thermal
strains, thermal effects arising due to plastic dissipation, a temperature
dependent flow rule and mixed boundary conditions.
In Chapter 4 we discussed and overcame the mathematical challenges
arising in thermoviscoplastic models caused mainly due to the low
integrability of the nonlinear terms on the right-hand side of the heat
equation. A main result of this thesis is the existence of a unique weak
solution of the thermoviscoplastic system, see Theorem 4.2.1. The basic
idea was to apply the Banach’s fixed point theorem to a reduced problem
formulated in the temperature variable alone. Additionally, during the
fixed-point argument, we made use of the theory of maximal parabolic
regularity.
With the existence and uniqueness result Theorem 4.2.1 at hand we
defined the control-to-state mapping G in Chapter 5. We showed a
variety of properties of the mapping G such as its boundedness, weak
sequential continuity, and local Lipschitz continuity.
Due to the non-differentiability in the dissipation function we can not
expect that the control-to-state mapping G is Gaˆteaux or even Fre´chet
differentiable. Using the reformulation of the viscoplastic flow rule as a
Banach space-valued ordinary differential equation and the chain rule for
Hadamard differentiable functions, we showed the directional differen-
tiability of the control-to-state mapping G in Theorem 5.4.11. Moreover,
we formulated a criterion in order to identify Gaˆteaux differentiable
points in Corollary 5.4.20.
Optimal Control Problem. In Chapter 6 we formulated an abstract
optimal control problem related to thermoviscoplasticity. Using standard
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arguments, we proved in Theorem 6.1.2 the existence of at least one
global minimizer and formulated in Theorem 6.2.3 the related first
order necessary optimality conditions. Moreover, in order to cover more
realistic scenarios, we extended our optimal control problem by an
additional cooling phase; compare Subsection 6.3.2.
Numerical Results. In Chapter 7 we used the open-source finite element
software FEniCS to implement and to solve a discretized version of the
optimal control problem governed by thermoviscoplasticity. Under the
assumption that we never encounter a non-differentiable point during the
computations we applied the steepest descent method and a nonlinear
CG method. The gradients were calculated w.r.t. a weighted scalar
product following an adjoint approach via the formal Lagrange method.
The numerical examples confirm that heating the material decreases
the yield stress which can benefit plastification. We observe in our
examples that we can save mechanical energy and still reach the desired
displacement if we allow heating the material on selected parts on
the boundary near the areas where plastification is likely to occur.
Furthermore, we observe heating arising during plastification particularly
in the setting without external heating.
Outlook. In this thesis we discussed some basic theoretical results
in order to mathematically treat optimal control problems involving
thermoviscoplasticity and also first numerical examples. Finally, we
would like to suggest some ideas for future research projects.
Due to the viscosity parameters in the balance of momentum and vis-
coplastic flow rule we obtained a fully rate-dependent system in this
work. One open question is what happens if we send the viscosity param-
eters to zero. A suitable solution concept seems to be vanishing viscosity
solutions, also called balanced viscosity solutions; we refer to Mielke
et al. [2012] and Mielke and Roub´ıcˇek [2015] for an introduction and
to Dal Maso et al. [2008] for applications in elastoplasticity. Moreover,
since the heat equation is obviously a rate-dependent equation we have
to handle in the limit a coupled rate-dependent/rate-independent system
by taking into account thermal effects. To the best of our knowledge, a
viscosity limit for a coupled rate-dependent/rate-independent system
like our thermoplasticity model has never been investigated before. A
related work Rossi and Thomas [2017] in the field of damage has been
published only recently.
We would like to mention that in contrast to the viscosity approach
described above, Bartels and Roub´ıcˇek [2011] apply an energetic solution
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concept to discuss the existence of a solution in the situation for a non-
viscous flow rule, i.e.  → 0, while γ > 0 remains constant; compare
Mielke et al. [2002], Mielke and Theil [2004]. Using a discretization
in time and space they are able to prove the existence of energetic
solutions which satisfy a weak semistability condition together with an
energy-dissipation balance.
Next, in the introduction of Chapter 7, we already discussed that our
optimal control problem is nonsmooth, which means that the choice of
gradient-based optimization algorithms is not appropriate. Nevertheless,
we saw that the nonlinear CG methods works well. We mention Lewis
and Overton [2008, 2013] who experienced that the BFGS (Broyden-
Fletcher-Goldfarb-Shanno) algorithm could also be successfully applied
to nonsmooth and nonconvex problems. Unfortunately, there are no
theoretical results available which support their statement. So far with
the BFGS and the limited memory BFGS methods we obtained results
of the same quality (optimal function value, number of iterations) as
with the nonlinear CG method.
The bottleneck in order to apply bundle methods, which have been
developed for nonsmooth optimization problems, is the calculation of a
(Clarke) subgradient. In order to obtain an element of the Clarke sub-
differential it seems to be natural to calculate it via an approximating
sequence of differentiable points, see [Clarke, 1990, Proposition 2.1.5]
or [Schirotzek, 2007, Proposition 7.3.8]. Particularly in the thermovis-
coplastic setting however it is not clear how we can construct such a
sequence, compare the sufficient conditions given in Corollary 5.4.20.
This strategy has been successfully applied in the recent work Christof
et al. [2018] in order to classify the entire Clarke (in fact Bouligand)
subdifferential of a reduced objective function related to an elliptic
equation with the max operator on the right-hand side. Their analysis
heavily relies on the fact that the inverse of the control-to-state mapping
is continuous, which is not the case for the system under consideration
here.
An interesting development in the class of bundle methods is the limited
memory discrete gradient bundle method Karmitsa and Bagirov [2012]
which is a hybrid of the limited memory bundle method Haarala et al.
[2004, 2007] and the discrete gradient method Bagirov et al. [2008]. It
is constructed especially for nonsmooth optimization problems with
a large number of optimization variables and with unavailable Clarke
subgradient. However, they require n+2 function evaluations in order to
determine the discrete gradient; n denotes the number of optimization
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variables, which in our case are the degrees of freedom for the control in
the problem. Therefore, since we have a large number of optimization
variables and the evaluation of the forward equation takes a significant
amount of time this method is not applicable in our situation. We find
other works as for example Burke et al. [2002, 2005] in the literature
which construct an approximate Clarke subgradient by applying a
gradient sampling algorithm. Here again the sample size has to be
greater than n, where n denotes as above the number of optimization
variables.
Lastly, from the point of application we considered a rather simplified
model. It could be very interesting to extend the model by one of the
following points. Each individual generalization would have a major
impact on the analysis containing lots of new mathematical challenges.
(1) We included small strains in our system which is obviously not
sufficient for most applications. Therefore, we should replace small
strains by large strains.
(2) In our model we considered a simplified heat equation, compare
Remark 2.3.2, assuming that the specific heat capacity is indepen-
dent of the temperature. This could lead to a thermodynamically
inconsistent model. Therefore, we should choose a temperature
dependent heat capacity which is mathematically very challenging.
Possibly, we could overcome this difficulty by using the Kirchhoff
transformation also called enthalpy transformation as it has been
done for related models for example in Bartels and Roub´ıcˇek [2011]
and Paoli and Petrov [2012].
Moreover, [Ottosen and Ristinmaa, 2005, Chapter 23] describe
other material parameters which change significantly if the heat
varies, as for example Young’s modulus, Poisson’s ratio and thermal
conductivity.
(3) We could replace the linear kinematic hardening law by a more
realistic, nonlinear kinematic hardening law.
(4) In addition, we could combine our system with further effects like
damage.
We encourage everyone to contribute to one of these open topics.
A Appendix
A.1 Picard–Lindelo¨f Theorem
We generalize the Picard–Lindelo¨f theorem, see [Gajewski et al., 1974,
Chapter V, Satz 1.3] or [Ru˚zˇicˇka, 2004, Satz 1.17], to the abstract setting
of Banach spaces, especially to Sobolev Bochner spaces with p 6= 2.
Lemma A.1.1 (Picard–Lindelo¨f Theorem). Suppose X is a Banach
space and 1 < q. Moreover, a function f : [0, T ] × Lq(0, T ;X) →
Lq(0, T ;X) is given which is pointwise Lipschitz continuous uniformly
in time, i.e.
‖f(t, u1)− f(t, u2)‖X ≤ C ‖u1 − u2‖X for a.a. t ∈ [0, T ]
and for all u1, u2 ∈ X. Then, for any given initial value u0 ∈ X, the
Banach space-valued ODE
u˙(t) = f(t, u(t)) for a.a. t ∈ (0, T ) and u(0) = u0
has a unique solution u ∈W 1,q(0, T ;X) ↪→ C(0, T ;X).
Proof. The strategy is first to prove the existence of a local solution
on a small time interval (0, t0) exploiting a Banach fixed-point
argument. Afterwards we will divide the time interval (0, T ) into
subintervals of the same length and we will obtain on each of them
a local solution. The concatenation of them will give us a global solution.
Local existence. We show the existence of a unique solution for the
time interval (0, t0) for t0 sufficiently small. We define
F (u)(t) := u0 +
∫ t
0
f(s, u(s)) ds.
The idea is to show that F : Lq(0, T ;X)→ Lq(0, T ;X) is restricted to
the interval (0, t0) a contraction and then to apply Banach’s fixed point
theorem. The mapping F is well defined since we can calculate∫ T
0
∥∥∥∥∫ t
0
f(s, u(s)) ds
∥∥∥∥q
X
dt ≤
∫ T
0
(∫ t
0
‖f(s, u(s))‖X ds
)q
dt
≤
∫ T
0
∫ t
0
‖f(s, u(s))‖qX ds tq−1 dt
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≤ C(T, q) ‖f‖qLq(0,T ;X)
using the Ho¨lder inequality. Therefore we see that F maps into
Lq(0, T ;X). Next, we estimate again using the pointwise Lipschitz
property of f and the Ho¨lder inequality,
‖F (u)− F (v)‖qLq(0,T ;X) ≤
∫ T
0
(∫ t
0
‖f(s, u(s))− f(s, v(s))‖X ds
)q
dt
≤ C(q)
∫ T
0
(∫ t
0
‖u(s)− v(s)‖X ds
)q
dt
≤ C(T, q)T q−1 ‖u− v‖qLq(0,T ;X).
Now we can apply Banach’s fixed point theorem for t0 < C(T, q)
−1/(q−1).
This shows that there exists a unique u ∈ Lq(0, t0;X) with
u(t) = u0 +
∫ t
0
f(s, u(s)) ds.
Finally, we combine the assumption that f maps into Lq(0, T ;X) with
[Gajewski et al., 1974, Chapter IV, Lemma 1.8] to infer that the function
v(t) :=
∫ t
0
f(s, u(s)) ds
is an element of W 1,q(0, t0;X) with weak derivative v˙ = f for almost
all t ∈ (0, T ). Therefore our local solution u = v + u0 is an element
of W 1,q(0, t0;X) with weak derivative u˙ = v˙ = f for almost all t ∈ (0, T ).
Global existence. Since the choice of t0 is independent of the initial
value u0 we can divide the time interval into N small subintervals of
length TN < t0 and solve the ODE on each individual time interval
where we set the initial value u0 as the value at the end time point from
the previous subinterval. We obtain N local solutions
ui ∈W 1,q((i− 1) T
N
, i
T
N
;X)
for i = 1, . . . , N and concatenate them to a function u ∈ C(0, T ;X),
u(t) := uj(t) for j ∈ {1, . . . , N} with t ∈
[
(j − 1) T
N
, j
T
N
]
.
It remains to prove that u ∈ W 1,q(0, T ;X). Therefore we choose
an arbitrary t ∈ (0, T ) and the related number j ∈ {1, . . . , N} with
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t ∈ [(j − 1) TN , j TN ]. This means since uj is a local solution on the time
interval [(j − 1) TN , j TN ] that
u(t) = uj(t) = u
(
(j − 1) T
N
)
+
∫ t
(j−1) TN
f(s, uj(s)) ds
= u
(
(j − 1) T
N
)
+
∫ t
(j−1) TN
f(s, u(s)) ds.
Since u is continuous, we can iterate the step above and obtain
u(t) = u0 +
∫ t
0
f(s, u(s)) ds.
Now we see again using [Gajewski et al., 1974, Chapter IV, Lemma 1.8]
that u ∈ W 1,q(0, T ;X) with weak derivative u˙ = v˙ = f for almost all
t ∈ (0, T ) is a global solution of the ODE.
A.2 Semigroup Theory
During our analysis we will benefit from the theory of operator semi-
groups. The interested reader can find an introduction of this theory in
the books Engel and Nagel [2000, 2006], Amann [2005].
Lemma A.2.1 ([Herzog et al., 2017, Lemma 38]). The solution ϑinit
of (4.2) satisfies
ϑinit ∈W 1,∞(0, T ;W−1,v(p) (Ω)) ∩ L∞(0, T ;W 1,v(p)(Ω)).
Proof. Notice, that the semigroup
(T (t))t≥0 : W
−1,v(p)
 (Ω)→W−1,v(p) (Ω)
with domain W 1,v(p) of the operator −A related to (4.2) is analytic and
the solution is given by ϑinit(t) = T (t) θ0. We can estimate using the
properties of an analytic semigroup in the following way,
‖−Aϑinit(t)‖W−1,v(p) (Ω)
= ‖−AT (t) θ0‖W−1,v(p) (Ω)
= ‖T (t) (−A) θ0‖W−1,v(p) (Ω)
≤ ‖T (t)‖
W
−1,v(p)
 (Ω)→W−1,v(p) ‖−Aθ0‖W−1,v(p) (Ω).
Using the equivalence of the graph norm
‖−A ·‖
W
−1,v(p)
 (Ω)
+ ‖·‖
W
−1,v(p)
 (Ω)
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and the norm of the space W 1,v(p)(Ω) we infer that
ess sup
t∈[0,T ]
‖ϑinit(t)‖W 1,v(p)(Ω)
≤ C sup
t∈[0,T ]
‖T (t)‖
W
−1,v(p)
 (Ω)→W−1,v(p) (Ω) ‖θ0‖W 1,v(p)(Ω)
≤ C.
In combination with ϑ˙init = −Aϑinit ∈ L∞(0, T ;W−1,v(p) (Ω)) we obtain
the regularity
ϑinit ∈W 1,∞(0, T ;W−1,v(p) (Ω)) ∩ L∞(0, T ;W 1,v(p)(Ω)).
A.3 Maximal Parabolic Regularity
Maximal parabolic regularity of a closed operator A is defined as follows.
Definition A.3.1 (Maximal Parabolic Regularity). Let X be a Banach
space and A a closed operator with dense domain D ⊆ X. Suppose 0 <
T <∞. Then the operator A satisfies maximal parabolic regularity in
X if and only if there exists a ∈ (1,∞) such that for any f ∈ La(0, T ;X)
there is a unique function w ∈W 1,a0 (0, T ;X)∩La(0, T ;D) which fulfills
w˙ +Aw = f.
Remark A.3.2. It is well known that the property of maximal parabolic
regularity of an operator A is independent of a ∈ (1,∞) and the choice
of the time interval [0, T ]; cf. [Dore, 1993, Theorem 4.2, Theorem 2.5].
We will apply the maximal parabolic regularity in particular to the
operator related to (4.2).
Lemma A.3.3. Under Assumption 3.2.6 (2), there exists vˆ > 2 such
that for every v ∈ [2, vˆ] the operator related to (4.2) satisfies maximal
parabolic regularity in W
−1,v(p)
 (Ω) independently of the time interval
and the time integrability a ∈ (1,∞).
Proof. See [Gro¨ger, 1992, Theorem 1 and Remark 5] and Remark A.3.2.
The next result shows that the assumption made in Assumption 3.2.6 (3)
is not very restrictive. Compare also Remark 3.2.7.
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Lemma A.3.4 ([Herzog et al., 2017, Lemma 42]). Suppose A is a closed
densely defined operator with domain D satisfying maximal parabolic
regularity in X. Then its adjoint operator A∗ satisfies maximal parabolic
regularity in D′.
Proof. By Definition A.3.1, an operator A satisfies maximal parabolic
regularity in X if and only if there exists a ∈ (1,∞) such that the
mapping
∂t +A : W
1,a
0 (0, T ;X) ∩ La(0, T ;D)→ La(0, T ;X)
is an isomorphism, where ∂t denotes the weak time derivative. Then
the adjoint operator is also an isomorphism
(∂t +A)
∗ : La
′
(0, T ;X ′)→ (W 1,a0 (0, T ;X) ∩ La(0, T ;D))′,
i.e. for all g ∈ (W 1,a0 (0, T ;X) ∩ La(0, T ;D))′, there exists a unique
ψ ∈ La′(0, T ;X ′) such that
(∂t +A)
∗ψ = ∂∗t ψ +A
∗ψ = g.
Furthermore, we obtain the following equation for given
g ∈ La′(0, T ;D′) ⊆ (W 1,a0 (0, T ;X) ∩ La(0, T ;D))′
and for all ξ ∈ C∞c (0, T ;D) satisfying ξ(t) = v(t)u, where v ∈ C∞c (0, T )
and u ∈ D:∫ T
0
〈(∂t +A)∗ψ, ξ〉D dt =
∫ T
0
〈∂∗t ψ, ξ〉D dt+
∫ T
0
〈A∗ψ, ξ〉D dt
=
∫ T
0
〈g, ξ〉D dt.
This means that〈
u,
∫ T
0
v′ ψ dt
〉
D
=
∫ T
0
〈ψ, ∂tξ〉D dt =
∫ T
0
〈∂∗t ψ, ξ〉D dt
=
∫ T
0
〈g −A∗ψ, ξ〉D dt =
〈
u,
∫ T
0
(g −A∗ψ) v dt
〉
D
.
Since the equation above is satisfied for all u ∈ D we obtain∫ T
0
v′ ψ dt =
∫ T
0
(g −A∗ψ) v dt
for all v ∈ C∞c (0, T ), and the regularity of g implies that the distribu-
tional time derivative of ψ is regular and satisfies
−∂tψ = g −A∗ψ ∈ La′(0, T ;D′). (A.1)
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Therefore we have ψ ∈ W 1,a′(0, T ;D′) ∩ La′(0, T ;X ′). Now we use
integration by parts [Amann, 2005, Proposition 5.1] to get, for all
ϕ ∈W 1,a0 (0, T ;X) ∩ La(0, T ;D),∫ T
0
〈g, ϕ〉D dt =
∫ T
0
〈∂∗t ψ, ϕ〉D dt+
∫ T
0
〈A∗ψ, ϕ〉D dt
=
∫ T
0
〈ψ, ∂tϕ〉X dt+
∫ T
0
〈A∗ψ, ϕ〉D dt
=
∫ T
0
〈−∂tψ, ϕ〉D dt+
∫ T
0
〈ψ(T ), ϕ(T )〉(X,D)1/a′,a dt
+
∫ T
0
〈A∗ψ, ϕ〉D dt,
where (X,D)1/a′,a denotes the real interpolation space. Using (A.1)
and the fact that ϕ was arbitrary, we obtain ψ(T ) = 0 in (X,D)′1/a′,a =
(D′, X ′)1/a,a′ ↪→ D′. Therefore for all g ∈ La′(0, T ;D′), there exists a
unique ψ ∈W 1,a′(0, T ;D′) ∩ La′(0, T ;X ′) such that
−∂tψ +A∗ψ = g and ψ(T ) = 0 in D′
hold. Finally we transform the time variable t→ T − t and see that A∗
satisfies maximal parabolic regularity in D′.
A.4 Embeddings
We require the following results for embeddings in our analysis.
Lemma A.4.1. Let
0 < b < min
{
1
2
,
1
2
− 3
2 y
+
3
2 z
}
and

3 z
3+z < y <
3z
3−z if z < 3,
3 z
3+z < y <∞ if z = 3,
3 z
3+z < y ≤ ∞ otherwise.
(1) For b q ≤ 2 and w < q2−b q there is the compact embedding
W 1,
q
2 (0, T ;W−1,y (Ω)) ∩ L
q
2 (0, T ;W 1,y(Ω)) ↪→↪→ Lw(0, T ;Lz(Ω)).
(2) For b q > 2 there is the compact embedding
W 1,
q
2 (0, T ;W−1,y (Ω)) ∩ L
q
2 (0, T ;W 1,y(Ω)) ↪→↪→ C(0, T ;Lz(Ω)).
Proof. The embeddings follow with Corollary 8 of Simon [1986]. Check
all the assumptions therein by using Lemma 12 in Simon [1986], where
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we choose the parameters as a0 = 1, a = 0, a1 = −1 and ξ0 = ξ1 = y,
ξ = z.
With Lemma A.4.1 we immediately obtain the following corollary.
Corollary A.4.2.
(1) Suppose 2 < p < 6 and thus v(p) = 3 p6−p ; cf. (3.1). Choose
q >
2
b
and 0 < b <
{
1− 32 p if p < 3,
1
2 otherwise.
Then the following embeddings are compact.
(a) W 1,
q
2 (0, T ;W
−1,v(p)
 (Ω)) ∩ L q2 (0, T ;W 1,v(p)(Ω))
↪→↪→ C(0, T ;Lp(Ω)),
(b) W
1, q2
0 (0, T ;W
−1,v(p)
 (Ω)) ∩ L q2 (0, T ;W 1,v(p)(Ω))
↪→↪→ C(0, T ;Lp(Ω)).
(2) Suppose p ≥ 6 and thus v(p) ∈ ( 3 p3+p ,∞); cf. (3.1). Choose
q >
2
b
and 0 < b <
{
1
2 − 32 v(p) + 32 p if v(p) < p,
1
2 otherwise.
Then the following embeddings are compact.
(a) W 1,
q
2 (0, T ;W
−1,v(p)
 (Ω)) ∩ L q2 (0, T ;W 1,v(p)(Ω))
↪→↪→ C(0, T ;Lp(Ω)),
(b) W
1, q2
0 (0, T ;W
−1,v(p)
 (Ω)) ∩ L q2 (0, T ;W 1,v(p)(Ω))
↪→↪→ C(0, T ;Lp(Ω)).
Proof. The embeddings (1a) and (2a) follow directly from Lemma A.4.1.
The embeddings (1b) and (2b) are the restriction of the embeddings
from (1a) and (2a), respectively, to the subspace {ψ : ψ(0) = 0}.
A.5 Hadamard Differentiability
We prove that Definition 5.4.1 and the Definition given in Remark 5.4.2
of the property Hadamard differentiable are equivalent.
Lemma A.5.1 (Equivalence of Definition 5.4.1 and the Definition
given in Remark 5.4.2). Let V,W be normed vector spaces. A function
f : V → W is Hadamard differentiable in u ∈ V in the sense of
Definition 5.4.1 if and only if it is Hadamard differentiable in u ∈ V in
the sense of the Definition given in Remark 5.4.2.
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Proof. Implication “⇐”. Let f be Hadamard differentiable in u ∈ V
according to Remark 5.4.2. We fix a direction h ∈ V and a function w :
(0,∞)→ V with w(t) = o(t). We choose the sequence h˜(t) := h+ w(t)t .
Since h˜(t)→ h for t→ 0 we obtain
lim
t↓0
f(u+ w(t) + t h)− f(u)
t
= lim
t↓0
f(u+ t h˜(t))− f(u)
t
= lim
t↓0, h˜→h
f(u+ t h˜)− f(u)
t
= f ′H(u;h)
independently of the choice of the function w.
Implication “⇒”. Let f be Hadamard differentiable in u ∈ V according
to Definition 5.4.1. We fix a direction h ∈ V and suppose that the
condition of Remark 5.4.2 is not satisfied. Then there exist sequences
tn ↓ 0 and h˜n → h for n→∞ such that
f(u+ tn h˜n)− f(u)
tn
9 f ′H(u;h) for n→∞. (A.2)
We define the function
w(t) :=
{
tn (h˜n − h) ift = tn for n ∈ N,
0 otherwise.
Note that w(t) = o(t) due to its definition,
w(t)
t
=
{
h˜n − h ift = tn for n ∈ N,
0 otherwise.
This shows that lim w(t)t → 0 for t ↓ 0. Now we calculate
f ′H(u;h) = lim
t↓0
f(u+ t h+ w(t))− f(u)
t
= lim
n↓∞
f(u+ tn h+ w(tn))− f(u)
tn
= lim
n↓∞
f(u+ tn h˜n)− f(u)
tn
,
which is a contradiction to (A.2).
Moreover, there is the following relation between Hadamard and Fre´chet
differentiable functions.
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Lemma A.5.2. Let V,W be Banach spaces and f : V → W Fre´chet
differentiable. Then the mapping f is Hadamard differentiable and the
Fre´chet derivative f ′ and the Hadamard derivative f ′H coincide.
Proof. We choose a point u ∈ V , a direction h ∈ V and w(t) : (0,∞)→
V satisfying w(t) = o(t). Using t h+ w(t)→ 0 for t ↓ 0 we obtain
f ′H(u;h) = lim
t↓0
f(u+ t h+ w(t))− f(u)
t
= lim
t↓0
f ′(u)(t h+ w(t)) + o(‖t h+ w(t)‖X)
t
= lim
t↓0
f ′(u)(h+ t−1w(t)) + t−1o(‖h+ w(t)‖X) = f ′(u)h.
This yields the assertion.
A.6 Lebesgue’s Dominated Convergence Theorem
We extend the classical Lebesgue’s dominated convergence theorem for
Banach spaces, see [Alt, 2011, A1.21 Konvergenzsatz von Lebesgue]
or [Adams and Fournier, 2003, Theorem 1.50], to Lebesgue Bochner
spaces.
Lemma A.6.1 (Lebesgue’s Dominated Convergence Theorem). Sup-
pose Y is a Banach space and 1 ≤ p, q < ∞. Moreover, let
{fk}k∈N be a sequence in Lq(0, T ;Lp(Ω;Y )), f : (0, T ) × Ω → Y and
g ∈ Lq(0, T ;Lp(Ω;R)) with
(1) fk(t, x)→ f(t, x) for almost all (t, x) ∈ (0, T )× Ω and k →∞,
(2) ‖fk(t, x)‖Y ≤ g(t, x) for almost all (t, x) ∈ (0, T )×Ω and all k ∈ N.
Then f ∈ Lq(0, T ;Lp(Ω;Y )) and fk → f in Lq(0, T ;Lp(Ω;Y )) for
k →∞.
Proof. Since ‖fk(t, x)‖Y ≤ g(t, x) and fk(t, x)→ f(t, x) for almost all
(t, x) ∈ (0, T )× Ω and k →∞, the pointwise limit function ‖f(t, x)‖Y
satisfies
‖f(t, x)‖Y ≤ g(t, x) for almost all (t, x) ∈ (0, T )× Ω.
Therefore, like g the limit function f is an element of Lq(0, T ;Lp(Ω;Y )).
In order to show the convergence fk → f in Lq(0, T ;Lp(Ω;Y )) for k →
∞ we will benefit from the classical Lebesgue’s dominated convergence
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theorem, see [Adams and Fournier, 2003, Theorem 1.50]. Firstly, we fix
t ∈ (0, T ) such that fk(t, x)→ f(t, x) for almost all x ∈ Ω and k →∞.
Therefore, ‖fk(t, x) − f(t, x)‖pY → 0 for almost all x ∈ Ω and k → ∞.
With ‖fk(t, x)− f(t, x)‖Y ≤ ‖fk(t, x)‖Y + ‖f(t, x)‖Y ≤ 2 g(t, x) we see
the following majorant
‖fk(t, x)− f(t, x)‖pY ≤ 2p g(t, x)p ∈ L1(Ω).
Now we can apply Lebesgue’s dominated convergence theorem in L1(Ω)
and obtain for almost all t ∈ (0, T ) that
‖fk(t)− f(t)‖pY → 0 in L1(Ω).
This shows that
fk(t)→ f(t) in Lp(Ω;Y ) for almost all t ∈ (0, T ).
Next, similar to above, we get the following majorant
‖fk(t)− f(t)‖qLp(Ω;Y ) ≤ 2q ‖g(t)‖qLp(Ω) ∈ L1(0, T ).
Again, we can apply Lebesgue’s dominated convergence theorem in
L1(0, T ) and infer
‖fk − f‖qLp(Ω;Y ) → 0 in L1(0, T ;Lp(Ω;Y )).
This means that
fk → f in Lq(0, T ;Lp(Ω;Y )).
A.7 Fre´chet Differentiability of Norms
In order to see the Fre´chet differentiability of the objective function of
the optimal control Problem 6.0.1 we need the following lemma.
Lemma A.7.1. Assume 1 < a, p, q < ∞ and m ∈ N0. Then the
mappings
(1) h : Lp(Ω)→ R, h(f) := ‖f‖aLp(Ω),
(2) g : Wm,q(0, T ;Lp(Ω))→ R, g(f) := ‖f‖aWm,q(0,T ;Lp(Ω))
are continuously Fre´chet differentiable.
Proof. The proof will base on the theory of Nemytskij operators, see
Goldberg et al. [1992].
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(1) We start with the case a = p. We define the mapping
ϕ : Ω× (R3, | · |p)→ R, (x,y) 7→ |y|pp =
3∑
i=1
|yi|p,
where y = (y1, y2, y3). The related Nemytskij operator Φ given by
Φ(y)(x) := ϕ(x,y(x)) = |y(x)|pp
maps Lp(Ω) continuously into L1(Ω) using [Goldberg et al., 1992,
Theorem 1, Theorem 4] since it fulfills the claimed Carathe´odory
and growth condition.
Next, the mapping ϕ˜ : R→ R, t 7→ |t|p, is continuously differ-
entiable with derivative ϕ˜′(t) = p |t|p−1 sgn(t), where sgn denotes
the sign function, defined by
sgn(t) :=

1 if t > 0,
0 if t = 0,
−1 if t < 0.
Therefore, for fixed x ∈ Ω the mapping ϕ is also continuously
differentiable w.r.t. y with derivative
∂
∂y
ϕ(x,y) = p (|y1|p−1 sgn(y1), |y2|p−1 sgn(y2), |y3|p−1 sgn(y3)).
Again, [Goldberg et al., 1992, Theorem 1, Theorem 4] shows that
the Nemytskij operator Ψ defined by
Ψ(y)(x) :=
∂
∂y
ϕ(x,y)
maps Lp(Ω) continuously into L
p
p−1 (Ω; Lin(R3;R)).
We apply [Goldberg et al., 1992, Theorem 7] and obtain that
the Nemytskij operator Φ is continuously Fre´chet differentiable
with derivative
Φ′ : Lp(Ω)→ Lin(Lp(Ω);L1(Ω)),
(Φ′(y)h)(x) = Ψ(y)(x)h(x) for x ∈ Ω, y,h ∈ Lp(Ω).
Obviously, this proves at the same time that the function h : f 7→
‖f‖pLp(Ω) is continuously Fre´chet differentiable.
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For f 6= 0 the case a 6= p can be obtained by exponentiating
with ap and using the chain rule for continuously Fre´chet differen-
tiable functions. For f = 0 we define h′(f) := 0 and calculate
|h(f + δf)− h(f)− h′(f) δf |
‖δf‖Lp(Ω) = ‖δf‖
a−1
Lp(Ω) → 0
for δf → 0 in Lp(Ω); the continuity is clear.
(2) First, we consider the case m = 0. We repeat the steps from the
proof of (1) but now we define the mapping as
ϕ : [0, T ]×Lp(Ω)→ R, (t,y) 7→ ‖y‖qLp(Ω).
The related Nemytskij operator Φ is given by
Φ(y)(t) := ϕ(t,y(t)) = ‖y(t)‖qLp(Ω).
With the results from (1) we see analogously that the Nemytskij
operator Φ : Lq(0, T ;Lp(Ω)) → L1(0, T ) is continuously Fre´chet
differentiable. This infers the assertion as above.
For the case m > 0 we split the function f into
f 7→ (f ,f ′, . . . ,f (m)),
where f (m) denotes the m-th weak derivative. Clearly, this mapping
is linear and bounded and therefore continuously Fre´chet differen-
tiable. Finally, we can apply the result for m = 0 and the chain
rule to see similarly as above that the function g is continuously
Fre´chet differentiable.
B Theses
(1) This thesis is devoted to the study of optimal control problems
governed by a quasistatic, thermoviscoplastic model at small strains
with linear kinematic hardening, von Mises yield condition and
mixed boundary conditions. In particular, we take into account
thermal strains, thermal effects arising by the plastic dissipation
and a temperature dependent flow rule in our thermoplastic model.
While there are some contributions in the literature related to the
existence of solutions of significantly different thermoplastic models,
this is the first work considering optimal control problems related
to thermoviscoplastic systems.
(2) Thermoviscoplasticity can be modeled by two nonlinear partial dif-
ferential equations which describe the elastic and thermal behavior
of the material and a variational inequality of second kind which
represents the plastic effects, see Chapter 2. We have to handle
mainly three mathematical challenges during the analysis of the
thermoviscoplastic model.
(a) The low integrability of the nonlinear terms on the right-hand
side of the heat equation is an issue.
(b) The temperature dependence of the thermal strain leads to a
full and highly nonlinear coupling between all the equations.
(c) The dissipation function involves a temperature dependent
yield stress. Moreover, it contains the L1-norm of the plastic
strain which is non-differentiable.
(3) We prove more regularity for the displacement u ∈ Lq(0, T ;W 1,p(Ω))
and the plastic strain p ∈ Lq(0, T ;Lp(Ω)) with p, q > 2 compared
to the standard regularity used in the literature (p, q = 2). These
Banach spaces are appropriate in order to deal with the nonlinear
terms on the right-hand side of the heat equation.
(4) We prove the existence of a unique weak solution of the thermovis-
coplastic system, compare Theorem 4.2.1. The main idea is to apply
Banach’s fixed point theorem to a reduced problem formulated in
the temperature variable alone. Moreover, during the fixed-point
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argument we make use of the theory of maximal parabolic regularity.
(5) The viscoplastic flow rule given as a variational inequality can be
reformulated as a Banach space-valued ordinary differential equa-
tion with non-differentiable right-hand side, see Proposition 4.3.1.
The reformulation is based on the calculus of convex conjugates.
(6) With the existence and uniqueness result Theorem 4.2.1 at hand
we define the control-to-state mapping G in Chapter 5. We show
a variety of properties of the mapping G such as its boundedness,
weak sequential continuity, and local Lipschitz continuity.
(7) Due to the non-differentiability in the dissipation function we can
not expect that the control-to-state mapping G is Gaˆteaux or even
Fre´chet differentiable. We prove in Theorem 5.4.11 the directional
differentiability of the control-to-state mapping G using the reformu-
lation of the viscoplastic flow rule as Banach space-valued ordinary
differential equation and the chain rule for Hadamard differentiable
functions. Moreover, we formulate a criterion in order to identify
Gaˆteaux differentiable points.
(8) We formulate an optimal control problem governed by thermovis-
coplasticity and, using classical arguments, we prove the existence
of at least one global minimizer in Theorem 6.1.2. In order to cover
a more realistic scenario, we extend the optimal control problem
with a cooling phase; compare Chapter 6.
(9) We use the open-source finite element software FEniCS to im-
plement and to solve a discretized version of an optimal control
problem governed by thermoviscoplasticity. Under the assumption
that we never encounter a non-differentiable point during the com-
putations we apply the steepest descent method and a nonlinear
CG method. The gradient is calculated w.r.t. a weighted scalar
product following an adjoint approach via the formal Lagrange
method.
(10) The numerical examples confirm that heating the material decreases
the yield stress which can benefit plastification. We observe in our
examples that we can save mechanical energy and still reach the
desired displacement if we allow heating the material on selected
parts on the boundary near the areas where plastification is likely to
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occur. Furthermore, we observe heating arising during plastification
particularly in the setting without external heating.
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