In this study, a multi-scale non-linear model based on coupling a discrete wavelet transform (DWT) and the second-order Volterra model, i.e. the wavelet Volterra coupled (WVC) model, is applied for 
INTRODUCTION
Reservoirs play a vital role in water resources management by supporting demands for irrigation purposes, hydropower, mitigating potentially deleterious environmental impacts of interventions in the natural water cycle, flood mitigation and as a reasonable insurance against droughts.
Reliable forecasts of inflows into these reservoirs are an essential prerequisite for an effective operating policy development. Data-driven hydrological methods for forecasting are becoming increasingly popular (Adamowski & Sun ) as an alternative to the traditional statistical models that include multiple linear regression (MLR) and autoregressive moving average (ARMA) type models. As a downside however, these models have also been criticized on various aspects, in particular the risk posed by overtraining of the ANN model and the difficulties of parameter estimation using heuristic methods. For example, Kisi () comments that these models do not overcome the disadvantages that are normally attributed to ANNbased modelling approaches and similar sentiments were also expressed by Zhang & Benveniste () who report that, with the implementation of ANNs, the model still suffers from a lack of efficient constructive methods, slow convergence and difficulties encountered in determination of the network structure and its parameters. Importantly, restriction on their use arises from the fact that these models are suitable only for systems whose underlying response characteristics do not change with time. As an alternative method, Maheswaran & Khosa (c) proposed a multi-scale non-linear framework using the wavelet Volterra coupled (WVC) approach for monthly streamflow forecasting. The results from the study showed that the WVC model performed better in terms of forecasting accuracy when compared with the baseline models. The model is also more efficient in terms of parsimony and computational time.
In contrast with a monthly time series, modelling a hydrological time series at daily time-steps presents higherlevel challenges. For one, the degree of smoothing that results in a time series of hydrologic responses from aggregation (or, alternatively, integration) over a timescale of a month is much higher as compared with the degree of smoothing that accompanies integration over a short timestep of a day. At these latter timescales, many of the individual components of the hydrologic cycle such as interception storage, depression storage and channel flow phase as distinct from the overland flow phase are relatively more significant in influencing the streamflow regime than at timescales of aggregation of a month or higher. Due to the relatively weak influence on the flow regime of these and other individual components at monthly timescales, their combined influence is therefore lumped together in the form of one or more storage elements.
Further, a flow observation is made at a catchment's point of concentration and is clearly an aggregation of dominant elemental contributions from different parts of the catchment at different times. A longer temporal scale of integration also implies relatively larger spatial scale integration when compared with a shorter temporal scale integration of streamflow. A further consequence of the longer timescale lumping, when working with monthly streamflows, is the damping out of the manifestly non-linear nature that characterizes various hydrologic processes of the natural water cycle. It is evident that non-linear features would dominate runoff generation when the process is observed or modelled at the shorter timescale of a day. Similar behaviour was explored by Wang et al. () , where the authors found that in general the time series at daily timescales have strong non-linearity as compared with the monthly time series of the same. In addition, it is also expected that the system property of inertia would require relatively longer memory models at daily time-steps; at a monthly scale, only a fewer lagged variables are sufficient in order to capture this feature.
Following Todini (), modelling at relatively shorter time-steps necessitates use of the highly complex distributed differential-type models as compared with the much simpler, lumped integrated-type models that are deemed to be appropriate at longer timescales such as a month. It is therefore of interest to further validate the proposed WVC model for daily runoff forecasting at higher lead times.
The study presented seeks to address the issues: (1) testing the coupled discrete wavelet Volterra model with a Kalman-filter-based updating procedure for daily flows; (2) forecasting at multiple lead times; and (3) comparison of the results with other alternate models such as wavelet neural networks, neural networks and wavelet linear regression (WLR) models. The study also aims to investigate the relative advantages of direct versus iterative multi-step forecasting in terms of forecasting accuracy.
STUDY AREA DESCRIPTION
This study seeks to develop a real-time daily flow forecasting framework for the Krishna River that rises in the Western The model calibration was performed using data corresponding to the first 5 years while validation was based on data for the last 2 years. The study was based on this limited dataset as later observations on river flows at these sites were not available. The daily basin-averaged rainfall data were also utilized, and are plotted in Figure 2 .
WAVELET ANALYSIS
Wavelet analysis has become an important milestone in spectral analysis due to its multi-resolution and localization capability both in time and frequency domain and has been extensively applied in the area of time series analysis and prediction. For a comprehensive discussion on the theory of wavelets and its applications, refer to Burrus et al. () . The DWT is an orthogonal function which can be applied to a finite group of data. Functionally, it is very much like the discrete Fourier transform, in that: (1) both transforms are convolutions; (2) the transforming functions are orthogonal; (3) a signal passed twice through the transformation is unchanged; and (4) the input signal is assumed to be a set of discrete-time samples. A point of difference, however, is in the nature of the basis function;
in the case of a Fourier transform this is a sinusoid, whereas the wavelet basis is a set of functions which are defined by a localized wavelet function.
A typical discrete wavelet function can be represented:
where ψ(t) is the mother wavelet and j and k are the translation and dilation indices. In this approach, the wavelet decomposition is derived by passing the given time series through a low-pass filter;
the subsequent derivation of details and the smoothed version then becomes possible. For example, consider the original time series x(t) which may also be denoted c 0 or
Further smoother versions of x(t) may be derived from:
In Equation (3), l takes the value 1 to j (level of decomposition) and h is a low-pass filter with compact support. The length and characteristics of the low-pass filter will depend on the type of wavelet used. The simplest wavelet is the Haar wavelet with a low-pass filter specification given by
(1/2, 1/2). Similarly, the filter values for the B 3 spline wavelet is defined as (1/16, 1/4, 3/8, 1/4, 1/16). Using the smoother versions of x(t) at level i and i-1, the detail component of x(t) at level i is defined:
The set {d 1 , d 2 ….d p , c p } represents the additive wavelet decompositions of data up to a resolution level of p. The term c p in this set denotes the residual component, also referred to as the approximation. Accordingly, for reconstruction, the inverse transform is given by
Unlike in classical DWT, decimation is avoided here, resulting in components at different scales being the same length.
Treatment of circular effect or boundary of wavelet decomposition
The selection of the suitable wavelet and treatment of the boundary for wavelet decomposition is based on the discussion provided in Maheswaran & Khosa (b) . The latter issue assumes significance especially when models are designed for forecasting applications.
STATISTICAL TESTING FOR MULTI-SCALE DYNAMICS, NON-LINEARITY AND LONG MEMORY
The applicability of models for a given data series depends on the characteristics of the time series; accordingly, it is necessary to investigate the properties of the time series in terms of non-linearity, multi-scale non-stationarity and long memory. The following sections provide an overview of the methods used for the analysis followed by a description of the application of these tests for the given data.
Multi-scale analysis using wavelet transforms In the present study, significance tests suggested by Torrence & Compo () have been applied to obtain detailed insights into the process under scrutiny.
Investigating for process non-linearity
Exploring and prospecting for different kinds of non-linearity individually, which may be expected in typical hydrologic processes, is generally intractable and perhaps conceptually flawed. Therefore, it is generally recommended that investigations for possible non-linear phenomena should evaluate the overall 'non-linear' content rather than strive for an objective discrimination between each of the hypothesized types. There are a wide variety of methods presently available to test for linearity (or non-linearity) and may be divided into two broad categories: (1) portmanteau tests, which test for departure from linear models without specifying alternative models; and (2) Table 2 shows the estimated H exponents obtained using two methods: (1) wavelet-based method; and (2) rescale-range-based method. Table 2 also presents a comparison between these estimates obtained for the given observed time series for both cases before and after preprocessing. Further, as shown in Table 3 , BDS test results for the daily streamflow time series also reveal that there is a stronger non-linear content present in daily streamflow processes, even after discounting for the effects of seasonal variance.
APPLICATION TO CASE STUDIES
The estimates obtained for the Hurst exponent H (Table 2) are indeed interesting as these reveal the presence of strong 
DESCRIPTION OF MODELS
Wavelet Volterra coupled To understand the formulation, let u 1 , u 2 … u J denote the wavelet coefficients at each scale and let scaling coefficients be denoted u Jþ1 , where J is the coarsest level of decomposition.
The wavelet coefficients and scaling coefficients of the original series are non-linearly convolved using the second-order Volterra representation within a MISO framework. If J denotes the level of decomposition, N the number of inputs, m the memory length at each level and ξ t the model noise including modelling errors and the unobservable disturbances, the multiscale non-linear relationship may be written:
where the first-order kernels h
1 describe the linear relationship between the nth input u n and the output signal y; the second-order self-kernels h (n) 2s describe the second-order nonlinear relation between the nth input u n and y; and the second-order cross-kernels h (n 1 ,n 2 ) 2x describe the second-order non-linear interactions between each unique pair of inputs (u n1 and u n2 ) as they affect y.
Equation (8) can be simplified by combining the last two terms to yield:
Figure 6 | Wavelet Volterra coupled model.
It now remains to estimate kernels h 1 and h 2 . Equation (9) can be further simplified by considering each of the lagged variables u 1 (t-1), u 1 (t-τ),… u 2 (t-1), u 2 (t-τ),… as sep-
. Equation (9) can be written:
More clearly,
where τ (¼1,…m) is the lagged value; J is the level of decomposition; and N l is the total number of lagged variables.
In Equation (10) Further, as shown in Figure 6 , the proposed formulation is recursively updated in real time using the well-known Kalman filter formulation. Here, the Volterra kernel of the second-order Volterra model may be predicted, corrected and updated using the Kalman filter. This recursive updating increases the accuracy of the estimates and also reduces the standard error involved in the estimates as new observations become available. For further details of the model formulation, see Maheswaran & Khosa (a, c) .
Wavelet neural network
The process of WA-ANN model development begins with the decomposition of the observed process Q(t) into DWT 
Artificial neural network
The innate ability of ANNs to 'train' and 'learn' the outputs from a given input render them able to simulate large-scale arbitrarily complex non-linear problems (Rumelhart et al. ) . During the learning process, the network undergoes a loop of calculation such that, for each pass, the network proceeds through a specified sequence of inputs to calculate suggest that the optimal level of decomposition J may be fixed according to:
The selection of components based on their relative effectiveness has similarly been explored by Kisi () who suggests the use of a correlation coefficient, estimated between each of the various wavelet decomposition components and the given observed process, as the basis for evaluating the relative significance of these individual decomposition components.
MODEL APPLICATION Wavelet Volterra coupled
In this approach, the rainfall and runoff signals are Table 4 ).
The results presented in Table 4 suggest that the approximation components -namely AQ h,t-1 , AQ y,t-1, AQ h,t-2 of the flow time series, AR ka,t-1 of rainfall time series and details component of the flow time series DQ h,t-1 -made a significant contribution to the overall variability in observed flows at Krishna Agraharam. These components were taken as the inputs for the Volterra framework and orthogonal least squares-error reduction ratio (OLS-ERR) algorithm was used to find the best regressors as per the schematic of Figure 9 . Following calibration, the parametric form of the proposed WVC models for lead times of 1, 2 and 3 days are shown in Equations (12-14):
Q ka,tþ2 ¼ 3:4A2Q h,t À 1:8A2Q h,tÀ1 þ 0:78A2Q y,t þ 1:1D1Q h,t þ 0:67D1Q h,tÀ1 þ 0:0011A2Q h,t A2Q y,t À 0:0002A2Q y,t A2Q h,tÀ1 À 0:054A2Q y,t A1R ka,t À 0:058A1R ka,t D1Q y,t þ 0:04A1R ka,tÀ1 D1Q y,tÀ1 þ 0:04A1R ka,tÀ1 D1R ka,tÀ1 (11)
À 0:002A2Q y,t A2Q y,tÀ1 À 0:041A2Q y,t A1R ka,t À 0:08A1R ka,t D1Q y,t þ 0:021A1R ka,tÀ1 D1Q y,tÀ1 þ 0:012A1R ka,tÀ1 D1R ka,tÀ1
The forecast results of the WVC model for lead times of 
Neural network
For comparison, a feed-forward neural network model with three hidden layers has been adopted in the study and the number of hidden nodes was selected using a trial and error approach. The Levenberg-Marquardt back propagation (LMBP) approach has been adopted as the training algorithm as it has been shown to be faster and finds better optima for a variety of problems than the other methods (Coulibaly & Baldwin ) . In this study, different input combinations were tested and the best model configuration was selected. The best model in terms of forecast accuracy was found to have a configuration of (4, 3, and 1).
Wavelet neural network
As before, the observed rainfall and runoff time series are decomposed into sets of wavelet coefficients by the à trous algorithm at the resolution level J. Subsequently, an ANN model is developed in which the significant wavelet decomposition components at time t are used as inputs to the ANN component to obtain forecasts Q ka (t þ h) of the future state of the observed output process at time (t þ h),
where h is the length of lead time. The number of hidden layers and hidden nodes of each hidden layer are determined by trial and error, while the link weights (parameters) for a selected ANN are determined using the LMBP network algorithm.
In this study, it was found that two levels of decomposition produced optimal results in comparison with the higher levels of decomposition which were used as the input variables for ANN models. For the WA-ANN models, ANN networks consisting of an input layer with 
where i, j, k, l ¼ 1, … m.
RESULTS AND DISCUSSION
The forecast results of the models are compiled in Tables 5 and 6. The model results are compared in terms of the Nash-Sutcliffe criteria (NSC, Nash & Sutcliffe ) and the root-mean-square error (RMSE) values. Table 5 shows the results for the direct multi-step-ahead models in which a separate model is developed for each lead time, whereas Table 6 shows the results for the recursive multi-step models. WLR models perform better than the auto-regressive with exogenous inputs (ARX) models in terms of NSC and In the case of multi-step forecasting, the recursive approach performs better than the direct approach for all the models up to a lead time of 3 days. Beyond that, the performance of both the approaches seems to be similar. Among the different models, the ANN models perform better than the WLR and ARX models. For example, for lead time of 3 days, The other advantages offered by the proposed WVC model may be summarized as follows:
1. WVC models are simple and versatile;
2. WVC models can be implemented in an adaptive mode whereas WA-ANN models are inherently complex and opaque to scrutiny; and 3. WVC models yield an analytic form of the forecasting model, leading to a better insight into the underlying generating process.
CONCLUSIONS
The potential of WVC models for 1-5-days-ahead flow forecasting was investigated in this study for a site on the River Krishna in India. The WVC models were developed by combining wavelet transforms with the second-order Volterra kernel-based framework.
The WVC models were compared with some of the baseline models for 1-5-days-ahead flow forecasting. The results showed that, for all lead times, the WVC models provided more accurate results than the regular ANN and WLR models. This may be attributed to the ability of the former approach to provide a better scale-specific description of the original time series.
Also, the results obtained using the WA-ANN models were comparable to WVC model results for some test cases.
Additionally, it is seen that the WVC models involve less computational effort when compared with the WA-ANN models; the proposed WVC model is therefore a good alternative to the WA-ANN models for flow forecasting.
In a comparison between the direct and recursive multistep forecasting methods, the latter performs better than the former. In further research, the WVC model could be tested for accuracy in forecasting other hydrological time series such as sediment delivery rates in natural streams or water quality parameters.
