Cluster detection methods are widely studied in Propositional Data Mining. In this context, data is individually represented as a feature vector. This data has a natural nonrelational structure, but can be represented in a relational form through similarity-based network models. In these models, examples are represented by vertices and an edge connects two examples with high similarity. This relational representation allows employing network-based algorithms in Relational Data Mining. Specifically in clustering tasks, these models allow to use community detection algorithms in networks in order to detect data clusters. In this work, we compared traditional non-relational data-based clustering algorithms with clustering detection algorithms based on relational data using measures for community detection in networks. We carried out an exploratory analysis over 23 numerical datasets and 10 textual datasets. Results show that network models can e ciently represent the data topology, allowing their application in cluster detection with higher precision when compared to non-relational methods.
INTRODUCTION
Data clustering is one of the most important activities in data mining. Clustering algorithms discover groups and identify patterns based on object similarity, so that objects within a group have high similarity and objects in di↵erent groups have low similarity. These algorithms can be applied mainly to discover underlying structure in data, to perform natural classification of objects or to better understand the structure of the data [8] .
There is a large volume of literature on clustering algorithms [26, 8] , which may be categorized [29] into six groups: (1) hierarchical clustering; (2) partitional clustering; (3) density-based clustering; (4) grid-based clustering; (5) model-based clustering; and (6) graph-based clustering. The first five groups refer to non-relational algorithms, whereas the last one refers to a class of relational clustering methods. Non-relational methods require a propositional representation of the data, with examples represented as feature vectors. On the other hand, relational methods require a relational data representation, with examples represented as vertices and edges connect related examples.
A relational representation may be created for a nonrelational dataset by building similarity-based network models [4, 19] , in which network vertices represent data instances and edges connect pairs of highly similar instances. Once a relational representation exists, network-based measures and algorithms may be employed in mining tasks, as an alternative to the traditional (non-relational) approaches.
Both types of clustering algorithms have advantages and disadvantages in specific scenarios. As network-based clustering algorithms require building a relational representation from an originally non-relational dataset, their application incurs in additional cost. Since both kinds of algorithms have similar time complexity, in average, it can be argued that traditional non-relational clustering require less computational e↵ort than the network-based. On the other hand, cluster identification in network models is not biased towards particular shapes or densities, as long as the model represents groups of highly connected examples separated by a few edges, so that community detection methods can be successfully applied to identify relevant clusters.
Recent progress in the analysis of social networks brought about new algorithms for community detection, which also could have some potential for the clustering of standard vectorial data. However, little to nothing is known about their performance, specially when dealing with non-relational data.
In this scenario, we are interested in comparing how these two types of algorithms handle the task of identifying clusters in non-relational data, specially on real-world datasets. In this work we describe an exploratory study on relational and non-relational clustering algorithms when applied to non-relational data. We compared the performance of two popular categories of non-relational algorithms [16] , namely hierarchical (Single Link, Average Link, Complete Link and Bisecting K-Means [9] ) and partitional algorithms (K-Means [17] ), against graph-based algorithms (kN N [30] , kDR [1] , P KNN [2] , HSN [18] , MST [29] and EM ST [19] ). This paper is organized as follows. In Section 2 we present some related work on comparing relational and non-relational clustering algorithms. In Section 3 we introduce some methods and background knowledge involved on relational and non-relational data clustering. In Section 4 we present the results of our empirical evaluation. Finally, in Section 5 we conclude and point out some perspectives for further work.
RELATED WORK
Many papers address non-relational data clustering. The contributions by Jain et al. [10, 8] provide a useful summary of state-of-the-art non-relational data clustering algorithms. Xu and Wunsch [26] compared di↵erent nonrelational clustering algorithms in five di↵erent applications (two benchmark datasets, two bioinformatics datasets and on the Traveling Salesman Problem dataset). They concluded that there is no clustering algorithm that can correctly solve all problems, pointing out that appropriate preprocessing and post-processing steps in clustering tasks would improve clustering results.
Many contributions that compare non-relational algorithms focus on their performance in specific applications. Jiang et al. [11] present a survey of clustering algorithms in gene expression data, pointing out when each method can suitably solve a given clustering problem in this context. The authors consider several algorithms that have been applied to cluster gene expression data, such as K-Means, SOM, Hierarchical Clustering and Model Based Clustering. They categorize their application in gene-based clustering, sample-based clustering and subspace clustering. Again, the conclusion was that there is no standard clustering method or evaluation criteria for every application in gene data clustering and the choice of the most suitable one relies on the user's experience. Zhao and Karypis [28] have compared di↵erent criterion functions on partitional document clustering. They used modifications of K-Means and Bisecting K-Means algorithms, adopting seven di↵erent criterion functions in their clustering processes, four of which have been proposed by themselves. The results show that the performance di↵er-ence observed by the di↵erent criterion functions can be attributed to the extent to which these functions are sensitive to clusters of di↵erent degrees of tightness, and the extent to which they can lead to reasonably balanced solutions. Liao [15] discusses a variety of clustering algorithms applied to the time series data clustering problem. Three components of time series clustering are discussed: the clustering algorithm, the similarity measure and the evaluation criterion.
Some applications are discussed in business, engineering, science, medicine and entertainment.
As far as community detection in networks is concerned, relevant contributions are distinguished mainly by analysing networks with di↵erent attributes. Danon et al. [3] compared 16 community detection methods on artificial data sets, analyzing the precision and computational cost, and concluding that the non-parametric Fast Greedy [20] method achieves a good compromise of both measures. Lancichinetti and Fortunato [12] have evaluated multiple community identification methods in real-world networks with di↵erent properties. The method based on random walk by Rosvall and Bergstrom [23] did particularly well regarding performance and versatility, being applicable to weighted and directed graphs. Leskovec et al. [14] have also compared di↵erent methods regarding their relative performance and the systematic biases in the clusters identified. Orman et al. [21] applied five community detection methods on artificial networks with real-world network properties, analysing their precision.
Nonetheless, the previous contributions considered relational data only. The approach of obtaining a network from non-relational data has already been employed by Oliveira et al. [4] , who derive a network model and partition it into communities for cluster identification. In their model each example is assigned a random initial angle that is gradually updated considering their neighboring angles until reaching a stable state. The authors proposed a hierarchical model for cluster identification based in this network, and applied this algorithm on artificial datasets and two real-world datasets, showing it performed better than traditional clustering algorithms (KMeans and Hierarchical Clustering). A major drawback is the high dependence on two parameters, the number of neighbors to be considered and the angle updating rate. In a di↵erent approach, Granell et al. [6] use a data similarity matrix to detect communities in real-world non-relational data. This similarity matrix is interpreted as a complete weighted graph and a multi-resolution scheme [5] is employed for community detection. The method was applied solely over the Iris dataset, and no comparisons were performed with traditional clustering methods.
BACKGROUND
In this section we present some methods and background knowledge involved on relational and non-relational data clustering. These methods are used in the comparisons described in Section 4.
Non-relational clustering
Non-relational clustering algorithms may be divided in two major categories: partitional and hierarchical clustering [9] . Partitional algorithms subdivide the dataset into a set of mutually independent clusters, i.e., generates a single partition of the dataset. Hierarchical clustering, on the other hand, aims at obtaining a nested sequence of partitions.
K-Means [17] is possibly the best known partitional algorithm, and operates seeking for an optimal partition of the dataset by minimizing the sum-of-squared-error criterion. K-Means obtains k clusters from the data, where k is a predefined parameter. The algorithm starts by randomly choosing k cluster prototypes (centroids). Then, each example xi in the dataset is added to the cluster Cj with the nearest centroid. After this process is done for the n exam-ples, the prototypes of each cluster C are updated by calculating the mean of all examples belonging to that cluster. The assignment of examples to clusters and the centroid updates are iteratively done until clusters become stable. The time complexity of this algorithm is approximately linear (O nkdt , where n is the number of examples, k is the desired number of clusters, d is the number of dimensions and t is the number of iterations until the algorithm stabilizes).
On the class of hierarchical clustering algorithms, two subcategories can be found: the agglomerative and the divisive algorithms [9] . In agglomerative hierarchical clustering, each example is considered as a singleton. At each cluster step, agglomerative algorithms merges the nearest pair of clusters, until one single cluster remains. The divisive algorithms, on the other hand, start with all examples in a single cluster and successively divide them until all clusters are singletons. The agglomerative algorithms are the most popular, due to their smaller complexity (O n 2 per step) as compared with the divisive methods (O 2 n per step).
The best-known agglomerative algorithms are the Single Link, Complete Link and Average Link, distinguished by the distance matrix updating process in each clustering step. When a new cluster Cnew is formed by merging two clusters Ci and Cj, the algorithm updates the distance matrix by calculating the distance dk,new of all other point Ck to Cnew. In the Single Link algorithm, dk,new is the smallest value among di,k and dj,k (da,b denotes the distance between two examples a and b); in the Complete Link algorithm, dk,new is the highest value among di,k and dj,k; and in the Average Link algorithm, dk,new is the average of di,k and dj,k.
On the divisive category, Bisecting K-Means is very popular (see [24] ). It consists in iteratively applying the K-Means algorithm to split a cluster in two subclusters, thus generating nested partitions of the dataset. This process is repeated until each cluster has just one element.
In applying non-relational clustering algorithms, a user must choose the proper number of clusters to partition the dataset. A partitioning can be obtained either by a direct application of partitional algorithms or by cutting the dendrogram obtained by hierarchical clustering. Cluster structure quality measures may be employed to assist users on deciding the number of clusters to search for. Considering that the only information about the examples are the attributes (i.e., no class information is given), relative validation measures allow comparing the partitions obtained by di↵erent clustering partitions [25] . Several measures can be applied in this process. Here we have selected three well-known measures [25] : Calinski-Harabasz Index, Dunn's Index and Silhouette Width Criterion. The three of them evaluate the partitions by making geometrical considerations about compactness and separation of the obtained clusters. They allow evaluating di↵erent configurations of a particular algorithm that lead to di↵erent numbers of clusters. The configuration that maximizes the evaluation measure can be taken as the best partition for that algorithm.
Similarity-based networks and community structure
Tabular data may be transformed into a connected graph, e.g., based on criteria established by similarity relations amongst data examples, so that relational clustering algorithms can be applied. Generally, network vertices represent examples and edges represent dissimilarity (or distance) relations. Different graph models may emphasize di↵erent connection patterns and data distributions, e.g., groups of highly similar examples may be strongly connected whereas highly dissimilar ones are loosely connected.
A well-known example is the Minimum spanning tree graph (MST), which is a sub-graph (a tree) of a complete graph that has the minimum number of edges. For weighted graphs, MST has the edge set with minimum total cost. An MST may be computed from a complete graph built from the data taking as edge weights the corresponding pairwise distances between examples. Recently, Zhong et al. [29] used an MST graph to introduce a novel split-and-merge hierarchical clustering method.
The kNN graph [30] is also a traditional model. It connects each example to its k nearest-neighbors according to a given distance function, where input parameter k defines how many neighbors to connect. Usually, obtaining connected graphs requires adopting a high value for k.
Based on the kNN network, Aoyama et al. [1] proposed the k degree-reduced nearest neighbor graph (kDR) as a fast approximate similarity search method. Unlike kNN, the kDR graph does not include an edge between x and y Nk x (the k-neighborhood of x) without which a greedy search algorithm can reach x from y along the existing edges. Then kDR has a smaller average degree than kNN. Constructing the kDR graph requires building a kNN network with k 1 and then adopting an incremental procedure on k, until k kmax (kmax provided in advance). Initially, the kDR graph is exactly a kNN graph with k equal to 1. Then, for each kNN graph, the edges are verified and maybe inserted in the kDR graph. An edge from x to y is inserted if in the current kDR graph the distance between x and every adjacent to y is higher than the distance between x and y.
Bayá and Granitto [2] build similarity-based network models from kNN graphs to cluster gene expression data. Connectedness is an essential property of those networks, ensuring that a finite distance path exists between any pair of examples. Network construction departs from a kNN graph, which is transformed into a connected graph -Penalized K-Nearest-Neighbor-Graphs (PKNN). The rationale is that edges linking nodes in di↵erent components are assigned weights significantly lower than those edges internal to a component, and the best strategy to obtain a connected graph was merging the kNN and MST graphs.
Motta et al. [18] proposed the Hierarchical Similarity Network model (HSN), with few connections linking isolated examples and many connections linking dense data regions. This model, however, requires an input parameter that controls the average degree of the resulting network. Moreover, the agglomerative construction strategy seeks to optimize the network's modular structure, even though modularity is not necesarily a property of the input dataset.
A network model named Extended Minimum Spanning Tree (EMST), introduced by [19] , expands a graph's Minimum Spanning Tree (MST) by connecting each vertex to its most similar vertices, employing a criterion that considers the MST connections. The EMST network is built from the data in two stages: first a complete weighted graph is created, with edge weights given by the pairwise dissimilarity values between vertices. Departing from the graph's MST, edges are added based on connection patterns identified in the MST. The resulting network preserves the original data distribution, with vertices in dense data regions highly con- nected and isolated vertices sparsely connected. It does not artificially enforce a modular structure, because the number of edges incident to a vertex varies according to the region of its corresponding example in multidimensional data space. Once a network is formed, it is possible to obtain clusters by detecting community structure. Several algorithms have been proposed to identify subgroups of densely connected vertices sparsely connected to other subgroups. Newman [20] introduced Fast Greedy, an agglomerative hierarchical algorithm that does not require the number of communities as input. At each stage it computes a quality measure, modularity Q, that is maximized when the "ideal" number of communities is reached. Distinguishing features of this algorithm are the proposed modularity Q and the low computational cost as compared to other methods (O nlog 2 n ). Community detection algorithms may adopt the modularity Q to establish the ideal number of communities to search for, as in the Adaptive Clustering agglomerative method [27] . It runs in two stages: the first one groups highly connected vertices, using the Fast Greedy algorithm, and the second reassigns vertices to groups based on their local connections and network neighborhood, seeking to maximize Q. It is shown to produce better decompositions of the network into communities as compared to Newman's algorithm [20] , at an equivalent computational cost.
EMPIRICAL EVALUATION
We now compare network-based clustering strategies with the traditional ones, focusing on how homogeneous are the clusters considering the previously known classes. Evaluation has been conducted on 23 numerical data sets from the UCI repository 1 plus 10 textual data sets (2 from UCI, 5 from the CLUTO project 2 and 3 from an Internet repository 3 ). A summary of these datasets is presented in Table 1 , informing the number of examples, attributes and classes.
We conducted evaluations considering non-relational algorithms based on hierarchical agglomerative clustering (Single, Average and Complete), on hierarchical divisive clustering (Bisecting K-Means) and on partitional clustering (KMeans). These methods require a desired number of clusters as input, and their performance was thus measured in all datasets varying the number of clusters from 2 to 50. Three relative measures of cluster quality, namely Sillhouette Coefficient, Dunn's Index and the Calinski-Harabasz Index have been employed to identify the best cluster structure for each method, generating 15 combinations to compare.
1 http://archive.ics.uci.edu/ml/ 2 http://glaros.dtc.umn.edu/gkhome/views/cluto 3 http://vicg.icmc.usp.br/infovis2/DataSets
We have also evaluated relational clustering approaches considering the following network models: kNN, kDR, PKNN, HSN, MST and EMST. For the first four models, which are parametric, the input values (k for the first three; degree for HSN) considered were 3, 5, 7 and 11. For each network, we employed the community detection methods Fast Greedy [20] and Adaptive Clustering [27] , and the modularity measure Q [20] to identify the best community structure. Then, we have 18 networks and 2 community detection methods, thus producing 36 possible combinations.
After the cluster identification, validation was conducted with three state-of-the-art external cluster evaluation measures: Rand Index [22] , Adjusted Rand Index [7] and FScore Measure [13] . These measures assign a score to the cluster result according to the clusters degree of purity, i.e., according to the methodt's capability of generating clusters that represent classes, establishing a direct relation between clusters and classes. For this evaluation to be possible we only considered datasets with a class attribute (which, of course, has been ignored in the clustering process).
A comprehensive comparison among so many methods from di↵erent categories requires a preliminary filtering of the alternatives. In a first analysis we compared results obtained within the same category (hierarchical agglomerative, hierarchical divisive, partitional and graph-based clustering) to identify the most representative methods. For each category it was obtained the average ranking for each evaluation measure, as shown in Table 2 . In relational approaches, the kNN network model was not considered since its major drawback of limiting the minimum number of clusters that can be generated is solved in the PKNN, which is very similar to kNN. Among the two network detection methods, the Adaptive Clustering was selected, as in general it presented better results than Fast Greedy.
The analysis pointed to the Average Link as the best agglomerative hierarchical clustering algorithm. For this algorithm, the partition obtained using the Sillhouette Coe cient was superior to the one obtained using the Dunn's Index and the Calinski-Harabasz Index. For the hierarchical divisive algorithm (Bisecting K-Means), partitions obtained using Calinski-Harabasz Index presented a better evaluation score. For the partitional algorithm (K-Means), partitions obtained using the Dunn's Index had a better evaluation value. Finally, the PKNN model presented the better results compared to the other parametric network models and the best results were achieved for k 11. The EMST model obtained better results as compared to the other nonparametric network model (MST) .
In summary, we ended with the following methods to com- Table 3 . Relational methods produced the best results, with PKNN11 presenting a slight advantage when compared to EMST. We applied the Wilcoxon's paired test with ↵ 0.01 to check whether there is significant di↵erence in the performance of the algorithms. The results are given in Table 4 .
One observes that regarding the measures Rand Index and Adjusted Rand Index, network-based methods presented better results with statistical significance as compared to nonrelational methods. Both approaches presented improved performance on the F-Score measure, with PKNN (AC) presenting high significant di↵erence. Among the network--based methods, PKNN (AC) was superior to the EMST (AC) method in all evaluation measures. When comparing the non-relational clustering methods, no predominance was oberved of a particular method over the others.
CONCLUSIONS
Relational and non-relational clustering algorithms have been successfully applied to a broad set of data mining problems. Non-relational methods deal with propositional representations of the data, while relational methods require a graph model that represents examples as vertices and edges connect similar examples. Similarity-based network models allow the creation of a relational representation for a nonrelational dataset which allows relational algorithms to be applied over originally non-relational data.
This paper presented a comparison of relational and nonrelational clustering algorithms in a non-relational context. We considered three categories of non-relational clustering methods: hierarchical agglomerative (Single Link, Complete Link and Average Link); hierarchical divisive (Bisecting KMeans); and partitional (K-Means). These methods were compared with two categories of relational clustering methods: parametric models (kN N , kDR, P KNN and HSN); and non-parametric models (MST and EM ST ). We compared the performance of these methods over 33 datasets (23 numeric and 10 textual datasets) and evaluated the partitions using three di↵erent external evaluation measures (Rand Index, Adjusted Rand Index and F-Score).
In our first evaluation, we compared the performance of methods within the same category and methods from different categories. On the non-relational category, hierarchical agglomerative clustering presented better performance as compared to the other algorithms. When analysing the group of relational algorithms, both P KNN and EM ST presented good evaluation values, with a slight advantage to the P KNN method. Finally, we selected the relational and non-relational methods with best evaluations and compared them. The relational methods presented better results with high statistical significance (superior to 0.99). This indicates that it may be worth using relational methods in non-relational clustering problems. A possible reason for this result is the ability of relational-clustering algorithms to deal with datasets with di↵erent topological features. As real-world datasets contain clusters with di↵erent shapes, sizes and densities, relational clustering algorithms can obtain better results than non-relational algorithms in detecting cluster in this context.
A major drawback in applying relational algorithms in a propositional context is the additional cost of obtaining a relational data representation for the propositional data. On the other hand, relational methods automatically detect the number of clusters in the dataset, while non-relational methods require the number of clusters as an input parameter.
As future work we intend to perform a controlled analysis of the performance of the methods when handling topological features of data such as cluster shape and density, using artificially generated datasets.
