Abstract-In this paper, we present a new maximum likelihood estimator (MLE) of carrier frequency offset for multicarrier signals in a frequency-selective Rayleigh fading channel. The proposed MLE is able to achieve wider estimation range of frequency offset with higher accuracy than previous blind approaches by exploiting the intrinsic structure of multicarrier signals. Simulations show that the estimation accuracy is close to the Cramér-Rao bound. In order to reduce the complexity of the proposed MLE, a suboptimum technique is presented that enables simple implementation. The bit error rate performance of the suboptimum technique with two or three symbols averaged is close to the theoretical bound. An important feature of both the MLE and the suboptimum method is the capability to correct the frequency offset in a feedforward approach that makes it possible to perform fast acquisition and tracking of the frequency offset.
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M
ULTICARRIER transmission techniques have received great interest in wireless communications since the concept of using parallel data transmission and frequency-division multiplexing was first published [1] - [3] . Multicarrier transmission schemes such as orthogonal frequency-division multiplexing (OFDM) and multicarrier code-division multiple access (MC-CDMA) are resistant to multipath fading and impulsive noise. In multicarrier systems, the high-rate serial data stream is split into many low-rate parallel streams. Each parallel stream modulates orthogonal subcarriers by means of the fast Fourier transform (FFT) . If the bandwidth of each subcarrier is much less than the channel coherence bandwidth, a frequency flat channel model can be assumed for each subcarrier. Moreover, inserting a cyclic prefix (or guard interval) results in an intersymbol interference (ISI) free channel, assuming the length of the guard interval is greater than the delay spread of the channel. Therefore, the effect of the multipath channel on each subcarrier can be represented by a single valued complex number, affecting the amplitude and phase of each subcarrier. Hence, the equalizer at the receiver can be implemented by a complex multiplier at each subcarrier.
One of the major drawbacks in multicarrier systems is interchannel interference (ICI) caused by Doppler spread, phase noise, and carrier frequency offset. In this paper, we focus on carrier frequency offset. The carrier offset at the receiver can cause loss of subcarrier orthogonality in multicarrier systems, thus introducing ICI. Several approaches [4] - [6] for carrier acquisition and tracking have been published. However, those techniques require a training sequence or pilot symbols, which unavoidably reduce the bandwidth efficiency and, in addition, require pilot synchronization. Normally, most receivers have error correction capability and use various diversity techniques. The signal-to-noise ratio (SNR) at the receiver is too low to detect pilot symbols. Hence, a blind approach is more desirable in the initial acquisition. One of the simple blind techniques is a decision directed technique that detects phase or frequency error using symbol rate data after demodulation. Therefore, the estimation range cannot exceed 1/2 of the symbol rate. In single carrier systems, the symbol rate is so high compared to the frequency offset that a blind carrier recovery can be performed using decision directed techniques. However, in multicarrier systems, the decision directed phase and frequency detector is not appropriate due to the low symbol rate at each subcarrier.
Recently, the maximum likelihood estimator (MLE) [7] in an additive white Gaussian noise (AWGN) channel has been proposed. It utilizes the guard interval for estimating the frequency offset. Therefore, it is a blind estimator but its detection range is limited to 1/2 of the symbol rate. Nevertheless, usually the frequency offset is greater than the symbol rate in multicarrier systems. Hence, it requires an additional process to resolve the remaining ambiguity.
A subspace approach is presented in [8] in which the property that multicarrier signals have unused subcarriers (virtual subcarrier) for proper digital-to-analog (D/A) conversion is exploited. It has wider estimation range but the mean square error (MSE) is still high.
In the following, we derive a new maximum likelihood estimator in a frequency-selective Rayleigh fading channel by utilizing the nature of multicarrier signals, i.e., the guard interval and virtual subcarriers, and investigate its performance. The proposed method has lower MSE than any other blind approach and wider estimation range.
The paper is organized as follows. In Section II, the maximum likelihood estimation in the AWGN channel is described with a brief review of the above-mentioned blind techniques. We derive the MLE in a frequency-selective Rayleigh fading channel in Section III. The suboptimum technique and the practical receiver structure are presented in Section IV with fre-quency-locked loop (FLL) simulations. Conclusions are drawn in Section V.
II. MAXIMUM LIKELIHOOD ESTIMATION IN AWGN CHANNEL
A. Proposed MLE
The transmitted OFDM signal with a number of active subcarriers can be written as follows:
(1) where symbol energy per subcarrier; N FFT size; length of the guard interval; ; ; index set of active carriers; ; ; for . The transmitted signal can be modeled as a complex Gaussian process with zero mean by the central limit theorem provided is large enough. The uncertainty in the carrier frequency is modeled as a complex multiplicative distortion of the received signal in the time domain , where denotes the difference in the transmitter and receiver oscillators as a fraction of the intercarrier spacing ( or in normalized frequency). With AWGN, the received signal is (2) where is AWGN with a variance . Assume that we observe consecutive samples, i.e., , . Define the vectors diag Then the received signal, which is a complex jointly Gaussian process, can be represented in vector form as follows:
The autocorrelation matrix of the received signal is (4) where . The probability density function 1 of is (5) which yields the log-likelihood function (6) As seen in Appendix I, the log-likelihood function after dropping terms that are independent of can be reduced to
Maximizing the log-likelihood function is equivalent to minimizing the following cost function:
The cost function (8) is shown in Appendix I to be (9) Different observation windows yield different cost functions. In this section, we consider three different windows, i.e., 2 , , and , as in Fig. 1 . When we use only 2 samples of the received signal, the inverse matrix can be partitioned as follows: (10) where and are each represented by an -by-Hermitian matrix. Then, the cost function is (11) where and are elements of and , respectively. 1 The probability density function (5) is true only if the real and imaginary part of r(n) are uncorrelated. It is certain that they are uncorrelated in Rayleigh fading channel. If Efd g = 0 in an AWGN channel, then they are uncorrelated.
Most symmetric constellations satisfy this condition besides binary phase-shift keying.
Given the received samples, if the noise power is known, we can achieve the maximum likelihood estimator of the frequency offset that minimizes the cost function. In order to see the behavior of the cost function when the estimated frequency offset is different from the true frequency offset , let us take the expectation of the cost function (9) (12) where is an element of .
B. MLE Without Virtual Subcarriers [7]
If we assume that there are no virtual subcarriers, is a white sequence and the matrices and in (10) are diagonal matrices with real valued entries. Also, the diagonal terms of are negative. After deleting any terms independent of , the cost function (11) can be simplified as (13) Finally, the estimated frequency offset that minimizes (13) is (14) This estimator is a special case of the proposed MLE and is convenient to implement.
C. Subspace Approach [8]
Let be the inverse discrete Fourier transform matrix and be the th column of . Without loss of generality, we assume that carriers from to 1 are virtual subcarriers so that the inner product of row vector , and the received column vector must be zero if there is no frequency offset. By defining diag where carrier offset , the cost function is (15)
D. Simulations
Fig . 2 shows the expected value of the cost functions for the different methods. As one can see, in the range of 1/(2 , they are convex functions, but they are not convex functions over the entire subcarrier band. Therefore, an adaptive approach is not feasible for wide estimation. Since the cost functions are periodic with a period of subcarriers except for the MLE without virtual subcarriers, the estimation range is 2 subcarriers. Because of the virtual subcarriers, the autocorrelation function of is not an impulse function. That is, it is a colored Gaussian process. This property makes it possible for a wider estimation range. If there were no virtual subcarrier, and are diagonal matrices. So the cost function is a periodic function of with period 1, as shown in (13) . Therefore, the estimation range of the MLE without virtual subcarrier is 1/(2 and only fine frequency estimation can be accomplished. Fig. 3 depicts simulation results with Cramér-Rao bounds (CRBs) (see Appendix I). The number ( ) of subcarriers is 128, the number ( ) of active subcarriers is 96, the guard interval ( ) is 12, and frequency offset is 0.25 . Except for the proposed MLE with samples and the subspace approach ( ), all methods approach their CRB at high SNR. Hence, we can say they are efficient estimators. However, the proposed MLE and subspace approach with samples are not efficient estimators. Even if it seems they approach the Cramér-Rao bound at low SNR, because the search for the minimum point of the cost function was restricted to the range of 1/(2 , their actual MSE is greater than that shown in Fig. 3 . They possess higher Cramér-Rao bounds than other methods. The reason is that all other methods use the guard interval, which provides high accuracy estimation in the range of 1/(2 , because the guard interval is a repeated version of the tail of that symbol. On the other hand, the proposed MLE and subspace approach with samples must extract the carrier information from only samples, which are not so highly correlated as when the guard interval is included.
By taking advantage of the guard interval and virtual subcarriers, we can achieve higher accuracy and wider estimation range, as demonstrated for the proposed MLE with samples.
III. MAXIMUM LIKELIHOOD ESTIMATION IN SELECTIVE RAYLEIGH FADING CHANNEL
In many radio channels, there may be more than one path from transmitter to receiver. Such multiple paths (multipath) may be due to atmospheric reflection, refraction, or reflections from buildings and other objects. The different paths possess different time delays and attenuations that are time varying, especially in mobile communications. If we assume wide-sense stationary uncorrelated scattering [9] , the channel is characterized by its delay power spectrum (or multipath intensity profile) and scattering function. In a tapped delay line channel model, the length of the tapped delay line is determined by the duration of the delay power spectrum, called the delay spread ( ). The delay power spectrum also determines the power distribution of each tap. The scattering function describes time-varying behavior of each tap. It is determined by the Doppler frequency and antenna structure. In this paper, we assume that the multipath intensity profile has exponential distribution, the delay spread ( ) is less than or equal to the guard interval ( ), and the inverse Fourier transform of Doppler spectrum is the zeroth-order Bessel function of the first kind. With the aid of the discrete time channel model [10] , the output of the time-varying multipath channel can be written as (16) where the denotes the tap gain of the th tap at time . Each tap gain is independently generated by low-pass filtering of a white complex Gaussian process. In our simulations, the fourth-order Butterworth filter is used to generate the Doppler spectrum.
The received signal can be expressed as
Let us assume the observation window is 2 samples, i.e., . Without loss of generality, assume that the guard interval region is . The autocorrelation function of is (18) Since each tap is uncorrelated and the channel is independent of , this becomes 
With the aid of (20)- (22), we can calculate . Once we have , the autocorrelation matrix of is (23) where is the autocorrelation matrix of . So by defining the matrix (24) we can obtain the cost function and Cramér-Rao bound in a frequency-selective Rayleigh fading channel using (A6) and (A9) in Appendix I, respectively.
In Fig. 4 , the expected values of the cost functions are shown. The magnitude of the trigonometric term with period 1 (Hz) is reduced by Doppler spread. The Cramér-Rao bounds in Rayleigh fading channel are shown in Fig. 5 . The MSE is increased as the normalized Doppler spread is increased. The bounds for cases that use the guard interval are more susceptible to Doppler spread than those using samples without the guard interval at low SNR. In the cost function, most of the power comes from the correlation between the guard interval and the tail of the symbol. But in the Rayleigh fading channel, this is multiplied by . In the methods that do not use the guard interval, the largest component is the correlation between two adjacent samples, i.e., . In the Rayleigh fading channel, this is multiplied by . Since , the bounds for cases using the guard interval are more sensitive to Doppler shift.
Simulation results with frequency offset 0.25 (Hz) are shown in Fig. 6 . The MLE with no virtual subcarriers is no longer a good estimator in a fading channel. The proposed MLE and the subspace approach with samples do not have good performance except at high SNR. However, the operating SNR for most receivers is low, from 5 to 10 dB [12] . Fig. 6 shows that the proposed MLE with 2 samples, which exploits all the multipath power, has the best performance. All methods have larger MSE than the Cramér-Rao bounds in a Rayleigh fading channel. Therefore, they are not efficient estimators.
As far as the estimator is unbiased, we can compensate the frequency offset by a feedforward structure. This structure makes possible fast convergence and tracking. In fact, there is no lag in the estimation and compensation of the frequency offset. The estimator estimates the current frequency offset using the present received symbol, and the feedforward compensation block corrects the frequency offset of the current symbol. This property is most important in burst data communications. In  Fig. 7 , the bit error rate (BER) and MSE performance of the feedforward compensation are shown. The differential binary 
IV. RECEIVER STRUCTURE
In the previous sections, we have investigated several estimators of carrier frequency offset. The proposed method has the lowest MSE and provides wide estimation range. Through feedforward compensation, we can achieve fast convergence and tracking. As one might think, there is some difficulty in finding the that minimizes the cost function (9) . There are two ways to solve this problem. One approach is to note that by letting be , the cost function becomes a polynomial in . In particular, the frequency offset can be identified as the root of on the unit circle. In the presence of noise, it is estimated as the phase of the root of closest to the unit circle [8] . The computational complexity is high since the order of the polynomial is 2 ( 1), where is the number of samples to be used. The other approach is an exhaustive search over the predetermined region. This also requires many calculations. Hence, the proposed MLE and the subspace method are not practical estimators. In a subsequent section, we approximate the cost function in order to obtain a closed-form estimator, which is much simpler than finding the global minimum of the original cost function. On the other hand, the MLE without virtual subcarriers [7] is very simple to implement by assuming that the transmitted signal is a white Gaussian process. But as mentioned earlier, its MSE is high and its estimation range is narrow. The former problem can be overcome by adopting an FLL, as illustrated in Fig. 8 . Even if the MSE of the estimator is large, by narrowing the bandwidth of the loop filter we can reduce the MSE at the expense of increasing acquisition time and reducing tracking range. The latter can be solved by using the proposed cost function. As shown in Figs. 2 and 4 , the cost functions have good gradients except for the case of using 2 samples. Even if the subspace method and proposed MLE with samples have good characteristics, the variances of cost functions are higher than those of the proposed methods with 2 and samples. In this section, we split the frequency offset into two terms as , where is the integer part of after rounding and is a fractional part of in the range of .
A. Fractional Offset
Suppose that the guard interval region is . Without loss of generality, we can rewrite the cost function (9) as (25) One can rearrange the cost function with the same order of exponential term, as shown in the following expression:
where Here is a complex random variable with mean
The th coefficient provides the unbiased estimator of as follows: (27) provided the denominator is not zero. In fact, the denominator is a negative or zero-valued real number. When the denominator of (27) is not zero, or yield the estimator
The estimation range of is 2 . The variances of and are shown in Appendix II. When , has minimum variance at . The next minimum arises at . Approximately, we can say that the variance of is proportional to the product of 2 and the variance of the . Therefore, we can expect that when , the variance of the is minimized. The simulations show that the variance of is minimum at . This property might be expected because, when , or are the weighted correlation between the guard interval and the tail of the symbol. Instead of using the original cost function, the following suboptimum estimator for the fractional offset is used:
where . The suboptimum estimator (29) is similar to the MLE without virtual subcarriers (14), but the suboptimum method is better optimized to a selective Rayleigh fading channel than the MLE without virtual subcarriers, which assumes that the channel is AWGN and there are no virtual subcarriers. In Fig. 9 , the MSE performances are shown. The MSE of the suboptimum estimator is comparable to the proposed MLE with 2 samples using the original cost function at low SNR. At high SNR, it has a higher floor, but by averaging of the received symbols the MSE can be reduced. In the feedforward compensation, two or three symbols are enough for the average, as shown in Fig. 10 .
The FLL shown in Fig. 8 compensates the fractional frequency offset of the received signal. In steady state, the output of the loop filter produces the fractional offset . The loop filter output drives the voltage-controlled oscillator (VCO) with which the complex multiplier corrects the frequency offset as much as . The residual estimation error is low-pass filtered by the loop filter in order to suppress the estimation error. Although the frequency estimator is abiasedestimator,aslongasitisunbiasedatzerofrequencyoffset, the loop filter output produces an unbiased estimation. The mean square error of the estimation is controlled by the bandwidth of the loop filter. The MSE can be further reduced by using a better frequency detector. In this section, we consider the suboptimum (29) and the MLE without virtual subcarriers (14) as a fractional frequency offset detector. The -curve and MSE are shown in Fig. 11 . The suboptimum estimator has wider linear region in the -curve and lower MSE than the MLE without the virtual subcarriers method. 
B. Integer Offset
The integer offset block estimates the integer offset by calculating the cost function. Even if the cost functions are highly oscillatory, the means of the cost functions have one minimum when we restrict the frequency offset to be an integer. The compensated signal goes to an integer offset estimator, which is composed of the average of the received signal, acquisition, and tracking block. Before we calculate the cost function, the average of the received signal is needed in order to reduce the variance of the cost function. The integer offset block proceeds in two steps. First, the coarse estimation of integer offset takes place by the acquisition block. Once the acquisition block estimates the integer frequency offset, the algorithm is switched to the tracking mode. One can find the detailed descriptions in [13] . The simulation results are shown in Fig. 12 when the FLL and integer offset block are enabled simultaneously. Fig. 12(a) and  (b) shows the step responses of the FLL and integer offset block, respectively, when the frequency offset is 31.4 (Hz). For the fractional offset detector, the suboptimum estimator and MLE without virtual subcarriers [7] are used in the FLL; and for the integer offset, the proposed cost function with 2 samples is applied. The number of symbols averaged is 20. The integer offset block has converged even though the FLL is not in steady state yet. The rise time is less than ten symbols. After symbols, the overall loop enters the steady state. Fast convergence in multicarrier systems is more essential than in single carrier systems because in one symbol duration, the multicarrier symbol carries times more data bits than a single carrier symbol. In order to achieve faster convergence of the fractional offset block, we may broaden the bandwidth of the loop filter. Unfortunately, it generates larger MSE. So the number of symbols for the average at the integer offset block must be increased for reliable acquisition and tracking. Therefore, the proposed MLE that has the smallest MSE is more desirable for the faster convergence at the fractional offset detector. In Fig. 12(c) and  (d) , the BER and the MSE are plotted. With regard to the fractional offset, the suboptimum estimator is better than the MLE without virtual subcarriers. The BER and MSE floor of the MLE without virtual subcarriers can be lowered by reducing the bandwidth of the loop filter, which inevitably increases the total acquisition time. For the integer offset, there is no difference in the BER and MSE performance between the proposed MLE with 2 samples and samples due the to averaging of enough received symbols before the calculations of the cost functions.
C. Robustness
All the proposed methods require knowledge of the channel statistics, i.e., the noise power, Doppler spread, delay spread, and multipath intensity profile. In all our simulations, we assumed the inverse Fourier transform of Doppler spectrum is the zeroth-order Bessel function of the first kind, but in the simulations, the spectrum is generated by the fourth-order Butterworth filter. Therefore, there is a mismatch in Doppler spectrum generation. In order to investigate the mismatch problem, the channel conditions are assumed as shown in Table I even if the actual conditions are different. The cost function is calculated using samples instead of 2 samples because, when the delay spread is less than , the MSE is increased. The simulation results are shown in Fig. 13 . The loop bandwidth is the same as in Fig. 12 , and the number of symbols averaged is 30 in the integer offset block. There is no difference in BER performance, and the MSE is lower than that in Fig. 12 because the delay spread is smaller.
V. CONCLUSION
The frequency offset destroys the orthogonality of multicarrier signals, which causes interchannel interference between the subcarriers. The proposed MLE is able to estimate the frequency offset with the lowest MSE and wider estimation range, but it is quite complex to implement. Therefore, we have presented a suboptimum approach that still performs better than other techniques. It is slightly more complex than the method in [7] and significantly less complex than other methods. Since the estimation range of the suboptimum method is limited to 1/2 of the symbol rate, we estimate the remaining integer offset using the proposed MLE.
In this paper, two types of frequency offset correction are considered. One is the feedback type and the other is feedforward compensation. The feedforward compensation enables us to achieve fast convergence and to track the drift of the oscillator without any lag. The proposed MLE and the suboptimum method can be implemented using the feedforward approach without losing the BER performance because they have lower MSE than any other blind techniques.
APPENDIX I
The autocorrelation function (4) can be written as Since the determinant of is independent of , it can be dropped in the log-likelihood function as the constant . So, the log-likelihood function is (A4)
The cost function, which is the negative of the log-likelihood function, becomes (A5) where subscript denotes the diagonalization of a vector. Denoting by the elements of , the cost function can be written as follows:
(A6) The above equation can be rewritten in vector form using the notation of Section II (A7) where the operation denotes an element-by-element multiplication between the matrices.
The mean square error of any unbiased estimator is lower bounded by Cramér-Rao bound [11] , which is (A8) By taking partial derivative of (A6) twice and expectation where is an element of .
Hence, the Cramér-Rao bound is (A9)
APPENDIX II (A10)
Since the received signal is a complex Gaussian random variable with zero mean, the above equation becomes
The first term is the square of the mean of the and the third term is zero due to the fact that the real and imaginary parts of the received signal are uncorrelated. Therefore Hence, the variance of the is (A11) Finally, the variance of the is (A12)
