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0. Introduction
This paper is a continuation of our effort in understanding the geometry of the
moduli space of stable vector bundles. For any polarized smooth projective surface
(X,H) and for any choice of (I, d) ∈ Pic(X) × H4(X,Z), there is a coarse moduli
space M(I, d)0 of rank two µ-stable (with respect to H) locally free sheaves E of
∧2E ∼= I and c2(E) = d. This moduli space has been studied extensively recently. One
important discovery is that the moduli space M(I, d)0 exhibits remarkable properties
at stable range. To cite a few, for arbitrary surface the moduli space M(I, d)0 has
the expected dimension, is smooth at general points and is irreducible, and for a large
class of surfaces of general type M(I, d)0 are of general type, all true for d sufficiently
large [Fr, GL, Li2, Do, Zh]. In this paper, we will investigate another aspect of this
moduli space. Namely, the Betti numbers of M(I, d)0. So far, there have been a lot
of progress along this direction based on two different approaches: Algebro-geometric
approach and gauge theoretic approach. The algebraic geometry approach is relatively
new. In [ES,Ki,Yo], they studied in detail the Betti numbers of the moduli space of
stable sheaves over P2 (for the rank two and higher rank cases). Beauville [Be] has a
nice observation concerning some rational surfaces and Go¨ttsche and Huybrechts [GH]
have worked out the case for K3 surfaces. The gauge theory approach has been around
for quite a while. To begin with, let (M,g) be a compact oriented Riemannian four-
manifold and let Pd be a smooth SO(3) (or SU(2))-bundle over M associated to a rank
two vector bundle of c1 = I and c2 = d. Consider the pair
(0.1) N (Pd) ⊂ B(Pd)
∗,
This research was partially supported by NSF grant DMS-9307892
Typeset by AMS-TEX
1
where B(Pd)
∗ is the space of gauge equivalent classes of irreducible connections on Pd
and N (Pd) is the subspace of Anti-Self-Dual connections. By a celebrated theorem of
Donaldson, when M = X is an algebraic surface with a Kahler metric associated to
the ample divisor H, M(I, d)0 is canonically isomorphic to N (Pd). The advantage of
looking at the pair (0.1) is that H∗(B(Pd)
∗) is calculable, at least modulo torsions, in
terms of the homotopy type of X and so does H∗(M(I, d)
0) if we know the induced
homomorphism
(0.2) ℓ(d)i : Hi(M(I, d)
0,Z) −→ Hi(B(Pd)
∗,Z).
In [AJ], Atiyah and Jones conjectured that for M = S4 and SU(2)-bundle Pd, there
is a sequence of (explicit) integers {qk} such that for d ≥ qk, (0.2) is an isomorphism
for i ≤ k. Later, Taubes’ work [Ta] suggests that similar conjecture should hold for
arbitrary 4-manifold with possibly different sequence {qk}. This conjecture has been
confirmed for S4, CP2 and K3 surfaces, see [HB, HBM2, ES, GH, Ki, Ti1, Ti2, Yo].
In this paper, we will study H∗(M(I, d)
0) for arbitrary algebraic surface. Due to
technical difficulties, we are unable to prove the generalized Atiyah-Jones conjecture
for all Betti numbers. Instead, we will prove the following theorems that will determine
the first two Betti numbers of the moduli space.
Theorem 0.1. For any smooth projective surface (X,H) and any I ∈ Pic(X), there
is an integer N depending on (X, I,H) so that whenever d ≥ N , then
ℓ(d)i : Hi
(
M(I, d)0;Q
)
−→ Hi
(
B(Pd)
∗;Q
)
is an isomorphism for i ≤ 2, where Pd is the SO(3) (or SU(2))-bundle associated to
the rank two complex vector bundle E with ∧2E ∼= I and c2(E) = d.
By calculating the first and second Betti numbers of B(Pd)
∗, we get
Theorem 0.2. With the notation as in theorem 0.1, then there is an integer N de-
pending on (X, I,H) so that for d ≥ N , dimH1
(
M(I, d)0
)
and dimH2
(
M(I, d)0
)
are
b1 and b2 +
1
2
b1(b1 − 1) respectively, where bi = dimHi(X).
In algebraic geometry, there is a moduli space M(I, d) of H-stable rank two sheaves
E with det E ∼= I and c2(E) = d. M(I, d) is quasi-projective and contains M(I, d)
0 as
a Zariski open subset. We calculate the first two Betti numbers of M(I, d) as well.
Theorem 0.3. With the notation as in theorem 0.1, then there is an integer N de-
pending on (X, I,H) so that for d ≥ N , dimH1
(
M(I, d)
)
and dimH2
(
M(I, d)
)
are b1
and b2 +
1
2
b1(b1 − 1) + 1 respectively.
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There is a general principle [Mu] that explains why the Betti numbers of M(I, d)
take the form in theorem 0.3. For simplicity, let us assume M(I, d) is projective and
admits a universal family, say E over X ×M(I, d). Then E is expected to contain all
information of M(I, d). For instance, the cohomology ring H∗(M(I, d)) (with rational
coefficient) should be generated by the Kunneth components of ci(E). Put it differently,
each ci(E) defines homomorphisms
µ
[∗]
i : H∗
(
X
)
−→ H2i−∗
(
M(I, d)
)
via slant product. Then the Mumford principle states thatH∗(M(I, d)) is generated by
the image of {µi}i≥2 and within certain degree, say r(d) (r(d)→∞ when d→∞), their
images obey no restraint other than the obvious commutativity law of the cohomology
ringH∗. In particular, if we look atH1(M(I, d)), then it should be generated (freely) by
the images of µ
[3]
2 :H3(X)→ H
1(M(I, d)) which has dimension b1 by Poincare duality.
For H2(M(I, d)), it should be generated freely by the wedge product of H1(M(I, d)),
the image of µ
[2]
2 :H2(X)→ H
2(M(I, d)) and the image of µ
[4]
3 :H4(X)→ H
2(M(I, d)),
which span a linear space of total dimension b2 +
1
2
b1(b1 − 1) + 1.
One motivation of the current work is to determine the Picard group of the mod-
uli space M(I, d)0 and M(I, d). As is known, Pic(M(I, d)) is largely determined by
dimH1(M(I, d)) and dimH2(M(I, d)). In [Li3], we have determine their Picard groups
based on the information gained here.
Now we explain the strategy in establishing these Theorems. In the following, we let
i = 1 or 2. According to Taubes [Ta], for large d there are canonical homomorphisms
τ(d)i and τ˜ (d)i making the following diagram commutative:
1
(0.3)
Hi
(
M(I, d)0
) ℓ(d)i
−−−−→ Hi
(
B(Pd)
∗
)
yτ(d)i
yτ˜(d)i
Hi
(
M(I, d+ 1)0
) ℓ(d+1)i
−−−−−→ Hi
(
B(Pd+1)
∗
)
.
(Here and in the remainder of this paper, all homologies are with rational coefficients
unless otherwise is stated.) Further, τ˜(d)i is an isomorphism, ℓ(d)i is surjective for
sufficiently large d and the composition of τ(·)i’s
τ(d, d+ k)i : Hi(M(I, d)
0)→ Hi(M(I, d+ k)
0)
has the property that
(0.4) ker{ℓ(d)i} ⊂ ker{τ(d, d+ k(d))i}
1Taubes constructed a diagram using the space of based connections. His diagram is identical to
ours because SO(3) and SU(2) are rational 3-sphere.
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for some k(d). Thus, if for large d the homomorphism τ(d)i is surjective, τ(d)i must be
an isomorphism for sufficiently large d. Therefore by (0.4), ℓ(d)i will be an isomorphism
for sufficiently large d as well, thus establishing theorem (0.1).
The homomorphism
(0.5) τ(d)i : Hi
(
M(I, d)0
)
−→ Hi
(
M(I, d+ 1)0
)
, i ≤ 2
can be defined easily in our context. We fix an x ∈ X and let Sx1M(I, d+1) ⊂M(I, d+1)
be those E such that E∨∨/E ∼= Cx. S
x
1M(I, d+1) is aP
1-bundle overM(I, d) by sending
E to E∨∨. Let V0 be a general fiber. Then the inclusion V0 ⊂ M(I, d + 1) and the
bundle Sx1M(I, d + 1)→M(I, d)
0 induce a commutative diagram
(0.6)
0 −→ Hi(V0) −→ Hi(S
x
1M(I, d+ 1)) −→ Hi(M(I, d)
0) −→ 0∥∥∥ r(d)i
y
0 −→ Hi(V0) −→ Hi(M(I, d+ 1)) ←− Hi(M(I, d+ 1)
0).
When d is sufficiently large, Hi(M(I, d + 1)) is a direct sum of the images of Hi(V0)
and Hi(M(I, d + 1)
0). Therefore, (0.6) induces a homomorphism Hi(M(I, d)
0) →
Hi(M(I, d + 1)
0) that is the mentioned homomorphism τ(d)i. (See lemma 4.3 for
details.)
From (0.6), τ(d)i is surjective if r(d)i is surjective. In this paper, we will prove the
surjectivity of r(d)i by establishing the following two theorems:
Theorem 0.4. With the notation as in theorem 0.1, then there is an integer N so
that whenever d ≥ N , then for i = 1, 2,
Hi
(
M(I, d),SM(I, d)
)
= 0,
where SM(I, d) = M(I, d)−M(I, d)0.
Theorem 0.5. With the notation as in theorem 0.1, then there is an integer N so
that whenever d ≥ N , then for i = 1, 2 and closed x ∈ X, the image of
Hi
(
SM(I, d)
)
−→ Hi
(
M(I, d)
)
is contained in the image of
Hi
(
Sx1M(I, d)
)
−→ Hi
(
M(I, d)
)
.
4
The strategy to establish theorem 0.4 is to apply the Lefschetz hyperplane theorem
to the moduli space. The classical Lefschetz hyperplane theorem states that for any
smooth, projective variety Z of complex dimension n and any smooth very ample
divisor Z1 ⊂ Z, the pair (Z,Z1) has vanishing homology group up to degree n − 1.
Concerning our situation, the ideal pair to look at is (M(I, d),SM(I, d)). But Lefschetz
hyperplane theorem does not apply directly to this pair because SM(I, d) is definitely
not ample. Instead, we will first find an ample subvariety W of M(I, d) and apply the
generalized Lefschetz hyperplane theorem to the pair (M(I, d)0,W) to establish the
surjectivity of
(0.7) Hi
(
W ,SM(I, d) ∩W
)
−→ Hi
(
M(I, d),SM(I, d)
)
, i ≤ 2.
The set W has an explicit geometric description: Let C ∈ |nH| be a fixed smooth
divisor for some n > 0. Then W ⊂ M(I, d) consists of those E such that E|C is not
semistable. By work of [Li1], there is a morphism
(0.8) ΨC : M(I, d) −→ P
M
and a codimension 3g(C)− 2 linear subspace V ⊂ PN such that Φ−1C (V ) =W . Hence
we obtain the surjectivity of (0.7) by applying the stratified Morse theory developed in
[GM] to ΨC and V ⊂ P
N .
The next step is to show that
(0.9) Hi
(
W ,SM(I, d) ∩W
)
, i ≤ 2
is trivial. The tactic is to construct explicitly a homology between any class in (0.9)
with the null class by exploiting the fact that restriction to C of sheaves in W are
not semistable. Here is an outline: For any locally free sheaf E ∈ W , let L be the
destabilizing quotient sheaf of E|C and let F be the elementary transformation of E
defined by the exact sequence
0 −→ F −→ E −→ L −→ 0.
Then E can be reconstructed from F via
0 −→ E −→ F(C)
α
−→ I ⊗L−1 −→ 0.
If we vary α and L, we get deformations of E within W . In certain cases, we can
deform E to non-locally free sheaves this way. This method was used by O’Grady in
showing that H0
(
W ,SM(I, d) ∩W
)
= 0 [OG1]. In this paper, we will work out this
construction in the relative case to prove the vanishing of (0.9).
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A large portion of the current work is devoted to study the singularities of various
sets. This is necessary because generalized Lefschetz hyperplane theorem only apply
to varieties with “mild” singularities. In principle, the current approach should work
for all homology groups Hi through a range that depends on the (local) topology
of the singularities of W . For the moment, the author can only show that W is
locally irreducible but has no idea whether it enjoys any higher local connectivity.
Nevertheless, the local irreducibility of W is sufficient to show the vanishing of (0.9)
and thus establishing theorem 0.4. Theorem 0.5 is proved by carefully studying the
inclusion SM(I, d) ⊂M(I, d).
The layout of the paper is as follows: In §1, we will gather all relevant properties
of the moduli space M(I, d) of which we will need. These include some discussion of
singularities of algebraic sets. In §2, by studying deformation of sheaves over curves,
we will show that the set W ⊂M(I, d) is locally irreducible. §3 is a refinement of [La,
OG] in which we will demonstrate how one can deform a family of locally free sheaves
to non-locally free sheaves and thus deriving the vanishing of (0.9). The theorem 0.4
and 0.5 will be proved in §5. Most of the materials concerning singularity are drawn
from the excellent book of Goresky and MacPherson [GM].
1. Preliminaries
In the first part of this section, we will gather results of M(I, d) that are important
to our study. Some of them have already appeared or known to the experts and others
are improvements of the earlier results. We will give the reference to each result and
provide proof if necessary. In the second part, we will review some materials concerning
topology of singular sets.
First, let us recall the convention that will be used throughout this paper. In this
paper, all schemes considered are of finite type and are over complex number field. All
points of schemes are closed points. We will use Zariski topology throughout the paper
unless otherwise mentioned. Thus a closed subset is a union of finite closed subvarieties.
We will use algebraic subset to mean finite union of locally closed subsets. By dimension
of an algebraic set we mean complex dimension. We will only consider coherent sheaves
in this paper and will not distinguish a vector bundle from the sheaf of its sections.
Throughout the rest of this paper, we fix a smooth algebraic surface X and a line
bundle I ∈ Pic(X). Let H be an ample divisor on X. We say a rank two sheaf E
is H-stable (resp. H-semistable) if for any proper quotient sheaf E → F , (i.e. it has
non-trivial kernel) we have
1
rand E
χE(n) <
1
rand F
χF (n) (resp. ≤)
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for sufficiently large n, where χE(n) = χ(E⊗H
⊗n) is the value of the Hilbert polynomial
of E . Note that H-semistable sheaves are necessarily torsion free. Similarly, we say E
is H-µ-stable (resp. H-µ-semistable ) if for any rank one torsion free quotient sheaf
E → F , we have µ(E) < µ(F) (resp. ≤), where µ(E) = 1
rankE
c1(E) · H. We define
stable and µ-stable sheaves on curves similarly. We also need the concept of e-stable.
For any constant e, a rank two sheaf E is said to be e-stable if for any rank one torsion
free quotient sheaf E → F , we have µ(E) < µ(F) + e. One notices that for torsion
free sheaves, H-µ-stable implies H-stable and H-semistable implies H-µ-semistable.
This is not the case for sheaves with torsion. For instance, it is easy to construct a
sheaf with torsion on curve that is µ-stable but not stable. In case the choice of H
is apparent from the context, we will simply call them stable or µ-stable. We agree
that by unstable we mean not semistable. According to [Gi], for any d ∈ Z, there is
a moduli scheme MH(I, d) of rank two H-semistable sheaves E with det E = I and
c2(E) = d (modulo equivalence relation). MH(I, d) is projective. In the following, we
will freely refer a semistable sheaf E as a point of MH(I, d).
There are several open subsets of MH(I, d) that are relevant to our study. The first
is the open subset MH(I, d) ⊂ MH(I, d) of all H-stable sheaves (called the moduli of
stable sheaves) and MH(I, d)
0 ⊂MH(I, d) of all µ-stable locally free sheaves. In most
cases, MH(I, d)
0 is a Zariski dense open subset of MH(I, d). We let SMH(I, d) =
MH(I, d) −MH(I, d)
0. SMH(I, d) contains non-locally free sheaves as well as locally
free but non µ-stable sheaves. For integer l ≥ 1, we let SlMH(I, d) ⊂ SMH(I, d) be
the set of non-locally free sheaves E such that the length ℓ(E∨∨/E) = l, where E∨∨ is
the double dual of E , and let S0l MH(I, d) ⊂ SlMH(I, d) be the subset of those E such
that E∨∨/E = ⊕li=1Cxi with xi distinct. Note that S
0
l MH(I, d) ⊂ SlMH(I, d) is open.
Usually, the algebraic subset SMH(I, d) ⊂ MH(I, d) is not Cartier (Cartier means
that set-theoretically it is locally definable by one equation) which makes the study of
the topology difficult. However, there is one situation that it does. Namely, when H
is (I, d)-generic.
Definition 1.1. 1. An ample divisor H is called (I, d)-generic if for any strictly H-
semistable sheaf E with det E = I and c2(E) ≤ d+10, E is S-equivalent to a direct sum
(of rank one sheaves) L1 ⊕L2 such that c1(L1) = c1(L2) ∈ H
2(X,R).
2. Let H0 be any ample divisor. An ample divisor H is called (H0, I, d)-suitable if not
only H is (d, I)-generic but also has the property that any H-semistable sheaves E with
det E = I and c2(E) ≤ d are necessarily H-µ-semistable.
Here we face a dilemma: In proving the main theorems, we need to work onMH(I, d)
inductively on d. Although for fixed (I, d) there are plenty of (I, d)-generic ample
divisors, for fixed H, it will cease to be (I, d)-generic for large enough d, assuming
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dimH1,1(X) > 1. Thus we need to adjust H constantly as d becoming large. To get
by this, we will work with a set of polarizations simultaneously.
To this end, some discussion on the selection of polarizations is in order. First,
because of [Li1,p458], any two ample divisors H1 and H2 will give rise to (canonically)
isomorphic moduli spaces MH1(I, d) and MH2(I, d) if c1(H1) and c1(H2) lie on the
same (real) line in H2(X;R). Now let
NSR =
(
H1,1(X,R) ∩H2(X,Q)
)
⊗Q R,
let NS+R be the ample cone and let NSQ and NS
+
Q be the intersection with H
2(X,Q) of
the corresponding spaces. For any ξ ∈ NS+Q , we define the moduli space Mξ(I, d) to be
MH(I, d) for some ample H such that c1(H) = nξ for some n. By abuse of notation, in
the following we will use H ∈ NS+Q to mean H a Q-divisor with c1(H) ∈ NS
+
Q . Next, let
H0 be any ample divisor and let Cε ⊂ NSQ be an ε-ball in NSQ centered at H0 ∈ NS
+
Q ,
after fixing an Euclidean metric on NSQ. For sufficiently small ε > 0, the closure cl(Cε)
of Cε in NSR is still contained in NS
+
R . We call such Cε precompact neighborhood of
H0 ∈ NS
+
Q and denoted by Cε ⋐ NS
+
Q .
Lemma 1.2. Let H0 be an ample line bundle and let C ⋐ NS
+
Q be a precompact
neighborhood of H0 ∈ NS
+
Q . Then for any choice of (I, d), we can find an (H0, I, d)-
suitable Q-ample divisor H in C.
Proof. It follows from theorem 1 on page 398 of [Qi] and the Hodge index theo-
rem. 
From now on, we fix an H0 ∈ NS
+
Q and a precompact neighborhood C ⋐ NS
+
Q of
H0 ∈ NS
+
Q . We will study moduli space MH(I, d) with H an arbitrary Q-divisor in C
and derive estimate that depend on the set C ⋐ NS+Q rather than individual H ∈ C.
We choose a smooth C ∈ |2n0H0| for some n0 such that
(1.1) C · C − |KX · C| − I · C ≥ 10.
We will fix such a C and denote by g its genus in the remainder of this paper.
Let H ∈ C. Since usually the moduli space MH(I, d) is singular, it is convenient to
work with a smooth subset of it:
(1.2) Md = {E ∈MH(I, d) | E is µ-stable and Ext
2(E∨, E∨)0 = 0}.
(For any sheaf E , we let End0(E) be the sheaf of traceless endomorphisms of E and let
Ext1(E , E)0 be the trace-less part of Ext1(E , E).) Md is smooth. We let M
0
d, SMd
and SlMd etc. be Md ∩ MH(I, d)
0, Md ∩ SMH(I, d) and Md ∩ SlMH(I, d) etc.
respectively. For any constant e < 0, we let MH(I, d)e ⊂ MH(I, d) be the set of all
e-stable sheaves. We summarize some properties of these sets in the following lemma.
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Lemma 1.3. There is an N depending on (X, I, C) so that whenever d ≥ N , then for
any H ∈ C,
(1) MH(I, d) is normal, irreducible and has pure dimension 4d− I
2 − 3χ(OX);
(2) MH(I, d) is a local complete intersection scheme;
(3) Both Md and S1Md are smooth;
(4) MH(I, d)
0 ⊂MH(I, d), MH(I, d) ⊂MH(I, d) and Md ⊂MH(I, d) are dense,
S0l MH(I, d) has dimension dimMH(I, d) − l and is dense in SlMH(I, d) for
l ≤ 4;
(5) The codimension of the sets MH(I, d) − MH(I, d)e and MH(I, d) − Md in
MH(I, d) are at least 10g, where e = −2C
2.
Proof. (1) and (2) were proved in [GL, Li2]. (3) is obvious and (4) and (5) can be
found in [Do, Fr, Li1, Qi, Zu]. 
We now introduce some subsets of MH(I, d) associated C. Let 2C ⊂ X be the
obvious non-reduced subscheme supported on C. We define
(1.3) ΛC1 = {E ∈MH(I, d) | Ext
2
X(E
∨, E∨(−2C))0 6= 0}.
(1.4) ΛC2 = {E ∈MH(I, d) | E|C is locally free and h
0(C, End0(E|C)) > g + 1}.
(1.5) ΛCE = {F ∈MH(I, d) | F|2C ∼= E|2C}, where E is a sheaf locally free along C.
It is clear that all these sets are locally closed in MH(I, d). Following [GL lemma
6.6], ΛCE is a subscheme of MH(I, d). Let F ∈ Λ
C
E . The Zariski tangent space of Λ
C
E
at F is isomorphic to the kernel of the restriction homomorphism Ext1X(F ,F)
0 →
Ext12C(F|2C ,F|2C)
0.
Lemma 1.4. Let E be any locally free sheaf on 2C. Then ΛCE is smooth and meets
S1MH(I, d) transversally away from Λ
C
1 .
Proof. This is a standard deformation calculation. We shall leave the details to the
readers. 
Next we estimate the codimension of the sets ΛC1 and Λ
C
2 .
Lemma 1.5. There is an integer N depending on (X, I, C) such that whenever d ≥ N
and H ∈ C, then codim(ΛC1 ,MH(I, d)) ≥ 10g and codim(Λ
C
2 ,MH(I, d)) ≥ 3g.
Proof. The proof given by [Do, Fr, Zu] can be adopted to cover the estimate
codim(ΛC1 ,MH(I, d)) ≥ 10g. Now we show that by choosing N large,
codim(ΛC2 ,MH(I, d)) ≥ 3g.
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First of all, for any E ∈ ΛC2 , E|C is a direct sum of line bundles, say L1 ⊕ L2 with
degL1 > degL2 and h
0(L1 ⊗L
−1
2 ) ≥ g+3 by Riemann-Roch. Because L1 ⊗L2
∼= I|C ,
the set {E|C | E ∈ Λ
C
2 } is isomorphic to an open subset of Pic(C). Next, for stable
E ∈ ΛC2 − Λ
C
1 , the tangent space of the set {E
′ ∈ ΛC2 | E
′
|C
∼= E|C} at E is the kernel of
Ext1X(E , E)
0 → Ext1C(E|C , E|C)
0 which has dimension no more than
dimExt1X(E , E)
0 −
(
3g − 3 + h0(End0(E|C))
)
≤ dimMH(I, d)− 4g.
Finally, since codim(ΛC1 ,MH(I, d)) ≥ 3g,
codim(ΛC2 ,MH(I, d)) ≥ min{4g − dimPic(C), 3g} = 3g.
This is exactly what we want. 
In studying MH(I, d), we often need to use the local universal family. Let w ∈
MH(I, d) be any closed point. A local universal family of MH(I, d) at w is an analytic
(or e´tale) neighborhood g :U →MH(I, d) of w and a flat family of sheaves EU on X×U
flat over U such that for any u ∈ U , the restriction sheaf EU |X×{u} is represented by
the g(u) ∈MH(I, d). By expressing MH(I, d) as G.I.T. quotient of the Grothendieck’s
quotient scheme and applying the e´tale slicing theorem, we have
Lemma 1.6. Any point w ∈MH(I, d) admits a local universal family.
Now we discuss how to construct the morphism (0.8). We fix an N given by lemma
1.3. For any d ≥ N , let H ∈ C be (H0, I, d)-suitable. In [Li1], the author constructed
a line bundle LC over MH(I, d) and the associated morphism ΨC : MH(I, d) −→ P
R.
We summarize the property of this morphism as follows:
Lemma 1.7. [Li1,§2] Let N be given in lemma 1.3 and let d ≥ N , H ∈ C be (H0, I, d)-
suitable. Then there is a line bundle LC on MH(I, d) of which the following holds:
(1) For some large m > 0, H0(MH(I, d),L
⊗m
C ) is base point free and induces a
morphism ΨC :MH(I, d)→ P
R;
(2) For any E ∈ MH(I, d), Ψ
−1
C
(
ΨC(E)
)
consists of all F ∈ MH(I, d) such that
F∨ ∼= E∨ and ℓ
(
(F∨∨/F)⊗Ox
)
∼= ℓ
(
(E∨∨/E)⊗Ox
)
for all x ∈ X;
(3) There is a codimension 3g − 2 linear subspace V ⊂ PR such that Ψ−1C (V ) is
exactly the set
W = {E ∈MH(I, d) | E|C is not semistable}.
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Proof. (1) and (2) follows directly from [Li1]. Now we prove (3). Let M(C) be the
moduli space of semistable vector bundles over C and let ρ :MH(I, d)−− →M(C) be
the rational map sending E to E|C when it is semistable. Then there is an ample line
bundle LC on M(C) such that ρ
∗(LC) ∼= LC over where ρ is defined. Further, for any
s ∈ H0(M(C), L⊗mC ), ρ
∗(s) extends to MH(I, d) with vanishing locus
{E ∈MH(I, d) | E|C is not semistable or E|C ∈ s
−1(0)}.
(See [Li1] for details.) Thus, if we choose 3g − 2 sections of L⊗mC with no common
vanishing locus, then the extensions of their pull backs will define a codimension 3g−2
linear subspace V ⊂ PR that has the desired property. 
Note that in the proof, we only used the fact that all sheaves in MH(I, d) are H0-µ-
semistable. The extra requirement that H be (I, d)-generic will be useful later because
of the following lemma.
Lemma 1.8. Let N be as before and let d ≥ N , H ∈ C be (I, d)-generic. Then the
subset SMH(I, d) ⊂MH(I, d) is Cartier.
Proof. The proof will appear in [Li3]. (See [DN] for a special case.) 
In the remainder of this section, we will look more closely the local geometry of
various subsets of MH(I, d). This is necessary because later we are unable to apply
Lefschetz hyperplane theorem directly to the space we want but rather a Zariski open
subset of it.
We still fix H0 ∈ C ⋐ NS
+
Q , the N given by lemma 1.3 and 1.5. For any d ≥ N ,
we choose an (H0, I, d)-suitable H ∈ C. We let S1MH(I, d) ⊂ MH(I, d) and W ⊂
MH(I, d) be subsets defined preceding definition 1.1 and in lemma 1.7 respectively.
Note that SMH(I, d) ⊂ MH(I, d) is Cartier, MH(I, d) is normal, MH(I, d) locally is
a complete intersection and W ⊂ MH(I, d) is defined by 3g − 2 equations. We fix
an embedding MH(I, d) ⊂ P
R and an analytic Riemannian metric on PR. For any
closed subset A ⊂MH(I, d) and δ > 0, we define the δ-neighborhood of A ⊂MH(I, d),
denoted by Aδ or Bδ(A), to be the set {z ∈MH(I, d) | dist(z,A) < δ}.
We first look at the subset S1Md ⊂ Md (cf. (1.2)). S1Md is a P
1-bundle over
X ×M0d−1 via the projection
µXM : E ∈ S1Md 7→
(
supp(E∨∨/E), E∨∨
)
.
Let V0 be a general fiber of µXM and let N be a normal slice of S1Md ⊂Md along V0.
(i.e. N is an analytic neighborhood of V0 ⊂ N˜ , where N˜ ⊂ Md is a smooth analytic
subvariety containing V0 that meets SMd transversally along V0. For more details, see
[GM].)
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Lemma 1.9. For 0 < δ ≪ 1, N ∩ Bδ(V0) is a smooth analytic surface that contains
V0 as a (-2)-curve. In particular, N ∩Bδ(V0)− V0 is homeomorphic to (R
4−{0})/Z2.
Proof. Since V0 is a general fiber of µXM , MH(I, d) is smooth along V0 and for
0 < δ ≪ 1, N ∩Bδ(V0) is a smooth surface. The fact that V0 ⊂ N is a (-2)-curve can
be checked directly by using the fact that sheaves in V0 are kernels of E0 → Cx, where
V0 lies over (x, E0) ∈ X ×MH(I, d− 1)
0 and the tangent bundle of MH(I, d) at z ∈ V0
is Ext1(Ez, Ez)
0. We shall omit the details here. 
One type of technical results that we need in the future says that for closed subset
Λ ⊂MH(I, d) of large codimension,
Hi
(
MH(I, d)− Λ,SMH(I, d)− Λ
)
−→ Hi
(
MH(I, d),SMH(I, d)
)
is an isomorphism. This type of results are certainly known to the experts. Due to the
lack of reference, we now provide proofs of them.
Lemma 1.10. Let Z ⊂ Pn+r be any irreducible quasi-projective variety of pure di-
mension n and Λ, V ⊂ Z two closed algebraic subsets. Assume V is Cartier, Λ has
codimension at least k and Z − V is locally defined by at most r + l equations, then
Hi(Z − Λ, V − Λ) −→ Hi(Z, V )
is an isomorphism for i < (k − l)− 1 and is surjective for i = (k − l)− 1.
Proof. Let S be a Whitney stratification of Z by algebraic subsets so that V and Λ
are union of strata. Let S1, · · · , Sk be strata of Λ with non-decreasing dimensions and
let Λi = ∪j>iSj . Then the lemma follows if the homomorphism
Hi(Z − Λj , V − Λj) −→ Hi(Z − Λj−1, V − Λj−1)
has the stated property for all j. Thus we only need to prove the lemma under the
assumption that Λ is already a stratum in S. Since Λ ⊂ Z is a stratum and Λ ⊂ Z is
closed, there is a compact Λ0 ⊂ Λ such that
(
(Z−Λ)∪Λ0, (V −Λ)∪Λ0
)
has the same
homology group as (Z, V ). Hence it suffices to show that
(1.6) Hi(Z − Λ, V − Λ) −→ Hi
(
(Z − Λ) ∪ Λ0, (V − Λ) ∪ Λ0
)
has the desired property. Let p0 ∈ Λ0 and let Np0 be the normal slice of Λ ⊂ Z at p0.
We claim that the pair
(1.7)
(
∂Bε(p0) ∩Np0 , ∂Bε(p0) ∩Np0 ∩ V
)
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is homologically (k − l − 2)-connected for 0 < ε ≪ 1. Indeed, the case when p0 ∈ V
follows directly from theorem 2 and the remark preceding it on page 156 of [GM].
When p0 6∈ V , we let (p0,Np0) ⊂ (0,C
R) be an embedding and let h1, · · · , ht, t =
R − dimNp0 + r, be the defining equations of Np0 . Then the claim follows from
applying the same theorem to map π :CR → CR+t, π(z) = (z, h·(z)), and the linear
subspace CR × {0} ⊂ CR+t.
Next by Thom’s first isotopy lemma [GM], we can find a set U ⊂ (Z − Λ) ∪ Λ0
containing Λ0 with a projection U → Λ0 restricting to identity on Λ0 such that U → Λ0
is an Np0 bundle over Λ0. (i.e. U is a union of normal slices of Λ ⊂ Z at p ∈ Λ0.)
Because (1.7) is (k− l− 2)-connected, (U − Λ0, (U −Λ0) ∩ V ) is (k− l− 2)-connected
as well. Finally, we apply the Mayer-Vietoris sequence to pairs (Z − Λ, V − Λ) and
(U,U ∩V ). Because (U,U ∩V ) has trivial homology groups and (U −Λ0, (U −Λ0)∩V )
is (k − l − 2)-connected, (1.6) is an isomorphism for i < k − l − 1 and surjective for
i = k − l − 1. 
Let S be a Whitney stratification of Z as before and let S ∈ S be a stratum. The
following two lemmas concern the intersection with S of representatives Σ ⊂ Z of
elements in Hi(Z). We still denote by Np a normal slice of S ⊂ Z at p ∈ S.
Lemma 1.11. Let S ∈ S be any stratum that is closed in Z. Then if ∂Bε(p) ∩ Np,
0 < ε ≪ 1, is l-connected (-1 connected if it is non-empty and −∞-connected if it is
empty), then any v ∈ Hi(Z) can be represented by a cycle Σ ⊂ Z such that Σ ∩ S has
real dimension at most i− l − 2.
Lemma 1.12. Let S ∈ S be any stratum and let q ∈ S ⊂ Z be any point. Then if
Σ ⊂ Z is a closed cycle contained in ∪i∈ASi, where A is a subset of S, and Σ ∩ S
is discrete, then we can find a new representative Σ′ ⊂ Z of [Σ] ∈ Hi(Z) such that
Σ′ ⊂ (∪j∈ASj − S) ∪ {q}.
Proof. The proof of lemma 1.11 is obvious and we shall omit it. We now prove
lemma 1.12. Let U be a cone neighborhood of q ∈ Z that respects the stratification S.
Let p ∈ Σ∩S. We choose a differentiable path ρ : [0, 1]→ S connecting p with a p1 ∈ U
and let N[0,1] be a continuous family of normal slices of S ⊂ Z along ρ([0, 1]). By
shrinking N[0,1] if necessary, we can assume N[0,1] is homeomorphic to Np × [0, 1], say
by Ψ :Np × [0, 1]→ N[0,1]. Next, by perturb Σ near p, we can assume Σ ∩ Bε(p) ⊂ Np
for 0 < ε ≪ 1. We fix a sufficiently small ε > 0 so that Ψ((Bε(p) ∩ Np) × {1}) ⊂ U .
Now let A1 = Σ − Bε(p), A2 = Ψ(Γ × [0, 1]), where Γ = ∂(Σ ∩ Bε(p)) and A3 is the
cone over Ψ(Γ × {1}) in U . Then Σ′ = A1 ∪ A2 ∪ A3 is a representative of [Σ] with
#(Σ′ ∩ S) < #(S). By performing the above perturbation at each p ∈ Σ ∩ S, we will
get a desired representative of [Σ] ∈ H∗(Z). 
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2. Unstable sheaves over curves
In this section, we will show that for any µ-unstable sheaves E¯ over C, the germ of
the space of µ-unstable sheaves E that are deformations of E¯ is irreducible. To make it
precise, we first recall the notion of algebraic versal deformation space of E¯ .
Definition 2.1. Let Z be a projective scheme and let E¯ be a rank two sheaf over Z
with det E¯ ∼=M . An algebraic versal deformation space of E¯ (of fixed determinant) is a
tuple (A,FA; 0, E¯), where 0 ∈ A is a quasi-projective scheme and FA is a flat algebraic
family of sheaves on Z ×A with detFA ∼= p
∗
ZM , pZ :Z × A→ Z, such that
(1) the restriction of FA to Z × {0}, say F0, is isomorphic to E¯, and further the
Kodaira-Spencer map T0A → Ext
1(F0,F0)
0 induced by the family FA is an
isomorphism;
(2) For any marked variety s0 ∈ S coupled with a flat family of sheaves ES on Z×S
with det ES ∼= p
∗
ZM and Es0
∼= E¯, there is an analytic neighborhood U of s0 ∈ S
and an analytic map η : (U, s0) → (A, 0) so that the restriction of ES to Z × U
is isomorphic to (1Z × η)
∗FA, extending the given isomorphism F0 ∼= E¯ and
Es0
∼= E¯.
Lemma 2.2. Assume Z is a projective curve and H0(Z,OZ) = C. Then for any rank
2 sheaf E on Z of det E ∼= M , there is an algebraic versal deformation space (of fixed
determinant) of E.
Proof. The existence of this space in our setting is known for long time (see [At]).
Here we outline the proof since we need some properties of this deformation space that
can not be found in reference.
By choosing a sufficiently ample line bundle H on Z, we can express E¯ as a quotient
sheaf of R = ⊕NH−1 with N = h0(E¯ ⊗ H). Let Q be the Grothendieck’s Quot-
scheme parameterizing all quotient sheaves F of R with detF ∼= M . We fix a point
0 ∈ Q so that F0 ∼= E¯ and the associated quotient sheaf R
σ0−→F0 induces isomorphism
CN ∼= H0(F0 ⊗H). Because dimZ = 1 and H is sufficiently ample, Q is smooth at 0
[Ma, p594] and the tangent space of Q at 0 belongs to the exact sequence
(2.1) 0→ Hom(F0,F0)→ Hom(R,F0)
j
−→T0Q→ Ext
1(F0,F0)
0 → 0.
Now we let A ⊂ Q be an affine smooth subvariety containing 0 so that the induced
homomorphism
T0A →֒ T0Q −→ Ext
1(F0,F0)
0
is an isomorphism. Let FA be the restriction to Z×A of the universal quotient family.
Then the data (A,FA; 0,F0) satisfies 1) of the definition 2.1.
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Now, we show that they also satisfy 2) of the definition 2.1. Let s0 ∈ S and ES
be given in (2). Because H is sufficiently ample, by shrinking S is necessary, there
is a morphism g : S → Q with g(s0) = 0 so that ES is isomorphic to the pullback of
the universal quotient family. It remains to find a neighborhood U of 0 ∈ Q and an
analytic map π+ :U → A so that π+ ◦g is the desired map η. We argue as follows: Q is
a G-scheme with G = GL(N,C) = Hom(R,R) (because H0(Z,OZ) = C). Let G0 be
the stabilizer of 0 ∈ Q and let N be a normal slice of G0 ⊂ G at 1 ∈ G0. Then the orbit
N ·0 is smooth at 0 and its tangent space at 0 is the image j(Hom(R,F0)) ⊂ T0Q. Thus
N · 0 and A meets transversally at 0. In particular, there is an analytic neighborhood
V− of 1 ∈ N and an analytic neighborhood V+ of 0 ∈ A so that V− × V+ → Q,
(u−, u+) 7→ u− · u+, is one-to-one. Let U = image of V− × V+ and let
(2.2) π± : U −→ V±
be the induced projections. Then for any analytic variety B and any analytic map
ξ :B → V− × V+ ⊂ Q, ξ(z) = f(z) · (π+ ◦ ξ(z)), where f(z) = π− ◦ ξ(z) ∈ N . Hence
the sheaf EB in the pullback quotient family hB :p
∗
ZR → EB via 1Z × ξ and the sheaf
E ′B in the pullback quotient family h
′
B : p
∗
ZR → E
′
B via 1Z × (π+ ◦ ξ) are isomorphic
(analytically). Back to g : S → Q, we let U = g−1(U) and η = π+ ◦ g :U → A. The
previous reasoning shows that (η, U) is the desired map. 
Remark 2.3. For w ∈ V+ ⊂ A, because TwQ → Ext
1(Fw,Fw)
0 is surjective and
Tw(V− · w)→ Ext
1(Fw,Fw)
0 is trivial, TwA→ Ext
1(Fw,Fw)
0 must be surjective.
From now on, we fix a smooth connected curve C of genus≥ 4, a rank two µ-unstable
sheaf E¯ over C of even degree and a versal deformation space (A,FA; 0, E¯) of E¯ . By
tensoring E¯ with M−1, where M⊗2 ∼= det E¯ , we can assume without loss of generality
that det E¯ ∼= OC . We first stratify A as follows: For any l > 0, we let Sl be the set of
all rank two µ-unstable sheaves with det E ∼= OC whose destabilizing quotient sheaves
have degree −l and let S0l be those in Sl that have H
0(End0(E)) = 0. In light of our
discussion in §1, we are interested in the set of points in A whose associated sheaves
are µ-unstable. Namely,
(2.3) A0 = {w ∈ A | Fw is µ-unstable}.
A0 is a locally closed algebraic set. Since E¯ is µ-unstable, 0 ∈ A0. We need a technical
lemma that follows from the proof of lemma 2.2. In the following, for any point w in
an algebraic set W , we will use germ(W,w) to denote the ε-ball Bε(w) for 0 < ε ≪ 1
of w ∈W , under some Riemannian metric.
Lemma 2.4. Let ES, where s0 ∈ S is a smooth curve, be a family of µ-unstable
sheaves satisfying Es0
∼= E¯ . Then if s0 ∈ U ⊂ S and η1 and η2 are two analytic maps
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from (U, s0) to (A, 0) given by (2) of the definition 2.1 based on the family ES, then
the images η1(germ(U, s0)) and η2(germ(S, s0)) are contained in the same irreducible
component of germ(A0, 0).
Proof. We continue to use the notation developed in lemma 2.2. Let EU = ES|C×U .
Since A ⊂ Q, the map ηi :U → A is given by quotient sheaf homomorphism fi :p
∗
ZR →
EU . Since fi is uniquely determined by the induced isomorphism f˜i : ⊕
NOZ×U →
pU∗(EU ⊗ p
∗
ZH) (at least near 0 ∈ Q), g˜ = f˜
−1
2 ◦ f˜1 ∈ Hom(O
⊕N
Z×U ,O
⊕N
Z×U ) induces
a homomorphism g : p∗ZR → p
∗
ZR that makes f1 = f2 ◦ g. Since η1(s0) = η2(s0) as
quotient sheaves, g˜(s0) = c · id. Next, let T be a connected analytic neighborhood of
1 ∈ GL(N) and let Ψ : T × U → Q be the map defined by Ψ(h, s) = h · f2(s). By
shrinking T and U if necessary, we can assume the composition of Ψ with the local
projection π+ of (2.2) is well-defined and such that
ηi
(
germ(U, s0)
)
⊂ π+ ◦Ψ
(
germ(T × U, (1, s0))
)
⊂ germ(A0, 0) for i = 1, 2.
Because T is irreducible, η1(germ(U, s0)) and η2(germ(U, s0)) must be contained in the
same irreducible component of germ(A0, 0). This completes the proof of the lemma.

In the remainder of this section, we shall prove two technical lemmas concerning A0.
Proposition 2.5. Assume E¯ is locally free, then the subvariety A0 ⊂ A has pure
complex codimension g + 1 at 0 ∈ A0.
When E is a sheaf with torsion, we denote by Et the torsion subsheaf of E .
Proposition 2.6. Assume ℓ(E¯t) ≤ 1, then the subvariety A0 is locally irreducible at
0 ∈ A0.
Here we say a variety Z is locally irreducible at z ∈ Z if for 0 < ε≪ 1, the smooth
locus of the ε-neighborhood Bε(z) ∩ Z is connected. It is easy to see that if w ∈ A0
corresponds to a locally free sheaf in S01 , then w is a smooth point of A0. Also, an easy
tangent space calculation shows that codim(S01 ∩A,A) = g+1. Therefore, Proposition
2.5 will be established if we can show that A0 ∩ S
0
1 is dense in A0. To achieve this, we
need to study the deformation of sheaves in Sl.
We first study the locally free case. Let E ∈ Sl, l ≥ 2, be locally free and let L ⊂ E
be the destabilizing subsheaf of E . We choose an effective divisor D ⊂ C of degree
l − 1 and choose a homomorphism E → OD so that the composition L → E → OD is
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surjective. Let F be the kernel of E → OD. Then F belongs to the exact sequence
0 −→ L(−D) −→ F −→ L−1 −→ 0
and E can be recovered as the kernel of F(D)
σ0−→OD. Next we fix a homomorphism
η : F(D) → OD so that ker{η ⊕ σ0 : F(D) → O
⊕2
D } is isomorphic to F . Then for
any s ∈ H0(OD), σs = σ0 + sη : F(D) −→ OD is always surjective and consequently,
Es = ker{σs} is locally free. {Es | s ∈ H
0(OD)} provides us an algebraic family of
locally free sheaves parameterized by the total space S of H0(OD). We denote this
family by ES . In case s ∈ S corresponds to 0 ∈ H
0(OD), then Es is isomorphic to E .
Further, for any s ∈ S, Es is µ-unstable because L(−D) ⊂ Es and degL(−D) = 1. It
is straight forward to check that for general s ∈ S, L(−D) is the destabilizing subsheaf
of Es. Therefore, we have proved
Lemma 2.7. Let D ⊂ C be any effective divisor of degree l−1 and let ES be the family
of locally free sheaves constructed with S the total space of H0(OD). Then S ∩ S1 is
dense in S.
Our next task is to analyze the set S ∩ S01 . Let F be given by
(2.4) 0 −→ L −→ F −→ L−1 −→ 0
with L locally free and has degree > 0. We claim that when (2.4) does not split, then
h0(End0(F)) = h0(L⊗2). Indeed, since degL > 0, there is a surjective Hom(F ,F) →
Hom(L−1,L−1) = C. Let Λ be its kernel. Since (2.4) is non-split, all elements in Λ lift
to Hom(F ,L), which lift to Hom(L−1,L) for the same reason. Therefore, h0(End(F)) =
h0(L⊗2) + 1. This proves the claim. Now let s ∈ S ∩ S1 be any point, where S is as
in lemma 2.7, and let Es be the locally free sheaf. Then Es is non-split and then
h0(End0(Es)) = 0 if and only if h
0(L⊗2(−2D)) = 0. To this end, we need
Lemma 2.8. For any L ∈ Pic(C) of degree l ≥ 2, there is an effective divisor D ⊂ C
of degree l − 1 such that h0(L⊗2(−2D)) = 0.
Proof. Recall that for any subspace V ⊂ H0(L⊗2), there is an x ∈ C so that dim
(
V ∩
H0(L⊗2(−2x))
)
≤ dimV − 2. Hence, the lemma follows if h0(L⊗2) ≤ 2 degL− 2. But
this follows from the Clifford’s theorem and Riemann-Roch theorem. 
Combining lemma 2.7, 2.8 and the fact that Es is non-split for general s ∈ S, we
have proved
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Proposition 2.9. Let E ∈ Sl, l ≥ 2 be any locally free sheaf (with det E ∼= OC). Then
for general effective divisor D ⊂ C of degree l − 1 and for the family of locally free
sheaves ES parameterized by S(= the total space of H
0(OD)) constructed in lemma
2.7, we have S ∩ S01 is dense in S.
Remark 2.10. Let E ∈ Sl, l ≥ 2 be locally free, let Z be the set of degree l−1 effective
divisors (which is the symmetric product Sl−1C), let DZ ⊂ C × Z be the universal
divisor and let Z˜ be the total space of the underlining vector bundle of the locally free
sheaf πZ∗(ODZ ). Then all Es’s constructed in lemma 2.7 are parameterized by Z˜.
Further, if we let Y ⊂ Z˜ be the subset corresponding to the zero section of πZ∗(ODZ ),
then sheaves associated to w ∈ Y are isomorphic to E. Now let Z˜0 ⊂ Z˜ be the set of
points whose associated sheaves belongs to S01 . Then lemma 2.9 says that Z˜0 is dense
in Z˜.
Now we study the deformation of locally free sheaves in S1. Let E ∈ S1 and let L be
the destabilizing subsheaf of E . We choose an affine neighborhood U of {L} ∈ Pic(C)
and let LU be the restriction of the Poincare line bundle to C × U . We denote by
s0 ∈ U the point L. Now we construct a set that parameterize sheaves having Lu,
u ∈ U , as their destabilizing subsheaves. This can be done as follows: Consider the
extension group Ext1C×U (L
−1
U ,LU ). Since U is affine, this group is an OU -module and
because Ext2(L−1U ,LU ) = 0, by cohomology and base change theorem, the restriction
homomorphism
(2.5) Ext1C×U (L
−1
U ,LU ) −→ Ext
1
C(L
−1
u ,Lu)
is surjective for each u ∈ U . Let Z be the total space of Ext1C×U (L
−1
U ,LU ). There is
an extension sheaf over C × Z
(2.6) 0 −→ p∗C×ULU −→ EZ −→ p
∗
C×UL
−1
U −→ 0
such that whose restriction to each C × {z}, z ∈ Z over u ∈ U , is the extension sheaf
defined by z˜ ∈ Ext1C(L
−1
u ,Lu) that is the image of z under (2.5). Here pC×U is the
projection C × Z → C × U . Because (2.5) is surjective, any extension sheaf of L−1u
by Lu appears in this family. Therefore, EZ is a deformation of E whose destabilizing
subsheaves are members of LU . Of course, for general z ∈ Z, the sheaf Ez is non-split.
Hence, h0(End0(Ez)) = h
0(L⊗2) = 0 for general z ∈ Z because g(C) ≥ 4.
With the material prepared, now it is easy to prove the following proposition.
Proposition 2.11. Let E¯ be any µ-unstable rank two locally free sheaf of det E ∼= OC
and let A be the versal deformation space of E¯ with A0 ⊂ A the locus of µ-unstable
sheaves. Then A0 ∩ S
0
1 is dense in A0.
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Proof. It suffices to show that any µ-unstable locally free sheaf E admits a defor-
mation whose general member belongs to S01 . Such deformation was constructed in
proposition 2.8 and (2.6). 
Proof of proposition 2.5. Since A0 ∩ S
0
1 is dense in A0, it suffices to show that for
w ∈ A0 ∩S
0
1 close to 0, codim(A0 ∩S
0
1 at w) = g+1. Let FA be the family associated
to the versal deformation space A of E¯ , let w ∈ A0 ∩S
0
1 and let (A
′,FA′ ; 0
′,Fw) be the
versal deformation space of Fw. Then by lemma 2.2, there is an analytic neighborhood
U of w ∈ A and an analytic map f : (U,w) → (A′, 0′) such that (1C × f)
∗FA′ is
(analytically) isomorphic to FA restricting to C × U . Note, U ∩ S
0
1 = f
−1(A′ ∩ S01 ).
Therefore proposition 2.5 follows from (a) codim(A′ ∩ S01 , A
′) = g + 1 and (b) f is a
submersion at w. We first prove (b). Since both A and A′ are smooth, it suffices to
show that the differential df : TwA → T0′A
′ is surjective. But this follows from the
remark 2.3 since w ∈ A0 is close to 0. (a) is a straight forward dimension counting
argument based on the exact sequence (2.4). This completes the proof of proposition
2.5. 
We now turn our attention to the proof of proposition 2.6 for locally free E¯ .
Proof of Proposition 2.6. We first consider the case where E¯ ∈ Sl is locally free and
l ≥ 2. Following the remark 2.10, there is a pair of irreducible varieties Y ⊂ Z˜ and a
family of locally free sheaves EZ˜ on C × Z˜ so that any deformation Es of E¯ constructed
in lemma 2.7 is part of this family and for w ∈ Y ⊂ Z˜, Ew ∼= E¯ . By lemma 2.2, there
is an analytic map fw : germ(Z˜, w) → (A, 0) associated to w ∈ Y that is induced by
the family EZ˜ . Since Z˜ is irreducible, fw defines a unique irreducible component of
germ(A0, 0) and by lemma 2.4, this irreducible component is independent of the choice
of fw and w ∈ Y . We denote this component by B0. In the following, we will show
that B0 is the only irreducible component of germ(A0, 0).
Let B be any irreducible component of germ(A0, 0). Since B ∩ S
0
1 is dense in B,
there is a smooth analytic curve s0 ∈ S, an analytic map ϕ : (S, s0) → (B, 0) so that
ϕ(S − s0) ⊂ B ∩ S
0
1 . Let ES be the pull-back of FA. Because ϕ(S − s0) ⊂ B ∩ S
0
1 and
because destabilizing subsheaves of unstable (locally free) sheaf is unique, there is an
invertible sheaf LS on C × S so that for s ∈ S − s0, Ls is the destabilizing subsheaf of
Es. Hence there is a homomorphism LS → ES that induces an exact sequence
(2.7) 0 −→ LS −→ ES
β
−→L−1S ⊗ IΣ −→ 0,
where IΣ is the ideal sheaf of a zero-scheme Σ ⊂ C × S supported on C × {s0}. We
claim that there is an effective divisor DS ⊂ C × S containing Σ flat over S such that
DS has degree l − 1 along fibers of C × S → S. Indeed, for any z ∈ supp(Σ), since Es
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is locally free, IΣ,z is generated by, say f
z
1 , f
z
2 ∈ OC×S,z. Without loss of generality,
we can assume
(2.8) fz1 |C×{s0} generates the locally free part of IΣ|C×{s0} at z.
Then the union of {fz1 = 0} ⊂ C × S for z ∈ supp(Σ) form a divisor DS flat over S
near the fiber C × {s0}. By shrinking S if necessary, we can assume DS is flat over S.
We now check that it has degree l − 1 along the fiber C × {s0}. Because of (2.8), by
restricting (2.7) to C × {s0}, we get
0 −→ Ls0 −→ Es0
βs0−→L−1s0 (−Ds0)⊕ τ −→ 0,
where Ds0 = DS ∩ (C × {s0}). From this we see degDs0 = l − 1 since Es0 = E¯ has
destabilizing subsheaf of degree l and degLs0 = 1.
Now by taking the preimage of L−1S (−DS) ⊂ L
−1
S ⊗ IΣ under β in (2.7), we get a
locally free sheaf FS that belongs to the exact sequence
(2.9) 0 −→ LS −→ FS −→ L
−1
S (−DS) −→ 0
and the exact sequence
0 −→ FS −→ ES −→ T −→ 0,
where T = L−1S ⊗IΣ/L
−1
S (−DS). Since IΣ is generated by f
z
1 and f
z
2 and L
−1
S (−DS) is
generated by fz1 at z ∈ supp(Σ), T is a rank one locally free ODS -modules. Therefore,
imitating the argument proceeding lemma 2.7, we can recover ES by
0 −→ ES −→ FS(DS)
σS−→ODS −→ 0.
Because of (2.9), Fs has degree 1 destabilizing quotient sheaf for any s ∈ S.
Now we show that ϕ(germ(S, s0)) ⊂ B0. Let 0 ∈ T be a smooth analytic curve and
let
σ˜S×T : FS(DS)⊗OC×S OC×S×T −→ ODS×T
be a surjective homomorphism whose restriction to C × S × 0 is σS . Let ES×T be the
kernel of σ˜S×T . By definition 2.1, this family induces an analytic map η : germ(S ×
T, (s0, 0))→ (A, 0). Thanks to lemma 2.4, we know that η(germ(S, s0)×{0}) ⊂ B and
because the restriction to C × {s0} × T of ES×T belongs to the family constructed in
the Remarks 2.10, η({s0} × germ(T, 0)) ⊂ B0. Further, by choosing σ˜S×T generic, we
can assume for t ∈ T − 0, E(s0,t) ∈ S
0
1 . Therefore, the general points of η(germ({s0} ×
T, (s0, 0)) are smooth points of A0. On the other hand, general points of η(germ(S, s0)×
{0}) are smooth points of A0 as well. Hence B0 = B because S×T is irreducible. This
completes the proof of Proposition 2.6 for l ≥ 2.
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It remains to show that germ(A0, 0) is irreducible when E¯ ∈ S1. Let L be the
destabilizing subsheaf of E¯ and let EZ be the family of sheaves on C × Z constructed
in (2.6). Because the set Z0 = {z ∈ Z | Ez ∼= E¯} is connected and Z is irreducible, the
data Z0 ⊂ Z defines a unique irreducible component B ⊂ germ(A0, 0). On the other
hand, because all deformations of E¯ can be realized as a sub-family in Z, by lemma
2.4, germ(A0, 0) ⊂ B. Therefore, A0 is locally irreducible at 0. 
In the remainder of this section, we will study the deformation of µ-unstable non-
locally free sheaves. First, we collect some information of non-locally free sheaves in
Sl.
Lemma 2.12. Let E ∈ Sl be any non-locally free sheaf, then there is a deformation of
E so that whose generic member are locally free in Sl. Further, if l ≥ 2, then we can
find deformation of E so that whose generic member are non-locally free in S1.
Proof. Let Et ⊂ E be the torsion subsheaf and let Ef = E/Et. Then E = Ef ⊕ Et.
Let S be the total space of Ext1(Et, Ef ). Then S defines a family of sheaves that are
extension of Et by Ef . The desired families can be chosen as subfamilies of S easily. 
Proposition 2.13. Let E ∈ S1 be any sheaf with length one torsion subsheaf and let
(A, 0,FA, E) be the versal deformation space given by lemma 2.2. Then A0 is locally
irreducible at 0, where A0 is the locus of µ-unstable sheaves.
Proof. The proof is similar to that of proposition 2.6. Let B be an irreducible
component of germ(A0, 0). Then by the previous lemma, the general sheaves in B are
locally free sheaves in S01 . Hence we can find a smooth curve s0 ∈ S and a morphism
f : (S, s0) → (A, 0) so that f(S − s0) ⊂ B ∩ S
0
1 and are locally free. Let FS on C × S
be the pull back of FA and let LS be the family of (invertible) destabilizing quotient
sheaves of ES . Then there is a zero scheme Z ⊂ C × S such that ES is the extension
of LS by L
−1
S ⊗ IZ⊂C×S . Because ℓ((Es0)
t) = 1, Z ∩
(
C × {s0}
)
= {z} (reduced) for
some z ∈ C. Therefore,
Z = {t+ h(t, s) = 0, sk = 0}, h(s, t) ∈ (s, t2)OC×S,(z,s0)
for some k ≥ 1, where t and s are analytic coordinate of z ∈ C and s0 ∈ S respectively.
Since Z and {t = 0, sk = 0} are contained in the family
Zu = {t+ u · h(t, s) = 0, s
k = 0}, u ∈ C,
any family of sheaves E ′S that restricts to Es0 on C ×{s0} and is an extension of LS by
L−1S ⊗IZu⊂C×S , u ∈ C, will be in B thanks the lemma 2.4 (at least near s0). Therefore,
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B depends only on the choice of k and the family LS . But because Pic(C) is smooth, A
does not depend on LS either. Hence for families ES whose corresponding zero schemes
Z have identical degree k (considered as cycles) after restricting to fiber C×{s0}, they
identify the same irreducible component of germ(A0, 0). We denote this component by
A[k]. However, if we take a base change of S branched at s0 of ramification index m,
the new family certainly is still contained in A[k]. Hence A[k] = A[mk] = A[m]. This
proves that germ(A0, 0) is irreducible. 
3. Deformation of locally free sheaves
In this section, we will construct the homology mentioned in the introduction that
will lead us to the proof of the vanishing of (0.9).
We fix (H0, I), a C ∈ |2n0H0| as in (1.1), a precompact neighborhood C ⋐ NS
+
Q of
H0 ∈ NS
+
Q and the integer N given in lemma 1.3 and 1.5. In this section, we will prove
Proposition 3.1. Let d ≥ N and let H ∈ C be (H0, I, d)-suitable. Then the subset
W ⊂ MH(I, d) defined in (3) of lemma 1.7 (i.e. W consists of shaves in MH(I, d)
restricting to unstable sheaves on C) satisfies
(3.1) Hi
(
W ,W ∩ SMH(I, d)
)
= 0, i ≤ 2.
To prove the theorem, we need to show that every homology cycle (Σi, ∂Σi) →
(W ,W ∩SMH(I, d)) is homologous to zero. We will construct such homology directly
by constructing deformation of sheaves.
We first study deformation of sheaves following [La, OG1]. Let W be any reduced
(quasi-projective) scheme and let EW be a family of rank two torsion free sheaves on
X × W flat over W so that ∧2EW ∼= OX×W . We assume that EW is locally free
along C ×W and for any w ∈ W , the restriction of Ew to C is unstable and whose
destabilizing quotient sheaf has degree −1. Because the destabilizing quotient sheaf
is unique, there is an invertible quotient sheaf EW |C×W → LW on C × W whose
restriction to C ×{w}, w ∈W , realizes Lw as the destabilizing quotient sheaf of Ew|C .
Let ι :C×W → X×W be the obvious immersion and let EW −→ ι∗LW be the induced
(surjective) homomorphism. We denote its kernel by FW . Then FW , EW and LW are
related by the following exact sequence
(3.2) 0 −→ EW (−C ×W ) −→ FW
σW−→ ι∗L
−1
W −→ 0.
Of course, EW is determined by the section
(3.3) σW ∈ H
0(C ×W,Hom(FW ,L
−1
W )).
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Next we will enlarge the family EW by varying the sheaf LW and the homomorphism
σW . Let J = Pic
0(C) and let P be the normalized Poincare line bundle so that
P|p0×J
∼= OJ , where p0 ∈ C is fixed. (For λ ∈ J , we will use Pλ to denote the bundle
P|C×{λ}.) For the moment we assume for some large n, the sheaf Hom(FW ,L
−1
W )
belongs to the exact sequence
(3.4) 0 −→ Hom(FW ,L
−1
W ) −→ NW −→ T −→ 0,
where NW = O
⊕2
C×W (np0×W ) and T is a family of torsion sheaves on C×W flat over
W . Let pC×W , pC×J and pW×J be projections from C ×W × J to C ×W , C × J and
W × J respectively. We consider the following direct image sheaves on W × J :
AW×J = pW×J∗(p
∗
C×WNW ⊗ p
∗
C×JP);
BW×J = pW×J∗(p
∗
C×W T ⊗ p
∗
C×JP).
Both AW×J and BW×J are locally free. We let A be the vector bundle associated
to AW×J and let OP(−1) be the tautological line bundle of the projective bundle
P(A) of A. We use the convention that OP(−1) is a subsheaf of π
∗AW×J , where
π : P(A) → W × J is the projection. Composed with the induced homomorphism
π∗AW×J → π
∗BW×J , we get
(3.5) f : OP(−1) −→ π
∗BW×J .
Since both A and B are locally free, for any closed (w,λ) ∈ W × J and
v ∈ the total space of OP(−1) over (w,λ),
v corresponds to a section (unique up to scalars) φ ∈ H0(O⊕2C (np0) ⊗ Pλ). Further,
f(v) = 0 if and only if the image of φ inH0(T|C×{w}⊗Pλ) is trivial, and by the exactness
of (3.4) it occurs exactly when φ can be lifted to a homomorphism φ˜ ∈ H0(Fw,L
−1
w ⊗
Pλ). Hence, the set of all non-trivial homomorphisms HomC(Fw,L
−1
w ⊗ Pλ) modulo
scalars is parameterized by the scheme f−1(0) ⊂ P(A). We let Z˜ be f−1(0) endowed
with reduced scheme structure.
Lemma 3.2. Let CW×J = pW×J∗(p
∗
C×W (F
∨
W ⊗ L
∨
W ) ⊗ p
∗
C×JP). Then there is a
homomorphism
(3.6) αZ˜ : OP(−1)|Z˜ −→ π
∗CW×J
so that for any closed z ∈ Z˜ over (w,λ) ∈W × J , the image
Im(αz) ⊂ HomC(Fw|C ,L
−1
w ⊗Pλ)
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induced by the restriction homomorphism
π∗CW×J ⊗ k(z) −→ HomC(Fw|C,L
−1
w ⊗ Pλ)
is non-trivial. Further, there is a section ρ :W → Z˜ of the projection πW : Z˜ → W so
that for any closed w ∈ W and z = ρ(w), Im(αz) coincides with σW ⊗ k(w) of (3.3)
up to scalars.
Proof. π∗AW×J , π
∗BW×J and π
∗CW×J certainly belong to the exact sequence
π∗CW×J −→ π
∗AW×J
β
−→ π∗BW×J .
Because the composition of
OP(−1)|Z˜ −→ π
∗
(
AW×J
)
with β is trivial, it lifts to a unique homomorphism αZ˜ in (3.6). The non-triviality of
Im(αz) for z ∈ Z˜ is obvious. It remains to prove that there is a section ρ :W → Z˜
with the desired property. Indeed, if we let λ0 ∈ J be the trivial line bundle and let
i :W
∼=
→W × {λ0} ⊂ W × J be the immersion, then the section σW in (3.3) provides
a section σ˜W ∈ H
0(C ×W,NW ) that induces a section ρ :W → P(A) whose image is
contained in Z˜. ρ :W → Z˜ is the desired section. 
In the following, we will use the section αZ˜ to construct a family of torsion free
sheaves on X × Z˜. Let πC×W , πC×J and πZ˜ be projections from C × Z˜ to C ×W ,
C×J and Z˜ respectively. Then with pX×W :X× Z˜ → X×W , the section αZ˜ provides
us a homomorphism (on X × Z˜)
(3.7) αZ˜ : p
∗
X×WFW −→ ι∗
(
π∗
Z˜
(OP(1)|Z˜)⊗ π
∗
C×WL
−1
W ⊗ π
∗
C×JP
)
,
ι :C × Z˜ → X × Z˜. We denote the right hand side of (3.7) by ι∗LZ , where LZ˜ is an
invertible sheaf on C × Z˜. For technical reason, we let Z ⊂ Z˜ be the union of those
irreducible components A ⊂ Z˜ such that at general z ∈ A, the restriction to X×{z} of
αZ˜ is surjective. Note that ρ(W ) is contained in Z. We let αZ and LZ be restriction
of αZ˜ and LZ˜ to X × Z and C × Z respectively. We let Σ ⊂ C × Z be the subscheme
so that Im(αZ) = ι∗LZ ⊗IΣ (IΣ is the ideal sheaf of Σ ⊂ C ×Z) and let E˜Z(−C ×Z)
be the kernel of αZ . Then we have the following exact sequence (on X × Z)
(3.8) 0 −→ E˜Z(−C × Z) −→ p
∗
X×WFW
αZ−→ ι∗LZ ⊗ IΣ −→ 0.
We need a technical lemma which says that E˜Z is a family of torsion free sheaves flat
over Z. Once we know that it is flat over Z, then E˜Z is a family that contains EZ as a
subfamily.
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Lemma 3.3. Let E˜Z be the sheaf in (3.8). Then E˜Z is a family of torsion free sheaves
on X × Z flat over Z. Further, if we let Z0 = {z ∈ Z | αz is surjective}, then for
closed z ∈ Z, E˜z is locally free along C (resp. X − C) if and only if z ∈ Z0 (resp. Ew
is locally free, where z lies over w ∈W ).
Proof. When z ∈ Z0, then αZ is surjective near C ×{z} and the kernel EZ is locally
free and flat there. Now we assume z ∈ Z − Z0. Because p
∗
X×WFW is locally free at
C ×{z}, Σ is locally defined by at most two equations. On the other hand, Σ contains
no fibers of C × Z → Z and Z0 is dense in Z by our selection of Z ⊂ Z˜. Therefore,
codim(Σ) ≥ 2. Thus Σ is a local complete intersection scheme of codimension 2. Next,
because (3.8) is exact and because ι∗LZ ⊗ IΣ is flat over Z, E˜Z is flat over Z. As to
the torsion freeness, it suffices to show that
(3.9) Tor(IΣ,OC×{z}) = 0.
Now we prove (3.9). Let p ∈ Σ be any point over z. Since IΣ,p is generated by two
sections, say f1, f2, IΣ,p belongs to the exact sequence
0 −→ ID1⊂C×Z,p −→ IΣ,p −→ ID2⊂D1,p −→ 0,
where D1 is the divisor {f1 = 0} in C × Z and D2 is the divisor {f2 = 0} in D1, and
ID1⊂C×Z and ID2⊂D1 are ideal sheaves of D1 ⊂ C × Z and D2 ⊂ D1 respectively.
Without loss of generality, we can assume D1 is a divisor flat over Z (because supp(Σ)
contains no fibers of C ×Z → Z). Therefore, ID1⊂C×Z,p and ID2⊂D1,p are locally free
OC×Z,p-module and OD1,p-module respectively, and hence have trivial Tor(·,OC×{z}).
Thus, (3.9) holds and E˜Z is a flat family of torsion free sheaves.
Finally, for any z ∈ Z, the restriction of (3.8) to X × {z} is still exact:
(3.10) 0 −→ Ez(−C) −→ Fw −→
(
ι∗Lz ⊗ IΣ
)
|X×{z}
−→ 0.
In particular, when p ∈ C, Ez,p is locally free if and only if
(
IΣ
)
|C×{z}
is a locally free
OC×{z}-modules. Therefore, Ez is locally free at p ∈ C if and only if (p, z) 6∈ Σ and
locally free at p 6∈ C if and only if Fw is locally free at p. This completes the proof of
the lemma. 
We have the following lemma which states that the previous construction is inde-
pendent of the choices made.
Lemma 3.4. The scheme Z˜ = f−1(0), Z ⊂ Z˜ and the family E˜Z are independent of
the choice of the inclusion Hom(FW ,L
−1
W )→ NW .
25
Proof. We only need to check the following: Assume F∨W ⊗L
−1
W → O
⊕2
C×W (mp0×W )
is another inclusion with cokernel T ′ making the diagram
0 −−−−→ Hom(F ,L−1W ) −−−−→ O
⊗2
C×W (np0 ×W ) −−−−→ T −−−−→ 0∥∥∥ y y
0 −−−−→ Hom(F ,L−1W ) −−−−→ O
⊗2
C×W (mp0 ×W ) −−−−→ T
′ −−−−→ 0
commutative and assume the vertical arrows are injective, then if we let Z ⊂ Z˜ ⊂ P(A)
and Z ′ ⊂ Z˜ ′ ⊂ P(A′) be the corresponding subschemes, there is an isomorphism
between Z ⊂ Z˜ and Z ′ ⊂ Z˜ ′ (canonically) and isomorphism between E˜Z and E˜Z′ (non-
canonically). This is obvious because A is a subbundle of A′ and under the inclusion
P(A) ⊂ P(A′), Z˜ ′ ⊂ P(A). We shall omit the details here. 
Remark. Indeed, more is true: Let Wi, i = 1, 2, be two varieties with family Ei
on X ×Wi and let Zi be the corresponding schemes constructed. Assume there is a
morphism ϕ :W1 →W2 that induces an isomorphism
(
(1X × ϕ)
∗E2
)
|2C×W1
∼= E1|2C×W1 ,
then there is a canonical isomorphism Z1 ∼= W1 ×f Z2 that respects ρi :Wi → Zi. The
proof of it is similar to that of lemma 3.4. The key observation is that the construction
of Z involves twice elementary transformations of sheaves Ei along C which depends
only on their restrictions to 2C.
We now study a subset of Z of non-locally free sheaves: We keep p0 ∈ C and define
Zp0 = {z ∈ Z | E˜z is not locally free at p0}.
Clearly, Zp0 ⊂ Z is the the vanishing locus of the restriction to {p0} × Z of (3.7)
(3.11) αZ,p0 : π
∗F0 −→ OP(1)|Z ⊗
(
π∗W×CLW
)
|{p0}×Z
,
where π : Z → W is the projection and F0 ∼= FW |{p0}×W is viewed as a sheaf on
W . Because the restriction of
(
π∗W×CLW
)
|{p0}×Z
to any fiber of π is trivial and the
line bundle OP(1) is π-relatively ample [La,p46], Z
p0 ⊂ Z is π-relatively ample and
has codimension at most 2. In the following, we will apply the generalized Lefschetz
hyperplane theorem to the pair (Zp0 , Z). Let Zreg be the largest open subset such that
the restriction of π to Zreg is smooth [Ha, p271].
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Lemma 3.5. Assume π is smooth at general points of ρ(W ) ⊂ Z. Then there is a
maximal dense open subset W0 ⊂ W of which the following holds: Let Z0 = π
−1(W0).
Then ρ(W0) ⊂ Zreg and the induced pairs Z0 →W0, Zreg∩Z0 →W0 and Z
p0∩Z0 →W0
are topological fiber bundles. Further, there is a Riemannian metric on Z so that for
any δ-neighborhood Zp0,δ of Zp0 ⊂ Z, 0 < δ ≪ 1, and any w ∈W0,
(3.12) Hi
(
Zreg ∩ π
−1(w), Zreg ∩ Z
p0,δ ∩ π−1(w)
)
= 0
for i ≤ 3.
Proof. First we prove the existence of such an open subsetW0 ⊂ W . Since π :Z →W
is projective, there are Whitney stratification SZ of Z and SW of W by algebraic
subvarieties such that π is a stratified map (see [GM] for definition). Without loss of
generality, we can assume Zreg, Z
p0 and ρ(W ) ⊂ Z are union of strata of SZ . Let W0
be union of top-dimensional strata in SW and let Z0 = π
−1(W0). W0 ⊂W is open and
dense. Because π is smooth at general points of ρ(W ) ⊂ Z, ρ(W0) ⊂ Zreg. Further, by
Thom’s first isotopy lemma, Z0 →W0, Zreg ∩Z0 →W0 and Z
p0
0 →W0 are topological
fiber bundles. As to the vanishing of (3.12), we notice that by (1.1), dim π−1(w) ≥ 10
for any w ∈ W [La, p45]. On the other hand, Zp00 ∩ π
−1(w) is the vanishing locus
of two sections of the ample line bundle OP(1)|Zw . By the theorem on page 150 and
remarks on page 152 of [GM], we can find a Riemannian metric on Z that provides us
the vanishing of (3.12). Here, we have used the fact that for w ∈W0, Zreg ∩ π
−1(w) is
smooth.
Finally, by using the fact that if W0,W
′
0 ⊂ W are two open subsets satisfying the
conclusion of the lemma, then W0 ∪ W
′
0 also satisfies the conclusion of the lemma.
Thus, there is a maximal open subset W0 ⊂W of which the lemma holds. 
Now we are ready to construct the homology between any class in Hi(W) with class
in Hi(W ∩SMH(I, d)). Let e = −2C ·C. In light of the previous construction, we will
take W to be the set
(3.13) W =
{
E ∈ W
∣∣∣ E is e-stable, E|C is locally free and the destabilizing
quotient sheaf of E|C has degree
1
2I · C − 1.
}
To construct the corresponding π :Z → W and sheaves E˜Z on X × Z, we argue as
follows: We first take an (analytic or e`tale) open covering {Wα} of W so that over
each Wα, there is a universal family Eα on X ×Wα that belongs to the exact sequence
(3.4) for some integer nα. Then we apply lemma 3.2 and 3.4 to pairs (Wα, Eα) to get
πα : Z˜α →Wα and sheaves E˜α on X × Z˜α. By lemma 3.4, when Wαβ =Wα ∩Wβ 6= ∅,
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π−1α (Wαβ) and π
−1
β (Wαβ) are canonically isomorphic and E˜α and E˜β are isomorphic
(non-canonically) on the overlap as well. Hence we can patch {Z˜α} (resp. Zα ⊂ Z˜α;
ρα :Wα → Zα; resp. Z
p0
α ⊂ Z) together to get a scheme π : Z˜ → W (resp. Z ⊂ Z˜;
ρ :W → Z; resp. Zp0 → Z). Also, the collection {E˜α} provides us a rational map
η : Z − − → MH(I, d) by sending z ∈ Z to E˜z when it is H-stable. Finally, because
sheaves in W are e-stable, sheaves in Z are necessarily H-stable [OG1,p597]. Hence
η →MH(I, d) is well-defined everywhere. Note that η◦ρ is the identity map, η(Z
p0) ⊂
SMH(I, d) and for any w ∈W ∩ SMH(I, d), η
(
π−1(w)
)
⊂ SMH(I, d).
Proposition 3.6. Let H0, H0 ∈ C ⋐ NS
+
Q , C ⊂ X and N be as before. For any d ≥ N
and (H0, I, d)-suitable H ∈ C, let W be the set (3.13) and let π :Z →W , Z
p0 ⊂ Z and
ρ :W → Z be the sets constructed. Then W is dense in W and has pure codimension
g + 1 in MH(I, d) (g = g(C)). Further there is a maximal open dense subset W0 ⊂W
such that
(1) Let Z0 = π
−1(W0), Z
p0
0 = Z0∩Z
p0 and Z0,reg = Z0∩Zreg, then ρ(W0) ⊂ Z0,reg
and π|Z0 :Z0 →W0, Z
p0
0 →W0 and Z0,reg →W0 are topological fiber bundles;
(2) There is a Riemannian metric on Z such that for any δ-neighborhood Zp0,δ of
Zp0 ⊂ Z, 0 < δ ≪ 1, and any w ∈W0,
Hi
(
Zreg ∩ π
−1(w), Zp0,δ ∩ Zreg ∩ π
−1(w)
)
= 0
for i ≤ 3.
Proof. We first prove that W has pure codimension g + 1. Let p ∈ W be any point
corresponding to E and let U ⊂ MH(I, d) be an analytic neighborhood of p so that
there is a well-defined map
(3.14) ϕ : (U, p) −→ (A, 0)
provided by lemma 2.2, where (A, 0) is the versal deformation space of E|C . Since
ϕ−1(A0) = U ∩W and codim(A0, A) = g + 1, the codimension of each component of
W is at most g + 1. Further, when p 6∈ ΛC1 (cf. (1.3)), ϕ is a submersion at p and the
codimension of W at p is exact g+1. On the other hand, by choosing N large, we can
assume dimΛC1 ≤ dimMH(I, d)− 10g (lemma 1.3). Thus W − Λ
C
1 is dense in W and
therefore W has pure codimension g + 1 as claimed. As to the inclusion W ⊂ W , it is
clear that W =W ∪R1 ∪R2, where R1 consists of sheaves in W that are not e-stable
and R2 consists of sheaves in W that are not locally free along C. By lemma 1.1, there
is an integer N such that for d ≥ N , dimR1 < dimW − 4. Since dimΛ
C
1 < dimW , W
will be dense in W if we can show that any sheaf E ∈ R2 − Λ
C
1 admits a deformation
whose generic member is in W (i.e. whose restriction to C is locally free and unstable).
But this follows from lemma 2.12 and [GL,p84-87].
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We now prove that π : Z → W is smooth at general points of ρ(W ). Let w ∈ W
be any point corresponding to Ew and let Fw be the sheaf in (3.2). Namely, Fw is the
kernel of Ew → Lw, where Lw is the destabilizing quotient sheaf of Ew|C . If we assume
w ∈ W is general, then Ew will be 2e-stable. Hence Fw will be e-stable. In this way,
we can define a morphism f :W → M that sends Ew to Fw, where M is a moduli
scheme of stable sheaves with appropriate Chern classes. We let the image scheme be
Y . From the construction of Z, we know that a neighborhood of ρ(w) ∈ π−1(w) is
isomorphic to the set of surjective homomorphisms α :Fw → L
′ up to scalars, where L
is an invertible sheaf on C with degL = degLw. Let Eα be the kernel of α. We claim
that if β :Fw → L
′′ is another homomorphism and Eβ its kernel, then Eα ∼= Eβ if and
only if L′ ∼= L′′ and α = λβ for some λ ∈ C. Indeed, the isomorphism Eα ∼= Eβ will
induce homomorphism h :Fw(−C) → Fw whose determinant deth vanishes along C.
Because Fw is e-stable, h must be of trace type, namely h(x) is a multiple of identity
homomorphism at each x ∈ X. Thus h must vanishes along C and thus we get the
following commutative diagram
0 −−−−→ Eα −−−−→ Fw
α
−−−−→ L′ −−−−→ 0
∼=
y h(−C)
y
y
0 −−−−→ Eβ −−−−→ Fw
β
−−−−→ L′′ −−−−→ 0.
Hence h(−C) = λ · id, L′ ∼= L′′ and α = λβ as claimed.
Now let z ∈ Z be a point over w ∈ W , corresponding to sheaf Ez and Ew respectively.
Then by sending z to (Ez, Ew) ∈W ×Y W we obtain a morphism
H : Z −→W ×Y W.
By previous argument, when w ∈ W is a general point and z ∈ Z is near ρ(w),
H is one-to-one. On the other hand, since all schemes involved are with reduced
scheme structures, H must be an isomorphism at ρ(w) for general w ∈ W . Now let
pr2 :W ×Y W → W be the projection onto the second copy. It is straight forward to
check that at general w ∈ W , both pr2 and W ×Y W are smooth at (w,w). Finally,
because the π :Z → W is exactly pr2 ◦ H (at least near (w,w)), π will be smooth at
ρ(w) ∈ Z as well. This proves that π is smooth at general points of ρ(W ).
The last statement follows from lemma 3.5 
In the following, we will show how to use the pair (W0, Z0) to get the desired
vanishing theorem. We begin with a simple version of theorem 3.1.
Proposition 3.7. Let the notation be as before, then for i ≤ 2,
(3.15) Hi
(
W0,W0 ∩ SMH(I, d)
)
−→ Hi
(
W ,W ∩ SMH(I, d)
)
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is trivial.
Proof. Let ξ ∈ Hi(W0,W0∩SMH(I, d)) be any element represented by Σ ⊂ W0 with
∂Σ ⊂ W0 ∩ SMH(I, d). Let ρ :W0 → Z0 be the section and let Σ
′ = ρ(Σ) ⊂ Z0,reg.
Because for each w ∈W0, the pair
(
Z0,reg ∩ Z
p0,δ
0 ∩ π
−1(w), Z0,reg ∩ π
−1(w)
)
is 2-connected for 0 < δ ≪ 1, we can find an (i+ 1)-chain T ′ ⊂ Z0,reg whose boundary
∂T ′ has a decomposition ∂T ′ = Σ′ ∩A′1 ∩A
′
2 such that A
′
1 ⊂ Z
p0,δ
0 and
(3.16) A′2 ⊂
⋃
{π−1(w) | w ∈ ∂Σ′}.
Because Z0 → W0 is proper, we can find T ⊂ Z0 so that ∂T = Σ
′ ∪ A1 ∪ A2 with
A1 ⊂ Z
p0
0 and A2 satisfies (3.16) with A
′
2 replaced by A2. Thus ∂(η(T )) = Σ modulo
SMH(I, d). In particular, the image of ξ in Hi(W ,W ∩ SMH(I, d)) is trivial. 
It remains to show that (3.15) is surjective. We first let S1 = Λ
C
1 . By proposition
3.6, W ⊂MH(I, d) has pure codimension g + 1 and S1 ⊂ W has codimension at least
6g. Note that MH(I, d) is a local complete intersection and W ⊂MH(I, d) is defined
by 3g − 2 equations. Hence by lemma 1.10,
Hi
(
W1,W1 ∩ SMH(I, d)
)
−→ Hi
(
W ,W ∩ SMH(I, d)
)
is surjective for i ≤ 2, where W1 =W − S1.
Lemma 3.8. With the notation as before and let S2 = (W1 −W0) ∩ SMH(I, d), then
for i ≤ 2 the induced homomorphism
(3.17) Hi
(
W1 − S2, (W1 − S2) ∩ SMH(I, d)
)
−→ Hi
(
W1,W1 ∩ SMH(I, d)
)
is surjective.
Proof. We first let S3 be those E ∈ W1 so that E ∈ SMH(I, d) − S1MH(I, d) and
E|C is not locally free. S3 ⊂ W1 is closed and has codimension 3. By the proof of
lemma 1.10, (3.17) is surjective with S2 replaced by S3 because W1 − SMH(I, d) is
locally irreducible. LetW2 =W1−S3 and let S4 = (W2−W0)∩SMH(I, d). We claim
that W2 is locally irreducible and transversal to SMH(I, d). Let p ∈ W2 be a point
associated to E¯ ∈ S1MH(I, d) and let 0 ∈ A be a versal deformation space of E¯|C given
in lemma 2.2. Then the map ϕ in (3.14) is a submersion at p and hence W1 is locally
irreducible at p since A0 is locally irreducible (proposition 2.6). Also SMH(I, d) and
W1 are transversal at p as stratified sets. This is because the tangent space of fiber of
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ϕ is the image Ext1(E , E(−C))0 → Ext1(E , E)0 and the tangent space of S1MH(I, d)
is the image of H1(E∨ ⊗ E), and they together span Ext1(E , E)0. This proves that
S1MH(I, d) ∩W1 is locally irreducible.
Next, we claim that (W2 − S4) ∩ SMH(I, d) is dense in W2 ∩ SMH(I, d). Indeed,
because of the vanishing of Ext2(E , E(−2C))0, a general sheaf E ∈ W2 ∩ SMH(I, d) is
locally free along C ⊂ X whose restriction to 2C is isomorphic to F|2C for a general
F ∈ W . Then by the remark after lemma 3.4 and the maximal of W0 ⊂ W , E is
contained in (W2−S4)∩SMH(I, d). This establishes the claim. BecauseW2 is locally
irreducible, is transversal to SMH(I, d) and because (W2 − S4) ∩ SMH(I, d) is dense
in W2 ∩ SMH(I, d), the following homomorphism
Hi
(
W2 − S4, (W2 − S4) ∩ SMH(I, d)
)
−→ Hi
(
W2,W2 ∩ SMH(I, d)
)
must be surjective for i ≤ 2. This proves the lemma because W2 − S4 =W1 − S2. 
Now we prove theorem 3.1. We only need to show that (3.17) is surjective. Let
W3 =W − Λ
C
1 − (W −W0) ∩ SMH(I, d). We already know that
Hi(W3,W3 ∩ SMH(I, d))→ Hi(W ,W ∩ SMH(I, d))
is surjective. Because W3 ∩ SMH(I, d) = W0 ∩ SMH(I, d) and because W3 is locally
irreducible, the case for H1 follows from lemma 1.11. Now let ξ ∈ H2(W3,W3 ∩
SMH(I, d)). By lemma 1.11 again, we can find a representative Σ ⊂ W3 with ∂Σ ⊂
W3 ∩ SMH(I, d)) such that Σ ∩ (W3 −W0) is discrete. Since the codimension of Λ
C
2
in MH(I, d) is at least 3g (lemma 1.3), by perturb Σ as we did in lemma 1.10, we can
assume Σ∩(W3−W0)∩Λ
C
2 = ∅. In the following, we will construct a new representative
of ξ that is contained in W0.
We still keep the representative Σ. Let p ∈ Σ ∩ (W3 − W0) be associated to E .
Since p 6∈ ΛC2 , the set Λ
C
E ⊂ MH(I, d) (see (1.5)) has pure codimension at most
3(−χ(O2C))+(g+1). Let R be an irreducible component of Λ
C
E containing p. Then by
a recent work of [OG2], we can choose N (depending only on C) such that whenever
d ≥ N , then R ∩ SMH(I, d) 6= ∅. On the other hand, by [GL,p80] we indeed have
R ∩ S1MH(I, d) 6= ∅. Note that by dimension count, R ∩ S1MH(I, d)− Λ
C
2 6= ∅. Now
we pick a differentiable path ρ : [0, 1]→ R connecting p and p˜ ∈ R∩S1MH(I, d)−Λ
C
2 and
let U be a (classical) neighborhood of ρ([0, 1]) in MH(I, d). Without loss of generality,
we can assume there is a universal family EU on X × U . Now let 0 ∈ A be the versal
deformation space of E|2C . Based on the proof of lemma 2.2, we can find an analytic
map ϕ : (U , ρ([0, 1]))→ (A, 0) induced by the family EU , after shrinking U if necessary.
By further shrink U if necessary, we can assume ϕ is a submersion at ρ([0, 1]) and thus
realize U as a product (−ε, 1+ ε)×U0 with ϕ factor through ϕ0 :U0 → A ({t}×U0 is a
normal slice of ρ([0, 1]) at ρ(t)). Thus by the remark after lemma 3.4 and the maximal
31
of W0 ⊂ W , we can assume without loss of generality that W0 ∩ U is a (topological)
fiber bundle over ϕ([0, 1]) ⊂ A. Finally, because S1MH(I, d) is transversal to R at p˜,
we can apply the technique in the proof of lemma 1.11 to find a 2-chain T contained in
W0∩U with ∂T = Γ1∪Γ2 such that Γ2 ⊂ W0∩S1MH(I, d) and Γ1 ⊂ Σ is the boundary
of Bε(p)∩Σ. (Indeed, T can be made to be homeomorphic to Γ1×[0, 1] and is the result
of pulling Γ1 to U ∩ SMH(I, d) along W0 ∩U .) Hence Σ
′ = (Σ−Bε(p))∪ T represents
the homological cycle [Σ] while Σ′ ∩ (W3 −W0) is one point less than Σ ∩ (W3 −W0).
Therefore, by iterating this process for each point in Σ∩ (W3−W0), we eventually get
a Σ˜ ⊂ W0 that represents [Σ] ∈ H2(W ,W ∩ SMH(I, d)). This shows that (3.15) is
surjective. This and proposition 3.7 together prove the proposition 3.1. 
4. Proof of the main theorems
In this section, we will first prove theorem 0.4 by using Lefschetz hyperplane theorem.
After that, we will study the pair SMd(H) ⊂Md(H) in detail to establish both theorem
0.5 and 0.1.
We will keep the notation developed in the previous sections. We fix H0, H0 ∈ C ⋐
NS+Q and the N given in lemma 1.3 and 1.5. For d ≥ N , we pick a (H0, I, d)-suitable
H ∈ C. MH0(I, d
′) is birational to MH(I, d
′), d′ = d or d + 1, which induces the
following commutative square
Hi(MH0(I, d)
0)
∼=
−−−−→ Hi(MH(I, d)
0)
τ(d)i
y τ˜(d)i
y
Hi(MH0(I, d+ 1)
0)
∼=
−−−−→ Hi(MH(I, d+ 1)
0)
for i ≤ 2. Following the discussion in the introduction, theorem 0.1 follows from the
surjectivity of τ˜(d)i, which is equivalent to the following theorem.
Theorem 4.1. Let d ≥ N and H ∈ C be (H0, I, d)-suitable. Then the homomorphism
τ˜(d)i :Hi(MH(I, d)
0)→ Hi(MH(I, d+ 1)
0) is surjective.
As explained in the introduction, theorem 4.1 will be proved in two steps: The first
is to use the Lefschetz hyperplane theorem to prove the following:
Theorem 4.2. With the choice of d and H made in theorem 4.1, then for i ≤ 2,
Hi
(
MH(I, d),SMH(I, d)
)
= 0.
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Proof. Let Λ = MH(I, d) −MH(I, d). Since H is (I, d)-generic, Λ ⊂ SMH(I, d).
Also, since codim(Λ) ≥ 10g (lemma 1.7), and MH(I, d) is a local complete intersection,
by lemma 1.10,
Hi
(
MH(I, d),SMH(I, d)
)
−→ Hi
(
MH(I, d),SMH(I, d)
)
is an isomorphism for i ≤ 2. For the same reason, the subset W ⊂ MH(I, d) (defined
in (1.1)) and its closure W in MH(I, d) induces a surjective homomorphism
Hi
(
W ,W ∩ SMH(I, d)
)
−→ Hi
(
W ,W ∩ SMH(I, d)
)
for i ≤ 2. Since Hi(W ,W ∩ SMH(I, d)) = 0 (proposition 3.1), theorem 4.2 follows
from the surjectivity of the homomorphism
(4.1) Hi
(
W,W ∩ SMH(I, d)
)
−→ Hi
(
MH(I, d),SMH(I, d)
)
for i ≤ 2.
For simplicity, in the following we will denote by Md the set of all µ-stable sheaves
E with Ext2(E∨, E∨)0 = 0 and by Md the space MH(I, d). Let
(4.2) Ψ :Md −→ P
R
be the morphism constructed in lemma 1.5 and let V ⊂ PR be the codimension 3g− 2
linear subspace such that Ψ−1(V ) ∩Md = W ∩Md. For δ > 0, we let V
δ ⊂ PR be
the δ-neighborhood of V ⊂ PR under the Fubini-Study metric and let W
δ
= Ψ−1(V δ)
and Wδ = Ψ−1(V δ) ∩Md. We first consider the triple (Md,SMd,SMd ∩ W
δ) and
its induced long exact sequence
(4.3) Hi(Md,SMd ∩W
δ)
α
−→Hi(Md,SMd)
β
−→Hi−1(SMd,SMd ∩W
δ).
Let U ⊂Md be the open subset consisting of sheaves E ∈ Md such that ℓ(E
∨∨/E) ≤ 4.
U is smooth, the compliment of U in Md has codimension 5 and for any u ∈ U ,
dimΨ−1
(
Ψ(u)
)
≤ 12. Then by lemma 1.10,
(4.4) Hi(U,U ∩ SMd ∩W
δ) −→ Hi(Md,SMd ∩W
δ)
is surjective for i ≤ 2 because SMd ⊂ Md is Cartier. Next, because the fibers of
Ψ|U :U → P
R have dimension at most 12 and U has pure dimension much bigger than
3g+20, we can apply the stratified Morse theory technique (exactly the same as in the
proof of theorem 4.1 on page 195 of [GM]) to the map Ψ|U to conclude that
Hi(U ∩W
δ, U ∩ SMd ∩W
δ) −→ Hi(U,U ∩ SMd ∩W
δ)
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is surjective for i ≤ 2. Then by (4.3) and (4.4), for i ≤ 2
(4.5) Hi(U ∩W
δ, U ∩ SMd ∩W
δ) −→ Hi(Md,SMd)
will be surjective if Hi−1(SMd,SMd ∩W
δ) = 0.
We claim that for j ≤ 1, Hj(SMd,S1Md) = 0. H0 = 0 because S1Md is dense
in SMd (lemma 1.1). For H1, let f : ([0, 1], ∂[0, 1]) → (SMd,S1Md) be a continuous
map. Since S1Md is dense in SMd (by lemma 1.11), we can assume without loss of
generality that f−1(SMd − S1Md) is a finite set, say {p1, · · · , pk}. Because SMd
is a local complete intersection and the compliment of S1Md ∪ S
0
2M ⊂ SMd has
codimension 2 by lemma 1.10, we can choose f so that the points pi are all contained
in S2Md. Let R1 = S
0
2Md and let R2 = S2Md − S
0
2Md. Since R1 is irreducible and
dense in S2Md, by lemma 1.12 we can choose f so that all pi belong to R2. On the
other hand, because SMd is locally irreducible at R2 (this can be checked directly), we
can perturb f within
⋃(
Bδ
(
f(pi)
)
∩ SMd
)
to obtain a representative f ′ of [f ] whose
image is contained in S1Md. Therefore, [f ] = 0 and hence H1(SMd,S1Md) = 0.
Now we consider the triple (SMd,S1Md,S1Md ∩W
δ) and its induced long exact
sequence (j ≤ 1)
−→ Hj(S1Md,S1Md ∩W
δ) −→ Hj(SMd,S1Md ∩W
δ) −→ Hj(SMd,S1Md) = 0.
Because Hj(SMd,S1Md ∩W
δ)→ Hj(SMd,SMd ∩W
δ) is surjective (S1Md ⊂ SMd
is dense), by the above exact sequence to show Hj(SMd,SMd ∩ W
δ) = 0 it suffices
to show that Hj(S1Md,S1Md ∩W
δ) = 0. For this, we will look at the restriction to
S1Md of Ψ in (4.2),
Ψ′ : S1Md −→ P
R.
Because fibers of Ψ′ has dimension 1, we can apply theorem on page 153 of [GM] to
conclude that Hj(S1Md,S1Md∩W
δ) = 0 for j ≤ 1 and then Hj(SMd,SMd∩W
δ) =
0. Therefore, we have proved the surjectivity of (4.5) for i ≤ 2 which combined with
lemma 1.10 yields the surjectivity of
(4.6) Hi(W
δ
,SMd ∩W
δ
) −→ Hi(Md,SMd), i ≤ 2.
Finally, since both Md and SMd are complete and (4.6) holds for all 0 < δ ≪ 1, we
obtain the surjectivity of (4.1) by applying proposition 4.A.1 on page 206 of [GM]. This
completes the proof of the theorem. 
In the remainder of this section, we will use theorem 4.2 to establish theorem 4.1.
But first, we will fill in the details of the definition of the homomorphism (0.5). For any
x ∈ X, we let Sx1Md ⊂ S1Md be the set of E ∈ S1Md that are non-locally free at x.
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Note that Sx1Md is a P
1-bundle over M0d−1. Let V0 be a general fiber of this bundle.
Then the inclusion V0 ⊂Md and the bundle S
x
1Md →M
0
d−1 induce the commutative
diagram
(4.7)
0 −→ Hi(V0) −→ Hi(S
x
1Md) −→ Hi(M
0
d−1) −→ 0∥∥∥ r(d)iy
0 −→ Hi(V0) −→ Hi(Md) ←− Hi(M
0
d),
where i ≤ 2.
Lemma 4.3. Let d ≥ N . For i ≤ 2, the induced homomorphism Hi(M
0
d)→ Hi(Md)
is injective and whose image Hi(M
0
d)˜ is a (linear) compliment of the image Hi(V0)˜ of
Hi(V0) → Hi(Md). In particular, since the top row of (4.7) is exact, we get a unique
homomorphism ρ(d)i : Hi(M
0
d−1) → Hi(M
0
d) that coincides with Taubes’ homomor-
phism τ˜(d)i.
Proof. We need to show that Hi(M
0
d)˜ is a compliment of Hi(V0)˜ . Let i = 1, 2. We
first show that Hi(Md)→ Hi(Md,M
0
d) is surjective. SinceMd is smooth, Hi(Md)
∼=
Hi(M
0
d ∪ S1Md). Thus it suffices to show
(4.8) Hi
(
M0d ∪ S1Md
)
−→ Hi
(
M0d ∪ S1Md,M
0
d
)
is surjective. Let U be a tubular neighborhood of S1Md ⊂ M
0
d ∪ S1Md such that
U − S1Md is an (R
4 − 0)/Z2-bundle over M
0
d−1. Let ξ ∈ Hi(M
0
d ∪ S1Md,M
0
d)
be represented by Σ ⊂
(
M0d ∪ S1Md
)
∩ U . Then ∂Σ represents a trivial cycle in
Hi−1(U) = Hi−1(U − S1Md). Thus we can find another chain Σ
′ ⊂ U − S1Md with
∂Σ′ = −∂Σ. Hence Σ′ ∪ Σ represents a cycle ξ˜ ∈ Hi
(
M0d ∪ S1Md
)
whose image in
Hi
(
M0d ∪ S1Md,S1Md
)
is ξ. Thus (4.8) is surjective and hence Hi(M
0
d) → Hi(Md)
is injective.
On the other hand, the composition Hi(V0) → Hi(Md) → Hi(Md,M
0
d) is an iso-
morphism because the intersection (V0,SMd) inMd is -2 (this is well defined because
V0 is proper) and SMd is irreducible. Therefore, Hi(M
0
d)˜ is a compliment of Hi(V0)˜
and the homomorphism Hi(M
0
d−1) → Hi(M
0
d) is well-defined. It is straight forward
to check that the homomorphism ρ(d)i coincides with that of Taubes’. 
Corollary 4.4. Assume d ≥ N , then the homomorphism τ˜(d)i is surjective if and
only if the homomorphism
(4.9) r(d)i : Hi(S
x
1Md) −→ Hi(Md)
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is surjective.
Before we prove the surjectivity of (4.9), let us state a technical lemma whose proof
will be postponed until the end of this section. For convenience, in the following
whenever a space Z admits an obvious map Z →Md, then we will denote by Hi(Z )˜
the image of Hi(Z)→ Hi(Md).
Lemma 4.5. Let F ∈ SjMd, j ≤ 3, be any sheaf and let V (F) ⊂ SjMd be the set of
those E such that F∨ ∼= E∨ and ℓ
(
(E∨∨/E)⊗ Ox
)
= ℓ
(
(F∨∨/F)⊗ Ox
)
for all x ∈ X.
Then the image Hi(V (F))˜ is contained in Hi(V0)˜ .
Now we prove the following proposition that is equivalent to the surjectivity of (4.9).
Proposition 4.6. Let H0, H0 ∈ C ⋐ NS
+
Q be fixed. Then there is an N such that for
any d ≥ N and (H0, I, d)-suitable H ∈ C, the homomorphism
r(d)i : Hi(S
x
1Md) −→ Hi(Md)
is an isomorphism for i ≤ 2.
Proof. The statement for i = 0 follows from [GL,OG1]. The proof that r(d)1 is an
isomorphism is similar and easier than that of r(d)2, which we will prove now.
Let N be chosen so that all requirement of N in the previous results have been
met and the proposition is true for r(d)1. The surjectivity of r(d)2 will be proved by
first establishing H2(SMd)˜ ⊂ H2(S1Md)˜ and then H2(S1Md)˜ ⊂ H2(S
x
1Md)˜ . The
difficult in showing the first inclusion lies in the fact that SMd is not locally irreducible
along S02Md. Thus H2(S1Md) → H2(SMd) is not surjective. However, there images
in H2(Md) actually coincide.
Before we go any further, we need to introduce some subsets of SMd that will help
us understand the geometry of the compliment of S1Md ⊂ SMd. The first space is
Z1 that is an algebraic space whose closed points are pairs
{E ⊂ F} : F ∈Md−1, E ∈ SMd and F/E ∼= Cp for some p ∈ X.
Z1 admits projections π
1
M and π
1
X onto SMd and X respectively by sending {E ⊂ F}
to {E} ∈ SMd and supp(E/F) respectively. Note that Z1 is irreducible and π
1
M is
one-to-one restricting to (π1M )
−1(S1Md). The second space is Z2 consisting of tuples
{E ⊂ F1 ⊂ F2} : F2 ∈Md−2,F1/E ∼= Cp1 and F2/F1
∼= Cp2 for some p1, p2 ∈ X.
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We let π21 : Z2 → Z1 be the map sending {E ⊂ F1 ⊂ F2} to {E ⊂ F1}. Let π
2
M (=
π1M ◦ π
2
1), π
2
X1 and π
2
X2 be the projections from Z2 to SMd and X respectively by
sending {E ⊂ F1 ⊂ F2} to E , p1 and p2 respectively.
Now let W1 ⊂ S2Md − S
0
2Md and let W2 ⊂ S3Md be subsets consisting of points
w’s so that (π2M )
−1(w) are single point sets. we claim that dimS2Md−(W1∪S
0
2Md) ≤
dimMd − 4 and W2 6= ∅. Indeed, let E ∈ SMd be such that ℓ(E
∨∨/E) = k ≥ 2. Then
(π2M )
−1(E) is a point if and only if there is a unique filtration T0 ⊂ T2 ⊂ T2 = E
∨∨/E
such that ℓ(Tj/Tj−1) = 1, j = 1, 2. When ℓ(E
∨∨/E) = 2 and E 6∈ S02Md, then the
uniqueness of the above filtration is equivalent to
(
E∨∨/E
)
⊗Cp = Cp for some p ∈ X.
From this description, it is easy to see that W1 is dense in S2Md −S
0
2Md. Therefore,
dimS2Md− (S
0
2Md∪W1) ≤ dimMd−4. To show W2 6= ∅, one notices that any sheaf
that has the form Op⊕(z1, z
3
2)Op at p ∈ X, where (z1, z2) is a local coordinate of p ∈ X,
and locally free elsewhere belongs to W2. Such sheaves do exist in S3Md. Finally, we
note that S3Md is irreducible because its generic points are kernel of F → ⊕
3
i=1Cpi
with F locally free and p1, p2, p3 ∈ X distinct.
Now let ξ ∈ H2(SMd) be any element. Since Md is smooth and SMd is Cartier,
by lemma 1.11 and 1.12, we can find a representative f :Σ → SMd of a multiple of ξ
such that Σ is a Riemann surface and
(4.10): f(Σ) ⊂ S1Md ∪ S
0
2Md ∪W1 ∪W2;
(4.11): f−1(S02Md ∪W1 ∪W2) is an (at most real 1-dimensional) stratified set.
Now let C be the closure of f−1(S02Md) ⊂ Σ and let η : S → Σ be the Riemann
surface with boundary obtained by cutting Σ along C. Because π1M : Z1 → SMd is
one-to-one over f(Σ)−S02Md, f lifts to a unique g
′ :S−∂S → Z1 and further, because
π1M is finite over f(Σ), g
′ extends to g : S → Z1. By the choice of W1 and W2, the
preimage of any z ∈ g(∂S) of the map π21 :Z2 → Z1 is a one point set. Therefore, if we
let Γ = ∂S, the restriction of g to Γ lifts to g˜ :Γ→ Z2, which gives rise to the following
commutative diagram of maps:
Γ
⊂
−−−−→ S
η
−−−−→ Σ
g˜
y g
y f
y
Z2
π2
1−−−−→ Z1
π1
M−−−−→ SMd.
Lemma 4.7. g˜ :Γ→ Z2 represents the trivial class in H1(Z2).
Proof. As chains,
∂
(
π1X ◦ g(S)
)
= π1X ◦ g(∂S) = π
1
X ◦ g(Γ).
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Thus π1X ◦g(Γ) represents the trivial class in H1(X). Because π
2
X1 ◦ g˜ = π
1
X ◦g as maps
from Γ to X. [π2X1 ◦ g˜(Γ)] = 0 in H1(X) as well. We claim π
2
X2 ◦ g˜(Γ) also represents
the trivial class in H1(X). Indeed, let I1, · · · , Ik (each is homeomorphic to [0,1]) be
segments of C ⊂ S with fixed orientations. Then ∂S can be divided into segments
I±1 , · · · , I
±
k such that η(I
±
i ) = ±Ii as (oriented) chains and ∂S =
∑k
i=1(I
+
i + I
−
i ).
Next, we let Λ1 be those Ii such that Im g(I
+
i ) = Im g(I
−
i ) (which means that we do
not need to cut Σ along Ii in order to get a lift g) and let Λ2 be the remainder Ii’s.
Note that for i ∈ Λ1, g(I
+
i ) = −g(I
−
i ). Then we have the following identities of chains:
π2X1 ◦ g˜(I
+
i ) + π
2
X1 ◦ g˜(I
−
i ) = π
2
X2 ◦ g˜(I
+
i ) + π
2
X2 ◦ g˜(I
−
i ) = 0, Ii ∈ Λ1;
π2X1 ◦ g(I
±
i ) = −π
2
X2 ◦ g˜(I
∓
i ), Ii ∈ Λ2.
Therefore, we have
(4.12) [π2X2 ◦ g˜(Γ)] = −[π
2
X1 ◦ g˜(Γ)] = 0 ∈ H1(X).
Now we consider the class [g˜(Γ)] ∈ H1(Z2). Let p :Z2 → Md−2 be the map send-
ing {E ⊂ F1 ⊂ F2} to F2. Because Md−2 is smooth and Z2 is locally irreducible,
g˜(Γ) is homotopic to a Γ′ ⊂ Z2 such that p(Γ
′) ⊂ M0d−2. Let X = p
−1(M0d−2). It
is easy to check that fibers of X over M0d−2 × X × X (via p × π
2
X1 × π
2
X2) are con-
nected and have trivial first homology groups. By Leray spectral sequence, H1(X ) is
isomorphic to H1(M
0
d−2 ×X ×X). Because of (4.12), for any pair of distinct points
(x1, x2) ∈ X×X, there is a 1-cycle Γ
′′ contained in Sx1x22 Md = (π
2
X1×π
2
X2)
−1(x1, x2)
such that Γ′′ is homologous to g˜(Γ) in Z2. Let the homology be given by Σ
′. Namely,
Σ′ ⊂ Z2 such that ∂Σ
′ = Γ′′ − g˜(Γ). By lemma 1.11 and 1.12, we can choose Σ′
such that Σ′ ⊂ (π2M )
−1(S2Md ∪ W2). Finally, because π
2
M (Γ
′′) ⊂ Sx1,x22 Md is the
boundary of π2M (Σ
′) ⊂ SMd, [π
2
M (Γ
′′)] ∈ H1(S
x1x2
2 Md) is contained in the ker-
nel of H1(S
x1x2
2 Md) → H1(Md). By the induction hypothesis, [π
2
M (Γ
′′)] = 0 ∈
H1(S
x1x2
2 Md) and then [g˜(Γ)] = 0 ∈ H1(Z2). This completes the proof of the
lemma. 
Continuation of the proof of proposition 4.6. From the proof, we see that we can find
a 2-chain Σ′ ⊂ Z2 so that ∂Σ
′ = g˜(Γ) and π2M (Σ
′) − S2Md is a discrete point set
contained in W2. In summary, for any ξ ∈ H2(SMd), we can find a closed stratifiable
set S ⊂ Z1 such that π
1
M (S) is a representative of a multiple of ξ ∈ H2(Md) and the
boundary Γ = ∂S ⊂ Z1 can be lifted to Z2, say Γ˜→ Z2, with [Γ˜] = 0 ∈ H1(Z2). Hence
we can find a 2-chain S′ ⊂ Z2 such that
(4.13) ∂S′ = −Γ˜, π2M (S
′) ⊂ S2Md ∪W2 and π
2
M (S
′)− S2Md ⊂W2 is discrete.
Let T1 = S∪π
2
1(S
′) ⊂ Z1 and T2 = π
2
M (S
′) ⊂ SMd−S1Md. Then u1 = [T1] ∈ H1(Z1)
and u2 = [T2] ∈ H2(SMd − S1Md) has the property that their images u¯1 and u¯2 in
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H2(Md) provide a decomposition ξ = u¯1 + u¯2. Finally, by the construction, T1 is
contained in (π1M )
−1
(
S1Md ∪ S2Md ∪W2
)
and T2 is contained in S2Md ∪W2.
Our next step is to prove that u¯1 ∈ H2(S1Md)˜ and u¯2 ∈ H2(S
0
2Md)˜ . We first prove
u¯1 ∈ H2(S1Md)˜ . We take the representative T1 ⊂ Z1. By perturb T1 if necessary, we
can assume T1 − (π
1
M)
−1(S1Md) is discrete whose image in SMd lies in S2Md ∪W2.
Let {p1, · · · , pk} ⊂ T1 be these points and let Fi be the sheaf inMd−1 that corresponds
to the image of pi under the projection pM :Z1 → Md−1 by sending {E ⊂ F} to F .
We let V (F) ⊂Md−1 be the closed set defined in lemma 4.5. Then there is an analytic
deformation retract neighborhood Ui of V (F) such thatH1(Ui−SMd−1) = 0. Because
fibers of Z1 →Md−1 are P
1 over M0d−1, the homomorphism
H2
(
(pM)
−1(M0d−1)
)
⊕
k
⊕
i=1
H2(V (Fi)) −→ H2
(
(pM )
−1
(
M0d−1
⋃
∪ki=1V (Fi)
))
is surjective by Mayer-Vietoris sequence. However, we know that H2(V (Fi))˜ ⊂
H2(V0)˜ ⊂ H2(S1Md)˜ (lemma 4.5). Therefore, u¯1 ∈ H2(S1Md)˜ .
Next, we prove u¯2 ∈ H2(S
0
2Md)˜ . Because u¯2 is the image of [π
2
M (S
′)] with S′ sat-
isfies (4.13) and because S2Md is locally irreducible, similar to the previous reasoning,
u¯2 is contained in the linear span of H2
(
S02Md
)˜
and H2
(
V (F)
)˜
for all possible F
in W2 and S2Md − S
0
2Md. But by lemma 4.5, all these H2(V (F))˜ are contained in
H2(S
0
2Md)˜ . Hence, u¯2 ∈ H2(S
0
2Md)˜ .
It remains to show that
(4.14) H2(S1Md)˜ ⊂ H2(S
x
1Md)˜ and H2(S
0
2Md)˜ ⊂ H2(S
x
1Md)˜ .
We will prove the first inclusion and leave the proof of the second inclusion to the
readers. Since S1Md is a P
1-bundle over X ×M0d−1 with projection π, by Kunneth
decomposition
H2
(
S1Md
)
= π−1∗
(
H2(X ×M
0
d−1)
)
= π−1∗
(
H2(M
0
d−1)
)
+ π−1∗
(
H1(M
0
d−1)⊗H1(X)
)
+ π−1∗
(
H2(X)
)
,
where π∗ : H2(S1Md) → H2(X ×M
0
d−1). Let π
−1
∗
(
·
)˜
be the image in H2(Md) of
the respective space. We claim that all of them are contained in H2(S
x
1Md)˜ . First,
π−1∗
(
H2(M
0
d−1)˜
)
= H2
(
Sx1Md
)˜
by definition. Next, we fix a ball B ⊂ X containing
x and a compact S ⊂M0d−1 such that
(4.15) π−1∗
(
H1(M
0
d−1)⊗H1(X)
)
⊂ H2(WS),
where WS is the set of E ∈ S1Md such that for some F ∈ S, E ⊂ F and supp(F/E) ∩
B = ∅. Because H1(S
x
1Md−1)→ H1(Md−1) is an isomorphism, by induction hypoth-
esis we can replace S by a set S′ ⊂ Sx1Md−1 and still have (4.15) with S replaced by
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S′. On the other hand, H2(WS′ )˜ is certainly contained in H2(S
x
1Md)˜ . Therefore,
π−1∗
(
H1(M
0
d−1)⊗H1(X)
)˜
⊂ H2(S
x
1Md)˜ . The inclusion π
−1
∗
(
H2(X)
)˜
⊂ H2(S
x
1Md)˜
can be proved similarly. This completes the proof of proposition 4.6. 
Now we are ready to prove the main theorems. Let H0 be any ample divisor, let
H0 ∈ C ⋐ NS
+
Q be a precompact neighborhood of H0 ∈ NS
+
Q and let N be the constant
given by proposition 4.6 and the preceding propositions. Then for any H ∈ C and
d ≥ N , Hi(MH(I, d)
0) is isomorphic to Hi(MH0(I, d)
0) (i ≤ 2 here and in the later
discussion). However, for d ≥ N and (H0, I, d)-suitable H ∈ C, by theorem 4.1
Hi
(
MH(I, d)
0,Q
)
−→ Hi
(
MH(I, d+ 1)
0,Q
)
is surjective. Therefore,
(4.16) Hi
(
MH0(I, d)
0,Q
)
−→ Hi
(
MH0(I, d + 1)
0,Q
)
is surjective for all d ≥ N . Since Hi(MH0(I, d)
0) are linear spaces, the system (4.16)
has to stabilize at some stage. Namely, for some N1 ≥ N , (4.16) is an isomorphism for
all d ≥ N1. Further, combined with the work of [Ta] (see (0.3) and (0.4)), we can find
an N2 so that for d ≥ N2,
Hi
(
MH0(I, d)
0,Q
)
∼= Hi
(
B(Pd)
∗,Q
)
.
This proves theorem 0.1. For theorem 0.2, we simply apply the above isomorphism to
the fact
dimH1
(
B(Pd)
∗
)
= b1 and dimH2
(
B(Pd)
∗
)
= b2 +
1
2
b1(b1 − 1),
where bi = dimHi(X) (see page 181-182 of [DK]
2). Finally, by the proof of lemma 4.3,
h1(MH0(I, d)) = h1(MH0(I, d)
0), and h2(MH0(I, d)) = h2(MH0(I, d)
0) + 1 because
SMH0(I, d) ⊂MH0(I, d) is an irreducible Cartier divisor. This proves theorem 0.3.
In the remainder of this section, we shall prove lemma 4.5 promised earlier. First,
we will introduce set similar to Z2 that is a desingularization of V (F) as topological
space. Let E0 be any sheaf and let x ∈ X be fixed. We define Ri be the set of all
filtrations
(4.17) {Ei ⊂ Ei−1 ⊂ · · · ⊂ E0}
such that Ej/Ej−1 ∼= Cx. Let πij :Ri → Rj , i ≥ j, be the map sending (4.17) to the
subfiltration {Ej ⊂ · · · ⊂ E0} and let pi be the map sending (4.17) to Ei. Obviously,
2Since SU(2) or SO(3) is a rational three sphere, the first two rational homology groups of B˜∗ and
B∗ coincide.
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R1 ∼= P
1 and for any z ∈ R1, π
−1
21 (z)
∼= P2. Thus R2 is a P
2-bundle over P1.
Similarly, because for each {E2 ⊂ E1 ⊂ E0} ∈ R2 the tensor product E2 ⊗ Cx = C
⊕4
x ,
the fibers of π32 :R3 → R2 are isomorphic to P
3. Hence R3 is a P
3-bundle over R2
as topological spaces. Therefore, R2 and R3 are simply connected, H2(R2) = Q
⊕2 and
H2(R3) = Q
⊕3.
Now we prove lemma 4.5. We first study the case where F ∈ S2Md and the support
of F∨∨/F is x. Let E0 = F
∨∨ and let R2 be the set introduced based on E0 and x. Then
p2 maps R2 onto V (F). Let w ∈ V (F) be the sheaf that is the kernel of E0 → C
⊕2
x .
Then p2 is one-to-one away from Z = p
−1
2 (w) and Z
∼= P 1. HenceH1(R2)→ H1(V (F))
is an isomorphism and p2∗ :H2(R2) → H2(V (F)) is surjective whose kernel contains
[Z]. Thus dimH2(V (F)) ≤ 1. On the other hand, H2(V0)˜ is one dimensional and
is obviously contained in H2(V (F))˜ . Therefore, H2(V (F))˜ = H2(V0)˜ . The case
F ∈ S02Md can be checked similarly. This completes the proof of lemma 4.5 for j = 2.
Now we study the case where F ∈ S3Md. We will deal with the case where
supp(F∨∨/F) = {x} and leave the other cases to the readers. Let E0 = F
∨∨ and
let R3 be as before. Then p3 :R3 → V (F) is surjective that induces surjective homo-
morphisms H1(R3)→ H1(V (F)) and p3∗ :H2(R3)→ H2(V (F)). Since H2(R3) = Q
⊕3,
as before to prove the lemma it suffices to show that ker(p3∗) is two dimensional. We
will prove this by construct two generators of ker(p2∗) explicitly. First, let E
′
2 be the
kernel of E0 → C
⊕2
x and let E
′
3 ⊂ E
′
2 be any sheaf with E
′
2/E
′
3
∼= Cx. We define Z1 be
the subset of R3 consists of filtrations of type
{E ′3 ⊂ E
′
2 ⊂ E1 ⊂ E0}.
Z1 is isomorphic to P
1 and [Z1] 6= 0 ∈ H2(R3) belongs to ker(p3∗). Secondly, we let
w ∈ V (F) be a sheaf that is isomorphic to Ox ⊕ (u
2
1, u1u2, u
2
2)Ox at x, where (u1, u2)
is an analytic coordinate of x ∈ X. Then Z2 = p
−1
3 (w) is again a projective line that
generates a nontrivial kernel of p3∗. Since π31(Z2) is a point and π31(Z1) = R1, [Z1] and
[Z2] generates a two dimensional subspace in H2(R3). Therefore dimH2(V (F)) ≤ 1.
Finally, because Q = H2(V0)˜ ⊂ H2(V (F))˜ , they must be identical. This proves the
lemma 4.5.
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