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Abstract
Muchof the existing stage-structured consumer–resourcemodels ignore the permanence. In this paper,we consider the permanence
for a series of staged-structured consumer–resource models with the function response of so-called “prey-dependence”(resource-
dependence) type. We show that the systems are permanent, if and only if the adult consumer’s recruitment rate at the peak of
resource abundance is more than its death rate. Our results indicate that the large consumer’s maturation time delay will directly
lead to its extinction. Furthermore, our arguments for the main results give a light for permanence in the general stage-structured
consumer–resource systems.
© 2006 Elsevier B.V. All rights reserved.
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1. The model and its main results
One of the most important ecological problems associated with the population’s dynamical system is to study the
long-time coexistence of all the involved species. As a result, this turns out to be a very interesting mathematical
question, which is often referred to as permanence of populations. We use the permanence deﬁnition by Kuang [24],
i.e., we say a population x(t) is permanent if there exist two positive constantsm andM such that, for large t (dependent
on initial conditions),
mx(t)M .
We say a system is permanent if all its populations are permanent.Of all the populationmodels, the consumer–resource
models play a very important role and have received much attention [5,2,1,6,8,10–13,22,23,17–20,38,36,15]. How-
ever, most of these consumer–resource models ignore the enormous diversity during the species’ life histories, actually
many consumer species go through two or more life stages as they proceed from birth to death [3,15,29,31–33,4].
In view of such stage-structured consumer–resource model, Gourley and Kuang [15] constructed the following
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model:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x′(t) = rx(t)
(
1 − x(t)
K
)
− p(x(t))y(t),
y′(t) = be−djp(x(t − ))y(t − ) − dy(t),
y′j(t) = bp(x(t))y(t) − be−djp(x(t − ))y(t − ) − djyj(t),
x(), y(), yj()0 are continuous on  ∈ [−, 0] with x(0), y(0), yj(0)> 0,
(1)
where x(t) and y(t) represent resource and the mature consumer densities, respectively. yj(t) denotes the immature or
juvenile consumer densities. By assuming that juveniles suffer a mortality rate of dj (the through-stage death rate) and
taking  units of time to mature, e−dj is the surviving rate of each immature consumer to get mature. In this paper, we
assume r, b, d, dj > 0 and 0. The function p(x) is the adult consumer’s functional response and it is assumed to be
differentiable and satisfy
p(0) = 0, p(x) is strictly increasing, p(x)
x
bounded for all x0.
System (1) is an extension of the famous Wangersky–Cunningham delayed prey–predator model [43]. Consider the
consumer’s functional responsep(x), whichwas labeled as “prey-dependence”(resource-dependence) type in [5], when
p(x) = ax, it becomes Holling functional response of type I; p(x) = x/(1 + ax), it is Holling functional response of
type II; when p(x) = x2/(1 + ax2), it belongs Holling type III. Our results in this paper cover all the cases of Holling
type I–III [18,19].
By the deﬁnition ofp(x), system (1) has at least two equilibria: the zero equilibriumE0=(0, 0, 0) and axis equilibrium
E1 = (x, y, yj) = (K, 0, 0). Gourley et al. [15] consider system (1) and obtain the following global attractivity results
for E1:
Lemma 1.1 (Gourley and Kuang [15], Theorem 1). Assume that be−dj(K)d. Then solution of system (1) satisﬁes
limt→∞x(t) = K, limt→∞ y(t) = limt→∞ yj(t) = 0.
Lemma 1.1 gives conditions which are both necessary and sufﬁcient for the global stability of the boundary equi-
librium (x, y, yj) = (K, 0, 0). Ecologically, it shows the consumers will go extinct if the adult consumers’ recruitment
rate at the peak of resource abundance is no more than its death rate.
However, it still remains unsolved in [15] that underwhat conditionswill the consumer–resource coexist permanently.
In view of this question, we in this paper will build a method to obtain the necessary and sufﬁcient conditions for
permanence of system (1).
Lyapunov function is one of the main approaches to permanence that have been developed and has been exploited
with some success for some special models [14,24,26–28,31,39,42]. However, it fails to work for our system (1) because
the second equation of (1) belongs to the type of
y˙(t) = f (x(t − ), y(t − )) + g(y),
thus we cannot arrange it into y˙(t)=y(t)(f (x(t), y(t), x(t −), y(t −))), and which is necessary for constructing the
friendly Lyapunov function. In this paper, we engage a new approach based on Hale andWaltman’s famous persistence
theory [16] and obtain the necessary-sufﬁcient conditions for its permanence. Since a general discussion of permanence
is given in [21,40,41], and arguments about permanence in delayed populations can be found in [7,9,34,35], so we only
give a brief description of permanence in our proof here.
Our paper is organized as follows, in the next section we present and prove our main results. Discussion follows at
the last section.
2. Permanence
Here, the following are our main results:
Theorem 2.1. System (1) is permanent if and only if it satisﬁes be−djp(K)>d .
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Remark 2.1. Theorem 2.1 and Lemma 1.1 suggest the critical state for consumer’s permanence and extinction that
adult consumer’s recruitment rate at the peak of resource abundance equals to its death rate, i.e., the equation
be−djp(K) = d,
once adult consumer’s recruitment rate at the peak of resource abundance is larger than its death rate, then consumer
and resource coexist permanently; otherwise consumer will go extinct.
By Theorem 2.1, we directly have:
Corollary 2.1. Assume system (1) belongs to Holling type I, i.e., p(x) = ax, then it is permanent if and only if
be−djaK >d holds true.
Corollary 2.2. Assume system (1) belongs to Holling type II, i.e., p(x)= x/(1+ ax), then it is permanent if and only
if be−djK/(1 + aK)>d holds true.
Corollary 2.3. Assume system (1) belongs to Holling type III, i.e., p(x) = x2/(1 + ax2), then it is permanent if and
only if be−djK2/(1 + aK2)> d holds true.
To prove Theorem (2.1), we begin by presenting certain notations and theorems that will be used throughout this
paper. First, we prove the following positivity and boundedness preservation result:
Lemma 2.1. All solutions of system (1) are positive and ultimately bounded.
Proof. The positivity preservation for system (1) has been proved in [15, Proposition 1]. Nowwe prove x(t), y(t), yj(t)
are ultimately bounded.
By the ﬁrst equation of (1), we have limt→∞ x(t) = K , then for ∀<K/2, there exists T = T ()> 0 such that
x(t)<K + . Let z(t) = x(t) + edjy(t + ) and t > T (), then we have
z˙(t) = rx(t)
(
1 − x(t)
K
)
− dedjy(t + )
= rx(t)
(
1 − x(t)
K
)
+ dx(t) − dz(t)
< (r + d)(K + ) − dz(t). (2)
Thus we have limt→∞z(t) = (r + d)(K + )/d , proving the boundedness of x(t), y(t). Using the similar arguments
to Lemma 1 (Liu et al. [32, p. 131]), we can prove yj(t) is ultimately bounded. This proves Lemma 2.1. 
Lemma 2.2. Permanence of x(t), y(t) in system (1) implies that of yj(t).
Proof. By the third equation of system (1) we have
yj(t) = b
∫ 0
−
edjsy(t + s)p(x(t + s)) ds, (3)
the permanence of x(t), y(t) follows that x(t), y(t) have positive ultimately upper and below boundaries. Thus, by (3)
and the deﬁnition of p(x) we get
0< lim
t→∞
yj(t) lim
t→∞ yj(t)<∞,
proving Lemma 2.2. 
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Lemma 2.3. Given d∗ >d and the system
v′(t) = d∗v(t − ) − dv(t), v(t) = (t)0, t ∈ [−, 0], v(0)> 0, (4)
then limt→∞ v(t) = +∞.
Proof. Similar to arguments to Proposition 1 (Gourney et al. [15]), we get v(t)> 0 for all t > 0. Let
V (t) = v(t) + d
∫ t
t−
v(s) ds,
we have
V˙ (t)|(2.4) = d∗v(t − ) − dv(t) + d(v(t) − v(t − ))
= (d∗ − d)v(t − )> 0,
then V (t) strictly increases as t increases. Now, we show V (t) → ∞ as t → ∞. Assume the contrary, i.e., V (t) is
bounded, thus there exists a positive constant M such that limt→∞ V (t) = M > 0, which implies
lim
t→∞ (d
∗ − d)v(t − ) = lim
t→∞ V˙ (t) = 0,
i.e., limt→∞ v(t) = 0. Then by the deﬁnition of V (t), limt→∞ V (t) = 0, a contradiction. Hence limt→∞ V (t) = ∞.
Now, we prove limt→∞ inf v(t) = ∞. Otherwise, if v(t) is bounded, a contradiction, then limt→∞ inf V (t) will be
also bounded. This proves Lemma 2.3. 
Consider a metric space X with metric d. Tis a continuous semiﬂow on X1, i.e., a continuous mapping T : [0,∞) ×
X → X with the following properties:
Tt ◦ Ts = Tt+s , t, s0; T0(x) = x, x ∈ X.
Here, Tt denotes the mapping from X to X given by Tt (x) = T (t, x). The distance d(x, y) of a point x ∈ X from a
subset Y of X is deﬁned by
d(x, y) = inf
y∈Y d(x, y).
Recall that the positive orbit +(x) through x is deﬁned as +(x) = ∪t0{T (t)x}, and its –limit set is (x) =
∩0 CL∪t{T (t)x}. Where CL means the closure. Deﬁne Ws(A) the stable set of a compact invariant set A as
Ws(A) = {x : x ∈ X, (x) = ,(x) ⊂ A},
and the particular invariant sets of interest are A˜ =⋃x∈A (x).
(H1). Assume X is the closure of open set X0; X0 is nonempty and is the boundary of X0. Moreover the
C0—semigroup T (t) on X satisﬁes
T (t) : X0 → X0, T (t) : X0 → X0.
Lemma 2.4 (Hale and Waltman [16, Theorem 4.1, p. 392]). Suppose T (t) satisﬁes (H1) and:
(i) There is a t00 such that T (t) is compact for t > t0;
(ii) T (t) is point dissipative in X;
(iii) A˜ is isolated and has an acyclic covering M .
Then T (t) is uniformly persistent if and only if for each Mi ∈ M , Ws(Mi)⋂X0 = .
Proof of Theorem 2.1. We ﬁrst prove that be−djp(K)>d leads to the permanence of system (1).
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By the third equation of system (1) and (3), yj(t) is completed determined by x(t), y(t), hence we consider the
following subsystem of (1) and prove x(t), y(t) in system (5) are permanent if and only if be−djp(K)>d holds true:⎧⎪⎨
⎪⎩
x′(t) = rx(t)(1 − x(t)
K
) − p(x(t))y(t),
y′(t) = be−djp(x(t − ))y(t − ) − dy(t),
x(), y()0 are continuous on − 0, and x(0), y(0)> 0.
(5)
We begin by showing that the boundary planes of R2+ = {(x, y) : x0, y0} repel the positive solutions to system
(5) uniformly. Let C+([−, 0], R2+) denote the space of continuous functions mapping [−, 0] into R2+. We choose
C1 = {(0,1) ∈ C+([−, 0], R2+) : 0() ≡ 0,  ∈ [−, 0]},
C2 = {(0,1) ∈ C+([−, 0], R2+) : 0()> 0, 1() ≡ 0,  ∈ [−, 0]}.
Denote C = C1⋃C2, X = C+([−, 0], R2+) and X0 = IntC+([−, 0], R2+), then C = X0.
We verify below that the conditions of Lemma 2.4 are satisﬁed. By the deﬁnition of X0 and X0 and system (5),
it is easy to see X0 and X0 are invariant, hence (H1) is satisﬁed. Moreover, by Lemma 2.1 and deﬁnition of p(x),
conditions (i) and (ii) of Lemma 2.4 are clearly satisﬁed. Since system (5) possess two constant solutions in C = X0:
E˜0 ∈ C1, E˜1 ∈ C2 with
E˜0 = {(0,1) ∈ C+([−, 0], R2+) : 0() ≡ 1 ≡ 0,  ∈ [−, 0]},
E˜1 = {(0,1) ∈ C+([−, 0], R2+) : 0() ≡ K, 1 ≡ 0,  ∈ [−, 0]},
and we have x˙(t)|(0,1)∈C1 ≡ 0, then we get x(t)|(0,1)∈C1 ≡ 0 for all t0, using the second equation of (5), we
have y˙(t)|(0,1)∈C1 =−dy(t)0, hence all points inC1 approach E˜0, i.e.,C1 =Ws(E˜0). Similarly, we have all points
in C2 approach E˜1, i.e., C2 = Ws(E˜1). Hence A˜ = E˜0⋃ E˜1 and clearly it is isolated. Noting that C1⋂C2 = , it
follows from these structural features that the ﬂow in A˜ is acyclic, satisfying condition (iii) of Lemma 2.4.
Now we show that Ws(E˜i)
⋂
X0 = , i = 0, 1. Since Lemma 2.1 indicates that Ws(E˜0)⋂X0 = , we only need
to prove Ws(E˜1)
⋂
X0 = .
Assume that is contrary, i.e., Ws(E˜1)
⋂
X0 = , then there exists a positive solution (x(t), y(t)) to system (5)
with limt→∞ (x(t), y(t)) = (K, 0). Then for the sufﬁciently small ε with be−djp(K − ε)> d, there exists a positive
constant T = T (ε) such that
x(t)>K − ε, y(t)< ε for all tT .
By the second equation of (5) we have
y′(t)> be−djp(K − ε)y(t − ) − dy(t), tT + . (6)
Consider the equation{
v′(t) = be−djp(K − ε)v(t − ) − dv(t), tT + ,
v(t) = y(t), t ∈ [T , T + ], (7)
by (6) and the comparing theorem, we have y(t)v(t) for all t > T . On the other hand, using Lemma 2.3, we have
limt→∞ v(t) = ∞ for all solutions to system (7), thus limt→∞ y(t) = ∞, contradicting y(t)< ε. Then condition
Ws(E˜i)
⋂
X0 = , i = 0, 1 of Lemma 2.4 holds true.
Hence system 5 satisﬁes all conditions of Lemma 2.4, thus (x(t), y(t)) is uniformly persistent, i.e., there exists
positive constants  and T =T () such that x(t), y(t) for all tT , noting Lemma 2.1 shows that (x, y) are ultimately
bounded, this proves the permanence of system 5. By Lemma 3, yj(t) is permanent, this proves the permanence of
system (1).
Webelowverify that permanenceof system (1) indicatesbe−djp(K)>d .Assume that is contrary, i.e.,be−djp(K)d,
then by Lemma 1.1, x(t) → K, y(t) → 0 as t → ∞, contradicting permanence of (1). This proves Theorem 2.1. 
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3. Discussion
In this paper, we considered a series of stage structured one–consumer-one-resource models with the function re-
sponse of so-called “prey-dependence”(resource-dependence) type. Our model (1) is the generalization of a series
of classic consumer–resource (predator–prey) models with functional responses of Holling type I–III. Our result,
Theorem 2.1 shows that the systems are permanent if and only if be−djp(K)>d holds true, i.e., the adult consumer’s
recruitment rate at the peak of resource abundance is more than its death rate.
Ecologically, Theorem 2.1 indicates that permanence of the systems is determined and only determined by the
following elements: resource’s carrying capacity K; the adult consumer’s birth rate b; the immature consumer’s death
rate dj, the consumer’s maturation time delay , the adult consumer’s death rate d and the functional response type p(·).
Our results also shows that large the K, b, the efﬁcient functional response type p(·) as well as the small dj, , d are
“good” for the system’s permanence, while the reverse can lead to the consumer’s extinction.
Note that consumer’s maturation time delay  and the immature consumer’s death rate dj directly effect on its
permanence: given be−djp(K)>d and increase , then be−djp(K) will rapidly decrease until be−djp(K)d as
 increases enough large, thus enlarging the consumer’s maturation time delay can directly lead to its annihilation,
similar conclusion can be obtained for dj. Ecologically, this is because consumer’s surviving possibility during the
immature stage is e−dj, thus both large consumer’s maturation delay  and large immature consumer’s death rate can
decreases such possibility in exponent speed.Our above conclusions are similar to those for stage-structured competitive
system [30–32], where the dii (di, i in [30–32] denote the ith immature death rate and maturation time, respectively,
i = 1, . . . , n) is deﬁned as the degree of the stage structure for the ith species, and it is proposed that degree of stage
structure cannot only drive species into elimination but also ensure its competitor permanent.
There is still a tremendous amount ofwork to do in this area. Ecologically, it would be interesting to study permanence
of stage-structured consumer–resource models of resource-dependence type. As for the mathematical predator–prey
models, recently, “predator-dependent”(consumer-dependence) rather than “prey-dependence”(resource-dependence)
type models receives more support from the real work (see [2,1,11,38,36] and the references therein). In [1], it is even
pointed that “Precise prey dependence and ratio dependence will both be rare” while “Predator dependence will be
common”. In [38], by comparing the statistical evidence from 19 predator–prey systems that three predator-dependent
functional responses, Skalski and Gilliam pointed out the predator-dependent functional responses can provide better
descriptions of predator feeding over a range of predator–prey abundances. In some cases, the Beddington–DeAngelis-
type functional response (hereafter the BD model) performed even better. Although the predator-dependent mod-
els that they considered ﬁt those data reasonably well, no single functional response best describes all of the data
sets. Hence it is reasonable for us to consider the predator–prey model of BD model. Therefore, it would be in-
terested to study the permanence in the following general resource-dependent stage-structured consumer–resource
models:⎧⎪⎨
⎪⎩
x˙(t) = x(t)F (x) − G(x, y),
y˙(t) = be−djG(x(t − ), y(t − )) − dy(t),
y˙j (t) = G(x, y) − be−djG(x(t − ), y(t − )) − djyj(t),
(8)
where x(t), y(t), yj(t), , b, d, dj have the same deﬁnition as in system (1). The p(x, y) includes the famous
Beddington–DeAngelis type functional response [6] as well as Hassell type [17], etc.
On the other hand, our proof methods for Theorem 2.1 can be applied to the general system (8). Differently from
those in [14,24,28,27,37,39]—which engage Lyapunov function methods, and those in [3,29–32], using method of
monotone ﬂow, we engage a new approach based on Hale andWaltman’s famous persistence theory [16]. It is hard for
methods of Lyapunov function and monotone ﬂow to consider permanence in the system where consumer’s change
depends on that of consumer and resource at some previous time. However, our methods based on the boundary repeller
theory make it possible to consider permanence of the system (8). We leave this as our future work [25].
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