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INTRODUCTION
Matrix partial orders have been an area of intense research in the past few years. The minus partial order is one of the important partial orders for matrices, and it is related to several other concepts such as rank additivity, shorted operators, and the parallel sum [4] . It is well known that idempotent matrices play an important role in the theory of generalized inverses. In particular, the structure of idempotent matrices that are entrywise nonnegative is well understood, and it is a natural problem to investigate how the *The present work was carried out while this author was visiting Ohio University, Athens, Ohio.
LINEAR ALGEBRA AND ITS APPLICATIONS 261: 143-154 (1997) minus partial order behaves with reference to nonnegative idempotent matrices. The purpose of this paper is to describe the structure of nonnegative matrices which are dominated by a given nonnegative idempotent matrix under the minus partial order. In Section 2 we introduce some definitions and prove some preliminary results. The main result is proved in Section 3.
DEFINITIONS AND PRELIMINARY RESULTS
We consider only real matrices. A matrix A = [u,~] is nonnegative if aij > 0 for all i, j, in which case we write A 3 0. Similarly, A is positive if aij > 0 for all i, j, denoted A > 0. The square matrix A is idempotent if A2 = A. The transpose of A is denoted by AT, and the identity matrix of the appropriate order is denoted by 1.
If A is an m X n matrix, then an n X m matrix G is a generalized inverse (or a g-inverse) of A if AGA = A. We denote an arbitrary g-inverse of A by A-.
A matrix J is a direct sum of matrices ]i, . . . , J,., denoted by J = Ji @ a** B)J,, if If A, B are m x n matrices, then we say that A is dominated by B in the minus order, denoted by A <-B, if rank B = rank A + rank(B -A).
It is well known that the minus order is a partial order, and several characterizations of it are available in the literature (for example, see [3] ). In particular, we note the following result which will be used. We remark that (iv) can be interpreted as saying the "parallel sum" of A and B -A is zero.
We will need the following characterization of nonnegative idempotent matrices due to Flor [2] (also see It follows from Theorem 2 that if E is a positive idempotent matrix, then E must be of rank one.
The main purpose of this paper is to describe nonnegative matrices dominated by a given nonnegative idempotent matrix under the minus order.
We first prove some preliminary results which are needed for such a description.
LEMMA 3. Let A, E be n X n matrices .such that E' = E, and suppose that A < -E. Then A is idempotent and AE = A = EA.
Proof.
Since E * = E, the n X n identity matrix I is a g-inverse of E. Since A <-E, by Theorem l(iii) Z must be a g-inverse of A and therefore 
Let i, j be fured, 1 < i, j < r. Since ]X = X = XJ, we have Ji Xij = xij = X,,J,. where J = Ji @ *** @ J,., Ji = xi yT, xi, yi are positive vectors, and y,rxi = 1, i = 1,2,. . . , r. For convenience we assume that E itself is of the form given in (3), as this will not affect the conclusion of the theorem. Let (since XijJj = Xii) = y;xikxk
and therefore the claim is proved. Since 2 is a nonnegative idempotent matrix, by Theorem 2 there exists a permutation matrix Qr such that where Jr is a direct sum of positive idempotent matrices, each of rank one. Let Q be the permutation matrix obtained from Qr by replacing the 1 in the ith column by the identity matrix of the same order as Xii, i = 1,2, . . . , T, and replacing each zero by a zero matrix of appropriate size. Then by block matrix multiplication it can be seen that QXQr permutes the blocks Xij of X in the same way as Q,ZQr permutes the entries zij of Z. Therefore, keeping in mind that each Xij is either zero or positive, we have 
/' u(r)
Finally, set U = QXQT, C = 6Q', D = Q6, and J = QjQ' to get forms of PEPT and PAPT as asserted. That completes the proof.
??
COROLLARY 6. Let A, E be n X n nonnegative matrices with no zero row or column. Suppose E2 = E and A <-E. Then the following assertions hold. {1,2, . . . , n} = S, U -*a U S, be the partition of {1,2, . . . , n) induced by the direct sum representation of PEPT, and let {1,2, . . . , n) = TI " *** U Tk be the partition induced by the direct sum representation of PAPT. Then the former partition is a refinement of the latter, and $ Si = ?; for some i, j then the corresponding blocks in the direct sum representations are identical.
The proof of Corollary 6 is essentially contained in the proof of Theorem 5. Statement (ii) of the corollary follows from AE = A = EA together with the fact that the diagonal of A is positive, and statement (iii) follows from (ii).
The next example shows that in the case of Theorem 5, the natural converse implication is not true.
EXAMPLE 7. Let
Then A, E are both nonnegative idempotent matrices. Also the condition in Theorem 5 is trivially satisfied. However, A is not dominated by E in the minus order, since rank E = 2, which does not equal rank A + rank( E -A), which is 3.
The following example illustrates the structure described in Corollary 6. In the remainder of the paper we show that the set of nonnegative matrices dominated in the minus order by a given nonnegative idempotent matrix of rank r can be "identified' with the set of r X r nonnegative idempotent matrices. This jibes well with the simple observation that the set of nonnegative matrices dominated by the r X r identity matrix is precisely the set of all r X r nonnegative idempotent matrices.
EXAMPLE 8. Let
We now introduce some notation. Let E be an n X n nonnegative idempotent matrix of rank T. Let As = {A : A 2 0, A Q-E), and let < be the set of r X r nonnegative idempotent matrices. With this notation we have the following result.
THEOREM 9.
Let E be a nonnegative idempotent matrix of rank r. Then there exists a map 4 : dE + -U; satisfying the following properties:
(i) 4 is one-to-one.
(ii) 4 is onto. 
Proof.
We first describe the construction of the map 4. Let A EAT. By the proof of Theorem 5 we may write, without loss of generality, that positive matrix of rank 1. Since JX = X = Xl, we have
We define Since XY = 0, it is easy to verify that +( A)c$(B) = 0, completing the proof.
