In this report, we apply the proposed "para-model" framework in order to control the trajectory of a dynamical system-based robot. The optimization of the dynamical performances in closed-loop is performed using a derivative-free optimization algorithm.
General Principle
We consider a nonlinear SISO dynamical system to control:
where f nl is a nonlinear system, the para-model agent is an application (y * , y) → u whose purpose is to control the output y of (1) following an output reference y * . In simulation, the system 1 is controlled in its "original formulation" without any modification / linearization.
Definition of the closed-loop
Consider the control scheme depicted in Fig. 1 where C π is the proposed PMA controller. 
Definition of the PMA algorithm
For any discrete moment t k , k ∈ N * , one defines the discrete controller C π such that symbolically:
where: y * is the output reference trajectory; K p and K I are real positive tuning gains; ε k−1 = y * k−1 − y k−1 is the tracking error; k α e −k β k is an initialization function where k α and k β are real constants; practically, the integral part is discretized using e.g. Riemann sums. We define the set of C π -parameters of the controller as the set of coefficients {K p , K i , k α , k β }. The internal recursion on u i k is defined such as:
3 Application to robot point-to-point movements
Controllable autonomous dynamical systems
Robot discrete motions are modeled by autonomous Dynamical Systems (DS) that describe the behavior expected by the robot to perform tasks [4] . Consider a state variable ξ ∈ R d that can be used to unambiguously define a discrete motion of a robotic system (e.g. ξ could be a robot's joint angles, position and/or orientation of an arm's end-effector in the operational space, etc.) and define the controllable functionf such that:
where u is the input that allows controlling the model; f (ξ) is a continuous function that codes an exact specific behavior of the robot andf (ξ) is the estimated function, derived from f (ξ) 1 that needs to be controlled in order to comply with the expected behavior. The expression (3) is integrated using an Euler forward method 2 . Denote ξ 0 = 0 the initial configuration and ξ f , the final point that must be reached by the controlled DS.
The purpose is to control (3) by the para-model law (2) in order to maintain ξ "as close as possible" to a trajectory reference ξ * according to the time.
Implementation of the C π -controller
A possible control scheme is to consider controlling the trajectory ξ that must remain "as close as possible" to the reference ξ * . Therefore, ξ is physically measured and the position of the robot is driven by the C π -controller. We build a closed-loop that creates a feedback between (2) and (3). We have "symbolically":
1 An estimate of f (ξ) is built from a set of N demonstrations using any of the state-of-theart regression methods (see [4] ).
2 The following standard scheme is used: ξ k+1 = ξ k + hξ (whereξ is deduced from the estimated functionf (ξ)) but when applying (2) to close the loop (4), little oscillations of the trajectory (which remain to study / explain) appear but the closed-loop remains globally "dynamically" stable. To cancel these oscillations, we notice that if one considers a µ factor such as: ξ k+1 = µξ k + hξ, µ ∈ [0, 1], the modified Euler scheme allows having very nice dynamical performances in closed-loop despite an open-loop trajectory that does not correspond to the the original one (Fig. 2) due to the presence of the "disturbing" µ factor inside the Euler scheme. Figure 2 presents the trajectory of the robot in open-loop i.e. described exclusively byf (ξ); it shows that the state ξ converges to a point that is pretty far from the expected final point ξ f . Figure 3 presents the trajectory of the robot driven by the Lyapunov function approach [4] that reaches the final point ξ f . Figure 6 shows the controlled trajectory ξ by the proposed para-model control according to the time for a particular reference "2" and Fig. 7 shows the same result in the phase space. According to the gained experience, the parameters {K p , K i , k α , k β } of the para-model law (2) are very flexible and might give interesting dynamical performances in closed-loop even if they have been roughly tuned. 
Results

Lyapunov-based dynamical performances
Optimized dynamical performances
To improve the dynamical performances of the closed-loop, we want to solve the problem of finding the most appropriate set of C π -parameters relating to the minimization of the ISE (integral square error) performance index such that:
where t f is the final time of the simulation. We are interested in using the "Brute Force Optimization" (BFO) solver [5] that is very convenient and efficient to use. Figures 8 and 9 show the BFO-optimized controlled trajectory ξ by the proposed para-model control according to the time for respectively the references "2" and "1". 
Controlled trajectory with external disturbances
To evaluate the disturbance rejection of the C π -controller, we consider adding an external "force" u dist in (3) such as:
The following examples illustrate the behavior of the controlled trajectory considering two cases of increasing disturbances: a linear-type disturbance (Fig.  10 ) and a logarithmic-type disturbance (Fig. 11) .
Examples
We consider applying a disturbance u 
Figure 11: Evolution of the disturbed controlled trajectory considering a logarithmic disturbance (the disturbance is completely rejected after t β ).
