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Abstract. To model Web services handling data from an infinite do-
main, or with multiple sessions, we introduce fresh-variable automata, a
simple extension of finite-state automata in which some transitions are
labeled with variables that can be refreshed in some specified states. We
prove several closure properties for this class of automata and study their
decision problems. We then introduce a notion of simulation that enables
us to reduce the Web service composition problem to the construction of
a simulation of a target service by the asynchronous product of existing
services, and prove that this construction is computable.
1 Introduction
Service Oriented Architectures (SOA) consider services as platform-independant
elementary components that can be published, invoked over a network and
loosely-coupled with other services through standardized XML protocols in order
to dynamically build complex distributed applications [1]. This flexible ability
to compose applications can be viewed as a motto for SOA.
Service composition has been adressed in many works (e.g. [16,5,4,11,9,3]).
One of the most successful approaches to composition amounts to abstract ser-
vices as finite-state automata (FA) and apply available tools from automata
theory to synthesize a new service satisfying the given client requests from an
existing community of services [5,4,13].
However FA models are too abstract for handling data values ranging over
unbounded domains, such as integer parameters of procedures or strings attached
to XML documents leaves. This limitation has motivated several extensions of
automata for dealing with infinite alphabets. A noticeable one is finite-memory
automata (FMA) proposed by Kaminski and Francez [12], studied and com-
pared with pebble automata in [14]. FMA have been extended to data automata
(e.g. [8,7,17]) that have better connections with logic while keeping good de-
cidability properties. Basically FMA can only remember a bounded number of
previously read symbols. For instance, they can recognize the language of words
where some data value occurs an even number of times. Our work is related to
variable automata a simple extension of FA introduced by [10]. In this approach
some automata transitions are labelled by variables that can get values from an
infinite alphabet. The model in [10] allows one to keep a natural definition for
runs and to obtain simple procedures for membership and non-emptyness.
However it is not obvious whether the automata-based approach to service
composition (e.g. [5,13]) can still be applied with infinite alphabets. Our objec-
tive is to define a class of automata on infinite alphabets which is well-adapted
to specification and composition of services and to study its properties.
Contributions. In this paper we consider the service composition problem as
stated in [6]: given a client and a community of available services, synthesize
a composition, i.e. a suitable function that delegates actions requested by the
client to the available services in the community. This problem amounts to show
([6,13]) that there exists a simulation relation between the target service (spec-
ifying an expected service behaviour for satisfying the client requests) and the
asynchronous product of the available services. If a simulation relation exists
then it can be easily used to generate an orchestrator, that is a function that
selects at each step an available service for executing an action requested by the
client. In order to head for real-world applications where service actions are pa-
rameterized by terms built with data taken from infinite alphabets (identifiers,
codes, addresses . . . ), we introduce an extension of FA called Fresh-Variable
Automata (FVA) where some transitions are labelled by variables that can be
assigned the read letter. A variable binding can be released at some states: in
that case we say that the variable is refreshed. This mecanism is natural to ex-
press iteration processes, for instance when a service has to scan a list of item
identifiers, or sessions. Note that our freshness notion differs from the one in [18].
We have established closure properties of FVA for union, intersection, concate-
nation and Kleene operator. We have shown that universality is decidable. Our
main result is the decidability of the service composition problem for FVA. This
gives a non-trivial extension of [6] that we illustrate with a natural example.
Related work. The related formalism of variable automata [10] was proposed as
another simple extension of FA to infinite alphabets. The variables of variable
automata are assigned at most once a value in a run, except for a special free
variable that can get a value that is different from the other variables. This is not
convenient to model services where several variables are reused in each session.
[10] investigates closure properties of variable automata but do not consider
simulation relations. In fact, FVAs and variable automata are incomparable. A
well established model to handle infinite alphabets is FMA [12]. Although our
model is less expressive than FMAs, we believe that FVAs are simpler to handle
and to visualize, and they enjoy more decidable properties such as universality.
Several works deal with the problems of service composition and orchestration
in different settings. In the Roman model [5], service composition was considered
where the services are finite automata with no access to data. A logic-based ap-
proach was devised in [15] to solve this problem where the agents have access to
infinite data. The client and the services exhibit infinite-state behavior: the tran-
sitions are labeled with guards over an infinite domain. In [2] the communication
actions are performed through channels. Guards/conditions and constraints on
the transitions have been introduced as well, e.g. [15]. Orchestration was studied
2
in [9] for services with linear behavior in presence of security constraints and
where the communication actions are arbitrary terms over a given signature.
Paper organisation. Sec. 2 recalls standard notions. Sec. 3 introduces the new
class of FVAs . Sec. 4 studies FVAs, and shows in particular closure prop-
erties and decidability of universality. Sec. 5 defines communicating FVAs, or
CFVAs for short. and introduces the notion of G-simulation. Sec. 6 shows that
G-simulation is decidable for CFVAs. Sec. 7 applies the results to service syn-
thesis problems. Final remarks and future works are given in Sec. 8.
2 Preliminaries
Let X be a finite set of variables, Σ an infinite alphabet of letters. A substitution
is an idempotent mapping {x1 7→ α1, . . . , xn 7→ αn} ∪
⋃
a∈Σ{a 7→ a} with vari-
ables x1, . . . , xn in X and α1, . . . , αn in X ∪ Σ. We call {x1, . . . , xn} its proper
domain, and denote it by dom(σ). We denote by Dom(σ) the set dom(σ) ∪ Σ.
If all the αi, i = 1 . . . n are letters then we say that σ is ground. The empty
substitution (i.e., with an empty proper domain) is denoted by ∅. The set of the
substitutions from X ∪ Σ to a set A is denoted by ζX ,A, or by ζX , or simply
by ζ if there is no ambiguity. If σ1 and σ2 are substitutions that coincide on
the domain dom(σ1) ∩ dom(σ2), then σ1 ∪ σ2 denotes their union in the usual
sense. We define the function V : Σ ∪X −→ P(X ) by V(α) = {α} if α ∈ X , and
V(α) = ∅, otherwise. For a function F : A −→ B, and A′ ⊆ A, the restriction of
F on A′ is denoted by F|A′ .
A two-players game is a tuple 〈PosE ,PosA,M, p
⋆〉, where PosE ,PosA are
disjoint sets of positions: Eloise’s positions and Abelard’s positions. M ⊆
(PosE ∪PosA)× (PosE ∪PosA) is a set of moves, and p⋆ is the starting position.
A strategy for the player Eloise is a function ρ : PosE → PosE ∪ PosA, such
that (℘, ρ(℘)) ∈ M for all ℘ ∈ PosE . A (possibly infinite) play π = 〈℘1, ℘2, . . .〉
follows a strategy ρ for player Eloise iff ℘i+1 = ρ(℘i) for all i ∈ N such that
℘i ∈ PosE . Let W be a (possibly infinite) set of plays. A strategy ρ is winning
for Eloise from a set S ⊆ PosE ∪ PosA according to W iff every play starting
from a position in S and following ρ belongs to W.
3 Fresh-variable automata
In this section we introduce the class of FVAs and illustrate it through simple ex-
amples. This formalism extends finite-state automata with two features. Firstly,
the transitions labels consist of letters and variables that can be assigned a value
from an infinite alphabet domain. Secondly, at each state some of the variables
are freed from their assignments: they can receive other values.
A motivating example. We first motivate fresh-variable automata through an
example that illustrates a service composition problem.We have an e-commerce
Web site allowing customers to create shopping carts, search for items from
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an infinite domain and add them to a shopping cart, see Figure 3. The main
issue is that the three agents CLIENT, CART and SEARCH exhibit an infinite-
state behavior involving sending and receiving messages ranging over a possibly
infinite set of terms. We emphasize that variable y is refreshed (i.e. freed to get
a new value) when passing through the state p0. In the same way variable x is
refreshed at p1, z at q0 and u at q1, and w at r0 respectively.
p0
p1
p2
p3
!Create Cart(y)
!Search(x) ?Fail
?End Cart(y)
?Num(x)
CLIENT
!Add Cart(y,x)
q0
q1
?Create Cart(z)
?Add Cart(z,u)
!End Cart(z)
CART
r0
r1
?Search(w)!Num(w)
SEARCH
!Fail
Fig. 1. The CART example
In this example, we ask whether the requests made by the client can be
answered by combining the services CART and SEARCH. In this section we consider
only automata in which the transitions are labeled by letters or variables. We
introduce the communication symbols !, ? for defining a simulation in Sec. 5.
Definition 1. A FVA is a tuple A = 〈Σ,X , Q,Q0, δ, F, κ〉 where Σ is a infinite
set of letters, X is a finite set of variables, Q is a finite set of states, Q0 ⊆ Q is
a set of initial states, δ = Q× (Σ ∪X )→ 2Q is a transition function with finite
domain, F ⊆ Q is a set of accepting states, and κ : X → 2Q is the refreshing
function that associates to every variable the (possibly empty) set of states where
it is refreshed.
For a FVA A, we shall denote by ΣA the finite set of letters that appear in the
transition function of A. Variables in a FVA are considered up to renaming, and
we always assume that two FVAs have disjoint sets of variables.
The formal definition of configuration, run and recognized language follows.
Definition 2. Let A = 〈Σ,X , Q,Q0, δ, F, κ〉 be a FVA. A configuration is a pair
(q,M) where q ∈ Q and M : X ⇀ Σ is a substitution. We define a transition
relation over the configurations as follows: (q1,M1)
a
→ (q2,M2), where a ∈ Σ,
iff there exists a label α ∈ Σ ∪ X such that q2 ∈ δ(q1, α), and either
(i) α ∈ Dom(M1), M1(α) = a and M2 = M1|D, with D = Dom(M1) \ κ
−1(q2)
or
(ii) α ∈ (X \Dom(M1)) and M2 = (M1 ∪ {α 7→ a})|D, with D = (Dom(M1) ∪
{α}) \ κ−1(q2).
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A finite word w = w1w2 . . . wn ∈ Σ∗ is recognized by A iff there exists a run
(q0,M0)
w1→ (q1,M1)
w2→ . . .
wn→ (qn,Mn), such that M0 = ∅, q0 ∈ Q0 and qn ∈ F .
The set of words recognized by A is denoted by L(A).
We could define FVAs with ε-
transitions too. We show in the
Appendix that FVAs with ε-tran-
sitions are equivalent to FVAs.
Example 1. LetA1 andA2 be the
FVAs depicted on the right, where
κ(x) = {p0} and κ(z) = {q0, q1}.
Then, L(A1) is the set of words
a1a1a2a2 · · · anan for n ≥ 0 and
ai ∈ Σ, and L(A2) is the set of
words in Σ⋆, where some letter appears at least twice. We notice that L(A1)
cannot be recognized by a variable automata [10].
p0 p1
x
x
A1
q0 q1 q2
z
y
z
y
A2
4 Properties of FVAs
We study in this section properties of FVAs and some basic decision problems.
4.1 Closure properties
FVAs with multiple labels. To prove the closure under intersection, we first intro-
duce a generalization of FVAs called n-FVAs where n is an integer. An n-FVA
has transitions labeled with n-tuple of labels. In this general setting 1-FVAs are
FVAs. We show next that n-FVAs and FVAs recognize the same languages.
Definition 3. An n-FVA, where n ∈ N⋆, is a tuple A = 〈Σ,X , Q,Q0, δ, F, κ〉
which is defined like a FVA but for the transition function δ : Q×(Σ∪X )n → 2Q.
The configurations and runs of n-FVAs are defined as for FVAs, except that
the currently read letter u ∈ Σ should match simultaneously with the n compo-
nents of its n-label for this transition to be fired, see Appendix E.1.
Theorem 1. For all n ≥ 1, n-FVAs and FVAs are equivalent.
Proof. We sketch a proof of the non-trivial direction in the case n = 2. The
general case follows directly by induction on n. Let A = 〈Σ,X , Q,Q0, δ, F, κ〉
be a 2-FVA, and let us introduce nX = |X |, and nΣ = |ΣA|, and assume
ΣA = {a1, . . . , anΣ}. Let Ψ ⊂ {1, . . . , nX + nΣ}
ΣA∪X be the set of functions
from ΣA ∪X to {1, . . . , nX + nΣ} such that for every ψ ∈ Ψ we have ψ(ak) = k.
Furthermore, given D ⊆ X and ψ ∈ Ψ , we let ψD be the subset of Ψ of functions
equal to ψ on (ΣA ∪ X ) \D. Finally, given a substitution M ∈ ζX ,Σ we let ΨM
be the subset of Ψ of functions ψ such that, for all x, y ∈ ΣA∪dom(M), we have
5
M(x) = M(y) iff ψ(x) = ψ(y). Let A′ = 〈Σ,X , Q × Ψ,Q0 × Ψ, F × Ψ, δ′, κ′〉
where the transition function δ′ is defined as follows: for all (q0, ψ0) ∈ Q′ and
α, β ∈ ΣA ∪ X , δ
′((q0, ψ0), (α, β)) = {(q1, ψ1) | q1 ∈ δ(q0, (α, β)) and ψ0(α) =
ψ0(β) and ψ1 ∈ ψ
κ−1(q1)
0 }; Finally for x ∈ X , we define κ
′(x) = κ(x) × Ψ . We
can prove that there exists a run q0,M0
(α1,β1)
→ . . .
(αn,βn)
→ qn,Mn in A iff for
all ψn ∈ ΨMn there exists a run (q0, ψ0),M0
(α1,β1)
→ . . .
(αn,βn)
→ (qn, ψn),Mn
in A′. Thus, A and A′ recognize the same language L. Finally, a 1-FVA B
recognizing the same language L is constructed from A′ by mapping each integer
in ψ(X ∪ΣA) to a variable or a constant. ⊓⊔
As shown by a language L = {a}, with a ∈ Σ, the complement of a FVA(-
recognizable) language is not necessarily FVA-recognizable. Note also that [10]
has neither considered Kleene operator nor the concatenation. The closure under
union is straightforward since we just take the disjoint union of the two FVAs.
The closure under Kleene operation and concatenation is a direct consequence
of the fact that FVAs with ε-transitions and FVAs are equivalent (Lemma 2
in the Appendix). The closure under intersection is an immediate consequence
of Theorem 1, since the intersection of two FVAs amounts to computing their
Cartesian product, which is a 2-FVA. Thus we have the following theorem.
Theorem 2. FVAs are closed under union, concatenation, Kleene operator and
intersection.
4.2 Decision procedures for FVAs
We study the decidability and complexity of classical decision problems: Nonempti-
ness (givenA, is L(A) 6= ∅?), Membership (given a word w and A, is w ∈ L(A)?),
Universality (given A, is L(A) = Σ∗?), and Containment (given A1 and A2, is
L(A1) ⊆ L(A2)?).
Theorem 3. For FVAs, Nonemptiness is NL-complete, Membership is NP-com-
plete, and Universality is decidable.
Proof for Universality. We say a variable x is free in a configuration q,M if
x /∈ dom(M). Out of A we construct a FVA A′ such that for every reachable
configuration q′,M on A′ every transition out of q′ is labeled with a variable
free in q′.
Claim 1. If A is universal then for every n ≥ 0 there exists a path of length n
from an initial state to a final state in which every transition is labeled with a
variable which is free in the source state of this transition.
Proof of the claim. By contradiction assume A is universal but there exists
n ≥ 0 such that every path of length n from an initial state to a final state has
at least one transition over either a letter or an already bound variable. We note
that the word w1 . . . wn ∈ Σ⋆, in which wi 6= wj for all i 6= j and wi /∈ ΣA, is
not recognized by A. This contradicts the universality of A. ⊓⊔
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Assume A = 〈Σ,X , Q,Q0, F, δ, κ〉 and let A′ = 〈Σ,X , Q′, Q′0, F
′, δ′, κ′〉 where:
Q′ = {(q,X) | q ∈ Q and X ⊆ X}
Q′0 = {(q,X ) | q ∈ Q0}
F ′ = {(q,X) | q ∈ F and X ⊆ X}
and (q′, X ′) ∈ δ′((q,X), x) if, and only if, x ∈ X and X ′ = (X \ {x}) ∪ κ−1(q′),
and κ′(x) = {(q,X) | q ∈ κ(x)}.
Claim 2. There exists a run q0,M0
x1→ . . .
xn→ qn,Mn in A in which for all 1 ≤
i ≤ n we have xi /∈ Dom(Mi−1) if, and only if, there exists a run (q0,X ),M0
x1→
. . .
xn→ (qn, Xn),Mn in A
′ with Xn = X \Dom(Mn).
Proof of the claim. By induction on n. Since dom(M0) = ∅ the case n = 0 is
trivial. Assume the claim holds up to n. Let us prove the equivalence for n+ 1.
⇐) Since (qn+1, Xn+1) ∈ δ′((qn, Xn), xn+1) by induction xn+1 /∈ Dom(Mn).
Thus qn+1 ∈ δ(qn, xn+1) and xn+1 is free at the state qn of the run. The substi-
tution Mn+1 obtained is as expected.
⇒) Assume a transition qn,Mn
x
→ qn+1,Mn+1 is labeled with xn+1 /∈ Dom(Mn).
By induction xn+1 ∈ Xn, and thus (qn+1, Xn+1) ∈ δ′((qn, Xn), xn+1). ⊓⊔
Thus, for every run starting from an initial state and reaching a configuration
(q,X),M the couple (dom(M), X) is a partition of X . Consequently each transi-
tion of A′ is labeled with a variable which is free in every run reaching its source
state. Thus it suffices to prove that in A′, for every n ≥ 0, there exists a path
from an initial state to a final state of length n. We reduce this problem to the
universality of the FA A′′ on a unary alphabet {a} obtained by replacing every
transition q1
x
→ q2 of A′ by the transition q1
a
→ q2, where a is an arbitrary letter
in Σ. That is, we check whether L(A′′) = a⋆. ⊓⊔
⊓⊔
We cannot check L(A1) ⊆ L(A2) by intersecting L(A1) with Σ∗\L(A2) since
the latter is not necessarily a FVA language even when A2 is a FA. However
containment is decidable if one of the FVAs is a finite automaton, since in this
case the intersection of the languages is regular (Lemma 5 in the Appendix).
Theorem 4. The containment problems between a FVA and a FA are decidable.
5 Games for the simulation of communicating FVAs
To deal with service composition problems we need first to extend FVAs to the
communicating FVAs, or CFVA for short, where labels (letters or variables) are
prefixed by a communication symbol ”!” or ”?”. Then we generalize the standard
FA simulation relation to a FVA simulation in order to formalize that a client
can be satisfied by an available service (when both are specified by a CFVA). A
client transition labeled by !x, where x is not bound, should be simulated by a
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service transition which is labeled by ?y, where y is not bound as well, since the
service should handle all instances of x. On the other hand, a client transition
labeled by ?x, where x is not bound, can be simulated by a service transition
labeled by any !α. Hence, in order to define properly the simulation we should
take into account the refreshing of variables.
Definition of CFVAs. Formally, a CFVA is defined exactly like a FVA but for the
transition function δ = Q× (Σ ∪ X )!? → 2Q, where for a set S, S!? denotes the
set {!s, ?s | s ∈ S}. To simplify the presentation from now we shall only consider
CFVAs in which there is a unique initial state and all the states are accepting.
The definition of the simulation game for CFVAs follows.
Definition 4. Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2, F2, κ2〉
be two CFVAs where X1 ∩X2 = ∅. Let Pos be the set of positions reachable from
p⋆ =
(
(∅, q10), (∅, q
2
0)
)
A
by the set of moves M =M !A ∪M
?
A ∪M
!
E ∪M
?
E, where:
M ?A =
{(
(σ1, q1), ̺2
)
A
→
(
(σ1|D, q
′
1), ̺2, (σ1, ?α)
)
E
| q′1 ∈ δ1(q1, ?α) and D = Dom(σ1) \ κ
−1
1 (q
′
1)
}
M !A =
{(
(σ1, q1), ̺2
)
A
→
(
((σ1 ⊎ γ)|D, q
′
1), ̺2, (γ ⊎ σ1, !α)
)
E
| q′1 ∈ δ1(q1, !α)
and D = Dom(σ1 ⊎ γ) \ κ
−1
1 (q
′
1)
and γ : V(σ1(α))→ Σ
}
M !E =
{(
̺1, (σ2, q2), (σ1, !α)
)
E
→
(
̺1, ((σ2 ⊎ σ)|D, q
′
2)
)
A
| q′2 ∈ δ2(q2, ?β)
and D = Dom(σ2 ⊎ σ) \ κ
−1
2 (q
′
2)
and σ(σ2(β)) = σ1(α)
}
M ?E =
{(
(σ1, q1), (σ2, q2), (σ
′
1, ?α)
)
E
→
(
((σ1 ⊎ σ)|D1 , q1), ((σ2 ⊎ γ)|D2 , q
′
2)
)
A
| q′2 ∈ δ2(q2, !β)
and D1 = Dom(σ1 ⊎ σ) \ κ
−1
1 (q1),
and D2 = Dom(σ2 ⊎ γ) \ κ
−1
2 (q
′
2)
and σ(σ′1(α)) = γ(σ2(β))
and γ : V(σ2(β))→ Σ
}
where the moves in M ?E ∪M
!
E are wrt any possible substitution σ.
We let PosE = Pos ∩ (ζX1 × Q1) × (ζX2 × Q2) × (ζX1 × (Σ ∪ X )
!?) and
PosA = Pos ∩ (ζX1 × Q1) × (ζX2 × Q2). The simulation game of A1 by A2,
denoted by G(A1,A2), is the two-players game 〈PosE ,PosA,M, p⋆〉. As usual,
any infinite play is winning for Eloise, and any finite play is losing for the
player who cannot move.
Definition 5. Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2, F2, κ2〉
be two CFVAs. There is a G-simulation of A1 by A2 iff Eloise has a winning
strategy in the game G(A1,A2), and we shall write A1  A2.
Explanations of the rules of the game. The simulation game G(A1,A2) is played
between two players: Abelard (∀ or attacker) and Eloise (∃ or defender). Its
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positions are either of the form
(
(σ1, q1), (σ2, q2)
)
A
or
(
(σ1, q1), (σ2, q2), (σ, α)
)
E
,
where σ1, σ2, σ are ground substitutions, q1 (resp. of q2) is a state of A1 (resp.
A2), and α is a message in (Σ ∪X )
!?. They correspond to Abelard positions (A)
or Eloise positions (E). The moves M ?A state that Abelard chooses a transition
q1
?α
→ q′1 in A1 and asks Eloise to match it. Consequently, all the variables
that must be refreshed in the resulting state q′1 are released. The moves M
!
A
are the same as M ?A apart that they deal with a sending message !α. In this
case, Abelard must first instantiate the variable in !α (if any) with a letter by
a ground substitution γ, then asks Eloise to match the message γ(!α). The
moves M !E state that Eloise chooses a transition q2
?β
→ q′2 in A2 to match the
message σ1(!α). Indeed, she matches σ2(β) with σ1(α) where σ2 represents the
value of the variables in the state q2. The resulting substitution σ is stored in
the resulting state q′2, and all the variables that must be refreshed at q
′
2 are
released. The moves M ?E are like M
!
E except that Eloise must first instantiate
the possible variable of the sending message σ2(β) with a ground substitution γ.
Notice that for every Eloise position
(
(σ1, q1), (σ2, q2), (σ, α)
)
E
∈ PosE , the
substitutions σ1 and σ coincide on dom(σ1)∩dom(σ). Notice also that the simu-
lation game might be infinite with possibly infinite branching since Σ is infinite.
The G-simulation problem for CFVAs is the following: given two CFVAs A1
and A2, is A1  A2?
Example 2. Let A and B the CFVA depicted in the Figure 2, where κ(x) = {p1}
and κ(y) = {p0}. One can show that A  B.
p0 p1 p2
?x ?y
?x
?z
A
q0 q1
!a
!b
!c
B
Fig. 2. CFVAs A and B with A  B, where κ(x) = {p1} and κ(y) = {p0}.
Ss
6 On the decidability of the G-simulation problem
In this section we show that the problem of G-simulation is decidable. The idea
is that this problem can be reduced to a G-simulation problem over the same
CFVAs in which the two players instantiate the variables from a finite set of
letters, as proven in Proposition 1.
Definition 6. Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2,
F2, κ2〉 be two CFVAs. We define G(A1,A2) to be the game obtained by restrict-
ing the codomain of γ to C0 in the rules of Eloise M
?
E and Abelard M
!
A1
in
Def. 4, where C0 = ΣA1 ∪ΣA2 ∪ (X1 ×X2) ∪ (X2 ×X1).
The following Lemma states an immediate property of the game G.
Lemma 1. Let A1,A2 be two CFVAs. Then, the game G(A1,A2) is finite.
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In order to prove Proposition 1 we need to introduce the notion of coherence
between substitutions and between game positions.
Definition 7. Let C be a finite subset of Σ. The coherence relation ⋊⋉C⊆ ζ × ζ
between substitutions is defined by σ¯ ⋊⋉
C
σ iff the three following conditions hold:
1. dom(σ¯) = dom(σ),
2. If σ¯(x) ∈ C then σ¯(x) = σ(x), and if σ(x) ∈ C, then σ¯(x) = σ(x), for any
variable x ∈ dom(σ), and
3. for any variables x, y ∈ dom(σ), σ¯(x) = σ¯(y) iff σ(x) = σ(y).
The definition of the coherence between game positions, still denoted by ⋊⋉C ,
follows.
Definition 8. Let C be a finite subset of Σ.
Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2, F2, κ2〉 be two
CFVAs s.t. X1 ∩ X2 = ∅. Let PosE (resp. PosA) be the set of Eloise’s (resp.
Abelard’s) positions in the game G(A1,A2). Then we define the relation: ⋊⋉C ⊆
PosA × PosA ∪ PosE × PosE by:
• For any σi, σ¯i of proper domain included in Xi (i = 1, 2) we have:((
(σ¯1, q1), (σ¯2, q2)
)
A
⋊⋉C
(
(σ1, q1), (σ2, q2)
)
A
)
iff (σ¯1 ⊎ σ¯2) ⋊⋉C (σ1 ⊎ σ2).
• For any σi, σ¯i of proper domain included in Xi (i = 1, 2), for any substitutions
σ, σ¯ with proper domain included in X1, we have:
((σ¯1 ∪ σ¯) ⊎ σ¯2) ⋊⋉C ((σ1 ∪ σ) ⊎ σ2) iff((
(σ¯1, q1), (σ¯2, q2), (σ¯, α)
)
E
⋊⋉C
(
(σ1, q1), (σ2, q2), (σ, α)
)
E
)
.
Now we are ready to show that the games G and G are equivalent in the following
sense:
Proposition 1. Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2,
F2, κ2〉 be two CFVAs. Then, Eloise has a winning strategy in G(A1,A2) iff she
has a winning strategy in G(A1,A2).
Proof. Up to renaming of variables, we can assume that X1∩X2 = ∅. For the di-
rection ”⇒” we show that out of a winning strategy of Eloise in G(A1,A2)
we construct a winning strategy for her in G(A1,A2). For this purpose, we
show that each move of Abelard in G(A1,A2) can be mapped to an Abelard
move in G(A1,A2), and that Eloise response in G(A1,A2) can be actually
mapped to an Eloise move in G(A1,A2). This mapping defines a relation R
between the positions of G(A1,A2) and the positions of G(A1,A2) as follows:
R ⊆ PosE(G(A1,A2))×PosE(G(A1,A2))∪PosA(G(A1,A2))×PosA(G(A1,A2)),
such that if (℘¯, ℘) ∈ R, and the move ℘¯ → ℘¯′ in G(A1,A2) is mapped to
℘ → ℘′ in G(A1,A2), or ℘ → ℘′ in G(A1,A2) is mapped to ℘¯ → ℘¯′ in
G(A1,A2), then (℘¯′, ℘′) ∈ R. Furthermore, we impose that the following in-
variant (Inv-⋊⋉) holds: If (℘¯, ℘) ∈ R then ℘¯ ⋊⋉C ℘, where C = ΣA1 ∪ ΣA2 . We
recall that the variables in G(A1,A2) are instantiated from the set of letters
C0 = ΣA1 ∪ΣA2 ∪ (X1 ×X2)∪ (X2 ×X1). The main part of the proof consists in
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finding the right way to relate the instantiation of the variables of the sending
messages in G(A1,A2) and G(A1,A2). More precisely, we distinguish three cases:
when Abelard in G(A1,A2) instantiates a variable with a letter in ΣA1 ∪ΣA2 ,
then Abelard in G(A1,A2) must instantiate the same variable with the same
letter. When Abelard in G(A1,A2) instantiates a variable with a fresh letter
that belongs to C0 \ (ΣA1 ∪ ΣA2) –by fresh we mean it does not appear in the
current position of G(A1,A2)– then Abelard in G(A1,A2) must instantiate the
same variable with a fresh letter in Σ. Finally, when Abelard in G(A1,A2) in-
stantiates a variable with a non fresh letter, say a¯0, i.e. a¯0 appears in the current
position, then Abelard in G(A1,A2) must instantiate the same variable with the
letter a0 related to a¯0, i.e. in a previous step the choice of a¯0 corresponds to the
choice of a0. For the other direction, i.e. Eloise instantiation of the variables in
G(A1,A2) from Σ is related to Eloise instantiation of the variables in G(A1,A2)
from C0 by following the same principle. Following this construction, we ensure
that the invariant (Inv-⋊⋉) is always maintained.
The proof of the direction (⇐) is similar to the one of (⇒): we follow the same
instantiation principle and keep the same definition of the ⋊⋉-coherence. ⊓⊔
It follows from Lemma 1 and Proposition 1:
Theorem 5. The problem of G-simulation is decidable for CFVAs.
Given two CFVAs A1,A2, deciding whether A1  A2 simply amounts to con-
struct the finite game G(A1,A2) and compute a winning strategy for Eloise.
7 Service composition
To carry on the CART example and real-world service applications, we need to
extend CFVAs and G-simulation so that transitions labels can be of type !t or
?t, with t an arbitrary term over a first-order signature. This extended model
(ECFVA) is detailed in Appendix D. G-simulation problem remains decidable for
the subclass of ECFVAs in which the terms labeling the transitions are either
constants or of the form f(α1, . . . , αn) where f is a functional symbol and αi is
either a variable or a constant, as is the case for the CART example.
Composition synthesis. We consider the same composition synthesis problem as
in [13,6] besides the modelling of the client goal and each service as an ECFVA.
We adapt the construction of the asynchronous product ⊗ on FAs [13] for ECF-
VAs to obtain an ECFVA modelling the community of available services. Finding
a simulation then amounts to constructing a winning strategy for Eloise in the
simulation game. In the case of the CART example, one strategy can be computed
in the game G(CLIENT, CART⊗SEARCH), and thus the client requests can be satis-
fied. Notice that this problem is EXPTIME-hard as a direct consequence of [13],
where this lower bound obtained for the composition synthesis of deterministic
finite automata is established.
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8 Conclusion
In future works we plan to investigate the complexity of the universality and
G-simulation of CFVAs and to find other classes of ECFVAs for which the G-
simulation can be decided. It would be important to consider security constraints
that the composition of services must fulfill as in [9]. For this purpose, suitable
model-checking techniques have to be devised for FVAs.
References
1. G. Alonso, F. Casati, H. Kuno, and V. Machiraju. Web services: Concepts, Archi-
tectures and Applications. Springer-Verlag, 2004.
2. P. Balbiani, F. Cheikh, and G. Feuillade. Algorithms and complexity of automata
synthesis by asynchronous orchestration with applications to Web services compo-
sition. ENTCS, 229(3):3–18, 2009.
3. S. Basu, T. Bultan, and M. Ouederni. Deciding choreography realizability. In
POPL 2012, Pennsylvania, USA, 2012, pages 191–202, 2012.
4. D. Berardi, D. Calvanese, G. De Giacomo, R. Hull, and M. Mecella. Automatic
Composition of Transition-based semantic Web Services with Messaging. In Proc.
31st Int. Conf. Very Large Data Bases, VLDB 2005, pages 613–624, 2005.
5. D. Berardi, D. Calvanese, G. D. Giacomo, M. Lenzerini, and M. Mecella. Automatic
composition of E-services that export their behavior. In ICSOC, pages 43–58, 2003.
6. D. Berardi, F. Cheikh, G. D. Giacomo, and F. Patrizi. Automatic service compo-
sition via simulation. Int. J. Found. Comput. Sci., 19(2):429–451, 2008.
7. M. Bojanczyk, A. Muscholl, T. Schwentick, L. Segoufin, and C. David. Two-
variable logic on words with data. In LICS, pages 7–16. IEEE, 2006.
8. P. Bouyer. A logical characterization of data languages. Inf. Process. Lett.,
84(2):75–85, 2002.
9. Y. Chevalier, M. Mekki, and M. Rusinowitch. Automatic composition of services
with security policies. In SERVICES, pages 52–537, USA, 2008. IEEE.
10. O. Grumberg, O. Kupferman, and S. Sheinvald. Variable automata over infinite
alphabets. In LATA10, volume 6031 of LNCS, pages 561–572. springer, 2010.
11. R. R. Hassen, L. Nourine, and F. Toumani. Protocol-based Web service composi-
tion. In ICSOC, volume 5364 of LNCS, pages 38–53, 2008.
12. M. Kaminski and N. Francez. Finite-memory automata. Theor. Comput. Sci.,
134(2):329–363, 1994.
13. A. Muscholl and I. Walukiewicz. A lower bound on web services composition.
Logical Methods in Computer Science, 4(2), 2008.
14. F. Neven, T. Schwentick, and V. Vianu. Finite state machines for strings over
infinite alphabets. ACM Trans. Comput. Log., 5(3):403–435, 2004.
15. J. Pathak, S. Basu, and V. Honavar. Modeling web service composition using
symbolic transition systems. In AAAI Workshop, AI-SOC, 2006.
16. M. Pistore, A. Marconi, P. Bertoli, and P. Traverso. Automated composition of
web services by planning at the knowledge level. In IJCAI, pages 1252–1259, USA,
2005.
17. L. Segoufin. Automata and logics for words and trees over an infinite alphabet. In
CSL 2006, Szeged, Hungary, 2006, volume 4207 of LNCS, pages 41–57, 2006.
18. N. Tzevelekos. Fresh-register automata. In POPL 2011, pages 295–306, New York,
NY, USA, 2011. ACM.
12
Appendices
A On the comparison with other models
FVAs are incomparable with variable automata [10]. On the one hand the lan-
guage L = {a1a1a2a2 · · · anan, n ≥ 0, ai ∈ Σ} cannot be recognized by a variable
automaton as shown in [10]. However, it is recognized by the FVA A1 of Exam-
ple 1. On the other hand, the language of all the words in which the last letter
is different from all the other letters can be recognized by a variable automaton
but not by a FVA, since there is no way to express in FVAs that a variable is
distinct from other variables. Besides, the subclass of variable automata without
free variables coincides with the subclass of FVAs without fresh variables.
FVAs are weaker than FMAs [12]. The language of words in which some
letter appears exactly twice can be recognized by a FMA [12] but not by a FVA.
B Appendix for Section 4
Before establishing the proofs of the claims of Section 4, we first give the formal
definition of configuration and run for n-BFVAs since it is required thereafter.
B.1 Run and configuration for n-BFVAs
Definition 9. Let A = 〈Σ,X , Q,Q0, δ, F, κ〉 be an n-FVA. A configuration is a
pair (q,M) where q ∈ Q andM : X ⇀ Σ is a substitution. We define a transition
relation over the configurations as follows: (q1,M1)
u
→ (q2,M2), where u ∈ Σ,
iff there exists an n-label ln = (l1, . . . , ln) ∈ (Σ ∪ X )n, such that q2 ∈ δ(q1, ln),
and a substitution σ : X −→ Σ such that σ(M1(li)) = u, for all i ∈ {1, . . . n},
so that M2 = (M1 ⊎ σ)|D, where D = Dom(M1 ⊎ σ) \ κ
−1(q2). A finite word
u = u1u2 . . . um ∈ Σ∗ is recognized by A iff there exists a run (q0,M0)
u1→
(q1,M1)
u2→ . . .
um→ (qm,Mm), such that M0 = ∅, q0 ∈ Q0 and qm ∈ F . The set
of words recognized by A is still denoted by L(A).
q0 q1
(a, y)
(x, y)
A
Fig. 3. A 2-FVA.
Example 3. Let A be the 2-FVA depicted below where κ(y) = {q0, q1} and
κ(x) = ∅. It is clear that L(A) = {(az)n | z ∈ Σ,n ≥ 1}.
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B.2 Closure under basic operations
The class of FVAs with ε-transitions will be denoted by ε-FVAs.
Lemma 2. For a ε-FVA Aε there exists a FVA A (without ε-transitions) sat-
isfying L(A) = L(Aε).
Proof. The construction of a FVA out of a ε-FVA is more subtle than the con-
struction known for FAs since we need to take into account the refreshing of the
variables. We define an operator Θ that transforms a ε-FVA to an equivalent ε-
FVA with strictly less ε-transitions. Thus the desired FVA without ε-transitions
is the least fixed-point of Θ. Intuitively, the operator Θ eliminates all the ε-
transitions which are preceded by a non ε-transition.
Assume Aε = 〈Σ,X , Qε, Qε0, F
ε, δε, κε〉. Let Υ (q) be the set of states that are
reachable from state q by following an ε-transition and let Υ (Q′) = {Υ (q)|q ∈ Q′},
for Q′ ⊆ Qε. Let Θ(Aε) = 〈Σ,X , Q,Q0, F, δ, κ〉 where:
Q = Qε ∪ (Qε ×Qε)
π1 : P(Q)→ P(Q
ε)
Q′ 7→ {p | (p, q) ∈ Q′}
π2 : P(Q)→ P(Q
ε)
Q′ 7→ {q | (p, q) ∈ Q′}
Q0 = Q
ε
0 ∪ Υ (Q
ε
0) ∪ π
−1
1 (Q
ε
0)
F = F ε ∪ Υ−1(F ε) ∪ π−12 (F
ε)
δ = {p
α
→ q ∈ δε | α 6= ε} ∪ {q1
α
→ (q2, q3) | q1
α
→ q2
ε
→ q3 ∈ δ
ε | α 6= ε}∪
{(q1, q2)
α
→ q3 | q2
α
→ q3 ∈ δ
ε} ∪ {q1
ε
→ q2 | ∄q0
α
→ q1 s.t. α 6= ε}
κ = κε ∪ (π−11 ◦ κ
ε) ∪ (π−12 ◦ κ
ε)
In order to prove that L(Θ(Aε)) = L(Aε), it suffices to prove the following
three Claims, the first one is straightforward:
Claim 1. Every accepting run in Aε that does not follow any ε-transition is
still an accepting run in Θ(Aε). Conversely, every accepting run in Θ(Aε) that
passes only through states in Qε is still an accepting run in Aε.
Claim 2. There exists a run
q0,M0
α
→ q1,M1
ε
→ q2,M2
in Aε with α 6= ε iff there exists a run
q0,M0
α
→ (q1, q2),M
′
2
in Θ(Aε) such that M2 = M
′
2.
Proof of the Claim.
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⇒) From the definition of Q and δ it follows that (q0, q1) ∈ δ(q0, α), and it
remains to show that M2 = M
′
2. We only discuss the case when α is a
letter in Σ, the case when it is a variable can be handled similarly. On the
one hand, M2 = M1|D2 where D2 = Dom(M1) \ (κ
ε)−1(q2), and M1 =
M2|D1 where D1 = Dom(M0) \ κ
−1(q1). Hence M2 = M0|D where D =
Dom(M0) \
(
(κε)−1(q1) ∪ (κε)−1(q2)
)
. On the other hand, we have M ′2 =
M0 \D′, where D′ = Dom(M0) \ κ−1((q1, q2)). It follows from the definition
of κ, the refreshing function of Θ(Aε), that κ−1((q1, q2)) = (κε)−1(q1) ∪
(κε)−1(q2). Hence, D = D
′ and M2 =M
′
2.
⇐) This direction is proved by following the same reasoning made in the direc-
tion (⇒) on the refreshing function.
This ends the proof of Claim 2. ⊓⊔
Claim 3. Let q1 ∈ Qε and (q0, q1) ∈ Q. There exists a run
q1,M1
α
→ q2,M2
in Aε iff there exists a run
(q0, q1),M1
α
→ q2,M2
in Θ(Aε).
Proof of the Claim. By checking the transition function δ. ⊓⊔
To accomplish the proof, it remains to notice that if q ∈ Q is such that q /∈
π−11 (Q
ε), then the outgoing transitions from q in Aε are exactly the outgoing
transitions from q in Θ(Aε).
⊓⊔
Lemma 3. 2-FVAs and FVAs are equivalent (i.e. recognize the same languages).
Proof. First it is trivial that any language recognized by a FVA A is also recog-
nized by the 2-FVA A′, a copy of A in which transitions are indexed by couples
(x, x) instead of a variable or constant x.
Now let L be a language recognized by a 2-FVA A, and let us construct a
FVA B that recognizes L. It suffices to prove that for any word ω there is a run
of A that ends in a final state if, and only if, there is a run of B that also ends in
a final state. In order to construct B we first construct from A another 2-FVA
A′ that recognizes the same language, and such that the translation of A′ into
a 1-FVA is trivial. In order to simplify notations, we assume in this proof that
the assignment M on the variables of an automaton is extended by the identity
function on the set ΣA of letters occurring in the 2-FVA.
Definition of Ψ . LetA = 〈Σ,X , Q,Q0, δ, F, κ〉, and let nX = |X | and nΣ = |ΣA|,
and assume ΣA = {a1, . . . , anΣ}. Let Ψ ⊆ {1, . . . , nX + nΣ}
ΣA∪X be the set of
functions from ΣA ∪ X to {1, . . . , nX + nΣ} such that for every ψ ∈ Ψ we have
ψ(ak) = k. Furthermore, given D ⊆ X and ψ ∈ Ψ , we let ψD be the subset
of Ψ of functions equal to ψ on (ΣA ∪ X ) \ D. Finally, given a substitution
M on ΣA ∪ X we let ΨM be the subset of Ψ of functions ψ such that, for all
x, y ∈ ΣA ∪ dom(M), we have M(x) = M(y) iff ψ(x) = ψ(y).
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Construction of A′. We let A′ be the 2-FVA automaton 〈Σ,X , Q′, Q′0, δ
′, F ′, κ′〉
where: 
Q′ = Q× Ψ
π : P(Q′)→ P(Q)
Q′′ 7→ {q | (q, ψ) ∈ Q′′}
and Q′0 = π
−1(Q0), F
′ = π−1(F ), and κ′ = π−1 ◦ κ. The transition relation δ′
is defined as follows for all (q0, ψ0) ∈ Q′ and α, β ∈ ΣA ∪ X :
δ((q0, ψ0), (α, β)) = {(q1, ψ1) | q1 ∈ δ(q0, (α, β)) and ψ0(α) = ψ0(β) and ψ1 ∈ ψ
κ−1(q1)
0 }
Claim. There exists a run q0,M0
(α1,β1)
→ q1,M1 → . . .
(αn,βn)
→ qn,Mn in A iff
for all ψn ∈ ΨMn there exists a run (q0, ψ0),M0
(α1,β1)
→ (q1, ψ1),M1 → . . .
(αn,βn)
→
(qn, ψn),Mn in A′.
Proof of the claim. We prove the two implications by induction on n. The
case n = 0 is trivial in both cases, so let us focus on the induction step in each
direction.
⇐) We note that since ψMn is never empty, it suffices to prove the existence of
the run in A for one run in A′. We leave to the reader this verification given
the definition of the transition function.
⇒) Assume that for every run of length n in A and for every possible ψn there
exists a run as prescribed in A′. Using the above notations, let us extend
a run of length n with a transition to qn+1 ∈ δ(qn, (αn+1, βn+1)), and let
Mn+1 be the assignment to variables in qn+1. It suffices to prove that for
every function ψn+1 ∈ ΨMn+1 there exists a function ψn ∈ ΨMn such that
(qn+1, ψn+1) ∈ δ((qn, ψn), (αn+1, βn+1)).
First let us prove that the subset of functions ψn such that there is a transi-
tion from (qn, ψn) with the pair (αn+1, βn+1) is not empty. This set contains
all the functions ψn such that:{
x, y ∈ ΣA ∪ dom(Mn), ψn(x) = ψn(y)⇔Mn(x) =Mn(y)
ψn(αn+1) = ψn(βn+1)
Since the transition is feasible on qn we note that if both αn+1 and βn+1 are
in ΣA∪dom(Mn) we must haveMn(αn+1) = Mn(βn+1), and thus the second
condition is satisfied. Otherwise, say if αn+1 is not in ΣA ∪ dom(Mn), any
value is possible for ψn(αn+1), including the value ψn(βn+1). Thus, there
exists some states (qn+1, ψn+1) ∈ δ′((qn, ψn), (αn+1, βn+1) for some ψn.
Second, let us prove that for every ψn+1 such that for every ψn+1 ∈ ΨMn+1
there exists a ψn as above such that (qn+1, ψn+1) ∈ δ
′((qn, ψn), (αn+1, βn+1).
On the one hand, if a variable x is refreshed and by definition of the transition
relation on A′, if (qn+1, ψn+1) is reached then for every l ∈ {1, . . . , nΣ + nX }
there exists ψ′n+1 equal to ψn+1 but on x, where ψ
′
n+1(x) = l. On the other
hand, if x is not refreshed, then all the possible values of ψn+1(x) are also
all the possible values of ψn(x) for the ψn on which the transition is possi-
ble. This is easily proved by considering the three cases x ∈ dom(Mn+1) ∩
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dom(Mn), x ∈ dom(Mn+1) ∩ {αn+1, βn+1}, and x /∈ dom(Mn+1) (and thus
not in dom(Mn)) and proving that in each case the condition:
∀x, y ∈ ΣA ∪ dom(M), ψ(x) = ψ(y)⇔M(x) = M(y)
holds for ψ andMn+1 if it holds for the same ψ andMn as long as ψ(αn+1) =
ψ(βn+1).
Construction of a 1-FVA from A′. From A′ one constructs the 1-FVA:
B = 〈{a1, . . . , anΣ}, {xnΣ+1, . . . , xnΣ+nX }, Q
′, Q′0, δ
′′, F ′, κ′′〉
where, with ci denoting either ai if 1 ≤ i ≤ nΣ or xi if nΣ + 1 ≤ i ≤ nΣ + nX :
– q′ ∈ δ′′(q, ci) if, and only if, q′ ∈ δ′(q, (α, β)) where q = (q0, ψ) and ψ(α) =
ψ(β) = i.
– κ′′(xi) is the set of (q0, ψ) such that ψ
−1(i) ⊆ κ−1(q0).
Theorem 1. For all n ≥ 1, the n-FVAs and FVAs are equivalent (i.e. they
recognize the same languages).
Proof. We prove by induction on n ≥ 1 that the (n+ 1)-FVAs and the n-FVAs
are equivalent. The base case n = 1 follows from Lemma 3. For the induction
case we transform a (n+ 1)-FVA A to an equivalent n-FVA by contracting the
first and the second component of the (n + 1)-labels of A as in the proof of
Lemma 3 and keeping the remaining n− 1 components unchanged. ⊓⊔
Theorem 2. FVAs are closed under union, concatenation, Kleene operator and
intersection.
Proof. Up to variable renaming it is sufficient to consider the union, intersection
and concatenation of two FVAs that do not share variables.
We recall that the closure under union is straightforward since we just take
the disjoint union of the two FVAs. The closure under Kleene operation and
concatenation is a direct consequence of the fact that FVAs with ε-transitions
and FVAs recognize the same language, Lemma 2.
The closure under intersection for FVAs is an immediate consequence of The-
orem 1, since the intersection of two FVAs amounts to computing their Cartesian
product, which is a 2-FVA. Formally, let A1 = 〈Σ1,X1, Q1, q10 , δ1, F1, κ1〉 and
A2 = 〈Σ2,X2, Q2, q20 , δ2, F2, κ2〉 be two FVAs, where X1 ∩ X2 = ∅. The 2-FVA
A1 ×A2 is defined by:
A1 ×A2 = 〈Σ1 ∪Σ2,X1 ∪ X2, Q1 ×Q2, q
1
0 × q
2
0 , δ, F1 × F2, κ〉,
where δ and κ are defined by:{
(q′1, q
′
2) ∈ δ((q1, q2), (α1, α2)) iff q
′
1 ∈ δ1(q1, α1) and q
′
2 ∈ δ2(q2, α2).
(q1, q2) ∈ κ(x) iff q1 ∈ κ1(x) or q2 ∈ κ2(x).
The closure under intersection for FVAs follows from Lemma 3 and the following
Fact:
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Fact 3 Let A1 and A2 be FVAs. Then, L(A1) ∩ L(A2) = L(A1 ×A2).
This ends the proof of Theorem 2. ⊓⊔
Lemma 4. FVAs are not closed under complementation.
Proof. As a counter example we consider the language L = {a}, with a ∈ Σ.
The complement of L is the language L2 ⊎L1 where L2 consists of all the words
of length greater (or equal) than 2 and L1 consists of all the words of length
1 in which the letter differs from a, i.e. L2 = {a1a2 . . . an | ai ∈ Σ,n ≥ 2} and
L1 = {a1 | a1 ∈ Σ \ {a}}. The language L2 can be recognized by a FVA. In order
to show that L1 ⊎ L2 is not FVA-recognizable, it suffices to show that L1 is not
FVA-recognizable. Towards a contradiction: assume that L1 can be recognized
by a FVA B without ε-transitions. Hence B must contain transitions of length 1
linking an initial state to an accepting state. On the one hand, each transition
of B can not be labeled by a variable, otherwise B could accept words not in L2.
On the other hand, all the transitions of B must be labeled by letters in Σ \ {a},
but this is impossible since Σ is infinite. ⊓⊔
B.3 Nonemptiness and membership
Theorem 3. For FVAs, Nonemptiness is NL-complete and Membership is NP-
complete.
Proof. For Nonemptyness, let A be a FVA and let F(A) be FA obtained from
A by considering all the variables as letters. Notice that F(A) is nonempty iff
A is nonempty. The complexity follows from the fact that FA nonemptiness is
NL-complete. ⊓⊔
For Membership, consider a FVA A and a word w. For the upper bound, a
non deterministic polynomial algorithm guesses a path in A of length |w| such
that the final state is accepting, then checks wether the corresponding run on
w is possible. The lower bound is shown by a reduction from the Hamiltonian
cycle problem for digraphs as in the extended version of [10]. ⊓⊔
B.4 Containment
Lemma 5. Let A be a FVA and F be a FA. Then, L(A) ∩ L(F ) is regular. If
L(A) = L(F ) then all the paths of A linking an initial state to a final state are
labeled with letters.
Proof. The first claim follows from the proof of Theorem 2: the construction of
A ∩ F yields a FVA in which all the transitions are labeled with letters.
For the second claim, assume that the regular language L(F ) is over a finite
alphabet Σf . Towards a contradiction: Let q1
a1→ . . .
am→ qm
x
→ . . . qk be a path in
A such that q1 (resp. qk) is an initial (resp. final) state, x is a variable, and for
every i ≤ m, ai is a letter. Indeed, this path recognizes a wordw = w1 . . . wk that
does not belong to L(F ), e.g. by choosing wm+1 /∈ Σf . This is a contradiction.
⊓⊔
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Theorem 4. The containment problems between a FVA and a FA are decidable.
Proof. Let A be FVA and F be a FA.
For the inclusion L(F ) ⊆ L(A), we check whether L(F ) ∩ L(A) = L(F ).
From Lemma 5 it follows that the language L(F ) ∩ L(A) is regular and the
FA recognizing it can be constructed. Hence, the inclusion above amounts to
checking the inclusion of two FAs, which is decidable.
For the inclusion L(A) ⊆ L(F ), we check whether L(A) ∩ L(F ) = L(A). On
the one hand, it follows from Lemma 5 that L(A)∩L(F ) is regular. On the other
hand, it follows from Lemma 5 that all the (accessible) transitions of A must be
labeled with letters, since L(A) is regular. Hence, the inclusion above amounts
to checking the inclusion of two FAs. ⊓⊔
C Appendix for Section 6
The claims in the following remark are not hard to prove.
Remark 1. Let C ⊆ Σ be a finite set of letters, σ¯ and σ two substitutions, x a
variable, and a a letter in C. The following hold. If σ¯ ⋊⋉C σ then |codom(σ¯)| =
|codom(σ)| and σ¯|D ⋊⋉C σ|D, where D ⊆ Dom(σ). Consequently, if (σ¯1 ⊎ σ¯2) ⋊⋉
(σ1 ⊎ σ2) with dom(σ¯i) = dom(σi), then σ¯i ⋊⋉ σi, for i = 1, 2.
Proposition 1. Let A1 = 〈Σ0,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ0,X2, Q2, q
2
0 , δ2, F2, κ2〉
be two FVAs. Then Eloise has a winning strategy in G(A1,A2) iff she has a
winning strategy in G(A1,A2).
Proof. Up to variables renaming, we can assume that X1 ∩ X2 = ∅. For the
direction ”⇒” we show that out of a winning strategy of Eloise in G(A1,A2)
we construct a winning strategy for her in G(A1,A2). For this purpose, we shall
show that each move of Abelard in G(A1,A2) can be mapped to an Abelard
move in G(A1,A2), and Eloise response in G(A1,A2) can be actually mapped
to an Eloise move in G(A1,A2). This mapping defines a relation R 3 between
the positions of G(A1,A2) and the positions of G(A1,A2) as follows:
R ⊆ PosE(G(A1,A2))× PosE(G(A1,A2)) ∪
PosA(G(A1,A2))× PosA(G(A1,A2))
Furthermore, we impose that the following invariant holds:
If (℘¯, ℘) ∈ R then ℘¯ ⋊⋉C ℘, (Inv-⋊⋉)
where C = ΣA1 ∪ ΣA2 . In this proof, we shall simply write “⋊⋉” instead of
“⋊⋉C”. We recall that the variables in G(A1,A2) are instantiated from the set of
letters C0 = ΣA1 ∪ΣA2 ∪ (X1 ×X2) ∪ (X2 ×X1). The proof is by induction on
3 More precisely, if (℘¯, ℘) ∈ R, and the move ℘¯
G
→ ℘¯′ is mapped to ℘
G
→ ℘′, or ℘
G
→ ℘′
is mapped to ℘¯
G
→ ℘¯′, then (℘¯′, ℘′) ∈ R
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n, the number of the moves made in G(A1,A2) plus the number of moves made
in G(A1,A2). The base case, i.e. when n = 0, trivially holds since the starting
position of G(A1,A2) and of G(A1,A2) is
(
q10 , q
2
0
)
A
.
For the induction case let (℘¯n, ℘n) ∈ R. We consider two possibilities: when
℘¯n and ℘n are both Abelard positions and when they are both Eloise posi-
tions. Consider the first possibility and an Abelard move m¯ = ℘¯n → ℘¯n+1 in
G(A1,A2). We distinguish two cases depending on m¯.
Case (i). If m¯ ∈M ?A, then m¯ is of the form:
m¯ =
(
(σ¯1, q1), (σ¯2, q2)
)
A
→
(
(σ¯1|D, q
′
1), (σ¯2, q2), (σ¯1, ?α)
)
E
where q′1 ∈ δ1(q1, ?α) and D = Dom(σ¯1) \ κ
−1
1 (q
′
1)
From the induction hypothesis we have ℘¯n ⋊⋉ ℘n, hence ℘n =
(
(σ1, q1), (σ2, q2)
)
A
such that (σ¯1 ⊎ σ¯2) ⋊⋉ (σ1 ⊎ σ2). Thus Abelard move in G(A1,A2) is(
(σ1, q1), (σ2, q2)
)
A
→
(
(σ1|D, q
′
1), (σ2, q2), (σ1, ?α)
)
E
and the invariant (Inv-⋊⋉) is maintained.
Case (ii). If m¯ ∈M !A, then m¯ is of the form:(
(σ¯1, q1), (σ¯2, q2)
)
A
→
(
((σ¯1 ⊎ γ¯)|D, q
′
1), (σ¯2, q2), (γ¯ ⊎ σ¯1, !α)
)
E
where q′1 ∈ δ1(q1, !α), D = Dom(σ¯1 ⊎ γ¯) \ κ
−1
1 (q
′
1)
and γ¯ : V(σ¯1(α))→ C0
The only relevant situation is when σ¯1(α) is a variable, say x1 ∈ X1. The situation
when it is a letter is similar to the previous case since γ¯ = ∅. From the induction
hypothesis we have that ℘¯n ⋊⋉ ℘n, and hence ℘n =
(
(σ1, q1), (σ2, q2)
)
A
such that
(σ¯1 ⊎ σ¯2) ⋊⋉ (σ1 ⊎ σ2). Therefore the corresponding Abelard move in G(A1,A2)
is (
(σ1, q1), (σ2, q2)
)
A
→
(
((σ1 ⊎ γ)|D, q
′
1), (σ2, q2), (γ ⊎ σ1, !α)
)
E
where γ : V(σ1(α)) → Σ is a (ground) substitution that will be defined next.
Since σ¯1 ⋊⋉ σ1, and σ¯1(α) is the variable x1, then it follows that σ¯1(α) = σ1(α) =
α = x1. Abelard choice of γ depends on the nature of γ¯(x1).
– If γ¯(x1) ∈ ΣA1 ∪ΣA2 then in this case we let γ := γ¯, and hence the invariant
(Inv-⋊⋉) is maintained, i.e. (σ¯1 ⊎ σ¯2 ⊎ γ¯) ⋊⋉ (σ1 ⊎ σ2 ⊎ γ).
– If γ¯(x1) appears in the current position, i.e.
γ¯(x1) ∈ (codom(σ¯1 ⊎ σ¯2)) \ (ΣA1 ∪ΣA2),
then there is a variable y ∈ dom(σ¯1 ⊎ σ¯2) such that
(
y 7→ γ¯(x1)
)
∈ σ¯1 ⊎ σ¯2.
Since (σ¯1 ⊎ σ¯2) ⋊⋉ (σ1 ⊎ σ2), then it follows that there is a letter y0 ∈ Σ0
such that
(
y 7→ y0
)
∈ σ1 ⊎σ2. Thus we let γ := {x1 7→ y0} and the invariant
(Inv-⋊⋉) is maintained, i.e. (σ¯1 ⊎ σ¯2 ⊎ γ¯) ⋊⋉ (σ1 ⊎ σ2 ⊎ γ).
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– Otherwise, i.e. γ¯(x1) is a new letter that does not appear in the current
position, then we take γ(x1) as a new letter from Σ0, and hence the invariant
(Inv-⋊⋉) is maintained.
Secondly, we consider the possibility when both ℘¯n and ℘n are Eloise po-
sitions. We consider an Eloise move m = ℘n → ℘n+1 in G(A1,A2), and we
describe the corresponding Eloise move in G(A1,A2). We distinguish two cases
depending on m.
Case (i). If m ∈M !E , then m is of the form:(
(σ1, q1), (σ2, q2), (σ3, !α)
)
E
→
(
(σ1, q1), ((σ2 ⊎ σ)|D, q
′
2)
)
A
}
where q′2 ∈ δ2(q2, ?β),
D = Dom(σ2 ⊎ σ) \ κ
−1
2 (q
′
2), and
σ(σ2(β)) = σ3(α), for a substitution σ
Recall that σ3(α) is a letter. From the induction hypothesis we have that ℘¯n ⋊⋉
℘n, therefore ℘¯n =
(
(σ¯1, q1), (σ¯2, q2), (σ¯3, !α)
)
E
such that ((σ¯1 ∪ σ¯3) ⊎ σ¯2) ⋊⋉
((σ1 ∪ σ3) ⊎ σ2). The corresponding move m¯ in G(A1,A2) is:(
(σ¯1, q1), (σ¯2, q2), (σ¯3, !α)
)
E
→
(
(σ¯1, q1), ((σ¯2 ⊎ σ¯)|D, q
′
2)
)
A
,
where σ is a (possibly trivial) substitution such that σ¯(σ¯2(β)) = σ¯3(α). But we
show that such a substitution exists and that the invariant (Inv-⋊⋉) is maintained.
Notice that σ¯2(β) is a variable iff σ2(β) is a variable, and if so then σ¯2(β) = σ2(β),
since σ¯2 ⋊⋉ σ2. Hence, we shall show that the invariant is maintained only when
σ2(β) and σ¯2(β) are variables. We distinguish two cases according to the nature
of σ2(β):
– If σ2(β) is a variable, say x2 ∈ X2, (i.e. x2 /∈ dom(σ2)), then σ¯2(β) = σ2(β) =
β = x2. We must show that (σ¯1⊎{x2 7→ σ¯3(α)}⊎ σ¯2) ⋊⋉ (σ1⊎{x2 7→ σ3(α)}⊎
σ2). Since we already know that (σ¯1 ∪ σ¯3) ⊎ σ¯2 ⋊⋉ (σ1 ∪ σ3) ⊎ σ2) then the
claim follows from the following fact:
Fact 5 Let σ¯ and σ be two substitutions. If σ¯ ⋊⋉ σ, and x ∈ dom(σ) and
z /∈ dom(σ), then σ¯[z := x] ⋊⋉ σ[z := x], where σ[z := x] stands for the
replacement of x by z in σ.
– If σ2(β) is a letter, then σ2(β) = σ3(α). We distinguish two cases depending
on σ3(α):
• If σ3(α) ∈ ΣA1 ∪ ΣA2 (and so σ2(β)), then on the one hand, σ¯3(α) =
σ3(α), since σ¯3 ⋊⋉ σ3, and on the other hand, σ¯2(β) = σ2(β) since σ¯2 ⋊⋉
σ2. Therefore σ¯3(α) = σ¯2(β), and we are done.
• If σ3(α) ∈ Σ \ (ΣA1 ∪ΣA2), then α must be a variable, say x1 ∈ X1. In
this case β is also a variable, say x2 ∈ X2, since σ2(β) = σ3(α). Notice
that, on the one hand, {x1 7→ σ3(α), x2 7→ σ3(α)} appears in the position
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℘n, i.e. {x1 7→ σ3(α), x2 7→ σ3(α)} ⊂ σ1 ∪ σ2 ∪ σ3. On the other hand,
{x1 7→ σ¯3(α), x2 7→ σ¯2(β)} also appears in ℘¯n, i.e.
{x1 7→ σ¯2(α), x2 7→ σ¯3(β)} ⊂ σ¯1∪σ¯2∪σ¯3. Therefore σ¯2(α) = σ¯3(β), since
(σ¯1 ∪ σ¯2 ∪ σ¯3) ⋊⋉ (σ1 ∪ σ2 ∪ σ3).
Case (ii). If m ∈M ?E , then in this case this move is of the form(
(σ1, q1), (σ2, q2), (σ3, ?α)
)
E
→
(
((σ1 ⊎ σ)|D1 , q1), ((σ2 ⊎ γ)|D2 , q
′
2)
)
A
where q′2 ∈ δ2(q2, !β),
D1 = Dom(σ1 ⊎ σ) \ κ
−1
1 (q1),
D2 = Dom(σ2 ⊎ γ) \ κ
−1
2 (q
′
2),
σ(σ3(α)) = γ(σ2(β)), and
γ : V(σ2(β))→ Σ.
From the induction hypothesis we have that ℘¯n ⋊⋉ ℘n, therefore
℘¯n =
(
(σ¯1, q1), (σ¯2, q2), (σ¯3, ?α)
)
E
such that (σ¯1 ∪ σ¯3) ⊎ σ¯2 ⋊⋉ (σ1 ∪ σ3) ⊎ σ2. The
corresponding Eloise move in G(A1,A2) is:(
(σ¯1, q1), (σ¯2, q2), (σ¯3, ?α)
)
E
→
(
((σ¯1 ⊎ σ¯)|D1 , q1), ((σ¯2 ⊎ γ¯)|D2 , q
′
2)
)
A
where σ¯(σ¯3(α)) = γ¯(σ¯2(β))
and the (ground) substitution γ¯ : V(σ¯3(α))→ C0 by Eloise will be defined next,
provided that the invariant (Inv-⋊⋉) is maintained. Notice that maintaining this
invariant does make sense only when σ3(α) or σ2(β) is a variable. The choice of
γ depends on σ3(α).
– If σ3(α) ∈ ΣA1 ∪ΣA2 , then this case is straightforward.
– If σ3(α) ∈ Σ \ (ΣA1 ∪ ΣA2), then α must be a variable, say y1 ∈ X1. We
distinguish two cases depending on σ2(β).
• If σ2(β) is a letter then in this case σ2(β) = σ3(α), and hence γ = σ = ∅.
Thus we take γ¯ = σ¯ = ∅ and we must show next σ¯3(α) = σ¯2(β). Notice
that β must be a variable, say y2 ∈ X2. Since {y1 7→ σ3(α), y2 7→ σ2(β)}
(resp. {y1 7→ σ¯3(α), y2 7→ σ¯2(β)}) appears in the position ℘n (resp. ℘¯n),
and σ3(α) = σ2(β) then σ¯3(α) = σ¯2(β), since ℘¯n ⋊⋉ ℘n.
• If σ2(β) is a variable, say y2 ∈ X2, then σ¯2(β) = σ2(β) = β = y2, since
σ¯2 ⋊⋉ σ2. In this case we have γ = {y2 7→ σ3(α)} and σ = ∅. Thus we
take γ¯ = {y2 7→ σ¯3(α)}. And the invariant (Inv-⋊⋉) is maintained.
– If σ3(α) is a variable, say x1 ∈ X1, then σ¯3(α) = σ3(α) = α = x1. We
distinguish two cases depending on the nature of σ2(β).
• If σ2(β) is a letter then σ¯2(β) is a letter as well since σ¯2 ⋊⋉ σ2. In this
case γ = ∅ and σ = {x1 7→ σ2(β)}. Therefore we take γ¯ = ∅ and σ¯ =
{x1 7→ σ¯2(β)}.
• If σ2(β) is a variable, say y2 ∈ X2, then σ2(β) = σ¯2(β) = β = y2 since
σ¯2 ⋊⋉ σ2. Assume that γ = {y2 7→ y0}, where y0 ∈ Σ is a letter. In this
case we take γ¯ = {y2 7→ y¯0}, where the choice of the letter y¯0 ∈ C0
depends on y0.
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∗ If y0 ∈ ΣA1 ∪ΣA2 then we let y¯0 := y0.
∗ If y0 ∈ codom(σ1⊎σ2)\
(
ΣA1∪ΣA2
)
then there must exist a variable
z ∈ X1 ∪ X2 and a letter z0 ∈ C0 such that (z 7→ y0) ∈ σ1 ⊎ σ2 and
(z 7→ z0) ∈ (σ¯1 ⊎ σ¯2). We let y¯0 := z0.
∗ Otherwise, i.e. y0 is a fresh letter that does not appear in ℘n, then
y¯0 must be a fresh letter as well. Since
|codom(σ¯1 ⊎ σ¯2)| ≤ |X1|+ |X2| − 1 < |C0 \ (ΣA1 ∪ΣA2)|
then codom(σ¯1 ⊎ σ¯2) ( C0 \ (ΣA1 ∪ ΣA2). Hence we take y¯0 as an
arbitrary element of the non empty set
C0 \ (ΣA1 ∪ΣA2 ∪ codom(σ¯1 ⊎ σ¯2))
The proof of the direction ”⇐” is dual w.r.t. the proof of the direction ”⇒”.
That is, it can be obtained by replacing Eloise by Abelard, and Abelard by
Eloise and keeping the same instantiation strategy and the definition of the
⋊⋉-coherence. This ends the proof of the Proposition. ⊓⊔
D Appendix for Section 7
We extend CFVAs so that the transitions are labeled with arbitrary terms over a
first-order signature, besides the communication symbols indeed. This extended
model is called ECFVA.
Let X be a finite set of variables, Σ a set of function symbols. Let T (Σ,X )
denote the set of terms built out of the symbols in Σ and the variables in X . We
shall denote by T (Σ,X ) the set {!, ?} × T (Σ,X ), where {!, ?} ∩ (Σ ∪ X ) = ∅.
If t ∈ T (Σ,X ) then !t (resp. ?t) denotes sending (receiving) the message t. A
matching problem of a term t by a term u, denoted by t
?
≪ u, is solvable iff there
is a substitution σ such that σ(t) = u. The set of solutions of t
?
≪ u is denoted
by t≪ u.
The definition of ECFVAs follows.
Definition 10. A ECFVA is a tuple A = 〈Σ,X , Q,Q0, δ, F, κ〉 where Σ is a
denumerable set of functional symbols, X is a finite set of variables, Q is a finite
set of states, Q0 ⊆ Q is a set of initial states, δ = Q × T (Σ,X ) → 2Q is a
transition function, F ⊆ Q is a set of accepting states, and κ : X → 2Q is the
refreshing function that associates to every variable the (possibly empty) set of
states where it is refreshed.
We define the mirror of a word ω = ?! l1 ·
?
! ln · . . . as the word ω˜ =
!
? l1 ·
!
? ln · . . ..
The definition of configuration and run for ECFVAs follows.
Definition 11. Let A = 〈Σ,X , Q,Q0, δ, F, κ〉 be a ECFVA. A configuration is
a pair (q,M) where q ∈ Q and M : X ⇀ Σ is a partial function. We define
a transition relation over the configurations as follows: (q1,M1)
u
→ (q2,M2),
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where u ∈ T (Σ), iff there exist a term t ∈ T (Σ,X ), such that q2 ∈ δ(q1, t),
and a substitution σ = (M1(t) ≪ u˜) so that M2 = (M1 ⊎ σ)|D, where D =
dom(M1 ⊎ σ) \ κ
−1(q2). A finite word u = u1u2 . . . un ∈ T (Σ)
∗
is recognized
by A iff there exists a run (q0,M0)
u1→ (q1,M1)
u2→ . . .
un→ (qn,Mn), such that
M0 = ∅, q0 ∈ Q0 and qn ∈ F . The set of words recognized by A is denoted by
L(A).
Definition 12. The asynchronous product ⊗ of n ECFVAs Ai = 〈Σi,Xi, Qi, Qi0, δi, Fi, κi〉
is4 an ECFVA: A1 ⊗ · · · ⊗ An = 〈Σ,X , Q,Q0, δ, F, κ〉, where:
• Σ = ∪i=1,...,nΣi,
• X = ∪i=1,...,nXi,
• Q = Q1 × · · · ×Qn,
• Q0 = Q10 × · · · ×Q
n
0 , F = F1 × · · · × Fn,
• δ is defined by: q ∈ δ(p, t) iff for some i, πi(q) ∈ δi(πi(p), t), and for all
j 6= i we have that πj(q) = πj(p), where πi denotes the projection along the
ith-component, and
• κ is defined by: p ∈ κ(x) iff for some i, πi(p) ∈ κi(x).
D.1 Undecidability of the G-simulation problem for ECFVAs
Theorem 6. The G-simulation is undecidable for ECFVAs in which the labels
are terms over a signature containing a unary symbol.
We reduce the halting problem of 2 counter machines to the simulation prob-
lem for ECFVAs. Let us consider a deterministic 2-counter machine M with set
of states Q and such that q0 is the initial state and qf the final one (from where
no transition is possible). A configuration of the machine can be represented by
a term q(sn(0), sm(0)) where q is the state, and n (resp. m) the value of the first
(resp. second) counter. The initial configuration of M is q0(s
i(0), sj(0)) We en-
code every transition l : q(u, v) → q′(u′, v′) of the machine by a (deterministic)
ECFVAs Al as follows (we consider only the cases when the first counter is incre-
mented, decremented or tested, the cases for the second counter are analogous):
Σl = {q, q′} ∪ {s, 0}, Xl is a finite set of variables, Ql = {p0l , p
1
l , p
2
l , p
3
l , p
4
l , p
5
l }
and the set of transitions δl (where u, v ∈ Xl ) :
Instruction l Set of transitions δl
q(u, v) → q′(s(u), v) {p0l
?q
−→ p1l , p
1
l
?u
−→ p2l , p
2
l
?v
−→ p3l , p
3
l
!q′
−→ p4l , p
4
l
!s(u)
−−−→ p5l , p
5
l
!v
−→ p0l }
q(s(u), v)→ q′(u, v) {p0l
?q
−→ p1l , p
1
l
?s(u)
−−−→ p2l , p
2
l
?v
−→ p3l , p
3
l
!q′
−→ p4l , p
4
l
!u
−→ p5l , p
5
l
!v
−→ p0l }
q(0, v) → q′(u, v) {p0l
?q
−→ p1l , p
1
l
?0
−→ p2l , p
2
l
?v
−→ p3l , p
3
l
!q′
−→ p4l , p
4
l
!0
−→ p5l , p
5
l
!v
−→ p0l }
4 Up to variable renaming, we assume that Xi ∩ Xj = ∅, for all i 6= j.
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Now we build a client automata CM such that Σ = Q∪{s, 0}, X is a finite set
of variables, the set of states is QM = {I, F, c0, c1, c2, c3, c4, c5}, I is the unique
initial state and all states are accepting.
The set of transitions of C is the union of the following ones (where u, v ∈ X ) :
Initial sequence: {I
!p0
−−→ I ′, I ′
!si(0)
−−−→ I”, I”
!sj(0)
−−−→ c0}
For all q ∈ Q: {c0
?q
−→ c1, c1
?u
−→ c2, c2
?v
−→ c3, c3
!q
−→ c4, c4
!u
−→ c5, c5
!v
−→ c0}
Final loop: {c0
?qf
−−→ F, F
!qf
−−→ F}
The Client automata starts by sending the initial configuration of M , then she
simply sends back the configurations she receives till she receives qf the final
state of M . If this happens CM enters a loops by keep on sending back qf . Since
no transitions from qf exists in M there is no service automaton that can accept
the message qf . Hence the 2-counter automata halts iff CM cannot be simulated
by the asynchronous product of automata Al.
E Further results on FVAs
For convincing the reader, we present here further results which have not been
presented in the core of the paper.
We provide a fine comparison between FVAs and n-FVAs, then we define
deterministic FVAs and study some of their properties.
E.1 The n-FVAs and their expressiveness
To compare n-FVAs and FVAs, the definition of the relation of simulation and
bisimulation for FVAs is needed.
Definition 13. Let A1 = 〈Σ,X1, Q1, q10 , δ1, F1, κ1〉 and A2 = 〈Σ,X2, Q2, q
2
0 , δ2, F2, κ2〉
be two FVAs where X1 ∩ X2 = ∅. A simulation of A1 by A2 is a relation
E ⊆ (ζ ×Q1)× (ζ ×Q2) such that
– if (σ1, q1) E (σ2, q2) and if q
′
1 ∈ δ1(q1, x1) for a variable x1 ∈ X1, and γ1 :
V(σ1(x1))→ Σ is a substitution and
(σ1, q1)
γ1(σ1(x1))
→ (σ1 ∪ {(x1, a)}|D1︸ ︷︷ ︸
σ′
1
, q′1),
where D1 = dom(σ1) \ κ
−1
1 (q
′
1), then there exist a variable x2 ∈ X2 and a
transition q′2 ∈ δ2(q2, x2) and a substitution γ2 : V(σ2(x2)) → Σ such that
σ1(x1) = σ2(x2) and
(σ2, q2)
γ2(σ2(x2))
→ (σ2 ∪ {(x2, a)}|D2︸ ︷︷ ︸
σ′
2
, q′2)
where (σ′1, q
′
1)E (σ
′
2, q
′
2) and D2 = dom(σ2) \ κ
−1
2 (q
′
2).
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– The cases when A1 performs a transition labeled by a letter and A2 replies
by a transition labeled by either a letter or a free variable are handled in the
usual way.
– (∅, q10)E (∅, q
2
0).
– If (σ1, q1)E (σ2, q2) with q1 ∈ F1 then q2 ∈ F2.
Lemma 6. The simulation relation E of FVAs enjoys the following properties:
1. it is a preorder, i.e. reflexive and transitive,
2. it implies language inclusion, i.e. if AEB then L(A) ⊆ L(B), for two FVAs
A and B, and
3. it is decidable.
Proof. Items 1 and 2 are immediate. For the Item 3, the same technique used
in the proof that the G-simulation is decidable (Theorem 5) can be reused: there
is a finite set C of letters such that there is a simulation where the variables are
instantiated from the infinite set Σ iff there is a simulation where the variables
are instantiated from C. ⊓⊔
The relation of bisimulation for FVAs, denoted hereby ≈, can be defined in
the same fashion as the relation of simulation.
Although n-FVAs and FVAs recognize the same languages, n-FVAs are stronger
than (n− 1)-FVAs in the following sense:
Theorem 7. For every n ≥ 2, there is an n-FVA Hn so that there is no n′-FVA
Hn′ such that Hn and Hn′ are bisimilar and n′ < n.
Proof. Let Hn = 〈Σ,X , Q, q0, δ, F, κ〉 be the n-FVA depicted below and defined
by
X = {x1, . . . , xn},
Q = {q−1, q0, . . . , qn} ∪ {q
1
i , i = 1, . . . , n} ∪ {q
2
i , i = 1, . . . , n},
F = Q
δ = {q−1
x1→ q0} ∪ {qi
xi+1
→ qi+1, i = 0, . . . , n− 1} ∪ {qi
x1,...,xi+1
→ q1i , i = 1, . . . , n− 1}∪
{q1i
b
→ q2i , i = 2, . . . , n− 1}
dom(κ) = ∅,
where b ∈ Σ. We show that there is no (n− 1)-FVA Bn−1 that Hn ≈ Bn−1. To-
wards a contradiction: assume the existence of such Bn−1 = 〈Σ,X ′, Q′, Q′0, δ
′, F ′, κ′〉.
There exist two substitutions σn−1 : X → Σ and σ′n−1 : X
′ → Σ, and a state
q′n−1 ∈ Q
′ such that (σn−1, qn−1) ≈ (σ′n−1, q
′
n−1). Notice that dom(σn−1) =
{x1, . . . , xn−1}. We argue next that the transition qn−1
(x1,...,xn)
→ qn−1,1 of Hn
can not be simulated by any transition of Bn−1 outgoing from q′n−1. Each tran-
sitions outgoing from q′n−1 is labeled by a letter or an (n− 1)-labels of variables
(x′1, . . . , x
′
n−1). Notice that when there exist i, j such that if σ
′(x′i) 6= σ
′(x′j),
then one of the outgoing transitions from q′n−1 is possible, but this transition
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must be matched by the transition qn−1
xn→ qn in Hn. And the b-transition of
Bn−1 can not be matched by any transition in Hn since there is no outgoing
transition from qn.
q−1 q0 q1 q2 qn−1 qn
q11
q21
q12
q22
q1n−1
q2n−1
x1 x1 x2 xn
x1, x2
b
x1, x2, x3
b
x1, . . . , xn
b
The FVA Hn
⊓⊔
E.2 Deterministic FVAs.
We define deterministic FVAs, (DFVAs, for short) in terms of runs. Then we
give a syntactic characterization of them.
Definition 14. A FVA A is deterministic if for every word w ∈ Σ⋆ there exists
at most one run of A on w.
Theorem 8. Let A be a FVA. Then A is not deterministic iff there exists an
accessible state q with two outgoing transitions satisfying one of the conditions:
1. the transitions are labeled with the same letter;
2. one of the transitions is labeled by a variable.
It is clear that the above conditions are sufficient and necessary.
Proposition 2. There is a FVA A such that no DFVA D satisfies L(A) =
L(D).
Proof. Let a, b be two letters in Σ, and let L = {z | z ∈ Σ} ∪ {ab}. Indeed the
language L is FVA-recognizable. Towards a contradiction: assume the existence
of a DFVA D such that L(D) = L. Let q0 be the initial state of D. By following
the syntactic characterization of DFVAs given in Theorem 8, we have that either
(i.) all the transitions outgoing from q0 are labeled with letters, and in this case
the language {z | z ∈ Σ} can not be recognized by D since Σ is infinite, which
is a contradiction, or (ii.) there is only one transition outgoing from q0 and
labeled with a variable. Let q0
x
→ q1 be such transition. In this case, there must
be a transition q1
b
→ qf in D where qf is a final state. This means that the set
of words az, where z ∈ Σ is recognized by D. This is a contradiction. ⊓⊔
Corollary 1. Deciding if a FVA is deterministic is NL-Complete.
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Proof. The upper bound follows from the fact that we can guess a condition and
check whether it is violated. On the other hand, NL is closed under complemen-
tation. The lower bound follows from a standard reduction from the reachability
for digraphs. ⊓⊔
Proposition 3. For DFVAs, the membership and the universality problems are
in PTIME.
Proof. We only discuss the complexity of the universality since the membership
problem is straightforward. Let A be a DFVA. Recall that to check whether A is
universal we first construct an equivalent FVA A′ in which all the transitions are
labeled with free variables, see the proof of Thereom 3. To construct A′ one may
first eliminate all the transitions of A labeled with letters. This yields a DVFA
Ac whose structure is a tail-cycle in which all the transitions are labeled with
variables. Hence, the universality of Ac can be done in polynomial time. ⊓⊔
Proposition 4. The containment problem L(A) ⊆ L(D) for two FVAs A and
D where D is deterministic, is decidable.
Proof. We shall show that L(A) ⊆ L(D) iff D simulates A. The direction (⇒)
has been proven in item 2 of Lemma 6. The direction (⇐) follows from the fact
that every accepting run by A over a word w ∈ Σ⋆ can be simulated by a unique
run by D over w.
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