By use of monotone functionals and positive linear functionals, a generalized Riccati transformation and the general means technique, some new oscillation criteria for the following self-adjoint Hamiltonian matrix system
Introduction
Self-adjoint linear Hamiltonian matrix systems arise in many dynamic problems and have been studied by many authors (e.g., see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and the references quoted therein). In this paper, we consider linear self-adjoint matrix Hamiltonian systems of the form x (t) + q(t)x(t) = 0.
( 1.4) In 1949, Wintner [18] showed that (1.4) is oscillatory if The criterion is the first result based on integral averages. In a different direction, in 1952, Hartman [5] showed that (1.4) is oscillatory in case In 1978, the Wintner's technique was explored and another important type of criteria was given by Kamenev [8] Oscillation results based on Kamenev type criterion for (1.4) can be found in earlier papers by Philos [13] , Li [7] and Wong [19] and in other references contained therein.
Other Kamenev's theorem has also been extended by Philos [14] for (1.4) using general averaging, which was further extended to the matrix differential systems (1.2) by Erbe et al. [4] as follows.
Theorem A. Let H (t, s) and h(t, s) be continuous on D = {(t, s) | t s t 0 } such that H (t, t) = 0 for t t 0 and H (t, s) > 0 for t > s t 0 . Suppose further that the partial derivative ∂H (t, s)/∂s is nonpositive and continuous for t s t 0 , and h(t, s) is defined by

∂H (t, s)/∂s = −h(t, s)H 1/2 (t, s), (t, s) ∈ D.
If lim sup 
H (t, s)Q(s) − 1 4 h 2 (t, s)P (s) ds = ∞,
where λ max (A) stands for the maximal eigenvalue of the matrix A, then (1.2) is oscillatory.
In 1998, Meng et al. [12] employed the idea of generalized Riccati transformation to obtain an oscillation criterion for (1.2) and extended an earlier result of Erbe et al. [4] . Their work was subsequently generalized by Wang [17] in 2001, Meng [11] in 2002 and Yang [21] .
In 2000, Kumari and Umamaheswaram [10] obtained oscillation theorems for (1.1), which extends that of Wintner [18] and Kamenev [8] . Other oscillation results based on Wintner type criterion for (1.1) and the special system (1.2) can also be found in the recent paper of author et al. [20] as well as other references contained therein.
Very extensive literature also exists (see [1] [2] [3] [4] 6, 12, 17] and the references therein) for the oscillation theory of system (1.2), but we have found that these results are not always comparable to the results for (1.1) and the corresponding theory for (1.1) is less developed. This situation motivated us to study further system (1.1).
In this paper, by means of monotone functionals and positive linear functionals on a suitable matrix space, generalized Riccati transformation as well as the general means technique, we establish some new oscillation criteria for the system (1.1), which as special cases include many earlier results for (1.1) and (1.2), and even for self-adjoint second order differential systems. The results obtained in the articles can be regarded as generalizing and improving the well-known results by Kamenev in the scalar case. By appropriate choice of the functional L and functions µ, θ, φ, ρ and H used below, we can present a series of explicit oscillation criteria that extend, improve and unify a number of existing results. This paper is organized as follows.
In Section 2 we state some of the preliminary definitions and lemmas. In Section 3, by considering monotone functionals on a suitable matrix space, we obtain Kamenev type oscillation criteria (Theorems 3.1-3.4) for the system (1.1) which include Meng [ We will obtain six oscillation theorems. As we will see, the subsequent results are generalizations of the analogue of Kumari and Umamaheswaram's oscillation criterion [10, Theorems 2.3-2.9] for the system (1.1), as well as generalization and improvements of Li [7] , Philos [13, 14] and Kamenev [8] for (1.4) .
Several examples that dwell upon the importance of our results are included in Section 5.
Lemmas
For the sake of convenience, we now state some of the preliminary definitions and lemmas. 
Lemma 2.1 [19] . 
In what follows, S denotes the linear space of all n × n real symmetric matrices and E n ∈ S the identity matrix.
Definition 2.2. A functional p : S → R is said to be subhomogeneous if p[λK] λp[K]
whenever K ∈ S and λ 0. Such a functional is said to be monotone (or nondecreasing)
The first part of Definition 2.1 is found in Hartman [6, p. 328] . Note that because of the classical minimal characterization of the eigenvalues of matrix in S, the functional [6] . A linear functional L : S → R satisfying
Lemma 2.3 [20] . Let L be a positive linear functional on S.
Lemma 2.4. Let L be a positive linear functional on S. Then for all A, B ∈ S,
Proof. By Lemma 2.2 and the inequality 2ab a 2 + b 2 , we obtain
which imply the desired conclusion. 2
Lemma 2.5. Let φ(t) and θ(t) be positive and smooth real value functions on
[t 0 , ∞). Then system (1.1
) is oscillatory if and only if
is oscillatory, where
Proof. Let us make a change of unknown variables
then the system (1.1) becomes (2.1).
We denote by Φ(t) a fundamental matrix of linear equation x = A(t)x. Throughout this paper, we let functions
φ, θ, µ, ρ ∈ C 1 ([t 0 , ∞), (0, ∞
)). Define functions as follows
and matrix functions
where C 1 (t) is given by (2.2). 2
Lemma 2.6. Let (U (t), V (t)) be a nontrivial solution of (2.1) and det U(t)
= 0 for t ∈ [t 0 , ∞). Suppose further function µ ∈ C 1 ([t 0 , ∞), (0, ∞
)). Then the matrix function
satisfies the Riccati equation
Proof. From (2.1), it follows that
Remark 2.1. Note that the ratios α/θ and φ/θ involved in coefficients of (2.2), and
Oscillation criteria in terms of nonlinear functionals
In this section, by means of monotone functional on a suitable matrix space, we establish some new oscillation criteria for the system (1.1), which as special cases include many earlier results for (1.1) and (1.2), and even for self-adjoint second order differential systems.
Theorem 3.1. Let (H, λ) ∈ H. Suppose that there exists a monotone subhomogeneous functional p on S satisfying
where
Then the system (1.1) is oscillatory. 
Proof. Suppose that there exist a prepared solution (X(t), Y (t))
4). Let R(t) = [B 2 (t)] 1/2 and S(t) = (RW R)(t). It follows from (2.4) that
Hence (2.4) can be rewritten as
Now applying the operator A ρ τ to (3.3), in view of the properties of the operator A ρ τ , we then have
This implies
If we drop the nonnegative definite term in (3.5), then
H (t, τ )ρ(τ )W (τ ).
Hence, by Definition 2.2 of monotone subhomogeneous functional p on S, we obtain
Set τ = t 0 in (3.6) and divide the resulting inequality by H (t, t 0 ), we have
which is contrary to our assumption (3.1). This completes the proof. 2 
Note that the result of Erbe et al. stated in the first section does not require H (t, s) to satisfy conditions (H2) and (H3) in the Definition 2.1 of (H, λ) ∈ H. Therefore, it is necessary to derive another oscillation criterion as follows.
The following theorem is an extension to the system (1.1) from Theorem 1 of Erbe et al. [4] , Theorem 1 of Meng et al. [12] for (1.3), and Theorem 1 of Wang [17] for the special case of the form (1.2). 8) where N = 
Theorem 3.3. Suppose that H (t, s) and λ(t, s) are continuous on D = {(t, s) | t s t 0 } such that H (t, t) = 0 for t t 0 and H (t, s) > 0 for t > s t 0 . Suppose further that the partial derivative ∂[H (t, s)]/∂s is nonpositive and continuous for t s t 0 , λ(t, s) is defined by
∂ H (t, s)ρ(s) /∂s = −λ(t, s) H (t, s)ρ(s)
11 H (t, t 0 ) p A ρ t 0 C 2 − 1 4 N 2 B −1 2 = ∞,(3.
4). On multiplying (2.4) (with t replaced by s) by H (t, s)ρ(s)
and integrating with respect to s from T to t (T t 0 ), we obtain t T 
H (t, s)ρ(s)C 2 (s) ds
= − t T H (t, s)ρ(s)W (s) ds − t T H (t, s)ρ(s) µ µ W (s) ds − t T
H (t, s)ρ(s)(W B 2 W )(s) ds = H (t, T )ρ(T )W(T ) −
t T −
∂ ∂s H (t, s)ρ(s) − µ (t) µ(t) H (t, s)ρ(s) W (s) ds
− t T
H (t, s)ρ(s)(W B 2 W )(s) ds = H (t, T )W (T ) − t T h(t, s) H (t, s)ρ(s) 1/2 W (s) ds
H (t, s)(ρW B 2 W )(s) ds, (3.9) where h(t, s) = λ(t, s) − µ (s) µ(s) [H (t, s)ρ(s)] 1/2 . Let
Z(s) = H (t, s)ρ(s)
1
H (t, s)ρ(s)C 2 (s) ds = H (t, T )ρ(t 0 )W (T )
+ 1 4 t T h 2 (t, s)B −1 2 (s) ds − t T R −1 Z 2 R −1 (s) ds
H (t, T )ρ(T )W(T ) + 1 4 t T H (t, s)ρ(s)N 2 (t, s)B
−1
(s) ds.
Thus we obtain [13, 14] and Kamenev [8] .
H (t, T )W (T )ρ(T ), T t
Oscillation criteria in terms of positive linear functionals
In this section, by using positive linear functional we establish new oscillation criteria. 
where Λ is defined as Theorem 3.1. Then the system (1.1) is oscillatory. 
Proof. Suppose that there exists a prepared solution (X(t), Y (t))
A ρ τ C 2 − 1 4 Λ 2 B −1 2 H (t, τ )ρ(τ )W (τ ), which implies L A ρ τ C 2 − 1 4 Λ 2 B −1 2
H (t, τ )ρ(τ )L W (τ ) . (4.2)
Setting τ = t 0 in (4.2) and divide the resulting inequality by H (t, t 0 ), we obtain
which is contrary to our assumption (4.1). This completes the proof. 2
Under a modification of the hypotheses of Theorem 4.1 we can obtain the following theorem. 
with the other conditions unchanged. Then any prepared solution of (1.1) is oscillatory on
When the condition (4.1) in Theorem 4.1 fails, we further have the following criterion.
Theorem 4.3. Suppose (H, λ) ∈ H and the operator
where Λ is defined as Theorem 3.1 and ψ + (t) = max{ψ(t), 0}. Then the system (1.1) is oscillatory.
Proof. Suppose that there exists a prepared solution (X(t), Y (t))
of the system (1.1) which is not oscillatory. Without loss of generality, we may assume that det X(t) = 0 for t t 0 . From Lemma 2.5, we can define a matrix function W (t) on [t 0 , ∞) by (2.3). Then by Lemma 2.6, W (t) satisfies (2.4). As in the proof of Theorem 3.1, we can obtain (3.5). If we now divide (3.5) by H (t, t 0 ) and drop the nonnegative definite term, we obtain
Applying the positive functional L to (4.7) and then taking the superior limits as t → ∞, we have lim sup
In view of (4.4), (4.5) and the condition (H2) in Definition 2.1,
This and Lemma 2.3 imply
that is,
But in view of (4.6), we then have
On the other hand, if we let τ = t 0 in (3.5), then dividing the resulting equation by H (t, t 0 ), we see that
Thus, in view of (4.4) and (4.5),
Finally, note that
It is easy to see
According to B −1
(t) E n and Lemma 2.4, we now have
so that
This is contrary to (4.8). The proof is complete. 2
Note that the result of Erbe et al. stated in the first section does not require H (t, s) to satisfy conditions (H2) and (H3) in (H, λ) ∈ H. Therefore, it is necessary to derive another oscillation criterion. Next we give several new oscillation criteria for the system (1.1) by another generalized mean technique.
Theorem 4.4. Suppose that H (t, s) and λ(t, s) are continuous on D = {(t, s) | t s t 0 } such that H (t, t) = 0 for t t 0 and H (t, s) > 0 for t > s t 0 . Suppose further that the partial derivative ∂[H (t, s)]/∂s is nonpositive and continuous for t s t 0 , and λ(t, s) is defined by
∂ H (t, s)ρ(s) /∂s = −λ(t, s) H (t, s)ρ(s) 1/2 , (t,s)∈ D.
Let the operator A ρ τ be defined by (3.2) . If there exists a linear positive functional L on S satisfying 10) where N = 
Dividing both sides by H (t, t 0 ) and taking the superior limits as t → ∞, we have lim sup
which is contrary to condition (4.10). The proof is complete. 2
Under a modification of the hypotheses of Theorem 4.4, we can obtain the following result. 
and 14) and for every T t 0 lim sup 
Suppose further that there exists a function
for t > t 0 . By (3.9), we obtain
It follows from Lemma 2.3 that Thus all the assumptions of Theorem 4.1 are satisfied. By Theorem 4.1 the system (1.1) is oscillatory. However, if b = 0, the oscillation cannot be demonstrated by known criteria in .
