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Other Supplementary Material for this manuscript includes the following:
(available at advances.sciencemag.org/cgi/content/full/5/5/eaaw0392/DC1) Movie S1 (.mov format). Temporal evolution of the megaelectronvolt-electron diffraction pattern for the pristine 30-nm-thick W as it underwent ultrafast laser-induced melting at absorbed pump fluence of 46 mJ/cm 2 . Movie S2 (.mov format). The same as movie S1 but for W that is subject to 1-dpa radiation damage. Movie S3 (.mov format). The same as movie S1 but for W that is subject to 10-dpa radiation damage. Movie S4 (.mov format). 2T-MD simulated ultrafast laser-induced melting of pristine W. Movie S5 (.mov format). The same as movie S4 but for the irradiated W with 5% of vacancy defects. Movie S6 (.mov format). Close-up of a selected area in movie S5 showing the melting nucleation surrounding one big nanovoid.
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Determining the G ei of W at low temperature Figure S1 shows the radially averaged lineouts of the static diffraction patterns for the pristine and irradiated W targets without optical excitation. For the films subjected to displacement damage of 10 dpa, diffraction peaks show significant decrease in intensities relative to the adjacent background as compared to the 0-dpa reference. The external defects induced by irradiation to 10-dpa are manifested by the noticeable increase of the thermal diffuse scattering background. In contrast, we don't observe much difference in the overall scattering signal between the 1-dpa thin film and the reference. Pump-probed measurements at below the damage threshold of W were first performed to determine the electron-phonon coupling strength G ei in pristine and irradiated thin films, which can be obtained by measuring the temporal evolution of Laue diffraction peak (LDP) intensity. Figure S2 compares the temporal evolution of LDP (211) for the three different targets excited at the same absorbed pump fluence of 4.8 mJ/cm 2 . The observed decay in diffraction peak intensity is attributed to the increasing thermal motion of lattice and its dynamics can be described with Debye-Waller Factor (DWF). We observed similar dynamics of the (211) decay between the irradiated samples and the pristine reference, an indication of negligible effect from the vacancy defects on G ei . Based on DWF calculations combined with two-temperature model (TTM) simulations for the electron and ion temperature evolution, we determine an electronphonon coupling strength of (2.0 ± 0.5) ⇥ 10 
Two-temperature model and Debye-Waller Factor
The thermal atomic vibration effect on the attenuation of diffraction peaks can be modeled with the Debye-Waller Factor (DWF) and the results from two-temperature model (TTM). In TTM, electrons and lattices are treated as two subsystems and each is characterized by a temperature. Thermal equilibrium between them is governed by the coupling strength G ei . In our experiments, uniform heating of the W thin film is expected in the longitudinal direction because the mean free path of laser excited electrons in W (33 nm) (42) is comparable to the thin film thickness. Therefore electron thermal conduction can be neglected and the model equations are given by
where T e and T l are the electron and ion temperature, S(t) is the temporal profile of absorbed laser pulse, which is a Gaussian function with FWHM of 130 fs. In our TTM calculations, the temperature dependence of lattice heat capacity C l (T l ) and of electron heat capacity C e (T e ) are considered and adopted from Ref. (38) and Ref. (39), respectively. Having determined the temporal evolution of T e and T i , the Debye-Waller factor D can be computed with the following equation
where ⇥ D is the Debye temperature of the material, hu 2 i is the mean square atomic displacement and is given by
where h and k B are Planck constant and Boltzmann constant, and M is the ionic mass of W. The Debye temperature of W in our calculation of DWF below the damage threshold is fixed at
The sine Fourier transform of the reduced diffracted intensity yields the pair correlation function H(r), which is given by: (12,18)
where S(Q) is the structure factor and given by S(Q) = I(Q) N ( f ) 2 , in which I(Q) is the experimental singly scattered elastic intensity, N is the normalization factor for converting the measured intensity in arbitrary units to an absolute scale in electron unit, f is the electron scattering form factor (45), and is the Lorentz factor of the MeV electrons which is applied to account for the relativistic effect on f . According to Eqn.4, function H(r) describes the deviation of atomic density ⇢(r) from the average atomic density ⇢ 0 as a function of radial distance r from an average atomic origin. For solid tungsten, ⇢ 0 is calculated to be 0.0631 atoms/Å 3 . To obtain the experimental singly scattered intensities, we employed a double-exponential function to fit the background of inelastic and multiple scattering and subtracted it from the raw radially averaged intensity lineout. Normalization of I(Q) with respect to ( f ) 2 was done at large Q region (18). In UED experiments, the range of Q values is limited to a finite value of Q max . This upper limit is determined, in part, by the geometry of the detector but more fundamentally by the range over which the data quality is adequate. In our analysis of H(r), we only chose scattered intensity data below Q max of ⇠9Å 1 albeit the detector in principle can cover a Q range up to ⇠10Å 1 . Integration of a truncated Q window in Eqn. 4 will give rise to the appearance of spurious ripples with period of 2⇡/Q max , which would affect the determination of the coordination number of the correlation peaks that happen to overlap with those spurious ripples (46). To reduce these so-called termination ripples, we multiplied the integrand in Eqn. 4 by a Lorch function W (Q) that is given by (46)
and the equation for the improved pair correlation function takes the form of
The Lorch function replaces the sharp step function at the cutoff distance Q max by a smoothly decreasing function and it approaches zero at Q max . It is found that the inclusion of W (Q) greatly suppresses the termination ripples and allows for more positive identification of the correlation peaks. However, the drawback with the introduction of Lorch function is the secondary broadening (FWHM = 5.437/Q max ⇡ 0.68Å) of correlation peaks (47). To determine the coordination numbers of correlation peaks shown in H(r), we computed the radial density function J(r) which is given by: J(r) = 4 ⇡r 2 ⇢(r) = H(r) + 4 ⇡r 2 ⇢ 0 . An example of the computed J(r) for the solid W without radiation damage is illustrated by fig.  S3 . The coordination number of individual correlation peak can be computed by integrating the peak area confined by the two local minima (18), as shown by the shaded areas in fig. S3 (B) . The results of the radial distances and coordination numbers for the first four correlation peaks are shown in Table S1 . For comparison, we also provide in Table S1 the expected information of the first eight nearest neighbor shells from a bcc W lattice. Overlapped peaks are observed with the computed J(r) of bcc W due to the broadening effect from the limited Q range of the scattered intensity and the introduction of damping function. For instance, the first peak with peak position at 2.85Å is an overlapped peak of the first and second nearest neighbor shells of a bcc W. This is further confirmed by its coordination number (14 ± 0.3) which is equal to the sum of the first (8) and second (6) nearest neighbor shells, as shown in Table S1 . For the non-overlapped peak, e.g. the second peak at 4.35Å, we were able to reconstruct its coordination number that matches reasonably well with the expected number. These demonstrated agreements justify the validity of our background subtraction method employed to extract the singly scattered elastic intensity. 
(220)
(222) (321) (330) Si 3 N 4 Fig. S1 . Megaelectronvolt electron scattering intensity of unpumped samples. Shown here are the radially averaged scattering lineouts for the pristine (0 dpa) and irradiated (1 dpa and 10 dpa) polycrystalline W thin films without optical excitation. For comparison, the scattering signal of the non-excitedSi 3 N 4 membrane (solid green line) employed for coating our W thin-film targets is shown and indicates much weaker signal than the W samples. Table S1 . Table S1 . Comparison of the measured and expected results of radial distances and coordination numbers for the first few nearest neighbor shells of bcc W lattice. The experimental radial density function J(r) for extracting these information is shown in ig. S3. Peaks 1, 3 and 4 of the experimental J(r) curve are overlapped peaks and the information of the corresponding overlapped neighbor shells of a bcc W are shown on the same row. Movie S1. Temporal evolution of the diffraction pattern for the pristine 30-nm-thick W Movie S2. The same as ovie S1 but for W that is subject to 1-dpa radiation damage.
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Movie S3.The same as movie S1 but for W that is subject to 10-dpa radiation damage. 
