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ON SUPERQUADRATIC ELLIPTIC SYSTEMS 
DJAIRO G. DE FIGUEIREDO AND PATRICIO L. FELMER 
ABSTRACT. In this article we study the existence of solutions for the elliptic 
system 
OH 
-Au = ---(u, v, x) in n, 
OH 
-Av = - (u, v, x) in n, 
O u 
u=0, v=0 onOn. 
where Q is a bounded open subset of RN with smooth boundary On, and 
the function H: R2 x Q+ R , is of class C1 . We assume the function H has 
a superquadratic behavior that includes a Hamiltonian of the form 
H(u, v) = Iul' + Ivlfi where l-- <-+ 
I 
< I with a > 1, 8 > 1. 
We obtain existence of nontrivial solutions using a variational approach through 
a version of the Generalized Mountain Pass Theorem. Existence of positive 
solutions is also discussed. 
0. INTRODUCTION 
This paper is devoted to the study of existence of solutions for certain su- 
perquadratic elliptic systems of the form 
(0. 1) -Au= , (u,v,x) inQ, 
(0.2) -Av = H (u, v, x) in Q, 
(0.3) u = 0, v = 0 on A2, 
where Q2 is a bounded open subset of RN, with smooth boundary A2, and 
the function H: R2 x Q- R, which we call the Hamiltonian, is of class C1 . 
For easy reference later on we call the above problem (ES). The term "su- 
perquadratic" used here comes from hypothesis (H2) on the Hamiltonian (see 
it in the sequel, as well as Remark 0.5). Such a condition actually takes into ac- 
count the coupling of the system. It does not imply that both equations in (ES) 
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are superquadratic, but it is implied by that, which follows from a condition 
like 
(0.4) (S) aH (u, v,_ x) *u+OH (u, v, x) *v > ,cH(u, v, x) > O au a 
for all (u, v) E R 2\{(0, 0)}, x E Q, and ,u > 2. Observe that (S) is a special 
case of (H2). We should mention that Benci and Rabinowitz [2] have already 
considered a special case of (ES) when both equations are superlinear, namely 
_AW = (W2 + Z2)(s-l)/2W -AZ = -(W2 + Z2)(s-1)12z 
where s > 1 . Such a system is of the form 
(0.5) -Aw =a (O ) 
OH 
(0.6) -Az = -Oz(w, z, x) 
which is equivalent to our system (ES). In studying (0.5) and (0.6) Benci and 
Rabinowitz used the Generalized Mountain Pass Theorem in its infinite dimen- 
sional setting. 
Recently in [4] Clement, de Figueiredo and Mitidieri studied a case of (ES) 
including Hamiltonians satisfying 
(0.7) H(u, v) = lula + IvIf 
where 1 + <1, a! > 1 and fi> 1, but where the case a < 2 is allowed. Thus 
not satisfying (S). In [4] a priori estimates for positive solutions were obtained 
and then degree theory arguments were used to prove the existence of positive 
solutions for (ES). In another work, Clement, de Figueiredo and Mitidieri [5] 
have considered some classes of superlinear elliptic systems with growth that 
allows the use of inequalities of the Hardy-Sobolev type, and have obtained a 
priori bounds for positive solutions. 
Some other class of superlinear elliptic systems were also considered by Souto 
[13]. He used the techniques introduced by Gidas and Spruck [8] in order to 
obtain a priori bounds for positive solutions, and by degree theory existence of 
positive solutions was established. Sublinear systems with a Hamiltonian form 
were discussed in Costa and Magalhates [3]. 
In this paper we consider superquadratic Hamiltonians using a variational 
approach. This allows us to extend the results in [2 and 4]. This kind of 
Hamiltonian was studied recently by Felmer [6] in the context of Hamiltonian 
systems. 
Next we describe our results in a more precise way. On the Hamiltonian H 
we will consider the following hypotheses: 
(HO) H: R2 X9- Q R is of class Cl . 
(HI) H(u, v, x) > 0 for all (u, v, x) E R2 X Q. 
Let us consider real constants p > a! > p - 1 > 0 and q > fi > q - 1 > 0 
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(1) ~ ~~~ - + maxp < I1, 
(ii) {2~ (!+i)}max {ti '} < 2 + N 
(iii) P p < and 
q- P <1 
p fi q a 
In this paper we will always assume N > 3. If N = 2 or N = 1 less restrictive 
assumptions can be made. 
Furthermore, in case N > 5 we also impose 
(iv) 
( P) 
p q < N4 and 1 - max 
p q <N 
With these constants a, fi, p, q satisfying the above conditions (i)-(iv) we 
now state the further hypotheses on the Hamiltonian H: 
(H2) There exists R > 0 such that 
IlaH 1 aH 
-a(u, v, x.) * u + - f)(u, v 5 x) * v > H(u, v, x) > O 
for all (u, V) E 2, I(u, v)l > R and x E E. 
(H3) There exists r > 0 and a, > 0 such that 
H(u, v, x) < al(Iul + Ivll) if j(u, v)l < r 
and 
(H4) There exists a2 > 0 such that 
|H9(u, v,X)l < a2(jujp-l + lV(p-1)q1p + 1) aH 
-H (u, v, x) < a2(0vlq-l + IUI(q-l)p/q + 1). av 
Our first existence results consider the concept of strong solution. In our situa- 
tion we have 
Definition 0.1. We say that (u, v) is a strong solution of (ES) if 
U E 2PA(P-1)(KI) n wV,1P/(P-1)(2), V E W2q (92)() n vlq(-)Q 
and (u, v) satisfies (0.1) and (0.2) a.e. in Q. 
We will prove the following results. 
Theorem 0.1. If H satisfies (HO)-(H4) then system (ES) possesses at least one 
strong solution. 
Theorem 0.2. If H satisfies (HO)-(H4) and H is independent of x E Q then 
(ES) possesses at least one nontrivial strong solution. 
Remark 0.1. When we assume more regularity on the Hamiltonian H, using 
standard arguments, it can be proved that strong solutions are indeed classical 
solutions. See [9]. In this direction a hypothesis to consider is 
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(HO') H:R 2x a -+ R is of class C1I, . 
When some more assumptions are considered in H we also obtain a result on 
existence of positive classical solutions. 
Theorem 0.3. If H satisfies (HO'), (H I)-(H4) and also 
(H5) OH(u, v, x)/9u > 0, aH(u, v, x)/Ov > 0 for all (u, v) E R2, u > 
0, v >0, xEQ, 
(H6) H(u, v, x)/9u =0, aH(u, v, x)/dv =0 if u = 0 or v = 0. 
Then (ES) possesses at least one positive solution (u, v) with u(x) > 0, v (x) > 
0 if xEQ. 
Next we make some remarks about the hypotheses we considered. 
Remark 0.2. Since Pa > 1 and > 1 we have from (ii) that 
1 1 11+ > 2 
>a f lp q N 
The first inequality above expresses the superquadratic character of the 
Hamiltonian H, as said before. The last inequality expresses the subcritical 
character of the system, as already pointed out in [4]. It seems however that 
these minimal assumptions do not suffice. Some further control on the constants 
a , f,, p, q as expressed in (ii) and (iii) seems to be necessary. 
Remark 0.3. Besides the critical curve 1 + 1 > 1 - N, in case N > 5 we have 
two extra critical lines as given by (iv). 
Remark 0.4. If a = p, ,B = q then (i) and (ii) simply express 
1> 1 + > 
2 
a fi N 
and (iii) trivializes. Condition (iv) becomes 
1 N-4 1 N-4 
p-> 2N ' 2N 
see [4]. 
Remark 0.5. It follows from (H2) that there are constants cl > 0 and c2 > 0 
such that 
(0.8) H(u, v, x) > cl(juja + IvIO) - C2. 
For a proof see [6]. 
Our Theorem 0.3 generalizes Theorem 3.1 in [4]. Let f, g: R --* R func- 
tions satisfying the hypothesis of Theorem 3.1 in [4]. Then we can define a 
Hamiltonian 
(0.9) H(u , v) = G(u) + F(v) 
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with G(u) = fJu g(s) ds and F(v) = fo' f(s) ds. This Hamiltonian satisfies our 
hypotheses. In particular it satisfies (H5) and (H6). 
1. THE VARIATIONAL FORMULATION OF (ES) 
In this section we set up the functional. analytic framework needed to study 
problem (ES) from the variational point of view. We also give the variational 
formulation of (ES). 
We shall work with spaces Es, which are obtained as the domains of frac- 
tional powers of the operator 
-A: H1 (Q) n Ho (Q) c L2(Q) -t L2 ) 
where A denotes the Laplacian and H2(Q), Ho (Q2) are the usual Sobolev 
spaces. Namely Es = D((-A)s/2) for 0 < s < 2, and the corresponding 
operator is denoted by As 
As: Es 5 L2(Q). 
The spaces Es are Hilbert spaces with inner product 
(1-1) (U, V)Es = AsuAsvdx 
and associated norm 
(1.2) IIUII = l jAsu2 dx. 
It is known that these spaces are indeed Sobolev spaces of fractional power as 
defined by interpolation, see Lions and Magenes [10]. In particular we have 
Es=Hs(n) ifO<s< !, E1/2 c H1/2(Q) 
Es={uEH5(92)Iu=OonOQ} if! <s<2, s$5 3, and 
E3/2c {u E H3/2(p) I u = 0 on aO2}. 
See also the results in Fujiwara [7]. 
If we consider a basis of L2(Q) constituted by eigenfunctions {jb,} of 
-Ab= AO in 2, 0= 0 on a2 
with associated eigenvalues {in}, then we have the following characterization 
of Es and As. If u E L2(Q) we write u = E anqn its Fourier series with 
respect to the basis {q5n}. Then 
(1.3) Es= {uEL2(9i) E As IanI2 < x} 
and 
00 
(1.4) Asu =- I2 anon 
n=1 
for all u E Es. Now it is easy to see Poincare's inequality for the operator As 
(1.5) |~~~lAsulIL2(a) 
> AsI2 |HU42(a) VU E Es 
where Al is the first eigenvalue of -A. 
The fractional order spaces have the following important embedding prop- 
erty. 
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Theorem 1.1. Given s > 0 and a > 1 so that I > -2 then the inclusion map 
i: Es - La(Q) is well defined and bounded. If above we have strict inequality 
then the inclusion is compact. 
The proof of this theorem is based on interpolation and the Kondrachov 
Theorem. See the article of Persson [11] for a proof. 
With these preliminaries about the Laplacian and the spaces we can now 
define the functional associated to (ES). Let us consider first the quadratic part. 
For numbers s > 0 and t > 0 with s + t = 2 we define the Hilbert space 
E = Es x Et and the bilinear form B: E x E -- R by the formula 
(1.6) B((u , v), )) =AsuAt V + AsAtv dx. 
Using the Cauchy Schwarz inequality and (1.2) it is easy to see that B is contin- 
uous. We also see that B is symmetric. Then B induces a selfadjoint bounded 
linear operator L: E - E so that 
(1.7) B(z, j7) = (Lz, )E 
for all z, t1 e E. Here and in what follows (., ')E denotes the inner product in 
E induced by (., ')Es and (., ')Et on the product space E in the usual way. 
We can also define the quadratic form Q: E - R associated to B and L as 
(1.8) Q(z) = (Lz, Z)E = jAsuAtvdx 
for all z = (u, v) E E. A more explicit formula for L will be needed in the 
future. 
Proposition 1.1. The operator L defined above can be written as 
(1.9) L(u, v) = ((As)-lAtv, (At)-lAsu). 
Proof. If z = (u, v), =( , ) e E and we write L(z) = (w, y) then we 
have 
(1. 10) (L(z) . )E = ((W S Y), (, '))E = jAswAsq + AtyAt I dx. 
On the other hand, from (1.6) we have 
(1.1 1) (L(z) , 1)E = jAsuAt V - As$Atv dx. 
Taking qi = 0 in (1.10) and (1.11) we obtain 
(1.12) jAsq(Atv-Asw) dx = O V8 E Es. 
Using that As is an isomorphism onto L2(Q) we conclude the equality Atv - 
Asw = O from where w = (As)-lAtv . 
If we take 4 = 0 in (1.10) and (1.11) we obtain in a similar way y - 
(At)-ASu. o 
In what follows we write A-s = (As)>-I. Next we consider the eigenvalue 
problem 
(1.13) Lz = Az in E. 
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Using Proposition 1.1 we can write (1.13) in equivalent form as 
(1.14) A-SAtv = Au, 
(1.15) A-tAsU = Av, 
where z = (u, v). Since the operators As and At are isomorphisms A cannot 
be zero. Then isolating u in (1.14) and substituting in (1.15) yields 
(1.16) v = A2v 
whence it follows that A = 1 or A = -1 . The associated eigenvectors are 
(1.17) forA= 1, (u,A-tAsu) VuEEs 
and 
(1.18) for A = -1, (u, -A-tAsu) Vu E Es. 
We can define the eigenspaces 
E+ {(u, A-tAsu) I u E Es} 
and 
E-= {(u, -A-tAsu) I u E Es} 
which give a natural splitting E = E+ E E-. The spaces E+ and E- are 
orthogonal with respect to the bilinear form B, that is 
(I. I9) B(z+, z-) =O0 VZ+ E E+, z- E E-. 
We also find that 
(1.20) !IIZII = Q(z+) Q(z-) 
where z = z + z-, z+ E E?. 
Next we define the functional associated to the Hamiltonian. Using the 
growth hypothesis (H4) and integrating we obtain 
(1.21) H(u, v, x) < IH(O, v, x)I + a2(IuIP-1 + IvI(P-l)q/P + 1)IuI 
and 
(1.22) IH(O, v, x)I < IH(O, 0, x)I + a2(Iv Iq + IVI). 
Young's inequality implies 
(1.23) IvI(P-")q/PIu < IuI + (p- I)Vlq 
p p 
From (1.21)-(1.23) we obtain 
(1.24) IH(u, v, x)I < c2(IuIp + lvlq) + C3 
for certain constants c2 and C3. Now we will choose the numbers s and t 
defining the orders of the Sobolev spaces involved. From inequality (ii) in the 
Introduction we see the existence of s, t E IR, s + t = 2 such that 
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and 
(1.26) (1--)max{P, 
p 4q k+ 
Using (iii) and (iv) if N > 5, we can choose s > 0 and t > 0. From the fact 
that k > 1 and >l ? 1 we find, following from (1.25) and (1.26) that 
u s 11 t 
(1.27) -> -- and ->--- 
These last inequalities and Theorem 1.1 give the compact inclusions 
Es -* LP(L), Et -4 Lq(j). Then using (1.24) we can define the functional 
: E -+R as 
(1.28) X(u, v) = jH(u(x), v(x), x)dx. 
Proposition 1.2. Thefunctional X defined above is of class C1 and its derivative 
is given by 
(1.29) 7'(u, v)(q, yv) = | JL(u, v, x)q + --(u, v, x)yi dx 
for all (u , v), (g, yi) E E. Moreover XI : E -* E is a compact operator. 
Proof. The expression given at the right-hand side of (1.29) is well defined. In 
fact, from the growth hypothesis (H4) we have 
(1.30) j 'aH (u, v, x)b dx < a2f (Iulp1 + jVj(P-1)qIp + l) qOj dx. 
Using H6lder inequality and embeddings 
(1.31) f |"(u, v, x)+| dx < a2(jIujlPjs + j1vf0JlE)SP + l)jkIIEs. 
In a similar way we obtain an inequality for the derivative with respect to v. 
Thus A" (u, v) is well defined and bounded in E. 
Next, usual arguments give that * is Frechet differentiable, XI is contin- 
uous and, as a consequence of the Sobolev embeddings, A" is also compact. 
See [12] for example. a 
Now we can define a functional (: E -- JR as 
(1.32) ?(Z) = Q(z) - (z) Vz E E. 
( is a functional of class C1 and by previous considerations it has the structure 
needed to apply minimax techniques. See (3.6). 
Definition 1.1. We say that z = (u, v) E E = Es x Et is an (s, t)-weak solution 
of (ES) if z is a critical point of (. In other words, if for all i7 (0, V/) E 
Es x Et we have 
(1.33) jAsuAt v+AsqAtv?- 
aH 
(u, V,x)O- OH (u,v,x)dx=0. 
The next theorem gives a regularity result for (s, t)-weak solutions. 
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Theorem 1.2. If (u, v) E Es x Et is an (s, t)-weak solution of (ES) then u E 
W2PI(P-1)(Q) n l.P/(P-1)(Q) V E W2,ql/(q-1)(Q) n J1, ql(ql )(Q) and 
OH 
(1.34) -Au= j- (u, v, x), Ov 
(1.35) -Av = OH (u, v, x) 
a.e. in Q2. In other words (u, v) is a strong solution of (ES). 
Proof. Let us consider V/ = 0 in (1.33), then 
(1.36) jAtvAsq dx =jXa(u, v, x)dx 
forall q eEs. If eH2(Q)nHo(Q) thenwehave 
(1.37) jAtvAskdx = j vA2 qdx = -jvAO dx. 
On the other hand, using estimates following from (H4) we find 
aH (u(x), v(x), x) E LPAP-0)) 
and then from basic elliptic theory there exists one function w E W2, pl(P- 1) (.) 
n W6l,p/(P-l) (Q) such that 
(1.38) -Aw = O H x), v() x), 
see Gilbarg and Trudinger [9]. Following from (1.27) 
1 p-i s >p-I_ 2 
2> p N p N 
so that from the embedding theorem of Sobolev w E L2(Q) (see [1]). Thus we 
have 
(1.39) j H(u, ,x)+dx =-J wq5dx=-j wAq dx 
for all q E H2(Q) n Ho(Q). Next, from (1.37) and (1.39) we obtain 
(1.40) j(v - w)A0qdx Vob E H2(Q) n Ho (Q) 
from where it follows that v = w . We have obtained that v E W2 PI(p-1)(Q) n 
Wo ,P/(P-1)(Q). Finally, since v = w we conclude that v satisfies (1.35). 
We can do the same reasoning for u. 0 
2. PALAIS SMALE AND GEOMETRIC CONDITIONS 
In this section we further study the functional (D. We prove the Palais Smale 
condition for ( and then obtain the geometric situation of the Generalized 
Mountain Pass Theorem. 
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Proposition 2.1. ( satisfies the Palais Smale condition. 
Proof. Let {zn} be a sequence in E so that 
(2.1) VID(z,)I < c and tD'(z,) -+ 0, as n -+ oo. 
We prove first that (2.1) implies that {zn} is bounded. From (2.1) there is a 
sequence {e,} converging to 0 so that 
(2.2) I4D'(Zn)t1l < CnlltllE Vt E E. 
Taking 
?In = afl, (-Un Vn) where Zn = (Un , Vn) , 
and using (2.1) we find 
C + CnIInnIIE > ((Zn)-4'(zn)i1n = D+ J !H n (u vn, X)un 
(2.3) + laH(Un, Vn, X)Vn-H(Un, Vn x) dx 
+ (,8 I iJH(Un, vn, x)dx. 
Using (H2) we find a constant cl so that 
(2.4) ci(1 + IIznIIE) > JH(Un, vn, x) dx. 
and then, using (0.8) we obtain a constant C3 such that 
(2.5) j IUlI + lvnlfi dx < C2(1 + IlunlIEs + lIvnllEt) 
Next, let us consider il = (0, 0) with b E Es. Then from (2.2) 
(2.6) ]ASqAtvn dx < |a (un, vn, x)o dx + enlIlIIEs. 
We estimate these terms next. From (1.25) and Theorem 1.1 we find 
(2.7) IIIILa/(a-P+l)(a) < C?1101JEs 
then, using Holder inequality with a = ac/(p - 1), b = ac/(ac - p + 1) we obtain 
(2.8) l unlp |0|1dx < C cllun|llp-')||OIJES. 
From (iii) in the Introduction and (1.25) we have 
p -l 1 s 
p 13 2 N 
and then Theorem 1.1 implies the embedding of Es into LfP( ))P-(p- )q)(Q). 
This fact together with Holder inequality with a = 13p/(p - 1)q and b = 
13p/(13p - (p - 1)q) yields 
(2.9) j lvn 1(P ) 0/pIk dx < C2IIVnILpI(Q) 'IkIES. 
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Finally, again using Theorem 1.1 
(2.10) j 1X1 dx < C3IIbIIEs. 
Putting together (H4), (2.6), (2.8)-(2.10) we obtain 
(2.11) jAs?XAtvn dx < c4(11u,lIPI,(1) + qlp + l)I||IIEs 
for all 0 E Es, from where it follows 
(2.12) IIVnIIEt < C4(IUlInJJLa(a) + ( + 1). 
By an analogous reasoning 
(2.13) hlUnliEs < C5(lIVnIILp(n) + lUnLa + 1) 
Replacing (2.12) and (2.13) into (2.5) we obtain 
(2.14) 
hlUnliEs + IIVnIIEt 
< C6(11UnflIIp)/a + |VnJJ(P_ )qlp + ||Un||Eq- )plq + |V|q-l)/ + 1). 
Since the exponents in the right-hand side of (2.14) are all less that 1, by the 
basic assumptions we made on a!, fi, p and q, we find that the sequence {Zn} 
is bounded in E. 
From here on a usual argument based on the compactness of 7" and the 
invertibility of L gives the existence of a subsequence of {zn} that converges 
in E. 0 
We will consider now the study of the geometric characteristics of ID leading 
to the Generalized Mountain Pass Theorem. 
We will define subsets S and Q so that 
(IS) There exists J > 0 such that 
(2.15) ?(z) > J Vz E S. 
(IQ) ?(z) <0 Vz EaQ. 
Where a Q denotes the boundary of Q relative to a certain subspace of E. 
It is shown also that S and aQ link in the sense of Benci and Rabinowitz. 
For later reference we state a preliminary lemma giving the expressions of 
the projections over E. 
Lemma 2.1. The orthogonal projections PI: E - E are given by the formula 
(2.16) P-(u, v) 1 (u i A-sAtv, v i A-tAsu). 
Proof. Direct from definitions. 0 
Now we choose numbers , > 1, v > 1 such that 
1 js 1 ii 
(2.17) -< p and -< 
Proposition 2.2. There exist p > 0 and 3 > 0 such that if we define 
sth n(p( iU sapv-tiV)si(UeV)dp (U,V)E } 
then (IS) is satisfied. 
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Proof. Let z = (u, v) E E+ and put z = (p#-'u, .p'-v). Recall that v = 
A-tAsu and equivalently u = A-sAtv. We have 
(2.18) Q(Z) =j p1-lAsupv-lAtv dx = pl+v-2 j AsuAtv dx. 
Using (1.20) and (2.18) we get 
(2.19) Q(Z) = 1py+v-2112112 
On the other hand, from (H3) and (H4) we have 
(2.20) H(u, v, x) < a,(Iula + jvj8) + bi(jujP+ vIlq) 
for some constants a,, bi , then 
X(z) < a, (p#-I)af lul dx + p(v-l)f Ivlfl dx) 
(2.21) / 
+ b, (P(I-1)p f jujP dx + p(v-l)q j Iq dx). 
Since a < p, /1 < q, using Holder inequality and Theorem 1.1 we find from 
(2.21) that 
(2.22) A(z) < b2(p(ILl)ajj2IIa + p(#-I)p||2|PE + p(v-1)j8IIIIf + P(v 1)qII2IIq). 
Putting (2.19) and (2.22) together and considering p = 11h11E we have 
(2.23) D(z) > I pM+v - b2(pMa + pyp + pv4 + pvq). 
Since x < p, /< q, for p small we obtain 
(2.24) 
((z) > 1P - 2b, (p'a + p -f) =(P4 - 2bi pu) + (P#+7 - 2b pvfl) 
From our choice of ,u and v in (2.17) we see that if p is small enough, there 
exists ( > 0 such that (D(z) > ( if II?IIE = P.- 
We next define the set Q. For some constants a > 0 and M > 0 to be 
precised later on we define 
Q ={T(ao-lu+, cJ-lv+) + (a-fU, ucv1 v) I 
0?<?c<,0?<l(u,v)IIE?M, (u,v)E-} 
where z+ = (u+, v+) E E+ with u+ some fixed eigenvector of -A. We note 
that z+ is an eigenvector of L associated to a positive eigenvalue (i.e. to 1). 




+ ,a'-'V+) + (U#-l1 , C'_ 1V) I T E R , (U,9 V) E E-}1. 
Proposition 2.3. There are constants a > 0 and M > 0 such that for Q defined 
as above we have 1D(z) < 0 Vz E aQ. 
Proof. For T E R+, (U, V) E E- we set 
Z = T(ai-Ilu+, '-IV+) + (ri'-1u, ca`1V). 
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By the definitions of E+ and E- we have 
(2.25) v+ = A-tASu+ and v = -A-tAsu, 
and then evaluating Q in z we obtain 
Q(z) = j(Ta8-lAsu+ + a8-lAsu)(TUv-lAsu+ - a'-lAsu) dx 
(2.26) 1 
= IY+v-2(T2 _ II(U, V)I12). 
2E 
On the other hand, we have from Remark 0.5 that 
(2.27) j H(z, x) dx > cl (Ua(- 1) I u+ + ula +9(v-l)IV+ +v Il) dx - InIc2. 
Each u can be written as u = yu+ + ui7, where uL is orthogonal to u+ in the 
L 2(Q) sense, and y is some real number. Using Holder's inequality we obtain 
(2.28) (T + Y) jIU+I2 dx = j(Tu+ +u)u+ dx 
< IITU+ + UIILa(n)IIU IILa'(Q) 
or 
(2.29) T + y < CIITU| + UIIL,(n)- 
Similarly, observing that A-tAsu+ = A-,t+su+, where Lk is the eigenvalue of 
(-A, Ho (Q)) whose eigenfunction is u+, we obtain 
(2.30) ,i7t+S(T - y) j IU+I2 dx = j(TV++ v)u+ dx 
< IITV+  VIIL ()IIU IIfl'(Q) 
or 
(2.31) - y < c|zvT + VIIL(n)- 
If y > 0 it follows from (2.26), (2.27) and (2.29) that 
__+v-2 a 
(2.32) D(z) < 2 T C66 InIC21) + -IC2. 
And if y < 0 it follows from (2.26), (2.27) and (2.31) that 
(2.33) D(z) < 2 T -C6lfl(V-l) + InIC2. 
By the choice of ,u and v, taking T = a large we see in (2.32) and (2.33) that 
D(z) < 0. 
Now we choose M. If T E [0, a], from (2.26) and (2.27) we have 
(2.34) 1D(z) < 1aL+v _ - #a+v-2 II(u, V)II1 + InIc2 
then taking 11(u, v)II = M and M large enough we find D(z) < 0. We finish 
the proof if we show that when T = 0 then also ?(z) < 0. By hypothesis (Hi) 
this is direct after the definition of D and (2.26). o 
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3. THE MINIMAX THEOREM 
In this section we formulate a minimax theorem which is a version of The- 
orem 5.9 of [12] and it was proved in [6]. We describe this result and then we 
show how to use it in our situation. We consider a Hilbert space E with inner 
product ( , ) and norm II j II. We assume that E has a splitting E = X 8D Y, 
where the subspace X and Y are not necessarily orthogonal and both of them 
can be infinite dimensional. Let (: E -- IR be a functional having the following 
structure 
(3.1) ()= z (Lz, z) + X(z) 
with 
(I1) L: E -* E is a linear, bounded, selfadjoint operator, 
(I2) XI is compact. 
There are two linear bounded, invertible operators B1 , B2 E E satisfying 
(13) If CO E R then the linear operator 
(3.2) B(o) = PxBj1 exp(wL)B2: X -- X 
is invertible. 
Here Px denotes the projection of E onto X induced by the splitting E = 
X ( Y. Let p > O and define 
(3.3) S={BzIllzll=J=p ze Y}. 
For z+EY, z+O0, a>p/IIBT1B2z+II and M> p,wedefine 
(3.4) Q={B2(Tz++z)IO<T< ,IIzII M, zEX}. 
Where i9Q denotes the boundary of Q relative to the subspace 
{B2(TZ+ + Z) I E DR, Z E X}. 
Then we have the following theorem on existence of critical points of (D. 
Theorem 3.1. Let (: E -* R be a C1 functional satisfying the Palais Smale 
condition, and (Il), (I2) and (13).. Further assume there is a constant 5 > 0 such 
that 
(IS) (D(z) > OS VZ E S, 
(IQ) (D(z) < OV z E Q. 
Then ( possesses a critical point with critical value C > c5. 
The reader is referred to [6] for a proof of this theorem. The critical point 
given byr Theorem 3.1 has a variational characterization we describe next. Let 
us consider the class of functions 
(3.5) IF = {h E C(E x [O, 1], E) j h satisfies IT,, F2 and F3} 
where 
(F,) h is given by h(z, t) = exp(co(z, t)L)z + K(z, t) where coc: E x 
[0, 1] -lR+ is continuous and transforms bounded sets into bounded sets, and 
K :Ex [0, I]-+E iscompact. 
(12) h(z, t)= z 
VZ E OQ, Vt E [0, 1]. 
(173) h(z,0)=z 
VZ E Q. 
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Then the minimax value 
(3.6) C = inf sup (D(h(z, 1)) 
hErzEQ 
is the critical value given in Theorem 3.1. 
In order to use Theorem 3.1 to find critical points of our functional 'D we 
see that it is only left to be proved hypothesis (13). In fact, the structure of 
our functional is that given by (I1) and (I2) as we saw in ?1, and the P.S. 
condition together with the geometric conditions (IS) and (IQ) were proved in 
Propositions 2.1, 2.2 and 2.3 respectively. 
Let us prove (13). First we define the decomposition of E by taking X = E- 
and Y = E+. The operators B1 and B2 are defined as B1, B2: E -- E 
(3.7) Bl(u, v) - (p'l1u, pvlv) 
and 
(3.8) B2(u, v) - (aU1u, avlv), 
certainly B1 and B2 are linear, bounded, invertible operators. Here the con- 
stants p and a are those of Propositions 2.2 and 2.3 respectively. To show 
that B(co) is invertible we first give a formula for exp(coL) . 
Lemma 3.1. If co E R then the operator exp(coL): E -+ E is given by 
(3.9) exp(coL)(u, v) = cosh(w)(u, v) + sinh(w)(A-s o Atv, A-t o Asu). 
Proof. We recall from Proposition 1.1 that 
(3.10) L(u, v) = (A-s o Atv, A-t o Asu). 
Then L2 = idE. By writing explicitly the exponential operator as a series, using 
(3.10) and reordering the terms we obtain (3.9). 0 
Proposition 3.1. The operator B(co): E- -+ E- is invertible. 
Proof. Given z E E- we have z = (u, -A-toAsu) with u E Es. By definition 
of B2 in (3.8) we have 
(3.11) B2z = (a#-'u, Uv>-'A-t o Asu) , 
then using Lemma 3.1 if we write exp(coL)B2z = (x, y) we have 
(3.12) x = (cosh(co)a'- 1 - sinh(co)uv-1)u, 
(3.13) y = (- cosh(co)uv-1 + sinh(wo)uJ-l)A-t o Asu. 
By definition of B1 given in (3.7) and from (3.12) and (3.13), if we write 




(3.15) - cosh(co)av-1 + sinh(w)a'/1 A-to A5u 
Finally we project back into E. If we put B(co)z = (b, V/) then using the 
projection formula given in Lemma 2.1 and (3.14) and (3.15), after some cal- 
culations we obtain 
(3.16) -= t 2 ( 1- +>-li) cosh() - ( p-i + - )-1 sinh(cw) u. 
This content downloaded from 143.106.108.153 on Wed, 3 Dec 2014 13:47:10 PM
All use subject to JSTOR Terms and Conditions
114 D. G. DE FIGUEIREDO AND P. L. FELMER 
If we put m as the coefficient of u in (3.16) we also find that 
(3.17) =-mA-o Asu. 
In other words we have that B(co) z = mz. This constant m is positive if we 
assume, without loss of generality that a > 1 and p < 1 . In fact 
____ cil I__ ____ ___1 ( ,-,S pV l )(aV l1 - &r 1) 
(3.18) + _ 8-_ (I i + ) A- I p)i+v-2 
is positive so that m > 0 independently of the value of t E R. This in turn 
implies that B(co) is invertible. 0 
4. PROOF OF THE THEOREMS 
Now we are in a position of giving a proof of the theorems announced in the 
Introduction. The application of Theorem 3.1 will give existence of a critical 
point of the functional (D and then by applying regularity results we obtain a 
solution of (ES). 
Proof of Theorems 0.1 and 0.2. We apply minimax Theorem 3.1 to the func- 
tional (. Hypothesis (Il) and (I2) are satisfied by the considerations made in 
?1. Definitions (3.7) and (3.8) and Proposition 3.1 give (13). The Palais Smale 
condition is proved in Proposition 2.1 and the geometric conditions leading to 
(IS) and (IQ) are proved in Propositions 2.2 and 2.3 respectively. 
Thus, there exists z E E such that <'(z) = 0 i.e. z is an (s, t)-weak 
solution of (ES). Next, Theorem 2.2 gives that z = (u, v) is such that u E 
W2 /(PP)(Q) f Wn P/(P1)(Q) and v E W2,q/(q-l)(Q) n W01,(q-l)(Q). That 
is, (u, v) is a strong solution of (ES). 
When the Hamiltonian is independent of x we have that (0, 0) is a solution 
of (ES). Since ?D(z) > a > 0 and D((0, 0)) = 0 we find that z is not trivial. O 
In order to prove Theorem 0.3 we need to redefine the Hamiltonian. Let us 
define H: ]R2 x Q R so that 
H(u, v, x) if u > 0, v > 0, 
(4.1) H(u v x) H(O, v, x) if u < 0, v > 0, 
H(u, 0, x) if u?>0, v?<09 
t 0 ifu<0, v<0. 
Since we are assuming (H6) the new Hamiltonian H is of class C1 8 as H. 
It also satisfies (HI), (H3) and (H4). However (H2) is satisfied in a restricted 
form. Next we modify the arguments given before to include this new situation. 
Proof of Theorem 0.3. First we define the functional D: E -D R as 
(4.2) ?(z) = Q(z) - jH(z, x) dx. 
It is clear that ( is of class C1 in E. Assume there exists z = (u, v) a critical 
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point of 1. Then by the argument given before we have a classical solution of 
-Au = 
OH 
(u,v,x) in Q, 
(4.3) -Av = 
aH 
(u, v, x) in Q, 
u=0, v=0 onan. 
Since aH/au > 0 and a9H/Ov > 0 by the maximum principle we find that 
u > 0 and v > 0 in Q. We only need to prove that hypotheses of Theorem 3.1 
still hold. Hypothesis (H2) was used only in proving the Palais Smale condition 
and the geometric condition (IQ). 
Let us see first how we prove the Palais condition for 1. Let {z,n} be a 
sequence in E so that 
(4.4) JI(zn)I < c and iD'(z,) -?0, as n -x oc. 
As we did in Proposition 2. 1 we have only to prove that (4.4) implies that {Zn} 
is bounded. Proceeding as in Proposition 2.1 we find 
(4.5) cl(l+ IIznhIE)> jH(un vn x) dx, 
where we used the hypothesis (H2) restricted to u > 0 and v > 0. Then, after 
Remark 0.5 we find c2 so that 
(4.6) j Iu+I + Ivf+18 dx < C2(l + lun lIEs + |iVnhIEt)- 
Where we denote by u+ and v+ the positive part of un and vn respectively. 
Next, following the proof of Proposition 2.1 we obtain 
(4.7) hlVnilEt < C4(Uhn IIL7(a) + Llv(j7) + ) 
By an analogous reasoning 
(4.8) IlUnlIEs ? cS(InIv+l (j) + n + 1). 
Substituting (4.7) and (4.8) into (4.6) we obtain 
(4.9) In IlLa() + Il8n IfL(() 
* < C 111 +IIP-1+ IlV+jj(p-1)q/p + IIU+11(q l)p/q + IIV+lq-1+ 1 C601+11PnIt)11 n ILQ 11n ILQ 11n L() J ? LC( Ufl)~ Lf(n +  +I ;ILf()+ ) 
By our assumption (i) and (iii) on the exponents a, I?, p and q we find that 
llun+lLa(a) and IlV+IIlLfi(a) are bounded. Next we can apply (4.7) and (4.8) again 
to obtain that {Zn} is bounded in E. This ends the proof of P.S. condition. 
Now we consider (IQ). Keeping the definitions of Q given in ?2 we take the 
function z+ = (u+, v+) E E+ so that u+ = 01 and v+ = A-tAso, = A-`O, 
where 01 is the first eigenfunction of -A. In particular 01 > 0 in Q. We 
need to prove the existence of the constants a and M used in the definition 
of Q. 
Since we have 
(4.10) (Tol + u)+ = ((T + r)0 + u')+ > (T + Y)01 + u, 
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we proceed as in the estimate (2.28) and get 
(4.11) T + y < cII(Tu+ + u)MIIL-(n). 
Similarly we obtain 
(4.12) T - y < CII(TV+ + V) IIL(Q) 
From here on we proceed as in Proposition 2.3. 0 
Note added in proof. After this paper was finished we learned from Hulshof and 
van der Vorst that they have obtained similar results in their paper Differential 
systems with strongly indefinite variational structure, J. Funct. Anal. 114 (1993), 
32-58. 
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