Due to the rapidly increasing need of human-robot interaction (HRI), more intelligent robots are in demand. However, the vast majority of robots can only follow strict instructions, which seriously restricts their flexibility and versatility. A critical fact that strongly negates the experience of HRI is that robots cannot understand human intentions. This study aims at improving the robotic intelligence by training it to understand human intentions. Different from previous studies that recognizing human intentions from distinctive actions, this paper introduces a method to predict human intentions before a single action is completed. The experiment of throwing a ball towards designated targets are conducted to verify the effectiveness of the method. The proposed deep learning based method proves the feasibility of applying convolutional neural networks (CNN) under a novel circumstance. Experiment results show that the proposed CNN-vote method out competes three traditional machine learning techniques. In current context, the CNN-vote predictor achieves the highest testing accuracy with relatively less data needed.
INTRODUCTION
Robots are getting involved in many aspects of our lives, e.g. medication, education, housekeeping, rescuing, etc.. They are expected to work as collaborators and/or assistants of human beings [1] - [4] . In such context, human-robot interaction (HRI) becomes inevitable. Understanding human intentions is essential for HRI and researchers have reported how HRI tasks can be benefit from estimating human intentions [5] - [7] . Among all the intention indicators, human behaviours or motions are rich in intention information. Indeed, human intentions inference through motions has been introduced to several HRI instances. Kim et al. proposed to use the cycle of action and neural network module to classify 4 categories of human intentions [8] . Song et al. suggested using a probabilistic-based method recognize 4 classes of human intentions based on their hand movement. They even provided optimized strategies for a robot that was involved in the same task [9] . In such studies one type of human motion can only result in one intention. Thus the human intentions can be easily distinguished from recognizing their body movement. In other scenarios, various intentions are hidden behind a single motion type, therefore are more difficult to be estimated. Vasquez et al. proposed a hidden Markov models (HMMs) to predict human intentions during walking [10] . Ziebart et al. employed an optimal control approach to predict pointing intentions of computer users [11] . Under some extreme circumstances, human intention needs to be predict ahead of the time. Wang et al. introduced a table tennis robot with probabilistic algorithms, which was able to predict the targets of the ball according to human player's hits [12] . In this research, predicting a table tennis player's intention requires multiple high-speed, high-resolution cameras and a fast-response robotic manipulator. Unfortunately, these apparatuses are not budget friendly and hence the experiment cannot be easily replicated. In recent years, technologies of deep learning are drastically developing. Among which, convolutional neural networks (CNN) is showing dominating power in image pattern recognition tasks [13] . CNN is also played important roles in recognizing human actions [14] , [15] and human-robot interaction tasks [16] , [17] . Whereas, most previous studies equalize recognizing human intentions to distinguish human actions, limited studies were able to find out subtle changes in body motion that lead to a different intention.
In this research, we propose a CNN based solution: CNN-vote, which predicts human intentions behind a single action. In our previous research, we have demonstrated that binary intentions behind a human action can be predicted by machine learning (ML) algorithms [18] . However, when human intentions expanded, traditional ML experienced difficulties on such task. With CNN's powerful pattern recognition capability, we hypothesize that CNN-vote can predict the one out of nine human intentions from the motion of tossing a ball. We propose to train our CNN-vote predictor using RGB images obtained from a RGB-D camera and labeling the images with human pitchers' intended targets. The performance of CNN-vote human intention predictor and the comparison with ML algorithms will be introduced later.
The rest of this article is arranged as follows. In section 2, the research methods are introduced, including the experiment details, principle of CNN-vote and mechanism of three involved ML algorithms. The experiment results are revealed in section 3. Some interesting and inspiring facts are discussed in section 4. In Appendix, more experiment results are demonstrated for the sake of comparison and analysis.
METHOD

A Thought Experiment
Let us imagine a pitch-and-block game in a 2D plane as shown in Figure 1 . A human pitcher throws a ball towards an unlimited-length rod hinged by a revolute joint in the front. The goal of the hinged rod is preventing the ball passing the horizontal line. We have following assumptions: 1) the ball and the rod are both moving in the same 2D plane; 2) the ball is moving at a constant speed of and the rod is driven by a constant angular velocity, ; 3) the initial distance between the ball and the horizontal line is ; 4) the angle between the ball's movement direction and the vertical line is ∈ the angle between the rod's initial position and the vertical line is = 0; 5) the rod started to rotate when distance between the ball and the horizontal line is ∈ [0, ].
The condition of a successful block is revealed in (1) . When and is predetermined, an appropriate should be decided to satisfy this equation so that we guarantee a successful block. When is increased, an unchanged may not guarantee (1) is satisfied. In this case we will have to increase to maintain (1), which means the faster the ball is thrown the earlier the rod needs to be moved. In other words, we need predict the ball pitcher's intention of throwing the ball either to his/her left or right before minimal is reached.
(1)
In our previous research [18] , we successfully predicted binary human intentions with three ML algorithm (KNN, SVM, MLP). However, as long as the human intentions increased, traditional ML algorithm based predictors were experiencing difficulties. 
CNN-vote human intention predictor
We would like to introduce a convolutional neural network (CNN) based human intention predictor. In this research 9 intentions are assigned to the action of pitching a ball. The 9 intentions are associated with 9 targets in front of the pitcher. Before each pitch, the human pitcher announces the target he/she intend. The images of the pitcher's motion are recorded and labelled with his/her intention. The CNN-vote human intention predictor can be trained with the labelled images. The data collecting and predictor training procedure can be viewed in Figure 2 . The CNN-vote predictor is composed by two parts: AlexNet and voter. The AlexNet is responsible for extracting features from the images according to the specific intention [19] . Since an intention can be predicted by several images, the voter votes out the most popular intention from the involved images. 
AlexNet Structure
The architecture of CNN-vote predictor is illustrated in Figure 3 which reveals the role of AlexNet. AlexNet takes in one image at a time and output the predicted human intention. The overall network contains eight layers. The first five are convolutional layers and the last three are fully-connected dense layers. The input of this network is a color image with a dimension of 224 × 224 × 3 pixels. The output of the last dense layer is fed to a 9-way softmax function which produces a distribution over 9 intention labels. The first layer filters the 224 × 224 × 3 input image with 96 kernels of size 11 × 11 × 3 with stride of 4. The output of the first convolutional layer is response-normalized and overlapping pooled. The second convolutional layer takes the output of the first convolutional layer as the input and is filtered by 256 kernels of size 5 × 5 × 96 with stride of 1. The output of the second convolutional layer is also responsenormalized and overlapping-pooled with the same setting as the first layer. The third convolutional layer is filtered by 384 kernels of size 3 × 3 × 256 with stride of 1. The fourth convolutional layer is filtered by 384 kernels of size 3 × 3 × 384 with stride of 1. The fifth convolutional layer is filetered by 256 kernels of size 3 × 3 × 384 with stride of 1. There is no intervening normalization or pooling operation after either the third, fourth or fifth convolutional layer. The first and second fully-connected layers have 4096 neurons each. The last layer has 9 neurons which is equal to the number of possible human intentions. A total number of 58318217 parameters is included in our CNN-vote predictor.
Voter
For each pitching trial, N frames of color images, { 1,…, , … , } are served as input data to the AlexNet frame by frame. These frames can be classified by AlexNet as { 1, … , , … , }, where is the classified label of ith frame and ∈ {1,2,3,4,5,6,7,8,9}. Every single number indicates a corresponding target, and the targets layout was shown in Figure 3 . Due to the low threshold of body movement detection, the initiation of the pitching can be detected early in the whole trial. Thus, a heuristic discount weight, γ is arranged to all classification results, and the prediction of the trial can be drawn as, 
Experiment settings
The whole experiment includes a human participant as the pitcher, a Microsoft Kinect V2 RGB-D camera as the sensor, a whiteboard as the target, a computer as the data receiver and processor. The experiment configuration is shown in Figure 4 . A reference coordinate system is set up and the origin of it is fixed to the color camera of the Kinect V2 sensor. The y axis is pointing upward vertically, and z axis is pointing outward horizontally, thus x axis can be determined by the right-hand rule. The dimension of the targets area on the whiteboard is 1.2 meters in width, 1.2 meters in height, with its center located at (0, 0.7, -0.7) meters. Each target is a square patch with a side length of 0.4 meters. Only one human participant is involved in all the experiments, who simultaneously plays as a ball pitcher and the target recorder. This is acceptable because the method is about to train a robot to understand one person's intention. For a different person, it has to be re-trained. The sensor is placed 0.8 meters above the floor, and the HP stands 4.2 meters in front of the sensor along the positive z axis. A house-made Matlab program is coded to retrieve data from the pitching trials and the obtained data is pre-processed. 
Experiment protocols
To warm up, the pitcher practices throwing ball to the target he intends to several times before the recorded trials. The pitcher has to secure at least one successful pitching for every target. The pitcher also practices for his standing pose for the phase before and after the pitching. In each recorded trial, 1. Computer picks target randomly and inform the target to the pitcher before the trial started.
2. The pitcher listens to the auditory cue and initiate throwing. The pitcher has to stand still before initiating the throwing. The initial pose is not mandatory, hence can be determined at pitcher's preference.
3. The pitcher throws the ball toward the pre-noticed target within 5 seconds. The pitcher is not allowed to perform any irrelevant action during and after throwing. We recommend the pitcher to return to the initial pose.
4. Unless the pitcher or computer operator was not satisfied with the trial, recorded data will be saved. Repeat step 1 through 4 until the data collection is finished.
In some trials, the pitcher throws the ball into the target that was not intended. We save both the intended target and actual hit target. However, in this research, we only investigate the trials that intended target match the actual hit target. Due to the large amount of data is required, the pitcher is allowed to separate experiment into subsets because of fatigue.
Data Processing
A total of 292 trials of pitching were recorded, every trial recorded data in 5 seconds. Kinect V2 camera works under the frequency of 30 Hz, hence each trial contains 150 data points. A data point is either a 75-dimentional (25 × 3) vector when it is in the form of joint positions, or it is a tensor with shape of 224 × 224 × 3 when it is in the form of color image. The joint position data represents the 3-D coordinates of 25 joints on the skeleton tracking model [20] . For every data point, one in nine possible labels is arranged according to the pitching result of the trial.
The whole dataset is divided into two groups, 256 trials were used for training and the rest 36 trials were served for evaluation test. In the training dataset, intention #1 has 28 trials; intention #2 has 30 trials; intention #3 has 26 trials; intention #4 has 31 trials; intention #5 has 28 trials;
intention #6 has 27 trials; intention #7 has 27 trials; intention #8 has 31 trials, and intention #9 has 28 trials. In the test dataset, each intention has 4 trials.
Every pitch generates 5 seconds that includes150 frames of data, but large amount of which are irrelevant and useless (before and post pitching). Hence, we need to extract effective data from all 150 frames. We proposed a heuristic way to do so. First, we need to detect pitching initiation in every trial according to the change of the skeleton model. Suppose a pitcher's joint positions vector at frame t (where 0 ≤ t ≤ 149) is , then stands for the initial joint positions. By calculating L-2 distance between every and 0, we can track how pitchers body move against his initial pose and obtained a body movement curve as shown in Figure 5 . Scan this curve with 20 frames sized window, if the curve is increasing monotonically and all the values are greater than a threshold=1 in the window, then the first frame of the window will be defined as the cutting-started frame. If we cut out the data from the cutting-started frame to a certain frame (up to the 40th) after the cutting-started frame to form eight datasets based on subsets of these 40 frames of data. These datasets were using first 5 frames; first 10 frames; first 15 frames; first 20 frames; first 25 frames; first 30 frames; first 35 frames, and all 40 frames of data. A good predictor was expected to predict the intention of the pitching trial with higher accuracy with less frames of data recruited. The kNN and SVM predictors are trained with a Python module of scikit-learn [21] , MLP and CNN-vote predictor is trained with the assistance of a Python library: tensorflow [22] . 
EXPERIMENTAL RESULTS
We trained four types of predictors using two types of data on eight sub-segmented datasets. Figure 6 illustrated the performance of all kinds of predictors with respect to different data formats and various segmented datasets. Because The CNN-vote predictor announced a 0.7222 testing accuracy trained with 35 frames of color image data. Despite this, CNN-vote won all the competitions against other predictors no matter what kind of data they relied on. Moreover, CNN-vote even claimed a 0.5833 test accuracy with only 5 frames of color images which was surprising and against the trend of more accurate predictor needs more data fed. The kNN, SVM and MLP predictors showed better performance when fed with joint data than color image data. The SVM predictor achieved over 0.5 of accuracy when 30 or more frames of joint data were fed.
We can take a closer look at the CNN-vote predictor by Figure 7(a) . Higher training accuracies indicated that overfitting issue existed. In fact, by looking at all other predictors in Appendix, overfitting was a global issue in this research. Fortunately, our later work claimed that data augmentation depressed overfitting problem while slightly boosted performance of CNN-vote predictor [23] . In Figure 7 (b), a confusion matrix of CNN-vote predictions on test dataset is illustrated. We found that even the mis-predicted intentions were adjacent to the true intention. However, taking a peek at the appendix, the second best predictor, SVM predictor had some mis-predictions two blocks away from the true intentions. 
CONCLUSION
This research proposed a novel application of convolutional neural networks, CNN-vote, which is able to predict a human pitcher's intention of throwing a ball to a specific target among various targets. The CNN-vote predictor outcompetes other traditional ML predictors and achieves the highest test accuracy with relatively less information fed. Albeit CNNs are frequently applied to classify images or videos containing various human activities, this study cuts in from a new angle that introduces the CNNs to further understand a single human action by subdividing it to learn the subtle changes of patterns behind the action.
As Alexnet only investigating spatial features in images, temporal features of the whole action should be considered in the future. Deep neural networks with CNNs combined with recurrent neural networks (RNNs) has been reported with some encouraging results [24] . We have not introduced the RNNs into this study at the current stage due to the limitation of the computational resource. However, a deeper predictor of CNN working together with RNN has been already included in our blueprint. As more advanced deep learning architectures, such as VGG-19 [25] , Inception-V4 [26] , etc. were invented after AlexNet was first published in 2012, we are definitely looking forward to upgrade the Alexnet into a more advanced level. In addition, overfitting
Problem requires more data to be collected, data augmentation and further tuning of the predictors. Besides human intentions, human activities are also worth to be predicted [27] - [29] . We also expect the framework of our human intention predictor to be applied to such fields. Although our current techniques of action detection are rudimentary, we are making progress of building a more intelligent robot and we are definitely going to keep improving the techniques in the next stages of research.
