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We study the phase diagram of a binary mixture of patchy particles which has been designed
to form a reversible gel. For this we perform Monte Carlo and molecular dynamics simulations
to investigate the thermodynamics of such a system and compare our numerical results with pre-
dictions based on the analytical parameter-free Wertheim theory. We explore a wide range of the
temperature-density-composition space that defines the three-dimensional phase diagram of the sys-
tem. As a result, we delimit the region of thermodynamic stability of the fluid. We find that for
a large region of the phase diagram the Wertheim theory is able to give a quantitative description
of the system. For higher densities our simulations show that the system is crystallizing into a
BCC structure. Finally we study the relaxation dynamics of the system by means of the density
and temperature dependences of the diffusion coefficient. We show that there exists a density range
where the system passes reversibly from a gel to a fluid upon both heating and cooling, encountering
neither demixing nor phase separation.
I. INTRODUCTION
In recent times we have observed a very fruitful sym-
biosis in the field of soft matter physics: The interplay
between the synthesis of nano-and meso-sized particles
with a highly versatile functionality [1–13] and the com-
putational design of new model systems [14–22]. This
combined effort can favor the emergence of new mate-
rials which have the potential for novel applications. It
can also allow us to obtain a deeper understanding of
some intriguing states of matter such as glasses or gels
[23, 24]. Thus the old problem of statistical physics, to
connect the macroscopic properties of a system with its
immutable microscopic constituents, has now been ex-
tended with the possibility of an ad hoc design of the
today controllable primary particles.
This bottom-up design can capitalize on the idea of
competitive interactions, i.e. the fact that the competi-
tion between distinct interaction mechanisms can cause
the system to self-assemble into different local structures
[25–29]. For example, the interactions between particles
can be designed in such a way that at intermediate tem-
peratures the system presents a structure favoured by
entropy whereas at low temperature it has a structure
that is stabilized by potential energy [17, 30].
Due to their directional and selective interactions,
patchy colloidal particles [1, 2, 31, 32] have been found
to allow a precise control of these competitive interaction
mechanisms [29, 30]. Recently explored examples for this
include the competition between chaining and branching
in patchy colloids, where a specific design of the inter-
patch interactions results in a phase diagram in which
the density of the coexisting liquid approaches the den-
sity of the gas [29]. Another example is given by colloids
that are coated with two different DNA sequences, estab-
lishing a competition between intra- and inter-particle
interactions, and providing a way to tune the effective
inter-particle interaction to favor crystal formation [17].
Patchy particles can also be designed to induce, via a sub-
tle entropy/enthalpy compensation mechanism, closed-
loop phase diagrams where the low-temperature stable
phase is a fluid of self-assembled weakly interacting clus-
ters [33–37].
In the present work we explore one particular exam-
ple of competing interactions by studying in detail the
phase diagram of a binary mixture of patchy particles
that has been specifically designed to create a material
that continuously and reversibly passes from a fluid to a
gel and from the gel to a fluid upon cooling [30]. The first
species of particles, A, in this binary mixture consists of
particles with valence (functionality) four (i.e. particles
with four attractive patches) that at intermediate tem-
perature form an entropically favorable random tetrahe-
dral network (the gel) structurally similar to that present
in atomistic systems such as silica or silicon [38, 39].
Upon a further decrease in temperature this network is
fragmented by the second species (B) of mono-valence
particles which compete for bonding with the patches
of species A. The possibility of fragmenting the AA-gel
is related to the fact that if a sufficiently large number
of B-particles is available, each A-particle can form up
to four AB-bonds, thus leading to a energetically favor-
able structure. In contrast, in the fully bonded network
of A-particles, the number of AA-bonds is only two per
A-particle. Thus, with appropriate choices for the com-
position of the system and the relative strengths of two
types of bonds, it can be energetically more favorable to
form AB-bonds. As a result, the B-particles progres-
sively block the network connectivity as the temperature
decreases, thus returning the system to the fluid state.
In contrast to our first study (Ref. [30]) which fo-
cused on one fixed density and one fixed composi-
tion, here we investigate the full temperature-density-
composition space of the model by Monte Carlo and
event driven molecular dynamics simulations and com-
pare these results with the ones obtained in the frame-
work of Wertheim’s theory [40, 41]. The use of these
techniques allows us to calculate with precision the co-
existence region of our system and thus to determine
the range of densities and compositions at which the re-
2versible gel is thermodynamically stable. We find that
at low densities the system undergoes a phase separation
into an A-rich network phase and a B-rich gas phase,
while at high densities the system crystallizes. Finally,
our study provides one of the first tests for verifying the
predictions of Wertheim’s theory for binary mixtures of
patchy particles, thus allowing to discuss the limits of
validity of this analytical approach.
The article is organized as follows. In Section II we
describe our model and provide the reader with a brief
review on the relevant theoretical and methodological
aspects. In Section III.A we present the study of the
complete three-dimensional phase diagram of our sys-
tem as obtained from Wertheim’s theory and from our
grand canonical Monte Carlo simulations by using an ex-
tension of the successive umbrella sampling for binary
mixtures [42]. Section III.B concentrates on the study
of the two-dimensional temperature-density cuts of the
phase diagram corresponding to the stoichiometric molar
fraction, i.e. the molar composition for which there are
four B-particles for each A-particle. In Section III.C we
document the spontaneous crystallization of our system
— at the stoichiometric molar fraction — in molecular
dynamics simulations at high densities and intermediate
temperatures. Also for this particular composition, in
Section III.D we focus our attention on the dynamics
through the study of the temperature and density de-
pendences of the diffusion coefficient of the A-particles.
Finally, in Section IV we conclude with a summary of
our main findings.
II. MODEL AND THEORETICAL
BACKGROUND
A. INTERACTION POTENTIAL:
KERN-FRENKEL MODEL
The particles investigated in this paper are given by the
well-known Kern-Frenkel model [43], i.e. the potential
between particles results from the sum of a hard-sphere
potential uHS and an attractive directional interaction
upatch. The hard-core repulsion between two particles i
and j is given by:
βuHS(rij) =
{
∞ if rij < σij
0 otherwise
, (1)
where β = 1/kBT , with kB Boltzmann’s constant and
T the temperature, rij is the center-to-center distance
between the particles, and σij = (σi + σj)/2 denotes
the contact distance between the particles, with σi the
hard-sphere (HS) diameter of particle i. The site-specific
attraction between the particles is determined by the cir-
cular patches on the surface of each particle, which inter-
act such that two particles form a bond with interaction
energy ǫij > 0 if i) their centers of mass are within a
maximum interaction range σij + δij , and ii) the center-
to-center vector between the particles passes through a
patch on the surface of both particles [43]. The size of
the patches is determined by an opening angle θij (see
Fig. 1). The attractive part of the potential energy of
two particles i and j is thus given by
upatch(rij , {pi}, {pj}) =
uSW(rij)Φ(rij , {pi})Φ(rji, {pj}), (2)
where uSW is a square-well attraction, given by:
uSW(rij) =
{
−ǫij if rij < σij + δij
0 otherwise
. (3)
The function Φ(rij , {pi}) is defined as
Φ(rij , {pi}) =
{
1 if rˆij · p > cos(θij) for any p in {pi}
0 otherwise
(4)
where rij = rj − ri, {pi} is a set of normalized vectors
pointing from the center of particle i towards the center
of each of its patches, and rˆij is a unit vector in the
direction of rij .
B. NUMERICAL DETAILS OF THE
SIMULATION
In the binary mixture of patchy particles studied here,
the first species, A, has a HS diameter σA with four
identical patches on its surface that are arranged in a
tetrahedral geometry. The second species, B, has a HS
diameter σB = 0.35σA and only one patch on its sur-
face. The attractive patch-patch interactions are mod-
elled by the Kern-Frenkel potential discussed above. The
patch interaction energies, Eq. (3), for the AB- and AA-
bonds are ǫAB and ǫAA = 0.95ǫAB, respectively. Bonds
between two B-particles do not occur (i.e. ǫBB = 0).
The interaction ranges for the patch-patch interaction are
δAA = 0.15σA and δAB = 0.2σA and the angular width of
the patch is given by cos θAA = 0.92 and cos θAB = 0.99
(see Fig. 1 and Ref. [30]). Due to the chosen geometry
of the patches, each one can be involved only in a single
bond. In addition, the ratio σB/σA has been chosen such
that the contribution of the B-particles to the total pack-
ing fraction, close to the stoichiometric composition, was
significantly smaller than that of the A-particles, while
maintaining the ability of the B-particles to block the
formation of AA-bonds [44]. The values of the patchy
interaction energies,ǫij, were chosen to generate at low
T a ground state in which each A-particle is bonded to
four B-particles, completely saturating its patches. From
now on, this low T preferred state will be called flower
state. The values chosen for the parameters that define
the geometry of the bonding volume (i.e. cos θij and δij ,
3pi
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FIG. 1. Sketch of the geometry of the Kern-Frenkel interac-
tion between a particle of species A and a particle of species
B. Particles will form an attractive bond if rij < σAB + δAB ,
Eq. (3), and both cos θ and cos θ′ > cos θAB, Eq. (4). Only
one of the four patches of the A particle is shown.
see Appendix) reflect the requirement of having an en-
tropy associated to the AA-bonding that is larger than
the one corresponding to an AB-bond, thus favouring at
intermediate temperature the formation of a highly con-
nected network of tetrahedrally coordinated A-particles.
We perform event-driven molecular dynamics (EDMD)
simulations [45–47] for systems of NA = 500 and NB =
2000 particles (i.e. molar composition xA = NA/(NA +
NB) = 0.2), for different total number densities ρσ
3
A =
0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 3.5, covering a wide range of
the temperature T ∈ [0.06, 0.3] ǫAB/kB for each number
density. The implementation of the EDMD simulation
relies on the numerical prediction of bond formation and
bond breaking events, using the numerical techniques de-
scribed in Ref. [47]. In this work, the mass m of each
particle is taken to be the same, setting the time unit of
the simulation τ0 =
√
βmσ2A. Similarly, the moments of
inertia tensors of all particles are chosen to be the same:
Ixx = Iyy = Izz = mσ
2
A. During the equilibration of the
simulations, the temperature is controlled by an Ander-
sen thermostat: periodically, randomly selected particles
are given a new translational and angular velocity, drawn
from a Maxwell-Boltzmann distribution. While measur-
ing the dynamic properties of the system (here the diffu-
sion coefficient) no thermostat is used, so that the total
energy of the system is constant. To reduce equilibration
times at low T , we used standardNV T Monte Carlo sim-
ulations (N = NA +NB) to generate initial equilibrium
configurations.
To calculate numerically the phase diagram of the bi-
nary mixture we use the extension of the successive um-
brella sampling (SUS) method [48] recently developed
[42]. The SUS method provides an efficient way to sam-
ple in a grand-canonical ensemble (at fixed chemical po-
tential, temperature and volume) the probability that
N particles are present in the simulated volume by di-
viding the interval 0 < N < Nmax (where Nmax/V
is the largest sampled density) into Nmax intervals (in
which the number of particles can fluctuate only by one
unit). In the extension to binary mixtures, the intervals
0 < NA < N
max
A and 0 < NB < N
max
B are partitioned
into overlapping two-by-two windows ([NA, NA + 1] ×
[NB, NB + 1]) and in each of these windows a grand
canonical Monte Carlo (GCMC) simulation is performed
at fixed V and T , rejecting all moves which would bring
the number of particles outside the selected range. We
have selected NmaxA = 75 and N
max
B = 320, correspond-
ing to a total of 24000 distinct simulations. To improve
the method even further, the chemical potential of the
two species µA and µB is optimized in each window. The
µA and µB values are selected in a preliminary run in
such a way that the states with NA and NA + 1 par-
ticles (as well as the states with NB and NB + 1 par-
ticles) are sampled with comparable probabilities. With
this choice, data in all windows have approximatively the
same statistics. At the end of the simulations, histogram
re-weighting is performed on the probabilities of the dif-
ferent windows to generate a set of data corresponding
to the same values of µA and µB. A splicing procedure,
described in detail in Ref. [42], is then used to evaluate
the probability distribution function P (NA, NB). The
resulting P (NA, NB) is then analysed (after re-weighting
to selected µA and µB values) to determine the density
and the relative fraction x ≡ NA/NB of the two coexist-
ing states [42]. The significant computational investment
required is compensated by the possibility of calculating
the full behavior in the ρ − x plane at the chosen T .
We have repeated the procedure for three different T ’s
(0.09ǫAB/kB, 0.12ǫAB/kB, 0.135ǫAB/kB). Smaller T ’s
require longer equilibration times, prohibiting us from
exploring this region.
C. WERTHEIM THEORY
In this work, the analytical approach to the thermody-
namics of our system is based on Wertheim’s thermody-
namic perturbation theory which allows us to obtain an
analytical expression for the Helmholtz free energy, F , of
pure patchy particles fluids and fluid mixtures (a detailed
description can be found in Refs. [40, 41]). Accordingly,
the total free energy per particle, f = F/N , can be split
into two contributions:
f = fHS + fb , (5)
where fHS is the contribution to the total free energy
due to the hard-sphere interaction whereas fb contains
the contribution due to the attractive (bonding) patchy
interaction. fHS can be written as the sum of an ideal
gas contribution, fid, and an excess term, fex, which ac-
counts for the excluded volume due to the finite size of
the particles. In case of a binary mixture with molar
compositions xi = Ni/N (i ∈ {A,B}), the ideal term is
given by
βfid = ln(ρΛ
3)− 1 +
∑
i=A,B
xi ln(xi), (6)
4where Λ3 is the thermal volume, whose constant contri-
bution (that here we take as Λ3 = σ3A) is irrelevant for the
phase behavior. Concerning the excess term, fex, we have
used the analytical formalism developed by Mansoori and
co-workers for binary mixtures of HS [49], which takes
into account the different HS diameters of the two species
(the explicit form of fex is reported in the Appendix).
The bonding free energy, fb, specialized to our system,
is given by
βfb = xA
[
4
(
ln(XA)−
XA
2
)
+ 2
]
+
(1− xA)
[(
ln(XB)−
XB
2
)
+
1
2
]
, (7)
where Xα is the probability that a patch of type α ∈
{A,B} is not bonded. These probabilities, or more con-
veniently the probabilities pα = 1 − Xα that an α-site
is bonded can be calculated through the law of mass ac-
tion [50] (see Appendix).
To obtain the equilibrium properties of our binary sys-
tem we follow Ref. [50] and minimized the Gibbs free
energy per particle, g = p/ρ + f , for a fixed pressure
p, T , and composition x ≡ xA with respect to the to-
tal number density, ρ. Coexisting points are then de-
termined by imposing chemical equilibrium through the
equality of the chemical potentials of both species in the
two coexisting phases (thermal and mechanical equilib-
rium are already assured by imposing a constant T and
p). This condition for chemical equilibrium is geometri-
cally implemented via a common-tangent construction of
the function g(x) for the two coexisting compositions at
fixed p and T (see Appendix).
III. RESULTS
A. PHASE DIAGRAM: COMPOSITION
VERSUS DENSITY
In this section we first discuss the composition-density
profiles of the coexistence regions at different T ’s as pre-
dicted by Wertheim’s theory. In general, the coexistence
region of a binary mixture defines a three-dimensional
volume in the T − ρ − x space that we present here by
two-dimensional cuts in the x− ρ plane for different val-
ues of T .
Figure 2 shows the prediction of Wertheim’s theory
for our system at different T ’s. According to the the-
ory, for T ≤ 0.15ǫAB/kB the system phase separates into
two phases, differing in their density and/or composition,
whereas for T > 0.15ǫAB/kB no phase separation is pre-
dicted. The figure also shows the tie lines (see Appendix),
i.e. the set of points that separate into the same two co-
existing states. Vertical tie lines indicate those points
of the phase diagram with a prevalent demixing, that is,
the two coexisting phases only differ in their composition
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FIG. 2. Two dimensional cuts of the phase diagram show-
ing composition, xA, versus total number density of the
coexistence region for different temperatures according to
Wertheim’s theory. Black dots indicate the coexisting points
and their corresponding tie lines are shown as (blue and red)
solid lines.
but not in their total number density. Horizontal tie lines
indicate gas-liquid type separation, that is, the two coex-
isting phases differ in density but not in composition. As
Fig. 2 shows, in our system the gas-liquid type separation
only occurs close to xA = 1.0 (the monodisperse case).
As we see in Fig. 2 we expect at all T ’s phase separa-
tion at low densities (typically ρσ3A < 0.6), that would
essentially consist of two phases (see coexisting points),
one rich in A-particles (high xA) whereas the other would
mainly consist of B-particles (xA ≈ 0). This phase sepa-
ration is analogous to the one that occurs in the one com-
ponent system of particles with four-patches [51], which
cluster together in order to form an AA-network.
At high T (Figs. 2a) and b)), the substantial difference
between the bonding volume associated to the AA-bonds,
VAA, (see Appendix) and that corresponding to the AB-
bonds, VAB, (VAA/VAB ≈ 100) plays an essential role,
making the formation of AB-bonds entropically unfavor-
able as compared to the AA-bonds. Thus, the addition of
B-particles to the system only increases the total number
density of the two coexisting phases, without preventing
phase separation. Due to excluded-volume effects, these
B-particles will preferentially go to the phase where the
5density of A-particles is low, resulting in a demixing of
the two species.
The formation of clusters of A-particles at these tem-
peratures (T ∼ 0.11ǫAB/kB) is clearly reflected by a high
probability of forming AA-bonds, pAA. When xA = 0.2
this probability is given by pAA ≡ pA−pB (see Appendix
and Ref. [30]). Figures 3a) and b) show pAA for xA = 0.2
at different densities as obtained by Wertheim’s the-
ory and from our EDMD simulations respectively. Also
shown in these graphs is the probability pAB = pB that
a patch of type A of a particle of the species A is specif-
ically bonded to a patch of a B-particle. Indeed, around
T ∼ 0.11ǫAB/kB, pAA shows a maximum (Fig. 3a)), in-
dicating a high degree of percolation of the A-particles.
The position of this maximum, Tmax, slightly increases
upon increasing density, as can be recognized from these
figures.
We see that with decreasing T , Figs. 2c)-f), the range
in density in which phase separation is observed shrinks
rapidly if xA is small. This behavior is related to the fact
that for T . 0.08ǫAB/kB the system becomes dominated
by a state in which for energetic reasons the AB-bonds
occur very frequently. The emergence of this new state
can be recognized from the quick increase of pAB and the
decrease of pAA, see Fig. 3. Thus for small xA values,
typically xA . 0.2, the high concentration of B-particles
limits the clustering of A-particles observed at interme-
diate temperatures, thus driving the system back into
the homogeneous phase, Figs. 2d)-f). However, for high
values of xA, but still low densities, the number of B-
particles is too small to block all of the A-patches. As a
result, the system will still phase separate into an A-rich
network phase coexisting with a phase rich in A-particles
that are completely blocked by four B-particles, i.e. that
form the local structure that we referred to as flowers (see
section II.B). In this case we have a phase separation be-
tween two phases that differ significantly in composition
and density. In fact, this is the only phase separation that
survives at very low T for ρσ3A . 0.6 and xA > 0.2, where
a high xA fluid (essentially a pure A fully bonded net-
work) will coexist with a low density fluid with xA ≃ 0.2
(essentially a gas of flowers) (Figs. 2e) and f)).
Next, we compare the prediction of the Wertheim
theory with the corresponding composition-density cuts
through the phase diagrams as obtained by the SUS
method (see section II.B). Figures 4a) and b) show
this comparison for two different T ’s (0.09ǫAB/kB and
0.12ǫAB/kB). In both cases, the boundary of the coex-
istence regions as obtained from the theory is in very
good agreement with the one obtained from the simu-
lation, although at high densities some differences can
be seen. (Typically for ρσ3A > 1.0 and more noticable at
T = 0.12ǫAB/kB.) For T = 0.09ǫAB/kB, the lowest T for
which we were able to equilibrate the SUS simulations,
the agreement between the boundary of the coexistence
region predicted by the theory and the one by the simula-
tion is certainly excellent, see Fig. 4a). However, even at
this T we see that this agreement does not hold for the tie
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FIG. 3. a) pAA (solid lines) and pAB (dashed lines) as a func-
tion of T for different densities (different colors) as obtained
from Wertheim’s theory for a homogeneous system with a
molar composition xA = 0.2. b) Same as in a) as obtained
from our EDMD simulations. Circles, squares and diamonds
correspond to densities ρσ3A =1.0, 2.0, and 3.0. Here sym-
bols have been differentiated to account for those states at
which the system is homogeneous (full symbols) and phase
separated (empty symbols). Note that Wertheim’s theory un-
derestimates pAA with respect to that obtained by EDMD in
the states with a high degree of percolation (high pAA). This
is likely due to the presence of closed loops in the network,
which are not accounted for by the theory.
lines connecting coexisting points at intermediate densi-
ties (0.75 . ρσ3A . 1.25). As mentioned above, these
deviations occur for those states for which we have a well
formed AA-network with a high degree of percolation,
i.e. geometries for which the theory is less accurate due
the presence of closed loops of particles not considered in
the theory [52]. For T = 0.12ǫAB/kB, where the degree
of percolation is slightly less pronounced, the agreement
between Wertheim and SUS tie lines is recovered for the
whole set of densities and compositions computed by the
SUS method.
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FIG. 4. Two dimensional cuts of the phase diagram in the
plane of composition and total number density. Shown are the
coexistence region for T = 0.09ǫAB/kB and T = 0.12ǫAB/kB
(a) and b), respectively) according to Wertheim’s theory and
succesive umbrella sampling (SUS). Black solid dots stand
for the coexisting points as obtained from Wertheim’s theory
whereas red empty squares represent the coexisting points
obtained by SUS. The dashed black lines are the tie lines
according to Wertheim’s theory, and the red solid lines the
tie lines according to SUS.
B. THE xA = 0.2 PHASE DIAGRAM:
TEMPERATURE VERSUS DENSITY
In this section we discuss the 2D cut (temperature ver-
sus density) through the phase diagram corresponding to
a fixed molar composition xA = 0.2. This is the so-called
stoichiometric molar fraction since for this value of xA
all the A-patches can be bonded to B-patches, i.e. the
system ground state is a pure fluid of flowers. However,
we mention that this is certainly not the only interesting
molar composition, since, e.g., binary mixtures of patchy
particles with non-stoichiometric ratios [53] are a valu-
able model for describing vitrimers, a recently invented
malleable network plastic with controlled healing prop-
erties [54].
Figure 5 shows the coexistence region for xA = 0.2 in
the T − ρ-plane as predicted by Wertheim’s theory. Also
included are the numerical results for the three temper-
atures using the SUS method. According to Wertheim’s
theory, no phase separation can be expected for densities
0 0.5 1 1.5 2 2.5 3
ρσΑ
3
0
0.05
0.1
0.15
0.2
0.25
k B
T/
ε Α
Β
Coex-Wertheim
Coex-SUS
Perc-Wertheim
Perc-EDMD
FIG. 5. Two dimensional cut of the phase diagram showing
temperature versus total number density for a fixed composi-
tion xA = 0.2. The black dots are the coexistence points ac-
cording to Wertheim’s theory. The figure also shows those co-
existing points computed by succesive umbrella sampling for
T = 0.09, 0.12, and 0.135ǫAB/kB (red stars). Black and red
solid lines connecting the points obtained by Wertheim’s the-
ory and SUS, respectively, are guides for the eye. The black
dashed line is a guide to the eye to connect the two branches
of the Wertheim’s coexistence region. Also included are the
(upper and lower) percolation lines as obtained by Wertheim’s
theory (blue diamonds connected by solid lines) and those
obtained from our EDMD simulations (orange squares con-
nected by solid lines).
ρσ3A & 2.0, independently of the temperature. More-
over, for all densities the system is predicted to be ho-
mogeneous if T & 0.15ǫAB/kB. As mentioned in the
previous section, the phase diagram shows a re-entrant
behavior typical of systems with competing interactions
[17, 29, 52]. At intermediate T ’s (0.03ǫAB/kB . T .
0.15ǫAB/kB) the system phase separates into a network
phase mostly composed of AA-bonds and another phase
rich in B-particles. As discussed above, this separation
is essentially a demixing where the two phases have a
similar total number density but significantly different
composition, and therefore local packing fraction. (As
an example, see the states inside the coexistence region
with xA = 0.2 in Figs. 2 and 4). Indeed, one should
realize that the two branches limiting the coexistence re-
gion (black dots joined by solid lines in Fig. 5) in this
cut at constant xA do not correspond to two sides of the
same coexisting points since in general the state points
coexisting with those that appear in Fig. 5 will have a
different composition, xA 6= 0.2 (see Fig. 2). Therefore,
the phase separation present in our xA = 0.2 system will
differ from that occurring in pure systems of particles
with valence four for which we will have a gas-liquid type
separation. However, due to the neutral role of the B-
particles at high and intermediate T before entering into
the coexistence region, the critical points as predicted
by Whertheim’s theory for our binary mixture and for
a pure A-system (xA = 1) are similar. In our case, and
according to Wertheim’s theory, the high T border of the
coexistence region is placed around T ≈ 0.15ǫAB/kB with
a critical partial density 0.1 ≤ ρxAσ
3
A ≤ 0.2, whereas for
7the pure A system we obtained T ≅ 0.14ǫAB/kB with a
critical density ρσ3A ≈ 0.13. We mention that these latter
values differ from those obtained by numerical simulation
for pure A systems with similar interaction parameters
[55], where the critical point is found at T ≈ 0.15ǫAB/kB
but with a significantly higher density, ρσ3A ≈ 0.3. It is
indeed well know that Wertheim theory underestimates
the density of the coexisting liquid branch [56].
At sufficiently low T , the AB-interactions starts to be-
come dominant, hence favouring the formation of inert
flower structures, and thus return the system to the ho-
mogeneous state for T . 0.07ǫAB/kB. As already shown
in the previous section, there are discrepancies between
Wertheim’s theory and the SUS method at intermediate
T ’s (T ≈ 0.12ǫAB/kB) where the theory underestimates
the coexistence density of the network phase. Indeed,
at T = 0.12ǫAB/kB and T = 0.135ǫAB/kB the numerical
simulation shows that the range of the coexistence region
extents up to ρσ3A ≈ 2.7. On the other hand theory and
simulation agree again for T = 0.09ǫAB/kB, i.e. when the
system becomes less percolated due to the emergence of
the fluid of flowers at low T (T . 0.09ǫAB/kB).
Also shown in Fig. 5 are the percolation lines as ob-
tained by the Flory-Stockmayer theory [57], with bond-
ing probabilities evaluated via Wertheim’s theory (always
for xA = 0.2). Since in our system percolation is asso-
ciated to the formation of the AA-network (B-particles
merely act as blockers), the percolation temperature for
a given density will be that at which pAA = 1/3, that is,
our criterion to establish the percolation temperature of
the AA-network is formally equivalent to that one that
applies for one-component systems with four valence par-
ticles [57, 58]. We have also computed the percolation
points by directly analyzing the cluster distribution from
our EDMD simulations. In this case, we consider a sys-
tem to be percolated if the largest cluster in the system
spans the simulation box. This procedure is performed
for an ensemble given by several independent configura-
tions. The percolation locus is defined as the set of state
points at which at least fifty per cent of the configurations
percolate. Interestingly, the locus of the high T perco-
lation line obtained by Wertheim’s theory overestimates
the temperature at which the percolation threshold is
reached with respect to that obtained by our EDMD sim-
ulations (see Fig. 5, blue diamonds and orange squares,
respectively). This difference is likely the result of loop-
formation in the fluid (present in simulations but not in
the theory). Another possible source for the deviation
is the analytical overestimation of the bonding volume
VAA that we performed by using the contact value of the
partial radial distribution function between A-particles
for the whole interaction range, δAA (see Appendix). In-
terestingly, the low T percolation lines as obtained from
Wertheim’s theory and EDMD show a very good agree-
ment.
Finally, we show in Fig. 6 four snapshots corresponding
to different equilibrium configurations obtained from our
EDMD simulations for xA = 0.2 and T = 0.12ǫAB/kB,
a) b)
c) d)
FIG. 6. Snapshots of four equilibrium configurations obtained
from our EDMD simulations at T = 0.12ǫAB/kB and xA =
0.2 for four different densities: a) ρσ3A = 1.0. b) ρσ
3
A = 1.5.
c) ρσ3A = 2.0 . d) ρσ
3
A = 2.5. Color code: Particles with four,
three, two, one, and zero bonds are displayed in yellow, blue,
green, red, and light blue respectively. Large and small sized
particles correspond to the A- and B-species respectively.
the temperature at which the coexistence region extends
to its maximum density according to Wertheim’s theory
(see Fig. 5). In Fig. 6 we see a clear phase separation
for densities ρσ3A = 1.0 and ρσ
3
A = 1.5 (Figs. 6a and b,
respectively). As discussed in the previous section, the
separation results in two phases, one rich in unbonded
B-particles whereas the other mainly consists of an A-
particle network. For ρσ3A = 2.0, that is, the density at
which Wertheim’s theory predicts the edge of the bound-
ary of the coexistence region, the phase separation is still
obvious (see Fig. 6c), confirming the discrepancy be-
tween the prediction of the simulation and Wertheim’s
theory. Finally, for ρσ3A = 2.5, a density in the vicinity
of the edge of the boundary of the coexistence region as
predicted by the SUS method, we only see a small amount
of phase separation, consistent with the SUS prediction.
For ρσ3A & 2.7, the xA = 0.2 system is homogeneous for
all temperatures.
C. HIGH DENSITY CRYSTAL
As we have already mentioned, for xA = 0.2, inter-
mediate temperatures T ≈ 0.10ǫAB/kB, and rather high
densities ρσ3A & 2.5 our system consists of a A-particle
bonded network with the free smaller B-particles ho-
mogeneously diffusing through the network voids (see
8a) b)
FIG. 7. a) Snapshot of a crystallized system at density ρσ3A =
3.5, composition xA = 0.2, and temperature T = 0.13ǫAB/kB .
Particles that are not part of the crystal (including the B-
particles) are not shown. The two colors indicate the two sep-
arate diamond lattices, which interpenetrate to form a BCC
lattice in part of the simulation box. b) The same configura-
tion, but depicting the bonds between particles instead of the
particles.
Fig. 6d). An example of this situation is the reversible
gel studied in our previous work at a constant density
ρσ3A = 3.0, where a maximally connected amorphousAA-
network at T ≈ 0.11ǫAB/kB can be reversibly melted
upon both cooling or heating the system [30]. If the
density is even higher (e.g. ρσ3A = 3.5, the highest den-
sity investigated) we observe a spontaneous crystalliza-
tion, at temperatures T = 0.12ǫAB/kB, 0.13ǫAB/kB, and
0.14ǫAB/kB.
The occurring crystallization process can be followed in
simulations up to the point where most of the A-particles
are incorporated into a crystalline environment. The sys-
tem forms a coexistence of two crystal phases: a body-
centered cubic (BCC) and diamond cubic (DC) crystal
phase, both known to be stable for monodisperse parti-
cles with a tetrahedral patch geometry [59]. The BCC
phase simply consists of two interpenetrating diamond
lattices in which one of these lattices stretches through
the entire simulation box, while the BCC region is formed
in the region where the second diamond lattice is present
as well. Figure 7 shows snapshots of the system, with
the two separate lattices indicated by different colors.
Interestingly, only the cubic form of the diamond crystal
structure was formed during the nucleation of the crys-
tal. In all cases investigated, a cluster of the BCC crys-
tal structure was seen to form first. Subsequently one
of the two diamond lattices inside the crystal structure
grows and eventually fills most of the simulation box. For
temperatures between 0.12ǫAB/kB ≤ T ≤ 0.17ǫAB/kB,
initializing a simulation with a BCC cluster present in
the box (i.e. from a configuration taken from the nu-
cleation process at T = 0.12ǫAB/kB), still results in a
fully crystallized system, suggesting that (barring finite-
size effects) a crystalline state is stable there. At lower
T ’s (T ≃ 0.11ǫAB/kB), the crystal melts, and we only
observe the amorphous gel structure.
The absence of the hexagonal diamond phase, which
is known to have a very similar free energy [60], might
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FIG. 8. Log-linear plot of the partial radial distribution
function gAA(r) for xA = 0.2 at density ρσ
3
A = 3.5. Dif-
ferent temperatures (expressed in ǫAB/kB units) are repre-
sented by different symbols. Note that at T = 0.13ǫAB/kB
we clearly see the crystalline structure (black diamonds).
We also mention that all the radial distribution functions
present in the figure are obtained by initializing our simula-
tions from non-crystallized configurations and, therefore, for
T = 0.17ǫAB/kB we see a tetrahedral amorphous structure.
be explained by the presence of the BCC crystal region,
which is not compatible with the hexagonal diamond
crystal structure, or by the depletion effect created by
the small B-particles [61]. Indeed, the BCC part of the
crystal structure always nucleates first in our simulations.
The BCC crystal region typically spans a significant part
of the simulation box along at least one axis, and there-
fore can affect the crystal structure in the entire volume.
In much larger systems, stacking faults resulting in a
mix between the cubic and hexagonal diamond structures
might still occur far away from the BCC cluster.
It is worth noting that recent studies have shown that
tetrahedral patchy particles spontaneously crystallize in
a DC or DH structure when the patch opening, 2θAA, is
smaller than approximately 30◦. For the Kern-Frenkel
model, this corresponds to cos θ ≈ 0.96. Larger open-
ing angles stabilize the formation of glasses [60], while
at even larger angles the liquid becomes thermodynami-
cally more stable than the crystal [47]. It is thus intrigu-
ing to observe spontaneous crystallization in this model
(for which cos θAA = 0.92)) in the presence of a second
component (B-particles).
The emergence of the crystalline regime and its subse-
quent melting is also nicely captured through the temper-
ature evolution of the partial radial distribution function
of the A-particles, gAA(r). Figure 8 shows this evolu-
tion, where gAA(r) has been computed at different tem-
peratures from our EDMD simulations data. At T =
0.17ǫAB/kB we vaguely see the emergence of the tetra-
hedral amorphous structure through an incipient second
peak located around r = 1.7σA. At T = 0.13ǫAB/kB we
clearly see the signature of the crystalline phase through
the well-developed maxima and minima that extent up
to large r and that correspond to the different distances
that define the crystal structure. At T = 0.11ǫAB/kB the
amorphous tetrahedral gel is again recovered, with only
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FIG. 9. Normalized diffusion coefficient of the A-particles,
DA/D0, as a function of the temperature for different densi-
ties (symbols). The dashed lines for ρσ3A ≤ 2.5 indicate the T -
range in which phase separation has been detected, and hence
the diffusion coefficient has not been calculated. The dashed
line for ρσ3A = 3.5 corresponds to the crystalline regime. Also
included is the representation of a crystal cell (bottom-left
corner) that indicates the location of the crystal regime at in-
termediate temperatures for ρσ3A = 3.5. At low T
′s the data
converges toward the diffusion constant of a fluid of flowers,
the sketch of which is shown in the upper right corner.
a modest second tetrahedral peak surviving (r ≈ 1.7σA).
Finally, at T = 0.06ǫAB/kB (the lowest temperature in-
vestigated), we see a new peak located at around r =
1.4σA (≈ σA + σB) indicating the emergence of a fluid
composed of flowers [30].
D. xA = 0.2: TEMPERATURE AND DENSITY
DEPENDENCES OF THE DIFFUSION
COEFFICIENT
Finally we discuss the relaxation dynamics of our sys-
tem and its density and temperature dependence for the
molar composition xA = 0.2 as obtained from our EDMD
simulations. For this, we calculate the diffusion coef-
ficient DA of the A-particles from the long-time diffu-
sive regime of their mean square displacement (MSD)
via the Einstein relation for those densities and temper-
atures at which the system is not phase separated. We
recall that the center of mass of a single species (here
the A-species) may have a non-zero velocity, which is
compensated by the center of mass (CM) motion of the
other species. When particles form a network, like in the
AA case, this finite-size effect contributes to the MSD of
the single species. To correct this effect we subtract the
CM drift of the species in question before evaluating the
MSD. In addition, to discard the trivial trend originated
from the T -dependence of the thermal velocity we divide
DA by a reference diffusion coefficient D0 ≡ σ
2
A/τ0 (see
section II.B).
Figure 9 shows the T -evolution of DA for all the densi-
ties investigated. For ρσ3A ≤ 2.5, there exists a region of
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FIG. 10. Iso-diffusivity points for different values of DA/D0.
Points with the same value of DA/D0 are represented with a
common symbol and connected by solid (dashed) lines for the
high (low) T regime. Also included is the coexistence region
as obtained by Wertheim’s theory (black solid dots) and those
coexisting points computed by umbrella sampling (red stars)
which have been connected by red solid lines to gain intuition
on the true extension of the coexistence region (see Fig. 5).
intermediate temperatures where the system phase sep-
arates, preventing the possibility of estimating the diffu-
sion coefficient. The T -range of the phase separation as
seen by the omitted DA values becomes narrower upon
increasing ρ, as was already seen in the phase diagram of
Fig. 5. Similarly, at large densities (ρσ3A = 3.5), the sys-
tem crystallizes at intermediate T , again preventing the
possibility of covering the complete T -range of the dif-
fusion coefficient. Fortunately, at intermediate densities
(ρσ3A ≈ 3.0), it is possible to follow the entire dynami-
cal process and its non-monotonic T evolution. Figure
9 clearly shows that, on cooling, the diffusion coefficient
of the A-particles first decreases by four orders of mag-
nitude and then increases going back to typical fluid-like
values. Reference [30] discusses in detail this process, as-
sociated to the progressive formation of the AA-network
which is then replaced by the gel-fractioning induced by
the progressive formation of AB-bonds. This behavior
can be rationalized by a competitive interaction mech-
anism that in the present case leads to an entropically
favorable AA-bonding at intermediate temperatures and
to an energetically favorable AB-bonding at low temper-
atures.
Finally, Fig. 10 shows iso-diffusivity points [62, 63] cor-
responding to different DA values. At intermediate T
(typically T > 0.15ǫAB/kB) we find the expected be-
havior of a fluid-like system: The curves have a positive
slope, i.e. states with the same value of the diffusion co-
efficient have a higher temperature if density is increased
(points connected by solid lines in Fig. 10). However,
at low T the opposite behavior appears, that is, states
sharing a common value of the diffusion coefficient have
a slightly lower T value as density increases (points con-
nected by dashed lines in Fig. 10). This a priori odd
behavior can be understood by considering the density
dependence of pAB (or pAA) at low T (Figs. 3a and b).
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From these figures we recognize that at a fixed (low) T ,
pAB increases as density increases, indicating that for a
fixed value of the temperature the system will be more
fragmented at higher densities. This increasing degree
of fragmentation causes the system to diffuse faster as ρ
increases.
IV. CONCLUSIONS
In this work we have presented an extensive study
of the phase diagram of a binary mixture of A and B
patchy particles which was specially conceived to form a
reversible gel upon both cooling and heating [30]. The
design of the interaction geometry and the choice of the
interaction energies results in a competing mechanism
between an entropically favorable network at interme-
diate temperatures which is formed by A-particles (the
gel) and an energetically favorable fluid composed of A-
particles completely bonded to B-particles at low tem-
peratures. To explore the phase diagram of the system
(and therefore its coexistence region), we have covered
both analytically and by means of computer simulations
a wide range of temperature, density, and composition.
In the analytical approach to the thermodynamics of
the system we have used a hard-sphere expression for
the free energy (in which we have taken into account
the different hard-sphere diameters of the two species)
and added a bonding free energy contribution based on
Wertheim’s first-order perturbation theory [40, 41, 49].
This approach provided us with an analytical expres-
sion for the Helmholtz free energy and therefore with
the full thermodynamics of our system. In addition, we
have performed two kinds of computer simulations for the
same model. On one hand, we have used grand canoni-
cal Monte Carlo simulations to numerically calculate the
phase diagram of our model at different temperatures by
using an extension of the successive umbrella sampling
(SUS) technique for binary mixtures [42]. On the other
hand, to study also the dynamics of our system, we have
performed event-driven molecular dynamics simulations
for a fixed molar composition xA = 0.2, which represents
the stoichiometric molar fraction in our system for which
all the A-patches can be bonded to B-particles.
Our calculations have allowed us to analyse the 2D
cuts, composition versus density, of the phase diagram at
different fixed temperatures as obtained fromWertheim’s
theory and SUS. States at which the system is phase sep-
arated usually consist of two phases that are demixed: A
network phase rich in A-particles and a fluid rich in B-
particles. For small xA values (xA < 0.2), this phase sep-
aration extends to higher densities upon increasing tem-
perature. At low T , phase separation only takes place at
xA > 0.2 and low densities. The coexistence regions as
predicted by Wertheim’s theory and SUS showed in gen-
eral a good quantitative agreement, with some deviations
for those states at which we have a high degree of connec-
tivity of the A-particles. In particular, while Wertheim’s
theory predicts no phase coexistence for ρσ3A > 2.0 at
any T , the SUS method extends the coexistence region
to ρσ3A ≈ 2.7.
Using EDMD simulations, we have specifically studied
the composition xA = 0.2, confirming the extent of the
coexistence region predicted by SUS until ρσ3A ≈ 2.7. In
addition, we have also established the temperature above
which, independent of density, no phase separation is ex-
pected, finding it to be around T ≈ 0.15ǫAB/kB. Since
in our binary system phase separation is mainly due to
demixing, in general the boundary of its coexistence re-
gion differs from that corresponding to a pure A system
for which we can only have a gas-liquid type separation
[55, 56, 64]. Also for this composition, we have shown
that the percolation lines as obtained from Wertheim’s
theory and from our EDMD simulations are in good qual-
itative agreement, showing a large density range where
the systems only percolates in the intermediate temper-
ature regime. In other words, upon cooling, the system
first forms a percolating network, that then fragments
again upon further cooling.
For xA = 0.2 we have also investigated the spontaneous
crystallization of our system at high densities (ρσ3A = 3.5)
and intermediate temperatures (T ≈ 0.13ǫAB/kB) as well
as its subsequent melting recovering the gel state upon
decreasing T . In this crystalline regime, the system spon-
taneously forms a coexistence of two crystal phases: a
body-centered cubic (BCC) and a diamond cubic (DC)
crystal phase. Interestingly, it appears that stacking
faults associated to the hexagonal and cubic forms of
diamond are not observed [60].
Finally, we have studied the relaxation dynamics of our
system through the diffusion coefficient of the A-particles
for xA = 0.2 at those temperatures and densities for
which no phase separation or crystallization is present.
We have shown that for densities around ρσ3A ≈ 3.0 we
can follow the complete non-monotonic temperature evo-
lution of the diffusion coefficient.
In summary, we have presented an extensive study of
the thermodynamics and dynamics of a reversible gel
of patchy particles by using different numerical simula-
tions complemented with an analytical approach. With
these techniques we have explored the T − ρ − x space
that defines the three-dimensional phase diagram of our
system, locating its coexistence region and describing
its different phases. In particular, we have presented
a promising result for future experimental realizations
[1, 7, 8] by demonstrating that there exists a broad den-
sity range where our system exhibits the phenomenology
of a thermo-reversible gel that can be fluidized by both
cooling and heating in the absence of phase separation.
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VI. APPENDIX: FREE ENERGY OF A BINARY
MIXTURE OF HARD-SPHERES WITH PATCHY
INTERACTIONS.
As mentioned in section II.C, the Helmholtz free en-
ergy of a binary mixture of HS, fHS , can be separated
into an ideal gas contribution, fid, and an excess term,
fex (see Eqs. (5) and (6)). In our study we have con-
sidered the different particle HS diameters following the
approach of Mansoori and co-workers [49] in which fex is
written as:
βfex = −
3
2
(1 − y1 + y2 + y3) + (3y2 + 2y3)(1− ξ)
−1 +
+
3
2
(1− y1 − y2 − y3/3)(1− ξ)
−2 +
+(y3 − 1) ln(1− ξ) (8)
where:
ξ =
∑
i=A,B
ξi ; ξi =
π
6
ρxiσ
3
i (9)
y1 = ΩAB(σA + σB)(σAσB)
−1/2 (10)
y2 = ΩAB
(σAσB)
1/2
ξ
( ξA
σA
+
ξB
σB
)
(11)
y3 =
[(ξA
ξ
)2/3
x
1/3
A +
(ξB
ξ
)2/3
x
1/3
B
]3
(12)
and
ΩAB =
[ (ξA ξB)1/2
ξ
][ (σA − σB)2
σA σB
]
(xAxB)
1/2 .(13)
Here we have followed the same notation used in the
main text for the total number density, ρ, the particle
diameter, σi, and the molar composition, xi = Ni/N ,
where i ∈ {A,B}.
Apart from the HS contribution to the total free en-
ergy, we have an additional contribution due to the bond-
ing free energy, fb, discussed in section II.C, which is a
function of the probabilities pα for α ∈ {A,B} (see sec-
tion II.C, Eqn. (7)). These probabilities are obtained
through the law of mass action [50] that in our case takes
the form of two coupled non-linear equations:
pA =1−
[
1 + ρσ3A[4xA(1− pA)∆AA+
+(1− xA)(1 − pB)∆AB ]
]
−1
(14)
pB = 1−
[
1 + ρσ3A[4xA(1 − pA)∆AB]
]
−1
, (15)
where all the interaction parameters needed for describ-
ing bonding between AA- and AB-patches enter in ∆AA
and ∆AB [50]:
∆AA = gAA(σA)[exp (ǫAA/kBT )− 1]VAA/σ
3
A (16)
∆AB = gAB(σAB)[exp (ǫAB/kBT )− 1]VAB/σ
3
A (17)
In our work we have approximated ∆AA and ∆AB by
using the contact values of the partial radial distribu-
tion functions, gAA(σA), gBB(σB), and gAB(σAB) (where
σAB = (σA+σB)/2), for a binary mixture of hard spheres
as obtained from the Percus-Yevick Equation [65]:
gαα(σα) = {(1− ξ) +
3
2
σαχ}(1− ξ)
−2 , α ∈ {A,B} (18)
gAB(σAB) =
[
σBgAA(σA) + σAgBB(σB)
]
/2σAB, (19)
where:
χ =
π
6
(ρxAσ
2
A + ρxBσ
2
B) . (20)
The bonding volumes VAA and VAB present in Eqs.
(16) and (17) are given by:
VAA =
4π
3
(1− cos θAA
2
)2[
(σA + δAA)
3 − σ3A
]
(21)
VAB =
4π
3
(1− cos θAB
2
)2
×
×
[
(σAB + δAB)
3 − σ3AB
]
, (22)
where δγ and θγ (γ ∈ {AA,AB}) are respectively the in-
teraction ranges and the angular patch widths presented
in sections II.A and II.B. With our choices for the interac-
tion parameters we have VAA = 3.49 · 10
−3σ3A ≫ VAB =
3.79 · 10−5σ3A. Once Eqs. (14) and (15) are solved (by
using Eqs. (16)-(22)), the probabilities pAA and pAB that
an A-site is specifically bonded to another A- or to a B-
site are obtained by the relations: pAA = pA − pB and
pAB = pB.
We finally present the procedure for constructing the
phase diagram of our binary system, i.e locating its co-
existing points, through the minimization of the Gibbs
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FIG. 11. Gibbs free energy per particle for a fixed temper-
ature and pressure as a function of the composition x ≡ xA
(blue dots with a solid blue line). Compositions x1 and x2
of the two coexisting phases that share a common tangent
have been highlighted by vertical dashed lines. The common
tangent that crosses (x1, g(x1)) and (x2, g(x2)) (red dots) has
been represented by a red line. Also marked in the figure are
the values of the chemical potentials of the two species µA
and µB for the two coexisting points.
free energy once we have the analytical expression for
the total Helmholtz free energy, f . First we obtain, for
a fixed composition xf (≡ xfA), temperature T
f , and for
a given (target) pressure p∗, those densities that satisfy
the equation of state:
p(xf , T f ; ρ) = ρ2
(
∂f
∂ρ
)
xf ,T f
= p∗ (23)
In principle, we can have different densities which are
solution of Eqn. (23) (all of them having a common
pressure, composition, and temperature). From these
densities we take that one which minimizes the Gibbs
free energy per particle of our system, g(xf , T f , p∗; ρ) =
p∗/ρ+ f , i.e. we take that density for which our system
is most stable. This process is then repeated for a new
composition by keeping p∗ and T f constant, thus cov-
ering the whole range of compositions, x ∈ [0, 1]. As a
result we obtain the stable values of the Gibbs free energy
g(x)T f ,p∗ for any composition x ≡ xA (and therefore for
any partial density, ρA = xAρ) for a fixed pressure and
temperature.
Figure 11 shows an example of g(x ≡ xA)T f ,p∗ at T
f =
0.14ǫAB/kB in which we have two points x1 and x2 that
share a common tangent, that is:
∂g(x)
∂x
∣∣∣
x=x1
=
∂g(x)
∂x
∣∣∣
x=x2
(24)
∂g(x)
∂x
∣∣∣
x=x1
=
g(x1)− g(x2)
x1 − x2
(25)
In Eqs. (24) and (25) we recognize the conditions of
chemical equilibrium of two phases with compositions x1
and x2, corresponding to the total number densities ρ1
and ρ2 which are the solutions of Eqn. (23) for x
f = x1
and xf = x2. In other words, Eqs. (24) and (25) are
equivalent to the equalities of the chemical potentials µA
and µB of the two species A and B in the two coexisting
phases given by the compositions x1 and x2. That is:
µA(x1) = µA(x2) (26)
µB(x1) = µB(x2) (27)
where (see Fig. 11) :
µA(x) =
(∂g(x)
∂xA
)
p∗,T f
= g(x)− (1 − x)
∂g(x)
∂x
(28)
µB(x) =
(∂g(x)
∂xB
)
p∗,T f
= g(x) + x
∂g(x)
∂x
(29)
with x ≡ xA = 1− xB .
We should remember that Eqs. (24) and (25), as ob-
tained from Eqn. (23), do not only consider the chemical
equilibrium of the two species in the two phases given
by x1 and x2 but also assure thermal and mechanical
equilibrium since all the points with which we construct
g(x)T f ,p∗ have a common temperature and pressure. Ad-
ditionally, it is obvious that for those pressures and
temperatures for which g(x)T f ,p∗ is convex (g
′′(x) > 0
∀x ∈ [0, 1]) we will have no phase coexistence. To con-
struct the complete phase diagram xA− ρ corresponding
to a fixed temperature T f (see Fig. 2) we repeat the whole
process by varying p∗.
Finally, tie lines connecting two coexisting points
(ρ1, x1) and (ρ2, x2) (see Fig. 2) are defined by all those
points (ρ, x) that separate into two phases with compo-
sitions x1 and x2 and total number densities ρ1 and ρ2
conserving the total number of A- and B-particles as well
as the total volume. These constraints result in a func-
tion (tie line) x = x(ρ) for any double pair (ρ1, x1) and
(ρ2, x2):
x(ρ) =
x1ρ1(ρ− ρ2) + x2ρ2(ρ1 − ρ)
ρ1(ρ− ρ2) + ρ2(ρ1 − ρ)
, (30)
with domain ρ ∈ [ρ1, ρ2] (here we assume ρ1 < ρ2 without
loss of generality) and satisfying:
x(ρi) = xi ; i ∈ {1, 2} . (31)
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