Abstract: In this paper two favorite artificial intelligence methods: ANN and SVM are proposed as a means to achieve accurate question level diagnosis, intelligent question classification and updates of the question model in intelligent learning environments such as E-Learning or distance education platforms. This paper reports the investigation of the effectiveness and performances of two favorite artificial intelligence methods: ANN and SVM within a web-based environment (E-Learning) in the testing part of an undergraduate course that is "History of Human Civilizations" to observe their question classification abilities depending on the item responses of students, item difficulties of questions and question levels that are determined by putting the item difficulties to Gaussian Normal Curve. The effective nesses of ANN and SVM methods were evaluated by comparing the performances and class correct nesses of the sample questions using the same 3 inputs as: item responses, item difficulties, question levels to 5018 rows of data that are the item responses of students in a test composed of 13 questions. The comparative test performance analysis conducted using the classification correctness revealed yielded better performances than the Artificial Neural Network (ANN) and Support Vector Machine (SVM).
INTRODUCTION must be developed by considering this regard. If it is
By the development of technology, in today's issue of this paper, a student's performance can not be world; e-learning gained a great deal of importance in evaluated and assessed in a web based application only education. Internet is being used almost in anywhere in by measuring the test results depending on the number life, Education as well. Since education is consist of of right and wrong answers. Hence, testing must be instruction and learning, instructors are trying to reveal intelligent. It must behave as if a teacher asks questions new strategies and learning methods to enhance learning to a student in real class environment. If student can in learners' side. By constructive approach of teaching, not answer the question, teacher must ask easier that is education has to be learner centered and learning question about similar subject and if student answer occurs in a cognitive manner in learners' mind by means this time, then, again more difficult question must be of past experiences gained and active learning "learning asked. In [1] pointed out that one of the advantages of by doing in nature." Each student has its own learning computer assisted assessment (CAA) is "the networked style and this yields a result that each student's nature of approach, which provides for distribution of performance in learning can not be assessed and formative or summative assessment directly to multiple evaluated in a unique and simple way. Therefore, client computers with little or no additional hardware or teachers can have the best technology, they can do the software installation needed apart from standard access best applications, best schools, best facilities, but they to the Web." This is the behavior of a real teacher in can not transfer their information to a learner explicitly class and hence system must simulate this real even if they use best technology because learning environment in regarding E-Learning platform. The occurs in learner's mind with cognitive steps. As a regard is the testing part and the concern is to develop consequence of this fact, instructional technologies an intelligent testing application that will produce conducted with E-Learning project that is the research intelligent questions depending on the student's classification. The approach extracted structural responses and performance during testing session. information using machine learning techniques and the This kind of testing is called as Computer Adaptive patterns found were used to classify the questions. Testing (CAT).
The approach made appropriate in between the machine In this regard, the question levels must be learning and handcrafting of regular expressions determined somehow.
In research project, item (as it was done in the past) and combined the best of difficulties of questions were estimated using item both: classifiers can be generated automatically and the responses (Answers of students to each question) and output can be investigated and manually optimized if then they were put to Gaussian Normal Curve in order needed. In their research, they used two different to grade their level of difficulty. Initial levels were found classifier as: Alignment-Based Learning Classifier and in order to teach these levels to computer software at Trie Classifier. The results showed that the POS first time only and then make software run classification (Part of Speech) information helps the performance of automatically after learning. In order to train the software the ABL (Alignment Based Learning) method but not of for classification; ANN and SVM methodologies were the trie-based method. Overall, the trie-based approach used and found the nearest class values.
outperformed the ABL implementations. They obtained What this research is trying to solve as a problem related to an E-Learning web site has many questions is that E-Learning System has thousands of questions in a question bank and they tried to classify them into from different topics in a question pool but the classes with respect to the text of questions. difficulty levels are not determined. The aim is to classify However, each text has many properties in its own such them into 5 classes as: Very Easy, Easy, Middle, Hard as difficulty level, area of curriculum, type of skill being and Very Hard. And these questions are composed of tested such as vocabulary, comprehension, analysis and text formatted and they are multiple-choice questions. application. For priority, they found the item difficulties They are multiple question questions because these of each question by using some inputs for the system. types of questions are commonly used in electronic They tried to classify the questions into two categories testing environments. as: hard, medium and easy. Inputs were the length of question, the passing number of answers in question By intelligent question classification: text, the number of questions answered correctly by students. And at the end, the system they developed Instructors will be able to assign different questions achieved 78% performance in classification.
to different students. This kind of instructional Question Classification with Support Vector Machines efficiency. and Error Correcting Codes: In [3], they considered a Intelligent question classification will be operated in machine learning technique for question classification.
Run-Time of our educational testing software They used Support Vector Machines (SVM) (Web Based Application), hence; this will provide methodology for classification and they used question instantaneous automated classification during and answer inputs for classification.
testing session.
Question Classification by Structure Induction: In [4], classification engine will provide us synchronized they introduced a new approach to the task of question classification.
similar results with the fine-grained data as well. Classification by ANN: The Two techniques were used to classify 13 questions into 4 categories. First technique that has been used to classify was ANN (Artificial Neural Network).
ANN is mostly used technique that is used in artificial intelligence related works. It uses such a neuron model that is the most basic component of a neural network. It is so important in classification as well. It is used to distinguish multiple broad classes of models. hidden neurons or hidden units. The function of hidden Sigmoid function (tanh) was used as an activation neurons is to intervene between the external input and function in regarding research because it works in the the network output in some useful manner [6] . The basic domain range between-1 and 1 that is the domain structure of a feed forward neural network model is as borders of our inputs [6] . The sigmoid function is follows (Fig. 3) . described by the following equation:
By adding one or more hidden layers, the network loose sense the network acquires a global perspective (1) despite its local connectivity due to the extra set of synaptic connections and the extra dimension of neural Fig. 2 shows the sigmoid activation function. There interactions [7] . The ability of hidden neurons to extract are two important properties of sigmoid function which higher-order statistics is particularly valuable when the should be noted. The first one is that the function is size of the input layer is large. Learning happens highly non-linear. For large values of activation, depending on the activation function as well.
is enabled to extract higher order statistics. In a rather to special valid forms of kernels K(.,.), like polynomial learning theory. Rather than minimizing training error classifiers, multilayer perceptrons,1 and radial basis (empirical risk), SVMs minimize structural risk which functions. The following forms are frequently used: expresses an upper bound on the general-ization error, i.e., the probability of erroneous classification on yet-toinner-product based kernels (e.g., polynomial; be-seen examples. sigmoid connectionist): From a machine learning theoretical perspective [8, 10] , the appealing characteristics of SVMs are as follows:
The learning technique generalizes well even with radial basis functions (L norm distance based) relatively few data points in the training set and bounds on the generalization error can be directly estimated from the training data.
(4) The only parameter that needs tuning is a penalty term for misclassification which acts as a regularizer [8, 11] and determines a tradeoff between resolution Where f(.) is a monotonically non decreasing scalar and generalization performance. function subject to the Mercer condition on K(.,.). The algorithm finds, under general conditions, a
With no loss of generality, we concentrate on unique separating decision surface that maximizes kernels of the inner product type (3) and devise an the margin of the classified training data for best efficient scheme of computing a large number of out-of-sample performance.
high-dimensional inner-products in parallel. Computationally, the inner-products comprise the What has been done up to here is that we put the most intensive part in evaluating kernels of both types inputs to filters. At first, inputs were as follows: (3) and (4). Indeed, radial basis functions (4) can be
Inputs that entered to ANN and SVM commonly: expressed in inner-product form as: (5) Item Response
Radial basis function was used in SVM and here are the statistical parameters and outputs of SVM in Those inputs were put into two filters one by one regarding research as follows:
and outputs were yielded as follows shown Be So far, two favorites' artificial intelligence and it must be seen that system learned Gaussian Normal methods: ANN and SVM are proposed as a means to Distribution at the training parts of 2 methodologies. achieve accurate question level diagnosis, intelligent
What the Gaussian Normal Distribution is that the question for E-Learning or distance education platforms.
normal distribution, also called the Gaussian distribution, In order to observe their question classification is an important family of continuous probability abilities depending on the item responses of students, distributions, applicable in many fields. Each member of item difficulties of questions and question levels that are the family may be defined by two parameters, location determined by putting the item difficulties to Gaussian and scale: the mean ("average", u) and variance Normal Curve, the effectiveness's of ANN and SVM ("variability", o2), respectively. It is often called as bell methods were evaluated by comparing the performances curve because the graph of its probability density and class correctness's of the sample questions (n=13) resembles a bell. In addition, the normal distribution using the same 3 inputs as: item responses, item maximizes information entropy among all distributions difficulties, question levels to 5018 rows of data that are with known mean and variance, which makes it the the item responses of students in a test composed of 13 natural choice of underlying distribution for data questions.
summarized in terms of sample mean and variance.
Item Difficulty
Initial Gaussian Item Level values. In order to understand how ANN and SVM rule, the Gaussian Normal Curve logic have to be known The normal distribution is the most widely used family of Normal Curve, system learned the classifying system distributions in statistics and many statistical tests are and there were no class as-1. Therefore, all error rates in based on the assumption of normality. In probability class-1 are zero above. theory, normal distributions arise as the limiting distributions of several continuous and discrete families C Relative Imaginary Classification Results Depending of distributions. This means that the area under the on the Error Rates: In previous section, the error rates of Gaussian curve is 1; that is the integration of Gaussian classifiers were found and now it is the time to find how Curve function. From this probabilistic approach, much data were classified correctly and wrongly. It will normal distribution is used at classification as well.
be more accurate to handle true and false classification Error Rates of Classification Methods: As it is known methodology is needed is that confusion matrices are that supervised learning is a machine learning difficult or meaningless to use because classification technique for creating a function from training data and in results are so close to each other, therefore, it has been artificial intelligence (AI) concept, an error rating table is planned to show the classification accuracies by giving an indicator that is generally used in supervised learning.
relative values depending on the error rates handled in Each column of the table represents the classifier filter previous section and the number of rows of data the instance, while each row represents the error rates in system includes at first. The relative imaginary a predicted class. It is beneficial for benchmarking classification results depending on the error rates are as multiple classes in a system. In fact, an error rating table follows shown below: contains information about actual and predicted class Since the classification results are so close to each values done by a classification system. other, confusion matrices were not used to check the As seen above in the error rating 
