Salient auditory stimuli typically exhibit rhythmic temporal patterns. A growing body of evidence suggests that, in primary auditory cortex (A1), attention is associated with entrainment of delta rhythms (1 -4 Hz) by these auditory stimuli. It is thought that this entrainment involves phase reset of ongoing spontaneous oscillations in A1 by thalamus matrix afferents, but precise mechanisms are unknown. Furthermore, naturalistic stimuli can vary widely in terms of their rhythmicity: some cycles can be longer than others and frequency can drift over time. It is not clear how the auditory system accommodates this natural variability. We show that in rhesus macaque monkey A1 in vivo, bottom-up gamma (40 Hz) click trains influence ongoing spontaneous delta rhythms by inducing an initial delta-timescale transient response, followed by entrainment to gamma and suppression of delta. We then construct a computational model to reproduce this effect, showing that transient thalamus matrix activation can reset A1 delta oscillations by directly activating deep (layer 5) IB cells, promoting bursting, and beginning a new delta cycle. In contrast, long duration gamma-rhythmic input stimuli induce a steady-state containing entrainment of superficial RS and FS cells at gamma, and suppression of delta oscillations. This suppression is achieved in the model by two complementary pathways. First, long-duration thalamus matrix input causes IB cells to switch from bursting to sparse firing, which disrupts the IB bursts associated with delta. Second, thalamus core input activates deep FS cells (by way of layer 4), which fire at gamma frequency and actively inhibit the delta oscillator. Together, these two fundamental operations of reset and suppression can respectively advance and delay the phase of the delta oscillator, allowing it to follow rhythms exhibiting the type of variability found in the natural environment. We discuss these findings in relation to functional implications for speech processing.
In response to the 40 Hz input, the model implements two behaviors: resetting the 159 delta oscillator at the beginning of the pulse train, and subsequent 40 Hz entrainment, 160 with delta activity suppressed. To map model activity ( Fig 4B) onto the experimental 161 data, we presume that most of the CSD effects observed experimentally arise from 162 synapses onto RS cells (the most numerous population). The 40 Hz click train is 163 associated with epoch S1 (Fig 4B) . Bottom-up excitation from thalamus core afferents 164 drives RS and IB cells via the standard feedforward pathway from L4 to L2/3 and then 165 to L5 [32] . Simultaneously, thalamus matrix afferents activate L5 IB cells, causing them 166 to burst. IB bursting resets the delta oscillator and drives superficial RS firing to 167 generate the current source over sink seen experimentally (epoch S1, Fig 1) . The IB Fig 1) . Resurgence of the current sink and LFP peak P2 in 173 the experimental data (epoch S3 in Fig 1) are not reproduced by our model (but see the 174 Discussion). Following the LTS volley, inhibition remains high in the network (epoch S4 175 in Fig 4B) due to NG-mediated GABA B currents, so RS and IB cells spike sparsely. 176 This completes the transient response -a single delta cycle that involves the same 177 sequence of events observed during spontaneous activity (epochs S1, S2, and S4 in 178 Fig 3) . Similar laminar CSD profiles previously suggested that the same neural circuit 179 elements might underlie both spontaneous and event-related activity [2] . 180 Epoch S5 in Fig 4B represents the steady-state response (SSR) to the 40 Hz input 181 and is characterized by sparse IB and NG activity. Superficial RS and FS cells and deep 182 FS cells entrain to the 40 Hz thalamic core input. Superficial FS firing silences LTS cells; IB cells fire as singlets, doublets, or short-duration bursts; and delta timescales are 184 absent. The termination of the click train is accompanied by an offset response (epoch 185 S6) appearing somewhat later than experimentally observed (see Section "Mechanisms 186 of phase advance and phase delay," for the mechanisms driving the offset response). Central to the model's behavior is that excitatory input stimuli can elicit two different 192 outcomes: an increase in IB bursting that advances the phase of the delta oscillator 193 (epoch S1; compare peak NMDA conductances in Figures 4C and 3C , run with the same 194 random seed) and a decrease in IB bursting that abolishes delta activity (epoch S5; 195 LFP power spectrum in Fig 4D) . While our model delta oscillator lacks a well-defined 196 phase variable, we identify IB bursting and rising NMDA conductances with the high 197 excitability phase, and high or decaying GABA B conductances and IB quiescence with 198 the low-excitability phase. We refer to the former as a reset or phase advance of the 199 delta oscillator, and the latter as delta suppression or, because it prevents the arrival of 200 subsequent IB bursts, phase delay of the delta oscillator. Thus, we use reset and 201 suppression as specific instances of the more general concepts of phase advance and 202 delay, respectively. 203 How reset and suppression result from the same input stimuli can be understood in 204 terms of the synaptic conductances onto IB cells (Fig 4C) . At the beginning of the 205 transient response, low inhibition allows IB cells to burst when the input stimulus 206 arrives. During the SSR, inhibition from both deep FS and NG cells carves IB activity 207 up into sparse, short-duration bursts, inducing a distinctly different mode of firing. It is 208 critical that IB cells are not completely silenced during the SSR. If they were, NG cells 209 would not fire, the GABA B conductance would decay to zero, and IB cells would burst 210 again, resulting in ongoing delta rhythmicity. What prevents this is IB cells' sparse 211 firing, which weakly activates NG cells and maintains low but steady levels of GABA B 212 current. The ability of IB cells to exhibit both bursting and sparse firing depends on the 213 IB calcium conductance. IB cells with a calcium conductance of 4.0 mS/cm2 exhibit previous studies examined auditory responses as a function of both attention and 220 sensory modality and, here, we will attempt to reproduce these effects. Specifically, it 221 has been shown that within-modal stimuli (i.e., auditory stimuli) in A1 that are ignored 222 produce a "stimulus-evoked response" characterized by increased MUA and CSD 223 amplitude but no rhythmic effects [14] . On the other hand, attended cross-modal 224 stimuli, such as visual [10-12, 14, 37] or somatosensory [9] stimuli produce a 225 "modulatory response" characterized by a phase reset of ongoing spontaneous oscillations 226 and little change in CSD amplitude or MUA. Both visual and somatosensory 227 cross-modal responses are salience-dependent (unlike within-modal stimulus-evoked 228 responses), and thought to underlie multisensory integration [4, 9, 15, 38] . 229 Neuroanatomical evidence suggests that evoked and modulatory responses result 230 from activation of thalamus core and matrix (nonspecific) afferents, 231 respectively [4, [13] [14] [15] [16] ]. Using our model, we tested this hypothesis by activating each of 232 continued application of matrix drive promotes sparse IB firing and suppression of 242 subsequent delta oscillations ( Fig 5B right) . Thus, our model predicts that continuous 243 matrix input to A1, such as an attended 40 Hz visual input, would suppress delta in 244 deep layers without the enhanced superficial RS firing seen in Fig 4B . 245 We note that the model's reproduction of the transient delta response (Fig 4) 246 includes both core and matrix inputs, which would be consistent with an attended 247 auditory input. Although we did not explicitly control for attention in our experimental 248 study (Fig 1) , we model it in this way as it is likely that the animal was attending for at 249 least some of the trials, which would explain the delta transient observed in the trial Auditory delta rhythms entrain to rhythmic auditory stimuli [2, 39] , and here we will 253 test whether our model can reproduce this effect. In one study, a train of 100 ms audio 254 tones delivered at 1.3 Hz organized the phase of an ongoing auditory cortical delta 255 oscillation [2] . We modeled 100 ms pure tones by a nonhomogeneous Poisson process 256 with a time varying intensity function consisting of 100 ms bouts of 100 257 spikes/second [40] . This input drives L5 IB cells directly, and also L2/3 indirectly at 40 258 Hz SSR gamma via L4 ( Fig 6A) . Tones delivered at rates from 1.1 Hz to 2.2 Hz trigger 259 IB cell bursts aligned with the input pulses after a few cycles ( Fig 6B) , resulting in delta 260 entrainment. For frequencies below 1.1 Hz, IB cells burst prematurely. For frequencies 261 above 2.2 Hz, subsequent stimuli arrive before complete decay of GABA B , resulting in 262 alternating strong and weak IB responses and poor entrainment. The mechanism 263 underlying this entrainment is the phase advancement by thalamus matrix exciting L5 264 IB cells, as discussed above. The frequency range of entrainment is primarily governed 265 by the time constant of the GABA B inhibitory conductance and the strength of 266 thalamus matrix drive onto IB cells. Similar findings were observed when the 40 Hz 267 click train stimulation paradigm, described above, was used instead of pure tones.
268
Phase advancement involves a "soft" reset and sustained input 269 can suppress delta indefinitely 270 We have shown that a range of experimental observations can be explained by 271 fundamental operations of phase advance (also referred to as reset) and phase delay
272
(also referred to as suppression), activated by distinct upstream circuits. Stimuli that 273 activate the thalamus matrix pathway -e.g., 40 Hz click trains (Fig 4 and 5) , and pure 274 tones ( Fig 6) -trigger phase advances by inducing IB bursting. We further 275 characterized this phase reset/advance using simulated auditory tones with varying 276 onset times. These tones induced IB networks to burst earlier than they otherwise 277 would have, had the tones been absent (Fig 7Ai) . Stimuli arriving too early failed to 278 induce a reset due to high levels of GABA B inhibition. Thus, while thalamus input can 279 advance the delta oscillator, this is a "soft reset" that can be blocked by strong GABA B 280 inhibition following IB bursting. Similar effects were observed when pure tones were replaced with 40 Hz click trains. Finally, this phase reset depends on thalamus matrix 282 activating deep IB cells, and is abolished when matrix input is blocked (Fig 7Aii) .
283
In contrast, long-duration input from core and matrix thalamus induce phase delay 284 (Fig 4, epoch S5) . Applying simulated tones of varying duration and fixed interstimulus 285 interval (ISI, 300 ms; Fig 7Bi) , we observed delta entrainment to stimuli with effective 286 frequencies ranging from 1.82 Hz down to 0.43 Hz (i.e., all explored frequencies).
287
Bottom-up input excites the gamma oscillator, resulting in (L4/5 FS cell mediated) 288 GABA A and (NG cell mediated) GABA B inhibition of IB cells. Note that pure tones 289 evoke a 40 Hz network rhythm (Fig 7Bii) , resulting from interactions between active RS 290 and IB cells and FS inhibition. Because gamma SSR is augmented while delta is 291 suppressed/delayed, we refer to this phenomenon as gamma-induced delta suppression. 292 This stands in contrast to the traditional form of phase-amplitude coupling (Fig 3) , 293 when the phase of the slower oscillation is thought to control the amplitude of the faster 294 oscillation.
295
Mechanisms of phase advance and phase delay 296 We have explored effects of both thalamus core and matrix inputs on phase reset in our 297 model. However, while thalamus matrix goes directly to IB cells, thalamus core input 298 affects IB cells indirectly via several intracolumnar projections, including connections 299 from superficial RS and LTS cells, as well as deep FS cells. L2/3 RS input is similar to 300 thalamic matrix input, and L2/3 LTS cells typically only fire after IB bursting ( Fig 3B 301 and 4B). Therefore, we focused on effects of core-driven deep FS GABA A input and 302 compared this to thalamus matrix AMPA input ( Fig 8A) . 303 With deep FS→IB input blocked, low intensity thalamus matrix inputs were 304 sufficient to cause a phase advance and a frequency increase in the delta oscillator (top 305 rows, Fig 8B) . Higher intensities yield IB bursting at onset and then suppression of 306 delta rhythmicity for one delta cycle after stimulus offset. With thalamic matrix input 307 blocked ( Fig 8C) , low levels of deep FS inhibition slow the delta oscillator, while higher 308 levels suppress rhythmicity. In contrast to matrix input, the offset of strong deep FS Overview of experimental and modeling results 315 We have used novel experimental data on the response of primate A1 to 40 Hz click 316 trains, combined with a computational model constrained by this data and other 317 experimental results [2, 14, 24] , to explore the interactions of delta and gamma rhythms 318 in primary sensory cortex. Our findings suggest several key cellular-level mechanisms 319 involving both the oscillators themselves (delta and gamma oscillators) and also their 320 thalamic core and matrix inputs. The key inputs controlling the delta oscillator are (1) 321 thalamus matrix afferents exciting L5 IB cells and (2) deep FS cells inhibiting these IB 322 cells. Together, these inputs provide a system for controlling the delta oscillator through 323 phase advances and delays. The superficial gamma oscillator is modulated by (1) 324 ascending connections from the delta oscillator and (2) thalamus core input arriving via 325 L4. The ascending input from the delta oscillator is responsible for producing both response to stimulation (Fig 4) , whereas thalamus core input provides excitation 328 throughout the layer, driving superficial stimulus-evoked responses (Figures 4 and 5 ).
329
The experimentally observed dynamics reproduced by our model are summarized in 330 Table 1 , which provides a complete list of the reproduced experimental dynamics (A-H) 331 and their corresponding cellular-level mechanisms, and also Fig 9 , which provides visual 332 representations of these mechanisms for the first three results (A-C). Key mechanisms 333 are coded by color. While each individual experimental result could be reproduced by 334 several different model configurations, we expect that our single model covering all of 335 these behaviors should be more generalizable and also better constrained by ruling out 336 these alternatives. Each result reproduced by our model suggests experimentally 337 testable cellular-level mechanistic hypotheses. For example, during 40 Hz entrainment, 338 although delta activity is suppressed, our model suggests IB cells continue to fire 339 sparsely and drive recurrent GABA B inhibition. It also suggests that cross-modal input 340 from matrix thalamus enables oscillatory reset by exciting deep IB cells. quicker recovery from suppression than in the case of thalamic matrix input alone. This 359 suggests that the ratio of these inputs might be tuned to yield the desired response from 360 the delta oscillator, including suppression of delta during bottom-up input and rapid 361 reset of delta once that input is removed. These phenomena depend on the ability of IB 362 cells to fire in both bursting and sparse firing modes.
363
Functional roles of flexible phase control: perception and speech 364
Oscillatory activity reflects alternating increases and decreases in neural excitability.
365
When the "high excitability" phase of an oscillation aligns with events in a stimulus 366 stream, this enhances sensitivity to that stimulus [2, 9, 41, 42] . Our modeling results
367
show how this alignment might be achieved in responding to tone streams across a 368 range of frequencies ( Fig 6) and duty cycles ( Fig 7B) . In primary sensory areas, 369 stimulus enhancement by rhythmic entrainment is thought to have a variety of 370 functional implications for sensory perception. Rhythmic presentation of auditory 371 stimuli improves detection, boosting low-volume stimuli above the perceptual detection 372 threshold [12] . Oscillatory entrainment likely underlies this perceptual phenomenon; 373 phase locking has been observed between stimuli and human MEG and ECoG 374 activity [7] . Such a mechanism can be understood in the context of our model as 
381
Speech is one important quasi-rhythmic auditory stimulus. The delta-theta-gamma 382 hierarchy of oscillators in primary auditory cortex is considered to play a critical role in 383 subdividing speech signals into comprehensible chunks: theta is thought to be 384 responsible for parsing syllabic information; gamma discretizes (samples) the input for 385 subsequent processing; and delta tracks individual phrases within a 386 sentence [4, 10, 43, 44] . A key feature of the delta oscillator, as identified by 387 psychophysical experimentation, is that it must be highly flexible, capable of following 388 inputs at a wide frequency range (0.5 -3 Hz) [17] , since linguistic phrases vary in 389 duration. Likewise, in vivo recordings in monkeys have also shown delta entrainment as 390 low as 0.8 Hz [39] . On the one hand, our model suggests entrainment to a wide range of 391 phase durations is possible ( Fig 7B) . On the other, our model also suggests certain 392 limits to entrainment, suggesting that phase reset is a "soft" phenomenon ( Fig 7A) and 393 that the delta cycle can be advanced by at most a few hundred milliseconds (see also 394 Fig 6) . It is interesting to ask whether these limits impose restrictions on speech, such 395 as a minimum spacing between phrases. 396 Functional roles of gamma-delta suppression 397 In Fig 7B, we saw that bottom-up input of varying duration was capable of suppressing 398 delta oscillations. Because this bottom-up input also promotes gamma oscillations in 399 L2/3 and L4, it represents a reversal of the causality typically assumed in 400 cross-frequency coupling. Our modeling work suggests that this results whenever the 401 faster oscillator either activates the inhibition of the slower oscillator (e.g. NG cells) or 402 inhibits the slower oscillator's excitatory elements (e.g., via deep FS synapses onto IB 403 cells). Thus, this is likely to be a general phenomenon, as suggested by previous 404 literature on gamma-delta interaction [4, 21, 45] . Fast control of slow timescale processes 405 has been demonstrated in other systems, including the stomatogastric nervous system of 406 the crab [46] and slow population activities of the hippocampus [47] . Functionally, 407 gamma-delta suppression may be useful for turning off the delta oscillator when it is 408 detrimental to processing, e.g. for stimuli that are continuous or arrhythmic. This has 409 previously been referred to as a "vigilance mode" in which slow rhythms are suppressed 410 in favor of extended continuous gamma band oscillations [4, 21] . If delta oscillations 411 serve to parse phrases within a sentence [10, 43, 44] , gamma-delta suppression may delay 412 the signaling of phrasal boundaries until the end of phrases longer than an intrinsic 413 delta period. low-excitability portion of the delta cycle. While it is difficult to predict its effects on 423 delta oscillator dynamics, we have omitted desensitization for the sake of simplicity, and 424 on the hypothesis that NMDA and GABA B desensitization would have opposing effects. 425 Besides delta and gamma oscillations, primary auditory cortex also exhibits 426 spontaneous theta-frequency oscillations [2] which are absent from our model. In vitro, 427 deep RS cells spike in phase with LFP theta [22] ; incorporating these cells into our 428 model (Pittman-Polletta et al. 2019) could account for the second current sink and the 429 second peak (P2) in the experimental LFP (epoch S3, Fig 1) .
430
While spontaneous β oscillations are not spontaneously dominant in A1 [2] , β has 431 been shown to play a role in auditory temporal prediction tasks [53] . Additionally, A1 β 432 can be induced cholinergically in vitro and is thought to be generated by interactions 433 between deep IB and LTS cells [40, 54] . The spontaneous delta we model is associated in 434 vitro with low cholinergic and dopaminergic tone [22] . Cholinergic β mainly depends on 435 nicotinic activation [54] which excites GABAergic interneurons [55] , and acetylcholine 436 has been shown to preferentially depolarize L5 LTS cells via nicotinic receptors while 437 hyperpolarizing L5 FS cells via muscarinic receptors [56] . Thus, the transition from 438 delta to cholinergic β in A1 could be modeled by nicotinic activation of LTS cells 439 dormant in the absence of cholinergic drive.
In the case of somatosensory reset in auditory cortex, somatosensory stimuli induce 441 a modulatory reset to the high-excitability phase when the stimulus is contralateral, and 442 to the low-excitability phase when the stimulus is ipsilateral [9] . Similarly, A1 443 oscillations exhibit counterphase entrainment to rhythmic auditory stimuli containing 444 tones outside their frequency receptive field [39, 57, 58] . This "sideband inhibition" or 445 "inhibitory reset" may also explain the variation in the phase of alignment between delta 446 oscillations and click train stimuli [59] . The thalamus matrix pathway modeled in this 447 paper resets to only the high excitability state. How could delta oscillations be reset to 448 their low-excitability phase? A potential candidate is the deep FS resetter circuit [23] , 449 which thalamus matrix cells could activate via projections to infragranular FS cells, or 450 via projections to the apical dendrites of L6 CT cells in L1 [29, 35, 36] , which would in 451 turn activate deep FS cells [23] . Another possibility for inhibitory reset is provided by 452 excitatory thalamus matrix drive onto L1 interneurons. Thalamus matrix afferents are 453 known to activate L1 interneurons, particularly late-spiking interneurons, producing 454 feedforward inhibition in L2/3 [36] , and sensory-induced activation of L1 interneurons in 455 somatosensory cortex produced GABA B inhibition onto distal dendrites of L5 456 pyramidal cells [60] [61] [62] . Notably, this L1 activation was specifically associated with 457 ipsilateral stimulation, which corresponds to the correct lateralization of the A1 458 modulatory response described above [9] . Multisensory modulatory inputs may also 459 involve feedforward [63] and feedback cortico-cortical connections. extracted from the LFP using an algorithm that approximated the second spatial 482 derivative of the field potentials recorded at 3 adjacent depths [64] . CSD provides a 483 laminar profile of synaptic activity, with extracellular current sinks resulting either from 484 excitatory postsynaptic currents (EPSCs) or from passive current return. MUA can be 485 used in conjunction with CSD information to distinguish between the two, with 486 increased MUA indicating the presence of EPSCs. Likewise, current sources result from 487 IPSCs or from current return, with decreased MUA indicating inhibition by IPSCs [65] . 488 inserted into the left ventrical and clamped in place. Then the right atrium is cut open 501 to provide an exit for blood and perfusate. The brain and upper circulatory pathways 502 are perfused with cold buffered saline followed by fixative for about 45 minutes to 503 ensure complete fixation of the brain, prior to removing it for histological analysis. The 504 subject's euthanasia is assured by the combination of these procedures. 
513
Numerical integrations for our ordinary differential equations (ODEs) were 514 calculated using the fourth order Runge-Kutta method with a 0.01 ms time step. Data 515 were downsampled by a factor of 10 post-simulation and prior to analysis.
516
Our Hodgkin-Huxley type computational model of interacting delta and gamma 517 oscillators is motivated by previous computational work [22, 40] . Modeled cell types with specific capacitance C m = 0.9µF/cm 2 . The leak current I leak is given by:
with g leak = 0.1mS/cm 2 and E leak = −67mV . The applied ionic current I App can be expanded as: where n is drawn from N (0, 1), and values for I DC and I sig are given in Table 2 . The Poisson EPSCs I ext are described by:
where H(t) is the Heaviside function, E ext = 0mV , τ ext = 2ms, t k represents the 528 timings of the individual Poisson events with mean frequency λ = 100Hz, and g ext is 529 the maximal conductance described in Table 2 .
530
Intrinsic ionic currents 531 Channel currents are given by
. Conductances for each cell type are described in Table 2 .
533
The state variables of voltage gated ionic currents (i.e., h, n, M , c, r, a1, b1, a2, or b2) are governed by the equation
where α and β are forward and backward rate functions of membrane voltage. Note that the steady-state value of x and its time constant, τ x can be described as follows
This allows the ODE to be rewritten as:
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Spiking currents (I N a & K DR ) Sodium (I N a ) and delayed-rectifier potassium 534 (K DR ) currents differ slightly between excitatory (IB and RS) and inhibitory cells (FS, 535 LTS, and NG). Both are taken from [40] . For excitatory cells, we use steady-state , n τ (V ) = 0.25 + 4.35 exp − | V + 10 | 10
For inhibitory cells, we instead use:
, h τ (V ) = 0.225 + 1. The M-current is described by forward and backward rate equations [40, 67] :
where Q s = 3.209.
538
High-threshold calcium (I Ca H ) For high-threshold calcium [26, 40] , we use As in [26] , the h-current time constant is shorter by a factor of 3 than in [68] , and the 539 inflection point of the activation curve is lower (87.5 mV rather than 75.0 in [68] ).
540

A-current (I A )
The A-current dynamics is modeled by two separate subpopulations that contribute to the overall current [68, 69] . The state variable of the first population, 
The second state variable, a 2 is described by
Note that, following [69] , we have sped up the time constants two-fold in comparison 541 to [68] .
542
Synaptic connections
543
Our model includes AMPA, NMDA, GABA A and GABA B synaptic connections. For a given post-synaptic cell,
where, s i , n i , and g i are the synaptic state variables of the i th pre-synaptic cell, V is the membrane potential of the post-synaptic cell, and E AM P A = E N M DA = 0, E GABA A = E GABA B = −95, and B M g (V ) describes magnesium block of NMDA channels [70] B M g (V ) = 1/(1 + exp(−0.062V )1.5/3.57).
In Table 3 mean total synaptic conductance, g t , is given for pairs of populations, between which cells are connected all-to-all. The connection strength between a given pair of cells, g, is drawn from a uniform random distribution
where g = g t /N pre (the mean conductance between a cell pair), and ∆ s is a parameter 544 defining synaptic heterogeneity, here set to 0.3. This ensures that the total synaptic 545 input is independent of network size. For example, the maximum conductance between 546 a pair of RS cells is uniformly distributed between g t /N RS * 0.7 = 0.1/80 * 0.7 547 = 0.000875mS/cm 2 and g t /N RS * 1.3 = 0.001625mS/cm 2 548 AMPA and GABA A synapses These synapses are modeled according to NMDA synapses NMDA is modeled following [70] :
where N t(V pre ) = T max /(1 + exp(−(V pre − 2)/5) describes the relationship between neurotransmitter concentration and presynaptic voltage, with T max = 1mM [70] . NMDA synaptic time constants are described in Table 4 .
where s is the synaptic state variable, τ r and τ d are synaptic rise and decay times (see 549  Table 4 ), and V pre is the presynaptic neuron's membrane voltage. Note that, 550 following [40] , we used a slower GABA A decay time constant for LTS cells to account 551 for their distal synapses [71, 72] .
552
GABA B synapses Finally, GABA B is modeled following [73] :
where r is the fraction of active receptor and g the concentration of activated G-protein 553 in mM. For neurotransmitter concentration T (V pre ), while [73] used a 0.5mM box 0.3ms 554 in duration, here we will approximate this by T (V pre ) = 1/2(1 + tanh(V pre /4))T max , 555 with T max = 0.5mM , as previously described [74] . Rate constants are,
Gap junctions 558
All cells of the same type are connected by gap junctions, with I gap in equation (1) given by
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and g gap = 0.02/N cells , where N cells is the number of cells of a given type (see Table 2 ). 559 Gap junctions are not necessary for our model results.
560
Simulated bottom-up inputs 561
During bottom-up drive in our model, L5 IB cells receive excitation from thalamus and 562 L2/3 RS neurons receive excitation from L4 (see Fig 4A; the physiological bases of these 563 inputs are described in the results section). We model neither thalamus nor L4 564 explicitly, but rather represent this excitation by the term I sim in equation (1).
565
Thalamus input to L5 IB cells: We assume that thalamus produces asynchronous 566 spiking in response to bottom-up input [40] . This produces a train of EPSCs in L5 IB 567 cells, which we represent by setting I sim to:
Here, g sim = 0.2mS/cm 2 , H(t) is the Heaviside function, and τ D = 1ms. t k are the 569 spike times associated with presynaptic thalamic spiking and are sampled from a 570 distribution, which we will define as follows. First, it is important to note that there are 571 two types of bottom-up auditory stimuli that we consider in this paper, and the nature 572 of thalamic spiking should depend on these stimuli. The first of these stimuli is a train 573 of 40 Hz clicks. The second is a pure tone. For the click train, we assume that thalamus 574 spiking is concentrated into 25ms bouts, whereas for the pure tone spiking is Poisson for 575 the tone's duration. We use nonhomogeneous Poisson to represent both of these 576 situations, but with different rate function lambda.
577
For the click train, the nonhomogeneous Poisson process' rate function λ(t) is:
Here, a(t) is the double exponential function [75, 76] , 579 a(t) = H(t)1/a * [(exp (t)/τ D − exp (t)/τ R ), where H(t) is the Heaviside function and a * is 580 a constant that normalizes the maximum of a(t) to 1. We use rise and decay time 581 constants τ R = 0.25ms, and τ D = 1.0ms, respectively. During the click train, the 582 function a(t) should be repeated every 25ms, and thus in equation (4) t j = 25j (in ms, 583 assuming t is in ms). w(t) is a window function that determines when the click train 584 turns on and turns off, which we will define below.
585
For pure tones, we set the rate function λ(t) as:
Note that this Poisson excitation, representing input from thalamus to L5 IB cells, is 586 applied in addition to the background Poisson excitation from I ext in equation (1).
587
For both click trains and pure tones, the definition of the window function, w(t), 588 determines when the stimulus is turned on and turned off. In some simulations, we 589 assume the stimulus begins at time t 0 and continues on indefinitely, in which case 590 w(t) = H(t − t0). In other simulations, we use a series of stimuli, CT D in duration and 591 spaced CT S apart. In this case,
Unless otherwise specified, CT D = 100ms and CT S = 500ms.
593
L4 input to L2/3 RS cells: Since L4 contains an intrinsic gamma oscillator, 40 Hz input to L2/3 for both the pure tone and also the click train inputs. We represent 596 this 40 Hz input using the same nonhomogeneous Poisson mechanism described above 597 for IB cells in equations (3) and (4) . All parameters are the same for RS cells as for IB 598 cells, with the exception of the conductance, which is set to g sim = 0.12mS/cm 2 .
599
Spectral analysis of simulated data 600
To estimate superficial LFP power spectra for our model, we assumed that, since RS 601 cells are the most common cell type in superficial layers, they are the dominant 602 contributor to the LFP. Therefore, we estimated the LFP signal as the sum of all 603 synaptic conductances onto RS cells. Note that we opted to use synaptic conductances 604 as opposed to synaptic currents, as is commonly the case, because our cells are modeled 605 as single compartments consisting of just the soma and, therefore, current changes 606 associated with action potentials would have an overwhelmingly strong effect on the 607 LFP. Once the LFP was calculated, the power spectrum was estimated using the 608 multitaper method with a time-bandwidth product (NW) of 4 and the duration of the 609 discrete Fourier transform (NFFT) being the next power of two greater than the signal 610 length, yielding a half bandwidth of nw/nf f t * F s, where F s is the sampling frequency 611 (1kHz in this case). Gamma-delta nesting is still strong. However, IB cells are less active due to the loss of 634 input from superficial layers. In turn, gamma activity in superficial layers is sparse, only 635 occuring in conjunction with IB bursts. This is reflected by the weak and broad gamma 636 peak in the PSD. (regions S1, S2, and S4) generally resembles SSR (S5), with IB activity during the initial 673 burst (S1) being greatly reduced. Additionally, due to the absence of NMDA excitation, 674 NG cells don't fire, which in turn results in comparatively increased superficial RS 675 spiking in region (S4). For SSR (S5), gamma activity in superficial layers is enhanced, 676 as is 40 Hz deep IB spiking, both due to the absence of inhibition from NG cells. (D)
677
Superficial layer LFP power spectra corresponding to the simulations in B and C (blue 678 and red, respectively). Power is estimated from the click train portion of the simulation 679 only (400 ms onwards). NMDA blockade reduces delta-band power (due to loss of slow 680 timescales associated with NMDA and GABA B currents) and increases gamma power. 681
Figures Supplementary Figures
Legend S1 ... S6 -Distinct events in superficial layer G1 -Granular layer event I1 -Infragranular layer event Asterisks denote significant (t-test) elevations over baseline. Click trains were 500 ms in duration, with a 750 ms inter-train interval. (B) A1 averaged responses to pure tones (60 dB, 100 ms) at the "best frequency" tone for the recorded site in A1, modified from [9] . Fig 3C) . Gamma-delta nesting is still strong. However, IB cells are less active due to the loss of input from superficial layers. In turn, gamma activity in superficial layers is sparse, only occuring in conjunction with IB bursts. This is reflected by the weak and broad gamma peak in the PSD. Fig. (B,C) Rastergrams showing full network activity for (B) control and (C) NMDA blockade conditions. Under NMDA blockade, the transient response (regions S1, S2, and S4) generally resembles SSR (S5), with IB activity during the initial burst (S1) being greatly reduced. Additionally, due to the absence of NMDA excitation, NG cells don't fire, which in turn results in comparatively increased superficial RS spiking in region (S4). For SSR (S5), gamma activity in superficial layers is enhanced, as is 40 Hz deep IB spiking, both due to the absence of inhibition from NG cells. (D) Superficial layer LFP power spectra corresponding to the simulations in B and C (blue and red, respectively). Power is estimated from the click train portion of the simulation only (400 ms onwards). NMDA blockade reduces delta-band power (due to loss of slow timescales associated with NMDA and GABA B currents) and increases gamma power.
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