One of the most difficult tasks in modern day database management systems is information retrieval. Basically, this task involves a user query, written in a high-level language such as the Structured Query Language, and some internal operations, which are transparent to the user. The internal operations are carried out through very complex modules that decompose, optimize and execute the different operations. We consider the problem of Query Optimization which consists of the system choosing, among many different query evaluation plans (QEPs), the most economical one. Since the number of QEPs increases exponentially as the number of relations involving the query increases, query optimization is a very complex problem. Many estimation techniques have been developed in order to approximate the cost of a QEP. Histogram-based techniques are the most used methods in this context. In this paper, we discuss the efficiency of some of these methods: Equi-width, Equi-depth, the Rectangular Attribute Cardinality Map (R-ACM) and the Trapezoidal Attribute Cardinality Map (T-ACM). These methods are used to estimate the cost of the different QEP, whence they attempt to determine the optimal one. It has been shown that the errors of the estimates from R-ACM and T-ACM are significantly less than the corresponding errors obtained from Equi-width and Equi-depth. This fact has been formally demonstrated using reasonable statistical distributions for the cost of a QEP, the doubly exponential distribution and the normal distribution. For the empirical analysis, we have developed a formal, rigorous prototype model used to analyze these methods on random databases. Our empirical results demonstrate that R-ACM chooses a superior QEP more than two times as often as Equi-width and Equi-depth. Similar results have been obtained for T-ACM when compared to the traditional methods. Indeed, in the most general scenario, we analytically prove that under certain models the better the accuracy of an estimation technique, the greater the probability of choosing the most efficient QEP.
INTRODUCTION

Overview
Query optimization in relational and object-oriented database systems has been studied for many years. When an end-user performs a query, many internal operations need to be done to retrieve the information requested. Among the various operations between the tables (or relations), the natural join on a particular attribute common to two tables is, undoubtedly, the most predominant one. In real databases, a query may consist of joining several tables. When more than two tables have to be joined, intermediate join operations are performed to ultimately obtain the final relation. As a result, the same query can be performed by means of different intermediate (join) operations. In general, and in particular in the case of the natural join, a simple sequence of join operations that leads to the same final result is called 1 a query evaluation plan (QEP). Each QEP has an associated internal cost, which depends on the number of operations performed in the intermediate joins. An optimal QEP is one in which the number of operations performed in the intermediate joins is minimal. The problem of choosing the optimal QEP is a combinatorially-explosive optimization problem. This problem is currently solved by estimating the query result sizes of the intermediate relations and selecting the one which is estimated to be the optimal QEP. All the research in this area, and the real-life database systems, estimate the number of operations to be directly proportional 1 Other query processing operations involve distinct factors that are functions of the specific QEPs. In this paper, we primarily consider the factors associated with the natural join. However, the comparative arguments that we present are valid in all heuristic scenarios where histograms are utilized in determining the best sequence of operations [1] .
to the size of the intermediate relations involved in the joins that are associated with a particular QEP. The sizes of these relations are obtained by a straightforward computation using the histogram values, which is computationally much less expensive than evaluating the actual query.
Since the analysis of selecting the optimal QEP must be done in 'real' time, it is not possible to inspect the real data in this phase. Consequently, query result sizes are usually estimated using statistical information about the structures and the data maintained in the database catalogue. This information is used to approximate the distribution of the attribute values in a particular relation. Hence the problem of selecting the optimal QEP depends on how well that distribution is approximated.
In [2] , it has been shown that errors in query result size estimates may increase exponentially with the number of joins. Since current databases and the associated queries increase in complexity, numerous efforts have been made to devise more efficient techniques that solve the query optimization problem.
Several techniques have been proposed to estimate query result sizes, including histograms, sampling and parametric techniques [3, 4, 5, 6, 7, 8, 9, 10] . Among these techniques, histograms are the most commonly used form of statistical information. They (and in particular, Equi-width and Equidepth explained below) are incorporated in most of the commercial database systems, including Oracle, Microsoft Structured Query Language (SQL) Server, Teradata, DB2, etc.
In this paper, we focus on methods that use nonparametric statistics, i.e. histogram-based techniques. First of all, we have developed a formal model for random databases with random attributes and random queries. Using this rigorous model, we have developed a prototype that tests the four prominent models of histograms known in the literature: Equi-width [6, 11] , Equi-depth [8, 9] , the Rectangular Attribute Cardinality Map (R-ACM) [12, 13, 14] and the Trapezoidal Attribute Cardinality Map (T-ACM) [14, 15, 16] . For reasons explained presently, although the current version of the comprehensive package does not include the implementation of the V-optimal scheme (and its enhancements) [2, 17, 18, 19, 20] and the wavelet-based histograms [21, 22] , we plan to incorporate the latter strategy too in the next version. Our empirical results demonstrate that R-ACM chooses a superior QEP more than two times as often as Equi-width and Equi-depth. In the case of T-ACM the ratio is even greater than four. Indeed, in the most general scenario, we analytically prove that under certain models the better the accuracy of an estimation technique, the greater the probability of choosing the optimal QEP.
Importance of the result
In the 1999 IDEAS Conference in Montreal, Canada, the database authority Professor J. D. Ullman from Stanford proposed the following question. He queried: 'Does a system using a superior histogram method necessarily yield a superior QEP?'. He also alluded to the experimental results using Equi-width [6, 11] and Equi-depth histograms [8, 9] which seemed to imply that the answer to the query was negative.
The importance of the results of this paper is that we show that the answer to his question is 'stochastically positive'. In other words, we prove that although a superior histogram method may not always yield a superior QEP, the probability that the superior histogram method yields a superior QEP exceeds the probability that it yields an inferior QEP. This thus justifies and gives a formal rigorous basis for the fact that all current day database systems use histogram methods to determine the QEP.
We also show that if two 'almost comparable' histogram methods (like Equi-width and Equi-depth) are compared, the probability of the superior one yielding a superior QEP is negligible. This probably answers for Professor Ullman's implied position. However, if the error of one method is significantly less than the error of the second, the probability of obtaining a superior QEP is also significantly greater. This is because of the explicit form of the function involved and further answers for the experimental results alluded to by Professor Ullman. The corresponding result for significantly superior histograms also follows from the functional form and is verified by experimental results involving Equi-width, Equi-depth and R-ACM, a recently devised histogram method [12] .
QUERY OPTIMIZATION
The query processing problem is generally divided in three different stages: query decomposition, query optimization and query execution. In query decomposition, the query, written in SQL, is parsed and validated. This module produces a query in relational algebra as a query Operator Tree. The next module, query optimization, takes this operator tree and searches for a plan that establishes the order in which the different algebraic operations are done. For queries involving more than two relations, there is more than one way (or QEP) in which the query can be evaluated and processed.
As discussed above, a QEP defines the order in which the operations are executed. This order is quite important in query optimization, since different QEPs have different costs. The cost is given by the response time and resource consumption in which the system processes the query. In general, the most important aspect to consider is the number of I/O operations, which is the dominant factor in evaluating the cost [14] . Therefore, it is commonly assumed in both the academic literature and in real life systems that the cost of a query is proportional to the total number of all tuples generated in the intermediate relations used to obtain the final answer.
Considering the natural join between n relations, the number of alternatives of executing the query (or different QEPs) grows exponentially with n. The total number of different join orders is given by (2(n − 1))!/(n − 1)!. In real databases the number of relations in a query is normally greater than 10, for which the number of different join orders is 176 billion! The problem of finding the optimal join order has been proven to be NP-hard [23, 24, 25, 26] .
The cost of a query, in terms of the response time, is a complicated function involving the query result sizes, the query result distributions, the disk access costs and other less important factors. Of these, it has been argued that only the numbers of read/write disk operations are the dominant factors [14] . All the research in this area follows the following model. When estimating the join of two relations, R 1 and R 2 , on two common attributes, A 1 ∈ R 1 and A 2 ∈ R 2 , the primary operation consists of composing a tuple from R 1 with that of R 2 , where the value of A 1 equals that of A 2 . Consequently, the number of operations needed to join R 1 and R 2 is directly related to the size of the table that results from the join and, thus, it can be seen that the total number of operations required for a query is quite accurately estimated as the summation of the number of tuples in all the intermediate relations in the QEP. This is also the model that we use.
Since it is almost impossible to evaluate the respective costs of all the possible join orderings in the various QEPs (so as to decide on the best QEP), many techniques have been developed so as to solve that problem. The most important strategy consists of approximating the cost of performing a QEP by estimating the number of operations required by the intermediate joins involved in that QEP. These techniques use the information stored in the database management system (DBMS) Catalogue to estimate the number of operations required by a specific join. This philosophy has been used in all real-life database systems such as Oracle, Microsoft SQL Server, Teradata, DB2, etc. [3, 4, 5, 6, 7, 8, 9, 10, 13, 16] . The quality of the approximation of the real cost by estimation, depends on how accurate the estimation process itself is. We list below (briefly) the most common techniques proposed and used both in academia and in commercial database systems.
HISTOGRAM-BASED TECHNIQUES
Histogram-based techniques are the most used methods among the non-parametric estimates. These techniques approximate the distribution of an attribute value by a pre-computed histogram. Indeed, these are the common schemes used in commercial database systems. Basically, the attribute value set is divided in intervals or buckets, each of them with an arbitrary number of values. Typically, only the interval bounds and the frequency counters 2 are stored. These data values are later used for approximating the individual counter for each value. The approximation is achieved by interpolation.
The Equi-width histogram
The concept of the Equi-width histogram has been used in statistical literature and in statistical pattern recognition 2 The frequency counter is given by the number of occurrences of all the values in the bucket. for many decades.
However, its use in databases was predominantly advocated by Piatetsky-Shapiro and Connel [9] .
The basic idea of this technique is to divide the set of attribute values into intervals or buckets that have, as approximately as possible, the same width. The frequency of each attribute value in the bucket is approximated by the height of the bucket. The height is calculated as the summation of the frequencies divided by the number of values in the bucket. The frequency for each attribute value is the number of tuples in the relation that have this attribute value.
The Equi-depth histogram
The structure of the Equi-depth histogram has also been extensively studied both by statisticians and by research into pattern recognition [27, 28] . However, its use in databases was also primarily motivated by the work of PiatetskyShapiro and Connel [9] . Basically, this technique consists of dividing the set of attribute values into buckets that have as approximately as possible the same population. 3 The frequency of a value is calculated (approximated) by dividing the population in the bucket by the number of attribute values that belong to the bucket.
An easy way of constructing a histogram using this technique consists of the following. Starting from the leftmost value in the direction of the rightmost value, accumulate the frequency counters until the population of the current bucket is greater than or equal to the whole population divided by the number of buckets. After achieving this, generate a new bucket starting with the remaining frequency of the previous bucket and proceeding along the rest of the attribute values.
R-ACM
The R-ACM histogram of a given attribute, in its simplest form, is a one-dimensional integer array that stores the count of the tuples of a relation corresponding to that attribute, which count is approximated for some subdivisions for the range of values assumed by that attribute [12, 14] . R-ACM is, in fact, a modified form of the histogram. However, unlike the two major forms of histograms, namely, Equiwidth histogram (in which all the sector widths are equal) and Equi-depth histogram (in which the number of tuples in each histogram bucket is equal), R-ACM has a variable sector width and has a varying number of tuples in each sector. The sector widths or subdivisions of R-ACM are generated according to a rule that aims at minimizing the estimation error within each subdivision.
R-ACM can be either one-dimensional or multi-dimensional depending on the number of attributes being mapped. In this paper, we shall only deal with the one-dimensional case of ordinal numeric values. As in the case of traditional histograms, non-numeric attributes are dealt with by using mapping functions.
A formal definition of R-ACM and its properties can be found in [13, 14] . Also found in [13, 14] are various expressions for the join estimation error, average-case and worst-case errors for both equality-select and rangeselect operations using R-ACM. Experimentally, R-ACM has been found to approximate the actual histograms with much smaller errors than Equi-width and Equi-depth. These significantly superior results obtained from running the different methods in simulated databases and real-life databases like the NBA, the US Census and benchmark systems like the TPC-D can be found in [13, 14] .
The mathematical foundation for R-ACM is the previous work due to Oommen and his student Nguyen, in which they proposed a general strategy for obtaining moment-preserving piecewise linear approximations of functions [29] . This technique approximates a function by preserving a finite number of geometric moments which are related to the transform domain parameters of a function. If this method is applied directly to yield a time/spatial domain approximation it ensures that the approximated function is close to the actual function in both the time (space) domain and the transform domain in a welldefined way. Indeed, R-ACM can be viewed as a specific perspective of this method since it preserves (or minimizes the variation from) the first geometric moment of the actual histogram. It thus ensures that the actual histograms are well approximated in both the time and transform domains.
T-ACM
The T-ACM histogram of a given attribute is a onedimensional integer array that stores the count of the tuples of a relation corresponding to that attribute, which count is approximated for some subdivisions for the range of values assumed by that attribute. T-ACM is, in fact, a modified form of the histogram. However, unlike R-ACM discussed above and the two major forms of histograms, namely Equi-width histogram [6] and Equi-depth histogram [9] , where the histogram buckets are rectangular cells, the sectors in T-ACM are trapezoidal cells. T-ACM is a non-parametric histogram-like estimation technique based on the trapezoidal rule of numerical integration, which generalizes R-ACM from a 'step' representation to a 'linear' representation. In this paper we consider the onedimensional T-ACM whose formal definition and properties can be found in [14, 16] . As in R-ACM, T-ACM has also been found to achieve much smaller errors than the traditional histogram methods (Equi-width and Equi-depth) on well-known standards such as the NBA, the US Census and TPC-D benchmarks [14, 16] .
Our contribution
In this paper, we analytically show that a system using a superior histogram method yields a superior QEP. We provide a 'stochastically positive' answer to the question regarding the relation between the efficiency and optimality of histogram methods. In other words, we prove that although a superior histogram method may not always yield a superior QEP, the probability that the superior histogram method yields a superior QEP exceeds the problem that it yields an inferior QEP. We have analytically shown this fact by using doubly exponentially distributed random variables. For the case of normally distributed random variables, we have used a numerical analysis, due to the impossibility of integrating the normal distribution density function. The empirical results obtained from the experiments that we have conducted on randomly generated databases corroborate the superiority of R-ACM and T-ACM over the traditional histogram methods, Equi-width and Equi-depth.
Comparative open work
Apart from the references mentioned above, a few significant references, which also objectively survey the field and which present relatively new contributions, deserve prominent mention. The first in this list is the paper due to Poosala et al. [19] , which specifically addresses the issue of designing histograms suitable for range predicates. In particular, the histogram design using the equi-sum, V-optimal and spline-based methods are discussed. Of these, V-optimalbased histogram methods are of particular interest, because they group contiguous sets of frequencies into buckets so as to minimize the variance of the overall frequency approximation. Philosophically speaking, this resembles the principle of R-ACM described presently, which attempts to minimize the variation around the mean in any given bucket and consequently has the property of minimizing the variance inside the bucket. While, in R-ACM, this is done along the attribute values, all the tuples within a bucket have almost identical frequency values. Thus, R-ACM can be perceived to be analogous to clustering the attribute values by their frequencies and yet maintaining the sequential nature of the attribute values. The similarities and differences between the actual histograms generated by these two families of methods are still being investigated. Poosala et al. [19] catalogue different families of V-optimal histograms based on the sort parameters and the source parameters, and their paper contains a complete taxonomy of all resulting histograms.
Poosala and Ioannidis continued this work in 1997 [18] , where the assumption of independence of the individual attributes within a relation was relaxed. While this work was directed towards certain specific histograms (and, in particular, some of the histograms mentioned above), we believe that the exact same techniques can be used to develop multi-dimensional ACMs. Indeed, we believe that the Hilbert numbering concept and the single value decomposition specified in [18] can be applied to the new histograms that we have introduced, for higher dimensions. This is also currently being investigated.
Jagadish et al. have studied the problem of yielding optimal histograms which guarantee certain quality specifications [17] . These specifications can be either spacebounded or error-bounded. A formal scheme to design space-bounded V-optimal histograms (and a corresponding approximation algorithm for the same) has also been presented in [17] . Identical developments for the error bounded V-optimal histograms have also been included. As a matter of comparison with our work, we believe that these identical philosophies can be used to obtain space-bounded and error-bounded histograms for R-ACM and T-ACM. Because R-ACM aims to minimize the variation around the first moment of the moment-based approximation, it is our conjecture that it is, in principle, an error-bounded quality approximation. The space-bounded approximation for R-ACM is probably the approximation obtained by controlling and optimizing the value of 'τ '. All these issues lead to numerous open problems.
A completely new strategy for approximating density functions in database query optimization involves waveletbased approximations. Such approximations have been used in signal processing, image processing and, in general, in function approximation for almost two decades [21, 22, 30] . The application of these techniques to databases naturally leads to the approximation of the density function using the m-most significant wavelet coefficients. Informally speaking, due to the results in [29] , we believe that these wavelet-based histograms are closely related to R-ACM and T-ACM because the latter also optimize the linear approximations by maintaining the most significant moment coefficients, as opposed to wavelet coefficients. The issue of comparing our ACM technologies with such approximations is still open and warrants investigation.
From the above discussion, it is clear that a lot of work has yet to be done to compare the ACMs with other histogrambased methods reported in the academic and commercial literature. A benchmarking exercise which compares the various schemes in terms of accuracy and query-evaluation plan efficiency has to be undertaken before a conclusive ranking of the schemes can be specified. Such a tedious study for the Transaction Processing Council (TPC) family of benchmarks is currently underway. However, we believe the results presented here are extremely valuable, because they demonstrate how the ACMs compare with the two histogram methods that are used in all the commercial database products.
EFFICIENCY VERSUS ACCURACY OF VARIOUS HISTOGRAM METHODS
It has been shown that R-ACM and T-ACM are more accurate than Equi-width and Equi-depth histograms, with regard to the approximation to the real underlying attributevalue histograms.
In this section, we analyze the efficiency of these methods from another point of view. Consider the equi-join operation of several relations. We shall now quantify the quality of a method by measuring the number of times this method achieves the right decision, i.e. it chooses the optimal QEP. For the analysis done below, we work with two models for the error function: the doubly exponential distribution and the normal distribution. In the former, the probability of obtaining a value that deviates from the mean (or true value) falls exponentially as a function of the deviation. The exponential distribution is more typical in reliability analysis and in failure models, and in this particular domain the question is one of evaluating how reliable the quality of a solution is if only an estimate of its performance is available. More importantly, it is used as an approximation to the Gaussian distribution for reasons which will be clarified below. The Gaussian model is much more difficult to analyze, since there is no closed-form algebraic expression for integrating the probability density function. However, a formal computational proof is included, which confirms our hypothesis.
Analysis using exponential distributions
A random variable, X, is said to be d-exp 4 distributed with parameter λ if the density function is given by:
where
If X is a d-exp random variable, it can be shown that
Although we only consider the analysis for any two histogram schemes, referred to as M 1 and M 2 (which could be R-ACM and Equi-width schemes), the result we claim can be extended to T-ACM and Equi-depth as well.
Consider two query-size estimation methods, M 1 and M 2 . The probability of choosing a cost value of a particular QEP by M 1 and that of choosing a cost value by M 2 are represented by two independent random variables. Clearly, this assumption of independence is valid because there is no reason why the value obtained by one estimation strategy should affect the value obtained by the second.
Without loss of generality, if the mean cost of the optimal QEP is µ, by shifting the origin by µ we can work with the assumption that the cost of the best QEP is zero, which is the mean of these two random variables. The cost of the second best QEP is given by another two random variables (one for M 1 and the other one for M 2 ) whose mean, c > 0, is the same for both variables. An example will help to clarify this. EXAMPLE 1. Suppose that M 1 chooses the optimal cost value with probability represented by the random variable X (opt) 1 whose mean is 0 and λ 1 = 0.4. This method also chooses another suboptimal cost value according to X (subopt) 1 whose mean is 8 and λ 1 = 0.4. M 2 is another method that chooses the optimal cost value with probability given by X (opt) 2 whose parameters are M = 0 and λ 2 = 0.2. Another suboptimal cost value is chosen with probability given by X (subopt) 2 whose parameters are M = 8 and λ 2 = 0.2.
Since 2/λ 2 1 < 2/λ 2 2 , with some insight, we can see that the probability that M 1 chooses a suboptimal cost value is smaller than that of M 2 choosing the suboptimal cost value. This scenario is depicted in Figure 1 .
The result described above is formalized in the following theorem. 
Let p 1 and p 2 be the probabilities that M 1 and M 2 respectively make the wrong decision. If
Proof. Consider a particular value x. The probability that the value x leads to a wrong decision made by M 1 is given by
Solving the integrals, (3) results in
The probability that M 1 makes the wrong decision for all the values of x is the following function of λ 1 and c:
which, after applying the distributive law and substituting the values of I 11 and I 12 , can be written as
After solving the integrals, (6) is transformed into 
Similarly, we do the same analysis for p 2 , which is a function of λ 2 and c:
We have to prove that
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Multiplying both sides by two, and substituting λ 1 c for α 1 and λ 2 c for α 2 , (9) can be written as follows:
Substituting α 2 for kα 1 , α 1 ≥ 0 and 0 < k ≤ 1, (10) results in
We now prove that q 1 − q 2 ≤ 0. After applying natural logarithm to both sides of (11) and some algebraic manipulations, q 1 − q 2 ≤ 0 implies
To prove that F (α 1 , k) ≤ 0, we use the fact that ln x ≤ x − 1. Hence, we have
because:
Hence the theorem.
The above theorem can be viewed as a 'sufficiency result'. In other words, we have shown that q 1 − q 2 ≤ 0 or that p 1 ≤ p 2 . We now show a 'necessity result' stated as a uniqueness result. This result states that the function p 1 ≤ p 2 has its equality only at the boundary condition where the two distributions are exactly identical.
To prove the necessity result, we consider q 2 − q 1 which, derived from (11), can be written as a function of α 1 and k, as
By examining its partial derivatives we shall show that there are two solutions for equality. Furthermore, when α 1 ≥ 0 and 0 < k ≤ 1, we shall see that for a given k there is only one solution, namely α 1 = 0 and k, 0 < k ≤ 1, proving the uniqueness.
Then G(α 1 , k) ≥ 0 and there are exactly two solutions for
Proof. We must prove that, as defined in the theorem statement, G(α 1 , k) ≥ 0. We shall prove that this is satisfied by determining the local minima for G(., .), where α 1 ≥ 0 and 0 < k ≤ 1. We first find the partial derivatives of (19) with respect to α 1 and k:
We now solve (20) and (21) for α 1 and k. Equation (21) can be written as follows:
which
which results in the solution α 1 = −1 and, consequently, k = 1. The second root, α 1 = 0, indicates that the minimum is achieved for any value of k.
We have thus found two solutions for (20) and (21), {α 1 = 0, k} and {α 1 = −1, k = 1}. Since α 1 ≥ 0, it means that α 1 can have at least a value of zero and hence the local minima is in {α 1 = 0, k}. Substituting these two values in G, we see that G(α 1 , k) = 0, which is the minimum. Therefore, G(α 1 , k) ≥ 0 for α 1 ≥ 0 and 0 < k ≤ 1.
To obtain a physical perspective of these results, let us analyze the geometric relation of the function G and the histograms' estimation methods. G is a positive function in the region α 1 ≥ 0, 0 < k ≤ 1. When α 1 → 0, G → 0. This means that for small values of α 1 , G is also small. Since α 1 = λ 1 c, the value of α 1 depends on λ 1 and c. When c is small, G is very close to its minimum, zero, and hence both probabilities, p 1 and p 2 , are very close. This behavior can be observed in Figure 2 .
In terms of histogram methods and QEPs, when c is small, the optimal and the suboptimal QEP are very close. Since histogram methods such as Equi-width and Equi-depth produce a larger error than R-ACM and T-ACM, the former are less likely to find the optimal QEP than the latter.
On the other hand, G is very small when λ 1 is close to zero. This means that Var[X 1 ] is very large. Since
] is also very large and both are close to each other (in Figure 1 , we would observe almost flat curves for both distributions). Random variables for histogram methods such as Equi-width and Equi-depth yield similar error estimation distributions with large and similar variances. Hence, the probabilities p 1 and p 2 are quite close and, consequently, similar results are expected for these estimation methods. As a consequence of this, 
Analysis considering normal distributions
For the analysis done in this section, we consider that we are given two histogram methods, M 1 and M 2 , for which the probabilities of choosing optimal or suboptimal QEPs are represented by two normally distributed random variables, X 1 and X 2 , whose means are µ 1 and µ 2 and whose variances are σ 2 1 and σ 2 2 respectively. Although the model using normal distributions is more realistic in real-life problems, the analysis becomes impossible because there is no closed-form algebraic expression for integrating the normal probability density function. Alternatively, we have used numerical integration and we have obtained rather representative values for which the implication between efficiency and optimality is again corroborated.
Without loss of generality, if the mean cost value of the optimal QEP is µ 1 by shifting the origin by µ 1 we again assume that the cost of the best QEP is zero, which is the mean of these two random variables. The cost of the second best QEP is given by another two random variables (one for M 1 and the other one for M 2 ) whose mean, µ 2 > 0, is the same for both variables. We also assume that, by scaling both distributions, 5 the variance of M 1 choosing the optimal QEP is one. An example will help to clarify this. Observe that σ 1 < σ 2 and hence we are expecting that the probability of M 1 making a wrong decision is smaller than that of M 2 . The probability density functions for these four random variables are depicted in Figure 3 . Note that, as in the d-exp distribution, given a particular value of x, if its probability under X (opt) 1 is high, then the area for which M 1 makes the wrong decision (i.e. its cumulative probability under X (subopt) 1 ) is small. Since these two quantities are multiplied and integrated, the final value is smaller than that of M 2 , as σ 2 is significantly higher than σ 1 = 1. This is what we formally show below. RESULT 1. 6 Suppose that:
• M 1 and M 2 are two query result size estimation methods; • X 1 and X 2 are two normally distributed random variables that represent the cost values of the optimal QEP obtained by M 1 and M 2 respectively; • X 1 and X 2 are another two normally distributed random variables representing the cost values of a non-optimal QEP obtained by M 1 and M 2 respectively;
Let p 1 and p 2 be the probabilities that M 1 and M 2 6 We cannot claim this result as a theorem, since the formal analytic proof is impossible. This is because there is no closed-form expression for integrating the Gaussian probability density function. However, the computational proof that we present renders this to be more than a conjecture. respectively make the wrong decision. If
Computational Proof. To achieve this proof, we proceed by doing the same analysis that we did for the d-exp distributions. If we consider a particular value x, the probability that x leads to a wrong decision made by M 1 is given by
The probability that M 1 makes the wrong decision for all the values of x is obtained by integrating the function resulting from multiplying every value of I 1 for each x and the probability density function of X (opt) 1 , which results in
Similarly, p 2 can also be expressed as follows:
where I 2 is obtained in the same way as in (24) for the distribution with variance σ 2 2 . Since there is no closed-form algebraic expression for integrating the normal probability density function, no analytical solution for proving that p 1 ≤ p 2 can be formalized.
Alternatively, we have invoked a computational analysis by calculating these integrals for various representative values of σ 1 and σ 2 by using the trapezoidal rule. The values of G = p 2 /p 1 ≥ 1 (i.e. for 1 ≤ σ 1 ≤ 10 and 1 ≤ σ 2 ≤ 10, where σ 1 ≤ σ 2 ) are depicted in Table 1 in the form of a lower-diagonal matrix. All the values of the upper-diagonal matrix (not shown here) are less than unity. Note that by making the value of σ 1 = 1, the analysis reduces to the first and second columns of this table. For example, if σ 1 = 1 and σ 2 = 2, p 2 /p 1 ≈ 33.6276. For more neighboring values of σ 1 and σ 2 , for example σ 1 = 9 and σ 2 = 10 (σ 1 = 1 and σ 2 ≈ 1.2345 after scaling), p 2 /p 1 ≈ 1.0318, which is very close to unity. The ratio for σ 1 = 1 and σ 2 = 10 is much bigger, i.e. more than 100 times.
In order to get a better perspective of the computational analysis, we study the behavior of the function G = p 2 /p 1 . Using the values of G given in Table 1 , we have plotted this function in the three-dimensional space as G(σ 1 , α 1 ), where α 1 = kσ 1 , 1 ≤ k ≤ 10. The plot is depicted in Figure 4 .
In order to enhance the visualization of G, we have approximated it by using the regression utilities of the symbolic mathematical software package Maple V [31] . When k = 1, the surface lies on the z = 0 plane, in the form of a straight line x = y (labeled 'k = 1 or σ 1 = σ 2 ' in the figure) . This is the place in which G reaches its minimum, when both histograms have identical variances. When k is larger (i.e. k = 10), the function G becomes much larger (up to 166 in Table 1 ).
The analysis above shows the importance of the variance in deciding on a histogram. When k is small, it implies that the optimal and suboptimal QEPs are very close. Therefore, histogram methods like Equi-width and Equi-depth are less likely to find the optimal QEP, since they produce larger errors than histogram approximation methods such as R-ACM and T-ACM. The latter produce very small errors and, hence, when comparing any of them with Equi-width or Equi-depth, we will have a much larger value of k. This will be reflected in our empirical results presented in the next section. 
THE JOIN ORDERING MODEL
In this section, we describe the formal join ordering model that we have developed to test the efficiency of the methods (or, for that matter, any query optimization strategy) discussed above. Since the estimation of the accuracy of these methods is done under synthetic data distributions, it requires a formal relational database model in which the relations are populated randomly according to some statistical distributions, and the queries themselves are user-defined. 7 The database has n relations, called R 1 , R 2 , . . . , R n . Each relation has n attributes, called A ij , such that A ij is the j th attribute of the relation R i . It will be presently clear that the attribute A ij symbolically represents the joining attribute for R i and R j , and the attribute A ii represents the data inherent to relation R i alone. 7 There are two pertinent issues here. First of all, the relations themselves specify the distributions of the attribute values. Beyond that, the userdefined queries also play a part in determining which attributes of the relations are queried. In our model, we assume that all the relations and their attributes are queried in a uniform manner. We would like to thank the anonymous referee for bringing this to our attention.
Among the various join operations available in relational database systems the model incorporates the equi-join. Clearly, this can be extended easily to other join operations. 
This string is called query string. For the sake of simplicity, the query join given in (27) Since the equi-join operation is associative [14] , the join given in (27) can be done in many different ways and the resulting relation is the same in all the cases. As discussed in Section 2, given a query string with n relations, the total number of different join orders is given by (2(n − 1))!/ (n − 1)!. It turns out that performing all the different join orders is a very complex problem. We have devised a method that analyzes all the different join orders given a query. To describe this, we introduce the following definition. 
. . R i n is performed according to the procedure described in Algorithm 1, Join Order Selection given below.
For the sake of simplicity the resulting join operation (R i X R j ) is referred to as R i R j or simply R ij . EXAMPLE 4. Consider the following join query:
Suppose that the QEP to perform all the join operations is S = 2 1 3. A trace of the different join evaluations is given in Figure 5 . The smallest index found in the first step is 1 which is in the second position. Thus the second join in the query, namely R 2 R 3 , is first executed and hence the join R 2 R 3 is performed, resulting in R 23 . In the next step, the smallest index in S is 2 at position 1. Hence, the join R 1 R 23 is performed and R 123 is obtained. Finally, the only index left in S is 3 which is at position 3. The third join to be done, join R 123 R 4 , is performed, obtaining the final relation R 1234 . We have described how to perform a query evaluation plan given a string query. Note that the QEP is also represented by a string and, for n relations, the length of the join order string is n−1. Since all the indexes in the string are different, there are (n − 1)! different strings representing the (n − 1)! QEPs. All we need now is to consider how to perform the join for the (n − 1)! different join order strings, calculate the number of operations for each of them and choose the string that leads to the minimum cost. This effectively models our join ordering selection mechanism.
As discussed in Section 1, this is an NP-hard problem, in which the number of different join orders increases with the number of join operands involved in the query. This is because the number of intermediate operations (or the number of tuples in the intermediate relations) also grows exponentially with the number of join operands involved in the query. In order to avoid time-consuming computations, different methods have been devised, such as pruning and estimation. We use the estimation methods discussed above to approximate that number, namely, the sizes of the resultant query relations.
JOIN ESTIMATION
The aim of the query optimization problem is to minimize two crucial quantities: the response time, which means how quickly the query is executed and the resource consumption, i.e. the computer resources (memory, CPU, etc.), used to execute the query. We first deal with some aspects in the calculation of the cost of a query.
The cost of a query, in terms of the response time, is given by the query result sizes, the query result distributions, the disk access costs and other non-relevant factors. Of these, only the numbers of read/write disk operations are the dominant factors [14] . We actually consider the cost of a query in terms of join cardinalities, which, for the sake of simplicity, we call the number of operations involved in the join.
Given two relations, R 1 and R 2 , to be joined by a common attribute, X, we calculate the cost of an equi-join query, R 1 X R 2 , as the size of the resulting relation. That is,
Our problem now is one of calculating the cost of an equijoin that includes more than two relations. Using Algorithm Join Order Selection, we can calculate the total number of operations for performing the join J = R i 1 R i 2 . . . R i n subject to the join order S = j 1 j 2 . . . j n−1 , as follows:
where R k is the intermediate relation generated in the kth step of Algorithm 1, Join Order Selection, i.e. R k = R j k R j k+1 . We have discussed how to calculate the number of operations of the real query given a QEP. The main goal of query optimization is to discern, in advance, what is the optimal (or close to optimal) QEP for a given query. We make use of the estimation methods discussed earlier to approximate the cost of the different QEPs and choose the optimal.
We use the procedure described in Algorithm Join Order Selection to calculate the estimated number of operations required to perform the join J = R i 1 R i 2 . . . R i n subject to the join order S = j 1 j 2 . . . j n−1 . This can be estimated by adding the estimated sizes of the intermediate relations as if they were created in every step of Algorithm Join Order Selection.
To estimate the total number of operations needed to perform the join J = R i 1 R i 2 . . . R i n subject to the join order S = j 1 j 2 . . . j n−1 , we add the costs of all the intermediate relations as follows:
where C k is the estimated cost at step k. Since, at each step, two relations of J are merged into a new one, the relations in J can be of two types, referred to as primitive or derivative. In all the possible scenarios encountered we shall show that the result of Theorem 6.1 (stated below) can be recursively invoked so as to calculate the cost at every step and obtain the total cost given by (30) . An example will help to clarify this. The first join to be estimated is R 2 A 23 =A 32 R 3 . Suppose also that each attribute, A 23 and A 32 , has three attribute values and a histogram with one sector. As a result, the estimated number of tuples for each value of A 23 is 14/3 = 4.67 and for each value of A 32 is 11/3 = 3.67. The cost of performing R 2 A 23 =A 32 R 3 is thus estimated as Figure 6 . The cost of the join is estimated as follows: (14) (2)(5)(7) = 257.10.
As we observe, | R 23 |, the estimated size of R 23 , is recursively used in this estimation. The last join to be estimated is R 123 A 34 =A 43 R 4 . Suppose that A 34 and A 43 , whose histograms are depicted in Figure 6 , have three attribute values. The estimated cost of the join results in We use (30) to estimate the cost of all the joins: Proof. First of all, observe that the join is between R a and R b . Since a is a string of integers with j as the last symbol and b is a string of integers with k as the first symbol, by the model of computation the join is done on the attributes A jk and A kj respectively.
To prove the theorem, we consider three mutually exclusive and collectively exhaustive cases.
Case 1. R a and R b are primitive. The proof of this case is straightforward, since a = j and b = k, which implies that R a = R j and R b = R k . Hence,
Case 2. Without loss of generality, suppose that R a is a primitive relation and R b is a derivative relation. 9 Thus, R a = R j and R b = R ki 1 i 2 ... . The estimated size of R ab can be calculated as
where x i and y i are the estimates for the ith value of A jk and A kj in R a and R b respectively. Since R a is primitive, R a = R j . Hence,
where x i is the estimated frequency for the ith value of A jk . On the other hand, the probability that v i is a value of R b is given by
We also know that
where y i is the estimate for the ith value of A kj in R k . 9 The case in which R a is derivative and R b is primitive follows by symmetry.
By invoking the assumption that A kj is independent of R b and using (35) and (36), we have
Using (33), (34) and (37), the estimated size of R ab yields 
Again, invoking the assumption that A jk is independent of R a , we have
since p(u i |R j ) is the probability that u i is a value for the attribute A jk in R j . Using (33), (37) and (40), the estimated size of R ab is calculated as
In our model (and in all database query systems worldwide), we have assumed independence between attributes and relations. We briefly consider what happens if there is attribute dependency.
Suppose, for example, that our database has three relations R 1 , R 2 and R 3 with three attributes each. To estimate the cost of the join R 1 R 2 we need the frequencies for A 12 and A 21 . Since both are primitive relations, the frequencies can be obtained directly from the unconditional probabilities.
The problem arises when we are to do the estimation of R 12 R 3 . To achieve this, we need the frequencies for each value, v i , of A 23 in R 12 . These frequencies are not exactly available for R 12 -they are only available for R 2 . To obtain p(v i |R 12 ) we would need to store p(v i |u j ), i, j = 1, . . . , m, where u j is the j th value of the attribute A 21 . This is because the new attribute was produced as a result of R 1 R 2 being performed on the old attribute values. In general, if all the attributes have m possible values, for n relations with n attributes we would need to store (n−1)n 2 m 2 conditional probabilities. As this number grows with the number of relations and the number of attributes, it is practically impossible to consider dependency.
Note that the estimated frequency of a particular attribute value, x i , is approximated by using any of the methods discussed in Section 3.
Therefore, the accuracy of estimation of the total number of operations to perform a join query depends on the method used to construct the histograms. This property is discussed below by showing, analytically and empirically, the impact of the error estimation in the determination of the (hopefully) optimal QEP.
DATABASE GENERATION
In this section, we discuss the statistical distributions used in the generation of the databases. We have carried out two sets of experiments for the methods discussed above.
In one set of experiments, the databases were generated using the uniform distribution modified under a multi-fractal decomposition. These databases were used to compare R-ACM with Equi-width and Equi-depth methods. In the other set of experiments, we have tested T-ACM with Equiwidth and Equi-depth with distributions which are more suitable for linear modeling of attribute values.
Although we have presented two new histogram methods, R-ACM and T-ACM, the question that has to be answered in a practical setting is that of determining which histogram is applicable for a particular database. While this problem is, generally speaking, open, there is one issue that is reasonably clear. If the density of the attributes is reasonably flat, we could use both R-ACM and T-ACM. On the other hand, if the density is significantly sloped, it is meaningless to use R-ACM. In such a case, it is obvious that R-ACM would be a poor approximation and it would be futile to even attempt such a modeling. In this case, the better approximation should be T-ACM, where the slope of the trapezoid is made to approximate the slope of the density function. This also answers the question of why we have tested the ACMs with the respective distributions.
Empirical results on the accuracy of the heuristic methods on real-life databases generated by the TPC-D benchmark can be found in [13, 16] . Testing the histogram methods on the databases generated by TPC-H is currently being undertaken.
Database generation for R-ACM evaluation
The databases used to test the accuracy of R-ACM are generated using the uniform distribution modified by the multi-fractal decomposition. In order to populate the database we used a probability list for each attribute value as follows. DEFINITION 7.1. Consider an attribute A, whose set of values is V = {v 1 , . . . , v m }. The probability set of A is given by P = {p 1 , . . . , p m }, such that v i is randomly generated with probability p i .
Using this probability set, the values for each attribute in each table are randomly generated in such a way that
where E(x i ) is the expected number of times that v i is in the relation and N is the number of tuples in the relation.
In order to generate a database, we first ensure that the distribution of the probability set is uniform. We do this by assigning the probability values by setting the value p i to 1/m, for i = 1, . . . , m. Hence the expected number of occurrences of a value in a table is given by E(x i ) = N/m. The next step of the database generation consists of transforming the distribution of P to fit a non-uniform multifractal distribution. Since this is straightforward [5, 32] , we do not elaborate on it here. Suffice to mention that this method receives as input a decomposition probability p = 0.5 as a parameter. The basic idea of multi-fractal decomposition is to multiply the first half of the probability set by p and the second half by 1 − p. The same procedure is recursively applied to each half.
In our model, we have further augmented the multifractal decomposition by a sliding index, k. 
Database generation for T-ACM evaluation
The databases used in the experiments for testing T-ACM and comparing it with the traditional methods used a particular probability distribution that we called the noisy Trapezoidal Distribution (TD), which is based an underlying exact TD distribution. We work with this distribution because comparing the schemes with the uniform/multifractal distribution is meaningless if the model of linearity is not valid in the first place.
In the exact TD distribution, the probability set of a given attribute, P , is divided into k subsets, P = {P 1 , . . . , P k }. Each subset has the same range values as the corresponding range in the Equi-width histogram. The probability subset P 1 is generated by choosing two random numbers, a and b; p j ∈ P 1 is calculated as
where |P j | is the number of values of P j . The next probability subsets are generated by setting a for the new range as the 'b' of the previous range and choosing a new random number b for the subsequent range. Once all the probability subsets are generated, P is normalized. A typical probability distribution TD is depicted in Figure 7 . For a given attribute, generated with this distribution, the shape of its T-ACM histogram will be similar to that of the graph drawn in Figure 7 . The database is generated in such a way that all the pairs of attributes to be joined have the same distribution. In other words, the attribute A ij has the same distribution as the attribute A ji , for i, j = 1, . . . , n, i = j .
The random values for each attribute for the noisy TD are generated using the exact TD distribution with some noise κ. If we want these numbers to be arbitrarily close to each other, we need N to be large. However, there is a practical reason for not choosing N quite so large. In order to test the methods, we need to perform an equi-join of n relations, which grows exponentially as the number of tuples is larger.
In other words, if the number of tuples in the relations is small, the histograms are not so good and the estimations are poor. However, if the number of tuples is large, the estimates are good, but the equi-joins cannot be achieved due to the sizes of the joined relations. This problem is aggravated by the fact that we do not perform any query pruning. That is, we process all the QEPs and find which is the one that minimizes the number of operations. Thus, even though the underlying model is exact, learning the model using the histogram is far from trivial. In spite of this, the results we have obtained are quite amazing.
SIMULATION RESULTS
In this section, we discuss the empirical results obtained from some simulations with randomly generated databases. We have conducted two independent experiments; one of them is to compare the efficiency of R-ACM with the traditional methods and the other one is related to T-ACM.
In each experiment, we performed four independent runs. In each run, 100 random databases were generated. Each database was composed of six relations, each of them having six attributes. Each relation was populated with 100 tuples.
It is clear that the number of tuples used in these experiments is small, namely 100. If the number of relations involved is six, this would imply computations of the order of O (10 12 ) , if all the possible join operations have to be considered. If, however, the size of the relations was made to be O(10 4 ), the computations for the six relations would be prohibitively large, O(10 24 ), since we exhaustively search the entire solution space to test the efficiency of the algorithms.
Simulation for R-ACM and traditional methods
In order to compare the efficiency of R-ACM with that of Equi-width and Equi-depth, we used 50 values per attribute. We set the number of buckets for Equi-width to be 22 and the number of buckets for Equi-depth to be as close to 22 as possible. The number of buckets for R-ACM is the smallest integer, s, such that s ≥ 11 and τ is an integer; s is automatically calculated by the prototype by performing a sequential search over all possible values of τ . In order to be impartial with the evaluation, we set the number of buckets for R-ACM to be approximately half of that of Equi-width and Equi-depth, because the former needs twice as much storage as that of the latter. The simulation results obtained from 400 independent runs, used to compare the efficiency of R-ACM and Equiwidth, are given in Table 2 . As in the subsequent tables, the column labeled 'R-ACM' is the number of times that R-ACM is better than Equi-depth. The column labeled 'Equi-width' indicates the number of times that Equi-width is superior to R-ACM. As we can observe from the last row, R-ACM chooses the superior solution more than twice as often as Equi-width. Table 3 shows the results obtained after comparing R-ACM with Equi-depth. Again, we observe the superiority of R-ACM over Equi-depth-R-ACM chooses a superior solution almost four times as often. 
Simulation for T-ACM and traditional methods
In this section we discuss the results obtained from the simulations performed to compare the efficiency of T-ACM, Equi-width and Equi-depth. In our experiments, we have used the noisy TD distribution to generate random databases with a noise level of 20%. Hence, the samples were generated with κ = 0.2 and −0.2 ≤ o i ≤ 0.2, for i = 1, . . . , m. We set the number of attribute values to be 25 and the number of buckets to be four. The experimental results obtained after performing query optimization on 400 random databases are shown in Table 4 . We observe the superiority of T-ACM over Equi-width-it chooses a superior solution more than four times as often as Equi-width. In Table 5 , we show the results of another set of runs used to compare T-ACM and Equi-depth. Again, T-ACM chooses a superior solution more than four times as often as Equi-depth. The power of T-ACM is obvious.
User interface
In order to facilitate the use of the prototype that we have developed to test the histogram methods in randomly generated databases, we have built a sophisticated user interface using the state-of-the-art Java programming language in a Visual Development Environment. Details of its design and of how the user interface can be operated, as well as sample screens can be found in [32] .
CONCLUSIONS
In this paper, we have discussed the efficiency of the traditional histogram-based estimation methods for database query optimization, namely Equi-width and Equi-depth, as well as some new methods proposed in [12, 14] and [14, 15] , R-ACM and T-ACM respectively. We have presented a prototype that was developed to benchmark histogram-based estimation methods.
We have shown analytically (using a reasonable model of accuracy, namely the d-exp distribution for errors) that, as the accuracy of an estimation method increases, the possibility of it leading to a superior QEP also increases. We have shown that for histogram methods that produce errors with similar variances (such as Equi-width versus Equi-depth or the recently introduced R-ACM versus T-ACM), the expected results are also similar. We have also shown that R-ACM and T-ACM, which produce errors with significantly smaller variances than the traditional methods, yield better QEPs a substantially larger number of times.
Due to the constraints involved in deriving a closed-form expression for integrating the normal probability density function, we have presented a computational analysis of the accuracy/optimality problem for the Gaussian distribution. Our analysis has also validated the result that histogram methods producing smaller errors lead more often to optimal QEPs.
We have also presented some experimental results obtained on randomly generated databases. The empirical results show that R-ACM chooses superior QEPs more than twice as many times as Equi-width and more than four times as often as Equi-depth. This ratio is more than four times as often when comparing T-ACM with Equi-width and Equidepth.
Although the current version of the comprehensive package does not include the implementation of the V-optimal scheme (and its enhancements) [2, 17, 18, 19, 20] , and the wavelet-based histograms [21, 22] , we plan to incorporate them into the next version.
The power of the new estimation methods, R-ACM and T-ACM, over the traditional methods, Equi-width and Equidepth, has been clearly demonstrated both analytically and empirically.
