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Objects with mirroring optical characteristics are left out of the scope of most 3D scanning
methods. We present here a new automatic acquisition approach, shape-from-distortion, that
focuses on that category of objects, requires only a still camera and a color monitor, and pro-
duces range scans (plus a normal and a reﬂectance map) of the target. Our technique consists
of two steps: ﬁrst, an improved environment matte is captured for the mirroring object, using
the interference of patterns with diﬀerent frequencies to obtain sub-pixel accuracy. Then, the
matte is converted into a normal and a depth map by exploiting the self-coherence of a surface
when integrating the normal map along diﬀerent paths. The results show very high accuracy,
capturing even smallest surface details. The acquired depth maps can be further processed
using standard techniques to produce a complete 3D mesh of the object.
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In recent years, research on 3D acquisition led to the development of working
techniques capable of producing digital 3D models of real world objects. These tech-
niques diﬀer in many aspects, including precision, scanning time, amount of required
human interaction, economic aﬀordability, type of resulting models, captured attri-
butes, and so on. Another central aspect are the categories of objects that can be
scanned by the speciﬁc techniques, i.e., which constraints limit the possible targets
in terms of size, weight, complexity, and surface properties.
In particular, theory and practice show that objects with mirroring surface prop-
erties are outside the scope of almost all current standard approaches for high qual-
ity acquisition. In all active scanning methods (e.g., laser scanning, structured light,
and time of ﬂight—see [1]) the problem is that the active signal (e.g., projected pat-
tern or laser) is mainly reﬂected along the specular direction so that almost no light
reaches the sensor. In addition, specular reﬂections of an object are eﬀected by the
surface normal and can therefore lead to the eﬀect that the projected pattern is per-
ceived on the wrong position [2]. Shape from shading based approaches [3] require
the surface to be Lambertian and do not work for glossy, especially not for mirroring
surfaces. In shape from silhouette approaches [4], beside of the general problem of
lacking precision, the silhouettes of mirroring objects are hard to detect automati-
cally since the whole environment is reﬂected in the object.
However, mirroring objects may nevertheless be scanned by the approaches men-
tioned above if they are previously painted (or covered with white dust) to approx-
imate Lambertian surface behavior. But this is clearly invasive and unpractical for
many applications.
All in all, there is an urgent need to use optical techniques to measure the shape of
an object with a specular surface, especially technical components, pieces of art or
even everyday objects—like knifes, forks or keys—without changing their optical
properties.
In this article we present a novel approach, shape from distortion, to reconstruct
the surface of a mirroring object with high precision. It uses only standard, cheap
hardware (a monitor and a camera), and care has been taken to achieve relatively
short acquisition times. Our approach consists of two steps:
• an improved environment matte extraction that uses the interference of patterns of
diﬀerent frequencies to obtain sub-pixel accuracy relative to the projected pattern,
• followed by a step that converts the matte into a normal and a depth map by
exploiting the self coherence of a surface when integrating the normal map along
diﬀerent paths.
The process is very modular: even if the second step requires the output of the ﬁrst
one as input, each can also be used separately in diﬀerent contexts.
Before giving a more detailed overview over our technique in Section 3 we will
brieﬂy summarize related work by other researchers on the subject of specular ob-
jects scanning.
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Several research groups developed variations of standard range scanning tech-
niques that are capable of scanning specular objects.
In Oren and Nayar [5], 3D surface proﬁles of specular objects are generated by
observing the movements of virtual (i.e., reﬂected) features on their surface. Simi-
larly, Zheng et al. [6] rotated the specular object on a turntable under the illumina-
tion of two linear ﬂuorescent lamps, and estimating normal and geometry by the
motion of the reﬂection during the rotation. Later, Zheng and Murata [7] extended
this approach, using circular-shaped light sources, so that, if there are no occlusions
due to the object shape, a highlight can be observed on all surface points regardless
of their normal, thus increasing the number of possible shapes that can be recovered.
While they can derive the complete geometry of an object in a single scan, the accu-
racy of the generated models is limited and special hardware is required.
The reconstruction of shape and diﬀuse or glossy BRDF from images of the ob-
jects illuminated by a point light at diﬀerent positions has been investigated by Bel-
humeur and Kriegman [8]. In that approach the BRDF of the object is an unknown
to be recovered as well as its shape, leading to a more complex problem that conse-
quently requires hundreds of images to be solved. More importantly, their approach
cannot provide the angular resolution that is required for measuring surfaces with a
pure mirroring BRDF.
In [2], a laser scanning system is proposed where a shield mask limits the direction
of incident light. The prototype system is able to scan specular as well as Lambertian
surfaces with high accuracy but at a very low speed since each position on the surface
has to be seen under various angles (100 measurement points in 20 min [9]).
The quality of ﬂat or nearly ﬂat surfaces such as a die or sheet metal has often
been measured by observing the reﬂection of regular grids (see, for example [1] for
an overview). Similar to reﬂection lines used in geometric modelling [10], the accu-
racy of these methods is high because measured surface normals are used to recon-
struct the shape of the object. A similar method has also been proposed by [11] to
measure the shape of the human cornea. Our method also beneﬁts from this mea-
surement principle in terms of accuracy and extends it to recover dense range maps
of arbitrary shaped objects.
Park and Cho [12] place a specular object in a retroreﬂective hemisphere and illu-
minate its surface with a laser beam. The reﬂected beam is measured and the position
on the object where it was hit by the retroreﬂected beam is calculated. The next beam
is directed at this surface point under a diﬀerent angle. Once the position and corre-
sponding normal for one surface point is known, the shape and surface normals of a
suﬃciently smooth object can be reconstructed recursively. The main problem of this
approach is that errors are accumulated in each step and not corrected. With grow-
ing distance from the initial point the data become more and more unreliable.
In their recent work on this subject, Savarese and Perona [13,14] use a 2D pattern
consisting of points identiﬁed by the intersection of three coplanar lines, and manage
to recover from their reﬂection some attributes of the mirroring surface, i.e., relation-
ships between depth and normal. This can be used to locally reconstruct the surface
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the shape of the mirror (a sphere or a ﬂat mirror) is known. Still, the detection and
labelling of elements of the patterns is far from automatic and indeed quite problem-
atic for not trivially shaped mirror. More important, the measurements are very
sparse. Typically their number is around a dozen, so no assumption of point-to-point
continuity is possible. Therefore, the technique can be useful as auxiliary rather that
substitute for typical range scanning technique.
Following a totally diﬀerent approach, Bonfort and Sturm [15] showed that the
standard voxel carving techniques can be adapted to the case of mirroring objects.
The mirroring object is photographed in front of a known surrounding environment
from diﬀerent point of views. The voxels are then detected not to be on the surface of
the target object—and thus discarded—whenever it is not possible to coherently asso-
ciate a normal to it, that is compatible with the perceived reﬂection. The mirroring ob-
ject surface is reconstructed as the set of surviving voxels. This technique inherits the
characteristic of other voxel carving approaches: while they can be useful to recover a
rough approximation of the global shape of the capture object, the achieved resolu-
tion and accuracy are typically very low. In this sense, this technique is complemen-
tary to the one that we are presenting here: the latter on the contrary produces
range maps that are a very accurate, but partial, representations of the targeted sur-
face (multiple range maps are typically necessary to reconstruct an entire model).
Finally, a technique that aims at capturing more the appearance of mirroring ob-
jects rather than their 3D geometry has been presented by Zongker et al. [16]. They
introduced environment mattes which capture how light impinging from the envi-
ronment is reﬂected by the object. We base our acquisition technique on environ-
ment matting and extend this approach. Environment mattes will be revisited and
explained in more detail in Section 4.3. Overview
To obtain the 3D geometry, we observe images of a nearby monitor that are re-
ﬂected in the mirroring object. The shape of the object is recovered by investigating
the way the perceived reﬂection of the monitor is distorted. We call this process shape
from distortion.
To represent the distortion we use an environment matte [16,17] which is a general
way to model the optical interactions between an object and its surroundings. Our
system consists of, ﬁrst, capturing a matte, and then using it to produce a range
map representing the surface of the investigated object. The next two sections are
dedicated to one phase each:
Section 4 describes a new automatic way to capture the environment matte with
high accuracy: we capture ﬁve images of the object while it reﬂects repetitive patterns
of diﬀerent frequencies displayed on a nearby monitor (Fig. 1A). These images (Fig.
1B) are used to construct the matte (Fig. 1C) with sub-pixel precision, i.e., for each
pixel in the captured images we compute the exact 2D position of the point where the
reﬂected ray hits the monitor.
Fig. 1. The big picture of shape from distortion: the target object is photographed (A) while reﬂecting some
pattern displayed by a monitor. The captured images are used (B) to compute an environment matte (C)
from which we extract a normal map together with a depth map (D) that are embedded into the ﬁnal 3D
range scan (E).
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of a depth and a normal map (Fig. 1D) from the resulting matte. Given the position of
themonitor anda tentative normal at eachpixel, the environmentmatte relates the nor-
mals to corresponding depth values, and vice versa. Since both are initially unknown
we apply another constraint to ﬁnd their absolute values: we minimize the incoherence
of the surface that occurs integrating the normal map along diﬀerent paths.
The ﬁnal output of the presented algorithm is a standard range image, a 2D data
structure that for each point stores the distance of the scanned object along the cor-
responding ray (Fig. 1D) enriched by a normal map, plus a reﬂectance map derived
directly from the matte. A complete model of the object can be constructed out of
multiple range maps using well known techniques for scan alignment [18,19], merg-
ing [20,21], and surface simpliﬁcation [22].
The described steps of our approach are in practice preceded by a calibration pro-
cedure which is explained in Section 6. We need to recover the response of the cam-
era to the intensity of the monitor with respect to the three color channels, since
colored stripe patterns are applied during scanning. Further, a calibration of the
intrinsic camera parameters is performed, and the relative monitor position is mea-
sured. This calibration has to be done only once and can be reused for subsequent
scans as long as the monitor and the camera are not moved.
Finally, in Section 7 we show some experimental results and in Section 8 we con-
clude and give some directions for future work.4. Matting extraction
In this section, we describe an algorithm to acquire an Environment Matte that
captures with sub-pixel precision the way a given mirroring object reﬂects its
environment.
4.1. Previous matting techniques
Matting is a category of 2D techniques that consists, in the general case, in cap-
turing how the environment (in most cases a far background) is ﬁltered, reﬂected,
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information is then typically used to synthesize images where the same foreground
object is realistically shown in a diﬀerent, possibly synthetic, environment.
The most simple matte, known as blue (or, more recently, green) screen matte [23],
records for each pixel a real value in the interval [0. . .1] modelling how much of the
background is visible at that pixel. This technique is widely used in cinematography
to replace the background of an arbitrary scene. The information is captured at each
frame showing the object in front of a homogeneous blue, yellow, or green
background.
More information is recovered by an environment matte [16,17], which stores,
for each pixel position (u, v), the texture coordinate ~oðu; vÞ over an environment
texture of the texel that, possibly after a reﬂection or refraction with the object,
is seen at the position (u, v). The object can then be placed into arbitrary back-
grounds while maintaining its reﬂection characteristics. The original environment
matte does not store the coordinate of a single point but the rectangular area of
the environment texture that contributes to the considered pixel; however, for
our purposes (mirroring surface reconstruction) we need to use only use main
reﬂection direction.
Note that the environment matte usually refers to a background placed behind the
object, and visible through it, while for our purposes we need the matte to refer
rather to the environment in front of the object, and reﬂected by it. However, the
mentioned matting techniques are not limited to recover background environment
mattes and would work just as well for foreground environment mattes.
In [16] Zongker et al. extracted the necessary information~oðu; vÞ from a series of
images of reﬂected binary encoded stripes displayed by a monitor that is placed at
the position of the virtual texture. Here, the frequency of the pattern is doubled from
frame to frame using 1, 2, 4, . . ., 2n stripes. The low frequency patterns determine a
rough approximation of the location of~oðu; vÞ, while higher frequency ones provide
a more and more accurate reﬁnement of that estimate. Similar approaches of spatio-
temporal modulation of the illumination are commonly used in other 3D scanning
applications, e.g. [24]. Unfortunately, in current approaches the accuracy of the sys-
tem is limited by the resolution of the projected pattern with the highest frequency.
Furthermore, little information is obtained from the images with lower frequencies
which only roughly determine the position.
The environment matting technique has further been extended in two ways by
Chuang et al. [17]: the ﬁrst one increases the quality. It assumes that a pixel value
at (u, v) results from an area of the texture weighted by a Gaussian rather than a rect-
angular region. A stripe with Gaussian proﬁle is swept smoothly over the monitor.
The stream of 100–300 frames is recorded by a video camera to obtain the position
~oðu; vÞ and the spatial extend of the Gaussian ﬁlter that has to be applied.
Another improvement reduces the eﬀort of capturing the matte to just a single
frame, allowing real-time mattes. However, it only works for background textures.
The binary stripe pattern is replaced by smoothly varying transition of pure red,
green, and blue color, a planar slice through the RGB cube. The resulting matte con-
sists of the texture coordinates~oðu; vÞ and an opacity value a (u, v). While the acqui-
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ity, the recovered matte is ﬁltered by combining neighboring pixels which limits the
accuracy.
4.2. Our matte
In our approach, the matte is deﬁned by the following attributes at each pixel (u, v):
• the 2D position ~oðu; vÞ where the ray through pixel (u, v), reﬂected by the object,
intersects the monitor. ~oðu; vÞ will be recovered with sub-pixel precision with
respect to the resolution of the monitor which is required for accurate 3D
reconstruction.
• the reﬂectance a (u, v) as a color vector, encoding the perceived attenuation of
light emitted by the monitor. For a perfect mirror a (u, v) will be (1, 1, 1)T while
for points outside the silhouette of the object it will be (0, 0, 0)T.
Regarding the content, our matte is very similar to the real-time captured matte
[17]. However, our application scenario demands a much higher accuracy so that
a single image is not suﬃcient to recover a high quality matte. Even more important,
we have to avoid ﬁltering and want to be able to reconstruct the value of~oðu; vÞ for
each pixel of the captured image totally independent on the values of neighboring
pixels. This is because the origin of a reﬂected ray may change drastically for rela-
tively small variations of the surface normal. Combining values from neighboring
pixels thus would introduce too large errors. We also want to keep the number of
required images as low as possible.
The new pattern scheme we apply for the matte extraction consists of four
images. The patterns M1. . .4 (visible in Fig. 2) are striped along diﬀerent directions.
After calibration (see Section 6) the repeated period of the stripes is perceived by the
camera as the periodic function shown in Fig 3: the signal is built out of hat func-
tions for the RGB color channels displaced in such a way that they always sum up to
one.
For each location (u, v), the quadruple of observed color values ci, i 2 [1. . .4] for
the four patterns is suﬃcient to determine ~oðu; vÞ robustly and with sub-pixel preci-
sion: we ﬁrst determine the position (or phase) x1. . .4 inside one stripe for each of the
four patterns; using the interference patterns we then recover the number of the
stripe y1. . .4 in which the point is located.Fig. 2. Patterns M1. . .4 sent to the monitor to capture the reﬂected environment matte.
Fig. 3. Each striped pattern shown in Fig. 2 is perceived in the camera as a repetition of the following
values of red, green, and blue (up to a scale). (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this paper.)
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presented in Fig. 3, that best matches the RGB color values of ci. We ﬁnd xi using the
following algorithm:
(1) The three color values are sorted yielding ci [min] 6 ci [med] 6 ci [max] (mini-
mum, median, maximum).
(2) The order of the color channels locates xi inside one of the six regions, where
each region is delimited by the intersection of the r, g, and b hat functions of
Fig. 3. Let regionNr 2 {1. . .6} be the index of that region.
(3) The exact position of x0i 2 ½0 . . . 1Þ within the region is found by
x0i ¼
2  ci½med  ci½minð Þ
ci½max  ci½minð Þ þ ci½med  ci½minð Þ : ð1Þ
Considering the magnitude of ci [med] with respect to the minimal and maximal
values takes into account darkening due to absorbed light. Additionally, it also
works correctly if the minimum value is not zero. This reduces errors intro-
duced by ambient lighting and color shifts. In an ideal case, the minimum value
would always be zero by construction of the signal.
(4) If the in the region regionNr the median function is decreasing, that is if
regionNr is an oddnumber, then the value x0imust be reversed,with x
0
i  1 x0i.
(5) The ﬁnal xi is given by the value of x0i scaled and biased to take into account the
region it belongs to







Repeating this algorithm for each color c1. . .4 one ends up with four values x1. . .4,
each value xi identifying where, inside a still unknown stripe yi, the origin~oðu; vÞ of
the monitor point reﬂected to pixel (u, v) is located. The unknowns yi are found by
exploiting the interference of the four patterns.
In fact, the two diagonal patterns M3 and M4 have a diﬀerent period for the
stripes than M1 and M2, e.g., each row of M1 has ﬁve repetitions while each row
of M3 has four. Since four and ﬁve are coprimes, there is only one possible solution
y1. . .4 that justiﬁes the measured values x1. . .4. To ﬁnd it we need to solve a system
with an equation for each striped pattern used:
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oy ¼ ðx2 þ y2Þ=5;
ox þ oy ¼ ðx3 þ y3Þ=4;
ox  oy ¼ ðx4 þ y4Þ=4; ð3Þ
where~oðu; vÞ ¼ ðox; oyÞ. The unknowns are ox, oy, and the integer values y1. . .4, with
y1,2 2 0, . . ., 4 and y3,4 2 0, . . ., 3. Note that we have an occurrence of the shown sys-
tem for each position (u, v) on the matte, and each one is solved separately. The sys-
tem is solved by:
4y1  5ðy3 þ y4Þ ¼ 4x1  5x3 þ 5x4;
4y2  5ðy3  y4Þ ¼ 4x2  5x3  5x4:
ð4Þ
Since the left-hand sides of both equations represent integer values, we round the val-
ues of the two right-hand sides, that are knowns, to their closest integer values i1 and
i2, respectively (the magnitude of the rounding can be used as a measure of our con-
ﬁdence for the value of ~o at that position). What remains to solve is:
4y1  5d1 ¼ i1;
4y2  5d2 ¼ i2;
ð5Þ
where d1 and d2 are the sum and the diﬀerence between y3 and y4, i.e., d1 = (y3 + y4)
and d2 = (y3  y4). Eq. (5) are two simple Diophantic equations to be solved sepa-
rately yielding:
ðy1; d1Þ ¼ i1ð3; 4Þ þ k1ð5; 4Þ;
ðy2; d2Þ ¼ i2ð3; 4Þ þ k2ð5; 4Þ;
ð6Þ
for any k1,2 2 IN. We chose for k1 (and k2) the only value that puts y1 (and y2) in the
required interval [0. . .4].
With the values d1 and d2 we trivially compute values for y3 and y4. As an error
recovery procedure, if the sum of d1 and d2 turns out to be odd, we know that one of
the two roundings of i1 and i2 has been done in the wrong way: we can take the one
which is further away from its closest integer value and re-perform its rounding in
the opposite way (decreasing the conﬁdence value accordingly).
As the last step, we plug the y1. . .4 into Eq. (3) to get an overdetermined system,
which is solved to ﬁnd the ﬁnal result~o ¼ ðox; oyÞ for the given pixel: the redundancy
is used to reduce errors.
In principle, we could use the conﬁdence values to reject bad or noisy measure-
ments. However, we did not need to in practice, as the matte we computed showed
high conﬁdence for all the point with suﬃcient reﬂectance a, i.e., at all points where
the original signal is not severely darkened (see Section 4.3).
4.2.1. Number of stripes
The number of stripes used within one pattern is quite important. Ideally, the
accuracy of the reconstructed ~oðu; vÞ will be increased with a higher number of
stripes. Assuming that the xi are always determined with the same accuracy no
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rate resulting in higher precision.
But, if the stripes are too close, the computation of y1. . .4 becomes more and more
unstable. Since yi are discrete values they are either computed correctly or deviate a
lot from the correct solution. Their computation is very robust but if too many
stripes are present the system may undergo more errors than it can handle. In these
cases it would probably make sense to use the computed yi of neighboring pixels to
detect and correct errors, something we do not exploit currently.
In our implementation we use ﬁve stripes along the x axis for the vertical pattern
and four repetitions for the horizontal one. The diagonal patterns are slanted by 45,
resulting in four repetitions along the x axis. As required four and ﬁve are coprimes.
Another desired property is that the patterns have more or less the same frequency.
At the chosen frequency, the y1. . .4 present little or no errors, while the x1. . .4 still pro-
vides enough precision.
4.3. Color shift
Our pattern scheme is naturally resistant against darkening because of the scaling
in Step 3 of the algorithm in Section 4.2. That means a good matte can be captured
even if captured color values do not sum up to one because only a fraction of the
original brightness is reﬂected by the surface. The ability of the system to work inde-
pendently of the obtained brightness is important, since it leaves some freedom in
factors like camera exposure time, and gives robustness against absorption by the
mirroring surfaces.
As another good quality, the zero-order continuity of the used periodic functions
(see Fig. 3) gives to the system a relative resistance to the blurring resulting from the
aliasing of the CCD.
On the other hand, the use of colored patterns makes the technique prone to er-
rors due to color shift, mainly occurring as a consequence of two factors:
• reﬂective surfaces that color the light they reﬂect, such as golden surfaces; or
• diﬀerences in the color irradiated by a pixel of the monitor into diﬀerent directions.
These eﬀects may vary from pixel to pixel over the image.
One way to make the matte acquisition more robust against color shifts is to take
a reference image ca of the object reﬂecting just a white image displayed on the mon-
itor. The color information at each pixel is then used to normalize the subsequent
values of the corresponding channels of the pixels c1 . . .c4. Color shift due to any
of the mentioned reasons will aﬀect both the ca and the other images in the same
way. The error can therefore be drastically reduced by a per-pixel, per-channel nor-
malization with ca, at the cost of just one extra image. This normalization has proven
to be suﬃcient for our cases. The values of ca are also directly used as the the reﬂec-
tance channel a (u, v) of the matte. Values that are too dark are clamped to 0 and ig-
nored (they are considered to be either outside the silhouette of the object, or part of
the object that is not mirroring, or a part of the object that is not lit by the monitor).
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In this section, we describe how the geometry is reconstructed from the acquired
environment matte. Like in conventional 3D range scanning (e.g., laser based) the
geometry will be recovered as a range map, i.e., at every pixel of the environment
matte we compute a depth value (the distance between the principle point of the cam-
era and the surface point visible at the considered pixel).
To reconstruct the geometry of the entire surface of the scanned object, multiple
range maps are necessary, each obtained by a single matte captured from a diﬀerent
viewpoint. Since we produce the same output data as in conventional 3D scanning
(range maps) the same tools can be used to post-process them to reciprocally align
them, merge them, ﬁll holes, and so on [18,22].
The process of deriving a range map from an environment matte, i.e., the core
process of shape from distortion, can be seen as a mixture of shape from shading
and standard triangulation-based range scanning approaches. The transformation
of a normal map into a depth map and vice versa is similar to the problems in shape
from shading, where reﬂectance is used to compute a normal map which further is
integrated into a depth map. Our method is also similar to triangulation-based ap-
proach, since the depth to normal relation is given by the triangle determined by
the camera, the surface point and the active light source, in our case the point of
the monitor intersecting the reﬂected ray.
The major diﬀerence, with respect to both shape from shading and triangulation-
based range scanning, is that in our case neither depth values nor normal directions
are measured directly but rather found by a stable optimization. The depth values
are obtained by two major steps. At ﬁrst, a random initial depth value is assigned
to a random point and propagated through the whole matte, at the same time con-
structing both the depth map and a normal map. Both maps are further reﬁned to
obtain a more consistent ﬁeld. In the second step, we optimize the initial depth value
with respect to the self coherence of the surface.
5.1. Data structures and terminology
We use the following explicit data structures, each organized as a 2D map of the
same size as the environment matte (which is also the size of the input pictures):
• a distance scalar ﬁeld d (u, v), coding in each position the distance from the point
of view to the surface of the object [along the viewing ray at position (u, v)];
• a normal ﬁeld ~nðu; vÞ, coding the normal of that point.
In the rest of this section, we will furthermore use the following terminology:
• as in the previous section, a (u, v) and~oðu; vÞ refer to the reﬂectance and the origin
ﬁeld of the input matte;
•~rðu; vÞ denotes the viewing ray through the pixel (u, v) of the matte (obviously this
data is not stored, but implicit givenby the intrinsic and extrinsic cameraparameters)
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~oðu; vÞ to the 3D position of the pixel in world space. How to determine ~m is
described in Section 6.
At the end of the process, the output consists of the distance ﬁeld d (u, v), option-
ally enriched by the normal values of ~nðu; vÞ, or/and by the reﬂectance a (u, v).
5.2. Converting distance to/from normals
Before solving the entire problem, let us ﬁrst resolve a pair of related, trivial
subtasks.
Let us assume that the current point of view P~oV is in the origin. If we knew the
depth at a single point d (u, v) along the normalized ray~rðu; vÞ from the origin as well
as the origin of the reﬂected light on the monitor ~mð~oðu; vÞÞ, then surface normal at
that position n (u, v) can directly be computed as (see Fig. 4).
~nðu; vÞ ¼ 1
2
ð~mð~oðu; vÞÞ  dðu; vÞ ~rðu; vÞÞ
kð~mð~oðu; vÞÞ  dðu; vÞ ~rðu; vÞÞk ~rðu; vÞ
 
: ð7Þ
Likewise, given ~nðu; vÞ we can compute the only value for d (u, v) that satisﬁes
dðu; vÞ ~rðu; vÞ ¼ ð~mð~oðu; vÞÞ  kð2~rðu; vÞ ~nðu; vÞÞ ~nðu; vÞ þ~rðu; vÞÞ ð8Þ
for some k < 0. In other words, the knowledge of the value of the matte~oðu; vÞ allows
us to uniquely compute the normal from the depth of the surface point visible at
(u, v), and the other way around (see Fig. 5).
There also exists a second way to deduce either of the two ﬁelds~nðu; vÞ and d (u, v)
from the other under certain assumptions about surface continuity (see Section
5.4.1): given the values of ~nðu; vÞ we can integrate them to obtain the depth ﬁeld
d (u, v) propagating an initial depth estimation, similarly to what is done in shape
from shading approaches [3,25]. Likewise, given the depth values d (u, v) one can eas-Fig. 4. Relationship between the surface normal~nðu; vÞ and distance d (u, v) (along the ray~rðu; vÞ given the
3D position ~mð~oðu; vÞÞ of the light origin (the monitor pixel at position ~oðu; vÞ).
Fig. 5. Given a ray and a 3D position of the light source, a one-dimensional space of solutions, consisting
of a surface normal and a distance, are possible.
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values of neighboring pixels.
5.3. Depth extraction
Unfortunately, we know initially neither the values of d (u, v) nor~nðu; vÞ. An initial
approximation of the two ﬁelds is found by propagating an initial guess for the depth
value at one point through the whole matte:
(1) Start with an arbitrarily chosen initial point (u0, v0) inside the matte and assign
a random distance d (u0, v0) to it. How to determine a proper initial depth value
is explained in Section 5.4. A boundary C is initialized consisting of only the
point (u0, v0).
(2) Compute the normals using point-wise Eq. (7) of all boundary points.
(3) Compute the depth d (un, vn) of every untouched point (un, vn) neighboring to
any boundary point (uC, vC), based on the depth value d (uC, vC) using the sur-
face tangent implicitly given by~nðuC; vCÞ. Add the point (un, vn) to the bound-
ary. If a point does not have any untouched adjacent points, remove it from the
boundary.
(4) Repeat from 2 until all points are processed.
For a more robust algorithm, before processing a point in Step 3, we wait until
kP Np neighboring points around a given point d (un, vn) have been processed
(apart from the initial one). Its depth value is then computed as the average of
the depth predicted as above, estimated by the k diﬀerent directions. This produces
more accurate results and is also a natural way to ﬁlter out error prone points: if a
given point is never reached at least Np times, we just drop it from the scan. In
our implementation we used Np = 3 out of the eight neighbors surrounding one
point.
In a second phase, we reﬁne the initial approximation of both ﬁelds exploiting the
dependency of one point on its complete neighborhood until two consistent ﬁelds are
found:
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(2) " (u, v) use Eq. (7) to compute the new ~nðu; vÞ from the current d (u, v);
(3) repeat from 1 until convergence.
In this second phase, we take into account the surface continuity along all direc-
tions, as opposed to the Np directions during the boundary propagation in the initial
phase.
Note that both phases are based in a point-wise computation of ~n from d [using
Eq. (7)], and a local conversion of n to d (using normal integration). In theory, we
could have used a dual approach that uses Eq. (8) instead to obtain d from~n per pix-
el, in conjunction with a derivation process (ﬁtting normals to the depth ﬁeld) to lo-
cally determine ~n from d. We prefer the former approach since both the involved
computations seem to be more robust than the ones of the latter.
5.4. Initial depth
The discussed algorithm proved to converge fast in all tested cases. Unfortunately
it converges ‘‘too much’’: starting with diﬀerent initial guesses of the depth d (u0, v0)
at an arbitrary chosen initial point, diﬀerent surfaces are reconstructed. In fact, the
more the initial point is assumed to lie far from the camera, the more its normal is
reconstructed as constantly pointing towards the camera: it is easy to see that~nðu; vÞ
in Eq. (7) converges to ~rðu; vÞ when d (u, v) tends to inﬁnity. Therefore, if the initial
depth is overestimated, neighbor points are reconstructed as lying on a plane orthog-
onal to the camera, propagating the overestimation over all the surface; conversely if
the initial depth is underestimated, the reconstructed normal will point away from
the camera, leading to a too strongly curved reconstruction of the surface. In both
cases, the method will converge, but to a wrong surface reconstruction.
In other words, the per-point ambiguity shown in Fig. 4 results globally in an
ambiguity between large, more or less ﬂat objects far away or small, strongly curved
objects close to the camera (see Fig. 6).
The ambiguity consists of a single undetermined scalar value for the entire patch.
We aim at solving it without requiring anything more than the information present
in a single matte. Although the correct depth could easily be recovered by a second
matte done with a second monitor position, this would increase the acquisition time
and eﬀort considerably since the monitor position has to be changed and thus recal-
ibrated at each scan (it is not possible to just use two monitors, switching them on
one at a time, because, in order for them to light two non-disjoint mattes, they would
require a positioning that would make one obscure the other).
The basic fact we will exploit to obtain the correct depth with just a single matte is
that not all of the possible shapes solving the ambiguity are equally self coherent.
The form of incoherence we address is the one depicted in Fig. 7, where the depth
estimate of a given points (A) along a ray~r0 is propagated along two diﬀerent paths,
namely ABC and AB0C0, to the same ray~r2, but leading to diﬀerent depth values at
that ray. For each of the two paths the depth along the starting ray determines the
normal at that point, which in turn determines the delta of depth to the next ray. As
Fig. 6. Intuitive sketch showing the relationship of the overall shape, size, and position of the resulting
range scan depending on the initial depth estimate.
Fig. 7. The basic case of incoherence that must be summed over the whole surface in all directions to
evaluate the total incoherence.
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age the C and C0 depth values of any considered propagation directions to compute
the ﬁnal, most consistent depth value for C. However, the variance of the values for
diﬀerent paths can be used as the measure of incoherence we need. This measure is
further integrated over all points in the matte.
Plotting a graph of this error measure versus the initial depth estimate (e.g., Fig.
8A) we always observed a well deﬁned minimum. This minimum determines the cor-
rect depth. Since there is no obvious way to treat the function in an analytical way,
we need to ﬁnd this minimum with an iterative method.Fig. 8. A plot of the computed incoherence integrated over the surface and all directions (y axis, in
logarithmic scale) versus the initial depth estimation (x axis, in mm). A minimum clearly exists,
corresponding to the real distance of the object from the camera. The three plotted lines correspond to the
incoherence of the surface right after the initial estimate, after one reﬁnement, or after ﬁve reﬁnements
(note that the error decreases but the abscissa of the minimum stays the same). The function is shown
without (A) and with (B) an extra weighting to take into account the ﬂattening eﬀect for far away objects
(see text).
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eter goes to inﬁnity. In fact, if the object is far enough then all the normals will
approximately point towards the viewer (see Fig. 6) and the normal map will be arti-
ﬁcially coherent. A natural solution is to weight the measured incoherence with the
inverse of the dot product of the view point and the normal computed at the initial
point with that depth, that is, the inverse of the typical delta of depth between two
neighboring points. With this adjustment the error function proved to have just a
single local minimum (see Fig. 8B), so we can apply the Golden Section Search meth-
od to ﬁnd the minimum with great accuracy using few iterations. The weighting
sometimes moves the computed minimum by a fraction of a millimeter, but we be-
lieve that this estimate is more accurate.
Time can be saved if during each iteration of the Golden Ratio Search only the
initial step of the matte to depth map conversion (see Section 5) is executed. The
reﬁnement iterations afterwards reduce the error but we never observe any signiﬁ-
cant change of the position of the minimum (see Fig. 8).
This measure of self coherence makes intuitively sense and gives good results, that
is, the estimated distance to the camera is comparable, but much more accurate, to
those that we measured with any empirical method on the physical object. We tested
the overall accuracy of the method by using our scanning technique over a known
object (see Section 7.2).
Although the method produces highly accurate results it unfortunately breaks
down for too small regions. If one region consists of too few connected, usable points
the measure of self coherence is no longer reliable, reducing the overall accuracy.
5.4.1. Continuity assumption
During both the normal-to-depth or depth-to-normal conversion, the algorithm
assumes that the surface is ﬁrst-order continuous.
In practice, we do not really have to worry about gradient discontinuity (angles
that are totally steep): real object scans never present them and even when the object
itself present very steep angles, these are made a little smoother by the blurring inher-
ent in the image acquisition system. In fact, the problem only occurred when testing
the technique on synthetic images, never when using real pictures.
Another case of discontinuity arise for the zero-order (apparent) depth disconti-
nuity due to self-occlusion. Typically depth discontinuities can be observed as sepa-
rated regions/patches in the matte. At a depth discontinuity the normal of the
surface will almost invariably be oriented orthogonally to the view direction, and
therefore during matte acquisition it would not show the reﬂection of the monitor,
which in all useful conﬁguration is in front, not behind, the object with respect to
the camera. Parts of the object not reﬂecting the monitor are black in the matte
and are therefore automatically ignored by the algorithm.
5.4.2. Disjoint patches
If the extracted matte presents more than one connected region of usable pixels
(we will refer to them as matte patches), than each of them will be handled sepa-
rately, each with a diﬀerently determined optimal initial depth. The result will be dif-
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are disjointed, are reciprocally aligned (that is, their relative position is ﬁxed), and
they can be treated as a single scan for any further processing if they are large en-
ough for a reliable depth estimation.
5.4.3. Interreﬂections
One more issue is how to solve the problem caused by multiple reﬂections. The
matte captures the reﬂections of a reﬂection as well as a simple reﬂection. In princi-
ple, if properly exploited, this could be an advantage rather than a problem, since
double reﬂections provide information on both surfaces reﬂecting the ray. However,
observations are clearly troubled by ambiguity and it is not clear how to analyze
them. It would be important, if not to exploit multiple reﬂections, to at least detect
and ignore them.
Some factors make detection possible. First of all, parts of the object lighted (in the
pictures, and therefore in the matte) by multiple reﬂections tend to be separated from
those showing single reﬂections. So, inmany cases, either the captured colors of all pix-
els in the patch are due tomultiple reﬂections or all pixel values are due to a single reﬂec-
tion. Another observation is that a patch caused bymultiple reﬂections produces depth
maps that show an incoherence (in the sense explained in Section 8) several order of
magnitude bigger than single reﬂection patches. Finally, multiple reﬂection patches
can also be signiﬁcantly darker, in cases where the object absorbs part of the visible
light it reﬂects. At present, we did not experiment using some, or a combination, of
these factors to automatically detect patches plagued by multiple reﬂection.6. Calibration
To correctly interpret the measured data, it is necessary to perform the following
calibration steps:
• calibration of the intrinsic camera parameters,
• calibration of the response curve of the monitor/camera combination,
• calibration of the monitor position and shape relative to the camera.
The ﬁrst two steps must be done only once per choice of equipment (camera, mon-
itor) and per lens setting whereas the position of the monitor must be determined at
the beginning and whenever one of the two is moved. While our method has been
designed so that a given position of camera–monitor could be easily used for multi-
ple scans by just moving the target object, sometimes it may be desirable to move one
of them to get a larger scan (i.e., more of the target object reﬂecting the monitor).
6.1. Intrinsic camera parameters
The intrinsic camera parameters such as focal length, lens distortion, and central
projection point must be known to relate a pixel position in the image to a position
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focal length changes, for example, with the subject distance. We used a standard
method similar to Zhang et al. [26] to recover the intrinsic parameter of our camera
system.
6.2. Photometric calibration
Our approach uses color information to infer the screen position that illuminates
a surface point. Similar to a shape from shading system, we therefore have to ensure
that the acquisition system is photometrically calibrated. In particular, we have to
ensure that the system is linear, i.e., that an image of a linear ramp displayed on
the monitor is captured by the camera system again as a linear ramp. Furthermore,
crosstalk between the color channels in the captured images should be avoided. For
our scanner, we therefore have to calibrate both the display and the acquisition sys-
tem. Within our imaging pipeline there are two places that require calibration:
• the display system where the RGB values of pixels in the original patterns are
interpreted by the computer (which might include application of a gamma factor
or an ICC proﬁle) and displayed on the monitor
• the acquisition systemwhere the camera will normally detect a diﬀerent RGB signal
as the spectral responses of the CCD sensors do usually notmatch the spectral emis-
sion of themonitor phosphors. After some color processing by the camera (possibly
including the application of a response curve), the raw image signal is available.
To calibrate the display system, we ﬁrst determine the response curve resp. the
opto-electronic conversion function (OECF) of the camera using some standard
method (e.g., [27–29]). If the camera does not have a linear response, applying the
inverse of the response curve transfers the images into a linear camera color space.
To remove crosstalk between the three color channels, which ismainly caused by the
diﬀerent spectral characteristics of the monitor and the camera, a simple basis trans-
form in the linear camera color space is suﬃcient. An image such as Fig. 9 containing
pure red, green, and blue color patches is displayed on the monitor, captured with the
camera and linearized. The corresponding image valuesR,G, andB are assembled in a

































In theory, this calibration depends also on the reﬂective material of the target object,
diﬀerent materials requiring diﬀerent separation. In practice, we found out that,
using the precautions about color shift presented in Section 4.3, a single matrix is
usually good enough for any material.
To calibrate the display system, we have to capture the response curve of the
monitor by displaying a linear ramp for each color channel varying from 0 to the
Fig. 9. Test image used for the calibration procedure. Left: pure red, green, blue, and white color patches.
Middle: single color ramps. Right: dual color ramps as used in the patterns. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this paper.)
M. Tarini et al. / Graphical Models 67 (2005) 233–259 251maximal value (see Fig. 9, middle). By inverting the captured ramp, we can now
generate patterns that are displayed as linear ramps on the monitor and are captured
and interpreted as linear ramps with a clear separation of the channels.
Any error made (or not compensated for) by the above calibration steps can lead
to artifacts such as crosstalk between the color channels and to non-linearities in the
captured matte. The quality of the calibration can therefore be judged by analyzing
images of dual color ramps which are used in the patterns (see Fig. 9, right). During
our experiments, we achieved a high linearity of the linear ramps and a good
separation of the color channels as can be seen in Fig. 10.
6.3. Geometric calibration
In the reconstruction phase, we need to know the monitor function ~m (see Section
5), that is, the exact location of each pixel on the monitor relative to the camera to
interpret the captured mattes correctly. This task can be split in two parts: modeling
the position of each pixel relative to the monitor (a one-time calibration) and recov-Fig. 10. The three color ramps red to green, green to blue, and blue to red. (A) Their ﬁrst approximation,
i.e., linear ramps sent to the monitor and captured by the camera lead to irregular, nonlinear functions. (B)
The ﬁnal ramps after calibration are linear and well separated. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this paper.)
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as a ﬂat rectangle, with pixels evenly spaced on it. If the monitor is not ﬂat or regular
enough, it might be necessary to model the shape of the monitor more accurately.
An obstacle in detecting the monitor position is the fact that typically the monitor
is not directly visible from the camera. Instead, both the monitor and the camera are
facing a similar direction, so that the camera can capture monitor light reﬂected by
the target object. The monitor position measurement can still be easily performed
using a single picture, with the aid of some mirroring sample objects with known,
very simple, geometry such as mirroring spheres.
Given their perceived size and position in a captured image (and the knowledge of
their real world size, plus the intrinsic camera parameters), it is easy to compute 3D
position of the spheres, relatively to the camera, using basic projective geometry (see,
for example [30]). Then, the image position of the reﬂection over the sphere of each
corner of the monitor is detected. For each such position we compute the 3D
reﬂected ray that starts from the corresponding point of the sphere, and that must
pass through the monitor corner. Using several spheres in a single image, it is pos-
sible to compute the 3D positions of the monitor corners as the intersection of these
rays. The monitor (modeled as a rectangle of known dimensions) is ﬁtted in those
corners. A similar method could be designed using a ﬂat rectangular mirrors of
known size instead of the spheres.
For our experiments, we used two metal spheres with 60 mm diameter for the cal-
ibration. The spheres are roughly located at the same position and have approxi-
mately the same size as the objects to be scanned. This way it is possible to
capture the matte after the position calibration without changing the focus setting
of the lens, which would invalidate the intrinsic calibration.
The calibration remains valid as long as the camera and themonitor are left in place.
Fortunately, our technique requires a single matte (which is captured with images all
shot leaving both the monitor and the camera in the same position), to extract a range
scan. Given that the object can bemoved, it is possible to keep the camera andmonitor
ﬁxed and just rotate the object to perform all the needed scans.7. Results
In this section, we present some results obtained using our technique to scan three
objects—a polishedmetal sphere with 60 mmdiameter and two identical plumbery ob-
jects, to one ofwhichwe added some artiﬁcial dents.As the twophases of our algorithm
can also be used separately, we will present the results for each phase individually.
7.1. Matte capture and extraction
Our measurement setup consists of a standard 19 in. CRT monitor for displaying
the patterns and a high quality Kodak DCS 560 digital still camera (see Fig. 11). Due
to their huge view dependent color shift, most current ﬂatscreen monitors cannot be
used for display although they would be much lighter and easier to move during set-
Fig. 11. The setup used during our experiments. The patterns are displayed on a 19 in. CRT monitor and
reﬂected oﬀ the target object (here the metal sphere in front of the monitor). The images are captured with
a high quality digital still camera.
M. Tarini et al. / Graphical Models 67 (2005) 233–259 253up. All experiments have been performed in our photo studio [31] which has been
specially designed to keep the inﬂuence of the environment on such measurements
as low as possible.
Fig. 12 shows some results of our matte capture and extraction algorithm. At ﬁrst,
we show the object reﬂecting the white monitor image ca (A), and two of the four
patterns c1, c4 (B,C). To illustrate the quality of the extracted matte, we colored each
of its points using the reconstructed origin ﬁeld~oðu; vÞ to index a checker pattern (D).
Note that the stripes on the sphere are of equal width proving that there is no sys-
tematic error in our system when deriving the position of the reﬂected monitor pixel
from image colors. The irregularity in the the middle of the image corresponds to a
real, extremely tiny imperfection of the used mirroring sphere. In subﬁgure (E), a
photograph instead of the checker pattern is used for the mapping. The resulting im-
age can be compared with a real picture showing the original object reﬂecting the
same photograph displayed by the monitor (F). Apart from a color mismatch which
we did not correct for, the two images are almost identically.
All mattes have been computed on a standard PC (Athlon 1.4 GHz 512 MB).
Computing a matte with over 100 K points takes less than a second.
7.2. Geometry reconstruction
A summary of the results of the geometry reconstruction phase is given in Fig. 13.
To assess the accuracy of the reconstructed geometry, we needed to use, as a test tar-
get, an object with a shape that was exactly known a priori: we resorted to a 60 mm
metal sphere (the sphere are used for other calibration purposes and the estimation
of their diameter is known to be very accurate). As the table shows, in a range-scan
of 75 K range points the RMS to an optimal sphere with 60 mm diameter is as small
as 21 lm. Fig. 14 shows how the error is distributed over the scan of the sphere. The
scan shows a very high accuracy and very low noise. We believe that these small er-
rors are mainly due to inaccurate intrinsic camera parameters, and secondarily due
to the errors in the monitor position estimation.
Fig. 12. Matte captured for a mirroring sphere and a plumbery object. Subﬁgures (A), (B), and (C) show
the input images reﬂecting patterns ca, c1, c4. In subﬁgure (D) and (E), the captured matte is shown using
the origin ﬁeld ~oðu; vÞ to index a checkered board (D), or an image (E). As reference, (F) shows pictures
of the real objects mirroring the image. See Fig. 16 for another example.
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we reconstructed the geometry of the plumbery objects. For the ﬁrst one without dents
whose matte is visible in Fig. 12, we show the reconstruction of the normal ﬁeld~nðu; vÞ
and the distance ﬁeld d (u, v) in Fig. 15. The ﬁgure further displays the corresponding
geometry (rendered adding a trivial connectivity to the range points identiﬁed by the
distance ﬁeld). Finally, in Fig. 16 we show some results for the dented plumbery object,
concerning both the acquired matte and the reconstructed geometry.8. Conclusion
The presented method is a large step towards recovering the surface geometry of a
mirroring surface—an important problem not only in computer graphics but also in
Fig. 13. Results for three test cases: a matte of the metal sphere, of the plumbery object, and of the dented
plumbery object. When multiple patches are present, all data refer to the computation of the largest patch.
The coherence row reports, in nanometers, the quantity described in Section 5.4 before it is weighted,
averaged over all valid scan points. The number of pixels corresponds also to the number of range points
in the resulting range map. The errors for the plumbery objects cannot be quantiﬁed for lack of reference
data.
Fig. 14. Error distribution in a scan of a sphere with 60 mm diameter similar to Figure 12 left. The error is
shown as signed distance to an optimal sphere in micrometer.
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matte is related to the ﬁrst derivative of a surface), the achieved precision is very high
and even small details can be recovered accurately.
The acquired scans are range maps that can be dealt directly with existing, well
studied techniques developed in other contexts of range scanning. The acquisition
time for a single scan is quite reasonable and only standard, cheap hardware compo-
nents are required.
Fig. 15. Geometry reconstructed from the extracted matte of the plumbery object visible in Fig. 12. From
left to right: the close-up of the normal ﬁeld ~nðu; vÞ rendered with Lambertian surface properties reveals
even small details. The distance ﬁeld d (u, v), visualized with isovalued lines. The resulting geometry, 32 K
faces, rendered from a slightly diﬀerent point of view. (see Fig. 16 for another example.)
Fig. 16. Results of measuring the dented plumbery object. From top left to bottom right: one of the
original pictures shot to capture the matte, the extracted matte indexing a checkered pattern, the resulting
depth map (isolines) and a rendering of the reconstructed geometry.
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and in diﬀerent contexts: the environment matting scheme and the reconstruction of
the surface from the environment matte. The proposed environment matting scheme
shows an eﬃcient way to improve the precision of environment matting to sub-pixel
accuracy. In cases where the matte extraction is diﬃcult due to the reﬂection prop-
erties of a targeted object, using a more slow and robust environment matting meth-
od can improve the acquired matte. Such a matte can nevertheless be used as input
for the surface reconstruction.9. Future work
The size of the scanned area is limited by the fact that only surface points are
scanned for which the reﬂection of the monitor is seen by the camera (a limitation
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of our work would therefore be to replace the monitor with a hemispherical projec-
tion screen or a cave. In principle, this requires only an additional calibration phase
to recover the geometry of the projection screens. However, this would increase dra-
matically the cost of the required hardware.
This limitation poses also new problems on the still largely open ﬁeld of scan plan-
ning: to maximize the surface area acquired by a single scan, one must maximize the
portion of the object reﬂecting the monitor into the camera. A locally optimal posi-
tion could be automatically found by some appropriate search. Such an automated
planning system be especially useful in combination with a robot controlled acquisi-
tion environment [32].
One more issue is how to deal with multiple reﬂections. As already noted, this, if
properly exploited, could be an advantage rather than a problem, since double reﬂec-
tions provide information on both surfaces reﬂecting the ray. But, while detecting
multiple reﬂections is comparatively easy (as discussed in Section 5.4.3), it is quite
diﬃcult to integrate them into a coherent depth map.
Another promising research issue consists in the possible use of a similar shape
from distortion approach to reconstruct transparent objects such as glass or some
types of plastics. The basic concept would be to capture a matte with light from
the monitor shining through the object. Its shape is reconstructed by looking at
the distortions caused by refraction and reﬂection. This would be a further signiﬁ-
cant and very useful extension of the scope of 3D acquisition in general, as transpar-
ent objects represent, similarly to mirroring ones, an extremely troublesome yet
needed category. It will likely be very challenging to reconstruct the geometry, partly
because refractions are more complicated then reﬂections, partly because each light
ray aﬀected by the object at all is likely to undergo multiple refractions and reﬂec-
tions during its monitor-to-camera path. As a side eﬀect, work in this direction could
be helpful in exploiting and using multiple reﬂection matte patches.References
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