Abstract Abstract Abstract Useful methods for growth curve fitting, body-size composition analysis, and estimation of population size in fish stocks are presented. These methods are statistically based on the maximum likelihood method and the likelihood ratio test. Mathematical explanation of the standard Richards growth formula with seasonal change, the generalized reproduction model, and the Awaya method for estimating implicit function models are given. Mathematical proofs of the iteration method, called the Hasselblad method, or the EM algorithm for estimating the mixture of normal distributions, and the Marquardt method for general optimization are shown. For population size estimation, the Petersen method for mark-recapture experiments, the quadrat method, and the DeLury removal method are discussed. These are based on the binomial distribution and the classical Bayesian statistical methods which are also discussed. Mathematical proofs of the sum formulae of the binomial and hyper-geometric distributions are given. The virtual population analysis using mortality rates, the Leslie matrix model, and the linear programming for discrete fishing models are also explained. All the methods stated here can be easily carried out using spread-sheet software. 
. Introduction Introduction Introduction
There are many methods to estimate the parameters of fish stocks. Before the 1980s, most of them were approximations, linear regression methods, and generally had low precision. Since the 1980s, the author has developed various non-linear methods by using microcomputers. Nowadays, these methods can be carried out using spread-sheet software. In particular, its graphical functions are useful to understand the statistical models and check parameter values.
In Section 2, the standard growth formula of fish is presented. This formula is based on the Richards growth formula and expanded for seasonal growth change. The non-linear regression method to estimate and test parameters, the generalized reproduction model, and the Awaya method for estimating implicit function models are also explained. In Section 3, the Hasselblad method which estimates parameters of a mixture of normal distributions is explained by using the EM algorithm and the K-L information quantity. The proof of convergence, the Marquardt method and the Jacobi method are also shown. In Section 4, the estimation methods for population size are detailed. These are the Petersen method for mark-recapture experiments, the quadrat method, and the DeLury removal method. Their statistical models are based on the binomial or hyper-geometric distribution. The classical Bayesian statistical methods and the sum formulae of the binomial or hyper-geometric distributions are explained. Survival models are shown in Section 5. The virtual population analysis (VPA) using mortality rates, the Leslie matrix model related to VPA, and the linear programming method for discrete fishing models are explained.
The above-mentioned models are simple and easy to understand. Statistical methods of point and interval estimations are the maximum likelihood method and the likelihood ratio test. We can easily calculate and draw figures for statistical estimation by using spread-sheet software.
Standard growth formula in fish population dynamics
Standard growth formula in fish population dynamics Standard growth formula in fish population dynamics
In fish population dynamics, many growth formulae and their expansions are used. Among them, von Bertalanffy growth formula is the most commonly used. For parameter estimation, the linear regression method (e.g. Ford/Walford plot) for data measured with a constant interval, has previously been widely used. However, it was impossible to estimate three parameters at the same time and the curve fitting was not good. In the 1980s, personal computers and BASIC made it possible to estimate non-linear models and obtain good curve-fitting. In this section, some expanded models, the standard growth formula, and estimation method will be shown.
2-1. 2-1. 2-1. Traditional growth formulae
Traditional growth formulae Traditional growth formulae
In fish population dynamics, the von Bertalanffy growth formulae are widely used for body length (VBGF1) l(t) = l ∞ 1 − e −k(t−t 0 ) (2.1) and for body weight (VBGF2)
where l and w are the body-sizes, t is the time, k is the growth coefficient, l ∞ and w ∞ are the body-sizes at t = ∞, t 0 is the extrapolated time when l = 0 or w = 0. These are solutions of the differential equation
where η, κ and a are constants. On the other hand, the logistic growth formula (LGF) w(t) = w ∞ 1 + e −k(t−c) , (2.4) and the Gompertz growth formula (GGF) w(t) = w ∞ exp −e −k(t−c) , (2.5) where c is the time of the inflection point, are also used in some cases. Richards (1959) with the initial condition (t, w) = (0, w 0 ). This formula corresponds to LGF when m = 2, VBGF1 when m = 0, VBGF2 when m = 2/3, and converges to GGF when m → 1, m = 1. However, this convergence is not easy to understand because Eq. (2.6) is an exponential function when m = 1 (Taylor 1962) . In ecology and agriculture, France and Thornley (1984) defined RGF as follows: However, parameters are different from the traditional growth formulae used in fish population dynamics.
For use in fish population dynamics, Pauly and David (1981) suggested the following formula:
This is the generalized VBGF. Although Schnute (1981) defined RGF as (2.12) this is the generalized LGF which is incorporated in RGF. He also defined the generalized VBGF
and GGF Y (t) = y ∞ exp −e −g(t−t 0 ) . (2.14)
These four equations are included in RGF. The application and potential of RGF has not been sufficiently understood in fish population dynamics.
2-2. 2-2. 2-2. Standard formula of RGF in fish population dynamics
Standard formula of RGF in fish population dynamics Standard formula of RGF in fish population dynamics Akamine (1988b) defined the differential equation of RGF as follows: 15) where r is the parameter which decides the shape of the growth curve. It is easy to understand the convergence when r → 0 as follows: This is the standard formula of RGF used in fish population dynamics, which also includes generalized VBGF, GGF and generalized LGF ( (1 + r x) 1/r . (2.21)
When r = −p < 0, this standard formula can be rewritten as
This is the generalized VBGF. By using the allometric function
RGF is transformed to
This is also RGF.
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These are modified as follows: 
and (PM2)
where t r is real time (weeks), t g is growth time, t s = t r − s, s is the starting point for cosine, sw is the threshold value for cosine, C is the magnitude constant, and s 1 is the starting point for sine. PM1 is the switching model and PM2 is the sine curve model. And they define the water temperature θ as 30) where m is the mean water temperature, q is the magnitude constatnt, and s 2 is the time lag between temperature and growth switch. Using this function, they rewrote the growth formulae as follows (PM1): 31) and (PM2): 32) where sw 1 is the threshold temperature, and s 3 is the time lag between mean temperature and growth oscilation. Pauly and Gashutz (1979) presented the equation (PG)
This is simpler than PM2. Haddon (2001) used the formula (HD)
This is a more complex model than PM2 and PG. Appeldoorn (1987) suggested that these formulae have a problem as L(t 0 ) = 0. Cloern and Nichols (1978) 
where L max is maximal growth rate when body size is minimal, and L max is the upper limit of body size. They obtained the solution (CN)
(2.36)
Although this model overcomes the problem stated by Appeldoorn, this solution has two further problems. The first is that the parameter L min is not necessary and the second is that the amplitude of the periodic function is fixed to be 1. Hoenig and Hanumara presented the formula in 1982 (HH)
(2.37)
Furthermore, Somers (1988) presented the formula (SO)
This is a simpler version of HH. These models also overcome the problem stated by Appeldoorn. In summary, researchers in fish population dynamics have previously used the following expression for exponential:
However, the meaning of the trigonometric function f (t) is difficult to understand.
2-4. 2-4. 2-4. Standard formula for seasonal growth Standard formula for seasonal growth Standard formula for seasonal growth Akamine (1986) solved the differential equation 40) and obtained the growth formula (AK1)
This is the simplest expression for seasonal growth of VBGF1. He used the functions
42)
Where a ≤ f (t) ≤ 1. In the case that f (t) is the water temperature, F(t) means the cumulative water temperature. When a < 0, this formula includes negative growth. He also obtained an expanded expression of the logistic growth formula (AK2) 44) and that of the Gompertz growth formula (AK3)
Further, Akamine (1988b) obtained an expanded Richards growth formula (RA):
This is the standard formula for seasonal growth. Akamine (1993 Akamine ( , 1995c showed the general case as follows: Let the differential equation be
He later modified this to
The integral of this is
where C is an integral constant. Then he obtained the general solution 50) and the particular solution
Therefore, we can get the expanded formula with the operation t → F(t). He used the following standardization:
and functions
53)
In this formula, the parameter a strongly influences the growth coefficient k. Therefore, the following operations are needed for comparison of parameter values:
(2.56) Kiso et al. (1992) applied the following function to data for the Masu salmon (Oncorhynchus masou):
The standard formula (2.46) can include many growth formulae. For example, it includes the switching model PM1. Let
then we obtain
This is equal to PM1. Furthermore, Pauly et al. (1992) proposed a new switching model (PE):
where NGT is the duration of non-growth within a year. This is also included in the standard formula (2.46). Let
(2.61)
This is equal to PE. For parameter estimation of growth formulae, Pitcher and MacDonald (1973) calculated the fitting by hand and the direct-search method by computer. They also used the multivariable regression to obtain values of C, k and t 0 in Eq. (2.29) as follows: These are linear regression models that cannot obtain a high precision estimate for L ∞ . Schnute (1981) used the simplex search method, which was transformed to microcomputers, for his growth model. The objective functions are the least-squares method with no weighting for raw data, and for their logarithm values. Akamine (1982) used the Gauss-Seidel method in BASIC to estimate parameters of a mixture of normal distributions and Akamine (1984) used the Marquardt method for the same model. These objective functions are the least-squares method with no weighting. Akamine (1986) used the Marquardt method for the estimation of the growth curves and the objective function is the weighted least-squares method.
When we measure fish body-size w at time t i , let n i be the number of specimens,w i be the mean, and σ 2 i be the variance. When t = t i the residual sum of squares is 65) where the subscript i is omitted, w j is the body-size of the j-th individual at time t i , and w(t) is the growth formula. Therefore, we can calculate the residual sum of squares only by using the meanw i and its variance. According to the central limit theorem, the distribution ofw i is the normal distribution and its variance is given
Thus, the objective function of the weighted least-squares method is defined as
The optimization method which minimizes this objective function gives the parameter values of the growth formula.
(Example 1) Fitting the growth formula to clam data. The clam data of the Oita prefecture is shown in Table 1  Table 1  Table 1 . Although these data have the means and their standard deviations, they have no number of specimens. Therefore, let δ ≡ σ and use the weighted least-squares method (2.67). By using the optimization method of the spread-sheet software (Gorie 2001) , we obtain the Gompertz formula w(t) = 69.80 exp −e −0.7348(t−2.038) . Table Table Table 1 . 1. 1. Table Table Table 1 . 1. 1. 
Because A > 1, this growth formula has periods of negative growth. This is not valid for hard structures such as shells. These data are for samples taken only four times in a year. It requires more samples for a better estimation. . Fig. Fig. 2 . 2. 2. Fig. Fig. Fig. 2 . 2. 2. Fig. Fig. Fig. 2 . 2. 2. The growth curve of the clam. Black circles are SL, and squares are S.D. Revised with permission from Akamine T. Taicho-sosei data karano nenrei to seicho no suitei. In: Shigen Hyoka notameno Suuchi Kaiseki, Suisangaku Series 66, p. 127, Fig. 8.6, Kouseisha Kouseikaku, Tokyo, 1987 . c 1987 , the Japanese Society of Fisheries Science.
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The interval estimation and the test of the growth formula are easy because the distribution of Y is the χ 2 distribution (Akamine 2004) . The null hypothesis
where p is the number of parameters to estimate, gives the following distribution: 69) where Y 0 is the objective function of the true values and Y min is that of the point estimate. We can obtain the confidence area of parameters by using this distribution. On the other hand, the AIC (Akaike Information Criterion) is defined as
where ln L max is the maximum log likelihood. In this case, the AIC is rewritten as
When there is no weight, the minimum of the residual squares
where m is the number of specimens, gives the optimum parameter values. As same as for the linear regression, we can use the F distribution for the interval estimation or the test as follows: 73) where S 0 is the residual squares of the true values and S min is that of the point estimate. On the other hand, the AIC is approximated in this case as
The example of the model selection by using the AIC is shown in Kiso et al. (1992) . As a typical case, the test of the growth difference between male and female is shown as follows: Let the number of male data be m M , that of female data be m F . The null hypothesis
is used for this test. For the weighted case, we can use the following distribution:
On the other hand, for the non-weighted case, we can use
Although the confidence area of the linear model is an ellipse, that of the non-linear one is a banana-shape. In fisheries science, the wrong discussion has sometimes been seen in which the overlapping between male and female confidence intervals means that the same growth curve can be fitted. Because the confidence interval does not mean the probability in which the true value exists, it is better to use the null hypothesis for these subjects.
(Example 2) Fitting VBGF1 for Pacific hake data.
The data is shown in Table 2  Table 2  Table 2 . This data has no variance. Thus, F test (2.77) is adequate. The optimization method of the spread-sheet software gives two VBGF1s for male and female by using Eq. (2.72) as follows ( 
On the other hand, the total data of male and female gives This is significant at 5%, but not at 1%, because F(3, 18) = 3.160 (5%), 5.902 (1%). The confidence region of female growth parameters can be estimated using Eq. (2.73), which is rewritten as
We can obtain the confidence region of parameters by using S 0 . The null hypothesis must be
In this case p = 3, m = 13, F(3, 10) = 3.708 (5%), S min = S F = 28.8, and we obtain S 0 = 60.9 for the condition. By using the optimization method of spread-sheet software, we obtain the minimum k = . In general, there is a positive correlation between k and t 0 , negative correlations between k and l ∞ , and l ∞ and t 0 in VBGF1. The minimum and maximum estimates of l ∞ and t 0 are omitted. Table Table Table 2 . 2. 2. Table Table Table 2 . 2. 2. Table Table Table 2 The treatment of the reproduction model is similar to that of the growth formula. A generalized reproduction model was proposed by Schnute (1985) :
This model can be rewritten as
where S is the spawning biomass, R is the recruit biomass, and α, β and r are the parameters which determine the shape of the curve. When r = 1, Eq. (2.81) is equal to the Beverton-Holt model (1) When r < 0, they have an intersection point or a contact point on the abscissa at S = −1/(rβ). The right side over an intersection point or a contact point of these reproduction models has no meaning.
(2) When r < 1, they have a maximal point at
Formerly, we obtain this model as follows: The survival equation is 84) where N is the number of fish. The solution of this equation with the initial condition
/r into this equation gives Eq. (2.81). On the other hand, the following differential equation gives the same solution (Akamine 1994) :
The transformation u = R αS (2.87) gives the equation
The solution of this with the initial condition R (0) = α is Eq. (2.81).
2-7. 2-7. 2-7. Parameter estimation for reproduction model Parameter estimation for reproduction model Parameter estimation for reproduction model
In the case of estimating R from S, it is better to generally use the regression theory. If we consider both errors of R and S, the weighted least-squares method with errors in both axes is applicable as follows: Let the reproduction model be the implicit model
The objective function with m-paired data
is adequate for this estimation (Awaya 1991) . We can minimize Eq. (2.90) by using Lagrange's indetermined multiplier method. Awaya (1983) applied the Newton method for the implicit function model. Let the implicit function be
where t is an independent variable, w is a subordinate variable, and θ are parameters. This function cannot be rewritten as w = g(t, θ). Let the data be m sets of (t i , µ i , δ 2 i ) and the objective function be
(2.92)
We can obtain adequate parameter values by minimizing this objective function. Let the objective function be expanded as follows: 93) where v i = 1/δ 2 i , and λ i is the undetermined multiplier. Thus, the following simultaneous equations can be obtained: 96) where
, and n is the number of parameters. Let
97) 
where f i0 = f (t i , w i0 , θ 0 ). Thus, the following equations can be obtained:
On the other hand, substituting Eq. (2.97) into Eq. (2.94) with f i = f i0 gives 
Substituting these into Eq. (2.95) with f i = f i0 gives the following equations:
These are the normal equations of the least-squares method for the implicit function model. In practice, if we first decide the initial values of θ i , the initial values of w i , which satisfy Eq. (2.96), can be obtained by using numerical calculation. Solving Eq. (2.103) for the modified vector of parameters θ i gives the modified vector of variables w i from Eq. (2.100) and new values of f i from Eq. (2.99). Therefore, solving Eq. (2.103) again and repeating these procedures gives the solution. The linear approximation errors of f i converge to 0. This Awaya method is regarded as the Newton method for the multivariable implicit function model. Although its convergence area is narrow, it converges in 10 times or so. This method can be modified to the Marquardt method which has a larger convergence area (Awaya 1991; Akamine 1999) . The merit of the Awaya method is that it requires only one time to calculate the correct value of w i .
2-8. 2-8. 2-8. Supplement Supplement Supplement
In fish population dynamics, allometry
is used for the relationship between the body-weight and body-length. Nowadays, we can estimate body-weight from body-length data by using the following two regression models: 106) where is the residual. Each objective function is
107) where s = ξl 2 , w = ηl 3 . Thus we obtain the equation
OA is equal to VBGF1 when a = 0 and converges to LGF when a → ∞. Although OA is similar to RGF, it does not include GGF and VBGF2. The integral of OA is
where
. This is an implicit model, so the Awaya method is useful for parameter estimation.
Analysis of the body-size composition Analysis of the body-size composition Analysis of the body-size composition
Estimating the age composition from the body-size composition data is a basic method in fish population analysis. Before the 1960s, graphical methods for a mixture of normal distributions were widely used. Hasselblad (1966) invented the iteration method for this model by using the maximum likelihood method. Akamine (1982 Akamine ( , 1984 Akamine ( , 1985 Akamine ( , 1987b Akamine ( , 1988a proposed BASIC programs for the Gauss-Seidel method and the Marquardt method by using the maximum likelihood method and the least-squares method. By use of spread-sheet software, the Hasselblad method is easy to apply. In this section, the Hasselblad method is explained by using the EM algorithm. The Jacobi method and the Marquardt method are also explained.
The body-size composition is regarded as a mixture of normal distributions which is defined as
where x is the body-size, subscript i is the number of each distribution, and p i > 0 is a mixture ratio which has the condition
Function g i (x) ≥ 0 is a normal distribution:
3)
The estimates of p i , µ i and σ 2 i can be statistically obtained from the body-size composition data. The condition (3.2) decreases the freedom of parameters. Thus, we have to estimate (3n − 1) parameters at the same time.
The maximum likelihood method is adequate to estimate parameters of the probability distribution. When the body-size data is obtained as x 1 , ..., x m , the likelihood for this model is defined as
The parameter values which give the maximum likelihood are the most adequate estimation. In practice, the log likelihood is used for the objective function as follows:
In the case of the histogram for the data, let H * (x) be the frequency of a histogram, and H (x) > 0 be the relative frequency
where x is the class mark of the body size. Thus, the log likelihood is defined as
We can obtain the maximum Y by using the iteration method for computers.
3-2. 3-2. 3-2. Hasselblad method Hasselblad method Hasselblad method
Hasselblad (1966) defined the mixture ratio as follows:
In this case, the condition of the solution
is rewritten as
By multiplying p i to both sides of Eq. (3.10), he obtained
The sum of both sides are
(3.14)
Therefore,
The resulting equation from Eqs. (3.12) and (3.15) is
Thus, he obtained the following iteration method:
.
(3.17)
The right upper (t) means the t-th iteration value. Substituting old values in the right side provides new values in the left side.
On the other hand, the condition of the solution:
Thus, he obtained the following iteration:
(3.20)
In the same way, the condition of the solution
∂Y ∂σ
Thus, he obtained the iteration
Although the Hasselblad method is stable and useful, it is difficult to fully understand the properties of iteration (3.17).
3-3. 3-3. 3-3. Undetermined multiplier method Undetermined multiplier method Undetermined multiplier method Akamine and Matsumiya (1992) obtained Eq. (3.17) by using Lagrange's undetermined multiplier method. Let the objective function be
where λ is an undetermined multiplier. The condition of the solution
The value of λ is determined as
Thus, we obtain the following non-linear equations:
By multiplying p i to both sides of this equation, we obtain Eq. (3.16) and iteration (3.17).
3-4. 3-4. 3-4. EM algorithm EM algorithm EM algorithm
The Hasselblad method is regarded as an application of the EM algorithm which has E-step for estimating the missing data and M-step for maximizing the likelihood to estimate parameters. The EM algorithm is developed for the model which has random missing data. Although the model of a mixture of normal distributions has no missing data, it has the latent data as follows:
Define the latent data z i (x) as the relative frequency of age i and size x, and q i (x) as the probability of age i in the size x as follows:
In E-step, z i (x) can be estimated as the expectation:
These equations are natural and the calculation amount of E-step is zero. For the optimization of parameters in M-step, there are defined relations
We obtain the following log likelihood:
To maximize this Q-function for the parameter p i , let the objective function be
The condition of the solution
The value of λ is calculated as
Thus, we obtain the iteration (t) . (3.37) This is the same as Eq. (3.17). For the parameter µ i and σ 2 i , we also obtain the same iteration as the Hasselblad method. Therefore, we can obtain the iterations naturally by maximizing the Q-function in the EM algorithm.
It is proved that the log likelihood increases in each step of the EM algorithm. Akamine (2007) used the geometrical method (Murata and Ikeda 2000) for this proof. For discrete models, the K-L information quantity is defined as
where ξ(x) and η(x) are probability distributions. This inequality is proved by using ln x ≤ x −1 as follows (Sakamoto et al. 1986 ):
The equality is clearly satisfied only when ξ(x) ≡ η(x). The K-L information quantity gives the upper limit of the log likelihood as
Define the distance as
This is a special distance because
Firstly, to minimize D we can modify z i (x) in E-step. We can divide D as follows:
Therefore, the equations 
Because the first term is constant, we have to minimize the second term which is the same as the minus Q-function (3.32). Thus, it was proved that the distance D is made shorter in each E-and M-step. In E-step, D is modified as On the estimation of the mixture ratio, Akamine (2001) showed the following convergence criterion according to Iri (1981) . Iteration (3.17) can be rewritten as
(3.47)
We obtain the following inequality:
where J (t) is the norm of the matrix J (t) . The elements of this are (3.50) where the with i = k means the sum of i = 1, · · · , n except i = k. Thus, we obtain the following criterion:
where L is the Lipschitz constant. This is the sufficient condition of the convergence. On the other hand, the necessary condition is
3-6. 3-6. 3-6. Approximation of the Jacobi method Approximation of the Jacobi method Approximation of the Jacobi method
Although the Hasselblad method is regarded as the EM algorithm, as detailed above, it is also regarded as an approximation of the Jacobi method in which all parameters are modified by using the Newton method at the same time in each iteration (Akamine 1998 (Akamine , 1999 . Let Eq. (3.28) be
Thus, we obtain the following equation:
In the neighborhood of the solution, we obtain the approximation
where i is Eq. (3.50). Therefore, the modification of p i in the Jacobi method is
. (3.56) This shows that the Hasselblad method is regarded as an approximation of the Jacobi method when i is small.
3-7. 3-7. 3-7. Difference between the iteration method and the EM algorithm Difference between the iteration method and the EM algorithm Difference between the iteration method and the EM algorithm
There is little difference between the iteration method and the EM algorithm (Akamine 2005) . It is clear when σ i = αµ i . In this case of the EM algorithm, the condition of the solution ∂ Q ∂α 2 = 0 (3.57)
gives the equation
Therefore, we obtain the iteration
On the other hand, the condition of the solution ∂ Q ∂µ i = 0 (3.60)
gives the quadratic equation
The iteration is This method converges in the same way as the Hasselblad method.
(Example 3) Estimation of the age composition for the data of the porgy. The body-length composition is shown in Table 3  Table 3  Table 3 and Fig. 6 Fig. 6 Fig. 6 . Let the histogram data be H * (7.5) = 7, H * (8.5) = 79, and so on. The iterations (3.17), (3.20) and (3.23) can be calculated by using the spread-sheet software (Aizawa and Takiguchi 1999; Gorie 2002) . Table 4  Table 4  Table 4 shows the results.
3-8. 3-8. 3-8. Marquardt method Marquardt method Marquardt method
The Newton method is a basic method for the optimization of the multivariable model
64) Table Table Table 3 . 3. 3. Table Table Table 3 . 3. 3. Table Table Table 3 . 3. 3. The body-length composition data of the porgy (Dentex tumifrons). BL is the body length (cm). Data were excerpted with kind permission of Dr. Shoichi Tanaka from Table Table Table 4 . 4. 4. Table Table Table 4 . 4. 4. Table Table Table 4 . 4. 4. The result of the estimation for the mixture of normal distributions. The range of the body length is 7-32 cm. Data were excerpted with permission from Akamine T. Suisan Shigen Kaiseki no Kiso, Body length (cm)
Frequency
Fig . Fig. Fig. 6 . 6. 6. Fig. Fig. Fig. 6 . 6. 6. where Y is the objective function and θ i is a parameter. These are non-linear equations. The Newton method to solve these equations becomes an iteration method by using the following linear equations:
where H is the n-th square matrix called a Hessian, θ is the modified vector of parameters, and −f is the steepest descent vector. Although the convergence area of this is narrow, the Marquardt (1963) method was invented to enlarge the convergence area as follows:
where I is the unit matrix, and λ is an adjusting factor. When λ is large, Eq. (3.66) approaches to
This is the steepest descent method and the convergence area is not large. Therefore, we use the standard scaling of parameters (Marquardt 1963; Akamine 1988b ) to enlarge the convergence area and obtain
Thus, only the diagonal elements of H need to be multiplied by (1 + λ) for the standard scaling of parameters. When λ is large, Eq. (3.68) approaches
This is the Jacobi method (Akamine 1987b) . Then the Marquardt method is a mixture of the Newton and the Jacobi methods, not a mixture of the Newton and the steepest descent methods.
In the first half of the iteration, λ must be large enough to approach the Jacobi method. In the second half, λ must be small enough to approach the Newton method. The procedure of the Marquardt method is as follows:
(1) Let the initial value be λ (0) = 1, and solve Eq. (3.68).
(2) When Y is decreased, let λ (t+1) = λ (t) /2, and repeat the procedure (1)-(2).
(3) When Y is not decreased, let λ (t) ← 2λ (t) and solve Eq. (3.68) again. If Y is not decreased after 10 times repeating the same procedure, either the solution has been obtained or the initial values of the parameters are not adequate. Figure 7 shows the image of the convergence (Akamine 1987a) . The disadvantage point of this method is the calculation amount of the Hessian is large.
In numerical calculation, condition (3.2) is treated by using the following methods: One way is the elimination of p n as
another way is the transformation of p i to K i as
These ways change the conditional optimization to a normal optimization.
Estimation of the population size Estimation of the population size Estimation of the population size
The population size estimation is important for fisheries stock assessment. In this section, we discuss the basic methods for estimation of the population size which are based on random sampling. These are the Petersen method, the quadrat method, and the DeLury removal method. Their statistical models are based on the binomial distribution. The classical Bayesian statistics and sum formulae of the binomial and hyper-geometric distributions are also explained. The graphic function of spread-sheet software helps to understand these methods. Fig. Fig. Fig. 7 . 7. 7. Fig. Fig. Fig. 7 . 7. 7. Fig. Fig. Fig. 7 . 7. 7. Image of the convergence of the Marquardt method. M is the starting point, G is the goal, and S is the starting point of the steepest descent method which does not converge to the goal. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 11, Fig. 1.6, Kouseisha Kouseikaku, Tokyo, 2007. c This is a basic method to estimate the number of fish by using the mark-recapture experiments. Let N be the total number of individuals to estimate, M be the number of marked in N , n be the total number of captured, and r be the number of mark-recaptures in n. Kuno (1986) showed the point estimation 2) and its 95% confidence interval
However, the precision of this interval is not high because it uses only propagation of errors. The strict statistical model for the Petersen method is the hyper-geometric distribution
When N and M is larger than n and r greatly, this approximates to the binomial distribution as follows:
where p = M/N is the mark ratio. If p in the binomial distribution model is estimated, then we can obtain the total number of individuals as N = M/ p. In practice, the approximation to the normal distribution easily gives the interval estimation. According to the normal distribution, the following equation gives the confidence interval of p:
where z is the standardized variable. This is rewritten as
This is a quadratic equation of p. Akamine (2002) showed the roots of this equation with the continuity correction are
The reason that the sign in front of z is inversed is explained below. The roots without the continuity correction are
This equation is shown in Yamada and Kitada (1997) . When n is large, these are approximated to
This equation is shown in many statistics textbooks.
(Example 4) Estimation of the 95% interval of N when M = 60, n = 141, and r = 11. When z = 1.96, we can obtain the 95% confidence interval. The solutions resulting from Eq. (4.11) are N = 490.67 and 1778.01, thus the 95% confidence interval of N is [491, 1778] . The solutions resulting from Eq. (4.10) are N = 446.78 and 1360.00, thus that of N is [447, 1360] . The solutions resulting from Eq. (4.9) are N = 461.63 and 1284.13, thus that of N is [462, 1284] . The higher the precision becomes, the shorter the interval becomes. The true value of this experiment is N = 1200 and p = 0.05 (Yamada and Kitada 1997) . Let r = 11.5 with the continuity correction, then we obtain z = 1.72 < 1.96. Thus, this experiment is successful and the confidence interval must include the true value. The solution from Eq. (4.9) is the best because it includes the true value and it is the shortest. When the approximation error of the binomial distribution to the normal distribution is not small, the solution from Eq. (4.10) may be safer than Eq. (4.9). On the other hand, the solutions from Eq. (4.3) are N = 374.70 and 1163.48, thus the 95% confidence interval of N is [375, 1163] . This interval does not include the true value.
The traditional interpretation of the confidence interval is as follows: The 95% confidence interval includes the true value about 95 times in 100 trials. Figure 8 Figure 8 Figure 8 shows the 95% confidence interval of the Petersen method. This is called the 95% confidence belt. Let the true value p 0 be the dotted line. The data r 0 is included in the 95% probability interval (the dotted line in the 95% confidence belt), and its confidence interval of p (the line segment at r = r 0 ) includes the true value p 0 . On the other hand, the data r 1 is not included in the 95% probability interval, and its confidence interval (the line segment at r = r 1 ) does not include the true value p 0 . For interval estimation, the probability for horizontal (r ) is only used, and the probability for vertical ( p) is not used in traditional statistics.
The reason that the sign in front of z in Eq. (4.9) is inversed is as follows: Figure 8 Figure 8 Figure 8 shows the two curves of Eq. (4.9). The right curve gives the upper limit of r and the left one gives the lower limit. For the continuity correction, we plus 0.5 to r in the upper limit, and minus 0.5 in the lower limit. Figure 8 Figure 8 Figure 8 shows that the lower limit of p uses the upper limit of r , and the upper limit of p uses the lower limit of r . Thus, the sign in front of z in Eq. (4.9) is inversed. On the other hand, Takeuchi and Fujino (1981) used the equation in which the sign in front of z in Eq. (4.9) is not inversed, because they gave rejection regions, not a confidence interval.
4-2. 4-2. 4-2. Bayesian statistical method for the Petersen method
Bayesian statistical method for the Petersen method Bayesian statistical method for the Petersen method
The classical Bayesian statistics method is easily applied for this model. Bayesian statistics is based on the following theorem: The posterior distribution of θ is
where X is data, θ is parameter, L(θ |X ) is likelihood, and π(θ) is the prior distribution of θ. This equation means the following proportional expression:
All methods which treat parameter probability are involved in Bayesian statistics. Equation (4.12) is also regarded as the weighted likelihood. HDR (Highest Density Region) can be defined as follows: Let
14)
Fig . Fig. Fig. 8 . 8. 8. Fig. Fig. Fig. 8 . 8. 8. Fig. Fig. Fig. 8 . 8. 8. The 95% confidence belt of the Petersen method. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 54, Fig. 3.5, Kouseisha Kouseikaku, Tokyo, 2007 . c 2007 where P is probability, x is the inner point of HDR, and y is the outside point of HDR. Thus, the area of HDR is the minimum. It is not always a continuous area for the mixed distribution. The following function can be defined as
This function gives the (1 − α) probability interval which is determined by h as
The favorable prior distribution of p is the uniform distribution from p = 0 to 1 for the Petersen method. This is the first example of Bayesian statistics in history. Let π( p) = 1. Thus, we obtain the posterior distribution
The following formula means that the upper probability of r and the lower probability of p are almost equal
When the binomial distribution approaches to the Poisson distribution not the normal distribution, the Bayesian result is not equal to the traditional one, because the Poisson distribution is not symmetric. When the rejection region of the normal distribution is 2.5% regions of both sides, and that of the Poisson distribution is an almost 5% region of the right side, so the results of the Bayesian method is different from the traditional one. Solving Example 4 by using the Bayesian statistics, we obtain Fig. 9 Fig. 9 Fig. 9 as the posterior distribution of p with the prior distribution π( p) = 1 and the step-wise 0.005. If h = 0.025, we obtain the probability interval of p as [0.045, 0.130], and the total probability 95.32% > 95%. Removing p = 0.130 which has the minimum probability, we have the interval [0.045, 0.125] with the total probability 94.04% < 95%. In this case, the 95% probability interval of N is [480, 1333] . If p = 0.130 is included, the lower limit of N is 462, and becomes similar to the confidence interval of Eq. (4.9). When we use smaller steps, we obtain a higher precision interval. 
Posterior probability
Fig . Fig. Fig. 9 . 9. 9. Fig. Fig. Fig. 9 . 9. 9. Fig. Fig. Fig. 9 . 9. 9. The posterior distribution of the Petersen method. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 56, Fig. 3.6, Kouseisha Kouseikaku, Tokyo, 2007 . c 2007 4-3. 4-3. 4-3. Bayesian statistical method by using the hyper-geometric distribution Bayesian statistical method by using the hyper-geometric distribution Bayesian statistical method by using the hyper-geometric distribution
The strict statistical model for the Petersen method is the hyper-geometric distribution explained above. In the binomial distribution model, we use the uniform distribution for the prior distribution of p. Therefore, the prior distribution of N is derived as follows:
Then the favorable prior distribution of N is 21) because the following equation holds:
Therefore, the posterior distribution of N is
The following equation means that the upper probability of r and the upper probability of N are almost equal
This model is just a simple model in which the binomial distribution is transformed to the hyper-geometric distribution. Thus, (n + 1)HG(r, n, M, N ) must be the probability density in the posterior distribution. When the prior distribution is not a uniform distribution, the posterior probability is not equal to the likelihood. We had better make the probability interval of the posterior distribution be almost equal to the confidence interval of the traditional statistics (Akamine 1989b ).
4-4. 4-4. 4-4. Quadrat method Quadrat method Quadrat method
This is a basic method to estimate the total number of fish, plankton, or benthos by counting the number of individuals in a part (Akamine 1981 (Akamine , 2002 . When fish distribute at random, the number of individuals caught by a part is modeled as the binomial distribution: 25) where n is the total number, p is the fishing ratio, and r is the catch. This is the statistical model to estimate n by using p and r . Although the point estimation is easy as n = r/ p, the interval estimation is not so easy. We obtained the following estimation:
This is similar to Eq. (4.3), so the precision is not high. In practice, the approximation to the normal distribution gives the interval estimation. Equation (4.8) is also a quadratic equation of n. The roots of Eq. (4.8) with the continuity correction are
The reason that the sign in front of z is inversed is as same as for the Petersen method. The favorable prior distribution of n is the uniform distribution from n = r to ∞ for the quadrat method. Let the prior distribution be π(n) = > 0 (Mangel and Beder 1985; Akamine 1989a ). Thus, we obtain the posterior distribution Fig. Fig. 10 . 10. 10. Fig. Fig. Fig. 10 . 10. 10. Fig. Fig. Fig. 10 . 10. 10. The 95% confidence belt of the quadrat method. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 51, Fig. 3.3, Kouseisha Kouseikaku, Tokyo, 2007. c On the other hand, the posterior distribution of n is shown in Fig. 11 Fig. 11 Fig. 11 by using the uniform distribution for the prior distribution in Bayesian statistics. This is the vertical probability of Fig. 10  Fig. 10  Fig. 10 . When h = 0.0025, the interval of n is [19, 105] . The total probability of this case is 95.16%, which is larger than 95%. The total probability without n = 105 (the probability of which is minimum) is 94.91%, thus the 95% probability interval of n is [19, 104] . This interval is similar to the traditional confidence interval. The following formula supports this phenomenon.
This formula suggests that the upper probability of r and the lower probability of n are almost equal. When the binomial distribution approaches to the Poisson distribution, the Bayesian estimate and the traditional one are not equal.
4-6. 4-6. 4-6. DeLury removal method DeLury removal method DeLury removal method
This method gives the estimation of the initial population size N 0 and the catchability coefficient q at the same time. This method is modeled in two ways as a linear regression and a product of binomial distributions. Although Kuno (1986) recommended the former in practice, recommended the expanded least-squares method based on the latter. Their objective function is given by using the approximation to the normal distribution as follows: n Posterior probability Fig. Fig. Fig. 11 . 11. 11. Fig. Fig. Fig. 11 . 11. 11. Fig. Fig. Fig. 11 . 11. 11. The posterior distribution of the quadrat method. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 52, Fig. 3.4, Kouseisha Kouseikaku, Tokyo, 2007 . c 2007 Co., Ltd.
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where C t is the number of fish caught, N t is the population size, p t is the removal ratio, and X t is the fishing effort at t-th time. This is the expanded least-squares method. Therefore, the distribution of the minimum value of Y with respect to N 0 and q is χ 2 (n − 1). Although this equation was deduced by Zippin (1963) for the minimum χ 2 method, obtained it from the likelihood ratio test. However, the confidence region of this model is very wide.
On the other hand, the product of binomial distributions is modified to the multinomial distribution. Thus, the other objective function is given as
32)
The distribution of the minimum value of this with respect to N 0 and q is also χ 2 (n − 1). Nowadays, the confidence region of N 0 and q with χ 2 (2) is given by computer software.
(Example 6) Analysis of the data in Table 5  Table 5  Table 5 . The maximum N 0 is 2171.9 (q = 0.00060), and minimum is 1074.9 (q = 0.00150). Therefore, the confidence interval of N 0 is [1075, 2171] . It is important that the upper range of the confidence interval is larger than the lower one.
4-7. 4-7. 4-7. Proof of the sum formulae of the binomial distribution and the hyper-geometric distribution Proof of the sum formulae of the binomial distribution and the hyper-geometric distribution Proof of the sum formulae of the binomial distribution and the hyper-geometric distribution Akamine (2002) proved some formulae as follows: The basic formula is
The sum of both sides is
(4.34) Table Table Table 5 . 5. 5. Table Table Table 5 . 5. 5. Table Table Table 5 Fig . Fig. Fig. 12 . 12. 12. Fig. Fig. Fig. 12 . 12. 12. Fig. Fig. Fig. 12 . 12. 12. The 95% confidence area of the DeLury removal method. Redrawn with permission after Akamine T. Suisan Shigen Kaiseki no Kiso, p. 61, Fig. 3.8, Kouseisha Kouseikaku, Tokyo, 2007 . c 2007 The recursion of this gives Eq. (4.30). The limit is Eq. (4.29). On the other hand, integral by parts gives
(4.35)
The limit is Eq. (4.18), and Eqs. (4.34) and (4.35) give Eq. (4.19). For the hyper-geometric distribution, as the same way as the binomial distribution, we obtain the following formulae: 38) and
Although many formulae of the hyper-geometric distribution can be derived by the use of the recurrence formula, Eqs. (4.22) and (4.24) are derived by the use of the summation by parts. The difference is defined as follows:
(4.40)
Hence, we obtain
, this gives the indefinite summation
where −1 is the summation operator, c is the summation constant. Therefore, the definite summation is denoted as
The difference of the product is
Thus, we obtain the following two formulae of the summation by parts: (4.48)
The inverse operation of this is
(4.49) Formula (4.22) can be modified as
We use formula (4.45) for S.
Thus, formula (4.22) is proved. Next, the left side of formula (4.24) can be modified as
We use formula (4.46) for S * .
Therefore, we obtain the following equation:
Finally, Eqs. (4.54), (4.37) and (4.38) give Eq. (4.24).
Survival models Survival models Survival models
The virtual population analysis (VPA) is a typical survival model in fish population dynamics (Megrey 1989) . Most of them use mortality coefficients. On the other hand, the Leslie matrix model is a famous management model in agriculture. The VPA model using mortality rates is useful because it is related to the Leslie matrix model, and linear programming. In this section, these models are presented as simple styles, because simple ones are most useful for many applications.
5-1. 5-1. 5-1. VPA VPA VPA
The standard fishing models are
where N (t) is the number of fish, C(t) is the number of fish caught, Z is the total mortality coefficient, F is the fishing mortality coefficient, and M is the natural mortality coefficient. The resulting equation from these two equations is
Aksland (1994) and Hiramatsu (1995) obtained the analytical solution of this as 9) where N 0 = N (0). VPA is a simple estimating method of N from C by using these fishing equations.
The definite calculation of VPA is as follows: The constant value of M is known. The basic equations are
10) 11) where N i = N (i), and
Substituting Eq. (5.10) into Eq. (5.11) gives
At first, we solve this non-linear equation for F i , and then we obtain N i of Eq. (5.10). The recurrence of these procedures gives all N i . This method needs the number of fish in the oldest class N T which is called the terminal N . In practice, we use the terminal F instead of N . The following Ishioka and Kishida (1985) iteration method for Eq. (5.13) has a high precision and converges at about three times recurrence. Equation (5.13) can be modified as follows:
This is a special case of Eq. (5.4). The Ishioka and Kishida iteration method is 
This is an impulse fishing model at the middle point in the fishing period. The fishing equation of this model is
The following Nagai (1980) method has a higher precision than the Pope method. The Nagai method is (5.19) This is also an impulse fishing model in which the fishing point is a little before that of the Pope method. This approximation is also regarded as
where 
Hence, we have
When b → a, we obtain 24) where δ is the Dirac delta function, and 5-2. 5-2. 5-2. VPA using mortality rates VPA using mortality rates VPA using mortality rates
The following simple model is used for whales: (5.27) where E is the fishing mortality rate. This is an impulse fishing model at the first point in the fishing period. The model becomes the same as the Pope method by sliding a fishing time for a half period.
The discrete fishing models are
where D is the natural mortality rate. Thus the fishing models using mortality rates instead of mortality coefficients are as follows (Akamine 1995a, d) :
where s is the survival rate. Hence, forward-calculation is
and back-calculation is
This is rewritten as The relationships of mortality rates and mortality coefficients are The inverse transformations are In these transformations, the following relationships hold:
These are shown in Fig. 13 Fig. 13 Fig. 13 , in which solid and broken lines have a one-to-one correspondence.
Fig . Fig. Fig. 13 . 13. 13. Fig. Fig. Fig. 13 . 13. 13. Fig. Fig. Fig. 13 . 13. 13. The transformation of the coefficients and rates. Redrawn after Bull. Jpn. Soc. Fish. Oceanogr., 59, Fig. 1 
Summary Summary Summary
In this monograph, the author has presented four subjects. The first is the new standard growth formula and its statistical methods for estimation and test. The second subject is the body-size composition analysis in which we use the maximum likelihood method for parameter estimation on a mixture of normal distributions. The third subject is the estimation of population size in which the Petersen method, the quadrat method, and the DeLury removal method are discussed. The last subject is the survival models in which VPA, the Leslie matrix model, and the linear programming are explained. We can use all the methods in this monograph by using spread-sheet software.
In Section 2, a new standard growth formula based on the Richards growth formula and a periodic function w(t) = w ∞ 1 + r e −k[F(t)−F(c)] 1/r , F(t) = t + A 2π sin 2π(t − t 1 ) is presented. Parameter estimation and test for this formula is based on the weighted least-squares method. The Ohnishi and Akamine growth formula, which is an implicit function, and the Awaya method to estimate parameters of implicit models are introduced. The generalized reproduction model which is similar to the Richards growth formula is also explained. In Section 3, the Hasselblad method for estimation on a mixture of normal distributions is discussed. This algorithm is obtained by using the EM algorithm naturally, and the convergence of its objective function is proved by using the K-L information quantity. The sufficient condition for convergence of parameters is as follows:
where L is the Lipschitz constant. On the other hand, the modification of the Jacobi method is
This shows the convergence speed of the Hasselblad method, which is the numerator of the right side, is similar to the Jacobi method. In Section 4, the traditional methods in which the binomial distribution is approximated to the normal distribution for the Petersen method and the quadrat method are explained. The Bayesian statistical methods for these are also presented. The hyper-geometric distribution is used for the Petersen method in Bayesian, and its sum formulae are proved by using the formulae of summation by parts. The following formulae show the relationship between the traditional method and the Bayesian method: is also explained. In Section 5, the Pope, Nagai methods, and Ishioka and Kishida iteration method for VPA are explained. The simple VPA method using mortality rates instead of mortality coefficients is presented as follows:
The transformation between mortality rates and mortality coefficients are
The Leslie matrix model related to VPA, and the linear programming using mortality rates are also presented.
