We address the problem of fast figure-ground segmentation of single objects from cluttered backgrounds to improve object learning and recognition. For the segmentation, we use an initial foreground hypothesis to train a classifier for figure and ground on topographically ordered feature maps with Generalized Learning Vector Quantization. We investigate the contribution of several adaptive metrics to enable generalization to the main object parts and derive a foreground classification, which yields an improved bottom-up hypothesis. We show that metrics adaptation is a powerful enrichment, where generalizing the Euclidean metrics towards local matrices of relevance-factors leads to a higher classification accuracy and considerable robustness on partially inconsistent supervised information. Additionally, we verify our results in an online learning scenario and show that figure-ground segregation using this adaptive metrics enables a considerably higher recognition performance on segmented object views.
Introduction
For research in human-machine interaction, the learning of visual representations under general environmental conditions becomes increasingly important. The main goal is to reach a symbolic level for a compact and unambiguous description of the visual data. Therefore the segregation of objects from their surrounding background is fundamental for object learning and recognition. The problem for segmentation is to group similar parts of the scene to each other. As the notion of similar is not clearly defined, this problem can be addressed in several ways and by the usage of different information sources. Possible criteria for similarity are the homogeneity of regions, coherent motion or semantic properties. In the following we will give an overview of current state of the art methods for segregating an object from the surrounding background.
In general, most models represent the image data by a stack of topographically ordered feature-maps (e.g. color, texture and edge detections) with one feature for every pixel position. The problem of figure-ground segregation then reduces to the problem of assigning the corresponding feature representatives to figure or ground. In the following, we will separate the segmentation approaches into three categories: object-specific models that use learnt knowledge about particular objects in a top-down fashion, bottom-up models that generate a segmentation entirely based on the feature similarities for each new image, and hypothesis-driven models that use a prior coarse hypothesis on figure and ground to obtain a precise segmentation of an object.
A prominent example for object-specific models are the parts-based approaches [1, 2, 3, 4] , whose goal is to model an object class/category by a set of typical image patches obtained by a learning algorithm. Such a representation can be used to detect corresponding patches in the target images to find/recognize the objects, as well as to segment them from the background. Therefore these methods can be assigned to the class of top-down models. The concept of parts can also be generalized to more complex structures [5] . The general problems of these methods are the high computational load in the learning phase, as well as the necessity of a database to acquire the representation. For interactive scenarios where real-time and online processing are significant constraints these models are currently not appropriate.
The bottom-up segmentation models avoid referencing to a particular object specific representation. With the Normalized Cuts Method [6] the whole image is modeled by an interaction matrix, representing all pairwise feature similarities. The goal is to partition a graph defined by the interaction matrix into two regions with strong self-similarities but only weak connections to the other region. The Competitive Layer Model has been designed as a dynamic model of Gestalt-based feature binding and segmentation [7] using similar pairwise feature similarities. The data-driven learning of these similarity functions has been considered by Weng et al. [8] . But such approaches solve complex optimization problems resulting in computationally demanding models, which are also not appropriate for online learning.
Hypothesis-driven approaches model the feature distribution of figure and ground and combine them with constraints on the derived foreground regions. Additionally, e.g. the similarity information of neighboring pixels can be used to derive consistent segments respecting the homogeneities and discontinuities in the image. For example, Rother et al. [9] propose to model foreground and background by Gaussian Mixture Models (GMM) and use the Min-Cut algorithm to optimize the partition of the image into two regions with respect to the model affinity and discontinuities in the image. As the basic GrabCut [9] model is sensitive to high contrast edges in cluttered background, Sun et al. [10] suppress this effect with information from the known and static background. Similar to GMM, Weiler et al. [11] uses histograms for the region description integrated into a Level-Set energy functional with an included smoothness term (e.g. penalizing the length of the contour) to derive compact foreground segmentations. The methods of Rother et al. and Weiler et al. [9, 11] rely on the necessity of sufficient image statistics to model the feature distributions and high color gradients across figure-ground boundaries to align the segmentation with the object contour. In [12] , the clusters in the colorspace of the image are modeled with prototypical feature combinations. This concept is generalized to arbitrary feature-maps, for example to derive compact regions in the image space by a direct integration of the pixel position as additional features [13] . The latter two approaches [13, 12] select the supposed foreground clusters to derive a segmentation. For this selection the concept of a segmentation hypothesis is needed.
The hypothesis-driven methods do not need an object specific training beforehand, but an initial guess which parts of the image are related to figure and ground to obtain the segmentation. This initial guess can be derived from foreground detection [10] , user interaction [9] , depth information [13] or saliency [12] . It is a common problem that the obtained hypothesis has a noisy character, caused by fundamental problems (e.g. the ill-posed task of depth estimation from 2D data). Therefore the main problem is to generalize to relevant object regions from such imprecise hypotheses. One approach is to obtain a model classifying foreground and background based on the pixel-wise feature information from the hypothesis. An appropriate learning model can then generalize over inconsistent training data and yields a segmentation that is better than the initial guess (that is, refines the hypothesis). This concept can be transferred to other application domains as well, like audio segmentation.
The segmentation obtained by such hypothesis-driven models can be combined with a high level object representation used for learning and recognition of the segmented object views. In the context of online learning of objects a biologically inspired view-based approach on the basis of hierarchically organized processing was proposed recently [14] . Using this model as part of an active stereo vision system (see Sec. 2), object learning and recognition takes place on the highest level of multiple layers from simple to complex feature detectors (Fig. 1) . That is, during the interaction with the user, this method is capable Figure 1 . Overview on the architecture for object learning and recognition [14] .
In the first stage, color and position are used as features together with the initial hypothesis to obtain the object segmentation with a Learning Vector Quantization approach. In the second stage, the rightmost layer of a feature hierarchy is used as object representation for learning and recognition.
of learning the object representation on the basis of high dimensional shape features. For this architecture it was shown that the performance of the object classifier improves considerably with better segregation from the background [13] .
Following the general architecture shown in Fig. 1 , we propose a hypothesisdriven method to segment objects for object learning that is capable of running with sufficient speed and can handle changing and cluttered backgrounds. We assume that an initial hypothesis from depth estimation is given, which covers the image region of the presented object. Then our method for object segmentation uses prototypical feature representatives to model figure and ground. Because extracting 3D information from 2D images in general is an ill-posed problem, the resulting hypothesis is characterized by a partially inconsistent overlap with the outline/region of the object (see Fig. 2 ). We use this information as a supervised label for the image features to train a classifier for figure and ground with Generalized Learning Vector Quantization (GLVQ [15] ). The goal is to generalize to the main object parts and to derive a foreground classification, which improves the initial hypothesis. In prototype-based representations, the clustering and classification of image regions on the basis of similarity crucially depends on the underlying metrics. For GLVQ several extensions of the Euclidean metrics are available [16, 17] , which offer additional feature and prototype-specific weighting factors, taking into account the discriminative power of features and correlations between them. These so-called relevance-factors and the LVQ-network weights (prototypes) are adapted online by means of gradient descent. By comparing the adaptive metrics and investigating the robustness to the noisy supervised information, we show that manipulating the metrics given a prototypical feature representation is capable of achieving a large gain in hypothesis refinement. Transferring these insights Figure 2 . Overview on the scenario for object learning and recognition. To determine an initial hypothesis that defines which parts of the view correspond to the object itself, the motion and depth information is used for attending and selecting the object during interaction. For this, the concept of peripersonal space [14] is used, which defines the behaviorally relevant parts of the visual scene as the region in front of the system. The highlighted region in the middle image consists of all scene elements within a specified depth interval.
to the application domain of figure-ground segregation, we show that the introduction of prototype-specific matrices of relevance-factors is leading to an improved segmentation quality enhancing object learning and recognition. In contrast to other prototype-based approaches [13, 12] , this method offers the advantage to automatically determine those feature dimensions most relevant for the object segmentation. Additionally, it relaxes a priori assumptions on object position and segment selection.
The paper is organized as follows. First we present our current scenario and concept for object segmentation. After a short description of four adaptive metrics extensions for GLVQ, we compare them with respect to foreground classification performance on multidimensional feature vectors, in particular with noisy training data. Finally we evaluate the impact of metrics adaptation on the prototype-based representations on real world data for object recognition and compare the proposed segmentation method to another algorithm on a benchmark dataset.
Method
Our current scenario for object learning consists of a user presenting objects to a stereo-camera system. For unconstrained interaction, the pan-tilt stereocamera head is controlled by an attention system for object localization and tracking. The behaviorally relevant parts of the scene for learning and recognition are defined by the concept of peripersonal space (Fig. 2 ). According to this concept, the depth estimation of the region in front of the system is analyzed with a blob-detection within a specified depth interval (in this work 50cm-80cm). The most salient blob is tracked by the system and centered in view by setting the gaze direction. This assures invariance to the location of the object in the scene (translation invariance). From the blob-detection a square region of interest (ROI) is defined based on a distance estimate and normalized to a size of I × I pixels, where we use I = 144. This assures, that the same object which is presented in different distances to the learning systems is processed with nearly the same size (size invariance). To improve the learning and recognition of the objects, the goal is to segment the object from the RGB image of the ROI while the depth-information (respectively the binarization) is used as initial hypothesis H (upper right and lower right image of Fig. 2) . Object learning is then based on the segmented object views (compare Fig. 1 ).
Problem description
Extracting 3D information from 2D images in general is an ill-posed problem and results in coarse approximations of the object outline/region by the depth estimation. Therefore, generalizing to the relevant object parts from this hypothesis and discarding the background is complicated. This is caused by partially overlapping feature-clusters due to the noisy hypothesis, as well as by similar colors in regions of figure and ground. Formally, the input data consist of a stack of M = 5 feature maps F := {F i |i = 1..M } corresponding to the RGB color-space and pixel position (F
, F = 0 with respect to the attended object. The goal is to approximate G by a binary map A using the initial hypothesis H (also a binary map) and the similarity information provided from the feature-maps F. The binary foreground map A is the result of a pixel-wise foreground classifier, which is trained on features F and hypothesis H for the current image, A
). Though we cannot expect that the ground truth map can be fully recovered by A, the goal is to discard at least the inconsistent parts of the hypothesis. If the ground truth information is available, the segmentation quality can be quantified by a pixel-wise comparison of G with the resulting foreground classification A, ∈ {0, 1} by the sum of their foreground regions and discards the background pixels.
This measure S(M 1 , M 2 ) yields a monotonically increasing function dependent on the overlap of M 1 and M 2 . Note that, if the figure occupies only a small fraction of the image, then S(A, G) and D(A, G) can be strongly different, because the latter is mainly computed on the background.
General concept for segmentation
After the acquisition of the feature maps F and the hypothesis H ( ∈ {0, 1} (filtered in a separate processing stream for skin color detection [18] ) are removed (T H (H) := H ← H − (H ∩ S)) from the hypothesis H. This is necessary because the hand is strongly connected to every object/hypothesis and state of the art object classifiers are not capable of learning/representing the special role of the skin colored areas. To build A and to extract the relevant object parts from F using H, we state the task of object segmentation as a binary classification problem and use generalized learning (i.e. supervised) vector quantization to train a classifier for foreground. We adapt a codebook of N class-specific prototypes P := w p ∈ R M |p = 1..N , to represent the clusters in the data F (homogeneous regions in the image) by the prototypes w p . For figure-ground segregation a setup with two classes is used where c( w p ) ∈ {0, 1} encodes the class-membership, assigned by the user, of every prototype to figure or ground. The codebook P is initialized for each class separately with a random sampling of features ξ from the first image (respectively F, H). After the initialization of P, this codebook is adapted for every succeeding image (Sec. 2.3) on randomly chosen pairs ( ξ
). The reuse of prototypes on subsequent images accounts for the continuity of the image sequence and allows a reduced number of update steps on a single image. In the evaluation-phase, the image is partitioned into N segments (binary maps) V p ∈ {0, 1} by assigning all feature vectors ξ 
M }, H
x,y ∈ {0, 1} (2) Preprocessing of feature maps:
at random position 1 ≤ x, y ≤ I • Find best matching prototypes w J for the correct label, w K for the incorrect label
• Update prototypes with learning rate α
2.3 (6) Evaluation: for all pixels 1 ≤ x, y ≤ I
• Compute activation map for each prototype
The ASDF model [13] , which is used for the comparison of the performance in Sec. 4, differs in three aspects. In their more heuristical setting, Steil et al. considered an unsupervised clustering approach and therefore only w J is adapted in step (5) where c( w p ) = 1, ∀p ∈ P, is equal for all prototypes. After adapting the prototypes, the foreground segmentation (6) is constructed with a heuristics to determine a subset of V p , each of which shows a sufficient overlap with the initial hypothesis H. Additionally to the original hypothesis derived from depth and skin color information a further position prior, an image centered circular map is used. The most important difference concerns the distance computation, which is Euclidean and not adapted during learning.
Generalized Learning Vector Quantization with Relevance-factors
Similarity-based clustering and classification crucially depends on the underlying metrics and many modifications of the Euclidean metrics have been proposed. One of the most popular metrics manipulation is the introduction of feature-specific weighting factors, for example to compensate for different scales of the feature channels. The ASDF approach globally modifies the metrics by a rescaling of the feature maps
) with their variance σ 2 i and a feature-specific a priori weighting factor f i . However, finding the appropriate weightings is a tough problem. Recently, for Learning Vector Quantization it has been proposed to optimize such factors for the classification problem at hand. Based on the Generalized LVQ (GLVQ [15] ) method, Hammer [16] has extended the standard Euclidean metrics by introducing a global relevance-factor for each feature dimension (Generalized Relevance LVQ (GRLVQ)). This leads to the squared weighted Euclidean metrics
where λ i ≥ 0 and
In further investigations, the following two extensions of this concept have been proposed [19] . First, using an M × M matrix of relevance-factors (Generalized Matrix LVQ, GMLVQ results in the metrics 
Additionally, the authors advise to normalize the diagonal elements by M i=1 Λ i,i = 1 to stabilize the algorithm. The second extension introduces local relevance-vectors/matrices λ p , Λ p specific for every prototype, called localized GMLVQ/GRLVQ (LGMLVQ/LGRLVQ) to allow prototype specific metrics
As introduced by GLVQ, the overall performance of the network is measured by
The error E is minimized on training samples ( ξ = c( w J ) and d K is the distance to the most similar prototype from an incorrect class. Using stochastic gradient descent to minimize E, the prototypes w p of the network and the relevance-factors λ, Λ are updated by [20] for a comprehensive overview and the derivations of the update formulas. For the most complex case, LGMLVQ, the prototypes as well as the relevance matrices of the two nearest prototypes w J and w K are adapted by means of:
To keep a compact notation, in the following we will refer to the Generalized Vector Quantization with the symbol Q and use the indices L, G for localized or global metrics extension and M, V for the relevance matrices Λ or vectors λ. That is, GLVQ=Q, GRLVQ=Q
yield an ellipsoidal-shaped, axis-parallel scaling of data points equidistant to a prototype. In the case of the matrix transformations the distance computation is shaped to a rotated ellipsoidal. In the simplest case of only one prototype for each class, standard GLVQ with the Euclidean metrics separates two classes by a linear hyperplane (the border of the Voronoi cells). This behavior does not change with the introduction of global
On the contrary, the extension of local relevance transformations introduces more flexible (non-linear) decision boundaries between each pair of prototypes, by using different metrics for them. This effect is independent of the usage of multiple prototypes which yields more complex tessellations of the feature space. The adaptive metrics are of special interest for our scenario due to the capability to weight the features according to their relevance for the classification task. The main idea of the matrix transformation is to account for correlations/combinations of the feature dimensions in the off-diagonal elements of Λ. 
Investigation of metrics adaptation
We have formulated the segmentation such that a noisy hypothesis is used to train a classifier for figure and ground using the samples ( ξ
). From previous results in [17] it is known that the performance in classification benchmarks can strongly benefit from the usage of the adaptive metrics. According to our hypothesis-driven learning approach, we investigate the impact of these methods with respect to the quality of the target information H and the generalization capabilities to the relevant image structures. After the description of the general setup used for our experiments, we consider the results from a single image in a simple example to get some insights what happens with increasing noise. Secondly we use ground truth data from a rendered-object dataset to compare the different adaptive metrics by their capability of optimizing the classifier on the basis of an existing set of prototypes. Thirdly we investigate the generalization capabilities of LGMLVQ by using different levels of noisy hypotheses, and compare the obtained foreground classification to the ground truth.
Setup

Database of rendered objects
To investigate the effect of different adaptive metrics in GLVQ we employ a dataset of rendered objects according to our scenario. A collection of rendered image sequences from 25 realistic 3D objects (bottles, boxes, cars etc.) is used, where a ground truth segmentation is available for every object view. The arbitrarily rotated object-views are pasted in the center of a typical non-rendered scene (human in the background, hand near object, see Fig. 3a ), generated by tracking the view-centered hand in front of the camera system. Additionally, the corresponding ground truth membership G of pixels to the foreground is used to generate artificial (noisy) hypothesis maps H (Fig. 3c) . The distortion mimics the noise obtained from standard stereo depth algorithms. This is achieved by randomly selecting and shifting 1000 patches with size s 1 × s 1 from one position in the mask G to another by a distance randomly chosen between 1 and s 2 . To address the capability of hypothesis refinement on the feature-maps F, these hypotheses H are used as target labels for the randomly chosen pixels during the adaptation of the classifier. During the experiments we generate hypothesis maps with increasing noise by setting s 1 = 30 and varying the parameter s 2 . The intensity of the scrambling and the similarity of the produced foreground classifications A to the ground truth data G and hypothesis H are quantified by S (H, G), S(A, G), S(A, H) , as defined in Sec. 2.1. Due to copyright restrictions on the 3D-objects used for image rendering, the dataset cannot be published. Detailed statistics of the dataset on a per object level are available on request. To give a short overview of the dataset, the average RGB color is (92, 85, 79) for the foreground and (86, 82, 80) for the background. The standard deviation in all feature channels is approximately 55 on both regions. On average the foreground object occupies 13% of the image region, the average bounding box of the images occupies 24%.
The images of the dataset are processed by the method described in Sec. 2.2. For the experiments we use two different configurations for the number of prototypes and learning rates to adapt the networks.
Multi-prototype setup
This setup is our current configuration optimized for Q L M to segment the object from the background and is used in our experiments on the complete rendered and realistic datasets. Because we want to investigate the effect of the increasing complexity of the metrics, we use this configuration for all algorithms to ensure comparable conditions. In this configuration, the network consists of N =20 randomly initialized prototypes (5 for figure, 15 for ground) . The decision on the number of prototypes for both classes depends on the image size, proportion of object size to the background and complexity of foreground and background. Most of the objects presented to the system consist of 3-5 different colors, which explains the choice of 5 prototypes for the foreground class. Note that this does not exclude single colored objects from the segmentation. Typically the background is more complex and cluttered than the foreground such that 10-15 prototypes are appropriate. This decision is supported by observations of Sun et al. [10] and previous experiments with the unsupervised Instantaneous Topological Map (ITM) [21] , which was used to estimate the number of prototypes on comparable image data [22] .
In particular, we address the figure ground segregation in an online learning scenario. This restricts the computation time to segment each image and in-troduces constraints on the number of training steps and the learning rates. The prototypes are adapted by 10000 training-steps for each image with a learning rate appropriate for fast adaptation to the changing image content. During preparatory experiments we observed that a fast adaptation of both, prototypes and relevance factors, strongly impairs the performance. By regular sampling in the parameter space spanned by the learning rates, we optimized the learning rates for Q L M towards α = 0.05 for the prototype adaptation and β = 0.005 for the adaptation of the relevance factors. In this setup, to average the prototypes and matrices are effectively updated with values of magnitude around 10
. While this is moderate for the relevance factors, the prototypes with a range of ξ i ∈ [0..255] in the color components are slowly adapted, which is still reasonable on the large amount of data we use (300-700 images per object). Therefore we mainly use metrics learning which is discussed in the experiments. To find an appropriate learning rate for GLVQ, to compare the effect of prototype adaptation and metrics adaptation, also regular sampling in the parameter space was used and yields α = 100 for the input data we use in our experiments. Due to the dependence of the effective learning rates on the distances occurring to the best matching prototypes (see ∂µ ∂d K in the update rules described in Sec. 2.3), the average update values have a magnitude around 10 
Two-prototype setup
For a simple example we use a slightly different setup. First we want to achieve a better separation between the effects of prototype and metrics adaptation and use α = 0 to adapt only the metrics. Second we constrain our investigation on a single image and a two class setup, each class modeled by a single prototype w f g , w bg for foreground and background. This offers the possibility to observe the properties of the prototype under changing noise-conditions and we do not need to account for interactions of multiple prototypes for each class.
Effect of increasing noise
In this section, we investigate the effect of increasing noise in H on the data used for training and on the relevance determination of the localized adaptive metrics Q L M , Q L V . We restrict the experiment to processing a single image, use the two-prototype setup and select an appropriate sample from the dataset of rendered objects consisting of two nearly homogenous regions (Fig. 3a) .
In Fig. 4 , the corresponding relevance factors for the foreground prototype depending on the increasing noise. For the generation of the plots, the hypothesis was disturbed by 50 levels of noise with fixed window size s 1 = 30 and gradually increasing shift distance s 2 . To keep conditions on all 50 noise-levels constant, only on the first hypothesis (in this case H = G) the prototypes have been randomly initialized. This initial set is stored and used for the initialization of the network for the other 50 noise levels. For visualization, the averages of 25 repetitions with different initializations were computed. With this increasing noise, the properties of the foreground region are continuously changing as observable by the average color features (ξ 1 ,ξ 2 ,ξ 3 ) in the right plot of Fig. 4 . As the noise especially affects the object contour, the objects center of mass (ξ 4 ,ξ 5 ) does not change significantly. The average color/position features are computed byξ i := Despite the limitations in the setup, the effect of increasing noise on determining the relevance factors can be visualized. The prototypes are not adapted during this experiment (α = 0) and therefore not shown. Regarding the relevance factors, the advantage of metrics adaptation becomes visible with an increasingly imprecise hypotheses. That is, the color features become less important than the position, indicated by the changes in their determined relevance. While the center of mass does not change with increasing noise (see Table 1 Evaluation on the rendered-object dataset with the multi-prototype setup (i.e. α = 0.05). In this table the average similarity of foreground classification A to ground truth G for Q with different adaptive metrics is shown (5 repetitions on 25 objects and 700 views of the dataset). Here the perfect training data H = G was used to adapt the classifier . For this S(A, G) allows conclusions to the foreground classification error introduced by the methods itself. Also we can observe from these results the increase in foreground classification performance caused by the increasing complex metrics adaptation.
the position gets more important for the foreground classification which is the desired behavior. The effect of metrics adaptation compared to the prototype learning will be further evaluated in Sec. 4.
Learning on ground truth
Here we investigate the capabilities of the adaptive metrics to optimize the classifier on the basis of an existing set of prototypes, i.e. adapt primarily the metrics and only slightly the prototypes. Contrary to the previous experiment, we use the multi-prototype setup with the learning rate α = 0.05. Due to the changing image statistics within the large dataset caused by changing background and different objects, a learning rate α = 0 is not reasonable. This enables a high flexibility in the metrics adaptation, which yields the best performance in our scenario (Sec. 2.3), and can be regarded as a compromise between plasticity and stability for online learning. For this baseline test (Tab. 1), we apply the variants of GLVQ using different adaptive metrics to the complete dataset of rendered objects. In this experiment we use the ground truth data H = G for supervised learning and the complexity of the adaptive metrics is the only modified condition. From Tab. 1 it is visible that an increasing complexity of the adaptive metrics from relevance-vectors to matrices and from global to local ones clearly leads to an improved foreground classification performance and increasing capability to compensate the strongly reduced prototype adaptation. Measured by the overlap S, which considers only foreground-pixels, the resulting foreground mask reaches an average similarity to the ground truth data up to 0.92 for Q L M . In particular the results on the whole dataset give a more differentiated view on the capabilities of the different adaptive metrics. While Q L M yields a tolerable testing error (derived from the similarity S (A, G) ), the less complex metrics adaptations are not appropriate for an application on the intended scenario. Note that, although S(A, G) can be very small for Q, the overall pixel-wise classification performance is much better (defined by D(A, G) in Sec. 2.1), e.g., 87% for Q and M on the rendered-object dataset using the multi-prototype setup (5 repetitions on 25 objects and 700 views of the dataset). The network was adapted with increasingly noisy hypotheses H, which were obtained by scrambling with s 1 = 30 and increasing shift distance s 2 . The capability of Q L M to approximate the ground truth information shows a graceful degradation with increasing noise. While keeping the prototypes nearly constant during the adaptation on a single image, the metrics adaptation is capable of obtaining a classifier for figure and ground which generalizes to the relevant
object regions S(A, G) > S(H, G). Due to classification errors of the algorithm itself, the largest gain is achieved for intermediate levels of noise.
A further increase of noise results in a learning of the hypothesis S (A, H) , because the proportion of the object region is significantly reduced.
98% for
The reason is a large share of correct background classification versus figure. Therefore the quality of the foreground classification is hard to assess from the measure D. Finally, because we use the ground truth data H = G for supervised learning in this experiment the results can be considered as upper bounds of the foreground classification performance using the given setup.
Hypothesis refinement
On the basis of the preceding results we investigate the generalization capabilities of Q L M to the ground truth data. That is, the robustness against the increasing noise and the refinement of the initial hypothesis indicated by S (A, G) > S(H, G) . Therefore we train a Q L M network by using multiple levels of distortions of H (Tab. 5). Because of classification errors introduced by the method itself (also observable in Tab. 1), some amount of distortion is required to observe the hypothesis-refinement effect for our scenario. In this case, the higher model complexity enables a higher capability to generalize to the consistent parts of the object also in the presence of the increasing noise. Increasing the model complexity normally introduces the problem of overfitting. Therefore we also compare the similarity S(A, H) of the foreground classification to the data used for training H. We can observe that in particular for intermediate levels of noise, the foreground classification is more similar to the ground truth data than to the hypothesis, which indicates the good generalization capabilities. In the next section we will verify these observations on real image data recorded from the object learning scenario.
Object recognition scenario
We want to investigate the effect of the object segmentation derived by prototype and metrics adaptation on the data recorded in an online object recognition scenario. We use the data from [14] consisting of 50 natural, view centered objects with 300 training and 100 testing images without ground truth information. From the available depth and skin information the hypothesis H is computed without additional prior information on object position (as used in [13] , see Sec. 2). In Comparison to the statistics of our dataset of rendered objects (Sec. 3.1.1), the average color of the foreground and background is (141, 119, 106) and (112, 99, 99) respectively. Similarly, the standard deviation in all feature channels is approximately 50 on both regions. Slightly larger, the foreground object occupies 22% of the image on average (39% for the bounding box). To compare the results of the different methods where ground truth information is not available, the image regions defined by the foreground classification (i.e. the presented objects) are fed into a hierarchical feature processing stage [14] . For object learning and recognition, a separate nearest neighbor classifier is applied to the derived high dimensional shape features (Fig. 1) . The resulting foreground segmentation is indirectly compared via the object classification performance of the nearest neighbor classifier on top of the segmented object views. Figure 6 shows samples for A and the recognition performance from using the depth-map itself, the hypothesis H, the ASDF (used from [14] ), and the results of the compared GLVQ-extensions. To distinguish between metrics and prototype learning, Q(a) was trained with fast (α = 100) and Q(b) with slow learning rate (α = 0.05). Q with adaptive metrics was trained analogously to Sec. 3 with α = 0.05, β = 0.005 primarily adapting the metrics. While Q is not able to cope with the noisy supervised data, Q 
0.214 0.372 0.512 0.679 0.883 Figure 6 . From left to right: input image, depth-map, hypothesis H and derived A using Q with Euclidian and adaptive metrics. Q(a) uses a higher learning rate of α = 100. Bottom row, the average object recognition performance of a separate nearest neighbor classifier on the high-dimensional shape features derived using the topographic visual hierarchy applied to the segmented object images (3 repetitions on 300 images for training, 100 for testing). We observe a gradual increase of segmentation quality and performance with increasing complexity of the metrics adaptation as well as the usage of local transformations rather than global ones.
the more complex metrics adaptations induces a higher computational load, the proposed segmentation method is still running at reasonable time for online learning of 7 frames/sec on this dataset (using a single core of a 2.66 GHz Intel Xeon processor machine).
Comparision to Graph-Cut segmentation
In the previous sections we showed that modeling figure and ground with prototypical feature representatives can strongly benefit from the localized metrics adaptation. Despite of a supervised learning method on the noisy hypotheses, the generalization capabilities can achieve a large gain in segmentation quality. While we are mainly concerned with an online application, this method is not constrained to that specific scenario, as long as the hypothesis is provided. Particularly interesting for an application of this method is the dependence of the generalization capability on the model complexity, the properties of the derived relevance factors as well as a comparison with the capability of other models. Prominent state of the art methods for segregating single objects from the backgrounds are methods based on Level-Sets [11] and Markov Random Fields [23, 9] . To allow a comparison with these methods we apply the proposed method on the dataset 1 introduced by Rother et al. [9] , which was also used for Level-Sets [11] . To our knowledge, currently the Graph-Cut [23] segmentation achieves the best performance on this dataset. For this benchmark the ground truth information is available, which allows a quantification of the segmentation quality. Furthermore, for each of the images a grey-value image called Trimap is available. This map mimics a user interaction that can provide hints to the algorithm about the relation of every pixel to figure or ground, encoded by Trimap ∈ {0, 64, 256}. Furthermore Trimap ∈ {128} encodes for unknown status.
The benchmark dataset consists of quite different images. While there are many images with homogeneous object and/or background regions, other scenes are more difficult. In principle, prototype based methods are confronted with a model selection problem, that is, to determine the appropriate number of prototypes for each class. We decide to apply the Q L M method with the following setup. The number of prototypes is investigated with two different settings, consisting of one prototype for each class for the first setup, respectively two prototypes for the second setup. This might be insufficient for some of the images, but on the other hand increasing this number leads to overfitting effects on the simpler scenes and impairs the overall performance as well. Using only one prototype for each class further allows for a more Table 2 Comparison of the error rates from Q L M and Graph-Cut applied to the benchmark dataset. Here the pixel-wise error rates (1 − D(A, G) * 100) are used to achieve comparability to the cited literature [9, 11] . First the hypothesis itself is evaluated, and then the metrics learning was applied with a two-prototype and four-prototype setup. For Graph-Cut several settings where used, which differ in the usage of the information provided from the Trimaps. While Graph-Cut strongly relies on this information to achieve a good performance, the proposed method is capable to cope with the unconstrained setting. Increasing the model complexity to multiple prototypes can increase the performance on the more complex samples of the dataset.
detailed inspection of the derived relevance factors over multiple repetitions. The learning rates are fixed with α = 0.05 and β = 0.005. Due to the significantly higher image dimensions and the applications on single images, a larger number of 500000 trainings steps for each image is performed. The hypothesis to train the classifier for figure and ground is derived from the provided Trimaps of the database. That is, to train the LVQ network, all pixels whose corresponding values of the Trimap ∈ {128, 256} are used as training data for foreground and otherwise for background.
In Table 2 the error rates of the derived foreground segmentations are compared to the results of a Graph-Cut [23] implementation. The parameters of the Graph-Cut model are λ, which is set to 1/15 in all experiments, and σ. While λ specifies a relative importance of the region properties in the error functional of the Markov Random Field, σ is part of the boundary property term which defines cost for cutting the edge between two neighboring pixels. The parameter σ is estimated from the data as proposed in [9] . Like GraphCut, the proposed method is capable to derive a figure ground segregation that improves the initial guess. A significant difference between the proposed method and Graph-Cut is the large variance of the results. This variance occurs between the different images (Tab. 2), as well as for multiple repetitions on the same image, visible from the relevance factors in Fig. 8 . This can be explained by the usage of the parameter from the online learning setup on this database. For gradient descent convergence to local a minimum is guaranteed, which depends on the initialization. Therefore the purely random initialization of the prototypes as well as the constant learning rate have a significant impact. A more sophisticated initialization as well as decreasing learning rate over time might relieve such effects. The important difference stems from the observation that the performance of the Graph-Cut approach in drastically decreased if the full information of the Trimap is not used. Obviously the Graph-Cut methods strongly rely on information which parts of the scene are definitely foreground (Trimap ∈ {256}) or background (Trimap ∈ {0, 64}) which is used as hard constraint for the algorithm. The proposed method does not rely on this information and uses the unconstrained Bimap. That is, the whole image is used to build the models and all pixels have to be classified afterwards and can be changed in their assignment to foreground or background. An intermediate setting where only the background is used as hard constraint is referred as "constrained Bimap". Figure 7 . The size of the boxes encodes the magnitude of the weights (empty box = -1, full box = 1). A middle sized box represents a value of 0, also visualized by the dotted inner square if this factor is smaller than zero. The intensity encodes for the standard deviation according to the right color encoding. Rightmost, the prototypes are visualized in a similar manner, where the size of the box encodes the value between zero and maximum. To ease the visualization, the position features are ignored because of their different range. The color of the boxes encodes for the standard deviation as before. These plots visualize the variance of the resulting relevance matrixes dependent on the initialization of the prototypes. Compared to standard prototype based representations, the properties of the represented image regions are primarily reflected in the relevance factors rather than in the prototypes.
The usage of only one prototype for each class allows an evaluation of the relevance learning over multiple repetitions on the same image. In Fig. 8 the average relevance matrix derived by Q L M and the standard deviation are visualized on the basis of 10 repetitions, visualized for example 1 and example 2 in Fig. 7 . Firstly, the variance of the results is not equally distributed on all relevance factors, which means that they are the result of a systematic process converging into the local minima of the error function depending on the initialization. Secondly, the derived relevance factors reflect the image data in their prominent colors. For example the color blue gets a high weight for the foreground in example 1 and a large weight for background in example 2. Compared to standard prototype based learning, we observe that the properties of the image region represented by the pair of prototype and relevance matrix are primarily reflected in the relevance factors. This reflects the capabilities Table 3 Comparison of metrics adaptation with Graph-Cut on the dataset described in Sec. 3.1.1. Here the average and standard deviation of the pixel-wise error rates similar to Tab. 2 are used. The metrics adaptation was applied with two different setups. The first setup consists of 20 prototypes and is described in Sec. 3.1.1, for the second setup only 2 prototypes are used to allow a comparison to Tab. 2. Metrics learning as well as Graph-Cut is applied on the ground truth data and a scrambled hypothesis, where the unconstrained Bimap setting was used in all conditions. Given an appropriate model complexity, the prototype-based learning is less sensitive to the quantity and quality of the provided training data.
of metrics adaptation to compensate for the reduced prototype adaptation, caused by the different learning rates. But in general the relevance cannot be rated on the region they present alone and in particular correlations between features are difficult to judge for human observers. Instead, the derived relevance factors are the results of the learning dynamics on foreground and background of the current image. Thus they cannot be simply transferred from one image to another.
Comparison to Graph-Cut on the dataset of rendered objects
Despite of the different usage of the information provided by Trimaps, another quite important difference is the usage of histograms to model figure and ground in the Graph-Cut approach. This relies on sufficient image data to model the feature distributions. On can expect that the performance depends on the image size where prototypical representatives yield a more compact model of the image data and can cope with smaller image dimensions. To evaluate the performance of the Graph-Cut method in our scenario we use our database of rendered images. Another problem that does not occur on the benchmark database is that the hypothesis is allowed to have holes. That is, in particular for the depth information estimated on homogeneous surfaces, the hypothesis for foreground can consists of regions where no measurement of depth is available (pixels that can be ignored to train the models) or simply assigned to background as it is the case for the rendered image database. Therefore we cannot use the Trimap or constrained Bimap setup for GraphCut, without further preprocessing ( e.g. compute the convex hull of the hypothesis). Using the unconstrained Bimap setup as well as the histograms on single small images strongly impairs the performance of the Markov Random Field approach. The prototype based approach shows a significantly stronger robustness under these conditions. Nevertheless, a two prototyp setup on this scenario does not have the appropriate model complexity. The setup optimized on this scenario allows a significant improvement of figure-ground segregation comparable to the results of Tab. 1 and Fig. 5 .
Conclusion
In this paper, we propose a fast image segmentation scheme which is capable of refining a given hypothesis for arbitrary background conditions. We model figure and ground by prototypical feature representatives and compare several metrics extensions applied to GLVQ to improve this approach. Finally, we adopt LGMLVQ in the domain of figure-ground segregation for this purpose. In comparison to other metrics (Sec. 3.3, 4), we have shown that the extension to local matrices of relevance vectors leads to improved foreground classification resulting in a significant enhancement of object learning and recognition. Compared to the ASDF approach [13] , which also directly addresses the foreground segmentation from an initial hypothesis, the supervised learning does not rely on additional a priori assumptions about object position, size and segment-selection. In comparison with a current state of the art object segmentation method, we show that the proposed method has fewer constraints on the provided training data and is less sensitive to the quality of the initial hypothesis.
To explain the positive effect on hypothesis refinement, the number of prototypes and the introduction of the pixel position as additional features are important. The number of prototypes is constrained to be small and therefore the algorithm is forced to represent the most dominant structures in the image by means of this limited set. Important for interpreting the capabilities on hypothesis refinement is the fact that the noise induced by a wrong hypothesis is not randomly distributed over the image, but structured near the corresponding object. This noise, as well as similar colors in foreground and background, is responsible for overlapping clusters in feature-space. Transferring this feature into a higher dimensional space by adding the position alone does not solve this problem. Only the non-linear decision boundaries introduced by local transformations in connection with the even higher flexibility by using multiple prototypes for each class allow a better representation of this heterogeneously structured data.
By optimizing the parameters to the most complex metrics adaptation we found that the largest benefit of metrics adaptation can be obtained by focusing the learning on this part. Adapting the prototypes very slowly allows us to separate the effects of prototype and metrics adaptation and to compare the impact of several adaptive metrics by exclusively varying their complexity and none of the remaining parameters (learning rate, number of prototypes). Further we optimize the learning rate for GLVQ which allows us to compare the effects of prototype adaptation vs. metrics adaptation. We observe that increasing the complexity of the metrics successively increases the generalization capabilities and compensates for the missing prototype adaptation. Also metrics adaptation yields a clear advantage in particular on noisy supervised information.
The capability of optimizing the foreground classifier on a stable set of prototypes offers some interesting possibilities. In the experiments, the prototypes have been randomly initialized. In particular, the learning of the network is impaired by a fast prototype adaptation on partially inconsistent training data. Adapting only the metrics while keeping the prototypes stable yields the desired generalization capabilities. This motivates for future work to introduce a higher flexibility of the prototype adaptation by a separate learning method while using metrics adaptation to refine the hypothesis. To achieve this and to address the general model selection problem, the unsupervised Instantaneous Topological Map [21] offers the advantage to initialize the prototypes and estimate their number for each class [22] . As the proposed method is not constrained to a particular set of feature maps (e.g. RGB or other color spaces like CIE Lab or HSV), further investigation will also address the introduction of additional features (e.g. texture). The extension to a three class setup for a direct integration of the skin color detection seems promising, too.
