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Estratto
Il presente lavoro di tesi comprende lo studio sperimentale e teorico della
struttura elettronica occupata e virtuale di due macrocicli organici π-coniugati
[5,10,15,20-tetrafenilporfirina (H2TPP) e 5,10,15,20-tetrakis(pentafluorofenil)porfi-
rina (H2TPP(F))] e dei corrispondenti complessi di Cu(II) (CuTPP e CuTPP(F))
in forma di film sottili depositati su superfici metalliche. L’interesse per questa
famiglia di composti è determinato dalla relativa facilità con cui, agendo sulla
struttura molecolare, è possibile modificarne proprietà ottiche ed elettroniche,
favorendone l’applicazione in ambiti tecnologici che spaziano dalla terapia fotodi-
namica, alla sensoristica ed al fotovoltaico. Dal punto di vista sperimentale, per
ciascuno dei quattro composti, tutte le shell elettroniche rilevanti (dai livelli di core
degli atomi di C, N, F e Cu agli orbitali molecolari di frontiera occupati e virtuali)
sono state studiate in modo consistente e con un grado di dettaglio che non trova
precedenti in letteratura. Contestualmente, gli stati elettronici fondamentali ed ec-
citati di H2TPP/CuTPP e H2TPP(F)/CuTPP(F) sono stati studiati da un punto
di vista computazionale utilizzando metodologie di calcolo formulate nell’ambito
del DFT. I risultati degli esperimenti numerici hanno guidato l’assegnazione degli
spettri di fotoemissione e di assorbimento di raggi X permettendo, al contempo,
di ottenere una dettagliata descrizione delle interazioni metallo-legante, nonché
delle perturbazioni indotte nella struttura elettronica di H2TPP/CuTPP dalla
decorazione dei gruppi fenilici periferici con atomi di fluoro. Sottoprodotto del
presente lavoro di tesi è la validazione dell’approccio two-component relativistic
ZORA nell’ambito dell’approssimazione di Tamm-Dancoff per la simulazione degli
spettri di assorbimento di raggi X alle soglie L2 e L3 del rame.
iii
iv
Abstract
Metalloporphyrins, although trackable in abiotic systems, play a central
role in fundamental biological processes, such as oxygen transport and stor-
age, photosynthesis and electron transport during cellular respiration and pho-
tosynthesis. The relevance of this class of molecules is not limited to the bi-
ological environment, but it extends to important technological fields such as
electronics, solar cells and sensors. Thus, it explains the continuously growing
interdisciplinary interest for them and the push to develop novel porphyrin-
like molecules, whose electronic and optical properties may be tuned through
molecular engineering. In this thesis it is presented an experimental and theoret-
ical study of the occupied/unoccupied electronic structure of two π-conjugated
organic macrocycles [5,10,15,20-tetraphenylporphyrin (H2TPP) and 5,10,15,20-
tetrakis(pentafluorophenyl) porphyrin (H2TPP(F))] and their Cu(II) complexes
(CuTPP e CuTPP(F)) deposited as films on metallic surfaces. Several papers
have been published in the past on this issue; on the other hand, I believe that my
study represents a significant advance because, for the first time, all the relevant
electronic shells (from the core levels of C, N, F and Cu to the occupied and
unoccupied molecular orbitals) are consistently investigated with unprecedented
detail. The agreement between experiments and theory is noticeable, allowing the
assignment of the main features of the valence and core level spectra, as well as
to correlate these features with the different atomic contributions. Moreover, new
insights into the empty states of the investigated molecules and the metal-ligand
bonding scheme have been gained by combining XAS data at the C, N, F K-edge
and Cu L2,3-edges with open-shell relativistic ZORA TD-DFT calculations. The
excellent agreement between experimental evidence and theoretical results en-
courages us to apply the open-shell TD-DFT approach to different ligands and
corresponding Cu complexes.
v
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Introduction
Porphyrins and their related complexes play a crucial role for life and several
are the examples of metalloporphyrins in biological processes. The chlorophyll
molecules found in cyanobacteria and in the chloroplasts of plants and algae are
the dominant green pigments on Earth. They have the double main function
of visible light-harvesting complexes and of transferring energy to a couple of
specific target chromophores in the reaction centres of the photosystems (the units
of protein complexes in thylakoid membranes where the steps of photosythesis
take place). Thus, these molecules are essential for both to the earlier step of
photosynthesis, and for the charge separation and electron transfers essential for
the whole photosynthetic process, respectively.1 Even though a huge number of
chlorophylls can be identified in Nature, all of them share the same magnesium
chlorin core, a heterocyclic aromatic molecule with three pyrrole and one pyrroline
rings bonded through four methine bridges (Figure 1a). The small chemical
differences among them deeply influence their absorption spectra. Moreover,
the heme group, an iron(II) porphyrin-based molecule (Figure 1b), constitutes
the prosthetic group of the so-called hemoproteins, in particular hemoglobin,
myoglobin, and cytochromes (a superfamily of proteins present in all the domains
of life, involved in the electron transport during the cellular respiration and
in the photosynthesis).1 As far as the hemoglobin protein is concerned, it is
responsible of the increase of the carrying capability of oxygen transport from the
environment to the cells of tissues,2 while the myoglobin has the main function
(a) Chlorin (b) Porphyrin
Figure 1: Structures of (a) chlorin and (b) porphyrin molecules, the fundamental cores of the
chlorophyll and of the heme prosthetic group, respectively.
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to facilitate the diffusion of oxygen in tissues.1 Thus, looking at the complex
and various chemistry performed in Nature by using these complexes, in the
last decades great experimental and computation efforts have been invested to
gain a deep understanding of the porphyrins’ role in biological processes. The
importance of this group of heterocyclic organic compounds is not limited to the
biological environment but it spans over several important technological fields.
Porphyrins are molecules that can be easily synthesized, and, acting on the three
main components constituent the complexes (the central metal, the π-conjugated
macrocycle and the peripheral substituent groups), the chemical properties of
these systems can be finely tuned and enhanced. In particular, the macrocycle is
the perfect platform on which act to achieve the desired chemical and physical
properties. In fact, nowadays thanks to their versatile chemistry, both the free
ligands and the metal complexes (particularly by acting as aggregates)3 are widely
used for several applications in electronics,4 for solar photovoltaic cells5 and
for chemical sensing.6,7 Therefore, it explains the increasing interdisciplinary
interest for them and the push to develop novel porphyrin-like systems with
the desired electronic and optical properties.3,8 In particular, the possibility to
employ porphyrins or related molecules (e.g., phthalocyanines) with others (e.g.,
quinones, fullerenes and carotenes)9,10 to form dyades or triades to mimic the
many constituent systems of the Photosystem II in the thylakoid membrane is very
appealing.1 The ultimate goal of such a mimicking approach is to obtain artificial
devices with comparable capabilities of light-harvesting, energy and electron
transfers of those taking part in natural photosynthesis for the development of
a new generation of solar photovoltaic cells with comparable efficiencies to the
Figure 2: Periodic table showing the elements that are known to form complexes with porphyrin.
Those in yellow boxes are known in more than one oxidation state within porphyrin complexes.
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commonly used silicon-based solar cells.11
Beyond the several applications of porphyrins, it is well known that a large
number of elements of the periodic table can be hosted in the coordinative pocket
of these molecules (see Figure 2).12 Due to the high versatility of these compounds,
the knowledge as intimate as possible of their electronic structure is fundamental
to develop the perfect architectures suitably designed for a particular application.
For these reasons a deep understanding of the electronic properties of porphyrins
is mandatory.
This Ph.D. thesis aims to study a specific family of compounds classified as
“energy targeted materials” (corresponding to first-row transition metal complexes
of π-conjugated macrocycles, such as porphyrins or their derivatives), and in
particular their Cu(II) complexes. The ultimate goal of this study is to provide
new insight into the electronic structure of these molecules and, in particular, into
the the nature and the strength of the metal-ligand interactions by quantifying
their degree of covalency.
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Chapter 1
Theory of Quantum Mechanical
Calculations
1.1 The Schrödinger equation
In quantum mechanics (QM) the physical state of a quantum system can
be completely described, at a given moment, by a definite (in general complex)
function Ψ, namely the wave function. Such a function is the solution of the time-
dependent Schrödinger equation,13–19 the fundamental equation of QM, describing
the changes of a quantum state with time:
ih¯
∂Ψ(t)
∂t
= HˆΨ(t) (1.1.1)
where Hˆ is the Hamiltonian operator describing the total energy of the quantum
system, and Ψ(t) is the time-dependent wave function. When Hˆ does not depend
explicitly by time, it coincides with the total energy operator and it corresponds
to the sum of kinetic and potential energy operators. The form of the Hamiltonian
operator defines the solution of the wave equation and so the wave function, as a
solution of the following eigenvalue equation:
HˆΨi = εiΨi (1.1.2)
where the eigenvalue εi is the energy associated to the i-th eigenstate Ψi of the
quantum system. Since the Hamiltonian is a Hermitian operator,∗ the eigenstates
of Hˆ are orthogonal and form a complete basis set in the Hilbert space of the
system.
The wave function itself has not a physical meaning, while its square modulus is
∗An operator Aˆ is Hermitian or self-adjoint if Aˆ† = Aˆ. Eigenvalues of Hermitian operators
are real and the corresponding eigenvectors are orthogonal.
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associated to the probability of finding the particle described by the wave function
at a given point and time. In particular, for an atomic or molecular system with
N electrons, the electron density ρ is defined as the number of electrons per unit
volume20 and it is related to the square of the modulus of the wave function,
|Ψ|2 = Ψ∗Ψ. It is defined as:
ρ(r) = N
∫
dr2dr3 . . . drN |Ψ(r, r2, r3 . . . , rN)|
2 (1.1.3)
The equation (1.1.3) is valid if the wave function is normalized according to:
〈Ψi |Ψj〉 = δij (1.1.4)
where δij is the Kronecker delta. The integral of the electron density ρ then
corresponds to the total number of electrons N :
∫
ρ(r)dr = N (1.1.5)
In the non-relativistic framework, the Hamiltonian operator for a chemical system
with N electrons (i, j, . . . ) and M nuclei (p, q, . . . ) with Zp, Zq, . . . charges can be
written as:†
Hˆ = − 1
2mp
M∑
p=1
∇ˆ2p −
1
2
N∑
i=1
∇ˆ2i −
M,N∑
p,i
Zp
rip
+
M,M∑
p<q
ZpZq
rpq
+
N,N∑
i<j
1
rij
(1.1.6)
where the first and second terms refer to the kinetic energies of the nuclei and
electrons, respectively, the third term accounts for the Coulomb electron-nucleus
attractive interaction, while the fourth and the fifth ones are the Coulomb nucleus-
nucleus and electron-electron repulsions, respectively. However, for most chemical
applications, the electronic and nuclear motions can be decoupled as a consequence
of the difference between the electron and the nucleus masses, and the Hamiltonian
can be then written as a sum of nuclear and electronic contributions. This is
known as the Born-Oppenheimer approximation,21 and, within this approximation,
the Hamiltonian of the quantum system can be rewritten as:
Hˆe = −1
2
N∑
i=1
∇ˆ2i −
M,N∑
p,i
Zp
rip
+
N,N∑
i<j
1
rij
(1.1.7)
where Hˆe corresponds to the electronic Hamiltonian. The nuclear coordinates
are treated as constants and the nuclear repulsion (the fourth term of the
right-hand side (RHS) of equation (1.1.6)) is then a constant quantity for each
†Atomic units are used throughout the thesis.
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nuclear configuration rpq. The first term of Hˆe corresponds to the kinetic energy
operator for the N electrons (Tˆ ), the second one refers to the nucleus-electron
Coulomb interaction (Vˆne) and the third term is the electron-electron repulsion
(Vˆee). Interestingly, the equation (1.1.7) shows that the actual system of interest
is involved in the Hamiltonian through the position and the charge of its nuclei
and the total number of electrons N . If Ψ is given, the expectation value of any
physical quantity can be defined as:22
〈Aˆ〉 =
∫
Ψ
∗AˆΨdx∫
Ψ∗Φdx
=
〈Ψ|Aˆ|Ψ〉
〈Ψ|Ψ〉 (1.1.8)
where Aˆ is the linear Hermitian operator associated to the physical quantity A.
In particular, if the wave function Ψ is normalized, the expectation values for
the kinetic and the potential energies are
T [Ψ] = 〈Tˆ 〉 =
∫
Ψ
∗TˆΨdx (1.1.9)
and
V [Ψ] = 〈Vˆ 〉 =
∫
Ψ
∗VˆΨdx (1.1.10)
where the square brackets indicate that T and V are two distinct functionals
of Ψ.20,23
1.2 Density Functional Theory
In the last few years the density functional theory (DFT) has not only influ-
enced, but also revolutionized, the application of the QM principles to the study of
complex systems, becoming one of the most active fields in physics during the last
thirty years.24 DFT is based on the Hohenberg and Kohn theorems,25 the starting
point for developing new computational methodologies whose ultimate goal is that
of gaining a deep insight into the energetic, the structure and properties of atoms
and molecules, with computational costs much lower than those associated to the
use of traditional ab-initio methods.26 In this section the fundamental aspects of
the DFT will be shortly described, starting from the Thomas-Fermi model,27–29
and arriving to the formulation provided by Kohn and Sham.30
1.2.1 The Thomas-Fermi model
The DFT stems from the Thomas-Fermi (TF) model,27–29 according to which
the quantum state of a uniform free electron gas in three dimensions can be
described by its electronic density ρ0 instead of the wave function. The electron
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density can be expressed as function of the Fermi momentum pf , which is defined
for the highest energy one-electron occupied level as
pf = h¯kf (1.2.1)
kf = (3π
2N/Vf )
1
3 (1.2.2)
where kf is the Fermi wave vector, N is the number of electrons and Vf is the
spherical momentum space volume. The corresponding energy
εf = h¯
2k2f/2m (1.2.3)
is the Fermi energy.31 Thus, the electron density ρ0 for a uniform electron gas is
ρ0 =
p3f
3π2h¯3
(1.2.4)
This formulation is exact for the uniform electron gas. This has been then extended
to inhomogeneous situations, such as atoms, molecules and solids in the presence
of an external potential υ(r). If the inhomogeneous electron density at the point
r is ρ(r), when the equation defining ρ0 is applied locally at r, the expression for
the total electronic energy is then:
ETF[ρ(r)] = CTF
∫
ρ
5
3 (r)dr+
∫
υ(r)ρ(r)dr+
1
2
∫∫
ρ(r1)ρ(r2)
|r1 − r2| dr1dr2 (1.2.5)
where CTF is a constant corresponding to
CTF =
3
10
(3π2)2/3 (1.2.6)
The first term of the RHS of the equation (1.2.5) is the kinetic energy of electrons,
the second one accounts for the attraction between the electrons and the nuclei and
the last term is the interelectronic repulsion. The important result they reached
was that the total electronic energy for a system with N electrons, E[Ψ], could
be expressed as a functional, ETF, of the charge density ρ(r). The revolutionary
aspect of this approach is that, for the first time, the ground state energy of
a system is a functional of a physical observable like the electron density, and
not a functional of the wave function, which does not correspond to a physical
observable. Equation (1.2.5) is an approximate form of the rigorous expression
for the electronic energy (vide infra), where only the stabilizing (nucleus-electron)
and destabilizing (electron-electron) classical interactions are taken into account.
The TF theory provides a reasonable description of the charge density for heavy
atoms. In fact, it can be demonstrated that this theory is exact in the limit of
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an atomic number Z → ∞.32 Nevertheless, it fails if it is applied to molecular
systems, because it is unable to predict the existence of any chemical bonds: in
the ambit of the TF theory, the minimum energy for an aggregate of atoms is
always given by nuclei at infinite distance.33
1.2.2 The Hohenberg and Kohn theorems
Hohenberg and Kohn (HK)25 revolutionized the world of theoretical chemistry
demonstrating that the TF model had to be considered as an approximate form of
an exact theory, now known as DFT. This is the consequence of the demonstration
of the first and the second HK theorems. If we define an external potential υ(ri):
υ(ri) = −
∑
p
Zp
rip
(1.2.7)
the first HK theorem justifies the use of ρ(r) as basic variable. In fact, the first
theorem establishes that the external potential υ(r) is determined, apart from an
additive constant, by the electron density ρ(r). Since the electron density integrates
to the number of electrons N (see equation (1.1.5)), it follows that the ground
state wave function and all the electronic properties of the chemical system are
univocally determined by the electron density. The relation between ρ(r) and
υ(r), together with the normalization condition in (1.1.4), legitimates the use of ρ
as basic variable, and allows to define the total energy in equation (1.2.5) as a
functional of the electron density ρ:
E = Eυ[ρ] = T [ρ] + Vee[ρ] + Vne[ρ] = FHK[ρ] +
∫
ρ(r)υ(r)dr (1.2.8)
with
Vne[ρ] =
∫
ρ(r)υ(r)dr (1.2.9)
FHK[ρ] = T [ρ] + Vee[ρ] (1.2.10)
Vee[ρ] = J [ρ] + Exc[ρ] (1.2.11)
where FHK is the Hohenberg and Kohn functional, J [ρ] represents the classic term
of the Coulomb repulsion, while Exc[ρ] corresponds to the non-classic exchange
and correlation contributions to Vee. It is noteworthy that FHK[ρ] does not depend
upon the external potential, resulting an universal functional of ρ(r).
The second theorem provides the variational principle for the energy. It estab-
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lishes that, given a trial electron density ρ˜(r), with ρ˜(r) ≥ 0, and ∫ ρ˜(r)dr = N
E0 ≤ Eυ[ρ˜] (1.2.12)
where Eυ[ρ˜] is the energy functional obtained from equation (1.2.8) with ρ = ρ˜(r)
while E0 is the exact ground state energy. The first HK theorem states that ρ˜
determines its own external potential υ(r) and its wave function Ψ˜, which can be
used as a trial function for the minimization problem:
〈Ψ˜|Hˆ|Ψ˜〉 = FHK[ρ˜] +
∫
ρ˜(r)υ(r)dr = E(ρ˜) ≥ E[ρ] = 〈Ψ|Hˆ|Ψ〉 (1.2.13)
The validity of the HK theorems is limited by the fact that FHK is defined
only for those trial ρ that are υ-representable, where a υ-representable ρ is an
electron density associated with an antisymmetric ground state wave function of an
Hamiltonian having the form (1.1.7) for a local external potential υ(r). Actually,
given a trial υ-representable ρ, FHK[ρ] is a universal functional of ρ since the same
value is obtained no matter what external potential is considered.34 A limitation
of FHK[ρ] is that it is undefined for any ρ not υ-representable, and thus the
theorems cannot be applied any longer. However, Hohenberg and Kohn pointed
out that it has not been proved that an arbitrary density distribution containing
an integral number of electrons can be realized by some external potential,25,35
and thus FHK[ρ] can be redefined for electrons densities ρ satisfying the weaker
N -representability condition. A density is N -representable if it may be obtained
from some antisymmetric wave function.36 The conditions for an electron density
ρ to satisfy the N -representability can be fulfilled by any reasonable density:34,37
ρ(r) ≥ 0,
∫
ρ(r)dr = N and
∫
|∇ρ(r)1/2|2 <∞ (1.2.14)
Despite the great importance of the two HK theorems for DFT, they do not provide
any operative strategy for any application. Particularly the second theorem is
simply an existence theorem and does not provide any information about the
construction of the ground state energy functional. In fact, the kinetic energy (Tˆ )
and the electron-electron interaction (Vˆee) functionals in equation (1.2.8), i.e., the
universal functional FHK in equation (1.2.10), are still unknown and the existence
of an exact theory justifies the research of new functionals that, even though
approximate, can be more and more accurate.
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1.2.3 The Kohn-Sham equations
In 1965 Kohn and Sham (KS) proposed the most successful approach to treat
indirectly the kinetic energy functional Tˆ [ρ], making DFT a powerful method for
rigorous calculations.30 Kohn and Sham proposed to introduce the orbitals into
the problem in such a way that it could be possible to calculate the kinetic energy
with a good approximation. The exact expression for the kinetic energy of the
ground state can be expressed as:20
T [ρ] = −1
2
N∑
i=1
ni 〈ψi|∇2|ψi〉 (1.2.15)
where ψi are the spin orbitals and ni are their occupation numbers. The Pauli
exclusion principle38 implies that 0 ≤ ni ≤ 1; furthermore, the first HK theorem
ensures that the kinetic energy is a functional of the total charge density.25 Any
non-negative, continuous and normalized electron density ρ is N -representable
and can be decomposed in:37
ρ(r) =
N∑
i=1
ni
∑
s
|ψi(r, s)|
2 (1.2.16)
where ψi(r, s) represents a spin orbital with spatial coordinates r and spin co-
ordinates s. Nevertheless, given an electron density, there is not an unique
decomposition in terms of spin orbitals. Kohn and Sham started from considering
the simplest expression for T and ρ:
TS = −1
2
N∑
i=1
〈ψi|∇2|ψi〉 (1.2.17)
and
ρ(r) =
N∑
i=1
∑
s
|ψi(r, s)|
2 (1.2.18)
i.e., ni = 1 for N spin orbitals, otherwise ni = 0. The problem is to obtain
an unique orbital decomposition providing one value of TS[ρ]. The simplified
representation of the electron density and of the kinetic energy proposed by Kohn
and Sham corresponds to a reference system of non-interacting electrons in the
absence of any electron-electron repulsion, whose ground state electron density
is exactly ρ(r). In analogy with the definition of the universal functional FHK[ρ],
Kohn and Sham defined a fictitious system composed by non-interacting particles,
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with ground state density ρ(r) and Hamiltonian
HˆS = −1
2
N∑
i=1
∇2i +
N∑
i=1
υS(r) (1.2.19)
excluding any repulsive term. The ground state of such a system is exactly
described by a single Slater determinant multi-electron wave function
ΨS =
1√
N !
det[ψ1ψ2 . . .ψN ] (1.2.20)
where ψi are the first N eigenvectors of the one-electron Hamiltonian
hˆSψi =
[
−1
2
∇2 + υS(r)
]
ψi = εiψi (1.2.21)
The kinetic energy of the reference system is simply TS[ρ], given by the equa-
tion (1.2.17)
TS[ρ] =
〈
ψS
∣∣∣∣∣−12
N∑
i=1
∇2i
∣∣∣∣∣ψS
〉
= −1
2
N∑
i=1
〈
ψi
∣∣∇2 ∣∣ψi〉 (1.2.22)
and the electron density is decomposed according to (1.2.18). Even though TS
can be defined univocally for any density, it is still not an exact kinetic energy
functional, and the difference between the exact kinetic energy functional T [ρ]
and TS[ρ] lies in its exchange-correlation part. The success of the KS method is
related to the fact that TS[ρ] is exactly the kinetic energy used to determine the
ground state energy. This result can be obtained by writing
F [ρ] = TS[ρ] + J [ρ] + Exc[ρ] (1.2.23)
J [ρ] =
1
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′ (1.2.24)
Exc[ρ] ≡ T [ρ]− TS[ρ] + Vee[ρ]− J [ρ] (1.2.25)
where Exc[ρ] is the exchange-correlation (XC) energy, and it includes the differ-
ence between T [ρ] and Ts[ρ], usually a small quantity, and Vee[ρ] non-classical
contributions.
The Kohn and Sham iterative procedure operates as follows: defined an external
potential υ(r), the orbitals are obtained by solving the N one-electron equations:
[
−1
2
∇2 + υ(r) +
∫
ρ(r′)
|r− r′|dr+ υxc(r)
]
ψi = εiψi (1.2.26)
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where the XC potential υxc(r) is defined as the functional derivative of the XC
energy Exc[ρ]
20
υxc(r) =
δExc[ρ]
δρ(r)
(1.2.27)
The electron density ρ is computed through the equation (1.2.18) and the new
density ρ is substituted in the equation (1.2.26) where it is used to compute the
new orbitals ψi. The iterative cycle is repeated until self-consistency is reached.
The total energy for the system at each step is:
E = −1
2
N∑
i=1
〈ψ|∇2|ψi〉+ J [ρ] + Exc[ρ] +
∫
υ(r)ρ(r)dr (1.2.28)
1.2.4 Electronic exchange and correlation
To evaluate the total energy of a chemical system (see equation (1.2.28)),
thanks to Kohn and Sham a procedure to compute the kinetic energy has been
developed. As far as the electron-electron repulsion Vee is concerned, it has been
already pointed out that it is the sum of two contributions, J [ρ] and Exc[ρ] (see
equation (1.2.11)). The exact form of the XC functional Exc[ρ] is still unknown, and
thus several approximated forms have been so far proposed to gain fairly accurate
results on different chemical systems. We can define the exchange-correlation hole
as:
hxc(r1, r2) =
ρ2(r1, r2)
ρ(r1)
− ρ(r2) (1.2.29)
where ρ2(r1, r2) is the pair density for a system with N electrons (i.e., the
probability of finding two electrons simultaneously within the volume elements
dr1 and dr2), while the other N − 2 electrons may be anywhere
ρ2(r1, r2) = N(N − 1)
∫
dr3dr4 . . . drN |Ψ(r1, r2, . . . , rN)|
2 (1.2.30)
Then the interelectronic repulsion Vee can be rewritten:
Vee =
1
2
∫∫
1
r12
ρ(r1)ρ(r2)dr1dr2 +
1
2
∫∫
1
r12
ρ(r1)hxc(r1, r2)dr1dr2
= J [ρ] + Exc
(1.2.31)
The exchange and the correlation maintain the electrons apart, so the exchange
and the correlation contributions can be described in terms of a hole surrounding
each electron and avoiding other electrons from approaching it. The better the
hxc is approximated, the better is the accuracy reached by the resulting functional
Exc[ρ]. The accuracy of DFT calculations strongly depends upon the quality of the
approximations adopted for υex(r) in equation (1.2.27), and for the corresponding
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Exc[ρ] in equation (1.2.11). It is noteworthy that the HK theorems are valid only
with the exact XC functional, whereas they are not for the approximated forms.
Thus, practical approaches to DFT are no longer variational.
Common approximated XC functionals can be divided in six main groups, each
of them related to different levels of approximation. The simplest approximation
is the local density approximation (LDA) and the XC functionals belonging to
this groups depend only on the local value of the electron density ρ(r):
ELDAxc =
∫
ρ(r)εxc(ρ)dr (1.2.32)
where εxc is the XC energy per electron and it is given by the uniform electron gas
formula in the ambit of the TF theory. The XC energy can be split in two terms:
εxc = εx + εc (1.2.33)
where the exchange energy contribution εx is defined as:
39
εLDAx [ρ] = −
3
4
(
3
π
)1/3 ∫
ρ(r)4/3dr (1.2.34)
while the correlation term εc is obtained analytically by interpolating the quantum
Monte Carlo results40–43 or by adopting other approaches.44–46 Despite the rather
rough approximation, the LDA works surprisingly well for describing many real
chemical systems. Later on, more complex schemes aimed to overcome the LDA
limits have been proposed to reach a better accuracy of the method. In this regard,
it is noteworthy that the main source of error in the LDA based Exc[ρ] lies in
the exchange component and many contributions have been then focused on the
research of suitable corrections of εx. Thus, to go beyond LDA, the inhomogeneity
of the electron density must be considered. The exchange energy is calculated
by adding to the LDA based Exc[ρ] the non-local correction term (E
NL
x ), which
depends upon the gradient of the electron density, in order to take somehow
into account the non-uniformity of the density in a real system. This class of
functionals are called generalized gradient approximation (GGA) functionals and
the exchange functional has the following general form:
EGGAx = E
LDA
x −
∫
g(χ)ρ4/3(r)dr (1.2.35)
where g(χ) is a function of the parameter χ
χ =
|∇ρ(r)|[
ρ(r)
]4/3 (1.2.36)
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and the form of g(χ) depends on the particular GGA functional under consideration.
Great attention has been devoted to find the gradient correction able to provide
values of the exchange energy closer to the exact quantity, and in literature many
non-local corrections are available.47–54 A further family of XC functions is that of
the so-called meta-GGA functionals, whose formula includes a contribution related
to the positive kinetic energy density of the occupied KS orbitals.55 Two other
classes of XC functionals with approximations more complicated and more accurate
can be considered: in the hyper-GGA functionals the exact exchange energy density
is added,56 while the generalized random phase approximation functionals consider
the unoccupied orbitals.57 It can be observed that increasing the approximations’
complexity typically more accurate results can be achieved with computation costs
increasing modestly from the LDA to the meta-GGA and much more steeply after
that.58 Finally, another important class of XC functionals uses the KS orbitals of
the chemical system to compute the exchange through its exact formula from the
Hartree-Fock theory, and for this reason these are called hybrid functionals.59–61
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Chapter 2
Relativistic Effects in Quantum
Mechanical Calculations
2.1 The effects of Relativity in Chemistry
One of the starting points of the special relativity62,63 is that it is impossible
to accelerate particles to speeds higher than the light speed c. This is caused by
the mass increase:
m =
m0√
1− (v
c
)2 (2.1.1)
where m0 is the electron rest mass and v is its speed. In Chemistry, the relativity
entails three main effects:64,65
1. the concomitant relativistic contraction and energetic stabilization of the s
and p orbitals.
The Bohr radius, a0, contains the mass m in the denominator:
a0 =
4πε0h¯
2
Zme2
(2.1.2)
where Z is the atomic number and ε0 is the vacuum dielectric constant.
The contraction of the relativistic average radius is a consequence of the
reduction of the Bohr radius for inner electrons, having higher speeds near
the nucleus.
2. The spin-orbit (SO) splitting. In a relativistic approach neither ℓ, the
quantum number related to the orbital angular momentum ℓ, nor s, the one
associated to the spin angular momentum s, are “good” quantum numbers.
In fact, within the j-j scheme the “good” quantum numbers are j, related
to the vector sum ℓ+ s = j, and mj , the quantum number associated to the
projection of j along the z axis. Thus, for a p electron (ℓ = 1) two values
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of j (1/2, 3/2) are possible. Because the SO interaction increases when
increasing Z, this effect becomes more and more important for heavy atoms.
3. the radial expansion and the energetic destabilization of d and f orbitals.
The effective potential experienced by d and f electrons is weaker than that
expected without considering the relativistic affects: the s and p atomic
orbitals (AOs), more contracted, screen the nuclear attraction more efficiently.
These effects justify the radial expansion of d and f AOs and their resultant
energetic destabilization.
In the next sections, after introducing the Dirac equation (the starting point of
the relativistic quantum mechanics), some information about the zeroth order
regular approximation (ZORA), which includes the relativistic effects into the
description of the electronic structure of complex systems, will be provided.
2.2 The Dirac equation
The time-dependent equation describing the motion of a free electron from a
relativistic point of view has been developed by Dirac.66,67 This equation is the
relativistic analogous of the Schrödinger equation (1.1.1)
ih¯
∂Ψ(r, t)
∂t
= HˆDΨ(r, t) (2.2.1)
where HˆD is the four-component Dirac Hamiltonian
HˆD = cα · p+m0 c
2β. (2.2.2)
The momentum operator is
p = −ih¯∇, (2.2.3)
β is a traceless 4× 4 diagonal matrix
β =
(
12 0
0 −12
)
(2.2.4)
with
12 =
(
1 0
0 1
)
; 0 =
(
0 0
0 0
)
, (2.2.5)
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α is a three-component vector α =
(
αxαy αz
)
, where each component is a
traceless 4× 4 diagonal matrix
αs =
(
0 σs
σs 0
)
with s = x, y, z (2.2.6)
and σs are the Pauli spin matrices (a set of three complex, Hermitian and unitary
matrices)
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
(2.2.7)
These matrices has been introduced by Pauli to describe the three components of
the spin angular momentum.68 As a whole, the Dirac equation consists of four
differential equations, and the wave function Ψ(r, t) is a four-component vector
called spinor. The four components of the spinor Ψ(r, t) represent two different
two-component wave functions φ = (φ1,φ2) and χ = (χ1,χ2), known as large and
small components, respectively:
Ψ(r, t) =


φ1(r, t)
φ2(r, t)
χ1(r, t)
χ2(r, t)

 =
(
φ(r, t)
χ(r, t)
)
(2.2.8)
where φ1, χ1 and φ2, χ2 describe the spin up and the spin down of the free electron,
respectively. Now, if a potential field V is considered, the Hamiltonian operator
in the equation (2.2.1) becomes
Hˆ = HˆD + V = cα · p+m0 c
2β + V (2.2.9)
Thus, the time-independent Dirac equation is
(
E − V −m0 c2β − cα · p
)
Ψ(r, t) = 0 (2.2.10)
The explicit solution of the Dirac equation can be obtained only for a hydrogen-like
system.69 To define the state of such a system four quantum numbers, which are
not the ones derived by solving the Schrödinger equation, are needed. In addition
to n and ℓ, the introduction of j and mj is required. As already mentioned, the
former is the total angular momentum quantum number, whose relationship with
the total angular momentum j is:
|j| =
√
j(j + 1)h¯ (2.2.11)
19
while the latter is associated to the 2j + 1 projections of j along the z axis:
jz = mjh¯ (2.2.12)
2.3 The zeroth order regular approximation
Even though relativistic calculations are not much more complicated than
the non-relativistic ones, they imply a relevant computational cost. In fact, the
dimensions of the secular problem are very large due to the spinors’ nature.
Different basis sets for the small and large components of the Dirac spinors
would be required, and this obviously would increase the basis set dimensions,
implying significant computational costs and storage requirements. Thus, the
study of complex systems with the inclusion of relativistic effects requires the use
of approximate computational methods. The most frequent approach is that of
transforming the four-component Dirac Hamiltonian in a two-component form.
Several methods are available, and a standard approach to treat the problem is
the elimination of small components (ESC).70–72
2.3.1 Regular expansion of the energy in relativistic quan-
tum mechanics
Like other traditional approaches in relativistic QM for generating two-component
Hamiltonians, the ESC is based on the expansion of the energy E of the chem-
ical system in (E − V ) /2c2, an approach defective in the case of Coulomb-like
potentials. For this reason, a “regular” expansion of the energy (the term has
been coined by van Lenthe et al. in 199373 because of the expansion properties)
in E/(2c2 − V ) has been introduced, which is valid for Coulomb-like potentials
over all space.
In the relativistic quantum theory, the four-component Dirac equation (2.2.10)
is the starting point. The Dirac Hamiltonian (2.2.9) works on a four-component
wave function, defined in equation (2.2.8). The Dirac equation is:
V φ+ cσ · pχ = Eφ (2.3.1)
cσ · pφ+
(
V − 2c2)χ = Eχ (2.3.2)
To reduce the Hamiltonian to operate on a two-component wave function the
small component is eliminated:73
χ =
1
E + 2c2 − V cσ · pφ =
1
2c
(
1 +
E − V
2c2
)
−1
σ · pφ ≡ X¯φ (2.3.3)
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where X¯ is the operator
X¯ =
1
2c
(
1 +
E − V
2c2
)
−1
σ · p (2.3.4)
Thus,
HˆESCφ = V φ+ cσ · pX¯φ ≡ V φ+ 1
2
σ · p
(
1 +
E − V
2c2
)
−1
σ · pφ = Eφ (2.3.5)
where HˆESC is energy dependent and it operates only on the large component φ,
which, at variance with the four-component Ψ, is not normalized. For this reason,
a normalization operator Oˆ =
√
1 + X¯† X¯ is required to generate a normalized
two-component wave function Φ = Oˆφ, and the corresponding Hamiltonian
becomes
Hˆ = OˆHˆESCOˆ−1 =
√
1 + X¯† X¯
(
V + cσ · pX¯
) 1√
1 + X¯† X¯
(2.3.6)
Now, if the factor
[
1 + (E − V )/ 2c2]−1 in X¯, for both HˆESC and Oˆ, is expanded
in (E − V ) /2c2 and some manipulation is done, at the first order the Pauli
Hamiltonian is obtained:
HˆPauli = V +
p2
2
− p
4
8c2
+
∆V
8c2
+
1
4c2
σ · (∇V × p) (2.3.7)
where the third term of the RHS (−p4/8c2) is the mass–velocity term and it arises
from the variation of the mass with the velocity; the fourth term
(
∆V/8c2
)
is
the Darwin operator, and it has no classical analogue, and finally the last term
includes the SO coupling. The solution of the eigenvalue equation HPauliΦ = EΦ
presents many problems. To bypass them, its solution is possible by expanding
the Hamiltonian HˆESC in equation (2.3.5) in 1/ (2c2 − V ) (or in E/ (2c2 − V )):
HˆESC ≈ V + σ · p c
2
2c2 − V σ · p− σ · p
(
c2
2c2 − V
)
E
2c2 − V σ · p+ . . . (2.3.8)
For a Coulomb-like potential, this expansion is justified even near the singularity
of the potential at the nucleus. The zeroth order Hamiltonian within the zeroth
order regular approximation can be now defined:
HˆZORA = V + σ · p
c2
2c2 − V σ · p (2.3.9)
The zeroth order Hamiltonian is expected to incorporate relativistic effects, which
are traditionally included only at the Pauli Hamiltonian level.73 As pointed out
before, the ESC is just one of the available methods which can be used to derive the
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zeroth order Hamiltonian. The Hamiltonian in equation (2.3.9) can be expanded
as:
HˆZORA = V + σ · p
c2
2c2 − V σ · p = V + p
c2
2c2 − V p+
c2(
2c2 − V )2σ ·
(∇V × p)
(2.3.10)
showing that the SO term, in the regularized form, is already present in this
zeroth order Hamiltonian. The SO term is regular for the presence of the factor
(2c2 − V )−2, which does not generate any problem in variational calculations. The
corresponding eigenvalue equation for fully relativistic calculations is then:
HˆZORAΦZORA =
(
V + σ · p
c2
2c2 − V σ · p
)
Φ
ZORA
=
(
V + p
c2
2c2 − V p+
c2(
2c2 − V )2σ ·
(∇V × p)
)
Φ
ZORA
=
(
HZORASR +H
ZORA
SO
)
Φ
ZORA
= EZORAΦZORA
(2.3.11)
The Hamiltonian HˆZORA in equation (2.3.11) is constituted by two terms HZORASR
and HZORASO corresponding to the scalar relativistic (SR) and SO Hamiltonians,
respectively. Therefore, the SR eigenvalue equation can be introduced:
HˆZORASR Φ
ZORA
SR =
(
V + p
c2
2c2 − V p
)
Φ
ZORA
SR = E
ZORA
SR Φ
ZORA
SR (2.3.12)
Moreover, the one-electron energies can be further improved by defining the scaled
ZORA energy for both fully relativistic calculations:74
Escaled =
EZORA
1 + 〈ΦZORA|σ · p c2
(2c2−V )2
σ · p|ΦZORA〉 (2.3.13)
and scalar relativistic calculations:
EscaledSR =
EZORASR
1 + 〈ΦZORASR |p c
2
(2c2−V )2
p|ΦZORASR 〉
(2.3.14)
2.3.2 Relativistic Kohn-Sham equations
For practical applications, the one-electron wave functions expressed as Kohn-
Sham orbitals are expanded in basis functions. Solving the SR-ZORA equations,
the “kinetic energy” matrix elements between the basis functions φi and φj can be
22
obtained:
〈φi|T ZORASR |φj〉 =
〈
φi
∣∣∣∣p c22c2 − V p
∣∣∣∣φj
〉
(2.3.15)
and usually the point group symmetry of the molecule is used to block-diagonalize
the Hamiltonian matrix. When dealing with fully relativistic calculations (i.e., the
SO coupling is included in the ZORA Hamiltonian), in addition to the evaluation
of the SR-ZORA “kinetic energy” in equation (2.3.15), the ZORA SO matrix
elements are also needed:
〈φdi |HZORASO |φdj 〉 =
〈
φdi
∣∣∣∣ c2(2c2 − V )2σ · (∇V × p)
∣∣∣∣φdj
〉
(2.3.16)
where φdi and φ
d
j are the double group symmetry adapted functions, φi,j(r, s) =
φαi,j(r)α + φ
β
i,j(r)β, where α and β are the spin up and spin down, respectively.
Finally, the calculation of the fully relativistic scaled ZORA orbital energies in
equation (2.3.13) requires the evaluation of the following matrix elements:
〈
φdi
∣∣∣∣σ · p c2(2c2 − V )2σ · p
∣∣∣∣φdj
〉
=
〈
φdi
∣∣∣∣p c2(2c2 − V )2p
∣∣∣∣φdj
〉
+
+
〈
φdi
∣∣∣∣σ ·∇
(
c2
(2c2 − V )2
)
× p
∣∣∣∣φdj
〉
(2.3.17)
where the first term is already present in the SR-ZORA case (see equation (2.3.14)).
It is worth of note that these matrix elements must be computed only once since
the scaled ZORA orbital energies are calculated only after self-consistency is
reached.74–78
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Chapter 3
Quantum Mechanical Calculations
for Time-Dependent Systems
When a system in equilibrium conditions is subject to some external pertur-
bation, e.g., an electromagnetic field, the system responds to the perturbation,
and if such a perturbation is weak enough, the response is linear with respect to
it. For instance, in the UV-visible spectroscopy, most experiments involve the
absorption of energy from a weak field. At variance to that, if the field is much
stronger, non-linear optical effects take place. In the forthcoming discussion the
latter effects will not be considered.
3.1 Time-Dependent Density Functional Theory
Time-dependent properties, e.g., frequency-dependent polarizability and ex-
citation energies, need a time-dependent theory to be applied. In 1984, Runge
and Gross provided the theoretical basis of the time-dependent density functional
theory (TD-DFT),79 demonstrating the analogous of the HK theorems25 for time-
dependent systems. Density functional theory is based on the existence of an
exact mapping between the electron density ρ and the external potential υ(r). In
the ground state DFT the existence proof is based on the Rayleigh-Ritz minimum
principle of energy, which cannot be extended in the time-dependent domain.
For this reason, Runge and Gross started from the time-dependent Schrödinger
equation:
i
∂
∂t
Φ(t) = Hˆ(t)Φ(t), Φ(t0) = Φ0 (3.1.1)
where the Hamiltonian consists of the kinetic energy of the electrons, a spin-
independent electron-electron Coulomb repulsion term and a time-dependent,
local, and spin independent single-particle potential; in addition to that, Φ(t0) is
the initial many-particle wave function.79 By solving the equation (3.1.1) with
25
different potentials υ(r, t) and a fixed initial state Φ0, a one-to-one mapping F
between the time-dependent potential and the time-dependent state υ(r, t)→ Φ(t)
can be obtained. Later, they evaluated the densities for all the time-dependent
wave functions resulting from F :
ρ(r, t) = 〈Φ(t)|ρˆ(r)|Φ(t)〉 (3.1.2)
where ρˆ(r) =
∑
s ψˆ
†
s(r)ψˆs(r) is the density operator. This defines a new one-to-
one mapping G between the time-dependent potential and the time-dependent
densities: υ(r, t)→ ρ(r, t).79 To demonstrate a time-dependent form of the HK
theorems, it has to be shown that the map G is invertible, but a perfect one-
to-one correspondence is not possible in a time-dependent case. In fact, for two
potentials V (t) and V˜ (t) differing by an additive time-dependent scalar function
c(t) (V˜ (r, t) = V (r, t) + c(t)), the corresponding wave functions will differ by a
time-dependent phase, Φ˜(t) = e−iα(t)Φ(t), with α˙(t) = c(t), so that the resulting
electron densities will be identical, ρ˜(r, t) = ρ(r, t). Nevertheless, if it is possible
to demonstrate the invertibility of G up to the additive time-dependent function,
then the wave function is fixed by the density up to the time-dependent phase:
Φ(t) = FG−1ρ(r, t) and any expectation value 〈Φ(t)|Oˆ|Φ(t)〉 can be considered
a functional of the density.79 It has been already mentioned that the proof of
the HK theorems, whose demonstration is not herein reported, is based on the
Rayleigh-Ritz principle. As a consequence of the minimum principle unavailability
in a time-dependent system, Runge and Gross proved the theorems only in two
particular cases:
i. if the potential υ(r, t) is a function having a periodic dependence on time;
ii. if the potential consists of a static part and a small time-dependent perturba-
tion (υ(r, t) = υ0(r) + υext(r, t)).
The latter case is the only one of interest in the forthcoming discussion.
3.2 Time-dependent Kohn-Sham equations
Analogously to the ground state DFT,25,30 where the density of the system
is provided by the Kohn-Sham equations, Runge and Gross started from non-
interacting electrons moving in a local potential υ(r, t) to find the time-dependent
density of the chemical system. A set of time-dependent KS (TD-KS) equations
are introduced to define the density of a time-dependent system.80 The density of
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an interacting system is identical to:
ρ(r, t) =
occ∑
i=1
ni|φi(r, t)|
2 (3.2.1)
which is the density of the non-interacting system moving in the local potential
υS(r, t), described by the KS equation:
i
∂
∂t
φi(r, t) =
[
−1
2
∇2 + υS(r, t)
]
φi(r, t) (3.2.2)
Similarly to the static case, the time-dependent KS potential υS(r, t) in the
equation (3.2.2) has the following definition:
υS(r, t) = υext(r, t) + υH(r, t) + υxc(r, t) (3.2.3)
where
υH(r, t) =
∫
dr ′
ρ(r ′, t)
|r− r ′| (3.2.4)
is the Hartree potential, which is trivially calculated from the density ρ(r, t),
υext(r, t) is the external potential (corresponding to the Coulomb field generated
by the nuclei υ0(r) and, if present, the external fields), and υxc(r, t) is the time-
dependent XC potential, an unknown functional of the time-dependent density.81
By adopting the appropriate approximations for the time-dependent υxc(r, t), the
TD-KS scheme consists of the iteratively solutions of equations (3.2.1) and (3.2.2)
by employing the variational principle in a self-consistent field (SCF) scheme, to
obtain the time-dependent density of the chemical system in the presence of a
time-dependent external perturbation, e.g., the electric field of an electromagnetic
radiation.
3.3 Equations for the linear density response
If the perturbation is not intense, the problem can be discussed by using the
time-dependent perturbation theory. Now, the response of the system is evaluated
when the perturbation υ1(r, t) is switched on adiabatically at time t = t0. In fact,
at t < t0 the system is described by a time-independent density ρ0(r) resulting
from the potential υ0(r) solving the ground state KS equations.
30 If the external
potential υext has the following structure:
υext(r, t) =

υ0(r) if t < t0υ0(r) + υ1(r, t) if t ≥ t0 (3.3.1)
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the linear density response ρ1(r, t) can be evaluated in terms of the full response
function χ(r, t; r ′, t′) of the interacting system:
ρ1(r, t) =
∫
d3r ′
∫
∞
t0
dt′χ(r, t; r ′, t′)υ1(r
′, t′) (3.3.2)
Alternatively, since the TD-KS equations (3.2.1) and (3.2.2) provide an exact way
to compute the time-dependent electron density, the linear density response of the
interacting system can be calculated as the density response of the non-interacting
KS system, described by χKS(r, t; r
′, t′):
ρ1(r, t) =
∫
d3r ′
∫
∞
t0
dt′χKS(r, t; r
′, t′)υ
(1)
S (r
′, t′) (3.3.3)
where υ
(1)
S is the KS potential calculated to the first-order of the perturbing
potential υ1. The great advantage in the use of this procedure is that χKS(r, t; r
′, t′)
is easily computed. Then,
υ
(1)
S (r, t) = υ1(r, t)+
∫
d3r ′
ρ1(r, t)
|r− r ′| +
∫
d3r ′
∫
dt′fxc(r, t; r
′, t′)ρ1(r
′, t′) (3.3.4)
where fxc is the XC response kernel, defined as the functional derivative of the
time-dependent XC potential υxc(r, t) in respect to the electron density ρ(r
′, t′)
evaluated at the initial ground state density ρ0(r):
fxc(r, t; r
′, t′) =
δυxc[ρ](r, t)
δρ(r ′, t′)
∣∣∣∣
ρ=ρ0
(3.3.5)
The fxc kernel represents the change at the first-order of the time-dependent
XC potential υxc[ρ](r, t) due to the applied perturbation.
20 The equations (3.3.3)
and (3.3.4) are the KS equations for the linear density response. By adopting some
appropriate approximations for fxc, the KS equations provide a self-consistent
scheme to evaluate the linear density response ρ1(r, t) as a consequence of an
external perturbation switching on. Moving from time to frequency (ω) domain,
the KS response function can be obtained by calculating the Fourier transform of
χKS(r, t; r
′, t′) with respect to (t− t′)
χKS(r, r
′,ω) =
∑
j,k
(fk − fj)
φ
(0)
k (r)
∗φ
(0)
j (r)φ
(0)
j (r
′)∗φ
(0)
k (r
′)
ω − (εj − εk) + iδ (3.3.6)
with the sum running over all KS orbitals j, k (including the continuum states),
fk and fj are the Fermi occupation factors, εk and εj are the Fermi energies, and
δ is a positive, infinitesimal value.
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3.4 Approximations for the exchange-correlation
kernel
As far as the the XC kernel fxc is concerned, some proper approximations are
needed to define this quantity, due to the unknown nature of the XC potential. In
particular, the so-called adiabatic local density approximation (ALDA)82 is the
simplest possible approximation in TD-DFT to treat the kernel fxc. According to
the adiabatic approximation, the complicated functional fxc is reduced to a local
in space, frequency-independent, and real function evaluated in correspondence of
the local SCF electron density ρ0(r):
fALDAxc (r, r
′,ω) = δ(r− r ′)dυ
LDA
xc
dρ
∣∣∣∣∣
ρ=ρ0(r)
(3.4.1)
In the ALDA approximation it is assumed that the functional derivative in the
equation (3.3.5) is nonzero iff t = t′, i.e., this approximation is valid only for very
slow time-dependent processes and if the system is initially in its ground state.
3.5 TD-DFT equations for excitation energies cal-
culations
Within the TD-DFT framework, the excitation energies and oscillator strengths
for the simulation of absorption spectroscopy experiments are obtained by the
following eigenvalue equation:83–85
ΩFI = ω
2
IFI (3.5.1)
where the eigenvalues ωI are the excitation energies and the eigenvectors FI are the
oscillator strengths. The direct solution of the previous eigenvalue equations for the
excitation energies and the oscillator strengths is possible exclusively in principle,
but it is infeasible for the computational and storage requirements. For this reason,
for large molecules, it is preferable to solve the eigenvalue problem iteratively
by employing the Davidson algorithm,86 which requires low computational costs
also for large matrices. In fact, this method makes restrictions to a few selected
eigenvalues, generally the lowest excitation energies. For a generic system, the
components of the four-index matrix Ω are:87
Ωiaσ,jbτ = δστδijδab(εaσ − εiσ)2 + 2
√
εaσ − εiσKiaσ,jbτ
√
εbτ − εjτ (3.5.2)
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where a, b are the indices for virtual orbitals, i, j are those for occupied orbitals,
σ and τ are indices for the spin and ε are the energies of the occupied and virtual
KS orbitals. The coupling matrix K consists of a Coulomb part and an XC part:
Kaiσ,bjτ = K
Coul
aiσ,bjτ +K
xc
aiσ,bjτ (3.5.3)
KCoulaiσ,bjτ =
∫
dr
∫
dr ′ φ∗aσ(r)φiσ(r)
1
|r− r ′|φ
∗
bτ (r
′)φjτ (r
′) (3.5.4)
Kxcaiσ,bjτ =
∫
dr
∫
dr ′ φ∗aσ(r)φiσ(r)f
στ
xc (r)× δ(r− r ′)φ∗bτ (r ′)φjτ (r ′) (3.5.5)
φi’s correspond to the KS orbitals and f
στ
XC is the XC kernel, within the adiabatic
approximation. In order to solve the eigenvalue equation (3.5.1), the correct
approximations for FI must be found. Two steps are involved in the TD-DFT
procedure: the SCF step to generate the KS orbitals and orbital energies, and
a post-SCF step to solve equation (3.5.1). In these two steps different approxi-
mate functionals may be used. However, the iterative solution of the eigenvalue
equation (3.5.1) requires the formulation of an initial hypothesis about FI , and
Kaiσ,bjτ = 0 is usually a good starting point.
81 Thus, for the evaluation of the
excitation energies, this implies that in the first cycle the excitation energies are
considered to be equal to the difference between the eigenvalues of occupied and
unoccupied KS orbitals.
TD-DFT has been widely used in theoretical calculations of excitation energies
for both closed85 and open shell systems.87 Moreover, for systems containing
heavy elements, relativistic effects (see chapter 2) must be considered to obtain
reliable results. ZORA73,75,78 can deal with the inclusion of the relativistic effect
on the valence electrons with high accuracy. In most cases only the excitations
of the valence electrons are considered, and the excitation energies based on the
SR-ZORA TD-DFT method provide accurate results. In the framework of SR-
ZORA TD-DFT, the excitation energies are calculated through a combined ZORA
and TD-DFT approach, which implies that the one-electron energies and the KS
orbitals that are used in the TD-DFT response equations are obtained by solving
the one-electron SR-ZORA KS equations.75,78 However, when dealing with deep
core excitations, also SO coupling must be considered. Different formalisms have
been designed to deal with SO coupling in relativistic TD-DFT calculations,88–91
and the one proposed by Wang et al.,90,91 which uses the two-component ZORA
and the noncollinear XC potential, is consistent with the correct non-relativistic
limit and the correct threefold degeneracy for the triplet excitations.
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Chapter 4
Case studies
An effective approach to deal with the electronic structure of transition metal
complexes cannot just imply the exploitation of a single spectroscopic tool. In
fact, to provide as much information as possible, a multifaceted strategy is
needed. In particular, by investigating the same systems with different techniques
diverse information can be gained. During my Ph.D. thesis, I have carried out a
combined experimental and computational study of the occupied and unoccupied
electronic structure of tetraphenylporphyrins and their copper complexes to
gain a deep understanding of the electronic properties making these compounds
particularly important for the most varied technological applications. Due to the
close relationship between electronic structure and electronic/optical properties of
metalloporphyrins, the knowledge of their electronic structure is mandatory to
develop architectures suitably designed for a specific application. In order to do
so, two distinct spectroscopic studies have been carried out:
• the occupied electronic structure has been probed by means of photoemission
spectroscopies: the core and valence levels have been investigated through
X-ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron spec-
troscopy (UPS), respectively;
• the unoccupied electronic structure, i.e. the low lying empty molecular
orbitals (MOs), has been explored by using X-ray absorption spectroscopy
(XAS).
The final aim of this study is not only to provide an interpretation of the ex-
perimental spectroscopic outcomes; rather, it is that of unraveling the electronic
structure of these molecules by taking advantage of the experimental data. As
such, I have predicted the spectroscopic properties of these molecules by starting
from first principle calculations and by fully exploiting their symmetry properties.
In the following sections a brief description of the spectroscopic tools used in this
research and of the case studies will be provided.
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4.1 Photoelectron spectroscopies
Among spectroscopic tools, the photoemission spectroscopy is very well suited
to investigate the energetics of atoms, molecules or solids. It is based on the
evidence that, when a chemical system is subject to a beam of photons with
a certain energy, an induced emission of electrons with a well-defined energy
spectrum (photoelectrons) is observed. This phenomenon was originally defined
as “photoelectric effect”, since a measurable electric current (photo-current) is
generated, but nowadays it is called photoionization or photoemission. During
the photoemission process the sample is irradiated with a monochromatic electro-
magnetic radiation having energy hν and, if the photon energy is higher than the
sample work function (i.e., the minimum thermodynamic work required to extract
an electron from the surface of a solid), the excited electron will experience a
unbound state acquiring a certain kinetic energy, so that it will be ejected from the
system.31 Within the one-electron approximation, the energy balance is provided
by the Einstein equation:63
hν = Eb + EK (4.1.1)
where Eb and EK are the ionization energy (or binding energy) and the kinetic
energy of the Kth ejected electron, respectively. The photoionization process
requires a threshold photon energy, which corresponds to the first ionization
energy for gaseous samples and to the energy of the Fermi level (EF) for solids.
In the latter case, the Einstein equation for the energy balance must be corrected
considering the work function of the solid φs:
92
hν = EF + EK + φs (4.1.2)
In principle, a beam of photons with sufficiently short wavelength can, in several
photoionization processes, extract electrons from different atomic shells as well as
from atoms of different species. All these electrons have different binding energies
lower than hν. It should be clear that, even if the photoionization is a process
induced by a monochromatic radiation, the overall phenomenon is polychromatic.
In fact, the occupation of the energy levels is discrete and different levels have
in general different energies. The determination of this distribution constitutes
the photoelectron spectroscopy’s focus. This technique has practical applications
in many fields of science. In fact, the equation (4.1.2) establishes a relationship
between the sample characteristics and the energy spectrum of the photoelectrons,
suggesting the exploitation of the photoemission processes to develop a wide
range of spectroscopic techniques aimed to investigate the electronic structure
of matter in its various aggregation states. It is important to underline that the
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(a) XPS (b) UPS
Figure 4.1: Photoemission process for a solid sample at two different wavelengths: (a) X-rays
and (b) UV.
outcome of the matter-radiation interaction varies with the wavelength of the
radiation, and the information gained from the material under study will likewise
vary. The XPS spectroscopy employs electromagnetic radiation with energies in
the order of the keV (the X-rays energy range) for the investigation of occupied
core energy levels (see Figure 4.1a). Core electrons have typical binding energies
for each element depending on the energetics of the system; as such, XPS can
be exploited for qualitative analysis, in addition to provide other physical and
chemical information (e.g., the oxidation state) of atomic species by referring
to their core binding energies. As far as the ultraviolet radiation (10 ÷ 100 eV)
is concerned, it is employed to study occupied frontier energy levels, and the
associated technique is called UPS (see Figure 4.1b).
The photoemission model is valid within the one-electron approximation, even
though a more detailed description of the effects of the interaction of the ejected
electron with the radiation should imply a much more complex model. To evaluate
the photoemission effect, one has to measure the energy difference between the
initial (characterized by N electrons) and final states (with N − 1 electrons plus
the photoelectron).93 Thus, the photoionization process can be represented as:
Ψ
i
tot(N)
hν−→ Ψftot(N,K) (4.1.3)
where Ψitot(N) and Ψ
f
tot(N,K) are the wave functions of the N -electron initial
state and of the Kth state, respectively. If it is assumed that the photoelectron
is weakly coupled with the leaving ion, the final state is then described by the
equation:
Ψ
f
tot(N,K) = Ψ
f
tot(N − 1, K) + φf (1)χf (1) (4.1.4)
where Ψftot(N − 1, K) is the wave function associated to the Kth final state with
N − 1 electrons, while φf (1) and χf (1) are the spatial and spin coordinates of the
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photoelectron wave function, respectively. In order to interpret XPS spectra, the
conservation of energy in equation (4.1.4) must be considered:
Eitot + hν = E
f
tot(N − 1, K) + EK (4.1.5)
Thus,
Eftot(N − 1, K)− Eitot = hν − EK = Eb (4.1.6)
where Eftot(N − 1, K) is the energy of the final state with N − 1 electrons and
EK is the photoelectron kinetic energy. In order to formulate a complete model,
the effects of correlation and relaxation, which are usually neglected in the one-
electron approximation, must be included. The main drawback in the one-electron
model when applied to XPS is its inability to include any interaction between the
hole, created as a consequence of the photoemission process, and the electrons
surrounding the hole. To a first approximation, the final state is considered to
differ from the initial one exclusively by the presence of a hole in the Kth level.
Thus, this situation corresponds to use the N one-electron wave functions solutions
of the Schrödinger equation to generate the Slater determinants of both initial and
final states (the former characterized by N , the latter by N − 1 wave functions).
The difference between the total energies associated to the two many-electrons
wave functions is the binding energy of the electron in the Kth level. Within this
approximation, the so-called Koopmans’ theorem,94 the binding energy of the
Kth-electron is equal, in modulus, to the energy of the Kth-orbital. As a matter
of fact, the presence of relaxation phenomena, induced by the presence of the
hole in the Kth-orbital, reduces the energy of the final state, so that the effective
photoelectron binding energy is different from that expected on the basis of the
Koopmans’ theorem.
4.2 X-ray Absorption Spectroscopy
Covalency for transition metal (M) complexes is defined as “the coefficients
of the Ligand (L) character in the valence metal d derived molecular orbitals”.95
There are several spectroscopic techniques that can be used to experimentally
estimate the covalency, and Solomon has been the first that suggested the possible
use of XAS as a direct experimental tool to estimate the covalency and the
ligand field strength in transition metal complexes.95,96 Traditional approaches to
evaluate the M-L interaction covalency involve magnetic spectroscopies for the
investigation of ground state properties. In electron paramagnetic resonance (EPR)
spectroscopy, the most direct probe of the covalency is the ligand superhyperfine
coupling, measured by double resonance or pulsed EPR methods.97 The amplitude
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Figure 4.2: Energy level diagram comparing the K-edge and L-edge excitations for first-row
transition metals.
and the anisotropy of the ligand superhyperfine coupling probe the delocalization
of the electron spin density into the ligand’s s and p orbitals and therefore the
covalency. Obviously, this requires an EPR active site and molecular orbitals
containing unpaired electrons.
Also photoemission spectroscopies can be used to quantify covalent mixing,
by analysing the intensity dependence of the valence band peaks with the input
photon energy and the intensity of shake up satellites in valence and core regions.
However, the application of these tools is complicated by the large final states
effects associated with the change in the interelectronic repulsion upon ionization.
Much of these complications may be overcome through the employment of XAS
spectroscopy. In a XAS experiment the wavelength of the incoming X-ray photon
is tuned and the absorption is measured as a function of the photon energy. XAS
of coordination compounds involving transition metal ions can provide information
about:
i. the splitting of the valence d orbitals of the metal;
ii. the covalent mixing with the ligand environment.
XAS features are generated by localized excitations of core electrons to the
unoccupied valence orbitals as well as to the continuum (see Figure 4.2), making
this technique a chemically selective probe of the molecular unoccupied electronic
structure. Both singly-occupied and unoccupied MOs of the metal complex can
be investigated, and different edges for both the metal and the ligand may be used
to investigate them. This technique can be exploited to look into the electronic
properties of a coordination compound in a very diverse range of materials varying
from solar cells to catalytic centres of metalloenzymes.96 The XAS spectroscopies
are classified on the basis of the shell from which the electron is excited (see
Figure 4.2), the most common one being the 1s or K-shell.∗ For my purposes, two
∗In a XAS experiment the absorption edge shows two significant structures both in the
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edges, providing complementary information about the M-L covalency, have been
considered: the XAS at the K-edge of the ligand’s atoms directly bonded to the
central metal and XAS at the metal L2,3-edges.
4.2.1 Ligand K-edge XAS
Peculiar information on covalency can be gained through experiments at the
ligand’s donor atom K-edge (hereinafter, L K-edge). The L K-edge implies 1sL →
npL electric dipole allowed transitions, and every singly-occupied or unoccupied
MO of the transition metal complex can be investigated, thus providing a direct
probe of the M-L bond covalency. The lowest-lying transition (the so-called
pre-edge feature) of the L K-edge accounts for the excitation of an electron from
1s orbital(s) (centred on the ligand’s atom(s) directly bonded to M) to the singly
occupied lowest-lying MO (SOMO), usually antibonding in nature with respect to
the M-L interaction, i.e., 1sL → SOMO. Due to the localization of the 1s AO, the
intensity of this transition may be used to quantify the np L character amount
into the metal-based SOMO.95 As a matter of fact, the SOMO is mainly localized
on the central metal ion, and it accounts for the M-L antibonding interaction:
|Ψ∗〉 =
√
(1− α2) |M〉 − α |L〉 (4.2.1)
Therefore, the pre-edge provides an estimate of covalency, according to the follow-
ing relation:99,100
I(1s → Ψ∗) ∝ α2 (4.2.2)
where I is the intensity of the feature, Ψ∗ indicates the SOMO and α2 is the
amount of the L character in the half-occupied metal-based MO; α is then a
measure of the covalency. By looking at the relationship between the SOMO and
the covalency in equation (4.2.1), it can be straightforwardly derived, up to other
effects herein neglected, that the pre-edge transition intensity will increase as the
ligand character in the SOMO increases.99
4.2.2 Metal L-edge XAS
Metal L-edge absorption features take into account transitions whose origin
corresponds to the 2s2 2p6 shell (L-shell, Figure 4.2). The L1 edge implies ex-
immediate vicinity of the edge jump and above the edge. The former is referred to as X-ray
absorption near-edge structure (XANES), while the oscillations above the edge are related to the
extended X-ray absorption fine structure (EXAFS). The XANES region is sensitive to oxidation
state and geometry, whereas the EXAFS one accounts for the radial distribution of the electron
density around the absorbing atom and it is used for the quantitative determination of bond
lengths and coordination numbers.98
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Figure 4.3: (a) Cu L2,3-edges X-ray absorption spectrum of D4h-CuCl
2−
4
; (b) comparison
between the L3-edge of D4h-CuCl
2−
4
and the blue copper site of plastocyanin. The intensity (I )
reflects the covalency, while the excitation energy shift (∆EE) reflects the ligand field exerted
on the Cu(II) centre; (c) the comparison between the ligand field splitting of D4h-CuCl
2−
4
and
plastocyanin indicates the origin of the excitation energy difference in the two Cu L3-edge XAS
spectra.96
citations of electrons from the 2s sub-shell, while both L2 and L3 edges arise
from the SO splitting of the 2p sub-shell. Due to the nature of the L1-edge
XAS excitations, it offers little spectroscopic information; thus, when referring to
the L-edge spectra of a first-row transition metal complex, this usually indicates
the L2,3 ones. The L2,3-edges imply 2p → nd dipole-allowed transitions, which
generate a 2p5ndn+1 final configuration. The orbital angular momentum (ℓ = 1)
of the 2p5 core configuration couples with the spin angular momentum (s = 1
2
)
with the generation of the total angular momenta j = 3
2
and j = 1
2
. In Cu(II)
complexes, the j = 3
2
state generates the L3 feature, at ∼ 930 eV, with an intensity
approximately twice than the one having j = 1
2
(the L2 peak at ∼ 950 eV, see
Figure 4.3). Due to the localized nature of the L2,3 excitations, the intensity of the
2pCu → ndCu peaks reflects the amount of the Cu d character in the investigated
unoccupied MO:
I(2pCu → Ψ∗) = (1− α2)I(2pCu → 3dCu) (4.2.3)
Intensities and relative positions of the Cu L3 features, which are associated to
2p3/2 → SOMO transitions, may be then employed as a gauge of the degree of
Cu–L covalency and of the ligand field strength, respectively (see Figure 4.3).
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4.3 Cu(II) complexes and case studies
In the simplest case of the d9 Cu(II) ion, the L2,3-edges involve the electric
dipole allowed 2pCu → 3dCu transitions with the generation of the 2p53d10 final
configuration (see section 4.2.2), which has only two term symbols; thus, the
corresponding spectral splitting is dominated by the 2p SO coupling contribution
and the overall energetics and intensities are strongly influenced by ligand field and
covalency, respectively (see Figure 4.3).96,101 In this Ph.D. thesis, I have focused my
attention on the study of XAS at Cu(II) L2,3-edges of several Cu(II) complexes with
ligands exerting different ligand field strengths on the central ion: D4h-CuCl4
2−, the
blue copper site of plastocyanin, copper phthalocyanine, copper acetylacetonate,
CuTPP and CuTPP(F). With the D4h-CuCl4
2− molecular ion as a reference,
Solomon and co-workers96,101 proposed the use of the normalized intensities and
relative positions of the Cu L2,3 features in different Cu(II) complexes as a gauge
of the degree of Cu-L covalency and of the ligand field strength, respectively. In
more detail, the larger the L2,3 normalized intensity, the lower the Cu-L covalency;
the higher the L3 excitation energy, the stronger the ligand field exerted on the
Cu centre (see Figure 4.3 and equation (4.2.3)). Thus, the final goal of this study
has been that of testing the legitimacy of using the Cu(II) L3-edge intensity and
position to get information about the Cu-L covalency and ligand field strength
generated by the different ligands, respectively.
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A theoretical study of the L3 pre-edge XAS in
Cu(II) complexes†
G. Mangione,a M. Sambi,a M. V. Nardibc and M. Casarin*a
L2,3 spectra of Cu(II) complexes have been simulated by means of
time dependent DFT. Besides the agreement between theory and
experiment, the adopted approach provided further insights into
the use of the Cu(II) L3-edge intensity and position to investigate the
Cu–ligand symmetry-restricted covalency and the ligand-field
strength.
X-ray absorption spectroscopy (XAS) is unanimously recognized
as a tool able to provide a site selective probe for the molecular
unoccupied electronic structure.1 XAS shows the excitation of core
electrons to unoccupied valence orbitals as well as to the continuum,
and its advantage is related to the localized character of core
excitations, thus making K- and L-edge spectra sensitive to both
the electronic structure and the local surroundings of the
absorbing species. Cu(II) L2,3 spectra are dominated by the
electric dipole allowed 2p - 3d transitions, which provide
information about the contribution of Cu 3d atomic orbitals
(AOs) to the unoccupiedmolecular orbitals (MOs). In this regard,
Solomon et al.2 suggested the possible use of the intensity and
position of the Cu(II) L3 peak to get an experimental evaluation of
the different degree of the Cu–ligands covalency as well as of the
different ligand-field strengths, relative to some well-defined
Cu(II) complexes. Specifically, they focused on the Cu L2,3 spectra
of D2d-Cs2[CuCl4], D4h-(N-mph)2[CuCl4] (N-mph = N-methyl-N-
phenethylammonium) and Cu(II) plastocyanin and, using D4h-
[CuCl4]
2ÿ (I) as a reference, they assessed that the Cu–ligand
interaction is more covalent in Cu(II) plastocyanin than in I.
Since then, the simulation of L2,3 spectra has represented a very
dynamic line of work,3–6 and the approach employed by Josefsson
et al.,4 which combines a high-level quantum chemical description
of the chemical interactions and local atomic multiplet effects,
is the actual state of art in this field.
As a part of a systematic investigation of the electronic
properties of energy-targeted materials,7 some of us have recently
investigated the occupied and empty electronic structure of
Cu(II) phthalocyanine (II, see Fig. 1) by exploiting photoelectron
spectroscopies and XAS at the C and N K-edges as well as at the
Cu L2,3-edges.
7b The assignment of experimental evidence,
collected for thick films of randomly oriented molecules, was
guided by the results of ADF (Amsterdam Density Functional)
calculations8 and, besides the very good agreement between
experiment and theory, the comparison between homogeneous
theoretical results pertaining to the ground states of I and II
emphasized the more ionic nature of the Cu–N interaction
compared to the Cu–Cl one.7b
In this communication, we have tested the capability of the
time-dependent (TD) DFT10 within the Tamm–Dancoff approxi-
mation (TDA)11 coupled to the relativistic two-component
zeroth-order regular approximation (ZORA)12 including spin–
orbit (SO) effects, as implemented in the latest version of ADF,8
to simulate the Cu(II) L2,3 spectra of I, II and of the blue copper
active site in plastocyanin (III, see Fig. 1) in terms of their
oscillator strength ( f ) distributions. A further aim of this study has
been that of verifying the legitimacy of using the Cu(II) L3-edge
intensity and position to look into the Cu(II)–ligand symmetry-
restricted covalency13 and the ligand-field strength.
Fig. 1 Schematic representation of I, II and III. Each molecular species
has a sh plane corresponding to the xy plane in the selected framework.
The atom labelling of III is the same as that reported in ref. 9.
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Cu(II) electric dipole allowed 2p - 3d transitions generate
two 2p53d10 final states with different total angular momentum.
The most relevant feature of the Cu(II) L2,3 spectra is then the
presence of the L3 (atB930 eV) and L2 (atB950 eV) features, the
former having an intensity approximately twice that of the latter.2,7b
The simulated f distributions of I, II and IIINOS/OS (ref. 14) are
displayed in Fig. 2; the left panel includes the f distributions in the
915–960 eV excitation energy (EE) range, while an expanded view of
the 920–935 eV range is reported in the right panel.
Despite that the comparison between experiment2,7b and
theory confirms the well-known EE underestimation (B7 eV,
see Table 1), ultimately due to the XC potential deficiencies,6
the SO-ZORA TDDFT-TDA f spectra correctly reproduce the L3
and L2 relative positions as well as the corresponding relative
intensities in I and III.2
Nardi et al.7b ascribed the L3 peak of II (
IIL3) to a single atom-
like transition from the Cu 2p3/2 level to the 16b1g spin-down
(k) lowest unoccupied MO (LUMO), significantly localized
(52%) on the Cu-based x2 ÿ y2 3d AO. They also highlighted
that the contribution of the same Cu-based AO to the 6b1g
LUMO(k) of I, as obtained by homogeneous calculations, was
significantly smaller (44%), thus indicating that the Cu–Cl
interaction in I is more covalent than the Cu–N one in II.
According to Solomon et al.,2 this would imply, as actually
found (see Fig. 2), that f values associated with transitions
generating IIL3 should be larger than those corresponding to
transitions generating IL3. Besides this intensity difference, a
blue (red) shift of the L3/L2 peaks, when moving from I to II (III),
and the presence of a shoulder on the lower EE side of IL3 and
IIL3 are well evident in the right panel of Fig. 2. As far as the
former point is concerned, Hocking and Solomon underlined
that, in Cu(II) complexes, L3-DEEs are mostly due to differences
in the ligand-field strength, contemporarily emphasizing that
the higher is the L3-edge EE, the stronger is the ligand-field.
2b
Incidentally, neither the IIIL3 red shift
2 nor the IIL3 blue shift
7b
relative to IL3 are unexpected. As a matter of fact, the weaker
ligand field of III relative to I is related to the presence of only
three (in III) rather than four (in I) equatorial ligands contributing
to the destabilization of the Cu-based x2 ÿ y2 3d AO.2b Parallel
arguments may be invoked to explain the IIL3 blue shift, where
both the different metal–ligand distances, shorter in II (1.968 Å)
than in I (2.265 Å),7b and the ligand electronic properties (the
presence of low lying empty p* MOs in the phthalocyanine
ligand)7b concur to make the ligand-field in II stronger than in I.
Before addressing the IL3 and
IIL3 asymmetric shape, it has
to be pointed out that the IIINOS f distribution numerically
reproduces the L3 red shift (1.0 eV) relative to I,
2 while the
negative DEE is overestimated (1.4 eV) in IIIOS. Despite that such
a result emphasizes the uselessness of a geometry optimization
of III (see ESI†), the comparison of SO-ZORA TDDFT-TDA results
pertaining to IIINOS and IIIOS is a gauge of the sensitivity of the
adopted theoretical approach to identify even minor ligand-field
strength variations. A final remark concerns the overestimation
of the theoretical L3 blue shift of II relative to I,B twice the one
experimentally determined, which can be tentatively associated
with the different methods and uncertainties in the calibration
of Cu(II) L2,3 spectra.
15
As already mentioned, the lower EE sides of IL3 and
IIL3 are
characterized by the presence of a shoulder. SO-ZORA TDDFT-TDA
outcomes pertaining to I, II, and III and having the 2p3/2-based
levels as initial spinors (IS) reveal that more than one excitation
contribute to XL3 (X = I, II, III). Compositions and f values of
transitions generating XL3 are reported in Table 2.
16
IIIL13/
IIIL23 and, separately,
IIIf 13/
IIIf 23 values are very similar,
thus explaining the absence of any shoulder in IIIL3. Moreover,
all the transitions associated with IIIL3 have the same 108a1/2
final spinor (FS), strongly related (93%) to the scalar relativistic
(SR) 18a00 LUMO, highly localized on the Scys 3pz (66%) and Cu
3dxz (19%) AOs. Even though the 18a00 LUMO localization is
quite different from that obtained by Penfield et al.17 by means
of spin-restricted self-consistent-field-Xa scattered-wave calcu-
lations (41 and 31% on Scys 3p and Cu 3d AOs, respectively),
results herein reported perfectly agree with those obtained by
the Solomon group. As far as the ISs of transitions associated
with IIIL3 are concerned, substantially all 2p3/2 Cu-based spinors
participate in IIIL13 and
IIIL23 (see Table 2). Differently from III,
both IL13 and
IL23 are generated by a single transition having the
same (100a1/2) FS, strongly related (96%) to the SR 6b1g LUMO of
I having a 44% localization on the x2 ÿ y2 3d AO. Interestingly,
the 15a1/2- 100a1/2 transition, contrary to the 17a1/2- 100a1/2
one, involves spinors having a parentage with SR MOs completely
localized in the molecular plane. In addition, the IL23 EE higher
than the IL13 one by 0.42 eV explains the shoulder on the lower EE
side of IL3.
Moving to the f distribution of II, SO-ZORA TDDFT-TDA results
highlight the presence of three, rather than two, contributions
to IIL3. Moreover, the corresponding EE spread (0.72 eV)
18 is larger
than in I (0.42 eV), thus providing a rationale for the more evident
Fig. 2 SO-ZORA TDDFT-TDA Cu 2p excitation spectra of I, II, and IIINOS/OS.
Convoluted profiles are obtained by a Lorentzian broadening of 0.25 eV.6b
Table 1 Experimental and theoretical excitation energies (eV) for the Cu
2p L2,3 core excitation spectra of I, II and III
NOS/OS
I II III
NOS
III
OS
expL3 931.0
2 931.47b 930.72
expL2 951.0
2 951.47b a
L3 924.67 925.75 923.60 923.24
L2 945.06 946.00 944.07 943.71
a The energy of the IIIL2-edge is not reported in ref. 2.
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asymmetry of the IIL3 feature. According to theoretical outcomes,
IIL13 is assigned to the single 9a1/2- 294a1/2 transition whose FS is
highly reminiscent (99%) of the SR 16b1g LUMO of II. At variance
to that, three different transitions contribute to IIL23; nevertheless,
the main contribution (79%) comes from the 7a1/2- 294a1/2 one,
which, similarly to I, involves spinors related with SR MOs
completely localized in the molecular plane. Despite these
similarities, IIL33 strikingly distinguishes II from I and III. In fact,
among the IIL33 contributions, only the 7a1/2- 294a1/2 transition
has a 2p3/2 AOs - 16b1g LUMO character. In this regard, it is
noteworthy that the four quasi degenerate 295a1/2–298a1/2 spinors
correspond to the SR ligand-based 7eg MO, quite close in energy to
the 16b1g LUMO (see Fig. 7 of ref. 7b) and characterized by a very
tiny participation of Cu 3d AOs.
Conclusions
Cu(II) L2,3 spectra of I, II and III have been assigned by using the
SO-ZORA TDDFT-TDA method implemented in the ADF pack-
age. Simulated f distributions along the investigated series
properly reproduce relative intensities and positions. Moreover,
the adopted approach confirms the legitimacy of using the
Cu(II) L3-edge position to get information about the ligand-field
strength, contemporarily underlining the possibility of a Cu–ligand
symmetry-restricted covalency underestimation when using the
Cu(II) L3-edge intensity as a gauge. Even though further validation
is certainly needed, theoretical evidence herein reported indicates
that the Cu(II) L3-edge spectrum of II includes contributions that
cannot be associated with Cu(II) 2p3/2- 3d transitions. This would
then suggest the use of the Cu(II) L3-edge intensity to get informa-
tion about the Cu–ligand symmetry-restricted covalency with some
caution because it might imply an underestimation (the higher
the intensity, the lower the symmetry-restricted covalency) of
such a contribution to the metal–ligand interaction. As far as the
suitability of the SO-ZORA TDDFT-TDA method implemented in
ADF to evaluate excitation energies for open-shell systems such
as Cu(II) complexes in a spin-unrestricted TDDFT calculation
including spin–orbit coupling is concerned, there is no doubt
that further validations are needed; nevertheless, results herein
reported are not only a successful application of the method to
treat a particular chemical problem, but also a successful theory
test for the SO-ZORA TDDFT-TDA.
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The spinor labelling is the one reported by P. W. M. Jacobs
in Group Theory With Applications in Chemical Physics, Cambridge
University Press, Cambridge, 2005, p. 450.
17 K. W. Penfield, A. A. Gewirth and E. I. Solomon, J. Am. Chem.
Soc., 1985, 107, 4519.
18 The experimental IIL3 full width at half maximum is
1.3 eV.7b
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XAS of tetrakis(phenyl)- and tetrakis(penta-
fluorophenyl)-porphyrin: an experimental
and theoretical study†
Marco Vittorio Nardi,*ab Roberto Verucchi,b Luca Pasquali,c Angelo Giglia,d
Giovanna Fronzoni,e Mauro Sambi,f Giulia Mangionef and Maurizio Casarin*fg
The unoccupied electronic structure of tetrakis(phenyl)- and tetrakis(pentafluorophenyl)-porphyrin thick
films deposited on SiO2/Si(100) native oxide surfaces has been thoroughly studied by combining the
outcomes of near-edge X-ray absorption fine structure spectroscopy at the C, N, and F K-edges with
those of scalar relativistic zeroth order regular approximation time-dependent density functional theory
calculations carried out on isolated molecules. Both experimental and theoretical results concur to
stress the electronic inertness of pristine porphyrin macrocycle based 1sC- p* and 1sN- p* transitions
whose excitation energies are substantially unaffected upon fluorination. The obtained results complement
those published by the same group about the occupied states of both molecules, thus providing the
missing tile to get a thorough description of the halide decoration effects on the electronic structure of
the tetrakis(phenyl)-porphyrin.
1. Introduction
Semiconductive properties of p-conjugated organic molecules
are well known and widely probed for thick film electronic and
opto-electronic devices by exploiting their p-type carrier trans-
port. Among these systems, great attention has been devoted to
porphyrins and related derivatives as a consequence of their
electronic and optical properties, which can be tuned and
enhanced through molecular engineering.1–3 In fact, the aromatic
structure of these molecules makes them particularly appealing
for use in electronics,4 solar cells,5 biological fields,6 and sensing,7
thus actually pushing towards the realization of a promising new
generation of solid state devices. Moreover, the switch of electronic
transport properties from p- to n-type through the substitution of
hydrogen atoms on the outer molecular rim with halogen species
such as fluorine is an intriguing opportunity, impelling research
activity towards the study of organic systems having both electron
acceptor and donor characteristics.8 To this end, the investigation
of the unoccupied electronic structure of tetrakis(phenyl)-
and tetrakis(pentafluorophenyl)-porphyrin (hereafter, I and II,
respectively) molecular films, complementing the one carried
out by some of us on the occupied states of the same species,
is reported herein.8,9
Thick films of I and II deposited on SiO2/Si(100) native oxide
surfaces by means of supersonic beams seeded using the
organic precursor have been probed by using near-edge X-ray
absorption fine structure (NEXAFS) spectroscopy to elucidate
the nature, the localization and the relative energy positions of
their low lying unoccupied molecular orbitals (MOs).10 Actually,
due to the highly localized character of core excitations, NEXAFS
is solidly accepted as a site-sensitive probe of empty states.
According to a well-established procedure,8,9,11 NEXAFS spectra
collected from thick films of both species have been ration-
alized with time-dependent density functional theory (TD-DFT)
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calculations12–16 performed on isolated models. Although we are
perfectly aware that the unoccupied electronic structure of I has
been already studied both experimentally17 and theoretically,17b,18
we decided to revisit it to ensure that theoretical results pertaining
to I and II are homogeneous between them.
2. Experimental and
computational details
NEXAFS experiments have been carried out at the BEAR end
station (BL8.1L), at the left exit of the 8.1 bending magnet of the
ELETTRA synchrotron facility in Trieste (Italy).19 NEXAFS spectra
have been collected in total electron yield (TEY) mode (i.e., drain
current mode) at the C, N, and F K-edges, and normalized to the
incident photon flux and to the clean substrate signal. Spectral
energies have been calibrated by referring to the 4f7/2
Au core
level, which has been obtained from an Au(100) sputtered
sample (i.e., carbon free). The synchrotron beam was elliptically
polarized with the dominating components lying in the
horizontal (H) plane, and the corresponding ellipticity, defined
as e = |
-
EV|
2  |
-
EH|
ÿ2, equal to 0.1 (V stands for the vertical plane
and e = 1 (0) for circularly (linearly) polarized light). Throughout the
measurements, the incidence angle of the light with respect to the
sample surface plane has been kept fixed at 101. To correctly process
the acquired data, each absorption spectrum has been first normal-
ized to the drain current, which has been measured on an optical
element (refocusing mirror) placed along the beam-line, and then
normalized to the absorption spectrum attained under the same
experimental conditions and energy range, on a Au(100) sputtered
sample. The energy scale of each single spectrum has been
re-calibrated taking into account the energy fluctuation of charac-
teristic absorption features measured using the refocusing mirror.
Thick films of I and II (i.e., 50 nm) have been grown in ultra high
vacuum by supersonic molecular beam deposition in a preparation
chamber (base pressureo5 10ÿ10mbar) directly connected to the
analysis chamber (base pressure o1  10ÿ10 mbar). The nominal
film thickness (density, 2.2 g cmÿ3) has been monitored by using a
calibrated quartz crystal microbalance.
TD-DFT calculations have been carried out on I and II isolated
species by using the Amsterdam Density Functional package.12
The adopted geometrical parameters are those optimized in ref. 8
and 9 through the assumption of an idealized D2h symmetry for
both molecules. Ionization energies of N, C and F 1s-based MOs
have been obtained by running scalar relativistic (SR) Zeroth
Order Regular Approximation (ZORA) calculations,20 and looking
at the Kohn–Sham eigenvalues pertaining to the ground state
(GS) electronic configuration. ZORA calculations have been run
by adopting all-electron, triple-z with a polarization function,
ZORA basis sets for all the atoms21 and the LB94 approximate
functional with the GS electronic configuration.13,15 A further
series of GS non-relativistic calculations have been run to get
information about the lowest lying unoccupied frontier orbitals,22
possible final MOs (fmos) of NEXAFS transitions. The outcomes
of these numerical experiments have been graphically displayed
as density of states (DOS). In fact, these plots, based on the
Mulliken’s prescription for partitioning the overlap density,23
afford an easy inspection of the atomic composition of MOs
over a broad energy range. Partial DOS (PDOS) and DOS have
been computed by using eqn (1) and (2), respectively:8,9,11
PDOS
n
n‘ðeÞ ¼
X
p
g
p
f nn‘;p
eÿ ep
ÿ 2
þ g2
(1)
while
DOS eð Þ ¼
X
n;n;‘
PDOS
n
n‘ eð Þ ¼
X
p
g
p
gp
eÿ ep
ÿ 2
þ g2
(2)
where f nnl,p is Mulliken’s population contribution from the atom
n and the state nl to the pth MO of energy ep and degeneracy gp.
The Lorentzian broadening factor g was fixed equal to 0.25 eV.
The Mulliken’s prescription,23 even though uniquely defined, is
rather arbitrary; nevertheless, it yields at least a qualitative idea of
the electronic localization. Moreover, 3D contour plots have been
also employed to assign the s* or p* character of selected MOs.
K-edge NEXAFS spectra of I and II have been simulated
by evaluating excitation energies and corresponding oscillator
strengths ( f ) for transitions having the 1sC/N/F-based MOs as
initial MOs (imos). To this end, SR-ZORA TD-DFT calculations24
suitably tailored to treat core electron excitations have been
run.25 All electrons, quadruple-z with four sets of polarization
functions, ZORA basis sets have been adopted for all the atoms;21
moreover, two shells of diffuse functions, following the even
tempered criterion, further augmented the basis sets of the F, N,
and C atoms specifically involved in the excitations.26 The adiabatic
local density approximation14 has been employed to approximate
the XC kernel, while the LB94 approximate functional15with the GS
electronic configuration has been adopted for the XC potential
applied in the self consistent field calculations. Incidentally,
Fronzoni et al.13 have pointed out that, among approximate XC
functionals having the correct asymptotic behaviour, a necessary
condition for a proper description of high energy virtual orbitals
and Rydberg states, the LB94 functional provides a satisfactory
agreement between theory and experiment. Finally, scaled ZORA
orbital energies16 in the TD-DFT equations have been employed
throughout to improve deep core excitation energies.
3. Results and discussion
I consists of the pristine porphyrin macrocycle (pmc) with four
phenyl (Ph) rings bonded to the meso carbon atoms (C5, C10,
C15, and C20 in Fig. 1, where the recommended IUPAC 1–24
numbering system has been adopted) collectively tagged Cm.27
Despite the bond delocalization (porphyrins are aromatic and
they obey the Hu¨ckel’s rule for aromaticity in that they possess
4n + 2 delocalized p electrons),28 different chemical species may
be identified in the molecule: (i) the pyrrolic nitrogen atoms,
N21 and N23 (NPyH), (ii) the iminic nitrogen atoms, N22 and
N24 (NPy); (iii) the twenty-four phenyl carbon atoms (CPh,
chemically very similar); (iv) the four Cm atoms.
Different species of carbons may also be recognized in the
non equivalent pyrrole rings; i.e., those occupying the so called
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a (1, 4; 6, 9; 11, 14; 16, 19) and b (2, 3; 7, 8; 12, 13; 17, 18)
positions, and, hereafter, collectively tagged CPy. Besides those
just mentioned, II includes a further atomic species (F) whose
effects on the occupied electronic structure of I have been
thoroughly discussed in ref. 8 (see PDOS and DOS reported in
Fig. 2 and 3; in Fig. 2 the 1sC core level spectra of I and II have
been also included for comparison).
Among I and II heavy atoms (C, N and F), the pmc ones lie in
the sh plane, while C
Ph and F species may be either parallel (||)
or perpendicular (>) to it; C25, C45, F65 (C29, C37, F49, F57) and
symmetry related atoms are then collectively tagged C||
Ph and
F|| (C>
Ph and F>).
In the D2h symmetry,
8,9 the linear combinations of 1s atomic
orbitals (AOs) span the following irreducible representations
(IRs): ag + b1g + b2u + b3u (C
Py, Cm, C||
Ph, F||); ag + b1g + b2g + b3g +
au + b1u + b2u + b3u (C>
Ph and F>); ag + b2u (N
PyH); ag + b3u
(NPy).29 Moreover, information about the localization of I and II
unoccupied MOs, potential fmos in X-ray absorption processes,
may be gained by referring to Fig. 3 where contributions from
heavy atoms 2p AOs to the DOS of I and II are displayed (lowest
lying peaks associated with the empty levels are alphabetically
labelled).
The inspection of Fig. 3 clearly indicates that, both in I and
II, the peak labelled as L is generated by 2p AOs of pmc
atoms,8,9 while major contributions to the higher lying features
M and N come from CPh (I) and CPh/F (II) 2p AOs (M) and H 1s
AOs (N). In more detail, two quasi degenerate p>* MOs
(12b2g/12b3g in I and 21b2g/21b3g in II, see Fig. 4) contribute
to L, while at least nine (thirteen) MOs participate in the
generation of M in I (II).30,32 Incidentally, among MOs generat-
ingM, only one p>* orbital, namely the 11au MO in I (see Fig. 4)
and the 20au MO in II, is present.
NEXAFS spectra
NEXAFS is unanimously recognized as an experimental tool
able to provide a site-sensitive probe of the unoccupied electronic
structure of molecules. Actually, since it implies the excitation of
core electrons to unoccupied albeit bound valence orbitals as well
as to shallow states in the near continuum, the localized char-
acter of core excitations makes K-edge spectra very sensitive to
both the electronic structure and the local surroundings of the
absorbing atom.
Extended NEXAFS spectra at the C, N and F K-edges of
I and II thick films are displayed in Fig. 5, where main
features have been identified and labelled with capital letters.
Fig. 1 Schematic representation (top and side view) of title molecules.
Violet spheres correspond to H and F atoms in H2TPP (I) and H2TPP(F) (II),
respectively. The atom numbering corresponds to the one recommended by
IUPAC and adopted by Nardi et al. in ref. 8 and 9. In the selected framework,
the pristine porphyrin macrocycle (pmc) lies in the xy plane and corresponds
to the sh plane.
Fig. 2 (left panel) 1sC core level spectra (background subtracted) from the
H2TPP (I) and H2TPP(F) (II) films. The single components, shown in the
legend, are related to the different carbon chemical species of the two
molecules.8,9 (right panel) SR-ZORA DFT H2TPP (I) and H2TPP(F) (II) 1s
C
PDOS. Numerical labels adopted for both molecular species refer to the
ones reported in Fig. 1.8,9
Fig. 3 H2TPP (I) and H2TPP(F) (II) DOS; contributions to the DOS coming
from the heavy atoms 2p AOs are also included. Vertical bars represent the
highest occupied MO (full line) and the lowest unoccupied MO (dotted
line) energies.
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Excitation energies taken into account range between 280 and
310 eV (C K-edge), 395 and 415 eV (N K-edge), 685 and 705 eV
(F K-edge). According to the literature,11a,33–35 the ranges we
considered have been split into two regions ([i] and [ii] in
Fig. 5); the former is usually associated with 1sC/1sN/1sF- p*
excitations, whereas the latter accounts for 1sC/1sN/1sF - s*
valence transitions. The inspection of Fig. 5, in particular of the
C K-edge spectra, testifies the massive perturbation undergone
by the electronic structure of I upon Ph fluorination. Symmetry,
orbitals and spectra31 have been cooperatively used to rationalize
the effects of such a decoration.
Now, before facing the assignment of NEXAFS spectra of I
and II, it can be useful to spend a few words about title
molecule spectroscopic differences foreseeable just on the
basis of symmetry arguments. I and II electric dipole allowed
transitions span the b1u, b2u, and b3u IRs of the D2h symmetry
point group. In fact,
GGS# Gm# GXS * Gag (3)
where GGS is the electronic GS IR (ag in the D2h group), Gm is the
dipole moment operator IR (b1u, b2u, and b3u in the D2h group)
and GXS is the electronic excited state IR.
31 In the present case,
electric dipole allowed transitions imply that
Gm = GXS (4)
with
GXS = Gimo# Gfmo (5)
where, within the approximation, which reduces the complete
one-electron excited configurations space (1h–1p space) to the
subspace where only the core electrons are excited, Gimo and
Gfmo are the IRs of the initial and final MOs, respectively.
36 As
such, and before tackling experimental evidences, it can be
useful to remind that, in the adopted geometry,8,9 Ph rings are
assumed to be perpendicular to sh (see Fig. 1); p* orbitals are
then > (p>*) or || (p||*) to sh according to their localization:
> if localized on the pmc atoms, || if localized on the CPh or
F ones. Dipole allowed 1s- p>* (1s- p||*) transitions will be
therefore of b1u (b2u or b3u) symmetry. Constraints for imos and
fmos are summarized in Table S2 (ESI†).31
These considerations, simply based on symmetry arguments,
point out that C-based 1s- p* excitations may be split into two
sets, one including transitions of b1u symmetry (hereafter, P>),
the other including b2u or b3u transitions (hereafter,P||). Focusing
our attention on the former set, this can be further split into two
subsets, one including transitions from pmcC 1s-based imos (see
Table S1, ESI;† hereafter, pmcP>), the other encompassing transi-
tions from CPh 1s-based imos (hereafter, PhP>). Since
pmcP>
transitions are completely localized on the pmc, they may be used
as an internal gauge of the fluorination effects on the porphyrin
electronic structure when moving from I to II.
C K-edge spectra
The [i] region of the C K-edge spectra of I and II is characterized
by the presence of four main features, which cover an energy
range of B5 eV (see the fitted spectrum in Fig. 6);37 moreover,
a shoulder S, more evident in II than in I, is present on the
lower energy side of the A band. In both spectra, the [i] region
needed seven components, whose positions are reported in
Table 1, to be properly fitted.
Before entering into the detail of the assignment of the
C K-edge spectral features of I and II (see Tables S3 and S4, ESI†
and Fig. 7), it may be useful to remind that Nardi et al. succeeded
in identifying all carbon chemical species contributing to the
complex C 1s spectrum of II.9 In particular, the combined use of
X-ray photoelectron spectroscopy and SR-ZORA DFT calculations
allowed some of us to state that the Ph ring fluorination results
in a higher binding energy of the CPh 1s core levels, while the
Fig. 4 3D plots of the H2TPP (I) lowest lying unoccupied frontier orbitals.
Displayed isosurfaces correspond to0.02 e1/2 Åÿ3/2 values. Corresponding
MOs inH2TPP(F) (II) (21b2g, 21b3g and 20au) are indistinguishable from those
depicted in the figure.
Fig. 5 Extended NEXAFS spectra of thick films ofH2TPP (I) (black line) and H2TPP(F) (II) (red line) deposited on SiO2/Si(100) native oxide surfaces. Vertical
lines at 290 eV (left), 402 eV (middle) and 691 eV (right) separate [i] and [ii] regions (see text).
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pmc C chemical species show less relevant differences when
moving from I to II (see Fig. 2).
A preliminary, sketchy assignment of the C K-edge spectra of
I and II may be then attempted by exploiting the hypothesis
that pmcP> transitions should have similar excitation energies
in I and II, while the P|| and, to a minor extent, the
Ph
P> ones
should be blue shifted on passing from I to II. Accordingly,
major contributions to the lowest lying band envelope S + A
of both NEXAFS spectra should come from excitations (see
Table S1, ESI,† Fig. 2 and 3) associated with transitions from
the b2u/b3u linear combinations of C
m-/CPy-based 1s AOs to the
lowest unoccupied MOs (LUMOs) of I (12b2g and 12b3g MOs)
and II (21b2g and 21b3g MOs).
Relative intensity variations of bands B and C when moving
from I to II ultimately state that the main contribution to the
intensity of B in I and C in II has to be associated with P|| and
Ph
P>. Moreover, as far as the leftover band B in II and at least
one component of B in I are concerned, they could be tenta-
tively ascribed to a single excitation event corresponding to a
transition having a b1g linear combination of C
m-/CPy-based
1s AOs as imo, and the 11au (20au) MO as fmo in I (II) (see
Table S2, ESI† and Fig. 4).32 Besides these considerations, two
further points need to be emphasized: (i) the number of
1sC-based possible imos is rather large and it corresponds to
the number of C atoms present in the molecular skeleton
(i.e., 44, see Fig. 1 and Table S1, ESI†); (ii) the energy range
covered by the 44 linear combinations of the 1sC-based possible
imos is quite wide (1.6 and 3.6 eV in I and II, respectively, see
Fig. 2). Highest lying NEXAFS features of the [i] region of both I
and II might then include contributions not only from 1s- p*
but also from 1s- s* excitations, the former (latter) having the
1sC-based linear combinations with the highest (lowest) binding
energies as imos.
Excitation energies and f values for the C 1s excitation
spectrum of I and II as obtained from SR-ZORA TD-DFT24
calculations are reported in Tables S3 and S4, ESI,† respectively,
while the corresponding f distributions between 280 and 291 eV
are displayed in Fig. 7.
The comparison between NEXAFS patterns and the If C/IIf C
distributions confirms the well-known excitation energy under-
estimation (in the present caseB2 eV), ultimately due to the XC
potential deficiencies.11,13b,25 Nevertheless, SR-ZORA TD-DFT
Fig. 6 Fitted [i] region of the C K-edge NEXAFS spectra of H2TPP (I) (top)
and H2TPP(F) (II) (bottom).
Table 1 Excitation energy position (eV) of C K-edge transitions (compo-
nents a–d) for the fit of H2TPP (I) and H2TPP(F) (II) thick films spectra
reported in Fig. 6. DE between similar features for I and II are also reported
Component I DE II DE
a 283.72 — 283.53 —
a
0 284.00 0.28 284.19 0.66
b 284.81 1.09 285.53 2.00
b
0 285.28 1.56 —
b
00 285.78 2.06 —
c
0 — 286.90 3.37
c 287.30 3.58 287.57 4.04
c
00 — 288.00 4.47
d 288.57 4.85 288.93 5.40
Fig. 7 SR-ZORA TD-DFT C 1s excitation spectra of H2TPP (I) (top) and
H2TPP(F) (II) (bottom). Contributions from the different imols are also
displayed. Convoluted profiles have been obtained by using a Lorentzian
broadening of 0.25 eV. SR-ZORA ionization limits may be deduced from
the right panels of Fig. 2.8,9,39
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outcomes prove that, even though the reference to the carbon
PDOS of I and II (see Fig. 2 and 3) allows us to forecast the
major contributions to the NEXAFS features, theoretical results
are unavoidable to look into their details.
Starting with calculated data regarding I, the inspection of
Table S3, ESI† suggests that, according to our symmetry- and
GS-based predictions (see Fig. 2 and 3), the S + A band envelope
has to be associated with the seven lowest lying excitations,
all of them corresponding to P> transitions. More specifically,
the pmcP> 10b2u + 10b3u - LUMOs
30 and the PhP> 7b3u -
LUMO30 transitions should contribute to S, while the remain-
ing five excitations, all but one (6b1g- 11au) corresponding to
pmc
P> transitions, should be hidden under the A feature of
Fig. 6 (top). Such an assignment perfectly agrees with that
proposed by Di Santo et al.17a on a purely experimental ground,
it concurs with theoretical results reported by Diller et al.17b
and it sheds new light on the angle-dependent linear dichroism
characterizing the NEXAFS C K-edge spectrum of a multilayer
of I.40 Nevertheless, it has to be remarked that the numerical
agreement obtained by Diller et al.17b between theory and
experiment is better than that we herein reported.
Even applying a quite severe filtering to the excitation
selection (only those with If C Z 10  10ÿ3 have been included
in Table S3, ESI†), the analysis of theoretical outcomes states
that, as preliminary foreseen, a really large number of excita-
tions contributes to B, C and D.
This means that any detailed assignment of these features
would simply be a matter of taste. Nevertheless, useful informa-
tion can be obtained by looking into SR-ZORA TD-DFT results
(see Fig. 7). The first thing to be noted is that the excitation
energy range covered by the I [i] region (B5 eV, see Fig. 6
(top) and Table 1) is well reproduced by the If C distribution
reported in Fig. 7 (top). The same holds for the DEb0–b (0.47 eV,
see Table 1), which is quantitatively reproduced by the range
(0.54 eV, see Table S3, ESI†) covered by the closely spaced
excitations 8–19,41 all but one (3b1g - 11au) associated with
1s - p||* transitions having the linear combinations of Ph-
based e2u p* MOs as fmos.
40,42 The agreement of such an
assignment with NEXAFS data of Di Santo et al.17a is twice as
important because both the use of the isolated molecule
approach to simulate NEXAFS features of a multilayer of weakly
interacting molecules8,9,11 and the assumption of a D2h sym-
metry for I9 are further reinforced.
In addition to the above considerations, the proposed
assignment implies that the b00 component of the NEXAFS
spectrum of I has to be ascribed to a single excitation (the
20th in the Table S3, ESI†) associated with the C7-based 10b2u +
10b3u - 14b3g + 14b2g transition. Incidentally, the energy
difference (0.69 eV) between the 20th and the 19th excitation
(see Table S1, ESI†) agrees pretty well with the DEb00–b0(0.5 eV,
see Table 1).
Moving to the broad and ill resolved bands C and D in Fig. 6,
the only things that can be mined by theoretical outcomes and
deserve to be mentioned are: (i) Cm-based 1s AOs negligibly
contribute to C; (ii) CPy- and CPh-based 1s AOs comparably
contribute to D; (iii) 1s - p||* transitions associated with
excitations hidden under D have the linear combinations of
the Ph-based b2g p* orbitals as fmos;
42 (iv) more than 50%
of the excitations reported in Table S3, ESI† and associated with
the feature D corresponds to 1s- s* transitions. With specific
reference to this last result, it has to be noted that, once again,
it perfectly agrees with literature data.17
The striking differences characterizing the C K-edge NEXAFS
spectra of I and II (see Fig. 6) have been already emphasized
and, at a first look, they are quite well reproduced by the
SR-ZORA TD-DFT If C and IIf C distributions. Moreover, the
comparison of data reported in Table S3, ESI† with those of
Table S4, ESI† indicates that pmcP> transitions, viable as an
internal gauge, can be straightforwardly identified in II.43 Besides
the very large blue shift of the P|| set upon the Ph ring fluorina-
tion,44 a careful inspection of theoretical outcomes, including
those that for space saving reasons are not included in the ESI,†
reveals that the lower excitation energy regions of I and II include
the same number of transitions (seven) with f Z 10  10ÿ3.
Nevertheless, their localization, intensities and composition are
different. More specifically, the 2nd and 7th excitations of I (see
Table S3, ESI†), corresponding to transitions having as imos the
C29-based 1s AOs, are strongly blue shifted upon the Ph ring
fluorination44 and substituted by the two C2-based 12b3u +
12b2u - 21b2g
(70) + 21b3g
(30) and 11b1g - 20au
(99) transitions,
lying at 281.50 (IIf C = 18.646  10ÿ3) and 282.75 eV (IIf C =
18.838  10ÿ3) (see Table S4, ESI†). Transitions reminiscent in
I of those just described in II correspond to the C2-based
8b3u - 12b2g
(100) at 281.57 eV and 7b1g - 11au
(100) at
282.81 eV, not included in Table S3, ESI† as a consequence of
the adopted filtering (their If C values are 0.49948  10ÿ3 and
0.38949  10ÿ3, respectively). Such a result provides first
information, among many others (vide infra), about the effects
induced by the F decoration of Ph rings on the pmc electronic
properties: it may magnify the f values of excitations associated
with specific transitions without significantly affecting their
excitation energies.45
As far as the assignment of the NEXAFS features of II is
concerned, SR-ZORA TD-DFT calculations induce us to assign
all excitations hidden under the band envelope S + A and the
lower excitation energy side of the leftover band B to transitions
belonging to the pmcP> subset. In more detail, the shoulder S is
ascribed to the lowest lying, C7-based, 13b2u- 21b3g transition,
while the whole A feature is associated with the excitations 2–7
and the lower excitation energy side of the leftover band B to the
pmc
P> 9b1g - 20au transition. Interestingly, the whole band
envelope S + A is substantially unaffected by the Ph ring fluorina-
tion. As a matter of fact, data reported in Table 1 indicate that,
on passing from I to II, the a0 component is slightly blue shifted
(0.19 eV), while the a one is even red-shifted by the same
amount. Both evidences are perfectly reproduced by SR-ZORA
TD-DFT calculations, which ultimately establish the unrespon-
siveness upon fluorination of the selected internal gauge (com-
pare in Tables S3 and S4, ESI† the energies of the excitation
selected as the internal gauge).43 Other excitations reasonably
hidden under B are those (see Table S4, ESI†) associated with
1s- p||* transitions localized on non-fluorinated C||
Ph.
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A comparison between components of bands B and C in I
and II, similar to that considered for the band envelope S + A, is
prevented by the substantial perturbation undergone by B and
C upon fluorination; nevertheless, it is noteworthy that the
above mentioned unresponsiveness of the pmcP> subset is
systematically confirmed by comparing correlated transitions in
the two molecules. A further example is provided by the compari-
son between the C7-based 9b1g - 13au transition in I (excitation
lying at 284.86 eV, see Table S3, ESI†) and the C7-based 12b1g-
23au transition in II (284.90 eV, see Table S4, ESI†), both associated
with the lower energy side of C in the corresponding NEXAFS
spectra.46 Moreover, even though the excitations hidden under C
with the highest f values correspond to PhP|| transitions localized
on fluorinated C atoms and involving Ph-based e2u p||* orbitals, the
contribution from excitations associated with 1s- p>* and 1s-
s* transitions cannot be neglected (see Table S4, ESI†). Differently
to I, SR-ZORA TD-DFT outcomes indicate that no PhP|| transition
having a linear combination of the Ph-based b2g p||* orbitals as fmo
is present in the selected range (see Table S4, ESI†).
As already mentioned, the inspection of Fig. 2 and 3 clearly
shows that both core levels and the unoccupied electronic structure
of I are considerably perturbed upon fluorination; nevertheless, the
calculated blue shifts undergone by the core levels, in particular by
the CPh-based 1s AOs, are significantly different with respect to the
ones calculated for the unoccupied electronic structure.47 Even
though we are perfectly aware that different excitations imply
different relaxation processes and that excitation energies cannot
be directly compared with Kohn–Sham orbital energy differences,
the similar blue shift undergone by pmcp>* and
pmcC-based 1s AOs
upon fluorination provides a rationale of the experimental unres-
ponsiveness, theoretically confirmed, of the pmcP> subset.
N K-edge spectra
The [i] region of the N K-edge spectra of I and II is characterized
by the presence of three main features, alphabetically labelled
in Fig. 8, which cover an energy range ofB4 eV. These features
have been fitted with three components whose excitation energy
positions are reported in Table 2.
The low number of possible imos (four, see Table S1, ESI†),
the severe symmetry constraints and the consequent inherent
simplicity of the N K-edge spectra make their preliminary
assignment straightforward.30,32
As a matter of fact, the information pertaining to the relative
positions of the N core levels (see Fig. 9, where experimental
and calculated 1sN spectra are compared)8,9,48 and the unoccu-
pied electronic structure of I and II (see Fig. 3) allows us to
confidently ascribe the lower excitation energy region of I and II
to 1s- pmcp>* transitions.
In particular, the lowest lying feature A has to be associated,
both in I and II, with a single excitation event corresponding to
the b1u N
Py-based 1b3u- 12b2g transition in I and the 4b3u-
21b2g one in II. Similarly, a single excitation associated with the
b1u N
PyH-based 1b3u- 12b2g (4b3u- 21b2g) transition in I (II)
is hidden under B. Qualitatively, the assignment of the feature
C should include excitations associated with transitions whose
fmos lie necessarily beyond the feature M of Fig. 3.30,32
Before moving to the analysis of SR-ZORA TD-DFT results,
both the unresponsiveness of the pmcP> subset (see Table 2) and
the agreement of such an assignment with the angle-dependent
linear dichroism characterizing the NEXAFS N K-edge spectrum
of a multilayer of I17a and the DFT transition potential results of
Diller et al.17b deserve to be highlighted.
Qualitative predictions of the number of components in the
experimental spectra perfectly fit the SR-ZORA TD-DFT results (see
Tables S5 and S6, ESI† and Fig. 10). Nevertheless, the comparison
of the N K-edge NEXAFS spectra (Fig. 8) with the If N and IIf N
distributions of Fig. 10 testifies a really poor quantitative agree-
ment between experimental evidence and theoretical data.
In fact, besides the already revealed systematic excitation
energy underestimation (in the present caseB2.5 eV),13b,25 the
relative position of the feature tB (see Fig. 10) poorly reproduces
the experimental outcomes for both I and II. In more detail,
tA and tB features of Fig. 10 top and bottom are both due to a
single excitation associated with the above indicated transitions.
As far as tC is concerned, its lower energy side is generated by
one excitation associated with the 2ag - 15b1u (5ag - 24b1u)
transition in I (II), while its higher EE side includes one (two)
Fig. 8 Fitted [i] region of the N K-edge NEXAFS spectra of H2TPP (I) (top)
and H2TPP(F) (II) (bottom).
Table 2 Excitation energy position (eV) of N K-edge transitions for I and II
thick films. DE between similar features for I and II are also reported
Component I DE II DE
a 397.57 — 397.60 —
b 399.74 2.17 399.83 2.23
c 400.75 3.18 400.96 3.36
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excitation(s) in I (II) (see Tables S5 and S6, ESI†). Incidentally,
both the 15b1u MO in I and the 24b1u orbital in II correspond,
as previously foreseen, to high lying pmcp>* levels with no
nodes on N atoms (see 3D plots in Fig. 11), while lower lying
14b1u and 23b1u orbitals are e
1
2u Ph-based p||* levels.
32
Moving to the analysis of If N and IIf N features, the com-
parison of experimental/theoretical excitation energy relative
positions (DE(b–a)/DE(tB–tA) = 2.17/1.70 eV in I and 2.23/1.74 eV
in II, DE(c–a)/DE(tC–tA) = 3.18/3.10 eV in I and 3.36/3.15 eV in II,
see Tables S5 and S6, ESI† and Table 2)49 states that the energy of
the component b is underestimated byB3.0 rather thanB2.5 eV
as those of components a and c.50
Such a failure of the adopted theoretical approach, even
though herein particularly evident as a consequence of the very
low number of expected and observed bands in the N K-edge
spectra of I and II, is not particularly surprising. In fact,
homogeneous theoretical results pertaining to the free phthalo-
cyanine (H2Pc)
11a,53 provided a DE between the lowest lying NPy-
and NPyH-based 1s - p>* transitions even smaller (1.55 eV)
than the DEE(tB–tA) herein reported. The effect on the H2Pc
f N distribution was less evident than in I and II as a consequence
of the presence of the four meso N atoms, which concurred to
increase the complexity of the H2Pc NEXAFS spectrum. More-
over, it can be useful to remind that H2Pc excitations associated
with Nm-based 1s- p>* transitions abut against the N
PyH-based
ones (Fig. 17 of ref. 11a).
As a final consideration, it is noteworthy that, despite the
above mentioned failure, SR-ZORA TD-DFT results perfectly
reproduce the experimental unresponsiveness of the pmcP>
subset, thus stressing the negligible perturbation induced by
the Ph F decoration in the excitation energies of 1s- pmcp>*
independent of the imos localization.
F K-edge spectrum
The [i] region of the F K-edge NEXAFS spectrum (see Fig. 12)
consists of a single intense band centred at 688.51 eV.
Fig. 9 (left panel) 1sN core level spectra (background subtracted) from the
H2TPP (I) andH2TPP(F) (II) films. The single components, shown in the legend,
are related to the different nitrogen chemical species of the two molecules.8,9
(right panel) SR-ZORA DFT H2TPP (I) and H2TPP(F) (II) 1s
N PDOS.8,9
Fig. 11 3D plots of the 14b1u and 15b1u (23b1u and 24b1u) MOs of H2TPP (I)
H2TPP(F) (II). Displayed isosurfaces correspond to 0.01 e
1/2 Å3/2 values.
Fig. 10 SR-ZORA TD-DFT N 1s excitation spectra of H2TPP (I) (top) and
H2TPP(F) (II) (bottom). Contributions from the different imols are also
displayed. Convoluted profiles have been obtained by using a Lorentzian
broadening of 0.25 eV. SR-ZORA ionization limits may be deduced from
the right panels of Fig. 9.8,9
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The experimental information is surely rather poor, never-
theless the combined use of symmetry, orbitals and spectra
appears to be once again the Hobson’s choice to get some
information from experimental evidence.
As reported in Table S1, ESI,† the F||-based linear combina-
tions of 1s AOs correspond to the 1ag + 1b1g + 1b2u + 1b3u MOs,
while those localized on F> span all the eight IRs of the D2h
point group. Although the number of F 1s-based MOs is quite
large (20), they are closely spaced and the energy range they
cover is quite narrow (see Fig. 13).8
Excitation energies and f values for the F 1s excitation spectrum
as obtained from SR-ZORA TD-DFT24 calculations are reported in
Table S7, ESI,† while the corresponding f F distribution in the
range 680–683 eV is displayed in Fig. 14 with contributions of
different symmetries rather than of different imols. The agreement
between experiment and theory is satisfactory (the absolute excita-
tion energies are underestimated byB7 eV).13b,25
Moreover, consistently with the inversed linear dichroism in
F K-edge NEXAFS data recently published by de Oteyza et al. for
fluorinated planar aromatic molecules,54 SR-ZORA TD-DFT
outcomes indicate that F-based b2u and b3u 1s- p||* and b1u
1s- s* transitions share the same energy region (see Fig. 14).
In more detail, the quite broad band reported in Fig. 12 includes
excitations associated with transitions having the p||* and s*
orbitals contributing to the feature M of Fig. 3 as fmos.32
Interestingly, no transition having linear combinations of the
Ph-based e2u
2 MOs as fmos and f FZ 10  10ÿ3 is present in the
energy range taken into account in Fig. 14.
4. Conclusions
Unoccupied states of two p-conjugated molecules, the tetrakis-
(phenyl)- and tetrakis(pentafluorophenyl)-porphyrin, have been
thoroughly investigated by means of NEXAFS spectroscopy at the
C, N and F K-edges. According to a well established procedure, the
rationalization of experimental results collected from thin films of
both molecules has been successfully guided by the outcomes of
calculations carried out for isolated species in the framework
of TD-DFT. Besides shedding new light on literature experimental
results,17a theoretical outcomes herein reported provide valuable
information about perturbations induced by the Ph fluorination
on the unoccupied electronic structure of the pristine porphyrin
macrocycle. The most evident, and rather unexpected, result is the
electronic inertness of pmcP> transitions whose excitation energies,
but not their f values, are substantially unaffected upon fluorination.
Differently, P|| and, to a minor extent,
Ph
P> transitions undergo
the expected blue shift when moving from I to II. Results herein
reported complement those we published in the near past about the
occupied electronic structure of I and II, thus providing the missing
tile to get a thorough description of the halide decoration effects on
the occupied and unoccupied electronic structure of title species,
a necessary condition to address the electronic properties of their
transition metal complexes.
The intrinsic simplicity of the N K-edge spectra of I and II,
ultimately due to the presence of only two types of non-
equivalent nitrogen atoms, revealed a sort of inappropriateness
of the adopted theoretical method to quantitatively reproduce
the energy difference between the lowest lying N-based 1s -
p>* transitions. Further investigations are needed to clarify
this point.
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K-edge spectrum of a multilayer of I is characterized by the
disappearance of the lowest lying S + A band envelope when
switching from the light polarization > to pmc (y = 901,
p-polarization), to the light polarization || to pmc (y = 01,
s-polarization).17 Accordingly, Di Santo et al.17a assigned the
S + A band envelope to P> transitions, without entering in
more detail. Moreover, consistently with the quasi > orien-
tation of Ph rings with respect to pmc in the isolated I, they
found that the intense peak due to the Ph-based 1s - p*
transitions in p-polarization still dominate the NEXAFS
spectrum recorded in s-polarization.
41 Among the excitations 8–19, the 12–19 ones correspond to
P|| transitions with the highest
If C values.
42 The six p orbitals of an isolated Ph ring transform, in the
D6h symmetry, as: a2u + e
1
1g + e
2
1g + e
1
2u + e
2
2u + b2g. The first
(second) three are occupied (unoccupied).31.
43 Excitations selected as internal gauge imply the following corre-
lations: 1I2 1II, 3I2 4II, 4I2 3II, 5I2 5II, 6I2 6II, 9I2 8II.
44 The huge blue shift of the P|| set involves transitions
localized on fluorinated CPh atoms. Excitation energies
corresponding to transitions whose imos are C25-based 1s
AOs are scarcely affected.
45 The increase of f values upon fluorination is ultimately due
to the rise of an order of magnitude of the corresponding z
contributions to the transition dipole moments. Irrespective
of their low f values, both C2-based 8b3u - 12b2g
(100) and
7b1g- 11au
(100) transitions belong to the pmcP> subset.
46 The 13au (23au) MO is the third (fourth) unoccupied level of
au symmetry in I (II). The comparison between the 3D plots,
not herein reported, of the 22au and 23au MOs of II revealed
the s* nature of the former and the p>* character of the latter.
47 Upon fluorination, CPy- and Cm-based 1s AOs are blue
shifted by B1.25 eV and 1.60 eV, respectively. The shift
toward higher binding energies is much more pronounced
for CPh-based 1s AOs: 2.5 and 4.3 eV for non-fluorinated and
fluorinated C atoms, respectively. Blue shifts of pmcp>* and
Ph
p||* levels are 0.9 and 0.7 eV, respectively.
48 The experimental (theoretical) DE between NPy and NPyH 1s-
based levels is 1.90 (1.73) eV both in I9 and II.8 Upon fluorina-
tion, NPy- and NPyH-based 1s AOs are both blue shifted by
0.80 eV,8,9 while pmcp>* levels are downshifted by 0.9 eV.
47.
49 The C excitation energy has been estimated, for both I and
II, as the mean energy values between the 3rd and 4th
excitation energies (Tables S5 and S6, ESI†).
50 A further series of numerical experiments, carried out either
by reducing the D2h symmetry through the pmc tilting, or by
using an exchange correlation potential (SAOP)51 having the
correct asymptotic behaviour but different from the LB94
functional did not improve the tB relative position.52.
51 P. R. T. Schipper, O. V. Gritsenko, S. J. A. van Gisbergen and
E. J. Baerends, J. Chem. Phys., 2000, 112, 1344.
52 Fronzoni et al. showed that both relative EEs and f are not
very sensitive to the exchange correlation potential choice,
provided the asymptotic behaviour is correct.25.
53 The quasi degenerate H2Pc 6b3g and 6b2g unoccupied
frontier22 orbitals have the same symmetry, localization
and nodal properties30 of the 12b3g and 12b2g ones in I.
54 D. G. de Oteyza, A. Sakko, A. El-Sayed, E. Goiri, L. Floreano,
A. Cossaro, J. M. Garcia-Lastra, A. Rubio and J. E. Ortega,
Phys. Rev. B: Condens. Matter Mater. Phys., 2012, 86, 075469.
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Ligand-Field Strength and Symmetry-Restricted Covalency
in CuII Complexes – a Near-Edge X-ray Absorption Fine
Structure Spectroscopy and Time-Dependent DFT Study
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The low-lying empty orbitals of bis(acetylacetonato)copper
have been probed by near-edge X-ray absorption fine struc-
ture (NEXAFS) spectroscopy at the Cu L2,3 edges and time-
dependent density functional theory (TDDFT) calculations
within the Tamm–Dancoff approximation (TDA) coupled to
the relativistic zeroth-order regular approximation including
spin–orbit effects (SO-ZORA TDDFT-TDA). Both the relative
positions of NEXAFS features and their linear dichroism are
satisfactorily reproduced. Moreover, a comparison with lit-
Introduction
Near-edge X-ray absorption fine structure (NEXAFS)
spectroscopy is unanimously recognized as an experimental
tool able to provide a chemically selective probe of molecu-
lar unoccupied electronic structures.[1,2] NEXAFS features
are generated by the excitation of core electrons to the un-
occupied valence orbitals as well as to the continuum; thus,
K- and L-edge spectra are very sensitive to both the elec-
tronic structure and the local surroundings of the absorbing
atom.[3] Metal (M) K-edge spectral features are determined
by the electric-dipole-forbidden, but quadrupole-al-
lowed,[4,5] 1sMR ndM transitions, which may gain intensity
in noncentrosymmetric complexes through the involvement
of (n + 1)pM atomic orbitals (AOs) into frontier virtual mo-
lecular orbitals (MOs). In variance to that, the M L2,3 struc-
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erature data pertaining to two other square-planar CuII com-
plexes ([CuCl4]
2– and copper phthalocyanine) provided infor-
mation about how metal-to-ligand charge-transfer transitions
associated with excitations from CuII 2p orbitals to low-lying,
ligand-based pi* molecular orbitals in a simplified one-elec-
tron picture may contribute to the CuII L2,3 edge intensity
and, thus, weaken its believed relationship with the CuII–
ligand symmetry-restricted covalency.
tures are generated by the electric-dipole-allowed
2pMRndM transitions and, thus, provide information
about the contribution of ndM AOs to the low-lying unoc-
cupied MOs.
In general, both the simulation and the analysis of the
L2,3 spectra of first-row transition metal complexes are
challenging issues. In addition to ligand-field and covalency
effects, the spin–orbit (SO) coupling between the possibly
many final-state multiplets needs to be considered.[6,7] In
this regard, CuII complexes represent the simplest possible
case[6] because electric-dipole-allowed 2pCu(II)R3dCu(II)
transitions generate a 2p53d10 configuration, which has only
two term symbols, and the corresponding “spectral splitting
is dominated by the 2p SO coupling contribution and the
overall energetics and intensities are strongly influenced by
ligand field and covalency, respectively”.[7e] As such, with
the D4h [CuCl4]
2– molecular ion (I, Figure 1) as a reference,
Solomon and co-workers[8a,9] proposed the use of the nor-
malized intensities and relative positions of the Cu(II)L2,3
features in different CuII complexes as a gauge of the degree
of CuII–ligand covalency and of the ligand-field strength,
respectively. In more detail, the larger the L2,3 normalized
intensity, the lower the metal–ligand symmetry-restricted
covalency [the effect associated with the dilution, ruled by
the complex symmetry, of d orbitals to make them become
linear combinations of atomic orbitals (LCAO-MOs)];[10]
the higher the L3 excitation energy (EE), the stronger the
ligand field exerted on the CuII centre.[8,9]
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Figure 1. Schematic representation of I, II, III and IV. The σh plane
along the whole series (the symmetry properties of I/II, III and IV
are described by the D4h, Cs and D2h point groups, respectively)
corresponds to the xy plane in the selected framework.
Recently,[11] some of us have successfully simulated the
L2,3 spectra of I,
[8a] copper phthalocyanine (II, Figure 1)[12]
and the so-called oxidized blue copper site in plastocyanin
(III, Figure 1)[8a,13] through time-dependent density func-
tional theory (TDDFT) calculations within the Tamm–
Dancoff approximation (TDA) coupled to the relativistic
zeroth-order regular approximation (ZORA) including SO
effects. More specifically, the relative intensities and relative
positions of the XL2,3 (X = I–III) features satisfactorily
agreed with theoretical oscillator strength distributions (Xf).
Such a result, combined with estimates of (1) a Cu–S inter-
action in III more covalent than the Cu–Cl one in I,[9,11] (2)
a Cu–N interaction in II less covalent than the Cu–Cl one
in I,[11,12] (3) a ligand field in III weaker than that in I[15]
and (4) a ligand field in II stronger than that in I[15] repre-
sented a successful test of the SO-ZORA TDDFT-TDA
method when applied to the modelling of CuIIL2,3 spectra.
Interestingly, the composition analysis of the excitations as-
sociated with IIL3 revealed that, in addition to 2p3/2R3d
transitions,[18] metal-to-ligand charge-transfer (MLCT)
transitions involving low-lying ligand-based pi* MOs con-
tribute to the IIL3 intensity and, thus, weaken its believed
relationship with the M–L covalency. As such, bis(acetyl-
acetonato)copper (IV) represents an ideal candidate to fur-
ther test the legitimacy of the adopted theoretical approach
to simulate the L2,3-edge spectra of Cu
II complexes and the
possible contribution of MLCT transitions to the L3 inten-
sity. The square-planar CuII coordination in I, II and IV is
determined by four equivalent donor ions/atoms: chloride
ions in I, iminic nitrogen atoms in II and ketonic oxygen
atoms in IV (see Figure 1).
In this regard, it can be useful to remember that the li-
gand positions in the spectrochemical series[10,19] are deter-
mined largely by their donor atoms, which implies the fol-
lowing sequence: I,Br,Cl,S,F,O,N,C.[20] The
oxygen position in this series, coupled with the presumed
relationship between the relative positions of the CuII L2,3
edges and the ligand-field strength, would induce us to fore-
see that the CuII IVL2,3-edges should lie between those of
IL2,3 and
IIL2,3. However, this cannot be taken for granted
because, for instance, the CuII IL2,3 edges lie at EEs higher
than those corresponding to CuF2 (951.0/931.0
[8a] vs. 950.5/
930.5 eV)[21,22] although the crystal field generated by F–
ions is notoriously stronger than that associated with the
crystal field generated by Cl– ions.[19,20,23] A reliable test of
the legitimacy of the SO-ZORA TDDFT-TDA method to
simulate the CuII L2,3-spectra will then require a compari-
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son of experimental and theoretical results pertaining to
complexes with the same coordination geometry around the
CuII ion. Finally, as far as the possible contribution of
MLCT transitions to the L3 intensity is concerned, it can
be useful to remember that the lowest-lying unoccupied
MOs of the acetylacetonate anion (labelled as pi4 and pi5
in ref.[25]) have a pi* character. Both pi4 and pi5 are C–O
antibonding; moreover, pi4 has a node on the methinic car-
bon atom [C(H)], and pi5 is also C–C(H) antibonding. In-
phase (pi4
+/pi5
+) and out-of-phase (pi4
–/pi5
–) linear combina-
tions of pi4 and pi5 will be present in IV. In D2h symmetry,
pi4
+ and pi5
+ (pi4
– and pi5
–) transform as b2g and b1u (au and
b3g) irreducible representations, respectively.
The NEXAFS spectra recorded at the CuII L2,3 edges of
IV deposited as a thin film on Au(100) are presented and
discussed with reference to the results of SO-ZORA
TDDFT-TDA calculations on the isolated molecule. The
adopted computational setup[11,12,26] allowed a comparison
with homogeneous literature data pertaining to both I and
II. Moreover, insights into the Cu–X (X = Cl, N and O)
symmetry-restricted covalency of the different CuX4
square-planar chromophores have been gained by ex-
ploiting both experimentally and theoretically the depen-
dence of NEXAFS spectra of II and IV deposited on
Au(100) on the direction of the photon electric field.
Results and Discussion
Electric-dipole-allowed 2pCu(II)R3dCu(II) excitations
generate two final states with different total angular mo-
mentum so that the most-relevant feature of the CuII 2p
excitation spectra is the presence of the L3 (ca. 930 eV) and
L2 (ca. 950 eV) components.
[8,12,21] The NEXAFS spectra
recorded at the CuII L2,3 edges of highly oriented thin films
of II and IV are displayed in Figure 2.
The left panel of Figure 2 includes spectra recorded in
the EE region 927–960 eV, and an expanded view including
the dependence of the spectra on the direction of the
photon electric field is displayed in the right panel. The ex-
perimental (Exp) and theoretical (Theo) L3 and L2 EEs are
collected in Table 1, and the IL2,3 EEs have been also in-
cluded for comparison. The simulated IVf distribution is
compared with those of I[12] and II[12] in Figure 3, in which
the EE region reported in the upper panel extends from 921
to 954 eV, and an expanded view including the dependence
of f on the light polarization orientation is reported in the
lower panel.
The comparison of experimental and theoretical XL2,3 (X
= I, II and IV) values confirms the well-known EE under-
estimation (ca. 6 eV, see Table 1), which is ultimately due to
exchange-correlation (XC) potential deficiencies;[12,29]
nonetheless, SO-ZORA TDDFT-TDA calculations success-
fully reproduce the position of the CuII IVL2,3 edge between
IL2,3 and
IIL2,3, in accordance with the strength of the acet-
ylacetonate ligand field midway between those of chlorido
and porphyrinato ligands.[19,20]
The NEXAFS absolute intensities of II and IV in Fig-
ure 2 cannot be directly compared because of the different
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Figure 2. Cu L2,3-edge spectra from thin films of II and IV on
Au(100) as measured at the Cu L3M4,5M4,5 Auger transition, which
yields solely the Coster–Kronig contribution at the L2 edge. The
literature L2,3-edge spectrum of I
[8a] has not been included because
it was calibrated differently[22] with respect to those of II and IV.
Left panel: NEXAFS spectra at the Cu L2,3 ionization threshold
for the surface oriented at the magic angle (at which the transition
dipole has no dependence on the orbital angular momentum); the
spectra have been rescaled to the maximum intensity of the white
line. Right panel: NEXAFS spectra for the surface oriented parallel
(full lines) and nearly perpendicular (dotted lines) to the electric
field; each set of spectra has been rescaled to the intensity of the
white line for the surface parallel to the electric field.
Table 1. Experimental and theoretical EEs [eV] for the Cu 2p L2,3
core excitation spectra of I, II and IV.
I II IV
ExpL3 931.0
[8a,8c] 931.6[a] 931.2
ExpL2 951.0
[8a,8c] 951.6 951.2
TheoL3 924.67
[11] 925.75[11] 925.03
TheoL2 945.06
[11] 946.00[11] 945.28
[a] The ExpL3 value herein reported is slightly different from that
of refs.[11,12] (931.4 eV) as a consequence of the EE absolute cali-
bration (see Experimental Section).
film thicknesses and molecular tilts (see Experimental Sec-
tion); nevertheless, the f values associated with the transi-
tions that generate IIL3 and
IVL3 (see the upper panel of
Figure 3) are consistent with a similar Cu–N and Cu–O
symmetry-restricted covalency, in both cases lower than the
Cu–Cl one. Now, before the experimental and theoretical
data concerning the dependence of the L3-edge spectra on
the light polarization orientation are addressed (see the
right panel of Figure 2 and the lower panel of Figure 3),
two further points deserve to be emphasized: (1) IVL3 has
an evident shoulder on its lower EE side, likewise I and II;
(2) IVf is characterized by a weak but well evident feature
at ca. 926.5 eV, marked by an asterisk in Figure 3. We re-
mark that both features were not detected in the present
measurements or in those previously reported for II.[12,30]
This is likely due to the overall shortening of the lifetimes
of the excited states in the condensed phase; the resulting
broadening of the spectral lines is well beyond the experi-
mental resolution, which is estimated to be ca. 0.5 eV in the
present case.
The compositions, f values and EEs of the transitions
associated with IVL3 are reported in Table 2 (the values for
I and II[11] are also included for comparison).[31] Similarly
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Figure 3. SO-ZORA TDDFT-TDA Cu 2p excitation spectra of I,
II and IV. The convoluted profiles were obtained with a Lorentzian
broadening of 0.25 eV.[11,29c]
to I and II, more than one excitation (IVL3
1 and IVL3
2) con-
tribute to IVL3; furthermore, analogously to I, a single tran-
sition is associated with both of them: the 9a1/2R136a1/2
for IVL3
1 and the 7a1/2R136a1/2 for
IVL3
2. Incidentally, the
7a1/2 and 9a1/2 initial spinors (IS) are related to the scalar
relativistic (SR) 2px,y
Cu(II) and 2pz
Cu(II) AOs, respectively,
whereas the 136a1/2 final spinor (FS) is related to the SR
11b1g singly occupied MO (SOMO), Cu–O σ antibonding
(σ*), significantly localized (52%) on the 3dxy
Cu(II) AO (see
the corresponding 3D contour plot in Figure 4).
In addition to providing a rationale for the asymmetric
shape of IVL3 [∆EE(
IVL3
2 – IVL3
1) = 0.49 eV], the results of
the SO-ZORA TDDFT-TDA calculations so far considered
are perfectly consistent with the relationship between the
CuII L3-edge EE and the ligand-field strength exerted on
the central M ion as well as between the CuII L2,3-edge
intensity and the CuII–ligand symmetry-restricted co-
valency. With specific reference to the latter point, it can
be useful to consider the parentage of the 294a1/2 lowest
unoccupied spinor of II [the FS of transitions associated
with IIL3
1 and IIL3
2 (see Table 2)] with the SR 16b1g SOMO
www.eurjic.org FULL PAPER
Table 2. SO-ZORA TDDFT-TDA compositions, f 3103 and EEs values (in parentheses) of the transitions that generate XL3n excitations
(X = I, II and IV).[a–g]
I II IV
L31 17a1/2R100a1/2(100) (7.25, 924.28 eV) 9a1/2R294a1/2(99) (9.44, 925.18 eV) 9a1/2R136a1/2(100) (9.43, 924.51 eV)
L32 15a1/2R100a1/2(100) (24.1, 924.70 eV) 7a1/2R294a1/2(79) 7a1/2R136a1/2(99) (31.5, 925.02 eV)
9a1/2R295a1/2(13) (21.6, 925.69 eV)
10a1/2R298a1/2(8)
L33 10a1/2R298a1/2(46)
9a1/2R295a1/2(33) (12.1, 925.90 eV)
7a1/2R294a1/2(20)
[a] Contributions to initial spinor (IS)R final spinor (FS) of less than 1% are not reported. [b] (f 3103) values of less than 5 are not
reported. [c] The Cu 2p3/2-based levels are I: 15a1/2–18a1/2 at 925.62, 925.57, 925.47, and 925.46 eV; II: 7a1/2–10a1/2 at 934.84, 934.76,
934.65, and 934.65 eV; IV: 7a1/2–10a1/2 at 934.01, 933.94, 933.85, and 933.84 eV. [d] The parenthood of the Cu 2p3/2-based levels with
scalar relativistic (SR) ZORA Cu 2p-based MOs is I: 15a1/2R2eu(100), 16a1/2R2eu(100), 17a1/2R1a2u(67) + 2eu(33), 18a1/2R1a2u(67) + 2eu(33)
; II: 7a1/2R1eu(100), 8a1/2R1eu(100), 9a1/2R1a2u(67) + 2eu(33), 10a1/2R1a2u(67) + 2eu(33); IV: 7a1/2R1b3u(54) + 1b2u(46), 8a1/2R1b3u(57) +
1b2u(42) + 1b1u(1), 9a1/2R1b1u(67) + 1b2u(21) + 1b3u(12), 10a1/2R1b1u(66) + 1b2u(24) + 1b3u(10). [e] The lowest unoccupied spinors of I, II and
IV are the 100a1/2, 294a1/2 and 136a1/2 ones, respectively. [f] The parenthood of the lowest unoccupied spinors of I, II and IV with SR
ZORA SOMOs is I: 100a1/2R6b1g(96) + 5b1g(3); II: 294a1/2R16b1g(100); IV: 136a1/2R11b1g(100).
Figure 4. Relative energy positions (with respect to the HOMO
energy) of the BP86-GS frontier MOs of I, II and IV. 3D plots of
the SOMO and LUMO levels of I, II and IV are also displayed
(isosurfaces correspond to 60.03 e1/2Å–3/2 values).
of II (see Figure 4), the localization of which in the x2–y2
3d AO (52%) orbital and the Cu–N σ* character perfectly
match those of the SR 11b1g SOMO of IV (see Figure 4).[32]
The compositions and f values of the two transitions that
trigger the weak, asterisked feature at ca. 926.5 eV in Fig-
ure 3 have not been included in Table 2 because the corre-
sponding IVf 3103 value is less than 5 (IVf1 = 2.625310–3,
EE1 = 926.46; IVf2 = 1.058310–3, EE2 = 926.62 eV). Never-
theless, it is noteworthy that the FSs of both transitions (the
137a1/2 and 138a1/2 spinors) are related to the SR 4b2g low-
est unoccupied MO (LUMO; see the corresponding 3D
contour plot in Figure 4), a pi* ligand-based orbital with a
negligible localization in the CuII 3dxz AO and reminiscent
of the pi4+ level. This indicates that (1) the asterisked feature
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in Figure 3 and IIL33 (see Table 2),[33] hidden under the
higher EE side of IIL3, share the same origin, namely, 2p
3/2
CuII
R pi* MLCT transitions, (2) the ∆EE between the
asterisked feature and IVL31 (ca. 2 eV) is larger than that be-
tween IIL33 and IIL31 (0.72 eV) as the energy position of the
4b2g LUMO in IV is higher than that of the 7eg LUMOs in
II (see Figure 4).
Even though there could be no doubt of the SOMO na-
ture and localization along the investigated series, the polar-
ization-dependent NEXAFS spectra (right panel of Fig-
ure 2) are perfectly consistent with SOMO σ* character
both in II and IV. As such, the different degree of linear
dichroism observed in II and IV is indicative of a larger tilt
angle of the molecular plane of IV with respect to the sub-
strate surface, possibly because of the larger film thickness.
Furthermore, an inspection of the lower panel of Figure 3
clearly testifies that IVfxy . IIfxy as a consequence of the
weak IIL33 contribution (see above), which is ultimately due
to MLCT 2p3/2Cu(II)Rpi* transitions. This is a rather crucial
point because it emphasizes the usefulness of polarized
NEXAFS experiments to eventually eliminate spurious
contributions, which would result in estimations of sym-
metry-restricted covalency lower that the actual one.
We are aware that the quite poor resolution of the polar-
ization-dependent NEXAFS spectra does not allow us to
confirm the asymmetric shape of XL3 (X = II and IV) or
the presence of the weak, asterisked feature on the higher
EE side of IVL3. Nevertheless, the presence of spurious con-
tributions hidden under IIL3 (IIL33) can be indirectly con-
firmed by referring to the low-lying EE region of the N
K-edge NEXAFS spectra of the phthalocyanine free-base
(H2Pc) and its CuII complex (II).[12] The H2Pc N K-edge
NEXAFS profile is dominated by an intense and rather
sharp peak fitted by Nardi et al. with a single component
centred at 398.35 eV (see Figure 16 of ref.[12]). At variance
with that, the corresponding main peak in the N K-edge
NEXAFS spectrum of II has an asymmetric shape, which
needed two components (a and a9 in Figure 16 of ref.[12])
centred at 398.6 (a) and 399.35 eV (a9) to produce an ade-
quate fit. SR ZORA TDDFT calculations pertaining to II
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allowed all but one of the N K-edge low-lying excitations
to be assigned to 1sNR pi* transitions of a2u symmetry;
[12]
the exception is the 2euR16b1g lowest-lying transition,
which has 1sNRσ* character.[34] Among the excitations of
a2u symmetry, the one that generates the component a9 at
399.35 eV was associated with the 2euR7eg transition,
[33]
the ∆EE value of which with the lowest-lying 2euR16b1g
transition amounts to 0.72 eV (see Table 5 of ref.[12]). Such
a ∆EE value quantitatively reproduces the ∆EE value be-
tween the components a9 and a (0.75 eV, see above) in the
N K-edge NEXAFS spectrum of II and perfectly matches
the ∆EE value between IIL3
3 and IIL3
1 (0.72 eV, see Table 2).
A further point of some relevance to be addressed con-
cerns the linear dichroism of II and IV for the NEXAFS
peaks at 5–9 eV from the white line (right panel of Fig-
ure 2). Again, the use of SO-ZORA TDDFT-TDA is
decisive. An inspection of Figure 3 testifies to the presence
of complex structures centred at ca. 5 eV from IIL3 and
IVL3, which are polarized along z, in agreement with the
experimental results. In both cases, these structures imply
excitations associated with transitions with ISs as the 9a1/2
and 10a1/2 spinors, both of which are mainly related to the
SR 2pz
Cu(II) AO (see footnote [d] of Table 2), and with FSs
as the 144a1/2, 154a1/2 and 204a1/2 spinors for IV and the
320a1/2, 330a1/2 and 346a1/2 spinors for II, all of which are
strongly related to the unoccupied SR 4sCu(II) AO.
Finally, the faint experimental feature, substantially in-
sensitive to the photon electric field orientation (see the
right panel of Figure 2), 3.6 (4.2) eV from IIL3 (
IVL3) is
poorly reproduced by our SO-ZORA TDDFT-TDA calcu-
lations. A thorough inspection of the whole IIf spectrum
(330 excitations) revealed the presence of three excitations
between 927.63 and 927.73 eV (IIf1 = 0.37514310
–3; IIf2 =
0.53348310–3; IIf3 = 0.21967310
–3), all of which are
associated with 2p3/2
Cu(II)
Rpi* transitions.[35,36] For IV, no
excitation with f .5310–5 is present between 926.62 and
929.05 eV in the whole IVf spectrum (282 excitations).
Conclusions
The CuII L2,3 polarized spectra of II and IV have been
assigned by using the SO-ZORA TDDFT-TDA method
implemented in the Amsterdam Density Functional (ADF)
package.[38] The simulated f distributions properly repro-
duce the relative positions and dependence of NEXAFS
spectra on the direction of the photon electric field. The
legitimacy of using the CuII L3-edge position to get infor-
mation about the ligand-field strength exerted on the CuII
centre is confirmed. Moreover, the results herein reported
further support the possibility of a Cu–ligand covalency un-
derestimation if the CuII L3-edge intensity of complexes
with low-lying ligand-based pi* orbitals is used as a gauge.
Finally, the Cu–O symmetry-restricted covalency character-
izing the square-planar CuO4 chromophore is estimated to
be slightly smaller than the Cu–N one that typifies the
square-planar CuN4 chromophore.
Eur. J. Inorg. Chem. 2015, 2707–2713 © 2015 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim2711
Experimental Section
General: The NEXAFS spectra of II and IV were measured at the
ANCHOR endstation of the ALOISA branchline (Elettra Syn-
chrotron), which provides a high photon throughput at the high
photon energy of the Cu L2,3 edges.
[39] The photon energy resolu-
tion was set to 0.5 eV across the Cu L2,3 ionization threshold. The
absorption spectra have been collected in Auger yield by a PSP
hemispherical analyzer (120 mm) equipped with a two-dimen-
sional delay-line detector. The electron kinetic energy was set to
the maximum of the L3M4,5M4,5 Auger peak at 913 eV with an
energy window of ca. 8 eV, which excludes the L2M4,5M4,5 Auger
peak at ca. 20 eV higher kinetic energy. As a consequence, the re-
sidual NEXAFS intensity detected at the L2 edge only has contri-
butions from its Coster–Kronig decay onto the L3 subshell. We
performed an absolute energy calibration of the NEXAFS spectra
in two steps. First, the spectrometer work function was determined
by collecting a series of photoemission spectra from the Au sub-
strate across the N K edge with a gas-phase NEXAFS spectrum
collected simultaneously from N2 with the in-line windowless ion-
ization chamber integrated into the Exit Slits of the ALOISA
branchline. With reference to the Au 4f7/2 binding energy of
84.0 eV[40] and to the second vibrational state of the N 1sRpi*
transition at 401.10 eV,[39] we determined a work function value of
4.3660.02 eV. Then, we followed the same procedure of measur-
ing the photoemission spectra from the molecular film across the
so-called white line (vide infra) of the Cu L3 edge to detect the Au
4f peak from the substrate in correspondence with the maximum
of the white line of II. The overall indetermination of this absolute
energy calibration was ca. 650 meV. Finally, the orientation of the
surface with respect to the linear polarization of the photon beam
was changed from s to quasi-p by changing the incidence angle
from normal to grazing. A powder specimen of II (from Sigma,
sublimed grade) was evaporated from a boron nitride Knudsen cell
on a Au(100) sample at room temperature. To obtain a film with
a good planar orientation of the molecules, the thickness was lim-
ited to ca. two to three layers. At this thickness, the core level shifts
of the molecular species owing to substrate screening effects were
no longer detectable, but the Au 4f signal from the substrate was
still intense enough for the energy calibration of NEXAFS spectra.
The almost-perfect NEXAFS dichroism displayed by the white
line indicates an excellent coplanar stacking of the II layers. A
powder specimen of IV (from Sigma, purity 99.99%) was used to
fill a differentially pumped Pyrex vial and evaporated by heating
the vial at 340 K. We verified that the deposition of a sample at
room temperature yields a single monolayer at saturation.
Multilayer films were obtained by depositing IV on the sample
kept at ca. 210 K. The X-ray photoelectron spectroscopy (XPS)
and NEXAFS spectra were then recorded with the substrate held
at low temperature to prevent the desorption of the multilayer. We
did not observed any spectral changes owing to irradiation damage
after the XPS or NEXAFS measurements. Owing to the low evap-
oration temperature of IV, it was not possible to achieve a good
reproducibility of the evaporation rate, and the spectra shown
correspond to a film thickness almost twice that of the films of II.
Nonetheless, the polarization-dependent NEXAFS spectra display
a strong dichroism (the residual intensity of the white line in p
polarization is 25% of that measured in s polarization), which in-
dicates that the molecular plane of IV is tilted by ca. 35° from the
surface plane. The different film thickness together with the intrin-
sic surface sensitivity of the Auger yield detection technique pro-
duce a different background signal (intensity and slope), which
prevented a direct comparison of the NEXAFS intensity between
the two molecular systems.
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Computational Details: Numerical experiments were run by em-
ploying the latest version of the Amsterdam Density Functional
(ADF) package.[38] SO-ZORA TDDFT-TDA calculations were
performed by using an all-electron QZ4P ZORA basis set for all
atoms.[41] The adiabatic local density approximation was employed
to approximate the XC kernel,[29,42] whereas the LB94 approximate
functional with the ground-state electronic configuration was
adopted for the XC potential applied in the self-consistent field
calculations.[43] Scaled ZORA orbital energies[44] instead of the
ZORA orbital energies in the TDDFT equations were employed to
improve deep-core excitation energies. Although the energy differ-
ence between the Cu 2p3/2 and 2p1/2 spinors should be large enough
(ca. 20 eV)[11] to avoid any coupling with each other in transitions
starting from them, the whole Cu 2p3/2/2p1/2 set was considered as
the initial state. The SO-ZORA TDDFT-TDA calculations per-
taining to I and II were run by assuming the geometrical param-
eters adopted by Gewirth et al.[17] and Nardi et al.,[12] respectively.
For IV, the SO-ZORA TDDFT-TDA oscillator strength distri-
bution was obtained for optimized coordinates evaluated by run-
ning nonrelativistic spin-unrestricted calculations with generalized
gradient corrections self-consistently included through the Becke–
Perdew formula (BP86)[45] by adopting a triple-ζ polarized (TZP)
Slater-type basis set for all atoms and by keeping the (1s–2p)Cu, 1sO
and 1sC cores frozen throughout the calculations. The numerical
experiments were run by assuming an idealized D2h symmetry. No-
tably, the BP86 structural parameters (bond lengths and bond
angles) are negligibly modified with respect to those evaluated by
Rancan et al.[27] by using the hybrid B3LYP exchange-correlation
functional, including dispersive contributions and by adopting a
double-ζ polarized (DZP) all-electron basis set.
Acknowledgments
The Italian Ministry of the University and Research (MIUR)
(PRIN-2010BNZ3F2, project DESCARTES), the University of Pa-
dova (CPDA134272/13, project S3MArTA) and the Computational
Chemistry Community (C3P) of the University of Padova are
kindly acknowledged.
[1] A. Bianconi, in: X-ray Absorption: Principles, Applications,
Techniques of EXAFS, SEXAFS and XANES (Eds.: D. C. Kon-
ingsberger, R. Prins), John Wiley & Sons, New York, 1988, p.
573–662.
[2] J. Stöhr, NEXAFS Spectroscopy, Springer, Berlin, 1992.
[3] The absorption edges are labelled in the order of increasing
energy, K, L1, L2, L3, M1, ..., corresponding to the excitation
of an electron from the 1s (S1/2), 2s (S1/2), 2p (P1/2), 2p (P3/2),
3s (S1/2), ... orbitals (states), respectively.
[4] B. E. Douglas, C. A. Hollingsworth, Symmetry in Bonding and
Spectra: An Introduction, Academic Press, Orlando, 1985, p.
256–257.
[5] Electric-quadrupole transitions involve states of the same par-
ity and are approximately two orders of magnitude weaker
than electric-dipole transitions.
[6] a) F. de Groot, Coord. Chem. Rev. 2005, 249, 31–63; b) F.
de Groot, A. Kotani, Core Level Spectroscopy of Solids, CRC
Press, Boca Raton, 2008.
[7] a) P. S. Bagus, H. Freund, H. Kuhlenbeck, E. S. Ilton, Chem.
Phys. Lett. 2008, 455, 331–334; b) H. Ikeno, T. Mizoguchi, I.
Tanaka, Phys. Rev. B 2011, 83, 155107; c) I. Josefsson, K.
Kunnus, S. Schreck, A. Föhlisch, F. de Groot, P. Wernet, M.
Odelius, J. Phys. Chem. Lett. 2012, 3, 3565–3570; d) M. Roe-
melt, F. Neese, J. Phys. Chem. A 2013, 117, 3069–3083; e) M.
Roemelt, D. Maganas, S. DeBeer, F. Neese, J. Chem. Phys.
2013, 138, 204101; f) D. Maganas, M. Roemelt, M. Hävecker,
Eur. J. Inorg. Chem. 2015, 2707–2713 © 2015 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim2712
A. Trunschke, A. Knop-Gericke, R. Schlögl, F. Neese, Phys.
Chem. Chem. Phys. 2013, 15, 7260–7276; g) D. Maganas, M.
Roemelt, T. Weyhermüller, R. Blume, M. Hävecker, A. Knop-
Gericke, S. DeBeer, R. Schlögl, F. Neese, Phys. Chem. Chem.
Phys. 2014, 16, 264–276; h) D. Maganas, S. DeBeer, F. Neese,
Inorg. Chem. 2014, 53, 6374–6385.
[8] a) S. J. George, M. D. Lowery, E. I. Solomon, S. P. Cramer, J.
Am. Chem. Soc. 1993, 115, 2968–2969; b) S. DeBeer George,
M. Metz, R. K. Szilagyi, H. Wang, S. P. Cramer, Y. Lu, W. B.
Tolman, B. Hedman, K. O. Hodgson, E. I. Solomon, J. Am.
Chem. Soc. 2001, 123, 5757–5767; c) R. Sarangi, N. Aboelella,
K. Fujisawa, W. B. Tolman, B. Hedman, K. O. Hodgson, E. I.
Solomon, J. Am. Chem. Soc. 2006, 128, 8286–8296.
[9] R. K. Hocking, E. I. Solomon, Struct. Bonding (Berlin) 2012,
142, 155–184.
[10] C. K. Jørgensen, Absorption Spectra and Chemical Bonding in
Complexes, Pergamon Press, Oxford, UK, 1962, p. 77.
[11] G. Mangione, M. Sambi, M. V. Nardi, M. Casarin, Phys.
Chem. Chem. Phys. 2014, 16, 19852–19855.
[12] M. V. Nardi, F. Detto, L. Aversa, R. Verucchi, G. Salviati, S.
Iannotta, M. Casarin, Phys. Chem. Chem. Phys. 2013, 15,
12864–12881.
[13] In ref.[11] the plastocyanin oxidized blue copper site has been
modelled by adopting the same positively charged cluster pro-
posed by Solomon et al.[14] {[Cu{S(CH3)2}(SCH3)(NH3)2]+;
hereafter III}.
[14] K. W. Penfield, A. A. Gewirth, E. I. Solomon, J. Am. Chem.
Soc. 1985, 107, 4519–4529.
[15] The weaker ligand field of III relative to that of I is due to the
presence of only three (in III) rather than four (in I) equatorial
ligands contributing to the destabilization of the CuII-based
x2–y2 3d AO.[9] The different CuII–(donor atom) distances,
which are shorter in II [the optimized[12]/experimental[16] Cu–
N bond lengths are 1.968/1.935(22) Å] than in I (2.265 Å),[17]
and the ligand electronic properties (the presence of low-lying
empty pi* MOs in the phthalocyanine ligand)[12] make the li-
gand field in II stronger than that in I.
[16] V. Mastryukov, C.-y. Ruan, M. Fink, Z. Wang, R. Pachter, J.
Mol. Struct. 2000, 556, 225–237.
[17] a) A. A. Gewirth, S. L. Cohen, H. J. Schugar, E. I. Solomon,
Inorg. Chem. 1987, 26, 1133–1146; b) R. L. Harlow, W. J. Wells
III, G. W. Watt, S. H. Simonsen, Inorg. Chem. 1974, 13, 2106–
2111.
[18] The higher-energy side of IIL3 includes a component ascribable
to the 2p3/2R7eg transition. The ligand-based 7eg orbitals
correspond to the LUMOs; they have a pi symmetry and are
quite close in energy to the CuII-based 16b1g SOMO; see fig-
ure 7 in ref.[12]
[19] a) J. S. Griffith, The Theory of Transition Metal Ions, Cam-
bridge University Press, London, 1961, p. 309; b) C. J.
Ballhausen, Introduction to Ligand Field Theory, McGraw-Hill,
New York, 1962, p. 91; c) A. B. P. Lever, Inorganic Electronic
Spectroscopy, 2nd ed., Elsevier, Amsterdam, 1984; d) J. E.
Huheey, E. A. Keiter, R. L. Keiter, Inorganic Chemistry: Prin-
ciples of Structure and Reactivity, 4th ed., HarperColling Col-
lege Publisher, New York, 1993, p. 405; e) B. N. Figgis, M. A.
Hitchman, Ligand Field Theory and Its Applications, Wiley-
VCH, New York, 2000, p. 215.
[20] W. W. Porterfield, Inorganic Chemistry: A Unified Approach,
2nd ed., Academic Press, San Diego, 1993, p. 574.
[21] a) A. S. Koster, Mol. Phys. 1973, 26, 625–632; b) P. Verma,
R. C. Pratt, T. Storr, E. C. Wasinger, T. D. P. Stack, Proc. Natl.
Acad. Sci. USA 2011, 108, 18600–18605.
[22] The CuII L3 peak position of CuF2 (930.5 eV with an uncer-
tainty of 0.2 eV) was used by George et al.[8a] to calibrate the
CuII L2,3 spectra of I, D2d [CuCl4]2– and the blue copper site
in plastocyanin.
[23] The CuF2 crystal structure is a distorted variant of the rutile
structure with a (4+2) coordination about the CuII centre. The
L2,3 EE order in I and CuF2, opposite to that foreseeable by
www.eurjic.org FULL PAPER
referring to the I,Br,Cl,S,F,O,N,C series, is ulti-
mately due to the different CuII coordination in I (square
planar) and CuF2 [pseudo-octahedral with four short (1.92 Å)
and two long (2.32 Å) Cu–F bond lengths].[24]
[24] P. C. Burns, F. C. Hawthorne, Powder Diffr. 1991, 6, 156–158.
[25] F. D. Lewis, G. D. Salvi, D. R. Kanis, M. A. Ratner, Inorg.
Chem. 1993, 32, 1251–1258.
[26] The electronic properties of the CuO4 chromophore were re-
cently investigated by Rancan et al. by combining UV/Vis spec-
troscopy measurements with DFT and TDDFT calcula-
tions.[27] Unfortunately, the DFT results therein reported and
pertaining to the ground state (GS) of IV cannot be used to
compare the Cu–O symmetry-restricted covalency with that es-
timated for Cu–Cl and Cu–N in the CuCl4 and CuN4 chromo-
phores[11,12] as a consequence of the different exchange-corre-
lation functional adopted in the two cases.[28]
[27] M. Rancan, J. Tessarolo, M. Casarin, P. L. Zanonato, S. Quici,
L. Armelao, Inorg. Chem. 2014, 53, 7276–7287.
[28] The GSs of IV and a constitutional dynamic library of CuII
metallo-supramolecular polygons, all of which are charac-
terized by the presence of the CuO4 chromophore, have been
investigated by Rancan et al.[27] by using the hybrid B3LYP
exchange-correlation functional including dispersive contri-
butions and by adopting DZP all-electron basis sets. At vari-
ance with that, the GS of I and II has been investigated by
employing the BP86 exchange-correlation functional and TZP
basis sets (see the Experimental Section). Moreover, through-
out the BP86-GS calculations, the (1s–2p)Cu, (1s–2p)Cl, 1sN and
1sC cores have been kept frozen.[12]
[29] a) G. Fronzoni, M. Stener, P. Decleva, F. Wang, T. Ziegler, E.
van Lenthe, E. J. Baerends, Chem. Phys. Lett. 2005, 416, 56–
63; b) G. Fronzoni, M. Stener, P. Decleva, M. De Simone, M.
Coreno, P. Franceschi, C. Furlani, K. C. Prince, J. Phys. Chem.
A 2009, 113, 2914–2925; c) M. Casarin, P. Finetti, A. Vittadini,
F. Wang, T. Ziegler, J. Phys. Chem. A 2007, 111, 5270–5279.
[30] G. Dufour, C. Poncey, F. Rochet, H. Roulet, M. Sacchi, M.
De Santis, M. De Crescenzi, Surf. Sci. 1994, 319, 251–266.
[31] The EE calculations were performed with no symmetry. The
spinor labelling is the one reported in: P. W. M. Jacobs, Group
Theory With Applications in Chemical Physics, Cambridge Uni-
versity Press, Cambridge, 2005, p. 450.
[32] Although CuX4 (X = Cl, N and O) chromophores share the
same local coordination environment (square planar), the dif-
Eur. J. Inorg. Chem. 2015, 2707–2713 © 2015 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim2713
ferent symmetry properties of I/II and IV imply that the CuII
3d-based SOMO corresponds to the x2–y2 orbital in I and II,
whereas it is the xy orbital in IV.
[33] Among the IIL33 contributions, only the 7a1/2R294a1/2 transi-
tion has a CuII 2p3/2R16b1g character (see Table 2). The four,
closely spaced 295a1/2–298a1/2 spinors correspond to the SR
ligand-based 7eg pi* LUMOs (the 3D contour plot of one part-
ner of the 7eg MOs is displayed in Figure 4).
[34] In II, the linear combinations of pyrrolic nitrogen 1s-based
AOs correspond to the 1b1g + 3a1g + 2eu SR MOs.[12]
[35] The SR ligand-based pi* MO related to the FSs of these transi-
tions is systematically the 8eg level; the first gerade virtual or-
bital lies above the 7eg LUMO of II.
[36] The weak feature at 3.6 eV for IIL3, labelled by Dufour et al.[30]
as A1, was assigned by Carniato et al.[37] to the
2p3/2Cu(II)RLUMO (in our notation) transition. In this regard,
it is of some relevance to point out that Carniato et al. simu-
lated the CuII L3-edge NEXAFS spectrum of II by running
their gradient-corrected DFT calculations on the model com-
pound copper tetraazaporphyrin.
[37] S. Carniato, Y. Luo, H. Ågren, Phys. Rev. B 2001, 63,
085105.1–085105.6.
[38]Amsterdam Density Functional (ADF), SCM, Theoretical
Chemistry, Vrije Universiteit, Amsterdam; http://
www.scm.com.
[39] L. Floreano, A. Cossaro, R. Gotter, A. Verdini, G. Bavdek, F.
Evangelista, A. Ruocco, A. Morgante, D. Cvetko, J. Phys.
Chem. C 2008, 112, 10794–10802.
[40] A. Cossaro, L. Floreano, A. Verdini, L. Casalis, A. Morgante,
Phys. Rev. Lett. 2009, 103, 119601.1.
[41] E. van Lenthe, E. J. Baerends, J. Comput. Chem. 2003, 24,
1142–1156.
[42] E. K. U. Gross, W. Kohn, Adv. Quantum Chem. 1990, 21, 255–
291.
[43] R. van Leeuwen, E. J. Baerends, Phys. Rev. A 1994, 49, 2421–
2431.
[44] J. H. van Lenthe, S. Faas, J. G. Snijders, Chem. Phys. Lett.
2000, 328, 107–112.
[45] a) A. D. Becke, Phys. Rev. A 1988, 38, 3098–3100; b) J. P. Per-
dew, Phys. Rev. B 1986, 33, 8822–8824.
Received: March 1, 2015
Published Online: May 8, 2015
This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 18727--18738 | 18727
Cite this:Phys.Chem.Chem.Phys.,
2016, 18, 18727
Electronic structures of CuTPP and CuTPP(F)
complexes. A combined experimental and
theoretical study I†
Giulia Mangione,a Silvia Carlotto,a Mauro Sambi,a Giovanni Ligorio,b
Melanie Timpel,bc Andrea Vittadini,d Marco Vittorio Nardibc and Maurizio Casarin*ad
Copper complexes of tetraphenylporphyrin (H2TPP) and tetrakis(pentafluorophenyl)porphyrin (H2TPP(F))
deposited as thin films on Au(111) have been studied experimentally and theoretically. Core level emissions
from C 1s, N 1s, F 1s and Cu 2p as well as valence states of CuTPP and CuTPP(F) have been investigated
using surface photoelectron spectroscopy. The interpretation of experimental results has been guided by
theoretical calculations carried out on isolated species in the habit of the density functional theory.
Reference to experimental and theoretical outcomes pertaining to H2TPP and H2TPP(F) allowed a confident
and detailed assignment of the title molecules’ X-ray and ultraviolet photoemission data. With specific
reference to the latter, similar to copper phthalocyanine (CuPc), whose coordinative pocket mirrors the
CuTPP/CuTPP(F) ones, the lowest ionization energy of the title compounds implies electron ejection from
a ring orbital rather than from the Cu 3d-based singly occupied molecular orbital. Moreover, analogous to
CuPc, the ionic contribution appears to play an important role in the Cu–N bonding. Nevertheless, differ-
ences in the number, symmetry, nature and relative position of CuTPP/CuTPP(F) occupied frontier orbitals
compared to CuPc may be stated only by considering in great detail the Cu-ligand covalent interactions.
1. Introduction
‘‘Porphyrins are everywhere, as far as the living world is con-
cerned’’1 and, although trackable in abiotic systems, the central
role played by metalloporphyrins in fundamental biological
processes, such as oxygen transport and storage (haemoglobin
and myoglobin),2 photosynthesis (chlorophyll)4 and electron trans-
port during cellular respiration and photosynthesis (cytochromes),3
justifies the evocative classification ‘‘pigments of life’’.5 In addition,
it is noteworthy that photosensitizers employed in clinical trials and
used in the treatment of cancer are mostly based on porphyrins and
their derivatives.6 The relevance of this class of molecules is not
limited to the biological environment but it extends to important
technological fields such as electronics,7 solar cells8 and sensors,9
thus explaining the continuously growing interdisciplinary interest
for them and the push to develop novel porphyrin-like molecules
whose electronic and optical properties may be tuned through
molecular engineering.10–13
As a part of a systematic investigation of the electronic proper-
ties of materials usually labelled as energy-targeted,14 some of us
have recently investigated the occupied14a,b and empty14c electronic
structure of tetraphenyl and tetrakis(pentafluorophenyl)porphyrin
(H2TPP and H2TPP(F), respectively) by exploiting ultraviolet and
X-ray photoelectron spectroscopies (UPS and XPS, respectively)
and X-ray absorption spectroscopy at the C, N and F K-edges. The
ultimate goal of these investigations14a–c was obtaining a thorough
understanding of the effects induced by the fluorine decoration
of the peripheral phenyl (Ph) groups on the H2TPP electronic
structure. As such, it is noteworthy that the switch of electronic
transport properties from the p- to n-type through the substitution
of hydrogen peripheral atoms with halogen species such as
fluorine is an intriguing opportunity, pushing the research activity
towards the synthesis of organic systems having both electron
acceptor and donor characteristics and smoothing the path for
the creation of a p–n junction fully based on organic materials.
Among porphyrin transition metal complexes, a number of
properties distinguish CuTPP from both the free ligand and
complexes with other metals.15,16 In this contribution, the bonding
scheme of CuTPP and CuTPP(F) has been explored experimentally
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and theoretically by combining the UPS and XPS results pertaining
to CuTPP and CuTPP(F) thin films with relativistic density func-
tional theory (DFT) calculations. More specifically, the valence
band and the 1sC/N/F and 2pCu core levels of the title molecules
have been rationalized by referring to the outcomes of relativistic
DFT numerical experiments17 carried out on the isolated species.
Incidentally, such an approach has been already successfully
applied to investigate the occupied and empty electronic struc-
tures of H2TPP and H2TPP(F) thick films as well as layers of the
free phthalocyanine (H2Pc) and its copper complex (CuPc).
14 Even
though the occupied electronic structure of CuTPP has been
already investigated both experimentally and theoretically,18–26
we decided to revisit it to ensure the comparison between homo-
geneous theoretical results.
2. Experimental and
computational details
CuTPP(F) synthesis
H2TPP(F) and CuCl22H2O were purchased from Aldrich and used
as received. The synthesis of CuTPP(F) was achieved according to a
procedure slightly modified with respect to the one reported in the
literature.27 H2TPP(F) (1 g, 1.03 mmol) was dissolved in ca. 80 mL
of refluxing dimethylformamide (DMF) under stirring. After 2 min
206 mg of CuCl22H2O (1.14 mmol) were added; heating and
stirring were maintained and the reaction progress was spectro-
scopically (UV-Vis) monitored. After 30 min 72 mg of CuCl22H2O
(0.42 mmol) were added and the solution was refluxed for further
4 h. The solution was then maintained at 140 1C for 3 h and then
let to cool at room temperature overnight. The solution was treated
with 100 mL of water in small portions (4–5 mL) under stirring,
obtaining a very subtle microcrystalline red-brown solid which was
filtered, washed with three portions of 150 mL of water and dried
under vacuum. CuTPP(F): Yield 778 mg, 0.75 mmol, 73%. Elem.
anal. calcd for C44H8F20N4Cu: C = 51.01; H = 0.78; N = 5.41. Elem.
anal. calcd for C44H8F20N4Cu(DMF): C = 50.89; H = 1.36; N = 6.31.
Found: C = 51.93; H = 1.71; N = 6.75. Both the elemental analysis
data and the infrared spectrum of the CuTPP(F) sample are
consistent with a DFM contamination (an evident signal is present
at 1649 cmÿ1); nevertheless, it is noteworthy that the intensity of
this spurious signal decreased on prolonged drying under vacuum.
The ultra high vacuum conditions associated with UPS and XPS
measurements ensured the contaminant removal.
UPS and XPS measurements
Photoemission experiments have been performed using our
laboratory facilities. The interconnected preparation (base pres-
sure 1  10ÿ8mbar) and analysis (base pressure 1 10ÿ9mbar)
chambers enabled sample preparation and transfer without
breaking ultrahigh vacuum conditions. The substrate, an Au(111)
single crystal, has been cleaned by repeated Ar+ ion sputtering
and annealing (up to 550 1C) cycles. The absence of surface
contaminations (C, N, F, O, and Cu) has been checked by means
of XPS. CuTPP (purchased from Sigma-Aldrich) and CuTPP(F)
(synthetized and purified in our laboratory, vide supra) have
been deposited in the preparation chamber (during evaporation,
pressure o5  10ÿ8 mbar) via sublimation from a resistively
heated pinhole source onto the Au(111) crystal surface. The
molecular layer mass-thickness has been monitored using a
quartz crystal microbalance. The evaporation rate for both
CuTPP and CuTPP(F) was approximately 0.1 Å sÿ1 (bulk density
assumed to be 1.6 g cmÿ3). The final thickness for both molecular
thin films on Au(111) has been estimated to beB5 nm. After the
film depositions, the samples have been transferred into the
analysis chamber for UPS and XPS analyses.
UPS and XPS spectra have been recorded with the He(I)
resonance line (21.21 eV) and the non-monochromatized Al Ka
radiation (1486.6 eV) as excitation sources. An Omicron EA125
hemispherical electron energy analyser has been used to collect
the spectra (energy resolutions for UPS and XPS measurements,
as determined from the Au Fermi edge and the Au 4f7/2 peak,
were 120 meV and 150 meV, respectively).28 Secondary electron
cut-off spectra to determine the ionization energies (IEs) have
been measured with a sample bias of ÿ10 V to clear the analyser
work function. All measurements have been performed at room
temperature. The analysis of XPS spectra has been carried out by
background subtraction of a Shirley function and Voigt lineshape
deconvolution.29 The typical precision for each component
energy positioning is 0.05 eV. The uncertainty for the full width
at half maximum (FWHM) is less than 5%, while it is about
2.5% for the area evaluation. The absolute atomic contribution
of each single chemical species can be evaluated to be 1 atom.
Computational details
Multilayers of randomly oriented and weakly interacting CuTPP
and CuTPP(F) molecules have been modelled by adopting the
single molecule approach.14 DFT calculations have been carried
out by using the Amsterdam Density Functional (ADF) suite of
programs (version 2014.01).17 Numerical experiments have
been run by assuming an idealized D4h symmetry with phenyl
groups perpendicular to the pristine porphyrin macrocycle (PMC).
Non-relativistic spin-unrestricted calculations with generalized
gradient corrections self-consistently included in the Becke–
Perdew formula30 have been used to optimize the CuTPP and
CuTPP(F) molecular geometries (see Tables S1 and S2 of the
ESI†). Triple-z with one polarization function (TZP) Slater-type
orbitals have been adopted for all the atoms; moreover, the
(1s–2p)Cu, 1sF/N/C cores have been kept frozen throughout the
calculations. The IEs of occupied frontier31 molecular orbitals
(MOs) have been estimated by means of spin-unrestricted Slater
Transition State (STS) calculations.32 At variance with that, the
IEs of 1sC/N/F-based MOs have been estimated by running all-
electron spin-unrestricted scalar relativistic (SR) zeroth-order
regular approximation (ZORA) calculations33 on the non-relativistic
optimized geometries, and looking at the Kohn–Sham eigen-
values pertaining to the ground state (GS) electron configuration
(throughout this paper, the MO numbering will be the one corres-
ponding to the all-electron calculations independent of the adoption
of the frozen core approximation). As far as the Cu 2p1/2/2p3/2 IEs are
concerned, they have been evaluated by means of spin-unrestricted
two-component relativistic ZORA calculations including the
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treatment of spin–orbit effects. DFT-ZORA numerical experiments
have been carried out by adopting an all-electron TZP ZORA basis
set for all the atoms34 and employing the LB94 approximate
functional with the GS electronic configuration.35,36 We are
perfectly aware that this choice implies to neglect core hole
relaxations; nevertheless, it is unavoidable if interested to
compare herein reported theoretical data with those pertaining
to H2TPP, H2TPP(F) and CuPc.
14 Further insights into the bonding
scheme of the title molecules have been gained by making an
extensive use of the Extended TS (ETS) method37 and by consider-
ing, as interacting fragments, the central Cu(II) ion and the TPP2ÿ/
TPP(F)2ÿ moieties. Additional information about the localization
and the bonding/antibonding character of selected MOs over a
broad range of energies has been obtained by referring to the
partial density of states (PDOS), to the DOS and to the overlap
population DOS (also known as crystal orbital overlap population –
COOP).38 Corresponding curves were computed by weighting
one-electron energy levels by their basis orbital percentage and
by applying a 0.25 eV Lorentzian broadening factor. These plots,
based on Mulliken’s prescription for partitioning the overlap
density,39 allow an easy inspection of the atomic composition of
MOs over a broad range of energies. Finally, 3D contour plots
have been obtained to further look into the localization and the
bonding/antibonding character of selected MOs.
3. Results and discussion
Porphyrins are heterocyclic organic molecules constituted of four
pyrrole subunits bonded through four methine bridges (C5/C10/
C15/C20, collectively tagged as Cm in Fig. 1, where the recom-
mended IUPAC numbering system has been adopted)40 at their
carbon atoms in a positions. Despite the fact that the symmetry
assumed for CuTPP and CuTPP(F) complexes (D4h) is higher than
that adopted for H2TPP and H2TPP(F) free ligands in ref. 14a–c
(D2h), many different chemical species are still present: besides
the central Cu(II) ion, (i) four equivalent pyrrolic nitrogen atoms
(N21/N22/N23/N24), (ii) two different sets of eight carbon atoms
occupying the so-called a (C1/C4/C6/C9/C11/C14/C16/C19) and
b (C2/C3/C7/C8/C12/C13/C17/C18) positions with respect to N and
collectively tagged as CPy; (iii) the already mentioned Cm carbon
atoms; (iv) the twenty-four Ph carbon atoms (CPh). As far as
CuTPP(F) is concerned, the fluorinated species includes twenty
fluorine atoms bonded to as many CPh.
Valence band spectra
A better understanding of the forthcoming discussion concern-
ing the CuTPP/CuTPP(F) bonding scheme and the assignment of
its UPS spectra may take advantage of a preliminary qualitative
description of the title molecules’ frontier orbitals.31 Such a
description will be based on symmetry arguments, overlap con-
siderations and the outcomes of recent studies concerning the
electronic structure of the H2TPP
14a,c and H2TPP(F)
14b,c free
ligands as well as of CuPc,14d whose coordinative pocket mirrors
the CuTPP one.41
The square planar arrangement of the central Cu(II) ion both in
CuTPP and CuTPP(F) lifts the five-fold degeneracy of the Cu 3d
atomic orbitals (AOs) to generate four low-lying, completely occu-
pied, MOs of symmetry a1g, b2g, and eg as well as a singly occupied
b1g MO (SOMO). The Cu–N interactions involving the Cu 3d-based
a1g (z
2), b1g (x
2
ÿ y2), and b2g (xy) AOs have a s character, while
those implying the eg (xz, yz) orbitals are p in nature. Besides the s
character and a high localization on the Cu(II) central ion, a Cu–N
antibonding nature may be also foreseen for the b1g SOMO.
14d–f,44
Such a qualitative picture perfectly matches ADF results as demon-
strated by the inspection of Fig. 2 where spin up (m) CuTPP PDOS
and Cu–N COOPs are displayed.
Interestingly, at variance with CuPc,14d the CuTPP highest
occupied MO (HOMO) corresponds to the Cu based SOMO and
exactly the same thing holds for CuTPP(F). The rationalization
of such an outcome is not straightforward because several effects
could in principle affect the relative energy order of frontier
MOs31 when moving from CuPc to CuTPP; namely, the absence
of condensed benzene rings in CuTPP, the presence of different
atoms in the meso positions (Nm in CuPc and Cm in CuTPP), and
the presence of Ph groups bonded to Cm in CuTPP. Moreover,
neither the Cu–N bond distance (quite similar in CuTPP and
CuPc)41 nor a different Cu–N bond order45 may be invoked.
Being strongly convinced that a thorough comprehension of
the CuTPP/CuTPP(F) bonding scheme cannot escape the ratio-
nale of this finding, we firstly attempted to work out this matter
by looking at the Pc2ÿ and TPP2ÿ electronic structure (see Fig. 3)
but preliminary results seemed unable to shed light on it.
As such, the inspection of Fig. 3 clearly indicates that, upon the
Pc2ÿ- TPP2ÿ switching, the NPy based linear combinations of s
(a1g, b1g, and eu in symmetry) and p (eg, a2u, and b2u in symmetry)
pairs behave differently.48 More specifically, the NPy-based s
Fragment MOs (the 17a1g, 28eu and 15b1g FMOs in Pc
2ÿ; the
21a1g, 29eu and 11b1g FMOs in TPP
2ÿ), corresponding to peaks
a, b and c in Fig. 3, are rather uniformly upshifted by 0.7/0.8 eV
when moving from Pc2ÿ to TPP2ÿ. At variance with that, the
upward shift (1.4 eV) undergone by the NPy based a2u p orbital
(4a2u and 10a2u FMOs in Pc
2ÿ and TPP2ÿ, respectively) is signifi-
cantly larger than that (B1 eV) associated with the closely spaced
Fig. 1 Schematic plot of top (left) and side views (right) of CuTPP/
CuTPP(F). The atom numbering corresponds to the one adopted by Nardi
et al. in ref. 14a–c. The yellow sphere corresponds to the Cu(II) ion, while
the purple ones represent the H and F atoms in CuTPP and CuTPP(F),
respectively.
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NPy based b2u and eg FMOs (the 5eg and 3b2u FMOs in Pc
2ÿ; the
3b2u and 11eg FMOs in TPP
2ÿ).49
The keystone to explain not only the different behaviour of
the NPy based s/p pairs in TPP2ÿ/Pc2ÿ fragments but especially
the different HOMO nature in CuTPP and CuPc has been
considering the relative position of frontier MOs/FMOs with
respect to the 2a1u MO (see Fig. 4).
As a matter of fact, both the localization and the nodal
properties (see Fig. S2 of the ESI†)50 of this Pyp3-based level
contribute to minimizing the effects of those factors influencing
the relative energy order of CuPc and CuTPP frontier MOs.52
Now, the exploitation of the ETS method37 combined with a
thorough analysis of the Pc2ÿ/TPP2ÿ FMO composition and
with the use of data reported in Fig. 3 and 4 points out that:
(i) on passing from TPP2ÿ to Pc2ÿ, the presence of Nm atoms
downward shifts all but one (the a2u FMO) frontier FMOs by
0.7/1.0 eV (the contribution of Nm AOs to the 15b1g, 28eu, 4a2u,
5eg, 3b2u and 17a1g Pc
2ÿ FMOs amounts to 0%, 4%, 40%, 4%, 0%,
and 7%, respectively); (ii) the anomalous stabilization of the
Pc2ÿ 4a2u FMO (1.4 eV, see Fig. 4) has ultimately to be traced
back to the massive participation of the Nm 2pz AOs (40%) to
this orbital; (iii) the stabilization energy between scaled b1g
MOs uponmetalation is very similar: (E(15b1g)ÿ E(16b1g) = 0.42 eV;
E(11b1g) ÿ E(12b1g) = 0.44 eV); (iv) the participation of the TPP
2ÿ
10a2u FMO to the CuTPP 12a2u orbital (the highest occupied
CuTPP a2u MO) is huge (84%), while the contribution of the
Pc2ÿ 4a2u FMO to the CuPc 5a2u orbital (the highest occupied
CuPc a2u MO) is much lower (11%). Conversely, the Pc
2ÿ 4a2u
FMO greatly contributes (83%) to the CuPc 4a2u MO (see Fig. S3
of the ESI†), a highly delocalized p orbital, Cu–NPy bonding,
involving the Cu 4pz AO and the in-phase linear combination of
NPy 2pz AOs.
A very similar stabilization energy undergone by Pc2ÿ/TPP2ÿ b1g
FMOs upon metalation, the stabilizing interaction between
outermost a2u FMOs and the Cu 4pz AO (weaker in CuTPP than
Fig. 2 C, N, and Cu PDOS of the valence states of CuTPP (upper panel).
CuTPP COOP between Cu 3d AOs and s/p N-based MOs (lower panel).
Bonding (antibonding) states correspond to positive (negative) peaks in the
COOP plot. Vertical bars correspond to the HOMO energy.
Fig. 3 TPP2ÿ (left panel) and Pc2ÿ (right panel) frontier N PDOS. Vertical
bars represent the HOMO energies. Non-relativistic numerical experiments
pertaining to TPP2ÿ and Pc2ÿ have been carried out by adopting the geo-
metrical parameters optimized for CuTPP andCuPc, respectively (see Tables S1
and S3 of the ESI†).
Fig. 4 Relative energy positions of NPy based linear combinations of
s (a1g, b1g, and eu) and p (eg, a2u, and b2u) Pc
2ÿ and TPP2ÿ frontier FMOs. Only
MOs related to s/p Pc2ÿ and TPP2ÿ frontier FMOs are reported for CuPc and
CuTPP. The zero energy corresponds to the energy of the 2a1u MO in each
species. Non-relativistic numerical experiments pertaining to TPP2ÿ and Pc2ÿ
have been carried out by adopting the geometrical parameters optimized for
CuTPP and CuPc, respectively (see Tables S1 and S3 of the ESI†).
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in CuPc, see Fig. 5) and the upward energy shift induced by the
substitution of Nm with Cm upon the Pc2ÿ- TPP2ÿ switching
concur to modify the number and the symmetry of the topmost
lying occupied MOs when moving from CuPc to CuTPP (see
Fig. 4).
As such, it can be of some relevance to mention that the
relative energy order of the CuTPP topmost occupied MOs (see
Fig. 4) is the same as that obtained by Ellis and Berkovitch-Yellin
for the copper porphine by adopting the spin-polarized discrete-
variational-method within the self-consistent-charge approxi-
mation and using iterated bases.53
Khandelwal and Roebber23,24 in their paper devoted to the
investigation of gas-phase UPS spectra of H2TPP and some MTPP
(M = Mg(II), Mn(II), Fe(II), Ni(II), Cu(II), and Zn(II)) proposed to
assign the closely spaced first and second peak of the CuTPP
He(I) spectrum to the ionization from an a2u MO (6.49 eV) and an
a1u MO (6.66 eV), respectively, without commenting upon the
assignment of the SOMO. The ADF GS results herein reported
point out that the CuTPP 12b1g SOMO, the 12a2u and the
Py
p3-
based 2a1u m orbitals are very close in energy (see the upper panel
of Fig. 2 and 4);54 nevertheless, similar to CuPc,14d the accounting
of the electronic structure relaxation upon ionization through
STS calculations32 partially removed such a quasi-degeneracy.
More specifically, theoretical IEs of the spin m 12b1g, 12a2u and
2a1u MOs amount to 6.95, 6.58 and 6.71 eV, respectively. Before
going on, it has to be emphasized that Ellis and Berkovitch-
Yellin53 carried out a series of STS calculations;32 nevertheless,
they did not mention any differential relaxation of the outermost
. . .(a1u)
2(a2u)
2(b1g)
1 MOs able to modify the GS energy order.
Besides the quantitative agreement with the Khandelwal and
Roebber outcomes,23 theoretical results so far considered provide
information about: (i) the energy position of the CuTPP SOMO
ionization, reasonably hidden under the higher energy side of the
lowest lying feature A centred at 6.3 eV in the CuTPP valence
band UPS spectrum (see Fig. 6, upper panel); (ii) the different
number and symmetry of the topmost CuPc and CuTPP
MOs;14d,23,55 (iii) the close similarity between the H2TPP and
the CuTPP valence band UPS spectra (see Fig. 6).56,57
Besides the lowest lying feature at 6.3 eV, the IE region up to
9 eV of the CuTPP UPS spectrum includes a further rather
intense band (B) centred at 8.5 eV with an evident shoulder S on
its lower IE side (see Fig. 6, upper panel). The assumption that
STS Hamiltonians for MOs with similar spatial character are
comparable58 induces us to propose the assignment of the
shoulder S to the ionization from the 12eg + 3b2u
Py
p2 MOs.
48
Incidentally, the 12egMO corresponds to the antibonding partner
of the Cu–N p interaction (see Fig. 2), while the bonding counter-
part is accounted by the 9eg level. As far as the B feature is
concerned, besides the involvement of two Pyp MOs (the fourth
Py
p2 11a2u and the
Py
p3 10eg orbitals),
59 ionizations from both Php2
(8a2g + 31eu + 11b1g) and
Ph
p3 (11eg + 2b2u + 1a1u) MOs contribute
to its intensity. The last spectral feature of the CuTPP valence
band UPS spectrum herein considered is the weak band C
centred at B9.6 eV. The comparison with experimental and
theoretical data pertaining to CuPc,14d its relative position with
respect to PhpMOs (see Fig. 2) and the STS values evaluated for
the 19b2g (9.42 eV), 9eg (9.67 eV) and 25a1g (9.78 eV) MOs
prompt us to tentatively assign the feature C to the ionization
from the Cu 3d based MOs. The GS participation percentage of
Cu based 3d AOs to the 19b2g, 9eg and 25a1g MOs amounts to 89,
82 and 87%, respectively.
Fig. 5 COOP between the Cu 4pz AO and the TPP
2ÿ (Pc2ÿ) based 8a2u
(4a2u) FMO. Bonding (antibonding) states correspond to positive (negative)
peaks. Vertical bars correspond to the HOMO energies.
Fig. 6 UPS valence band spectra of CuTPP and CuTPP(F) (upper panel)
thin films on Au(111) taken at an excitation photon energy of 21.2 eV.
Valence band spectra of H2TPP
14a and H2TPP(F)
14b (lower panel) have been
also reported for comparison. Neither the spectra of CuTPP/CuTPP(F) nor
those of the free ligands are background subtracted.
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It has been already mentioned that the CuTPP(F) UPS spectrum
is compared in the upper panel of Fig. 6 with that of the CuTPP.
The combined use of symmetry, orbitals and data pertaining
to CuTPP and H2TPP/H2TPP(F) ligands
14a,b appears to be the
Hobson’s choice to get some useful information from the experi-
mental results. Two things deserve to be highlighted before
anything else: (i) likewise H2TPP and H2TPP(F), the features A
and B characterizing the CuTPP(F) UPS spectrum are uniformly
blue-shifted by B1.4 eV upon the CuTPP - CuTPP(F) function-
alization (see Fig. 6, upper panel);14a,b (ii) the CuTPP(F) band B
does not show any shoulder on its lower energy side. ADF out-
comes nicely match the former experimental result and provide a
rationale for the latter.
Similar to CuTPP, the CuTPP(F) topmost occupied frontier m
MOs are the closely spaced 15b1g, 4a1u and 19a2u levels lying at
5.59, 5.89 and 5.92 eV, respectively; moreover, STS calculations32
carried out for each of them provide the following theoretical IEs:
7.79, 7.53 and 7.53 eV, respectively. The assignment of the
CuTPP(F) band A is then the same suggested for the lowest lying
feature of the CuTPP spectrum. More specifically, even though
the GS SOMO and HOMO coincide both in CuTPP and CuTPP(F),
the lowest lying IE involves, in both cases, a PMC-based p MO.
As far as the absence of any shoulder on the lower energy
side of the CuTPP(F) band B is concerned, a few words about
perturbations induced by the Ph fluorine decoration on the
CuTPP Php orbitals are preliminarily needed.
It is known that the blue-shift undergone by Php levels upon
the H2TPP- H2TPP(F) functionalization is somehow counter-
intuitive;14a,b i.e. smaller than that corresponding to PMCp MOs
as a consequence of the interaction between PhpMOs and F AOs
of p symmetry.60 Even though any detailed assignment of B would
simply be a matter of taste, the ADF results suggest that the
CuTPP(F) lower IE side of B should be still generated by the
ionizations from the Pyp2-based MOs (21eg + 5b2u); nevertheless,
they do not generate anymore a detectable shoulder because
they are very close in energy to the 20eg orbital, the lowest lying
Ph
p3-based MO.
Core level spectra
The CuTPP and CuTPP(F) 1sC core level spectra are displayed in
the left panels of Fig. 7. The CuTPP 1sC peak lineshape is very
similar to the H2TPP one
14a and it appears to be dominated by a
single structure centred at 284.6 eV (peak A in the left, upper
panel of Fig. 7); i.e. red-shifted by 1 eV (see Table 1) with respect
to the free ligand. Such an apparently unexpected red-shift61
is not particularly surprising and it can be straightforwardly
explained by considering that, in our previous studies,14a,b both
H2TPP and H2TPP(F) have been deposited as thicker films (30
14a
and 4014b nm, respectively) on an insulating substrate (i.e. SiO2/
Si(100) native oxide),14a,b while CuTPP and CuTPP(F) thin films
(B5 nm) have been grown on a conductive metallic substrate,
namely Au(111). As a whole, thinner thicknesses and different
substrate conductivities allow a better charge compensation
during photoemission experiments and a more efficient substrate-
induced screening effect, both of them concurring to determine
lower 1sC binding energies (BEs) in CuTPP and CuTPP(F).
In agreement with the results herein reported, the 1sC BEs for
MTPP (M = Co, Ni and Cu) films on gold are 284.6, 284.7 and
284.5 eV, respectively,21 while the 1sC BE for H2TPP films on gold
ranges between 284.019 and 285.062 eV. As a final consideration,
similar to the 1sC core level spectrum of H2TPP, the asymmetric
broadening at the base of the CuTPP peak A suggests the
presence of more than one component, especially on the higher
BE side.
The Voigt analysis of the CuTPP 1sC core level spectrum leads
to the introduction of four different fitting components (grey, red,
green and blue in Fig. 7, left, upper panel) to properly fit the
peak A. The full width at half maximum (FWHM), the absolute/
relative energy position and the relative weight of each fitting
component are reported in Table 1. Percentages of the total 1sC
area of CPh, Cb, Ca and Cm components63 are 54.6%, 18.2%,
18.2% and 9.0%, respectively, corresponding to emission
from about 24, 8, 8 and 4 carbon atoms, respectively. The
CPh component (grey component) is by far the most intense of
the four fitting functions and it can be ascribed with confidence
to the emission from the 24 CPh 1s-based MOs. Taking advantage
of H2TPP literature data,
14a as well as of the herein reported
ZORA outcomes (see the right panels of Fig. 7 and Table 1), the
assignment of the CuTPP Cb, Ca and Cm components to the
emission from Cb, Ca and Cm 1s-based MOs is then straightfor-
ward. As such, it is noteworthy that the FWHM of the A feature
(1.1 eV) is quantitatively reproduced by the DE (1.1 eV) between
the lowest (Cb) and the highest (Ca) lying 1sC-based MOs. As far
as the weak and broad feature S on the higher BE side of A is
Fig. 7 Experimental 1sC core level (background subtracted) as a function
of binding energy of CuTPP (left, upper panel) and CuTPP(F) (left, lower
panel) thin films deposited on Au(111). CuTPP (right, upper panel) and
CuTPP(F) (right, lower panel) 1sC SR DFT-ZORA PDOS. The colour code
adopted to identify the different fitting components of the CuTPP(F) 1sC
core level spectrum is the same as that assumed for the CuTPP one.
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concerned, both its energy position (2.8 eV from the main CPh
component, see Table 1) and its FWHM (significantly larger
than that corresponding to CPh, Cb, Ca and Cm fitting functions,
see Table 1) suggest, similar to H2TPP,
14a the association with
a shakeup process of the photoelectrons originated from one
(or more) carbon species,64 whose identification is not forth-
right due to the presence of too many carbon chemical species.
As a whole, CuTPP 1sC core level spectra herein described are
consistent with those reported by Reid et al. in ref. 22;26 never-
theless, the Voigt analysis herein reported combined with spin-
unrestricted SR DFT-ZORA calculations33 allowed us to identify
all carbon chemical species present in the molecule.65
Likewise for CuTPP/H2TPP, the CuTPP(F) 1s
C core level spec-
trum is very similar to the H2TPP(F) one
14b and it consists of a
complex lineshape characterized by the presence of two main
peaks (A and B in the left, lower panel of Fig. 7) centred at 285.4
and 288.2 eV (see Table 2); i.e. once again red-shifted by B1 eV
with respect to the free ligand61 as a consequence of the different
experimental conditions mentioned above. At least four compo-
nents (corresponding FWHM, absolute/relative energy positions
and percentage areas are reported in Table 2) are needed to
properly fit the asymmetric shape of the wider structure A,
while the peak B has been aptly represented by the single CPh
component. The CPh component at 288.2 eV represents the main
peak with 45.4% of the total C 1s emission area. If we estimate
the number of carbon units generating XPS peaks by analysing
the corresponding percentage areas of the C 1s area (see Table 2),
Ca and Cb components are equivalent to 8 atoms each, Cm and
C25 to 4 atoms each and CPh to 20 atoms.
As expected, the comparison of CuTPP(F) 1sC data with the
CuTPP ones (see Fig. 7, Tables 1 and 2) allows us to appreciate the
two most evident effects associated with the CuTPP Ph fluorine
decoration: (i) a significant 1sC BE blue-shift (see the grey compo-
nent in the left, lower panel of Fig. 7); (ii) the splitting of the CuTPP
A peak in the spectral features A and B.Moreover, the H2TPP
14a and
H2TPP(F)
14b literature assignments of the 1sC core level spectra
combined with the herein reported SR DFT-ZORA calculations (see
the right, lower panel of Fig. 7) make the rationalization of the
whole CuTPP(F) 1sC spectrum straightforward. As far as the highest
lying CPh component at 288.2 eV is concerned, it can be assigned
with confidence to the photoemission from fluorine saturated CPh
1s core levels.64 Furthermore, the lower number of non-equivalent
C atoms in the more symmetric CuTPP(F) species (compared to
H2TPP(F)) combined with SR DFT-ZORA outcomes makes the
assignment of the broad peak A clear-cut. In detail, the higher
(lower) BE side of A has to be associated with the photoemission
processes involving the four (eight) C25 (Cb) 1s-based MOs, while
the central part of the band is generated by the ionization from the
eight (four) Ca (Cm) 1s-based MOs. As a whole, the relative position
of different components contributing to the CuTPP(F) 1sC spectrum
is mainly determined by the distance from the fluorinated Ph
groups; i.e. the longer the distance the lower the BE.
Before tackling the CuTPP/CuTPP(F) 1sN core level spectra (see
the left panels of Fig. 8), two further things need to be emphasized:
Table 1 Experimental and theoretical 1sC, 1sN and 2pCu core levels of CuTPP; H2TPP 1s
C and 1sN core levels14a have been also included (in parentheses)
for comparison. The component name and the energy position are given in Fig. 7–10. The percentage corresponds to the fraction of the component area
over the whole core level area. DE is the energy difference between a specific 1sC component and the CPh one. The comparison between experimental
and theoretical results has been favored by reporting, for the latter, the modulus |eV|
a In H2TPP there are two non-equivalent pyrrole rings according to the saturated (4NH)/unsaturated (4N) nature of N atoms. Theoretical BEs of
Ca(4N) and Cb(4N) 1s core levels are 290.5 and 289.4 eV, respectively; those of Ca(4NH) and Cb(4NH) 1s core levels are 291.1 and 289.9 eV,
respectively.
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(i) even though DE values between different components con-
tributing to the peak A of CuTPP(F) are appropriately reproduced
by SR DFT-ZORA calculations, the absolute blue-shift associated
with the fluorination of the CuTPP Ph rings is overestimated by
B1 eV (compare the theoretical energy position of the CPh
component in Tables 1 and 2); (ii) the comparison between the
1sC core level spectra of the free ligands and those of the
corresponding Cu(II) complexes testifies the presence of a
systematic red-shift of B1 eV in the latter.
As a consequence of the CuTPP/CuTPP(F) symmetry, higher
than that of H2TPP/H2TPP(F) ligands, the lineshapes of the 1s
N
peak are very different in the complexes and in the free ligands:
a single peak centred at 398.666 and 399.2 eV in CuTPP and
CuTPP(F), respectively (see Fig. 8, Tables 1 and 2), and two well-
resolved peaks at 398.2/400.1 and 399.0/400.9 eV in H2TPP
14a
and H2TPP(F),
14b respectively (see Tables 1 and 2). BEs of 1sN-
based MOs may be then either blue-shifted (H2TPP- CuTPP:
0.4 eV; H2TPP(F)- CuTPP(F): 0.2 eV) or red-shifted (H2TPP-
CuTPP: 1.5 eV; H2TPP(F)- CuTPP(F): 1.7 eV) upon metalation
according to the nature, iminic (4N) or pyrrolic (4NH), of the
free ligand N atoms.67 The SR DFT-ZORA results are consistent
with a shift toward higher (lower) BEs of iminic (pyrrolic) 1sN-
based MOs when moving from the free ligands to the copper
complexes; nevertheless, it has to be remarked that theoretical
DBEs poorly reproduce the experimental ones. More specifically,
Table 2 Experimental and theoretical 1sC, 1sN, 1sF and 2pCu core levels of CuTPP(F); H2TPP(F) 1s
C, 1sN and 1sF core levels14b have been also reported (in
parentheses) for comparison. The component name and the energy position are given in Fig. 7–10. The percentage corresponds to the fraction of the
component area over the whole core level area. DE is the energy difference between a specific 1sC component and the CPh one. The comparison
between experimental and theoretical results has been favored by reporting, for the latter, the modulus |eV|
a In H2TPP(F) there are two non-equivalent pyrrole rings according to the saturated (4NH)/unsaturated (4N) nature of nitrogen atoms.
Theoretical BEs of Ca(4N) and Cb(4N) 1s core levels are 291.8 and 290.7 eV, respectively; those of Ca(4NH) and Cb(4NH) 1s core levels are
292.3 and 291.1 eV, respectively.
Fig. 8 Experimental 1sN core level spectra (background subtracted) as a
function of binding energy of CuTPP (left, upper panel) and CuTPP(F) (left,
lower panel) thin films deposited on Au(111). CuTPP (right, upper panel)
and CuTPP(F) (right, lower panel) 1sN SR DFT-ZORA PDOS.
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blue-shifts amount to 1.3 eV both in H2TPP - CuTPP and
H2TPP(F)- CuTPP(F); red-shifts amount to 0.5 and 0.4 eV in
H2TPP- CuTPP and H2TPP(F)- CuTPP(F), respectively (see
Tables 1 and 2). On the other hand, it would be unreasonable that
the systematic red-shift ofB1 eV revealed for 1sC core level spectra
(vide supra)68 when moving from the free ligands to the corres-
ponding copper complexes would not affect the 1sN core level
spectra too.
SR DFT-ZORA calculations are clearly unable to account for such
a red-shift and this certainly favours the disagreement between
theory and experiment; nevertheless, if the systematic red-shift
ofB1 eV would be neglected (pseudo CuTPP/CuTPP(F) 1sN BEs
would then lie at B399.6/B400.2 eV), blue-shifts (1.4/1.2 eV)
and red-shifts (0.5/0.7 eV) with respect to the H2TPP/H2TPP(F)
1s4N and 1s4NH BEs would be quantitatively reproduced by SR
DFT-ZORA calculations.65,69
Before moving to the analysis of experimental and theoretical
data pertaining to the lineshape of the 1sF core level spectrum, it is
of some relevance to mention that the overestimation of the effect
of the Ph fluorine decoration on the 1sN BE perfectly mirrors the
one estimated when moving from H2TPP to H2TPP(F).
14a,b,70
The 1sF core level spectrum of CuTPP(F) is displayed in the left
panel of Fig. 9. It consists of a single peak located at 688.5 eV
whose FWHM (1.6 eV) is larger than those of the 1sC/N single
components. A possible explanation of this broadening could
be the slightly different chemical environment generated by the
different spatial orientations of the molecules in the CuTPP(F)
thin film as well as by the different directions of carbon–fluorine
bonds associated with the Ph tilt with respect to the PMC plane in
each CuTPP(F) molecule.
Similar to the experimental results previously described for
CuTPP/CuTPP(F) 1sC core level spectra, the BE of the single peak
characterizing the CuTPP(F) 1sF core level spectrum is affected
by a systematic red-shift of B1 eV with respect to H2TPP(F).
Despite the different positions of fluorine atoms on the phenyl
rings (see Fig. 1 and 9, right panel), the occurrence of a single peak
testifies the presence of a single chemical species. The agreement
between experiment and SR DFT-ZORA calculations would be
remarkable if the systematic red-shift would be neglected.
Spin orbit coupling splits the degenerate Cu 2p core levels into
the doublet 2p1/2 (L2-edge) and 2p3/2 (L3-edge). Accordingly, the
CuTPP 2pCu core level spectrum includes two main peaks (A and
B in Fig. 10) and other minor structures.71
In more detail, similar to CuPc,14d the 2p3/2 component can
be divided into the well-screened peak A at 935.20 eV (Fig. 10, red
component), corresponding to a 2p3d10L final state (characterized
by a 2p core hole and a hole in the ligand band), and two
satellites at 942.1 and 944.8 eV (peaks A0 and A00 in Fig. 10), both
related to a 2p3d9 final state.72 As far as the 2p1/2 peak is
concerned, the B feature lies at 955.2 eV (Fig. 10, red component),
i.e. 20 eV from A as a consequence of the well-known Cu 2p3/2/2p1/2
spin–orbit energy gap.14d–f Moreover, analogous to the 2p3/2 band
envelope, two satellite features (B0 and B00 in Fig. 10) are present on
the higher energy side of B. Incidentally, DE(B0–B) and DE(B00–B) are
similar to DE(A0–A) and DE(A00–A) (see Table 1). The intensity ratio
between the 2p3/2 and 2p1/2 components is 2.0, in agreement with
the theoretical value of 2.0 determined from the multiplicity of the
degenerate 2p1/2 to 2p3/2 electron configurations. In quantitative
agreement with experimental findings, spinors related to the Cu
2p1/2 and 2p3/2 atom-like levels and evaluated by running two-
component spin–orbit relativistic DFT-ZORA calculations lie at
954.66, 954.61, 934.18, 934.10, 933.98, and 933.98 eV.
In much the same way as CuTPP, the spin orbit coupling splits
the degenerate Cu 2p core levels of CuTPP(F) into the doublet
2p1/2 and 2p3/2. The 2p
Cu core level spectrum of CuTPP(F) then
includes two main peaks (A and B in Fig. 10) and other minor
structures. In more detail, similar to CuTPP and CuPc,14d the
2p3/2 component can be divided into the well-screened peak A at
935.70 eV (Fig. 10, red component), blue-shifted by 0.5 eV with
respect to the same peak in CuTPP, corresponding to a 2p3d10L
final state, and two satellites at 942.1 and 945.1 eV. As far as
the 2p1/2 peak is concerned, B lies at 955.8 eV (Fig. 10, red
component), i.e. 20.1 eV from A as a consequence of the well-
known Cu 2p3/2/2p1/2 spin–orbit energy gap.
14d–f Moreover,
analogous to the 2p3/2 band envelope, two satellite features
(B0 and B00 in Fig. 10) are present on the higher energy side of B.
The intensity ratio between the 2p3/2 and 2p1/2 components is
2.0, in agreement with the expected theoretical value. Once again
in quantitative agreement with experimental findings, spinors
related to the Cu 2p1/2 and 2p3/2 atom-like levels and evaluated
by running two-component ZORA spin–orbit relativistic DFT
calculations lie at 955.82, 955.79, 935.35, 935.27, 933.15, and
935.14 eV.
Fig. 9 Experimental 1sF core level spectrum (background subtracted) of a
thin film of CuTPP(F) deposited on Au(111) (left). CuTPP(F) (right) 1sF SR
DFT-ZORA PDOS.
Fig. 10 Experimental 2pCu core level spectra (background subtracted) of
thin films of CuTPP (left) and CuTPP(F) (right) deposited on Au(111).
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4. Conclusions
Occupied core and valence levels of two p-conjugated molecules,
namely the copper complexes of tetraphenyl porphyrin and
tetrakis(pentafluorophenyl)porphyrin, have been thoroughly inves-
tigated by combining UPS, XPS analysis and DFT-ZORA calcula-
tions. According to a well-established procedure, the experimental
results collected from thin films of both molecules have been
discussed and compared with the outcomes of numerical experi-
ments carried out for the isolated species. Several papers have
been devoted in the past to the investigation of the occupied
electronic structure of CuTPP; nevertheless, none of them pro-
vided reliable information about the nature, the localization, the
numbers and the IEs of occupied frontier orbitals. The combined
use of the Slater TS approximation32 and of the extended TS
approach37 allowed us to propose a detailed assignment of experi-
mental data and to look into the perturbations induced into the
CuTPP electronic structure by the fluorine decoration of Ph
peripheral groups. Similar to CuPc, the combined use of photo-
emission spectroscopies and DFT-ZORA results ultimately testi-
fies the relevant role played by the ionic contribution in the
bonding between the Cu(II) and the nitrogen atoms of the PMC
coordinative pocket. Nevertheless, the different number, symme-
try, nature and relative position of occupied frontier orbitals
upon the CuPc- CuTPP/CuTPP(F) switching can be rationalized
only by considering in great detail the Cu-ligand covalent inter-
actions. Similar to H2TPP - H2TPP(F), the blue-shift accom-
panying the outermost IEs upon CuTPP- CuTPP(F) swapping is
not uniform. In particular, those apparently less affected are the
Ph
pMOs as a consequence of two opposite effects: (i) the electron
withdrawing properties of fluorine and (ii) the extensive mixing
between fluorine decorated PhC(F) and F p orbitals.
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50 The 2a1u MO corresponds, both in the TPP
2ÿ/Pc2ÿ fragments
and in the CuTPP/CuPc complexes, to a p orbital highly
localized on the PMC (see Fig. S2 of the ESI†) and character-
ized by four nodal planes51 passing through Npy (sv) and X
m
(sd), X = C in TPP
2ÿ/CuTPP and X = N in Pc2ÿ/CuPc. Such an
orbital is directly related to the H2Pc 4au HOMO
14d and to the
H2TPP 10au second HOMO;
14a,52 moreover, it corresponds to
the CuPc HOMO.14d
51 B. E. Douglas and C. A. Hollingsworth, Symmetry in Bonding
and Spectra, Academic Press, New York, 1985.
52 The H2Pc 4au and H2TPP 10au MOs are quasi degenerate
and their eigenvalues lie at ÿ5.07 and ÿ5.08 eV, respec-
tively. Similar considerations hold for the 2a1u FMO in Pc
2ÿ
and TPP2ÿ, which lie at 0.97 and 1.17 eV, respectively. The
2a1u MO in CuPc and CuTPP lies at ÿ5.01 and ÿ4.98 eV,
respectively.
53 D. E. Ellis and Z. Berkovitch-Yellin, J. Chem. Phys., 1981,
74, 2427.
54 GS energy eigenvalues of the 12b1g, 12a2u and 2a1u m MOs
are 4.65, 4.85 and 4.98 eV, respectively.
55 J. Berkowitz, J. Chem. Phys., 1979, 70, 2819.
56 D2h H2TPP and H2TPP(F) topmost lying occupied MOs are
13b1u/10au and 22b1u/19au, respectively.
14b D2h b1u and au
irreducible representations correlate with the D4h a2u and
a1u ones, respectively.
51
57 The energy shifts between the spectra herein reported (lower
panel of Fig. 6) and those of ref. 14a and b are a consequence
of the different work functions (taken into account to evaluate
corresponding ionization energies – IEs) associated with
different films. The energy shift of 0.7 eV between the red
and black curves displayed in the lower panel of the Fig. 6 has
been ascribed in ref. 14b to ‘‘the presence of dipoles at the
H2TPP(F)/SiO2 interface’’. Similarly, the DIE of 1.4 eV between
the CuTPP and CuTPP(F) HOMOs (Fig. 6 upper panel) has to
be attributed to the different chemical nature of the two Cu(II)
complexes. As such, if we would consider that the calculated
HOMO IEs are 6.58 and 7.53 eV for CuTPP and CuTPP(F),
respectively, it would sound reasonable to predict a B0.4 eV
shift due to the presence of dipoles at the CuTPP(F)/Au(111)
interface.
58 W. C. Trogler, D. E. Ellis and J. Berkowitz, J. Am. Chem. Soc.,
1979, 101, 5896.
59 The GS energy eigenvalue of the fourth Pyp3-based 8b1u MO
is ÿ7.66 eV.
60 The actual energy position of Php MOs in H2TPP(F) is deter-
mined by two opposite effects: (i) the electron withdrawing
properties of fluorine and (ii) the extensive mixing between
fluorine decorated PhC (PhC(F)) and F p orbitals. With specific
reference to the latter effect, bonding and antibonding com-
binations, both of them completely occupied, are generated;
the former are mainly localized on the F atoms while the
latter are strongly concentrated on PhC(F).14b
61 Despite the fact that the comparison of H2Pc and CuPc 1s
C
core level spectra (see Fig. 9 of ref. 14d) clearly testifies that
both relative intensities and relative binding energies are
very similar (a consequence of the great likeness of H2Pc
and CuPc carbon chemical structures), a tiny blue-shift of
B0.1 eV characterizes every CuPc feature of the 1sC core
level spectrum.
62 M. Chen, X. Feng, L. Zhang, H. Ju, Q. Xu, J. Zhu, J. M.
Gottfried, K. Ibrahim, H. Qian and J. Wang, J. Phys. Chem. C,
2010, 114, 9908.
63 Due to the close similarity between CuTPP/CuTPP(F) and
H2TPP/H2TPP(F) 1s
C peak lineshapes, the fitting compo-
nents of the former spectra have been labelled according to
the final assignment of the latter ones.
64 J. C. Goll, K. T. Moore, A. Ghosh and M. J. Therien, J. Am.
Chem. Soc., 1996, 118, 8344.
65 Analogous to the previously published results pertaining to
H2TPP,
14a H2TPP(F),
14b H2Pc
14d and CuPc,14d the LB94 func-
tional provides absolute IEs of the 1sC- and 1sN-based MOs
B5 eV higher than experimental values.
66 The CuTPP 1sN BE (398.6 eV) agrees with literature values
(398.2,19 398.3,22 398.825 and 398.918 eV); moreover, it coin-
cides with the value reported by Scudiero et al.21
67 Upon switching from H2Pc to CuPc the blue- and red-shifts
undergone by 4N and4NH 1sN BEs are quite similar and
they amount to 0.8 and 1.0 eV,14d respectively.
68 It can be useful to anticipate that the systematic red-shift
revealed for the 1sC BEs upon H2TPP/H2TPP(F) - CuTPP/
CuTPP(F) switching involves the 1sF BEs too.
69 The absolute agreement between theory and experiment
reported by Diller et al.25 is certainly better than ours. Besides
the different theoretical approach they adopted to evaluate
1sN BEs (‘‘ionization energies were obtained by subtracting
the calculated total energies of the core hole state from that
of the ground state’’),25 it has to be remarked that their XPS
data pertaining to H2TPP and CuTPP have been collected
for films grown on the same conductive substrate. The main
difference between their DSCF approximation and the
approach herein adopted concerns the CuTPP 1sN BE:
402.925 vs. 403.9 eV.
70 Experimental (theoretical) 1sN DBE between CuTPP(F) and
CuTPP is 0.6 (1.3) eV. Experimental (theoretical) 1sN DBEs
between H2TPP(F) and H2TPP are 0.8 (1.3) eV for 4N and
0.8 (1.2) eV for 4NH (see Tables 1 and 2).
71 The CuTPP and CuTPP(F) 2pCu core level spectra displayed in
Fig. 10 are affected by a high experimental data scattering and
a bad signal-to-noise ratio as a consequence of the small
amount of Cu atoms in the analysed molecules. Searching for
the best fit (i.e. looking for the minimum w square values) of
peaks B00 and B0 is rather speculative and applying minimum
w square values for such highly scattered data would simply
be a matter of taste. On this basis, we preferred to keep
constant the intensity ratio between the different compo-
nents related to 2p1/2 and 2p3/2 (for main components and
satellite regions) in agreement with the theoretical expec-
tations. This means that the A 0/B 0 and A00/B00 ratios have
been kept constant according to the theoretical 2p1/2/2p3/2
emission.
72 L. Wang, S. Chen, D. Qi, X. Gao and A. T. S. Wee, Surf. Sci.,
2007, 601, 4212.
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Electronic structure of CuTPP and CuTPP(F)
complexes: a combined experimental and
theoretical study II†
Giulia Mangione,a Mauro Sambi,a Silvia Carlotto,a Andrea Vittadini,b
Giovanni Ligorio,c Melanie Timpel,cd Luca Pasquali,efg Angelo Giglia,fh
Marco Vittorio Nardicd and Maurizio Casarin*ab
The unoccupied electronic structure of thick films of tetraphenylporphyrin and tetrakis(pentafluorophenyl)-
porphyrin Cu(II) complexes (hereafter, CuTPP and CuTPP(F)) deposited on Au(111) has been studied by
combining the outcomes of near-edge X-ray absorption fine structure (NEXAFS) spectroscopy with those of
spin-unrestricted time-dependent density functional (TD-DFT) calculations carried out either within the scalar
relativistic zeroth order regular approximation (ZORA) framework (C, N and F K-edges) or by using the Tamm–
Dancoff approximation coupled to ZORA and including spin–orbit effects (Cu L2,3-edges). Similarly to the model-
ling of NEXAFS outcomes pertaining to other Cu(II) complexes, the agreement between theory and experiment
is more than satisfactory, thus confirming the open-shell TD-DFT to be a useful tool to look into NEXAFS results
pertinent to Cu(II) compounds. The combined effect of metalation and phenyl (Ph) fluorine decoration is found
to favour an extensive mixing between Phs* and pristine porphyrin macrocyle (pmc) pmcp* virtual levels. The
lowest lying excitation in the C and N K-edge spectra of both CuTPP and CuTPP(F) is associated with a ligand-
to-metal-charge-transfer transition, unambiguously revealed in the CuTPPN K-edge spectral pattern. Moreover,
the comparison with literature data pertaining to the modelling of the Cu(II)L2,3 features in the phthalocyanine–
Cu(II) (CuPc) complex provided further insights into how metal-to-ligand-charge-transfer transitions associated
with excitations from 2pCu(II) AOs to low-lying, ligand-based p* MOs may contribute to the Cu(II) L2,3-edge inten-
sity and thus weaken its believed relationship with the Cu(II)–ligand symmetry-restricted covalency. Despite the
coordinative pocket of CuTPP/CuTPP(F) mirroring CuPc, the ligand-field strength exerted by the phthalocyanine
ligand on the Cu(II) centre is experimentally found and theoretically confirmed to be slightly stronger than that
experienced by Cu in CuTPP and CuTPP(F). On the whole, the obtained results complement those published in
the near past by the same group on the occupied and empty states of the H2TPP and H2TPP(F) free ligands as
well as on the occupied states of both CuTPP and CuTPP(F), thus providing the final piece to get a thorough
description of electronic perturbations associated with the metalation and the Ph halogen decoration of H2TPP.
1. Introduction
p-Conjugated organic molecules are well-known semiconducting
materials, extensively used for thin film electronic and optoelectronic
devices by exploiting their p-type carrier transport. Among them,
porphyrins and their derivatives have been the subject of several
investigations devoted to the study of their electronic and optical
properties, which can be additionally tuned and enhanced through
molecular engineering.1–4 In fact, their pliable aromatic structure
makes this class of molecules attractive for use in electronics,5
aDipartimento di Scienze Chimiche, Universita` degli Studi di Padova, via F. Marzolo 1, 35131 Padova, Italy. E-mail: maurizio.casarin@unipd.it
b Istituto di Chimica della Materia Condensata e di Tecnologie per l’Energia – ICMATE, via F. Marzolo 1, 35131 Padova, Italy
c Institute for Physics, Supramolecular Systems Division ‘‘SMS’’ Humboldt Universita¨t zu Berlin, Brook-Taylor-Straße 6, 12489 Berlin, Germany
d Istituto dei Materiali per l’Elettronica ed il Magnetismo, IMEM-CNR, Sezione di Trento, via alla Cascata 56/C, Povo, 38100 Trento, Italy
eDipartimento di Ingegneria ‘‘E. Ferrari’’, Universita` degli Studi di Modena e Reggio Emilia, via Vignolese 905, 41125 Modena, Italy
f Istituto Officina dei Materiali, IOM-CNR, Area Science Park, SS. 14 Km 163.5, 34149 Basovizza, Trieste, Italy
gDepartment of Physics, University of Johannesburg, PO Box 524, Auckland Park 2006, South Africa
h Istituto di Struttura della Materia, ISM-CNR, Area Science Park, SS. 14 Km 163.5, 34149 Basovizza, Trieste, Italy
† Electronic supplementary information (ESI) available: Energy-ordered linear combinations of heavy atom 1s AOs; GXS representation products corresponding to
electric dipole allowed transitions in D4h symmetry; excitation energies and oscillator strengths f of the C and N (C, N and F) 1s excitation spectra of CuTPP (CuTPP(F))
from spin-unrestricted SR-ZORA TD-DFT calculations; and a 3D plot of the 25eg MO. See DOI: 10.1039/c6cp03956a
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solar cells,6 biomedicine,7 and sensing,8 thus actually pushing
towards the realization of a promising new generation of solid
state devices. A great deal of theoretical and experimental studies
have been so far performed on free base porphyrins9–13 as well as
on molecules characterized by the presence of a metal centre,14–18
also in the case of the in vacuo synthesis of metal-porphyrins with
the generation of exotic complexes useful for applications in
electronics and optoelectronics.19,20 Moreover, the modification
of the electronic transport properties from p- to n-type through
the substitution of hydrogen-terminated species with halogen
species such as fluorine11b,c,18c is an intriguing opportunity,
impelling research activity towards the synthesis of organic
systems showing both electron acceptor and donor characteristics
and smoothening the path for the creation of a p–n junction fully
based on organic materials. In this regard, it is noteworthy that
modified p-conjugatedmolecules, such as porphyrins,21–27 phthalo-
cyanines and pentacenes,28 have been studied for application in a
new class of dye-sensitized photovoltaic cells,29 sensing devices
with improved sensitivity and selectivity,30,31 and high efficiency
photosensitizers to be used in photodynamic therapy.32,33 Overall,
it is thus evident that a comprehension, as intimate as possible, of
perturbations induced in the electronic structure of free base
porphyrins by metalation and halogen decoration is mandatory
and, to this end, the results of an experimental and theoretical
study devoted to the investigation of the unoccupied electronic
structure of thick films of tetraphenylporphyrin and tetrakis(penta-
fluorophenyl)porphyrin–Cu(II) complexes (hereafter, CuTPP and
CuTPP(F), respectively) are presented and discussed herein. By
the way, this study complements the experimental and theoretical
outcomes recently published by some of us about the occupied
electronic structure (1sC/N/F and 2pCu core levels and valence band
states) of CuTPP and CuTPP(F) thin layers.18c
Molecular thick films of title molecules grown on Au(111) have
been probed by using near-edge X-ray absorption fine structure
(NEXAFS)34,35 spectroscopy to elucidate the nature, the localization
and the relative energy positions of their low lying unoccupied
molecular orbitals (MOs). In fact, the sensitivity of K- and L-edge
spectra36 to both the electronic structure and the local surround-
ings of the absorbing species makes NEXAFS spectroscopy solidly
accepted as a site-sensitive probe of empty states. Moreover,
agreeing with a well-established procedure,11,18c,37 NEXAFS spectra
collected from deposits of randomly oriented and weakly interact-
ing molecules at the C, N, and F K-edges as well as at the Cu L2,3-
edges36 have been rationalized by referring to the results of time
dependent density functional (TD-DFT) calculations carried out
on isolated molecules and by adopting the Amsterdam Density
Functional (ADF) suite of programs (version 2014.01).38
2. Experimental and
computational details
Experimental details
A thorough description of CuTPP(F) synthesis has been reported
elsewhere.18c CuTPP and CuTPP(F) thick films have been grown
onto an Au(111) single crystal surface, previously cleaned by
repeated Ar+ ion sputtering and annealing cycles (up to 550 1C).
The absence of surface contamination (C, N, F, O, Cu) has been
checked by means of X-ray photoelectron spectroscopy (XPS).
CuTPP (purchased from Sigma-Aldrich) and CuTPP(F) (synthesized
and purified in our laboratory)18c have been deposited in the pre-
paration chamber (during evaporation, pressureo5 10ÿ8mbar)
via sublimation from a resistively heated pinhole source onto the
Au(111) single crystal surface. The molecular layer mass-thickness
has been monitored by a quartz crystal microbalance. The
evaporation rate of both CuTPP and CuTPP(F) was approxi-
mately 0.1 Å sÿ1 (bulk density assumed to be 1.6 g cmÿ3). The
final thickness of both molecular films on Au(111) has been
estimated to be B50 nm; i.e., thick enough to exclude any
contribution from the Au substrate in the photoelectron spectra,
contemporarily avoiding charging effects in the films. After the
film deposition, the samples have been transferred into the
analysis chamber for NEXAFS analyses. NEXAFS spectra have
been recorded at the BEAR end station of the ELETTRA synchro-
tron facility in Trieste (Italy).39 The spectra have been collected in
total electron yield (TEY) mode (i.e., drain current mode) at the
C, N, and F K-edges as well as at the Cu L2,3-edges,
36 and
normalized to the incident photon flux and to the clean sub-
strate signal. Spectral energies have been calibrated by referring
to the 4f7/2 Au core level, which has been obtained from an
Au(100) sputtered sample. The synchrotron beam was ellipti-
cally polarized with the dominating components lying in the
horizontal (H) plane, and the corresponding ellipticity, defined
as e ¼ EV
! 2

EH
! 2, equal to 0.1 (V/H stands for the vertical/
horizontal plane and e = 1(0) for circularly (linearly) polarized
light). Throughout the measurements, the incident angle of light
with respect to the sample surface plane has been kept fixed at
54.71. To correctly process the acquired data, each absorption
spectrum has been first normalized to the drain current, which
has been measured on an optical element (refocusing mirror)
placed along the beam-line, and then normalized to the absorp-
tion spectrum attained under the same experimental conditions
and energy range, on an Au(100) sputtered sample. The energy
scale of each single spectrum has been re-calibrated taking into
account the energy fluctuations of characteristic absorption
features measured on the refocusing mirror.
Computational details
Multilayers of CuTPP and CuTPP(F) molecules randomly oriented
and weakly interacting have been modelled by adopting the
single molecule approach.11,18c,37 Numerical experiments, carried
out by using the ADF code,38 have been run by assuming an
idealized D4h symmetry with phenyl groups perpendicular to the
pristine porphyrin macrocycle (pmc) and by employing the
structural parameters optimized in ref. 18c.40 NEXAFS spectra
at the C, N, and F K-edges in terms of their oscillator strength ( f )
distributions have been simulated by running spin-unrestricted
scalar relativistic (SR) zeroth-order regular approximation (ZORA)
TD-DFT calculations41 suitably tailored to treat core electron
excitations.42 All-electron quadruple-z plus four polarization func-
tion (QZ4P) basis sets have been adopted for all the atoms.43
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Moreover, QZ4P ZORA basis sets of symmetry-related atoms
involved in the excitation processes have been extended with
two further shells of diffuse functions by following the even
tempered criterion. In fact, it is well known41d,42 that this kind
of function is needed to properly describe transitions toward
high energy virtual orbitals and Rydberg states. The adiabatic
local density approximation44 has been employed to approximate
the exchange correlation (XC) kernel, while the LB94 functional45
has been used to approximate the XC potential in the self-
consistent field calculations. Scaled ZORA orbital energies46 instead
of the ZORA orbital energies in the TD-DFT equations have been
employed to improve deep core excitation energies (EEs). As far as
the modelling of NEXAFS spectra at the Cu L2,3-edges is concerned,
TD-DFT ZORA calculations including spin–orbit (SO) effects, within
the Tamm–Dancoff approximation (TDA),47 have been run by
adopting a QZ4P ZORA basis set for all the atoms.43 Although the
energy difference between the Cu 2p3/2 and 2p1/2 spinors should be
large enough (ca. 20 eV) to avoid any coupling with each other in
transitions starting from them,18a,b,37 the whole Cu 2p3/2/2p1/2 set
was considered as the initial state.
Before moving to the next section, a few words about the
evaluation of CuTPP/CuTPP(F) EEs are needed. Wang and
Ziegler48 have shown that spin-unrestricted TD-DFT calculations
are able to provide a quite accurate estimate of EEs even in the
case of open shell molecules.49 CuTPP and CuTPP(F) ground
states (GSs) are both characterized by the presence of a single
hole in a Cu 3d-based orbital (the x2 ÿ y2 one in the adopted
framework), thus resulting in a doublet state. Core electron
excitations imply either transition to this singly occupied MO
(SOMO)50 or transitions to completely unoccupied MOs. In the
former case, both GS and excited states correspond to doublet
states, if spin contamination is neglected, while two doublet
states and one quartet state may be generated in the latter.
Doublet - quartet excitations, implying spin–flip or double
excitation processes, will be ignored herein and, similarly to
our study on the occupied and unoccupied electronic structures
of the phthalocyanine–Cu(II) complex (hereafter, CuPc),37 C,
N and F K-edge NEXAFS spectra will be assigned by limiting our
attention to doublet- doublet excitations.
To favour the understanding of theoretical outcomes, title
molecule eigenvalues have been graphically represented as
density of states (DOS) by applying a 0.25 eV Lorentzian broaden-
ing factor. These plots, based on the Mulliken’s prescription for
partitioning the overlap density,51 allow an easy inspection of the
atomic composition of MOs over a broad range of energies.
Partial density of states (PDOS) is:
PDOS
n
n‘ðeÞ ¼
X
p
g
p
f nn‘;p
eÿ ep
ÿ 2
þ g2
(1)
while
DOSðeÞ ¼
X
n;n;‘
PDOSnn‘ðeÞ ¼
X
p
g
p
gp
eÿ ep
ÿ 2
þ g2
(2)
where g is the Lorentzian broadening factor and fnnl,p is the
Mulliken’s population contribution from atom n, state (nl) to
the pth MO of energy ep and degeneracy gp. We are perfectly
aware that the Mulliken’s prescription for partitioning the over-
lap density, even though uniquely defined, is rather arbitrary;
nevertheless, it yields at least a qualitative idea of the electron
localization. Finally, 3D contour plots have been obtained to get
information about the localization and the bonding/antibonding
character of selected MOs.
3. Results and discussion
Porphyrins are heterocyclic organic molecules constituted by
four pyrrole subunits bonded through four methine bridges
(C5/C10/C15/C20, collectively tagged as Cm in Fig. 1, where the
recommended IUPAC numbering system has been adopted)52
at their carbon atoms in the a-positions.
Despite the symmetry of CuTPP and CuTPP(F) complexes
(D4h) being higher than that of the H2TPP and H2TPP(F) free
ligands (D2h), many corresponding sets of atoms in metalated
and pristine molecules may still be recognized: besides the
central Cu(II) ion, (i) four equivalent pyrrolic nitrogen atoms
(N21/N22/N23/N24), (ii) two different sets of carbon atoms occu-
pying the so-called a (C1/C4/C6/C9/C11/C14/C16/C19) and b (C2/C3/
C7/C8/C12/C13/C17/C18) positions with respect to N and collec-
tively tagged as CPy; (iii) the already mentioned Cm carbon atoms;
and (iv) twenty-four Ph carbon atoms (CPh). Moreover, CuTPP(F)
includes twenty fluorine atoms bonded to as many CPh.
It is well known that the ligand (L) donor atom K-edge
NEXAFS spectra of transition metal (M) complexes with partly
filled nd atomic orbitals (AOs) are usually characterized by quite
intense pre-edge features53 generated by the electric dipole allowed
1s- mp transitions whose intensity quantifies the amount of
the L donor atommp character in the unoccupied valence MOs.
NEXAFS spectroscopy at the K-edge of L donor atoms thus pro-
vides a direct probe of the M–L symmetry restricted covalency.54–56
This may be eventually complemented with the M L2,3-edge
NEXAFS outcomes associated with the electric dipole allowed
2p - nd transitions, which provide further information
about the M nd participation in the unoccupied orbitals in
Fig. 1 Schematic plot of top and side views of CuTPP and CuTPP(F). The
atom numbering corresponds to the one recommended by the IUPAC52 and
adopted by Nardi et al. in ref. 11, 18c and 37. In the selected framework, the
pmc is coincidentwith the sh plane. Yellow and purple spheres correspond to
Cu and H/F atoms in CuTPP and CuTPP(F), respectively.
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the ligand-field manifold.58 Despite ML2,3-edge XAS spectra of M
complexes containing a huge amount of chemical information,
one has to be well aware that a stiff theoretical analysis is needed
to extract it. In fact, besides ligand-field and M–L covalency effects,
the SO coupling between the possibly many final-state multiplets
has to be considered.59–62 As such, Cu(II) complexes correspond to
the simplest possible case because, in a simplified one-electron
picture, electric dipole allowed 2pCu(II) - 3dCu(II) transitions
generate a 2p53d10 configuration, which has only two term
symbols, and the corresponding spectral splitting is dominated
by the 2p SO coupling contribution and the overall energetics
and intensities are strongly influenced by ligand-field and
covalency, respectively.62d In more detail, the intensity of the
2pCu(II) - 3dCu(II) peak provides an estimate of the 3dCu(II) AO
participation (the higher the intensity, the lower the L contribu-
tion and, accordingly, the M–L covalent character) to the single
Cu(II)-based unoccupied spin orbital.50,58 Even more specifically,
taking the square planar [CuCl4]
2ÿ molecular ion as a reference,
Solomon and co-workers58,63 proposed the use of the normalized
intensities and relative positions of the Cu(II) L2,3 features in
different Cu(II) complexes as a gauge of the degree of Cu(II)–L
covalency and of the ligand-field strength, respectively.64
Now, besides the general interest in as detailed a description
as possible of the Cu–N interaction in title molecules,18c a
further aim of the present contribution is to look for eventual
differences distinguishing the Cu–N bonding in CuTPP/
CuTPP(F) and CuPc, all of them sharing the same coordinative
pocket.65 To this end CuTPP/CuTPP(F) NEXAFS spectra at the
C/N/FK-edges and at the CuL2,3-edges and their TD-DFT simula-
tions in terms of f distributions will be exploited. Nevertheless,
before tackling the assignment of CuTPP/CuTPP(F) NEXAFS
spectra, a series of preliminary considerations about (i) the
symmetry properties of linear combinations of 1sC/N/F AOs
(possible initial spin orbitals – isos – of K-edge NEXAFS transi-
tions), (ii) the nature, the localization and the relative positions
of CuTPP/CuTPP(F) unoccupied frontier68 orbitals (possible final
spin orbitals – fsos – in X-ray absorption processes), and (iii) the
selection rules governing CuTPP/CuTPP(F) NEXAFS transitions,
may be useful to easily follow the forthcoming discussion.
Among CuTPP and CuTPP(F) heavy atoms (C, N, F and Cu), the
pmc ones lie in the sh plane, while C
Ph and F species may be
either parallel (J) or perpendicular (>) to sh. According to that,
C25, C45, F65 and symmetry related atoms (see Fig. 1) are collec-
tively tagged CPhJ and FJ, while C
29, C37, F49, F57 and symmetry
related atoms are labelled CPh> and F>. Linear combinations of C,
N and F 1s AOs span the following irreducible representations
(IRs) of the D4h symmetry point group:
69,70 a1g + b1g + eu (N); a1g +
b2g + eu (C
m, CPhJ , FJ); a1g + a2g + b1g + b2g + 2eu (C
Py); a1g + b2g + eg +
a2u + b1u + eu (C
Ph
> and F>). As far as CuTPP and CuTPP(F)
unoccupied spin orbitals are concerned, valuable information
about them may be gained by looking at the C, N, F and Cu
PDOSs of title molecules displayed in Fig. 2 where the lowest lying
peaks associated with the empty levels are alphabetically labelled.
Similarly to the H2TPP and H2TPP(F) free ligands,
11a–c the L
peak in Fig. 2 is generated by 2p AOs of pmc atoms, while major
contributions to the higher lying features M and N come from
CPh (CuTPP) and CPh/F (CuTPP(F)) 2p AOs (M) and H 1s AOs (N).
More specifically, only the pmc based p>* 13eg (22eg) MO (see
Fig. 3) contribute to L in CuTPP (CuTPP(F)),71–73 while at least
nine (thirteen) MOs participate in the generation of M in
CuTPP (CuTPP(F)).74 Furthermore, among the MOs generating
M, only one p>* orbital, the 9b1u and the 16b1u MO in CuTPP in
CuTPP(F), respectively, is present (see Fig. 3).
The square planar arrangement of the Cu(II) ion in both
CuTPP and CuTPP(F) lifts the five-fold degeneracy of the Cu 3d
AOs to generate four low-lying, completely occupied, MOs of
symmetry a1g, b2g, and eg as well as the b1g SOMO. The Cu–N
Fig. 2 CuTPP and CuTPP(F) PDOSs. Vertical bars represent the highest
occupied MO (HOMO, full line)50 and the lowest unoccupied MO (LUMO,
dotted line) energies. Positive (negative) values refer to the spin k (m) PDOS.
Fig. 3 (left) 3D plots of one partner of the CuTPP pmc based p>* 13eg (m)
MO; (right) 3D plots of the CuTPP pmc based p>* 9b1u (m) MO. Displayed
isosurfaces correspond to0.02 e1/2 Åÿ3/2 values. The correspondingMOs in
CuTPP(F) (22eg and 16b1u) are indistinguishable from those depicted herein.
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interactions involving the Cu 3d-based a1g (z
2), b1g (x
2
ÿ y2),
and b2g (xy) AOs have a s character, while those implying the
eg (xz, yz) AOs are of p nature. Besides the s character and a
high localization on the Cu(II) central ion, a Cu–N antibonding
nature may also be foreseen for the b1g SOMO.
37,49,50 According
to that, CuTPP and CuTPP(F) GSs will transform into the b1g IR,
and the allowed electric dipole transitions will then imply70
GGS# Gm# GXS * a1g (3)
where GGS, Gm and GXS correspond to the IRs of the GS (b1g), the
dipole moment operator (a2u + eu) and the electronic excited
states (Giso# b1g# Gfso), respectively. Eqn (3) may then evolve to
b1g# a2u# Giso# b1g# Gfso = a2u# Giso# Gfso * a1g
(4a)
b1g# eu# Giso# b1g# Gfso = eu# Giso# Gfso * a1g
(4b)
thus pointing out that, within the approximation, which
reduces the complete one-electron excited configuration space
(1h–1p space) to the subspace where only the core electrons are
excited, the allowed electric dipole transitions imply
Giso# Gfso = a2u (5a)
Giso# Gfso = eu (5b)
It has been already stressed that, besides the Cu(II) based b1g
SOMO,50 low-lying p* MOs include the pmc-based p>* eg and
b1u orbitals
71,74 as well as the linear combinations of the
Ph-based e2u pJ* levels, transforming into a2g, b1g, eg, a1u, b2u,
and eu IRs in D4h.
74 The site-sensitive nature of NEXAFS
spectroscopy combined with eqn (5) and the results reported
in Table S1 of the ESI,† allows us to foresee transitions, which
should have significant f values (see Tables S2a and b of the
ESI†), as well as their symmetry.75
Similarly to the H2TPP and H2TPP(F) free ligands,
11c CuTPP and
CuTPP(F) C-based 1s- p* excitations may be split into two sets,
the former including transitions of a2u symmetry (hereafter, P>),
the latter including eu transitions (hereafter, PJ). P> can be
further split into two subsets, the former including transitions
from Cpmc 1s-based isos (see Table S1, ESI;† hereafter, pmcP>),
the latter encompassing transitions from CPh 1s-based isos
(hereafter, PhP>). Incidentally,
pmc
P> transitions are comple-
tely localized on the pmc and have been used in ref. 11c as an
internal gauge of the fluorination effects on the H2TPP electronic
structure upon the H2TPP-H2TPP(F) switching. The forthcoming
assignment of the CuTPP and CuTPP(F) C, N and F K-edge spectral
features will then be pursued by adopting the following strategy:
starting from data pertinent to the free ligands and looking, with
the help of spin-unrestricted SR-ZORA TD-DFT outcomes, at the
eventual differences associated with the metalation and the con-
comitant increase in symmetry.
C K-edge spectra
The extended C K-edge NEXAFS spectra of CuTPP and CuTPP(F)
are displayed in Fig. 4,76 while their fitted [i] regions are
reported in Fig. 5 (EE positions of fitting components are
reported in Table 1).
Likewise H2TPP
11c and trans-H2TPP(NH2)2,
78 the CuTPP EE
region up to 290 eV is characterized by the presence of four main
features (labelled with capital bold letters both in Fig. 4 and 5),
which cover an energy range ofB5 eV (see the fitted spectrum in
the left upper panel of Fig. 5 and data reported in Table 1) and
needed at least nine components to be properly fitted.
Moreover, perturbations upon fluorination in the CuTPP/
CuTPP(F) pair appear quite similar to those revealed for the
H2TPP/H2TPP(F) one (see Fig. 5, where the C K-edge NEXAFS
spectra of H2TPP and H2TPP(F) are also included for compar-
ison):11c an impressive intensity decrease (increase) of the B
(C) feature, accompanied by a moderate shift toward higher EEs
of the D peak and a substantial unresponsiveness of the lowest
lying band A. Despite these similarities, the H2TPP/CuTPP and
H2TPP(F)/CuTPP(F) spectral details are quite different. In parti-
cular, upon H2TPP metalation: (i) no shoulder seems to be
present any more on the lower EE side of the band A; (ii) band B is
Fig. 4 Extended NEXAFS spectra of thick films of CuTPP (red line) and CuTPP(F) (black line) deposited on Au(111). Vertical lines at 290 eV (left), 402 eV
(middle) and 691 eV (right) separate [i] and [ii] regions.76
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still asymmetric, but the highest intensity component lies at
higher, rather than lower, EEs; and (iii) the poorly resolved
feature D appears definitely less intense than C. Moving to
H2TPP(F)/CuTPP(F) differences: (i) again, no shoulder seems to
be present on the lower EE side of A; (ii) two tiny features,
labelled A0 and B0 in the left lower panel of Fig. 5, are well
evident on the higher EE side of A and on the lower EE side of B;
and (iii) the shoulder on the lower EE side of C (S) is muchmore
evident in CuTPP(F) than in H2TPP(F).
In ref. 18c all the carbon species contributing to the CuTPP
and CuTPP(F) 1sC spectra have been identified. More specifi-
cally, the combined use of XPS and spin-unrestricted SR-ZORA
DFT calculations allowed us to state the relative energy order
of each single component associated with the emission from
Cpmc and CPh 1s-based MOs (see Fig. 7 of ref. 18c). Moreover,
similarly to H2TPP and H2TPP(F),
11a,b it has been revealed that
the Ph ring fluorination is accompanied by a significant blue-
shift of the CPh 1s core levels, while the Cpmc chemical species
show less relevant differences upon CuTPP-CuTPP(F) switching.
A preliminary, tentative assignment of the C K-edge spectra of
CuTPP and CuTPP(F) may be then endeavoured by assuming that
pmcP> transitions should have, like the free ligands, similar EEs
in CuTPP and CuTPP(F), while the PJ and, to a minor extent, the
PhP> ones should be blue shifted upon Ph fluorination. Accord-
ingly, major contributions to the lowest lying NEXAFS spectral
features of CuTPP and CuTPP(F) (the band A in CuTPP; the band
envelope A + A0 in CuTPP(F)) should come from excitations (see
Tables S1 and S2 of the ESI†) associated with pmcP> transitions
and implying the excitation from the eu linear combinations of
Cm-/CPy-based 1s AOs to the CuTPP (CuTPP(F)) 13eg (22eg)
pmcp>*
LUMO.71–73 As such, it can be useful to remind that the S + A
features of the H2TPP and H2TPP(F) NEXAFS spectra (see the right
panels of Fig. 5 and the EEs of the a1 and a2 components in
Table 1) have been assigned to the seven lowest lying excitations,
all of them corresponding to P> transitions. Relative intensity
variations of bands B and C when moving from CuTPP to
CuTPP(F) (see the left panels of Fig. 5) ultimately state that major
contributions to the intensity of the CuTPP band B and of the
CuTPP(F) band C come from PJ and
PhP>.
Now, before tackling the detailed assignment of the CuTPP
and CuTPP(F) C K-edge NEXAFS spectra, two further things
deserve to be underlined: (i) the number of 1sC-based possible
isos is rather large (twice the number of molecular skeleton C
atoms,44 see Fig. 1 and Table S1 of the ESI†) and (ii) the energy
range covered by the linear combinations of the 1sC-based
possible isos is narrower in CuTPP (1.0 eV) than in H2TPP (1.6 eV),
while it is very similar in CuTPP(F) and H2TPP(F) (3.5 and 3.6 eV,
respectively). The highest lying NEXAFS features of the CuTPP(F) EE
region [i] might then include contributions not only from 1s- p*
but also from 1s- s* excitations, the former (latter) having the
1sC-based linear combinations characterized by the highest
(lowest) binding energies as isos.
EEs and f values pertaining to the CuTPP and CuTPP(F) 1sC
excitation spectra as obtained from spin-unrestricted SR-ZORA
TD-DFT41 calculations are reported in Tables S3 and S4 of the
ESI,† respectively, while the corresponding f C distributions in
the EE range 280–291 eV are displayed in Fig. 6. The compar-
ison between the CuTPP/CuTPP(F) NEXAFS patterns reported in
Fig. 5 and the corresponding f C distributions displayed in Fig. 6
confirms the well-known EE underestimation (B2 eV).80 More-
over, even though the CuTPP/CuTPP(F) C PDOSs reported in
Fig. 2 are certainly useful to foresee major contributions to the C
K-edge NEXAFS features, spin-unrestricted SR-ZORA TD-DFT
results are essential to look into their details.
With reference to data reported in Table S3 of the ESI,† and
to the curves displayed in the left upper panel of Fig. 6, in
agreement with our symmetry- and GS-based predictions, all
but one of the C K-edge lower lying excitations hidden under
the band A have to be assigned to 1sC- p>* transitions of a2u
symmetry; the exception is the 10eu- 12b1g lowest-lying transi-
tion having a CPy(b) 1s - s* character, an eu symmetry and a
Fig. 5 Fitted [i] region of the C K-edge NEXAFS spectra of CuTPP (left
upper panel) and CuTPP(F) (left lower panel). The fitted [i] region of the C
K-edge NEXAFS spectra of H2TPP (right upper panel)
11c and H2TPP(F) (right
lower panel)11c is also displayed for comparison. H2TPP and H2TPP(F)
fitting components have been labelled differently from ref. 11a and c to
favour the comparison with CuTPP and CuTPP(F).
Table 1 Excitation energy position (eV) of C K-edge transitions (compo-
nents a–d) for the fit of CuTPP and CuTPP(F) thick film spectra reported in
Fig. 5. DEE between similar features for CuTPP and CuTPP(F) are also
reported. Values pertaining to the free ligands are also reported in
parentheses
CuTPP (H2TPP) DEE CuTPP(F) (H2TPP(F)) DEE
a1 283.88 (283.72) — 283.77 (283.53) —
a2 284.38 (284.00) 0.50 (0.28) 284.48 (284.19) 0.71 (0.66)
b1 284.68 0.83 284.98 1.21
b2 284.98 (284.81) 1.10 (1.09) 285.38 1.61
b3 285.38 (285.28) 1.50 (1.56) 285.77 (285.53) 2.00 (2.00)
b4 285.88 (285.78) 2.00 (2.06) 286.27 2.50
c1 286.38 2.50 286.77 (286.90) 3.00 (3.37)
c2 287.38 (287.30) 3.50 (3.58) 287.77 (287.57) 4.00 (4.04)
c3 (288.00) (4.47)
d1 288.48 (288.57) 4.60 (4.85) 288.77 (288.93) 5.00 (5.40)
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low f C value (1.07 10ÿ3). In passing, the very weak 10eu- 12b1g
transition should lie on the lower EE side of the CuTPP A peak,
B1.1 eV apart the a1 component, which includes, together with a2
and b1,
81 the five lowest lying a2u transitions,
73 all of them pmcP>.
Similarly to the H2TPP C K-edge spectrum, among the lowest lying
transitions, two of them have the 9b1u MO (the second lowest
lying pmc-based p>* orbital, see Fig. 3) as fso;
71–73 nevertheless,
both transitions have a pmcP> nature (see in Table S3 of the ESI,†
the isols79 associated with the 5th and 6th excitations). Moreover,
no PhP> transition with f
C
Z 10  10ÿ3 contributes to band A.
On the whole, the assignment proposed herein for the CuTPP A
feature agrees with the one suggested by Reid et al.,82a even
though it is much more detailed than reported.
Consistent with the preliminary qualitative analysis of the
CuTPP C K-edge spectral pattern, theoretical results state that
major contributions to the intense spectral feature B are limited
to PhPJ eu transitions (no
Ph
P> transition with f
C
Z 10  10ÿ3
contributes to B), all of them characterized by quite large f C
values and whose fsos are all hidden under the peak M of the
CuTPP PDOS (see Fig. 2).74 Spin-unrestricted SR-ZORA TD-DFT
outcomes prompt us to assign the components b2 (b4) of B to
the excitation associated with PhPJ transitions from 9eu + 9a1g +
6b2g (6eu + 6a1g + 3b2g) linear combinations of C
45-based
(C25-based) 1s AOs to the to 2e2u-like pJ* MOs,
74 while b3 is
associated with PhPJ transitions from the b1u/a2u linear combi-
nations of C29-/C37-based 1s AOs to the 1e2u-like pJ* 14 eg MO
(see Tables S1 and S3 of the ESI†).74
Despite the already mentioned EE underestimation, it is
noteworthy that the DEE between the CuTPP b4 and a1 components
(2.00 eV, see Table 1), very similar to the DEE between the same
H2TPP components (2.06 eV, see Table 1), is numerically repro-
duced by the DEE between tB and tA (2.04 eV). The results
considered so far agree rather well with conclusions reported by
Diller et al.82b about the close similarity between main transitions
and fsos in H2TPP and CuTPP; nevertheless, it has to bementioned
that spin-unrestricted SR-ZORA TD-DFT outcomes clearly indicate
significant differences between them when isols79 are considered
(compare the left and right upper panels of Fig. 6).
Midway between bands B and C, an unresolved feature
(labelled S in Fig. 5) at 286.4 eV is quite well evident in the
CuTPP C K-edge NEXAFS spectrum. Spin-unrestricted SR-ZORA
TD-DFT results (see Table S3 of the ESI†) prompt us to ascribe it
to the pmcP> single excitation event 11eu- 15eg (see in Fig. 6
the evident shoulder tS00 on the lower EE side of tC) at 284.75 eV.
Parenthetically, the DEE between the CuTPP S and B spectral
features (1.20 eV) is satisfactorily reproduced by theoretical
calculations (1.32 eV).
Despite the application of a quite severe filtering to the
excitation selection (only those with f CZ 10  10ÿ3 have been
included in Table S3 of the ESI†), a very large number of
excitations contribute to bands C and D. Any attempt at pro-
viding them a detailed assignment would simply be a matter of
taste. Nevertheless, even in such a disarming scenario, theore-
tical outcomes may be fruitfully exploited. Spin-unrestricted
SR-ZORA TD-DFT results point out that: (i) all but one excita-
tion significantly contributing to bands C and D have an a2u
symmetry (only the 22nd excitation included in Table S3 of the
ESI† has an eu symmetry); (ii) only one
Ph
P> transition (the 18th)
contributes to the band envelope C + D; (iii) among excitations
significantly contributing to bands C and D, only two of them
(the 17th and the 22nd) have a 1s - s* nature (both the
17th and the 22nd excitations have as isos linear combinations
of CPh-based 1s AOs, see Table S3 of the ESI†); and (iv) main
contributions to bands C and D come from CPy-based isos,
while the CPh-/Cm-based ones contribute to a minor extent
(compare the left and the right upper panels of Fig. 6). On
the whole, the above-mentioned similarity of main transitions
and fsos in H2TPP and CuTPP seems to be limited to the lower
lying bands A and B because isos, fsos and the nature of
excitations associated with the higher lying bands C and D
are quite different in H2TPP and CuTPP. As such, it has to be
noted that neither Reid et al.82a nor Diller et al.82b provided any
detailed assignment of the EE region covered by bands C and D
in their contributions.
The marked differences characterizing the C K-edge NEXAFS
spectra when moving from CuTPP to CuTPP(F) (compare the
left upper and lower panels of Fig. 5) have been already stressed
and, at a glance, they seem to be quite well reproduced by the
spin-unrestricted SR-ZORA TD-DFT CuTPPf C and CuTPP(F)f C dis-
tributions (look at the left upper and lower panels of Fig. 6).
Moreover, the comparison of data reported in Tables S3 and S4
of the ESI† indicates that pmcP> transitions can be straight-
forwardly identified. Interestingly, the lowest-lying 13eu -
15b1g transition has the same EE of the CuTPP 10eu - 12b1g
one (280.26 vs. 280.28 eV, see Tables S3 and S4 of the ESI†),
Fig. 6 Spin-unrestricted SR-ZORA TD-DFT 1sC excitation spectra of CuTPP
(left upper panel) and CuTPP(F) (left lower panel). Contributions from different
isols79 are also displayed. Convoluted profiles have been obtained by using a
Lorentzian broadening of 0.25 eV. SR-ZORA TD-DFT 1sC excitation spectra of
H2TPP (right upper panel)
11c and H2TPP(F) (right lower panel)
11c are also
displayed for comparison. SR-ZORA ionization limits may be deduced from
the right panels of Fig. 7 of ref. 18c.
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the same CPy(b) 1s- s* character, the same eu symmetry and a
very low f C value (1.05  10ÿ3). Similar considerations hold for
the a2u transition no. 2, 3 and 4 whose isos and fsos are the
same in CuTPP(F) and CuTPP and also their EEs are very
similar, thus confirming what has been called by some of
us in ref. 11c the electronic inertness of pristine pmc based
1sC- p>* transitions when comparing H2TPP and H2TPP(F) C
K-edge NEXAFS spectra.
The cleaning up of the CuTPP(F) band envelope A + B from
most of thePJ contributions (no
PhP> transition contributes in
CuTPP to the band envelope A + B) leaves a highly structured
spectral pattern including several features (A + A0 + B0 + B in the
left lower panel of Fig. 5). Spin-unrestricted SR-ZORA TD-DFT
results allow us to assign with confidence the feature A to the
lowest lying transition with an f value Z10ÿ3; i.e., the CPy(b)-
based 14eu- 22eg excitation. The poorly resolved band A
0 and
the lower EE side of the shoulder B0 (component b1) are overall
associated with the Cm-based 12eu- 22eg and the C
Py(a)-based
11eu - 22eg excitations (see Table S4 of the ESI†), while the
higher EE side of B0 (component b2) and band B are ascribed as
a whole to the closely spaced CPy(b)- and Cm-based excitation
no. 5–7. Interestingly, the analysis of corresponding fsols79 reveals
a quite extensive participation of Ph e2u-based pJ* orbitals limited,
however, to the 1e2u-based 6b2u and 23eg MOs.
74 As such, the Ph
e2u-based pJ* orbitals opt-out both in the CuTPP and H2TPP(F)
11c
pmcP> transitions clearly showing that not only the Ph fluorine
decoration but also the H2TPP(F) metalation favours this mixing.
In addition to this, the involvement limited to the Ph 1e2u-based
pJ* orbitals can be straightforwardly worked out by referring to
eqn (5a) and to Table S1 of the ESI.† The Ph 1e2u-based (
2e2u-based)
pJ* orbitals transform into a1u + b2u + eg (a2g + b1g + eu) IRs in both
Cu(II) complexes; eqn (5a) is then fulfilled iff Giso = a2g, b1g and eu
(a1u, b2u and eg). The CuTPP/CuTPP(F) C
pmc 1s-based linear
combinations are reported in Table S1 of the ESI,† and it is well
evident that pmcP> transitions may have isos of symmetry a2g, b1g
and eu. The same thing does not hold when the Ph-based
2e2u pJ*
orbitals are considered; more specifically, no CuTPP/CuTPP(F)
Cpmc 1s-based linear combination transforms into a1u, b2u or eg.
As far as the b4 component is concerned (see the left lower
panel of Fig. 5), we propose to associate it with an eu excitation
having as isos all the linear combination of the C25-based 1s
AOs (10a1g, 7b2g and 9eu) and as fsos all the
2e2u-like pJ* MOs
(excitation no. 8 in Table S4 of the ESI†).74 Before going on, it
deserves to be underlined that the CuTPP(F) (EEb4ÿ EEb3) = 0.5 eV;
i.e., very close to the DEE between the 7th and the 8th excitations
(0.65 eV). A further point has to be noticed. Linear combinations of
C25 1s-based AOs transform in CuTPP (CuTPP(F)) into 6a1g + 3b2g +
6eu (10a1g + 7b2g + 9eu) (see Table S1 of the ESI†). The estimate of
the CuTPP (6a1g + 3b2g + 6eu) - pJ* (
2e2u) EE is 283.77 eV (see
Table S3 of the ESI†), while the CuTPP(F) (10a1g + 7b2g + 9eu)- pJ*
(2e2u) EE is 284.16 eV (see Table S4 of the ESI†) with a
theoretical DEE B 0.4 eV. This value perfectly matches the
(CuTPP(F)EEb4 ÿ
CuTPPEEb4) = 0.4 eV (see Table 1). Moreover, the
C25 strong involvement in the lowest lying PJ transition is not
particularly surprising because C25 atoms correspond to the only
CPh species not decorated by fluorine. Trusting spin-unrestricted
SR-ZORA TD-DFT results, besides the 8th excitation, the quasi
degenerate CPy(b)-based a2u transitions (the 9th and 10th excita-
tions having EEs = 284.72 and 284.76 eV, respectively; see Table S4
of the ESI†) should also contribute to the wide and unresolved
feature S (component c1). Remarkably, both the 24eg and the 17b1u
virtual levels (fsos of the quasi degenerate CPy(b)-based a2u (transi-
tion no. 9 and 10) have a CPh s* and Cpmc p>* character. As
already mentioned, a lot of closely spaced excitations contribute to
the intense component c2 and the wide and poorly resolved feature
D of the CuTPP(F) C K-edge NEXAFS spectrum. Analogous to the
CuTPP C K-edge NEXAFS spectrum, any detailed assignment of
the EE region covered by bands C and D would be debatable.
Nevertheless, according to our qualitative predictions, it is of
some relevance to point out thatPJ transitions are hidden under
c2 (excitation no. 15 and 17) while, similarly to the free ligands,
the PhP> set does not contribute with any transition having
f Z 10  10ÿ3 in the energy range we considered (280–290 eV).83
Even though a significant contribution of excitations having a
1s- s* nature to the intensity of bands C and D upon Ph fluorine
decoration was not unexpected,11c it deserves to be underlined that
several CuTPP(F) fsos have a CPh s* and Cpmc p>* character (see
Table S4 and Fig. S1 of the ESI†). The absence of such evidence in
H2TPP(F) prompts us to ascribe it to a combined effect of the
Ph fluorination and the increased symmetry associated with the
ligand metalation.
N K-edge spectra
The extended N K-edge NEXAFS spectra of CuTPP and CuTPP(F)
are displayed in Fig. 4,76 while their fitted [i] regions are reported
in Fig. 7 (EE positions of fitting components are reported in
Table 2). At first glance, the CuTPP spectrum looks like those
reported in the literature;82 nevertheless, a detailed check reveals
Fig. 7 Fitted [i] region of the N K-edge NEXAFS spectra of CuTPP (left upper
panel) and CuTPP(F) (left lower panel). The fitted [i] region of the N K-edge
NEXAFS spectra of H2TPP (right upper panel)
11c and H2TPP(F) (right lower
panel)11c is also displayed for comparison.
Paper PCCP
Pu
bl
is
he
d 
on
 2
9 
Ju
ne
 2
01
6.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
 d
i P
ad
ov
a 
on
 1
2/
11
/2
01
6 
10
:1
6:
07
. 
View Article Online
24898 | Phys. Chem. Chem. Phys., 2016, 18, 24890--24904 This journal is© the Owner Societies 2016
a series of quite relevant differences between data reported
herein and those published by Reid et al.82a and Diller et al.82b
Among them, the most evident concerns the presence on the
lower and higher EE sides of the intense band A (see the left
upper panel of Fig. 7) of two unresolved and rather weak
features corresponding to the components a1 and b at 397.57
and 399.77 eV, respectively (see Table 2). As such, the lowest
lying spectral feature of the CuTPP N K-edge NEXAFS spectrum
reported by Reid et al. (peak A in Fig. 7 of ref. 82a) is only
asymmetric, being characterized by a barely visible shoulder on
its lower EE side.
At variance with that, no shoulder seems to be present on
the lower EE side of the lowest lying spectral feature of the
N K-edge NEXAFS spectrum recorded by Diller et al. for the self-
metalated H2TPP on Cu(111) (see Fig. 6 and Table IV of
ref. 82b). As far as the component b is concerned, this is not
revealed in the extended N K-edge NEXAFS spectra reported by
Reid et al.82a and Diller et al.82b Finally, the relative intensity of
components c and c1 in the left upper panel of Fig. 7 is opposite
to the one reported by Diller et al.82b Before going on, it is
mandatory to emphasize that great attention has been paid to
reveal the possible radiation damage of the organic film during
beam exposure. To this end, the 1sC core level line-shape has been
checked as a function of the photon dose and, under the adopted
working conditions, no damage has ever been observed.
Regardless of differences from literature data,82 the presence of
just one type of N atom both in CuTPP and CuTPP(F) (which
reduces the number of possible isos), the harsh symmetry con-
straints and the consequent inherent simplicity of the N K-edge
spectra make the assignment of the lower lying spectral features
straightforward. In this regard, it can be useful to remind that linear
combinations of 1sN AOs span the a1g + b1g + eu IRs of the D4h
symmetry point group (see Table S1 of the ESI†), while the N p>*
based MOs transform as eg + a2u + b2u.
71 Low-lying excitations can
then be associated with only the predictably weak eu 1s
N(eu) -
s*(b1g) transition, as well as the a2u 1s
N(eu)- p>*(eg) ones.
71 EEs
and f values for CuTPP and CuTPP(F) 1sN excitation spectra as
obtained from spin-unrestricted SR-ZORA TD-DFT calculations are
reported in Tables S5 and S6 of the ESI,† respectively, while
corresponding fN distributions in the EE range 393–399 eV are
displayed in Fig. 8 where a2u and eu contributions are also included.
The comparison between NEXAFS patterns reported in Fig. 7
and the CuTPP/CuTPP(F) f N distributions displayed in Fig. 8
confirms the well-known EE underestimation (B3 eV).80 More-
over, according to our qualitative predictions, the lowest lying
component a1 of the CuTPP N K-edge NEXAFS spectrum has to
be associated with the eu 1s
N(2eu)- s*(12b1g) transition, while
the intense feature A (component a, see the left upper panel of
Fig. 7) is generated by the a2u 1s
N(2eu) - p>*(13eg) one.
Besides the remarkable experimental revealing of the L - M
charge transfer (LMCT) transition and the very good agreement
between experiment (EEa ÿ EEa1 = 1.0 eV, see Table 1) and
theory (EEa ÿ EEa1 = 1.11 eV, see Table S5 of the ESI†), the
comparison with theoretical data pertaining to CuPc37 is parti-
cularly interesting. As a matter of fact, the lowest lying transi-
tions of CuTPP and CuPc share the same nature (LMCT), have
the same symmetry (eu), are characterized by very close EEs
(394.18 vs. 394.55 eV) and also the corresponding f values
(9.0  10ÿ3 vs. 10.1  10ÿ3) are very similar.37 Moreover, it is
noteworthy that the participation of the Cu 3dx2ÿy2 AO in the
CuTPP 12b1g LUMO (53%) and in the CuPc 16b1g LUMO (52%)
is substantially the same. On the whole, results so far considered
ultimately confirm the close similarity of the Cu–L interaction in
CuTPP and CuPc37,18c and then the relevant role played by the
ionic contribution in the Cu–TPP bonding.
Similarly to the simulation of the H2TPP N K-edge spectral
features,18c the CuTPP EE region extending beyond the acom-
ponent and including the poorly resolved band B and the
double bumped band C is only semi-qualitatively reproduced
by the CuTPP f N distribution reported in Fig. 8. In fact, even
though the experimental (EEb ÿ EEa = 1.29 eV) is quite satisfac-
torily reproduced by (EEtA ÿ EEtB = 1.54 eV), spin-unrestricted
Table 2 Excitation energy position (eV) of N K-edge transitions (compo-
nents a–c) for the fit of CuTPP and CuTPP(F) thick film spectra displayed in
Fig. 7. DEE between similar features for CuTPP and CuTPP(F) are also
reported. Values pertaining to the free ligands are also reported in
parentheses
CuTPP (H2TPP) DEE CuTPP(F) (H2TPP(F)) DEE
a1 397.53
a 398.53 (397.57) 1.00 398.47 (397.60)
b 399.73 (399.74) 2.20 (2.17) 399.67 (399.83) 1.20 (2.23)
c 400.73 (400.75) 3.20 (3.18) 400.67 (400.96) 2.20 (3.36)
c1 401.64 4.11 401.58 3.11
c2 402.84 5.31 402.72 4.25
Fig. 8 Spin-unrestricted SR-ZORA TD-DFT 1sN excitation spectra of
CuTPP (left upper panel) and CuTPP(F) (left lower panel). Contributions
from a2u and eu symmetries are also displayed. Convoluted profiles have
been obtained by using a Lorentzian broadening of 0.25 eV. SR-ZORA
TD-DFT 1sN excitation spectra of H2TPP (right upper panel)
11c and H2TPP(F)
(right lower panel)11c are also displayed for comparison. SR-ZORA ionization
limits may be deduced from the right panels of Fig. 8 of ref. 18c.
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SR-ZORA TD-DFT calculations definitely overestimate the DEE
between components c and a, 2.29 vs. 2.94 eV.84 Nevertheless,
in agreement with the assignment of Reid et al.,82a components
c and c1 are both generated by excitations of a2u symmetry (see
Table S5 of the ESI†); the former associated with the 1b1g- 5b2u
transition and the latter to the 2eu - 15eg one. It can also be
useful to mention that the fsos of both transitions correspond to
pmc
p>* orbitals and the corresponding DEE (0.41 eV) very poorly
reproduces the (EEc1 ÿ EEc) value (0.91 eV).
CuTPP and CuTPP(F) spectral patterns are quite similar and
main differences are confined to the lower intensity of the weak
band B and the disappearance of the a1 feature, certainly hidden
under the symmetric band A. As far as the latter evidence is
concerned, this is not particularly surprising. As a matter of fact,
theoretical outcomes pertinent to the CuTPP/CuTPP(F) (see
Tables S3 and S4 of the ESI†) and H2TPP/H2TPP(F) C K-edges
18c
as well as to the H2TPP/H2TPP(F) N K-edge
18c clearly indicate a
tiny red-shift of EEs associated with transitions whose fsos
correspond to the lowest lying pmcp>* orbitals. Now, the tiny
blue-shift of the eu 1s
N(5eu) - s*(15b1g) LMCT transition
combined with the red-shift of the a2u 1s
N(5eu) - p>*(22eg)
one has the effect of determining the a1 fading in the CuTPP(F) N
K-edge spectrum. Band A of the CuTPP(F) N K-edge spectrum is
then assigned to the LMCT and 1sN(5eu)- p>*(22eg) transitions.
Differently from CuTPP,84 no excitations with f Z 10ÿ3 is
revealed in the EE range between tA and tC; moreover, as far as
the double-bumped band C is concerned, it has to be pointed
out that, similarly to CuTPP, both bumps have to be associated
with a2u excitations; nevertheless, the one lying at higher EE
implies a transition from the 5eu 1s
N-based iso to the 25eg fso,
which, as already pointed out, contemporarily accounts for a s*
and pmcp>* character (see Table S6 and Fig. S1 of the ESI†).
F K-edge spectra
The [i] region of the F K-edge NEXAFS spectrum consists of a
single intense band centred at 688.51 eV (see Fig. 4 and 9).
Likewise H2TPP(F),
11c the experimental information is certainly
poor; nevertheless, similarly to the modelling of the H2TPP(F) F
K-edge spectrum, the combined use of symmetry, orbitals and
spectra appears to be the only option to get some information
from experimental evidence.
FJ-based (F>-) linear combinations of 1s AOs transform into
the a1g + b2g + eu (a1g + b2g + eg + a2u + b1u + eu) IRs of the D4h
symmetry point group (see Table S1 of the ESI†). Although the
number of 1sF-based isos is quite large (40), they are quite
closely spaced and the energy range they cover is rather narrow
(see Fig. 9 of ref. 18c). EEs and f values associated with the 1sF
excitation spectrum as obtained from spin-unrestricted SR-ZORA
TD-DFT calculations are reported in Table S7 of the ESI,† while
the corresponding f F distribution in the EE range 680–683 eV is
displayed in Fig. 10 with contributions of different symmetries
rather than of different imols.79
The agreement between experiment and theory is satisfac-
tory (absolute EEs are underestimated by B7 eV);11c moreover,
data included in Table S7 of the ESI,† perfectly agree with
theoretical outcomes pertaining to H2TPP(F).
11c In more detail,
EEs of the five excitations reported in Table S7 of the ESI,†
numerically match those of the eight excitations reported in
Table 7 of the ESI† of ref. 11c (the eu ÿ b2u + b3u in H2TPP(F) –
excitations associated with 1sF- PhpJ* transitions only involve
pJ*–
1e2u Ph-based orbitals and the two a2u ÿ b1u in H2TPP(F) –
excitations are associated to 1sF - s* transitions). This last
evidence is perfectly in tune with the reversed linear dichroism in
F K-edge NEXAFS data reported by de Oteyza et al. for fluorinated
planar aromatic molecules, which emphasize ‘‘the significant
overlap in energy of p* and s* orbitals throughout the F K-edge
spectrum’’.85
Cu L2,3-edge spectra
In the near past, some of us have successfully modelled the L2,3
spectra of a series of Cu(II) complexes: [CuCl4]
2ÿ,18a CuPc,18a the
oxidized blue copper site in plastocyanin18a and Cu(acac)2.
86,18b
As such, SO-ZORA TD-DFT-TDA18 results revealed that, in addi-
tion to 2p3/2 - 3d transitions, metal-to-ligand charge-transfer
(MLCT) transitions involving low-lying ligand-based p* MOs may
contribute to the L3 intensity thus weakening its believed relation-
ship with the M–L covalency. At the same time, theoretical results
confirmed the legitimacy of using the Cu(II) L3-edge position to get
information about the ligand-field strength exerted on the Cu(II)
centre.18 The comparison of literature data pertaining to the
Fig. 9 Fitted [i] region of the F K-edge NEXAFS spectrum of CuTPP(F) (left
panel). The fitted [i] region of the F K-edge NEXAFS spectrum of H2TPP(F)
(right panel)11c is also displayed for comparison.
Fig. 10 Spin-unrestricted SR-ZORA TD-DFT 1sF excitation spectrum of
CuTPP(F) (left panel). Contributions from a2u and eu symmetries are also
displayed. Convoluted profiles have been obtained by using a Lorentzian
broadening of 0.25 eV. The SR-ZORA TD-DFT 1sF excitation spectrum of
H2TPP(F) (right panel)
11c is also displayed for comparison. SR-ZORA ioniza-
tion limits may be deduced from the right panel of the Fig. 9 of ref. 18c.
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modelling of the CuPc L3-edge NEXAFS spectrum
18 with those
reported herein for CuTPP and CuTPP(F) complexes offers the
following intriguing opportunities: (i) to further test the applicabil-
ity of the SO-ZORA TD-DFT-TDA method to look into the L2,3
spectral features of Cu(II) complexes; (ii) to get information about
the ligand-field strength and the symmetry-restricted covalency in
Cu(II) complexes sharing the same coordinative pocket; and (iii) to
verify the sensitivity of the adopted theoretical approach.
L2,3-edge NEFAXS spectra of CuTPP and CuTPP(F) recorded
in the EE region 927–960 eV are superimposed in Fig. 11 with
the CuPc L2,3-edge NEFAXS spectrum, while CuTPP, CuTPP(F)
and CuPc experimental (Exp) and theoretical (Theo) L2,3 EEs are
collected in Table 3. Moreover, the simulated L3
CuTPPf and
CuTPP(F)f distributions in the EE range 922–933 eV are reported
in Fig. 12 together with the CuPcf one.
The comparison of experimental and theoretical L3 values
87
confirms the well-known EE underestimation (B6 eV, see
Table 3), which is ultimately due to XC potential deficiencies;37,42
nonetheless, SO-ZORA TD-DFT-TDA calculations successfully
reproduce both the coincident EE of the CuTPP and CuTPP(F)
Cu(II)L3-edge and the little shift toward a higher EE of the CuPc
Cu(II)L3-edge, indicative of a CuPc ligand-field strength slightly
stronger than the CuTPP/CuTPP(F) one.64
Even though NEXAFS absolute intensities of CuTPP/CuTPP(F)
and CuPc in Fig. 11 cannot be directly compared because of the
different thicknesses of CuTPP/CuTPP(F) (50 nm) and CuPc
(25 nm) films, f values associated with transitions generating
CuTPPL3,
CuTPP(F)L3 and
CuPcL3 (see Fig. 12) are consistent with a
very similar Cu–N symmetry-restricted covalency in the three
complexes, thus further supporting the conclusions reported in
ref. 18c. Similarly to the SO-ZORA TD-DFT-TDA 2pCu excitation
spectra of CuPc (see Fig. 12) and Cu(acac)2 (see the lower panel of
Fig. 3 in ref. 18b), both CuTPPL3 and
CuTPP(F)L3 are characterized
by the presence of an evident shoulder on their lower EE side.
Before going on, it has to be remarked that this shoulder is
not revealed in the present measurements and this is likely due
to the overall shortening of the lifetimes of the excited states in
the condensed phase.18c The resulting broadening of the spectral
lines is well beyond the experimental resolution, which is
estimated to be ca. 0.5 eV in the present case.
Compositions, f values and EEs of transitions associated
with CuTPPL3 and
CuTPP(F)L3 are reported in Table 4, where the
corresponding CuPc values are also included for comparison.88
The inspection of data reported in Table 4 reveals that CuTPP
and CuTPP(F) outcomes are, apparently, very similar to the
CuPc ones.18a,b In detail, CuTPPL3 and
CuTPP(F)L3 features are
both generated by three excitations (hereafter, L13, L
2
3 and L
3
3)
whose energy spread isB1 eV in CuTPP and CuTPP(F) (0.72 eV
in CuPc); one transition contributes to L13, while three of them
are involved both in L23 and L
3
3. Moreover, if we consider that the
CuTPP (CuTPP(F)) 350a1/2 (510a1/2) lowest unoccupied spinor is
reminiscent of the SR 12b1g (15b1g) CuTPP (CuTPP(F)) LUMO
and that the CuTPP (CuTPP(F)) 351a1/2–354a1/2 (511a1/2–514a1/2)
spinors are strongly related to the 13eg (22eg) MO (see Fig. 3),
corresponding to the lowest lying pmcp>* (feature L in Fig. 2),
all transitions reported in Table 4 have the same nature in
CuTPP, CuTPP(F) and CuPc. Nevertheless, data reported in
Table 4 clearly state that contributions provided to L23 by MLCT
Fig. 11 Cu L2,3-edge spectra of thick films of CuTPP (solid blue line) and
CuTPP(F) (dotted blue line) deposited on Au(111). The Cu 2p excitation
spectra of CuPc18a,b (red line) have also been included for comparison. The
929.5–933 eV EE range is displayed in the inset.
Table 3 Experimental and theoretical EEs (eV) for the 2pCu L2,3 core
excitation spectra of CuTPP, CuTPP(F) and CuPc
CuTPP CuTPP(F)87 CuPc18
ExpL3 931.2 931.2 931.4
ExpL2 951.2 951.2 951.4
TheoL3 925.35 925.30 925.75
TheoL2 945.64 — 946.00
Fig. 12 SO-ZORA TD-DFT-TDA 2pCu excitation spectra of CuTPP (blue
solid line) and CuTPP(F) (blue dotted line). The convoluted profiles were
obtained with a Lorentzian broadening of 0.25 eV. The SO-ZORA TD-DFT-
TDA 2pCu excitation spectra of CuPc18a,b (red solid line) have been also
included for comparison.
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transitions are definitely smaller in CuTPP and CuTPP(F) than
in CuPc and the same thing holds when the CuTPP and
CuTPP(F) L33 f values are compared with the CuPc f one. The
very good agreement between the CuTPP DEE
L
3
3
ÿL
1
3
(1.05 eV, see
Table 4) and the experimental/theoretical DEEa–a1 (1.0/1.11 eV,
see Table 2 and Table S5 of the ESI†) in the CuTPP NEXAFS N
K-edge spectrum is certainly noteworthy; nevertheless, even more
important is the evidence that, despite the close similarity between
TPP2ÿ and Pc2ÿ (the same donor atom, the same coordinative
pocket, and quite similar electronic structures),18c the L3 fine
structure of their Cu(II) complexes is rather different.
L2,3-edge spectra of CuTPP and CuTPP(F) are both characterized
by the presence of a faint experimental feature atB3.5 eV from L3.
A thorough inspection of the whole CuTPPf and CuTPP(F)f distribu-
tions revealed the presence of a series of very weak excitations
between 929.0–929.6 eV and 929.0–930.0 eV in CuTPP and
CuTPP(F), respectively. Those with largest f values (0.90  10ÿ3
at 929.43 in CuTPP and 1.49  10ÿ3 at 929.85 eV in CuTPP(F)) are
associated with transitions from Cu 2p3/2 spinors to fso with tiny
contributions from Cu s virtual AOs. No CuTPPL3 excitation is
computed beyond 929.79 eV while CuTPP(F)L3 excitations beyond
930 eV are all characterized by very low f values.87
Even though it is well known62g that main deviations between
experiment and theory concern the L2 region, the SO-ZORA
TD-DFT-TDA CuTPPL2–
CuTPPL3 DEE (20.29 eV, see Table 3) satis-
factorily reproduces the experimental value (20.0 eV, see
Table 3).87 Any further consideration about the L2 feature is
herein avoided as this EE region is not unambiguously deter-
mined by experiment.62g
4. Conclusions
Empty states of two p-conjugatedmolecules, the Cu(II) complexes
of tetraphenylporphyrin and tetrakis(pentafluorophenyl)porphyrin,
have been thoroughly investigated through the use of the synchro-
tron radiation light. According to a well-established procedure,
experimental evidence collected from thick films of both molecules
has been discussed and compared with the outcomes of
numerical experiments carried out for isolated species in the
framework of TD-DFT. Besides the often noticeable agreement
between experiment and theory, the combined use of NEXAFS
data recorded at the C, N and F K-edges as well as at the Cu L2,3-
edges provided new insights into the CuTPP and CuTPP(F)
empty states and the Cu–L bonding scheme. Several contribu-
tions have been published in the past on these issues; however,
we do believe that the present investigation, combined with the
experimental and theoretical data reported in ref. 18c, repre-
sents a significant advance because, for the first time, all the
relevant electronic shells (from the core levels of C, N, F and
Cu to the occupied and unoccupied molecular orbitals) are
consistently investigated with unprecedented detail. With specific
reference to the outcomes reported herein, it has been ultimately
settled that MLCT transitions may contribute to the higher EE
side of the Cu L3-edge in Cu(II) complexes characterized by the
presence of low-lying, ligand-based p* MOs; nevertheless, the
occurrence of these orbitals is a necessary but not sufficient
condition. Overall, the SO-ZORA TD-DFT-TDA method is con-
firmed as a valuable and highly sensitive tool to look into the
L2,3 spectral features of Cu(II) complexes. As such, the M–L
bonding in CuTPP, CuTPP(F) and CuPc is found to be very
similar to the ionic contribution playing a leading role. More-
over, the ligand-field strength exerted by the phthalocyanine
ligand on the Cu(II) centre is experimentally found and theore-
tically confirmed to be slightly stronger than that experienced
by Cu(II) in CuTPP and CuTPP(F).
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Table 4 SO-ZORA TD-DFT-TDA compositions, f  103 (in parentheses) and EE values (eV, in parentheses) of the transitions that generate Ln3 excitations
in CuTPP and CuTPP(F). Data pertaining to CuPc are also included for comparisona,b,c,d,e,f,g
CuTPP CuTPP(F) CuPc
L13 9a1/2- 350a
(100)
1/2 (9.66, 924.81) 9a1/2- 510a
(100)
1/2 (9.66, 924.77) 9a1/2- 294a
(99)
1/2 (9.44, 925.18)
L23 7a1/2- 350a
(90)
1/2 (30.7, 925.36) 7a1/2- 510a
(97)
1/2 (30.3, 925.32) 7a1/2- 294a
(79)
1/2 (21.6, 925.69)
9a1/2- 351a
(1)
1/2 9a1/2- 511a
(2)
1/2 9a1/2- 295a
(13)
1/2
10a1/2- 354a
(1)
1/2 10a1/2- 514a
(1)
1/2 10a1/2- 298a
(8)
1/2
L33 10a1/2- 354a
(72)
1/2 (2.59, 925.86) 10a1/2- 514a
(69)
1/2 (3.00, 925.75) 10a1/2- 298a
(46)
1/2 (12.1, 925.90)
9a1/2- 351a
(26)
1/2 9a1/2- 511a
(28)
1/2 9a1/2- 295a
(33)
1/2
7a1/2- 350a
(2)
1/2 7a1/2- 510a
(3)
1/2 7a1/2- 294a
(20)
1/2
a Contributions to iso- fso of less than 1% are not reported. b ( f  103) values of less than 5 are not reported. c Values pertaining to CuPc are
from ref. 18b. d The Cu 2p3/2-based levels are CuTPP: 7a1/2–10a1/2 at 934.18, 934.10, 933.99, and 933.98 eV; CuTPP(F): 7a1/2–10a1/2 at 935.35, 935.27,
935.15, and 935.14 eV; CuPc: 7a1/2–10a1/2 at 934.84, 934.76, 934.65, and 934.65 eV.
e The parenthood of the Cu 2p3/2-based levels with SR ZORA
Cu 2p-based MOs is CuTPP: 7a1/2- 1e
(100)
u , 8a1/2- 1e
(100)
u , 9a1/2- 1a
(67)
2u + 1e
(33)
u , 10a1/2- 1a
(67)
2u + 1e
(33)
u ; CuTPP(F): 7a1/2- 1e
(100)
u , 8a1/2- 1e
(100)
u ,
9a1/2 - 1a
(67)
2u + 1e
(33)
u , 10a1/2 - 1a
(67)
2u + 1e
(33)
u ; CuPc: 7a1/2 - 1e
(100)
u , 8a1/2 - 1e
(100)
u , 9a1/2 - 1a
(67)
2u + 1e
(33)
u , 10a1/2 - 1a
(67)
2u + 1e
(33)
u .
f The lowest
unoccupied spinors of CuTPP, CuTPP(F) and CuPc are the 350a1/2, 510a1/2 and 294a1/2 ones, respectively.
g The parenthood of the lowest unoccupied
spinors of CuTPP, CuTPP(F) and CuPc with SR ZORA SOMOs is CuTPP: 350a1/2- 12b
(100)
1g ; CuTPP(F): 510a1/2- 15b
(100)
1g ; CuPc: 294a1/2- 16b
(100)
1g .
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