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We study non-interacting fermionic systems dissipatively driven at their boundaries, focusing in
particular on the case of a non-number-conserving Hamiltonian, which for example describes an
XY spin chain. We show that despite the lack of number conservation, it is possible to convert the
problem of calculating the normal modes of the master equations and their corresponding rapidities,
into diagonalizing simply an L × L tridiagonal bordered 2−Toeplitz matrix, where L is the size of
the system. Such structure of matrix allows us to further reduce the problem into solving a scalar
trigonometric non-linear equation for which we also show, in the case of an Ising chain, exact
analytical explicit, and system size independent, solutions.
I. INTRODUCTION
Quantum systems in contact with an environment are
a very important topic which concerns many branches of
physics, including quantum optics[1], quantum thermo-
dynamics [2], quantum computing [3] and more. A par-
ticularly important class of open quantum systems is that
of boundary driven systems, where the system is coupled
to the environment only at the extremities. The bound-
ary dissipative coupling drives the system towards a non-
equilibrium steady state (NESS) which usually present a
non-vanishing current which depends significantly on the
properties of the system. For this reason, boundary dis-
sipatively driven quantum systems are particularly im-
portant to study quantum transport.
Similarly to the case of closed quantum systems, for
open quantum system it is useful to have analytical solu-
tions to guide the physical understanding of more com-
plex systems. However, for open quantum systems the
number of known analytical solutions is limited. In the
following we will consider only open quantum systems
whose dynamics is described by a master equation in
Lindblad form [4, 5], and for which the generator of
the evolutoin is called the Lindbladian. An exact ma-
trix product ansatz can be constructed for the boundary
driven XXZ chain in some regimes of boundary dissipa-
tive driving [6–11]. Furthermore, for a boundary driven
XX chain also in the presence of dephasing, a cleverly
designed ansatz has been used to exactly calculate the
one-point and two-point correlation functions [12]. The
spectrum of the Lindblad operator (Lindbladian) of the
tight-binding fermionic chain (or XX chain) in a dephas-
ing environment has also been exactly computed by map-
ping it into a Hubbard chain with imaginary interaction
strength [13].
A different class of analytically solvable open quan-
tum many-body systems belongs to the class of quadratic
bosonic or fermionic systems. For a boundary driven non-
interacting bosonic, fermionic and XX chain, correlation
functions have been analytically computed [14, 15]. In a
seminal work in 2008 [16], Prosen showed that diagonal-
izing the Lindbladian of any quadratic fermionic system
can be reduced to diagonalizing a 4L×4L antisymmetric
matrix, which can be further reduced to diagonalizing a
2L × 2L generic matrix [17], that is a matrix with no
obvious symmetries and for which it is difficult to find
explicit analytical exact expressions. He also provided
a perturbative expression for the relaxation gap, that is
the real part of the slowest decaying modes, for a bound-
ary driven Ising chain, obtained in the limit of large L.
Similar calculations were developed for non-interacting
bosons [18].
In our previous work [19], we showed that for num-
ber conserving quadratic systems (be them bosonic,
fermionic or made of spins), finding that the rapidities
(eigenvalues of the Lindbladian) and the decay modes
could be reduced to the problem of diagonalizing an L×L
matrix which could be of special form, i.e. a bordered
Toeplitz matrix, which has known analytical solutions
[20–22]. This allowed us to find explicit analytical solu-
tions.
However, for the case of non-number conserving Hamil-
tonians, the method described in [19], would result in di-
agonalizing an 2L × 2L block bordered Toeplitz matrix,
for which we could not find analytical solutions. Building
on this approach, we now address the problem of solving
a boundary driven XY chain. We found that the prob-
lem contains another symmetry which, when exploited,
would allow to turn the problem into diagonalizing an
L×L tridiagonal bordered 2−Toeplitz matrix, which can
be reduced to solving a scalar trigonometric non-linear
equation. Moreover we give explicit solution for the spe-
cial case of an Ising chain with transverse baths, and we
show that the relaxation gap is independent of the system
size L.
We here summarize the main steps discussed in the
paper, highlighting the key equations. In Sec.II we intro-
duce the dissipatively boundary driven model we study.
In Sec.III we show how to reduce the problem of diagonal-
izing the Lindbladian to diagonalizing a 2L× 2L matrix.
Then in Sec.IV we show that, in ordering to compute
observables, it is sufficient to solve a Lyapunov equation
(Eq.(50)) which can efficiently be solved numerically. In
Sec.V, we apply our approach to the case of a boundary
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2driven XY chain, for which we use the symmetries in
Eq.(67), to turn the problem into solving an L× L bor-
dered 2−Toeplitz matrix (Q± in Eq.(75)), which can be
turned into solving the trigonometric equation (78). For
the special case of an Ising chain, we find L−independent
analytical solutions given in Eq.(81). In Sec.VI we draw
our conclusions.
II. MODEL
We consider an open quantum system of L sites with
fermionic particles. Its dynamics is described by the
quantum Lindblad master equation [4, 5] with Lindbla-
dian L
dρˆ
dt
= L(ρˆ) = −i
[
Hˆ, ρˆ
]
+D(ρˆ). (1)
Here ρˆ is the density operator of the system, Hˆ is the
Hamiltonian, and the dissipator D describes the dissipa-
tive part of the evolution. We consider the Hamiltonian
Hˆ =
L∑
i,j=1
hi,jαˆ
†
i αˆj +
1
2
L∑
i,j=1
gi,jαˆ
†
i αˆ
†
j +
1
2
L∑
i,j=1
g∗j,iαˆiαˆj ,
(2)
where αˆ†j(αˆj) creates (annihilates) one fermion on site j.
h is an L×L Hermitian matrix, and g is an L×L anti-
symmetric matrix satisfying gt = −g. The dissipative
part is given by
D(ρˆ) =
L∑
i,j=1
[
Λ+i,j
(
αˆ†i ρˆαˆj − αˆjαˆ†i ρˆ
)
+ Λ−i,j
(
αˆiρˆαˆ
†
j − αˆ†jαˆiρˆ
)
+ H.c.
]
, (3)
where Λ+ and Λ− are L × L real, symmetric and non-
negative matrices. We note the last two terms of Hamil-
tonian in Eq.(2) is new compared to [19] while the dissi-
pator D in Eq.(3) remains the same.
III. SOLVING THE MASTER EQUATION
A. Mapping the density operator into new
representations
As in [19], first we perform a one-to-one map-
ping from the density operator basis elements
|n1, n2, . . . nL〉〈n′1, n′2, . . . n′L| to a state vector basis (with
2L sites) which we denote as |n1, . . . nL, n′1, . . . n′L〉A. As
a result, the operator αˆi acting on site i to the left of the
density matrix is mapped to aˆi acting on the state vector
on the i-th site too, while the operator αˆi acting on the
right of the density matrix is mapped to aˆ†L+i acting on
the state vector. We refer to the representation defined
by the 2L modes aˆi as the A representation.
To enforce the fermionic anti-commutation relations
over all the sites, we perform a second mapping from 2L
modes aˆi to another set of 2L modes bˆi, which we refer
to as the B representation:
bˆi = aˆi, bˆ
†
i = aˆ
†
i (4a)
bˆL+i = P aˆL+i, bˆ†L+i = aˆ†L+iP, (4b)
where P is the parity operator [16, 19] defined as
P = eipi
∑2L
j=1 bˆ
†
j bˆj . (5)
The Hamiltonian term in B representation can be written
as
[Hˆ, ρˆ]B =
L∑
i,j=1
(
hi,j bˆ
†
i bˆj +
1
2
gi,j bˆ
†
i bˆ
†
j −
1
2
g∗i,j bˆibˆj
− hj,ibˆ†L+ibˆL+j −
1
2
gi,j bˆL+ibˆL+j
+
1
2
g∗i,j bˆ
†
L+ibˆ
†
L+j
)
, (6)
and the dissipative part of Eq.(1) can be written in the
B representation as
DB|ρ〉B =
L∑
i,j=1
(
Λ+ij bˆ
†
i bˆ
†
L+j −Λ+jibˆibˆ†j + Λ−jibˆL+ibˆj−
Λ−jibˆ
†
i bˆj −Λ+ij bˆ†L+ibˆ†j −Λ+jibˆL+ibˆ†L+j
− Λ−jibˆibˆL+j −Λ−jibˆ†L+ibˆL+j
)
|ρ〉B, (7)
where DB is the dissipator D in the B representation
while |ρ〉B the density operator ρˆ in B representation.
We note that the Lindbladian in the B representation,
LB, satisfies [LB,P] = 0 (8)
since LB is quadratic in operators bˆ and bˆ†, which anti-
commute with P as in [19]. As a result, the even parity
sector and odd parity sector are separated, and we have
dropped the P operator in Eq.(7) by assuming that we
are working in the even parity sector, namely P = 1.
B. Master equation in the new representations
Combining Eqs.(6, 7), and using the more compact
notation b1→L for the column vector,
(
bˆ1; . . . bˆL
)
, it is
possible to rewrite LB as
LB =

b†1→L
b1→L
b(L+1)→2L
b†(L+1)→2L

t
G

b1→L
b†1→L
b†(L+1)→2L
b(L+1)→2L

− tr(Λ− + Λ+), (9)
3where the coefficient matrix G is a 4L× 4L matrix
G =

h¯ −ig/2 Λ+ 0
ig∗/2 −h¯t 0 −Λ−
Λ−t 0 −h¯† ig/2
0 −Λ+t −ig∗/2 h¯∗
 . (10)
Here h¯ = 12
(
−ih−Λ−t + Λ+
)
. Denoting
M =
(
h¯ −ig/2
ig∗/2 −h¯t
)
(11)
and
J =
(
Λ+ 0
0 −Λ−
)
, (12)
we can rewrite G in a more compact form
G =
(
M J
−YJtY YM∗Y
)
. (13)
Here we have used
Y = −i
(
0 1L
−1L 0
)
, (14)
where 1l denotes an identity matrix of size l. In the
following we will also use matrices
X =
(
0 1L
1L 0
)
(15)
and
Z =
(
1L 0
0 −1L
)
. (16)
Now we assume that there exists a transformation
b1→L
b†1→L
b†(L+1)→2L
b(L+1)→2L
 = W

c1→L
c(L+1)→2L
c′(L+1)→2L
c′1→L
 , (17)
which perserves the fermionic commutation relation

c1→L
c(L+1)→2L
c′(L+1)→2L
c′1→L
 ,

c′1→L
c′(L+1)→2L
c(L+1)→2L
c1→L

t = 14L. (18)
From Eq.(17) we have
c′1→L
c′(L+1)→2L
c(L+1)→2L
c1→L

=
(
0 X
X 0
)
W−1
(
X 0
0 X
)
b†1→L
b1→L
b(L+1)→2L
b†(L+1)→2L
 . (19)
Substituting Eqs.(17, 19) into Eq.(18), we get
W−1 =
(
0 X
X 0
)
Wt
(
X 0
0 X
)
(20)
In the following we refer to the new representation de-
fined by cˆ as the C representation, using the transforma-
tion in Eq.(17), we get
LC =
 c
′
1→L
c′L+1→2L
cL+1→2L
c1→L

t
W−1GW
 c1→LcL+1→2Lc′L+1→2L
c′1→L

− tr(Λ− + Λ+), (21)
where LC denotes the Lindbladian L in the C representa-
tion. This implies that the problem of finding the normal
master modes of the system reduces to diagonalizing the
4L× 4L matrix G.
C. Normal master modes
The matrix G satisfies two symmetries which imply
that, for each eigenvalue ω, there exist also the eigenval-
ues −ω and ±ω∗. These symmetries will be the first step
to simplify the problem from solving a 4L × 4L matrix
to a 2L× 2L matrix. More in detail, G satisfies(
X 0
0 X
)
G
(
X 0
0 X
)
= −Gt (22)(
0 Y
−Y 0
)
G
(
0 Y
−Y 0
)
= −G∗ (23)
Using Eq.(22) we find that if
~x =
(
~u
~v
)
(24)
is a right eigenvector of G for the eigenvalue ω, then
~xt
(
X 0
0 X
)
=
(
X~u
X~v
)t
(25)
is a left eigenvector of G to −ω. Moreover, from Eq.(23)
we obtain that(
0 Y
−Y 0
)
~x∗ =
(
Y~v∗
−Y~u∗
)
(26)
is another right eigenvector of G to ω∗. At this point we
define a 2L× 2L matrix P
P =
(
P¯ −ig/2
ig∗/2 P¯∗
)
(27)
with
P¯ = h¯−Λ+ =
(
−ih−Λ−t −Λ+
)
/2 (28)
4an L× L matrix. P satisfies the symmetry
XPX = P∗. (29)
Therefore if ~y is a right eigenvector of P to ω, then X~y∗
is another right eigenvector of P to ω∗. Assuming that
P has the eigen-decomposition
P
(
R T∗
T R∗
)
=
(
R T∗
T R∗
)(
λP 0
0 λ∗P
)
, (30)
then, from Eqs.(13,27,30), it is possible to verify that RT−R
T
 and
 −T
∗
−R∗
T∗
−R∗
 constitute 2L right eigenvectors
of G, corresponding to the 2L eigenvalues λP and λ
∗
P .
From the symmetry in Eq.(22) we know there exists 2L
additional eigenvalues which are −λP and −λ∗P , and we
denote the corresponding eigenvectors as
 A−BC
D
 and
 D
∗
−C∗
B∗
A∗
. With these notations, W can be written as
W =
 R −T
∗ D∗ A
T −R∗ −C∗ −B
−R T∗ B∗ C
T −R∗ A∗ D
 , (31)
and then G can be diagonalized as follows
W−1GW =
 λP 0 0 00 λ∗P 0 00 0 −λ∗P 0
0 0 0 −λP
 . (32)
Substituting Eq.(32) into Eq.(21), also noticing from
Eq.(30) that
L∑
i=1
(
λP,i + λ
∗
P,i
)
= tr(P) = −tr(Λ+ + Λ−), (33)
we get the compact expression
LC =2
L∑
i=1
λP,icˆ
′
icˆi + 2
L∑
i=1
λ∗P,icˆ
′
L+icˆL+i. (34)
This means that, in order to compute all the 4L rapidi-
ties, it is sufficient to diagonalize the 2L × 2L matrix P
in Eq.(27).
IV. COMPUTING QUADRATIC OBSERVABLES
We now show that in order to compute any two-
particles observable it is sufficient to solve the Lyapunov
equation (50). In order to do so we first need to derive
the Lyapunov equation, and then we need to show its
connection to the two-particles observables. To start, we
define
E =
(
R −T∗
T −R∗
)
(35)
F =
(
D∗ A
−C∗ −B
)
(36)
λ˜ =
(
λP 0
0 λ∗P
)
. (37)
We can see that XEX = −E∗. With these definitions,
we can write W as
W =
(
E F
−ZE −iYF∗X
)
. (38)
Using Eq.(20), we get
W−1 =
(
XFtX F†Z
−E† −E†Z
)
. (39)
Then from W−1W = 14L, we get(
XFtXE− F†E XFtXF− F†XF∗X
0 −E†F + E†XF∗X
)
= 14L, (40)
from which we get two independent matrix equations
XFtXE− F†E = 12L → F† = XFtX−E−1 (41)
XFtXF− F†XF∗X = 0 (42)
Now we rewrite Eq.(32) in terms of E,F, λ˜(
M J
−YJtY YM∗Y
)(
E F
−ZE −iYF∗X
)
=
(
E F
−ZE −iYF∗X
)(
λ˜ 0
0 −λ˜∗
)
, (43)
from which we have
ME− JZE = Eλ˜ (44)
MF− iJYF∗X = −Fλ˜∗ (45)
Since F∗ = XFX−Et−1, we have
MF− iJY(XFX−Et−1)X = −Fλ˜∗. (46)
from which we get
(M− JZ)F + iJYEt−1X = −FXλ˜X (47)
Since M− JZ = P, we have
PFXEt + iJY = −FXλ˜Et = −FXEtPt, (48)
5therefore we get
−PFXEtX− FXEtXP† = JZ. (49)
Denoting Ω = −FXEtX, we get the equation for Ω
PΩ + ΩP† = JZ. (50)
This is Lyapunov equation, which can be solved with
methods which scale as O(L3) [24, 25]. We should also
stress that for quadratic open systems, it is often possible
reduce the analysis of the problem in equations of this
form, see for example [26, 27].
Now we show that Eq.(50) is relevant to compute ob-
servables. We start by demonstrating that
A〈1|cˆ′k = 0, ∀1 ≤ k ≤ 2L, (51)
where A〈1| is the transpose of the iden-
tity operator in the A representation, |1〉 =∑
i1,i2,...,iL
|i1, i2, . . . , iL, i1, i2, . . . , iL〉A. From the
inverse of Eq.(17) we have
cˆ′i =
L∑
k=1
(
Ttik bˆk + R
t
ik bˆ
†
k + T
t
ik bˆ
†
L+k −Rtik bˆL+k
)
=
L∑
k=1
[
Ttik
(
bˆk + bˆ
†
L+k
)
+ Rtik
(
bˆ†k − bˆL+k
)]
(52a)
cˆ′L+i =
L∑
k=1
(
−R†ik bˆk −T†ik bˆ†k −R†ik bˆ†L+k + T†ik bˆL+k
)
=
L∑
k=1
[
−R†ik
(
bˆk + bˆ
†
L+k
)
−T†ik
(
bˆ†k − bˆL+k
)]
.
(52b)
Therefore to prove Eq.(51), it is sufficient to prove that
for any 1 ≤ k ≤ L,
A〈1|
(
bˆk + bˆ
†
L+k
)
= 0 (53)
and
A〈1|
(
bˆ†k − bˆL+k
)
= 0, (54)
which has already been proved in [19]. Now using Eq.(17)
we get
bˆi =
L∑
k=1
(
Rik cˆk −T∗ik cˆL+k + D∗ik cˆ′L+k + Aik cˆ′k
)
(55a)
bˆ†i =
L∑
k=1
(
Tik cˆk −R∗ik cˆL+k −C∗ik cˆ′L+k −Bik cˆ′k
)
. (55b)
We can thus write
O =tr
((
b†
b
)(
b
b†
)t
ρˆ
)
=A〈1|
(
b†
b
)(
b
b†
)t
|ρss〉. (56)
Substituting Eqs.(55) into the above equation, and using
Eq.(51), we get
O =
(
TAt −R∗D† −TBt + R∗C†
RAt −T∗D† −RBt + T∗C†
)
=XEXFt = −Ωt. (57)
Therefore, the quadratic observables O can be deter-
mined by solving Eq.(50).
V. SOLUTIONS FOR A BOUNDARY DRIVEN
XY MODEL
In the following we apply our method to a boundary
driven XY model. The Lindblad equation in this case is
LXY(ρˆ) = −i[HˆXY, ρˆ] +DXY(ρˆ), (58)
with
HˆXY =
J (1 + γ)
2
L−1∑
i=1
σˆxi σˆ
x
i+1
+
J (1− γ)
2
L−1∑
i=1
σˆyi σˆ
y
i+1 + hz
L∑
i=1
σˆzi , (59)
and
DXY(ρˆ) =
∑
l=1,L
[
Λ+l (2σˆ
+
l ρˆσˆ
−
l − {σˆ−l σˆ+l , ρˆ}) (60)
+ Λ−l (2σˆ
−
l ρˆσˆ
+
l − {σˆ+l σˆ−l , ρˆ})
]
, (61)
Applying Jordan-Wigner transformation [28, 29], theXY
chain can be mapped into a fermionic chain
HˆF =J
L∑
i=1
[
αˆiαˆ
†
i+1 + αˆi+1αˆ
†
i + γ
(
αˆiαˆi+1 + αˆ
†
i+1αˆ
†
i
)]
+ hz
L∑
i=1
(2αˆ†i αˆi − 1), (62)
The dissipator can also be mapped into fermionic repre-
sentation B as in [19], after which we can read the L×L
matrices P¯ and g with non-zero elements
Pl,l+1 = Pl+1,l = − iJ
2
; ∀1 ≤ l < L (63)
Pl,l = −ihz; ∀1 < l < L (64)
P1,1 = −ihz − Γ1
2
,PL,L = −ihz − ΓL
2
, (65)
where Γ1 = Λ
+
1 + Λ
−
1 and ΓL = Λ
+
L + Λ
−
L , and
gl,l+1 = Jγ, gl+1,l = −Jγ; ∀1 ≤ l < L. (66)
P¯ is a tridiagonal bordered Toeplitz matrix, and g is
an anti-symmetric tridiagonal Toeplitz matrix. In the
6isotropic case of γ = 0, P is block diagonal with P¯
and P¯∗ on its diagonal, P¯ has shown to be analytically
diagonalizable in [20–22], something which we exploited
in [19].
Here we show analytical solutions for arbitrary J, γ,
provided hz = 0. Eq.(30) for P can be expanded into
two independent equations
P¯R− igT
2
= RλP (67a)
P¯∗T +
igR
2
= TλP . (67b)
We then introduce two L×L diagonal matrices K± with
the diagonal elements
K+i,i = (−1)i+1 (68)
K−i,i = (−1)i, (69)
for 1 ≤ i ≤ L. For the XY chain the following relations
K±K± = 1L (70)
K±P¯K± = P¯∗ (71)
K±gK± = −g (72)
are valid. Using them we can solve Eqs.(67) with the
ansatz
T = K±R. (73)
Substituting Eq.(73) into Eqs.(67), we get a single equa-
tion (
P¯− igK
±
2
)
R = RλP . (74)
Therefore, to diagonalize the boundary driven XY chain
with 0 magnetic field, one only needs to diagonalize two
L× L matrices
Q± = P¯− igK±/2. (75)
Moreover, Q± is a tridiagonal bordered 2-Toeplitz ma-
trix, whose characteristic determinant is
∆L =
(d1d2)
m−1
sin(θ)
[
d1d2
(
Γ1 + ΓL
2
− λ
)
sin(m+ 1)θ
−
(
Γ1ΓLλ
4
+
d21Γ1 + d
2
2ΓL
2
)
sin(mθ)
]
, (76)
when L = 2m+ 1 is odd and
∆L =
(d1d2)
m−1
sin(θ)
[(
Γ1ΓL
4
+ d22 +
(Γ1 + ΓL)λ
2
)
sin(mθ)
+ d1d2 sin(m+ 1)θ +
Γ1ΓL
4
d1
d2
sin(m− 1)θ
]
(77)
when L = 2m is even (see Eqs.(4.a, 4.b) in [21]). Here
the eigenvalues λ and θ are related by
λ2 = d21 + d
2
2 + 2d1d2 cos(θ). (78)
And d1, d2 are define as
d1 = −iJ 1∓ γ
2
(79)
d2 = −iJ 1± γ
2
(80)
for Q±, respectively. Therefore, the diagonalization of
matrices Q± are reduced to solving the scalar trigono-
metric equations Eqs.(76, 77) in the complex number θ.
For an Ising chain, which corresponds to γ = 1, we have
d1d2 = 0. In this special case, Eqs.(76, 77) have closed
analytic solutions and all the allowed eigenvalues are (see
Proposition 4.2 in [21])±iJ,−Γ1,L2 ,−Γ1,L4 ±
√
Γ21,L − 16J2
4
 . (81)
It is interesting to point out that none of these eigenval-
ues depend on L, which means the Lindbladian has a
constant relaxation gap irrespective of the system size
L.
We should now compare this result with numerical so-
lutions and with the perturbative expression in [16]. In
this study it was found that for hz 6= 0 the relaxation
gap scales as 1/L3 (see Eq.(85) of [16]). There is no con-
trast between this result and ours, because for hz = 0
the predicted relaxation gap (real part of the slowest de-
caying mode) also vanishes. In Fig.1(a) we show how the
relaxation gap ∆ scales with the system size for different
values of the magnetic field hz, computed by diagonaliz-
ing numerically the 2L × 2L matrix P in Eq.(27). The
scaling follows a power-law well approximated by L−3,
and the gap decreases when hz is smaller. We also inves-
tigate the real and imaginary parts of the rapidities λ.
For small hz, the rapidities with the smallest real part
are found near ±iJ and approach these values for larger
system size L and as hz tends to 0. This is shown in
Fig.1(b-c) where we respectively increase the system size
L or decrease hz.
We note here that the presence of slow decaying modes
which have a large imaginary part can result, when
computing two-time observables on the steady state, in
long-lasting periodic motions which break the continu-
ous time-translation symmetry, thus resulting in a time
crystal [30–32]. For studies using two-time correlations
to investigate time crystal in dissipative systems see for
example [33, 34].
VI. CONCLUSIONS
In this work we have studied the steady state of dissi-
patively boundary driven fermionic quadratic system in
7log(L)
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FIG. 1: (a) Relaxation gap ∆ versus system size L for differ-
ent values of magnetic field hz. (b) Real and imaginary part
of the rapidities λ closest to the real axis and with positive
imaginary part, for hz/J = 0.01 and different system sizes:
yellow diamonds for L = 50, red squares for L = 75 and blue
circles for L = 100. (c) Real and imaginary part of the ra-
pidities λ closest to the real axis and with positive imaginary
part, for L = 100 and different magnetic fields: yellow dia-
monds for hz/J = 0.03, red squares for hz/J = 0.02 and blue
circles for hz/J = 0.01. Common parameters to the three
panels are γ = 1, Γ1 = 1, ΓL = 1.
which the particle number is not conserved, i.e. an XY
chain. We have shown that, not only it is possible to
convert the problem of computer all the relaxation rates
and normal master mode of the Lindblad master equa-
tion to diagonalizing an L × L matrix (where L is the
number of spins), but also that the matrix has a par-
ticular structure (it is a tridiagonal bordered 2−Toeplitz
matrix) which can then be solved as a scalar trigono-
metric equation. Moreover, for the special case of the
Ising chain we find explicit analytical solutions which are
independent of the system size L. The method here pre-
sented can be useful to study both the time evolution
(since it gives access to all the normal master modes and
rapidities) and steady states for open quadratic fermionic
systems far from equilibrium even when the total number
of particles is not conserved. Note that, once the problem
is brought into a L × L matrix of bordered 2−Toeplitz
form, it may also be possible to find other further analyti-
cal solutions to Eqs.(76, 77), as well as the expressions for
the eigenvectors, by referring to, for example, references
[20–23].
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