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Abstract
We report the emergent dynamics of a community structured modular network of chaotic Hindmarsh-Rose (HR)
neurons with inhibitory synapses. We find the inhibitory coupling between the neuronal modules lead to complete
synchronization of neurons in a module, and also pushes modules into interesting sequences of travelling burst pat-
terns. When dynamical time-scales vary for neurons in different modules, hence breaking the symmetry among them,
we see specific sequences of travelling burst patterns that are characteristic of the time-scale mismatch and cou-
pling strengths. Thus for a modular network with two time-scales, the neuronal communities enter into synchronized
frequency locked clusters with the bursting sequences having recurring patterns. Our study provides a complete char-
acterization of the spatio-temporal regularity in terms of frequency locking for temporal order and burst sequence
patterns for spatial order in the collective dynamics of the neuronal clusters. Our results have significance in the pro-
cess of information coding in terms of frequency of firing dynamics among neurons and in selective communication
based on the sequences of bursts.
Keywords: Modular inhibitory neuronal networks, Multiple time-scale, Travelling bursts, Synchronized frequency
locked clusters
PACS: 87.19.lj, 05.45.Xt, 82.39.Rt, 87.19.lp
1. Introduction
Studies related to the brain and its various structural and dynamical features have been a very interesting and
challenging area of research in recent times. This is mainly because the brain is highly complex with over 109 neurons
connected via complex networks perfected by evolution. Although reproducing the dynamics of the entire brain is
close to impossible, due to its intricate connectome and constituent levels of its complexity, there are several gener-
alizations in the neuronal architecture and dynamical features of the brain. These generalizations can be abstracted
to give very useful mathematical models of neuronal networks, which can be extended to model the real structures in
the brain. [1, 2, 3, 4]. Neuronal networks dynamically self-organize in various length and time-scales to give rise to a
wide repertoire of behaviours. While the dynamical state of an individual neuron depends on the type of ion channels,
their dendritic structure and the nature of coupling with other neurons, the complex behavioural aspects produced by
the brain are due to the collective dynamics of several ensembles of neurons [5, 6].
In this context, community structured networks are one of the most commonly found network topology in the
brain. Such networks consist of nodes that are grouped into communities based on some characteristics of the nodes
or based on their connections with other nodes [7, 8]. There has been a lot of connectomics study which has pointed to
the community structured or modular organization of the networks in the mammalian brain [9, 10, 11]. Some notable
examples of such architecture are the striatal networks, visual cortex and olfactory lobes in insects [12] and also the
layers of neurons in medial entorhinal cortex [13, 14]. Various studies have shown that this type of structure may have
some role in the processing of information in neural circuits [15]. Some theoretical studies also explore the potential
aspects of the modular organization leading to interesting dynamical phenomena in neuronal networks [16, 17, 18].
Several nonlinear dynamical models capture the dynamical features of individual neurons like spiking and bursts,
the most widely used among them being Hindmarsh-Rose neuronal model [19] that can demonstrate a broad class of
bursting dynamics [20, 21]. As is well established neurons can make contacts with other neurons through synapses
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that can be excitatory or inhibitory. Specifically, several studies report the effect of inhibitory synaptic connections in
neurons [22, 23, 24, 25, 26]. This type of coupling is found very crucial in producing rhythmic activity in the brain as
reported by various theoretical and experimental studies [27, 28, 29, 30].
Along with the nature of connectivity among the neurons, the major factor affecting the neuronal activity is the
time-scale of its dynamics. This time-scale is generally dependent on the interplay of the various ions flowing across
the cell membrane of the neuron deciding its capacitance and conductance [31]. The collective activities of neurons
are dependent on the temporal scales of activity of each neuron or ensemble of neurons [32, 13, 33, 34, 35] and they
tend to play a major role especially in the oscillations in the midbrain region [27].
In this work, we address an important aspect of brain dynamics, viz how the presence of differing time-scales affect
the emergent dynamics of the community structured neuronal networks. We start with the hypothesis that the presence
of differing time-scales and inhibitory coupling can result in modulation of emergent frequencies in the system. We
present a comprehensive model of a system where such variations in burst frequencies and emergence of frequency
locked clusters can be studied in detail for a range of parameter values. This study in a way can model the modulation
of oscillation frequencies and frequency locking reported from MEG/EEG data [36] and intra-cortical recordings [37]
in primates and rats. Furthermore, such frequency locking can play a vital role in the formation of working memory.
The community structured network that we present is a very basic model that can address the dynamical com-
plexity of the brain. It illustrates how a system of HR neurons can produce travelling burst sequences that circulate
periodically among the modules. We observe a variety of dynamical states when the time-scales of the dynamics in the
modules are varied. The most relevant among them are the frequency synchronized clusters with periodic sequences
of bursting evident from the spatio-temporal dynamics of the network.
The model and methods of study are introduced in the next section. The results of our analysis on modular
networks with identical neurons and those with time scale mismatch in their dynamics are detailed in the next three
sections. The salient features and main results of the study are summarized in the final section.
2. Modular neuronal networks with differing time-scales
We start with a model of commnity structured network consisting of N neurons grouped into M communities or
modules. The neurons in each module belong to a community since they have a specific time-scale with zero intra-
connections and full inter-connections. This means they do not have any connections among themselves but each of
them has inhibitory connections with the other neurons of all the other communities. For this purpose, we construct
the adjacency matrix A with (M × M) block matrices Blk of size (N/M) × (N/M) where l, k = 1, 2, ..,M. The required
community structure is established by choosing the Blks as:
Blk =
[0], ∀ l = k[1], ∀ l , k (1)
Thus the adjacency matrix, A, in this case is given as:
A =

[0] [1] [1] [1]
[1] [0] [1] [1]
[1] [1] [0] [1]
[1] [1] [1] [0]
 (2)
The elements of the adjacency matrix A are such that, ai j = 0 if the neurons are in the same block(l = k) and ai j = 1
if they are in different blocks (l , k). The schematic diagram in Figure 1a shows the structure thus chosen where
the modules with the uncoupled neurons are represented by the colored circles. The typical values of the size of the
network used in the study are N = 120 and M = 4.
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Figure 1: (Colour Online) (a)Schematic representation of a network with modular structure: The circles represent the modules and the
dots inside each circle represent a few typical neurons. The arrows represent the all-to-all coupling between neurons of two different modules.
(b)Intrinsic dynamics of HR neuron: The chaotic bursts for parameters Ie = 3 and  = 0.006 for a neuron (smooth line) with (η = 1) and that for
a slow neuron (dotted line) with time-scale mismatch η = 0.5
The intrinsic dynamics of each neuron is same as HR neuron and the dynamics of the ith neuron as:
x˙i = ηi
(
yi − xi3 + 3xi2 − zi + Ie − β(V − xi)
N∑
j=1
ai j
( 1
e−λ(x j+K)
))
y˙i = ηi(1 − 5xi2 − yi)
z˙i = ηi((4(xi + xr) − zi))
(3)
Here, the variable xi represents the membrane potential and the variable yi and zi represent the fast and slow gating
variables of the HR neuron. We use the parameters Ie = 3 and  = 0.006 such that the intrinsic dynamics shows
chaotic bursts. The synaptic coupling function is a sigmoidal function with parameters λ = 10, reversal potential
V = 2 and synaptic threshold K = 0.25 respectively. This type of coupling is chosen because it is more prevelant in
the brain and generates nonintuitive emergent phenomena. The nature of coupling is inhibitory and the parameter β
gives the strength of coupling.
We introduce additionally a time-scale parameter determining the dynamics of each neuron as ηi, with values in
the range 0 < ηi ≤ 1. It is clear that ηi = 1 corresponds to the regular neuronal time-scales while any values of ηi < 1
would mean the corresponding neuron being slower in dynamics than others while keeping the nature of its intrinsic
dynamics the same [38]. Biologically the parameter η can be attributed to the differences in the capacitance of the
axonal membranes. In Eq. 3, the parameter η can be used to tune the frequency of the neurons without affecting the
dynamics of the neurons. Figure 1b shows the dynamics of two HR neurons, one of which has a slower time-scale
with η = 0.5.
In this study we keep the time scale of all the neurons in each module at a specific value of the time-scale ηi. So for
the whole network, time-scale parameters form a set of M values, η = (η1, η2, η3, η4). We initially consider a network
that is symmetric both in structure and dynamics with identical neurons with all modules having the same time scale
i.e. η0 = ( 1, 1, 1, 1 ). In this case we analyze the emergent burst patterns of the whole network using spatio-temporal
plots. Then we proceed to the more interesting case where one level of symmetry is broken by having two modules
follow a slower time scale with a mismatch with the faster ones given by η1 = ( 1, η, 1, η ) (where η ∈ [0, 1)). We also
study two other possible configurations with η2 = ( η, η, η, 1 ) and η3 = ( 1, 1, 1, η ).
In all the cases, the system of equations in Eq. 3 is analyzed by numerical simulations using fourth order vector
Runge-Kutta algorithm for a step ∆t = 0.01 and 600000 iterations. The first 100000 values are discarded as transients
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and the remaining are used in the analysis. We present the spatio-temporal plots that provide a qualitative picture of
the emergent dynamics of the network.
For a detailed characterization of the temporal dynamics, we compute the burst frequency of each neuron from its
time series, xi. We note the time τik at which the xi values cross a threshold value of −1 with the x˙ > 0. The value
of the threshold is carefully chosen after studying several cases with different parameter values for each neuron. The
τi
k represents the time of onset of the kth burst in the ith neuron. The inter-burst interval (IBI) is then calculated for
each burst as the time interval ∆τk = τk+1 − τk. The average burst frequency of the ith neuron is calculated using the
equation:
fi =
2pi
Ki
Ki∑
k=1
1
τik+1 − τik (4)
where Ki refers to the total number of bursts for the ith neuron in the total time used for calculation. The intrinsic
burst frequency of a single HR neuron calculated using this method turns out to be fo w 0.04 in arbitrary units. This
generally corresponds to a frequency of v 60 Hz when we compare it with the biological neuronal time series [19].
3. Travelling burst dynamics
The type of topology and coupling considered in the study leads to synchronization between uncoupled neurons
due to the action of inhibitory inputs from other neurons. Thus all neurons in a particular community or module are
in complete synchrony with each other. In the case of two neurons, it is known that inhibitory nature of the coupling
leads to anti-phase synchronization because, when one of the neurons is active it tends to inhibit the other neuron’s
activity. The same tendency in a modular network of mutually coupled inhibitory neurons can drive the neurons to
a state of sequential bursting. So when we look at the bursting pattern in the whole network, we see each module of
neurons bursts one after the other in a specific sequence like travelling bursts. The spatio-temporal plots in Figure 2
illustrate these emergent bursting patterns in the network for two different coupling strengths β.
(a) β = 0.1 (b) β = 2
Figure 2: (Colour Online) Spatio-temporal plots of the neuronal dynamics:(a) β = 0.1 , (b) β = 2. Each module of neurons bursts sequentially
one after the other in time, producing a travelling burst pattern in the network.
We can infer a few general trends in the dynamics of the network from the spatio-temporal plots in Figure 2. Firstly,
the bursting sequence remains periodic as the whole system evolves in time. This means the inhibitory coupling drives
the system of chaotic bursting neurons into periodic square bursting dynamics. Secondly, the bursting dynamics is
identical in all the modules, i.e., all the neurons show identical mixed-mode square bursting dynamics, although the
bursts are shifted in space and time. This is illustrated in Figure 3 where the time series of typical neurons from each
module corresponding to the states of spatio-temporal plots in Figure 2 are shown.
We calculate the burst frequency of each neuron averaged over the module, using Eq. 4. This remains the same for
all the modules for a given β, indicating frequency synchronization over the whole network, even though the bursts
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Figure 3: (Colour Online) Time series of sequentially bursting neurons from each module:(a) β = 0.1 , (b) β = 2. The dynamics of typical
neurons from each module ( for i = 30, 60, 90, 120) is shown. It is clear that all neurons have the same periodic bursts that form a sequential pattern
of bursting. With increase in β, the time period of the burst increases.
are shifted in phase. Moreover, as is clear from the Figure 3, the bursting frequency decreases as β increases. In the
context of neurons, the synaptic coupling strength β can vary according to certain plasticity rules [39]. Our results
indicate how this variation in β can modulate the frequency of the collective dynamics of neurons. This is shown in
Figure 4 where fav ' β−ν. We note that frequency of the whole network is less than the intrinsic frequency of the
neurons. For the case of the symmetric network discussed so far, with identical neurons, with η0 = ( 1, 1, 1, 1 ), all the
neurons are frequency synchronized and the firing pattern has a wave of travelling bursts circulating over the whole
network periodically.
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Figure 4: (Colour Online) Frequency vs Coupling Strength: The dotted circles indicate the calculated frequency averaged over the network for
five realizations. The smooth line shows the function fit to the mean values, fav = Aβ−ν where the values are given as A = 0.0025 ± 0.0001 and
ν = 0.80 ± 0.02.
4. Bursts sequences with differing time-scales
In this section, we present the study on the modular network with a time-scale parameter is not the same in all
the modules. The differing time-scales break the symmetry of the network, as now the neurons in one module are
non-identical with that in another. As a specific case we consider, two slow communities and two fast ones with the
time-scales fixed as η1 = ( 1, η, 1, η ).
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Our numerical analysis shows that in this case also, the travelling burst pattern occurs with the neurons in each
module bursting sequentially one after the other. But the pattern of bursting is decided by the value of the time-scale
η. This is evident from the spatio-temporal dynamics on the network as shown in Figure 5, for three different values
of η. We label each particular sequence by Pηk . For example, for η = 0.9, we identify the sequence of the travelling
bursts from Figure 5a as Pη11 = S 1S 2F1F2, where S 1, S 2 and F1, F2 represent the slow and fast community, numbered
according to the order in which communities burst in time. The bar over the sequence indicates that the sequence is
repeated periodically in time.
(a) η = 0.9 (b) η = 0.8
(c) η = 0.4
Figure 5: (Colour Online) Spatio-temporal plots of the neuronal dynamics with time-scale mismatch at β = 0.1: (a)η = 0.9, showing the
sequence Pη11 . (b)η = 0.8, P
η1
2 . (c)η = 0.4, P
η1
3 .
As η is lowered to a value of η = 0.8, the travelling bursts have a longer sequence Pη12 = F1S 1F2S 2F1F2S 1F1S 2F2
with slow communities bursting four times and fast communities bursting six times during the time of one cycle,
as shown in Figure 5b. At lower values of η, like in Figure 5c, (η = 0.4) the bursting pattern changes to Pη13 =
S 2F2F1S 1F2F1 so that the slower modules burst once each and the faster modules burst twice in one cycle. In
all cases, the sequences are repeated periodically in time. We prescribe a characterization of the periodic bursting
sequences as (p : q) where p represent the number of slow bursts and q represent the number of fast bursts. Then,
with time scales fixed as η1 = ( 1, η, 1, η ), the network has 3 different emergent dynamical states of the network, that
can be denoted by (2 : 2), (4 : 6) and (2 : 4) for decreasing values of η.
We now present two more possible configurations of the network that are more heterogeneous with unequal num-
ber of slow and fast modules, with 3 slow and 1 fast modules (η2 = ( η, η, η, 1 )), and with 1 slow and 3 fast modules
(η3 = ( 1, 1, 1, η )). In a network of four modules, these exhaust all possible configurations. We have summarized these
results in Table 1 and Figure 6 highlighting the ranges of η values for each burst sequence for all the three cases in
the present study. By extending the study along similar lines to networks with larger number of modules, we expect a
variety of interesting periodic patterns of bursting based on the numbers of slow and fast modules and the distribution
of η values among them.
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Burst sequences in four modules
Configuration (ηi) Sequnce (P
ηi
j ) (p : q) Range of η
η1 = ( 1, η, 1, η )
Pη21 = S 3S 2S 1F (3 : 1) [0.83, 1]
Pη12 = F1S 1F2S 2F1F2S 1F1S 2F2 (4 : 6) (0.76, 0.82]
Pη13 = S 2F2F1S 1F2F1 (2 : 4) [0.4, 0.76]
η2 = ( η, η, η, 1 )
Pη21 = FS 3FS 2FS 1 (3 : 3) [0.83, 1]
Pη22 = FS 3S 2FS 1S 3FS 2S 1F (6 : 4) [0.6, 0.83)
Pη23 = S 3FS 2S 1F (3 : 2) [0.54, 0.6)
Pη24 = FS 3FS 2FS 1 (3 : 3) [0.3, 0.54)
η3 = ( 1, 1, 1, η )
Pη31 = F3F2F1S (1 : 3) (0.78, 1]
Pη32 = S F3F1F2F3S F1F2F3F1S F2F3F1F2 (3 : 12) (0.72, 0.78]
Pη33 = S F1F3F2F1F3S F2F1F3F3F1S F3F2F1F3F2 (3 : 15) (0.66, 0.72]
Pη34 = S F3F2F1F3F2F1F3F2F1 (1 : 9) (0.63, 0.66]
Pη35 = F3F2F1 (0 : 3) [0.3, 0.63]
Table 1: Burst patterns and their sequences for the three configurations with four modules for β = 0.1. The range of time-scale values for which
they are stable are also given in the rightmost column.
0.3 1.0
Figure 6: (Colour Online) Schematic representation of the burst sequences observed in the three configurations of the modules for β = 0.1 :
For each configuration, the different sequences are in different colours with (p : q) values given above.
5. Frequency locked clusters
The pattern of sequences reported in Section 4 can be further quantified by calculating the average burst frequency
for each community of neurons as f = ( f1, f2, f3, f4 ) using Eq. 4. For the case of two slow and two fast modules, the
frequencies for different η values with β = 0.1 for each module is shown in Figure 7a. It is clear that for sufficiently
small mismatch or large η, all the modules in the network are still in a single frequency synchronized state with the
average frequency much less than the intrinsic value. As η is reduced, we find the single frequency state bifurcates
into a state where the two slow and the two fast modules separate into two different clusters of differing frequencies,
while being synchronized among them.
We find that the bursts in the slow and fast modules are locked into specific ratios. This ratio ρ, of the average
frequency of neurons in the slow modules and that of neurons in the fast modules, can thus characterize the locked
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Figure 7: (Colour Online) (a)Frequency vs time-scale parameter at β = 0.1 for configuration η1: For large η or less mismatch in time-scale the
whole network is synchronized at a single frequency. At lower values of η, there are two distinct clusters of slow and fast frequencies. (b)Regions
in the (β, η) parameter space for configuration η1:The three regions correspond to the three distinct synchronized frequency locked states -
Red(gray) region corresponds to the state ρ = 1, green(black) region to ρ = 0.6 and blue(dark gray) region to ρ = 0.5.
states. For the network with two slow and two fast modules, we get three distinct ratios, 1, 0.5 and 0.6. The values
of the parameters for which the locked states stabilize, are indicated in the parameter plane (β, η) in Figure 7b. It
is interesting to note that while the frequency values of each cluster keep changing with β and η, the locking ratio
remains constant over a sufficient region of the plane.
These frequency locked states correspond directly to the three patterns of spatial burst sequences mentioned above
and seen in the spatio-temporal plots in Figure 5. Thus ρ = 1 corresponds to the state (2 : 2), ρ = 12 corresponds to
state (2 : 4), and ρ = 23 corresponds to the state (4 : 6). Thus the frequency ratio and the burst sequences together
characterize the spatio-temporal dynamics of the neurons fully.
6. Discussions
In this study we report the emergent dynamics and bursting patterns produced in a modular network of neurons
with inhibitory couplings. The modules in the network are organized based on the type of coupling and the dynamical
time-scales. Primarily our study emphasizes the role of inhibitory couplings in inducing regulated patterns of syn-
chrony among neurons which are not coupled directly to each other. It also indicates how the frequency of the whole
network gets modified due to variations in the synaptic coupling strength.
We show that a variety of dynamical states are possible when the time-scales of the dynamics in the communities
are different. The travelling burst dynamics observed in this case is specific to the mismatch in time-scales and can
be uniquely characterized by the frequency ratios. The slow and fast time-scales in each module result in specific
emergent frequencies in it, which in the presence of inhibitory couplings among them, drive the whole network to fire
at various patterns of bursting sequences. The resultant spatio-temporal regularity in the collective dynamics is fully
characterized by analyzing the sequential order in the burst patterns and the frequency locking in temporal order. By
changing the time-scale mismatch parameter, we observe frequency synchronized clusters that are locked into ratios
like 1, 12 and
2
3 , etc. and are stable over a finite region of the parameter plane of time-scale and coupling strength.
As is well known, the frequency of bursting or firing in the dynamics of connected neurons has a major role in the
coding and transmission of information among them [40, 41, 42] especially in selective communication [43]. Also,
frequency locking and modulation are associated with integrating sensory information to form working memory and
retrieval of such memory for sensory-guided tasks [44, 45]. In response to input currents, synaptic strengths, and
heterogeneous synapses, modulation in frequency and frequency locked states have been reported earlier[46, 47, 48].
But frequency locking and bursting sequences combining temporal and spatial dynamics due to heterogeneous time-
scales is a novel phenomenon reported in this work.
By extending the model to a larger number of modules and varying the time scale mismatches among them, a
variety of sequences can be generated. These bursting sequences themselves can thus be a mechanism or medium for
8
coding information.
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