The computer implementation of the algorithm reported here was done
The optimal return function f(b)..
The parametric function g(O)
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Introduction
The purpose of this paper is to show how a simple generalization of the conventional branch-and-bound approach to integer programming makes it possible to solve a parametric integer program. Following Nauss [6] we shall call the family of programs (P0) max r.x. we shall mean obtaining an optimal solution of (P0) for every for which (P) is feasible. We assume that (P0) is feasible for at least one value of 0.
Parametric integer programming has only recently emerged as a topic of research. The pioneering papers include Noltemeier [7] , Roodman [9, 10] , Piper and Zoltners [8] , and Bowman [1]. Nauss [6] has reviewed this earlier work and contributed many new results for parameterizations of the objective function. The present paper, which has grown out of the authors' work on synthesizing dynamic programming with branch-and-bound [3, 4, 5] , is devoted to the right-hand-side case.
In parametric linear programming, the first step is to solve (P0),
i.e. (P®) for 0=0. Then the direction vector d=(d1, ••• d) is specified and the analysis is performed by driving 0 from 0 to 1. Critical values of 0 and new optimal solutions are identified one at a time as 0 increases.
In the procedure for parametric integer programming to be presented here, the direction d must be specified in advance. The (PIP) is solved in one branch-and-bound search. The usual bounding test is modified so that a partial solution is eliminated only if none of its descendants is optimal for any (P®), This means that some partial solutions must be retained that could otherwise be eliminated if only (P0) were of interest.
The severity of the resulting computational burden depends on the magnitude
The organization of the paper is as follows. A prototype branchand-bound algorithm for (P0) is presented in Section 2.
The lower bound and upper bound functions are developed in Sections 3 and 4, respectively. The modified branch-and-bound algorithm for (PIP) is given in Section 5 and applied to a sample problem in Section 6. Computational experience with the algorithm is reported in Section 7.
A prototype branch-and-bound algorithm
We shall draw upon the framework and terminology of Geoffrion and
Marsten [2] to describe a simple linear programming based branch-and-bound algorithm for (P0). Problem (P0) is separated, by fixing variables at zero -4-.
Step 1. Place (P0) in the candidate list and set LB -
Step 2. If the candidate list is empty, stop. If there is an incumbent, it is optimal for (P0). Otherwise (P0) is infeasible.
Step 3. Select a candidate problem and remove it from the candidate list. Call it (P)
Step 4. Solve the linear program (CP ). Let denote its optimal value.
Step 5. If LB, go to Step 2.
Step 6. If the optimal solution of (CP ) is all integer, make this solution the new incumbent, set LB and go to iep 2
Step 7. Use a heuristic to find a feasible solution of (P)• Let denote its value. If > LB, then make this solution the new incumbent and set LB =
Step 8. Separate (P) into two new candidate problems (P ) and (P ) Place (P ) and (P ) in the candidate list and return to
Step 2.
A great many variations on this pattern are described in [2] , but this prototype will suffice for our purposes.
Step 5 is the bounding test. If this test is satisfied, then no descendant of is better than the incumbent.
Notice that the bounding test includes the case where (CP ), and hence (P), is infeasible since then = -. If (cP') does not have to be separated at Step 8, then we say that it has been fathomed. This occurs if (P) passes the bounding test or if (CP ) has an all integer solution.
Step 7, the heuristic, is optional. Its purpose is to strengthen the bounding test by improving the incumbent and increasing LB.
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The modifications that must be made to this prototype algorithm to solve (PIP) are confined to Steps 5, 6, and 7. The notion of the incumbent must be generalized from a single value LB to a function LB(6) defined on o
The upper bound must also be expressed as a function of e:
The bounding test then becomes a comparison of two functions on the interval rather than just a point comparison for 00.
3. The optimal return and lower bound functions.
In this section we shall investigate the behavior of the optimal 
The solutions which determine LB(0) will be called the incumbents. Each one is incumbent for a particular interval of 0. Step 1. Place (P0) in the candidate list and set LB(O) = -for
Step 2. If the candidate list is empty, stop.
Step 3. Select a candidate problem and remove it from the candidate list. Call it
Step 4. Solve (CP ). If it is infeasible, obtain the appropriate dual extreme point (u*, v*) and extreme ray (y*, z*).
Otherwise obtain an optimal dual solution (u*, v*).
Step 5. I. (CP ) infeasible. 
II. (CP ) feasible.
If (Q;*) LB(0) for all go to Step 2.
Step 6. If the optimal primal solution of (CP ) is all integer, use it to update LB(0).
Step 7. Use a heuristic to find feasible solutions of (CP) with right-hand-side (b+Od) for several values of 0. Use these feasible solutions to update LB(0).
Step 8.
Separate (CP) into two new candidate problems (P ) and (P) by choosing and setting q = =1. Place (P) and (P) in the candidate list and return to Step 2. Step 6, in contrast to the prototype algotithm, is not fathomed when the optimal primal solution of (CP ) is all integer. This is because may have other descendants which are optimal for 0>0. The use of heuristics at
Step 7, while in principle optional, is an important part of the algorithm since integer solutions of (CP ) can only yield LB(0) = LB(0) for
The heuristics are needed to produce stronger values of LB(0) for 0 > 0.
As with the prototype algorithm, the above procedure will admit
considerable variation and refinement. If the dual simplex method is used, then suboptimal dual solutions can be used to perform additional bounding tests. Cutting planes can be generated for any candidate problem to give stronger upper bound functions0 Parametric linear programming can be used to generate more than the first segment of If a candidate problem with an all -integer LP solution has to be separated at
Step 8, then the same LP solution is optimal for one of the two new candidates and does not have to be recomputed. Extensive experimentation will be required to determine the most effective computational tactics.
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Example
In this section the algorithm will be applied to a simple example.
In order to illustrate all of the different cases that can arise, the parameterization will be done over a relatively large interval. The test The complete branch-and-bound tree is displayed in Figure 5 . The nodes will be discussed in the order in which they were created.
The LP solution is all integer and is feasible for 0 0. Therefore the lower bound function may be improved:
125 for 1/2 0 1.
The bounding test for node 1 is shown in Figure 6 . Node 1 is not fathomed. The bounding test, shown in Figure 7 , is not successful. Notice that if we were only interested in solving (P0) we would be finished. Node 1 has an all integer solution with value 20 and node 2 has upper bound UB2=lO<20L3(0). Node 4. Same as node 1, since optimal LP solution at node 1 has x2 = 1.
flex, Same as node 2, since optimal LP solution at node 2 has = 0. The amount of extra computation required to solve (PIP), as compared to (P0), depends on the length of the interval of parameterization. When this interval is small, the burden imposed by parameterization may be slight or even negligible. When it is large, however, as illustrated in this example, the burden can be quite substantial. for which the heuristic is applied at Step 7. The problems are of the capital budgeting type and the heuristic employed is that of Toyoda [11] . "Pivots"
is the total number of linear programming pivots and "time" is the total solution time in seconds on an IBM 370/168.
These results illustrate quite clearly how the computational burden increases as the interval of parameterization is lengthened. In order to facilitate comparison with our results by other researchers we have included the data for the 5x30 problem as Table 2 and the corresponding g(O) function for a 10% increase in b as Table 3 . 
