We present an algorithm for estimating parameters in a mixture-of-regressions model in which the errors are assumed to be independent and identically distributed but no other assumption is made. This model is introduced as one of several recent generalizations of the standard fully parametric mixture of linear regressions in the literature. A sufficient condition for the identifiability of the parameters is stated and proved. Several different versions of the algorithm, including one that has a provable ascent property, are introduced. Numerical tests indicate the effectiveness of some of these algorithms.
Introduction
A finite mixture of regressions model is appropriate when regression data are believed to belong to two or more distinct categories, yet the categories themselves are unobserved (as distinct from the so-called analysis of covariance, or ANCOVA, model in which the categorical variable is observed). This situation could arise when a different regression relationship between predictor and response is believed to exist in each category; yet there are also special cases, such as the case in which each category has the same regression relationship but the errors are distributed differently in the different categories (e.g., when a small proportion of the errors might be considered outliers).
The basic mixture-of-regressions model is
with probability λ 1 . . . f m (x i ) + im with probability λ m .
(1)
As usual, y i is the response value corresponding to the predictor vector x i and ij is the associated error conditional on the event that the ith observation comes from the jth component (an event with probability λ j , where we assume λ j to be positive). Figure 1: Tone dataset of Cohen (1980) .
As a motivating example, the scatterplot of Figure 1 depicts data comparing perceived tone and actual tone for a trained musician, as reported by Cohen (1980) . The subject was presented with a fundamental tone plus a series of overtones which are stretched or compressed logarithmically. The subject was asked to tune an adjustable tone to one octave above the fundamental tone. Two theories of musical perception explored by this study are that the subject would either tune the tones to the nominal octave at a ratio of 2:1 to the fundamental tone (called the interval memory hypothesis)
or use the overtone to tune the tone to the stretching ratio (called the partial matching hypothesis). Since no grouping variable definitively indicates which hypothesis is applicable to the musician for a given tone, modeling these data using ANCOVA is not a possibility. Instead, both DeVeaux (1989) and Viele and Tong (2002) analyzed this dataset by assuming a linear form for the f j (x i ) functions of Equation (1); i.e.,
1 x i , j = 1, 2. This article describes the standard parametric mixture-of-linear-regressions model and discusses three recent generalizations, each of which weakens one of the parametric assumptions of the original. The third of these generalizations, which is novel to this article, is discussed in more detail in Section 3. It builds on work on location mixtures of an unspecified symmetric distribution, as introduced by Bordes et al. (2006) and Hunter et al. (2007) . We introduce an algorithm for calculating estimates in this model in Section 4 and provide numerical tests of the algorithm in Section 6.
Three generalizations
To develop the basic parametric linear mixture of regressions, let us assume that the scalar Y i is to be regressed on the p-vector X i for 1 ≤ i ≤ n, where each X i is random with some density, say, h(x); however, as is often the case in regression scenarios, we will largely ignore h and consider only the conditional distribution of Y i given X i . We denote by δ β j the point mass distribution concentrated on the point β j ∈ R p .
For parameters β 1 , . . . , β m , λ 1 , . . . , λ m , and σ 2 , where β j ∈ R p , j λ j = 1, λ j ≥ 0, and σ 2 > 0, let us assume that
and X i , B i , and i are jointly independent for each i. Then the basic parametric linear mixture of regressions model may be written as
To estimate the parameters in this model, standard procedures may be applied; for instance, searching for a maximum likelihood estimator is straightforward using a standard EM algorithm for finite mixture models (McLachlan and Peel, 2000) . Alternatively, Bayesian methods may be applied, though more care must be exercised when using these methods because of the difficulties presented by label-switching (for instance, see Hurn et al., 2003) . The mixtools package (Young et al., 2010) for R (R Development Core Team, 2010) includes functions for maximum likelihood estimation and Bayesian estimation for this standard model.
We now present three generalizations of this model, each of which weakens one parametric assumption. The first two of these generalizations are introduced and explored elsewhere, while the third is the subject of the remainder of this article.
Covariate-dependent mixing proportions:
Here, we assume that X i and B i are no longer independent, and in fact each
is some function of the predictor variables. Thus, Equation (2) is replaced by
Otherwise, Equations (3) and (4) remain unchanged. If λ j (x) is a particular parametric function, namely
where τ j ∈ R p is an unknown gating parameter vector, then we get the hierarchical mixtures of experts (HME) model of machine learning; both likelihood-based (Jordan and Xu, 1995) and Bayesian (Jacobs et al., 1997) estimation methods have been proposed for this model. However, one may alternatively use kernel methods to estimate λ j (x) nonparametrically as in Young and Hunter (2010) .
Mixtures of local polynomial regressions:
Here, we eliminate the linear regression parameters of Equation (2) and replace B i by a random component variable
If we were to specify Y i = X i β J i + i , then we would obtain the standard mixture of linear regressions. However, we instead merely assume that
for some unspecified functions f 1 , . . . , f m . Issues of identifiability aside, Huang (2009) gives an EM algorithm for estimation of the λ j and f j using local likelihood (based on a local polynomial approximation to f j ). In numerical tests, this algorithm appears to perform well. In fact, the algorithm may be extended to the more general case in which the λ j are assumed to be functions of the predictors x i , as they are in Equation (5).
3. Unspecified symmetric error structure:
Finally, we assume that Equations (2) and (4) hold, while we replace the parametric assumption (3) by the fully nonparametric
where f is completely unspecified. Therefore, in this semiparametric model, the conditional distribution of Y | X = x may be written
and the parameters of interest are the λ j , the β j , and f . In the case of regression with an intercept, any location change to f may be absorbed by the intercept parameter, so in this case we may assume without loss of generality that f has median zero.
It is this last of these three semiparametric extensions of the standard mixture-ofregressions model to which we devote the remainder of this article.
Nonparametric errors and identifiability
Suppose that (X, Y ) is a multivariate random vector with distribution defined as follows: First, the marginal distribution of X ∈ R p has (Lebesgue, say) density h(x).
Optionally, for regression with an intercept, this distribution guarantees that X 1 = 1
and then X has density h : R p−1 → R for its components 2 through p. Second, the conditional distribution of Y |X = x has density given by Equation (7).
An important question to answer before attempting to estimate parameters in Model (7) is whether the parameters in the model are uniquely identifiable. In this section, we will state and prove a pair of identifiability results. These results make a weak assumption about h(x), namely, that its support contains an open set. However, since the marginal density h(x) may be estimated separately from the parameters in Equation (7), we do not discuss it further, focusing instead on the conditional distribution
To understand why identifiability of the parameters holds in this model, let us temporarily impose a stronger condition on the error density f , namely, that it is symmetric about zero. In a non-regression context, both Bordes et al. (2006) and Hunter et al. (2007) studied univariate mixture models of the form
where f is some symmetric density function. These authors show independently that in the case m = 2, the values of λ j and µ j and f are uniquely determined, given the distribution of Z, as long as λ 1 = 1/2. Furthermore, Hunter et al. (2007) give sufficient conditions so that when m = 3, the parameters are identifiable. These sufficient conditions may be summarized by saying that the values of λ and µ must lie outside a particular subset of R 3 × R 3 having Lebesgue measure zero. The conjecture of these authors is that a similar result-identifiability outside of a set having measure zero-holds for general m.
We will argue that in the regression case, even these minor potential impediments to identifiability vanish except in the very particular instance in which two different regression hyperplanes are parallel (i.e., β j is the same as β k for some j = k in all but the intercept coordinates). To understand why this is the case, consider Figure 2 .
In the left-hand plot, we depict two regression lines without intercepts. In this case, we see for one particular value x 0 , the distribution of Y | X = x 0 is merely a special case of Model (8). Therefore, if only this conditional distribution were known, it is possible that non-identifiability could occur for parameter values on a set of Lebesgue measure zero. However, any ambiguity in specifying the parameter values is immediately resolved by considering a second value x 1 , since only one of the possible sets of parameter values could explain both Y | X = x 0 and Y | X = x 1 .
The only potential hole in the preceding argument, which will be proven rigorously in Theorem 1, occurs when regression planes are parallel, as shown in the right-hand plot of Figure 2 ; for in this case, the distribution of Y | X is independent of X, which means that we are essentially in exactly the situation of Model (8). Thus, we may surmise that identifiability of parameters exists so long as the parameters are identifiable in (8) and there are no two regression planes that are parallel to one another. As these exceptional cases are clearly quite unusual, the use of the estimation algorithm described in Section 4 is certainly justified in practice.
Figure 2: Identifiability follows for the mixture of regressions through the origin (left). However, when an intercept term is added and the lines are parallel (right), the model-and thus the identifiability of parameters-reduces to the non-regression case (8).
We now establish two results that summarize the preceding discussion. The proof of Theorem 1 is given in the Appendix. Denote the joint density by
where h(·) is the marginal density of X and g x (·) is the conditional density of Y |X = x.
Theorem 1 (Regression without an intercept) If the support of X contains an open set in R p , then all parameters are identifiable; i.e., the left side of Equation (9) are identifiable as long as no two of the regression surfaces y = x β j are parallel.
In other words, identifiability follows as long as no two vectors (β j2 , . . . , β jp ) ∈ R p−1 , 1 ≤ j ≤ m, are equal.
Remark:
The stipulation that the support of X contains an open set is not necessary for identifiability; it is merely an easy-to-state sufficient condition. For instance, in the left plot of Figure 2 , we see that only two distinct support points are required in the case of univariate regression through the origin when m = 2. In general, it appears that the minimum number of support points sufficient for identifiability will depend on m and the predictors in some complicated way, so we avoid this question by simply requiring infinitely many support points as implied by the existence of an open set.
A semiparametric EM-like algorithm
Assume that we observe data (
As is typical in finite-mixturemodel settings, we define the Z ij , 1 ≤ i ≤ n and 1 ≤ j ≤ m, to be the indicator that the ith observation comes from the jth mixture component. We do not observe the Z i , though conceptually we may consider the complete data (in the sense of an EM algorithm) to be (
The algorithm we introduce here uses the same intuition as those studied by Benaglia et al. (2009) and Benaglia et al. (2011) , though those algorithms were all tailored toward a particular (non-regression) multivariate finite mixture model. Because all of these algorithms bear a strong resemblance to standard EM algorithms for the case of a parametric finite mixture model, we consider them "EM-like" and we retain the so-called "E-step" and "M-step" characteristic of a true EM algorithm.
In the rest of this section, we let θ = (λ 1 , . . . , λ m , β 1 , . . . , β m , f ) denote the vector of parameters and t denote the iteration number. Thus, we denote tth-iteration parameters as θ t , λ t j , β t j , and f t .
• The E-step: The "E-step" at the tth iteration consists of finding the so-called "posterior" probabilities
Because p t ij depends on all of the other parameters, it is often easiest in practice to skip the first E-step, instead initializing the algorithm by requiring the values of p 0 ij to be given by the user and proceeding to update the parameters in the M-step and the density estimation step. Note that this choice is reflected in the notation, as the tth iteration p ij values depend on the tth iteration parameter values. In other words, our algorithm is actually more of an "ME" algorithm than an "EM" algorithm in practice, in the sense that the E-step is actually the last update made during each iteration.
• The M-step: In the M-step, the Euclidean parameters λ and β are updated. As usual in a finite mixture EM algorithm, each λ j is the mean of the corresponding posteriors p ij :
However, the update of β j is not as straightforward. In a typical EM algorithm, the updates depend on maximization of an expected conditional log-likelihood function. Here, however, due to the absence of a parametric assumption about the errors, there is no obvious function to maximize. One possibility is to do the best we can in maximizing a nonparametric version of the log-likelihood by setting
Other possibilities are using least-squares or minimum-L 1 estimators despite the lack of a likelihood:
In our numerical examples of Section 6, we use Equation (13) because it is the most straightforward computationally-it merely involves weighted least squares.
We will argue in the discussion section that Equation (12) also has merit based on the smoothed likelihood ideas of Levine et al. (2010) and Chauveau et al. (2010) . However, Equation (12) has two drawbacks: First, it requires a numerical optimization, which can be difficult; and second, it depends on the parameter f t , unlike either (13) or (14), which means that the iterative algorithm cannot be initialized using only the p 0 ij values as discussed below Equation (10).
• The density estimation step:
We now employ a third step -a density estimation step. Technically, this step could be considered part of the M-step, though we separate it here due to the fact that this density estimation does not actually maximize an objective function.
(However, see Section 5.)
The density update is done using a form of a weighted kernel density estimate.
For a given bandwidth h and kernel density K(·), we take
It is possible to update f (·) while enforcing certain constraints, if this is desired.
For instance, the assumption of a symmetric error density may be implemented by defining
Alternatively, the common assumption that E( i ) = 0 may be enforced by defining
and then taking
A similar modification to ensure that the median of f (·) is zero may be implemented by redefining µ t+1 to be the weighted median of the residuals y i − x i β t j . Each of these methods of calculating µ t+1 -both the weighted mean (17) and the weighted median-implicitly assumes that the kernel function K(·) is symmetric about zero, which is usually a reasonable assumption.
Remark: It is possible to create a stochastic version of this algorithm, as introduced in a slightly different context by Bordes et al. (2007) , by replacing the p ij by randomly generated indicators Z * ij in Equations (12) through (18). These Z * ij should be generated at each iteration so that for every i, exactly one Z * ij equals one, and the rest are zeros, such that P (Z * ij = 1) = p t ij . Essentially, this approach randomly reassigns each observation to exactly one of the mixture components for the purposes of performing the EM updates. The approach we present here is in some sense splitting each observation among all of the components according to the p t ij weights.
• The bandwidth update step (optional):
In many kernel density estimation problems, choosing a bandwidth is somewhat tricky and this choice can have a strong impact on the estimates obtained. The usual difficulties are even more pronounced in the case of a finite mixture, since even some standard rules of thumb become impossible to apply in that case. In an article about a similar EM-like algorithm for nonparametric multivariate finite mixtures, Benaglia et al. (2011) address this issue and describe an algorithm that recalculates the bandwidth at each iteration of the algorithm. This is particularly helpful once the algorithm has begun to identify the mixture structure, since at that stage the mixture information can be exploited in order to apply standard kernel density estimation techniques.
Here, we describe a possible update to the bandwidth that may, if desired, be inserted into each iteration of our algorithm. To wit, we reset the bandwidth h as follows:
Here,
is an estimate of the standard deviation of the error density based on the residuals at the tth iteration, and IQR t+1 is an estimate of the interquartile range that is similarly based on the weighted residuals; see section 3 of Benaglia et al.
(2011) for details of the IQR t+1 calculation. The update in Equation (19) is an implementation of the rule of thumb advocated by Silverman (1986, p. 46) ; as an alternative, changing the factor 0.90 to 1.06 gives the rule presented by Scott (1992, Section 6.5). Our estimation software, described in Section 6, allows the user to either set (and fix) the bandwidth or, alternatively, use the iterative update formula (19) with an arbitrary value of the constant factor (the default is 0.90).
Maximum smoothed likelihood estimation
The algorithm we present in Section 4 is not a true EM algorithm since there is no likelihood function that may be shown to increase at each iteration. Nonetheless, using recent work of Levine et al. (2010) and Chauveau et al. (2010) as a guide, it is possible to adapt this algorithm slightly to produce a new algorithm that does increase the value of a smoothed version of the loglikelihood at each iteration.
To this end, we first define the nonlinear smoothing operator
Next, we define a smoothed version of the log-likelihood function of the parameters:
It is now possible to show that a new algorithm, closely resembling that of Section 4, may be defined in such a way that it possesses the desirable ascent property enjoyed by all true EM algorithms:
where the subscripted t is the iteration number just as in Section 4. When estimates are obtained from an algorithm that may not be shown to optimize any particular objective function, these estimates are only implicitly defined. With the objective function (21), however, such estimates may be viewed as maximizers of smoothed . This leads to the possibility that asymptotic results might be possible with further research.
The method of proof of this descent property is introduced by Levine et al. (2010) .
It is extended by Corollary 1 of Chauveau et al. (2010) to the case of a symmetric error distribution. We do not reprint these proofs here. The algorithm, which very much resembles an EM algorithm, is actually an example of a generalization of EM called a minorization-maximization (MM) algorithm. The class of MM algorithms generalizes the EM algorithms in the sense that in every EM algorithm, the E-step may be shown to be a minorization step. Although a thorough discussion of MM algorithms is beyond the scope of this article, Hunter and Lange (2004) provides an introduction to them and contains citations to many other articles.
The modified algorithm operates according to the following steps for t = 0, 1, . . .:
• Minorization step:
• Maximization step, part 1:
• Maximization step, part 2:
• Maximization step, part 3:
The last step, maximization with respect to β, may present some numerical challenges, though these can be largely overcome if a generic optimizer, such as the optim function in R (R Development Core Team, 2010), is used.
Though the proof of the ascent property follows from the arguments in Levine et al. (2010) , Chauveau et al. (2010) point out that the presence of part 3 of the maximization step means that technically, the algorithm above is probably best categorized as a minorization-conditional maximization algorithm. Here, this MCM algorithm is a generalization of the expectation-conditional maximization (ECM) paradigm of Meng and Rubin (1993) .
It is possible to modify the above algorithm to allow for a symmetric error density f while preserving the important ascent property: To do so, we simply replace Equation (24) by
Corollary 1 of Chauveau et al. (2010) proves that when Equation (26) is used in place of (24), the resulting algorithm is still a minorization-maximization algorithm that guarantees the descent property.
6 Numerical examples
Cohen data
We apply the semiparametric EM algorithm of Section 4 to the Cohen (1980) data. The density estimation step is performed once when assuming zero-symmetric error densities and once without assuming symmetric errors, each time using the least-squares β update of Equation (13 Cohen (1980) data obtained from the EM algorithm for the parametric mixture of linear regressions approach as well as the semiparametric "EM-like" algorithms.
The kernel-based estimator of the residual density function should have variance h 2 + σ 2 NP , where σ NP is the expression in Equation (20) . Figure 3 compares a meanzero normal density having this variance to the nonparametrically estimated error density, both with and without enforcement of the zero-symmetry assumption. The nonparametric estimates have heavier tails than the normal density, which is certainly to be expected in regression situations where outliers may be present, though this difference evidently does not affect the regression parameter estimates strongly.
One aspect of the semiparametric algorithm that does appear to affect the estimation for the Cohen dataset is the choice of β update. For these data, when the nonparametric update in Equation (12) is used, we find that many (randomly-generated) choices for the starting parameters lead to a solution with essentially one component, where both regression lines coincide with the more horizontal component shown in Figure 3 . This is unsurprising since the residuals that clearly belong to the second component in the figure, though they would be far too large using a normal errors assumption, are easily accommodated by a fully nonparametric error model. However, in our experience, if the semiparametric algorithm is "directed" toward the more visually obvious two-component solution for a few iterations, it has no trouble identifying the two components, a fact that reveals the particular importance of the starting parameter values when using Equation (12). We find that a hybrid algorithm, which uses a weighted average of Equations (13) and (12) in which the weights begin nearly completely in favor of the least-squares update and evolve to completely in favor of the nonparametric update, works well. However, the tuning of this hybrid algorithm could be a topic for future investigation.
Heavy-tailed errors
To compare our algorithm with a standard parametric EM algorithm in a situation where the is parametric normal-error assumption is known to be incorrect, we simulated 100 (x, y) pairs from a 2-component mixture-of-regressions model with error terms distributed according to a t 3 distribution. The realizations of the predictor variable, x 1 , . . . , x 100 , were chosen to be an equally-spaced set of values over the closed interval [0, 10] . The response values were generated according to y i = 1 + 6x i + i with probability 0.25 8 + 2x i + i with probability 0.75,
where the i are independent t 3 random variables.
The standard mixtures-of-regressions EM algorithm assuming normal errors with equal component variances and several versions of the semiparametric approach are applied to each of the 1000 simulated datasets. The semiparametric approach may assume errors to be either non-symmetric, as in Equation (15), or symmetric, as in Equation (16); it also uses either the nonparametric β update (12) or the least-squares update (13). In order to try to eliminate the effect of the choice of starting value on the algorithms so as to compare the "best-case" results of the various estimation methods, we started the parametric EM algorithm at the true values of β and we started the nonparametric algorithms using the correct component assignments for each of the data points.
As seen in Table 2 , the lowest mean-squared errors were achieved by the semiparametric algorithm using the nonparametric update (12) of β. The difference between the symmetric (16) and non-symmetric (15) errors appears to be negligible. The leastsquares update (13) used in the fourth and fifth rows of Table 2 produces estimates that sometimes resemble the pure nonparametric estimates of rows 2 and 3 and sometimes are closer to the parametric estimates of row 1. In one of the 1000 datasets, an extreme outlier completely ruined the estimates for the algorithms in rows 1, 4, and 5; in particular, including this dataset raises the mean squared error for β 2 above 160 for each of these rows.
The algorithms using the fully nonparametric update including Equation (12) are the clear winners in this particular test; however, we offer some mitigating observations based on our experience. For one thing, both the initial programming effort and the computing time per iteration required for the maximization of Equation (12) is much greater than those required for Equation (13). Secondly, we find that the parametric EM algorithm assuming normal errors is surprisingly robust in a number of non-normal error situations. For instance, t-distributed errors with 5 or more degrees of freedom seem to make the parametric EM competitive with the semiparametric algorithms. Figure 4 but using an EM algorithm assuming normal errors. The dotted rectangle would be just large enough to contain all of the points in Figure 4 .
Finally, as we noted in Section 6.1, the fully nonparametric algorithm is so flexible that sometimes, depending on how it is started, it misses the mixture structure entirely and simply classifies some of the signal in the data as noise. The last observation suggests that further work on choosing starting values would be fruitful.
Discussion
This article discusses several nonparametric extensions to the standard parametric mixture-of-regressions model. For one of these extensions, which removes all assumptions about the parametric form of the residuals, we provide a proof of identifiability as well as several possible algorithmic approaches to performing estimation. Judging from tests of several of these approaches on actual and simulated data, they appear very effective.
One gap in the identifiability result is the fact that regression hyperplanes are not permitted to be parallel in the case of regression with an intercept. However, as this is the only potential identifiability concern and it only eliminates a subset of the parameter space having Lebesgue measure zero from the set of uniquely identifiable parameters, it is not clear whether this gap has important practical consequences.
Choosing the bandwidth h is a practical challenge in implementing the algorithms described here. Here, we used simplistic bandwidth estimates based on rules of thumb presented in Silverman (1986) and Scott (1992) , but these guidelines are tricky to implement in the mixture setting until something is known about which components each observation might belong to. This suggests that an iteratively updated bandwidth is possible. Though we do not discuss this issue here, recent work by Benaglia et al. (2011) and Chauveau et al. (2010) does so in detail for related algorithms in a nonregression setting.
The choice of how to update β in the maximization step of the algorithm of Section 4 is not clear. In our experience, the fully nonparametric update (12) gives robust
results, yet it has the drawbacks that it is much more difficult than the least-squares update (13) to program and it takes much longer to calculate. If one were to implement the algorithm of Section 5, the programming and computational burden might be even greater. On the other hand, this latter approach, since it may be shown to optimize a nonlinearly smoothed log-likelihood function, holds the promise that such an algorithm might yield theoretical large-sample results such as consistency or a particular rate of convergence. Therefore, this article opens up the possibility of a whole range of algorithms for fitting mixture-of-regression models: On one hand, there is the traditional parametric EM algorithm, which is quick but nonrobust, and on the other are various, 
Note that φ W(·) is a function from R p → C.
) denote two sets of parameters for model (9). In other words, for i ∈ {1, 2},
j ∈ R p for 1 ≤ j ≤ m, and λ (i) ∈ R m has nonnegative entries that sum to one. By definition, the parameters of model (9) are identifiable if
Integrating with respect to y, if equation (29) is true, then we obtain h (1) (x) = h (2) (x) a.e. x. Therefore, the superscripts are not needed on h(x) and we may ignore the marginal distribution of X when considering identifiability.
Suppose that (V 1 , W 1 ) and (V 2 , W 2 ) are two pairs of independent random variables such that
, 2}, where we also assume that no two of the β Then Equation (29) implies
for almost all x in the support of h(·). By Equation (28), there exists x 0 such that
In particular, since all characteristic functions equal one at t = 0, there exists > 0, depending on x 0 , such that each of the four characteristic functions in Equation (31) is nonzero for t ∈ (− , ). Therefore,
so for almost all x = x 0 in the support of h(·), Equations (28) and (32) imply
Letting i denote √ −1, Equation (33) may be written explicitly: For all t ∈ (− , ),
To simplify notation, let γ 1 , . . . , γ m 2 denote the m 2 values of x 0 β
k as j and k range from 1 to m. Similarly, let δ 1 , . . . , δ m 2 denote the m 2 values of x 0 β (1)
k . Then Equation (33) says that the 2m 2 functions {exp(itγ 1 ), . . . , exp(itγ m 2 ), exp(itδ 1 ), . . . , exp(itδ m 2 )} are linearly dependent on the interval − < t < . Letting a 1 (t), . . . , a 2m 2 (t) denote these functions, this implies that the Wronskian function defined by
. . . 
From the definition of γ 1 , . . . , γ m 2 , for any r < s, there exist distinct ordered pairs (j 1 , k 1 ) and (j 2 , k 2 ) such that
and, reversing the roles of x 0 and x, the same observation holds for δ s − δ r . Thus far,
x 0 and x have been arbitrary elements of the support of h(·) that satisfy Equation (30).
This support is assumed to contain an open set, so we can certainly choose x 0 and x so that none of the γ s − γ r nor δ s − δ r equals zero since β cannot both be zero.
Similarly, for any r and s we may write δ s − γ r = x 0 (β
for some j 1 , k 1 , j 2 , k 2 . Reasoning as before, x 0 and x may be chosen so that not only are none of the γ s − γ r or δ s − δ r equal to zero, but so that δ s − γ r cannot be zero either unless there exist some j 1 , k 1 , j 2 , k 2 with
But in light of Equation (35), this must occur. In other words, we must have β
for at least one pair (j, k).
Without loss of generality, we may rearrange subscripts and assume β
1 . Equation (34) may then be rewritten 
Now, by an argument exactly like the one following equation (34), we conclude that there must exist distinct ordered pairs (j 1 , k 1 ) and (j 2 , k 2 ) such that
Again, without loss of generality we may therefore assume that β 
Because of (39), we may eliminate the superscripts on the β and simplify equation (34) as follows:
For equation (40), we may use exactly the same argument that followed equation (34); however, this time we have the additional constraints that j < k and thus β j is never equal to β k . Thus, we arrive at a contradiction, meaning that there is no nontrivial set of coefficients in equation (40), which is to say that λ (2) j λ
k = 0 for all j < k. We conclude that λ (1) = λ (2) .
It remains only to prove that f (1) = f (2) almost everywhere. Returning to equation (31), we observe that we have just proven that W 1 and W 2 have the same distribution, which means that φ V 1 (t) must equal φ V 2 (t) whenever φ W 1 (tx 0 ) = φ W 1 x 0 (t) is not zero. But φ W 1 x 0 (t), viewed as a function of a complex variable, is analytic on the entire plane and nonconstant, which means that it cannot take the value zero on any interval of the real line. Thus, φ V 1 (t) = φ V 2 (t) except possibly on a subset of R not containing any intervals, so because these functions must be continuous we conclude that φ V 1 (t) = φ V 2 (t) for all t ∈ R.
