We prove that equivalence of deterministic top-down tree-to-string transducers is decidable, thus solving a long-standing open problem in formal language theory. We also present efficient algorithms for subclasses: for linear transducers or total transducers with unary output alphabet (over a given top-down regular domain language), as well as for transducers with the single-use restriction. These results are obtained using techniques from multi-linear algebra. For our main result, we introduce polynomial transducers and prove that for these, validity of a polynomial invariant can be certified by means of an inductive invariant of polynomial ideals. This allows us to construct two semi-algorithms, one searching for a certificate of the invariant and one searching for a witness of its violation. Via a translation into polynomial transducers, we thus obtain that equivalence of general ydt transducers is decidable. In fact, our translation also shows that equivalence is decidable when the output is not in a free monoid but in a free group.
INTRODUCTION
Transformations of structured data are at the heart of functional programming (Wadler 1990; Marlow and Wadler 1993; Voigtländer and Kühnemann 2004; Voigtländer 2005; Matsuda et al. 2012) and also application areas such as compiling (Fülöp and Vogler 1998), document processing (W3C 1999; Boag et al. 2010; Maneth and Neven 1999; Engelfriet and Maneth 2003a; Maneth et al. 2005 Maneth et al. , 2007 Hakuta et al. 2014) , automatic translation of natural languages (Liu et al. 2006 (Liu et al. , 2007 Maletti et al. 2009; Braune et al. 2013) , or even cryptographic protocols (Küsters and Wilke 2007) . The most fundamental model of such transformations is given by (finite-state tree) transducers (Maneth 2003; Fülöp and Vogler 1998) . Transducers traverse the input by means of finitely many 21:2 H. Seidl et al. mutually recursive functions-corresponding to finitely many states. Accordingly, these transducers are also known as top-down tree transducers (Thatcher 1970; Rounds 1970) . Here we only deal with deterministic transducers (equivalence is undecidable already for very restricted classes of non-deterministic transducers (Griffiths 1968) ).
When the output is produced in a structured way, i.e., in the case of top-down tree-to-tree transducers (dt transducers, for short), many properties are fairly well understood. An algorithm for deciding equivalence of dt transducers already dates back to the 1980s (Ésik 1980) . More recently, canonical forms have been provided, allowing for effective minimization (Engelfriet et al. 2009 ) as well as Gold-style learning of transformations from examples (Lemay et al. 2010) . In various applications, though, the output is not generated in a structured way. This may be the case when general scripting languages are employed (Jensen et al. 2011) , non-tree operations are required (Perst and Seidl 2004) , or simply because the result is a string.
Assume, e.g., that we want to generate a well-formed xml document from an internal treelike representation where the elements of the document do not only have tags and contents but also attributes. The output for the input tree frame ( defs(height(20) , defs(width(50), end)), content(button("Do␣not␣press!"), . . .) ) then should look like: frame␣height = "20"␣width = "50" button Do␣not␣press! /button . . .
/frame
This translation could be accomplished by a tree-to-string transducer with, among others, the following rules: q(frame(x 1 , x 2 )) → frame q 1 (x 1 )q(x 2 ) /frame q 1 (end) → q 1 (defs(x 1 , x 2 )) → q 2 (x 1 )q 1 (x 2 ) q 2 (height(x 1 )) → ␣height = "q 3 (x 1 )" q 2 (width(x 1 )) → ␣width = "q 3 (x 1 )" q(button(x 1 )) → button q 3 (x 1 ) /button . . .
According to the peculiarities of xml, arbitrary many attribute value pairs may be positioned inside the start tag of an element. The given rules generate the closing bracket of the start tag from the end-labeled node that terminates the list of attribute definitions. At the expense of an empty righthand side, the closing bracket could also be generated by the rule for the tag frame directly. In this case, the two first rules should be replaced with:
q(frame(x 1 , x 2 )) → frame q 1 (x 1 ) q(x 2 ) /frame q 1 (end) → ϵ while all remaining rules stay the same. This example indicates that already simple tasks for structured data may be solved by transducers processing their inputs in quite different ways. Following the tradition since Engelfriet (1980) , we denote tree-to-string transducers by prefixing the letter y (which stands for "yield," i.e., the function that turns a tree into the string of its leaf labels, read from left to right). In (Maneth and Neven 1999; Perst and Seidl 2004) , dedicated transducers for xml have been introduced. Beyond the usual operations on trees, these transducers also support concatenation of outputs. Decidability of equivalence for these transducers has been open. Since they can be simulated by tree-to-string transducers, our main result implies that equivalence is decidable for both types of transducers (where for Perst and Seidl (2004) we mean the parameter-less version of their transducers).
Amazingly little has been known so far for tree-to-string transducers, possibly due to the multitude of ways in which they can produce the same output string. As a second example, consider the transducer M with initial state q, on input trees with a ternary symbol f and a leaf symbol e, defined by:
→ ab. Furthermore, let M be the transducer with single state q and the rules:
Some thought reveals that the transducers M and M are equivalent, although the output is generated in a rather "non-aligned" way with respect to the input variables x 2 , x 3 . Note that these two transducers do not fall into any class of tree-to-string transducers for which equivalence has been known to be decidable so far. One class where equivalence is already known to be decidable are the linear and order-preserving deterministic tree-to-string transducers (Staworko et al. 2009 ). A transducer is linear if each input variable x i occurs at most once in every right-hand side. A transducer is order-preserving if the variables x i appear in ascending order (from left to right) in every right-hand side. Equivalence for these can be decided by a reduction to Plandowski (1994) even in polynomial time. This class of transducers is sufficiently well behaved such that periodicity and commutation arguments over the output strings can be applied to derive canonical normal forms (Laurence et al. 2011 ) and enable Gold-style learning (Laurence et al. 2014) . Even for arbitrary linear ydt transducers, it has been shown that equivalence is decidable in polynomial time (Boiret and Palenta 2016) . Apart from these results, which are based on normal forms, equivalence itself can indeed be decided for a class that is much larger than linear ydt translations, namely for tree-to-string translations definable in mso logic (Engelfriet and Maneth 2006) or, equivalently, by macro treeto-string translations of linear size increase (Engelfriet and Maneth 2003b) . This proof gracefully uses Parikh's theorem and the theory of semi-linear sets. More precisely, for a Parikh language L (this means L, if the order of symbols is ignored, is equivalent to a regular language) it is decidable whether there exists an output string with equal number of a's and b's (for given letters a b). The idea of the proof is to construct a language L which contains a n b m if and only if, on input t, transducer M 1 outputs a at position n and transducer M 2 outputs b at position m. Note that the complexity of this procedure has not been considered.
Our main result generalizes the result of Engelfriet and Maneth (2006) by proving that equivalence of unrestricted deterministic top-down tree-to-string transducers is decidable. By that, it solves an intriguing problem that has been open for more than 35 years (Engelfriet 1980) . The difficulty of the problem may perhaps become apparent as it encompasses not only the equivalence problem for mso definable transductions but also the famous hdt0l sequence equivalence problem (Culik II and Karhumäki 1986; Ruohonen 1986; Honkala 2000) , the latter is the sub-case when the input is restricted to monadic trees (Maneth 2015) . Opposed to the attempts, e.g., in Staworko et al. (2009) , we refrain from any arguments based on the combinatorial structure of finite state devices or output strings. We also do not follow the line of arguments in Engelfriet and Maneth (2006) based on semi-linear sets. Instead, we translate the free monoid of strings into a monoid of square matrices with entries in Z. Recall that the Sanov subgroup of 2 × 2 matrices is isomorphic to the free group with two group generators (Löh 2015) . By choosing the interpretation of output symbols appropriately, we can thus simulate ydt transducers by transducers that output numbers. Using the previous obseration, the same can be done even for yDT transducers with outputs in the free group; such transducers can also handle inverses of output symbols and cancellation of symbols by means of their inverses.
To generally deal with transducers that output numbers, we introduce the concept of polynomial transducers. Such a transducer proceeds as a ydt transducer but produces single integers as outputs. In particular, the transducer is able to add and multiply output numbers.
While considering subclasses of ydt transducers, our translation (via the encoding as matrices) gives appropriate subclasses of polynomial transducers. For instance, the linear ydt transducers can be translated into affine polynomial transducers. Likewise, ydt transducers satisfying the single-use restriction (sur for short) give rise to polynomial transducers that are multiplicatively single-use (for precise definitions, see Section 2). Total sur ydt transducers whose domain is specified by means of a top-down deterministic tree automaton (for short, dtt automaton) can simulate deterministic streaming ranked-tree-to-string transducers, as introduced by Alur and D'Antoni (2017) . Such a transducer consists of a bottom-up deterministic automaton that, while processing the input tree, may update the string values maintained in a finite set of variables. Thereby, the new values at a node are constructed from the variables at the child nodes by concatenation where each variable is used at most once (and after use is reset to ϵ). Viewed as a tree-to-string transducer, this model coincides with ydt transducers extended with regular look-ahead as considered in Section 8-subject to the sur restriction.
We observe that for a given input tree, the output values of the states of a total polynomial transducer can be collected into a vector, where the output vector for an input tree is a polynomial transformation of the corresponding output vectors of the input subtrees. First consider the case where these transformations are affine. We are interested in invariants satisfied by all input trees accepted by a given dtt automaton. If the invariant happens to be an affine equality, then sets of output vectors attained at the states of the automaton can be replaced by their affine closures. This observation allows us to apply exact fixpoint techniques as known from abstract interpretation of programs (Müller-Olm and Seidl 2004b) to effectively compute these affine closures and thus to decide whether a given affine equality is an invariant. Via the translation from linear ydt transducers, this method provides us with a decision procedure for equivalence of linear ydt transducers that runs in randomized polynomial time. Applying the translation of msur transducers into affine transducers (essentially from Benedikt et al. (2017) ), we furthermore arrive at a decision procedure for sur ydt transducers that runs in randomized exponential time.
In the case of general polynomial transducers, methods based on affine closures can no longer be applied. Instead, we maintain sets of invariants for the states of the domain automaton. Indeed, we show that to verify one particular polynomial equality, it suffices to consider inductive invariants based on finite conjunctions of polynomial equalities only. For that, we rely on Hilbert's basis theorem as well as the technical property that polynomial ideals are compatible with Cartesian products. For the specific case of monadic input alphabets, we obtain an explicit algorithm for constructing inductive invariants that resembles techniques for effectively proving polynomial program invariants by means of weakest pre-conditions (Letichevsky and Lvov 1993; Müller-Olm and Seidl 2004a) . For non-monadic input symbols, we obtain two semi-decision procedures, one enumerating all candidates for inductive invariants and one searching for a counter-example. Via the translation of ydt transducers into polynomial transducers, the resulting algorithm can be applied to decide whether or not two arbitrary ydt transducers are equivalent.
Related Work
Decision procedures for equivalence of deterministic tree transducers have been provided for various sub-classes of transducers (see Maneth (2015) for a recent survey). The equivalence problem for ydt transducers is mentioned as a difficult open question as early as in Engelfriet (1980) . Still, little progress on the question has been made for tree transducers where the outputs are unstructured strings. The strongest result known so far is the decidability of equivalence for MSO definable tree-to-string transductions (Engelfriet and Maneth 2006) ; this class is equal to macro tree-tostring translations of linear size increase (Engelfriet and Maneth 2003b) and can be simulated by ydt transducers with regular look-ahead (see Engelfriet and Maneth (1999) and Engelfriet and Maneth (2002) ). Since equivalence of ydt transducers with regular look-ahead can be reduced to equivalence of ydt transducers without look-ahead but relative to a dtt automaton, our decidability result encompasses the decidability result for MSO definable tree-to-string transductions. It is more general, since ydt transducers may have more than linear size increase (in fact, they can have exponential size increase) and thus may not be MSO definable. It is unclear how or whether the suggested methods can be generalized to the equivalence problem of unrestricted ydt transducers.
The methods employed to obtain our novel results have the following predecessors. The algorithm for deciding affine invariants of affine transducers is related to the algorithm in Seidl (1990) for deciding ambiguity equivalence of non-deterministic finite tree automata. Two automata are ambiguity equivalent if they agree for each input tree in the numbers of accepting runs. While vector spaces and multi-linear mappings were sufficient in case of finite automata, we required affine spaces and multi-affine mappings in case of affine transducers.
The known algorithm for deciding equivalence of ydt transducers with monadic alphabet is based on a reduction to the hdt0l sequence equivalence problem. The latter can be solved (Honkala 2000) via establishing an increasing chain of finite sets of word equations that are guaranteed to eventually agree in their sets of solutions. Instead, our direct algorithm for monadic ydt transducers is related to an algorithm for effective program verification. In Letichevsky and Lvov (1993) and , later, Müller-Olm and Seidl (2004a) , a decision procedure is presented that allows us to check whether a given polynomial equality is invariably true at a given program point of a polynomial program, i.e., a sequential program with non-deterministic branching and polynomial assignments of numerical variables. The verification algorithm characterizes the required conjunction of polynomial equalities at each program point by polynomial ideals. These ideals then are characterized as the least solution of a set of constraints. Cast in the formalism of polynomial automata, the complexity of this algorithm is investigated in Benedikt et al. (2017) . Our algorithm for deciding polynomial invariants of general polynomial transducers, as well as for solving the equivalence problem of unrestricted ydt transducers, is new.
Organization of the Paper
In the next section, we provide basic notations and concepts. In particular, we introduce the new notion of a polynomial transducer that produces integer outputs, and we indicate how total ydt transducers can be translated into polynomial transducers. This translation can also be applied to transducers that do not produce outputs in a free monoid but in a free group. Furthermore, we identify subclasses of polynomial transducers that correspond (via the given translation) to subclasses of ydt transducers. In Section 4, we provide a polynomial algorithm for deciding affine invariants of affine transducers for a given top-down regular subset of inputs. This algorithm is based on a least fixpoint iteration over affine spaces. It can be extended to an exponential algorithm for deciding Π-homogeneous invariants of an msur transducer (with partition Π). Via the translation into polynomial transducers, a decision procedure is obtained for equivalence of linear and sur ydt transducers. The lengths of numbers used by the algorithm of Section 4 may, however, grow due to the required uses of multiplication. Therefore, we provide explicit upper bounds to that growth in Section 5. Section 6 then considers the case of polynomial invariants of arbitrary polynomial transducers for given top-down regular subsets of inputs. It makes use of polynomial ideals in a non-trivial way. As kind of warm-up, a dedicated algorithm for polynomial transducers with monadic input alphabet is provided that is based on least fixpoint iteration over polynomial ideals. The general method for arbitrary input alphabets goes beyond that. It is based on the notion of inductive invariants that provide proofs of polynomial invariants. The strongest inductive invariant, however, can only be characterized non-effectively via a greatest fixpoint over polynomial ideals. Section 6 provides us therefore with a decision procedure for polynomial invariants that is based on two semi-algorithms. In-validity can be verified by providing a witness input for which the invariant is violated. Searching for a proof of the invariant, on the other hand, is possible but may be difficult. Therefore, Section 7 provides a systematic means to identify candidate inductive invariants. Again, the decision procedure for polynomial invariants gives rise to a decision procedure of equivalence of general ydt transducers. Finally, Section 8 discusses applications of the obtained results to various models of transducers as proposed in the literature, notably streaming ranked-tree-to-string transducers (Alur and D'Antoni 2017) .
A preliminary version of this article was presented at the 56th Annual Symposium on Foundations of Computer Science (Seidl et al. 2015) . That version has been carefully revised and simplified by introducing the new concept of polynomial transducers. This concept allows to elegantly deal with inverses of output symbols as well as the subclass of sur transducers. We also extended the article with a practical algorithm for enumerating inductive invariants (Section 7).
PRELIMINARIES
For a finite set S, we denote by |S | its cardinality. For k ∈ N, let [k] denote the set {1, . . . , k }. A ranked alphabet Σ is a finite set of symbols each with an associated natural number called rank. By f (k ) , we denote that f is of rank k and by Σ (k ) the set of symbols in Σ of rank k. For a k-tuple t and i ∈ [k], we denote by t i the ith component of t. The set T Σ of trees over Σ is the smallest set T such that if t ∈ T k for k ≥ 0, then also f t ∈ T for all f ∈ Σ (k ) . Thus a tree consists of a symbol of rank k together with a k-tuple of trees. We fix the sets of input variables X = {x 1 , x 2 , . . . }, where for k ∈ N, X k = {x 1 , . . . , x k }.
A (deterministic top-down) tree automaton (dtt automaton for short) is a tuple A = (P, Σ, p 0 , ρ), where P is a finite set of states, Σ a ranked alphabet, p 0 ∈ P the initial state, and ρ the transition function. For every f ∈ Σ (k ) and p ∈ P, ρ (p, f ) is undefined or is in P k . The transition function allows us to define for each p ∈ P the set dom(p)
A deterministic tree-to-string transducer (ydt transducer for short) is a tuple M = (Q, Σ, Δ, q 0 , δ ), where Q is a ranked alphabet of states all of rank 1, Σ is a ranked alphabet of input symbols, Δ is an alphabet of output symbols, q 0 ∈ Q is the initial state, and δ is the transition function. For every q ∈ Q, k ≥ 0, and f ∈ Σ (k ) , δ (q, f ) is either undefined or is in R, where R is the smallest set such that ϵ ∈ R and if T ∈ R, then also (1) aT ∈ R for a ∈ Δ, and (2) q (x i ) T ∈ R for q ∈ Q and i ∈ [k].
We represent the fact that δ (q, f ) = T also by the rule:
is also defined. In this case, the output is obtained by evaluating T in call-by-value order with t i taken for x i . In function applications, we often leave out parenthesis; e.g., we write
where the evaluation function [[T ]] M is defined as follows:
The transducer M realizes the (partial) translation M :
is defined and is undefined otherwise; the domain of this translation is denoted dom(M ). If the translations realized by two transducers M, N are equal, then M is equivalent to N .
We introduce the following subclasses of transducers. The ydt transducer M is
, occurs at most once in once in the union of all right-hand sides δ (q, f ), q ∈ Q.
We remark that a linear ydt transducer is not necessarily strongly single use and that a strongly single-use ydt transducer is not necessarily linear. In fact, there are translations realized by linear ydt transducers for which no equivalent strongly single-use ydt transducer exists, see Theorem 5.6 of Engelfriet and Maneth (1999) . The converse is easy to see: Let M be the strongly single-use ydt transducer with the rules q 0
The translation of M cannot be realized by any linear ydt transducer, because ranges of linear ydt transducers are context-free: They are the yield of ranges of linear deterministic top-down tree transducers, i.e., the yield of regular tree languages (see, e.g., Propositions 20.2 and 16.5 of Gécseg and Steinby (1997) ). Hence, they are context-free (see, e.g., Proposition 14.3 of Gécseg and Steinby (1997) ). In Engelfriet and Maneth (1999) , a generalization of the strongly single-use property is introduced that is a proper generalization also of linearity. It is called single-use restricted (in the input) for short sur. The idea of sur is to define a partition Π of the set of states (called sur partition) such that whenever states q 1 , q 2 translate the same input node, then q 1 , q 2 ∈ Q for some Q ∈ Π.
Formally, for a partition Π of Q, let C Π denote the conflict relation defined by
If (q 1 , q 2 ) ∈ C Π , then the states q 1 , q 2 are conflicting. We call a partition Π of Q a sur partition for M if for every input symbol f ∈ Σ with rank k ≥ 1, every i ∈ [k], every Q ∈ Π for all distinct occurrences q 1 (x i ), q 2 (x i ) in the concatenation of δ (q , f ), q ∈ Q , q 1 , q 2 must be different but belong to the same equivalence class of Π, i.e., (q 1 , q 2 ) ∈ C Π holds. The transducer M is single-use restricted (sur for short) if there exists a sur partition for M. If M is ssur, then M is sur for the partition Π = {Q }. Likewise, a linear transducer is sur for Π = {{q} | q ∈ Q }.
In the following, we restrict ourselves to transducers that are total but assume that we are given a dtt automaton that characterizes the subset of legal inputs, i.e., those for which we are interested in the results produced by the transducers. As for dtt automata, we define the size |M | of a ydt transducer M as the sum of the sizes of the involved alphabets, here Q, Σ, and Δ, together with the size of the corresponding transition function where the size of a transition δ (q, f ) = T is one plus the sum of numbers of occurrences of output symbols and states in T .
Polynomial Transducers
In the following, we introduce another form of transducers that differ from ydt transducers in that the outputs are not considered as strings but as numbers. Assume that the output alphabet of a ydt is unary, i.e., Δ = {d}. In this case, we may interpret the ydt transducer to produce the lengths of outputs, instead of the output directly. For that, each occurrence of the output letter d is interpreted as 1 while concatenation of outputs is interpreted as addition. For convenience, we may also allow multiplication with constants to compactly represent repeated addition of the same subterm.
Example 2.1. Consider the following rule of a transducer with output alphabet {d }:
Then the length of the output can be generated by
We remark that, according to this interpretation, each right-hand side δ (q, f ) of the unary ydt transducer gives rise to an affine function in the terms q (x i ), i.e., can be equivalently re-organized into
for some r ≥ 0, constants a 0 , . . . , a r ∈ Z, states q 1 , . . . , q r , and x i 1 , . . . , x i r ∈ X .
Subsequently, we generalize this idea by additionally allowing multiplication of the terms q (x i ) in right-hand sides. Right-hand sides then represent polynomials in the terms q (x i ). Technically, a polynomial transducer M is a tuple (Q, Σ, δ, q 0 ), where Q, Σ, q 0 are as for a ydt, while δ is a function from pairs (q, f ) ∈ Q × Σ to expressions of the form:
where c ∈ Z is a number. Thus, right-hand sides now are arbitrary polynomials in the terms q (x i ). Again, we denote the fact that δ (q, f ) = T by the rule q( f (x 1 , . . . , x k )) → T . Analogously to the semantics of ydt transducers, we define the semantics
Example 2.2. Consider the input alphabet Σ = { f , a, b}, where f has rank 2 and a, b both have ranks 0. Consider the polynomial transducer M with the following rules:
where the initial state is q 1 . Assume that w ∈ {a, b} * is the sequence of leaves of the input tree t ∈ T Σ , i.e., w = yield(t ). Then the value produced by q 2 for t is given by 3 |w | . Accordingly, the output of q 1 for t is the representation of w in the number system with base 3, where a and b correspond to the digits 1 and 2, respectively.
The size |T | is defined as the number of leaves of T , i.e.,
Thus, e.g., for
For a polynomial transducer M and a state p of a dtt automaton A, we are interested in invariants, i.e., properties that hold for all input trees in dom(p). W.l.o.g. assume that the set Q of states of M is given by
. Subsequently, we consider polynomial invariants where the function H can be expressed by a polynomial in its arguments. In this case, H can be considered as a mapping Q n → Q.
As for ydt transducers, we consider specific classes of polynomial transducers. In the next section, we will see that these classes can be used to simulate interesting classes of tree-to-string transducers. Let M = (Q, Σ, δ, q 0 ) denote a polynomial transducer. Then M is called affine if each right-hand side is a sum of products
with z ∈ Z, where all i 1 , . . . , i r are pairwise distinct. The polynomial transducer from Example 2.2 is affine in this sense. The notion of affinity can be relaxed by allowing products of calls q(x i ) · q (x i ) for statesif only q and q are conflicting. Technically, conflicting states for polynomial transducers are defined analogously to conflicting states for ydt transducers. Let Π denote a partition of Q and C Π the corresponding conflict relation. The monomial (1) is called Π-homogeneous if i s = i s for s s implies that q s , q s are distinct but belong to the same equivalence class of Π, i.e., (q s , q s ) ∈ C Π . The partition Π of the set Q is called multiplicative sur partition for M if for every f ∈ Σ of rank k ≥ 1 and every 1 ≤ i ≤ k,
In the same spirit as in the definition of sur, this definition can be equivalently formulated by stating that for each f ∈ Σ and each Q ∈ Π, each monomial in the product δ (q , f ), q ∈ Q , once rewritten as a sum of products, must be Π-homogeneous. The polynomial transducer M then is called multiplicatively sur (short form: msur) if there is a multiplicative sur partition for M. In this sense, each affine polynomial transducer M is msur for Π = {{q} | q ∈ Q }. In fact, at the expense of a blow-up in the number of states of M, each polynomial transducer that is msur is equivalent to an affine polynomial transducer. For a multiplicative sur partition Π for M, let P Π (Q ) denote the set of subsets S ⊆ Q that consist of conflicting elements only, i.e., with S ⊆ Q for some Q ∈ Π.
Lemma 2.3. Assume that the total polynomial transducer M is msur with set Q of states and msur partition Π. Then an affine total polynomial transducer M can be constructed with P Π (Q ) as set of states where for each S ∈ P Π (Q ) and each input tree t,
holds.
Proof. We define the transition function δ of M as follows. Consider an element Q ∈ P Π (Q ) and some input symbol
for z ∈ Z and suitable subsets S 1 , . . . , S r ∈ P Π (Q ) such that i s i s for s s . The right-hand side δ (S, f ) then is obtained from the product u be replacing each such monomial m with
By construction, the resulting transducer is affine, and the validity of Equation (2) follows by induction on the structure of input trees.
We remark that a related construction has recently been proposed for polynomial automata on words (Proposition 9 in Benedikt et al. (2017) ).
TREE-TO-MATRIX TRANSDUCERS
Instead of considering transducers where the outputs are plain numbers, we may also consider transducers where the outputs are interpreted as l × l matrices with entries in Z. The set M l (Z) of all such matrices forms a monoid where the monoid operation is matrix multiplication. A tree-tomatrix transducer M = (M 0 , α ) then consists of a ydt transducer M 0 together with homomorphism α : Δ * → M l (Z) to be applied to the output produced by M 0 . W.r.t. the homomorphism α, an output string w represents the matrix α (w ) ∈ M l (Z). Every total tree-to-matrix transducer, on the other hand, can be simulated by a total polynomial transducer. We have:
Lemma 3.1. Assume that M = (M 0 , α ) is a total tree-to-matrix transducer with set of states Q using l × l output matrices over Z. Then a total polynomial transducer M with set of states Q × [l] 2 can be constructed in polynomial time such that for every input tree t,
Proof. For every state q of M 0 , the state q, ij , 1 ≤ i, j ≤ l is meant to produce the (i, j)-th entry of the matrix produced by (M 0 , α ) for a given input. Technically, this means that for f ∈ Σ of rank
. By structural induction on input trees t, and for each tree then on the structure of right-hand sides, we verify that Equation (3) indeed holds. Now assume that the transducer M 0 is linear, i.e., each variable x κ occurs in any right-hand side at most once. Then each right-hand side of M can be re-arranged into a sum of products of the form
where r ≥ 0 and κ 1 , . . . , κ r are all distinct. From that follows that the resulting polynomial transducer M is affine. Finally, assume that the transducer M 0 is sur with sur partition Π and that
We verify that M with partition Π satisfies the properties M1 and M2. Each monomial in the right-hand side of M is of the form a · q 1i 1 j 1 (x i 1 ) · . . . · q r i r j r (x i r ) with a ∈ Z. As it arises from a suitable product of the matrices for the states q 1 , . . . , q r of M 0 occurring in the right-hand side, Property sur of M 0 implies property M1 of M . Now consider two distinct states q 1 , i 1 j 1 , q 2 , i 2 j 2 of M so that ( q 1 , i 1 j 1 , q 2 , i 2 j 2 ) ∈ C Π . This implies that q 1 q 2 , and the pair (q 1 , q 2 ) is contained in C Π . For every input symbol f ∈ Σ, the right-hand sides δ ( q ν , i ν j ν , f ) are given by
Example 3.2. Consider the two matrices
The monoid homomorphism α : Δ * → M 2 (Z) mapping a i to m i is injective and given by
In this way, the free monoid of strings over the alphabet Δ can be represented by the sub-monoid of M 2 (Z) generated by m 1 , m 2 .
As a corollary, we obtain:
Corollary 3.3. Assume that M is a total ydt transducer with n states and output alphabet Δ = {a 1 , a 2 }. Then a total polynomial transducer M can be constructed within polynomial time such that for every input tree t and j = 1, 2, the following holds:
We remark that extending the matrix monoid considered in Example 3.2 with inverses would not provide us with a free group. Nonetheless, we can re-use the given construction to simulate ydt transducers with output in the free group F 2 generated from a 1 , a 2 . The free group F 2 additionally has elements a − 1 , a − 2 such that a 1 a − 1 = a − 1 a 1 = ϵ, and, likewise, a 2 a − 2 = a − 2 a 2 = ϵ. Instead of the free monoid generated by the matrices m 1 , m 2 in Example 3.2, however, we consider the subgroup of 2 × 2 matrices that is generated by the elements:
This group is also known as Sanov group S (see, e.g., Example 4.5.1 of Löh (2015)). Since both matrices have determinant 1, all elements in S have integer coefficients only. In particular, the inverses of the two generators are given by:
The Sanov group is useful for us, since S with subgroup generators b 1 and b 2 is isomorphic to the free group F 2 that is freely generated from two elements a 1 , a 2 . Thus, Corollary 3.3 can be extended to ydt transducers with outputs in the free group.
Corollary 3.4. Assume that M is a total ydt transducer with n states and output in the free group generated by {a 1 , a 2 }. Let α : {a 1 , a 2 , a − 1 , a − 2 } * → M 2 (Z) be the homomorphism such that α (a i ) = b i and α (a − i ) = b − i (b 1 , b 2 are the two generators of the Sanov group). Then a total polynomial transducer M can be constructed within polynomial time such that for every input tree t the following holds:
Via the translation of total ydt transducers into polynomial transducers, any decision procedure of affine invariants thus translates into a decision procedure for equality of ydt transducers.
Lemma 3.5. Assume that M 1 , M 2 are ydt transducers with outputs in a free monoid or in the free group. Then a dtt automaton A, a total polynomial transducer M can be constructed together with affine functions H 1 , . . . , H 4 and a state p 0 of A such that M 1 and M 2 are equivalent iff the following properties are satisfied:
(1) Both the domains of M 1 and M 2 equal L(A);
(2) H 1 0, H 2 0, H 3 0, and H 4 0 all are invariants of M at p 0 .
If M 1 and M 2 are linear, then M is affine. If M 1 and M 2 are sur, then M is msur.
Proof. First, we, w.l.o.g., may assume that we are given two states q 1 , q 2 of a single ydt transducer M, and the task is to decide whether the partial mappings For ν = 1, 2, the set of states and transitions of A ν can be determined as the smallest set P ν of sets Q ⊆ [n] together with the partial function ρ ν as follows. First, {q ν } ∈ P ν that also serves as the initial state of A ν . Then for every element Q ∈ P ν and every input symbol f ∈ Σ of some arity k, where δ (q, f ) is defined for each q ∈ Q , every set Q i is contained in P ν for i = 1, . . . , k, where Q i is the set of all states q ∈ [n] such that q (x i ) occurs in the right-hand side δ (q, f ) for some q ∈ Q . In this case, then ρ ν has the transition ρ ν (Q , f ) = Q 1 . . . Q k . Property (1) is satisfied iff L(A 1 ) = L(A 2 ). This can be verified in time polynomial in the sizes of A 1 and A 2 . We remark that the sizes of the dtt automata A 1 , A 2 can be at most exponential in the size of M. In case, however, that M is linear, the sizes of the corresponding automata A 1 , A 2 are at most linear in the size of M. Now assume that L(A 1 ) = L(A 2 ). We choose the state p 0 as the initial state of A 1 , i.e., p 0 = {q 1 }. Then, we construct a total ydt transducerM from M by adding to the transition function of M a transition q( f (x 1 , . . . , x k )) → ϵ for every state q and input symbol f -where M does not yet provide a transition. By construction,
W.l.o.g. we may assume that the output alphabet is given by Δ = {a 1 , a 2 } in case of outputs as strings or Δ = {a 1 , a 2 , a − 1 , a − 2 } in case of outputs in the free group. We then consider the tree-tomatrix transducer (M, α ) where the homomorphism α interprets the output symbols as the corresponding generator matrices of the Sanov subgroup of M 2 (Z) and construct the corresponding polynomial transducer M according to Lemma 3.1. Then states q 1 and q 2 are equivalent w.r.t. M at p 0 iff M satisfies the invariants z q 1 ,11 − z q 2 ,11 0 z q 1 ,12 − z q 2 ,12 0 z q 1 ,21 − z q 2 ,21 0 z q 1 ,22 − z q 2 ,22 0.
From that, the claim of the lemma follows.
AFFINE TRANSDUCERS
In this section, we show that for total polynomial transducers that are affine, all affine invariants for some top-down regular set are decidable in polynomial time. By Lemma 3.5, this result gives rise to decision procedures of equivalence for affine polynomial transducers as well as for linear and sur ydt transducers. For stating complexity results, we adopt a uniform complexity measure. This means that we assume that all numbers can be stored, retrieved, and compared in a single step. Also, we count arithmetic operations as O(1), see Section 5 for more details on the uniform complexity measure. Let M = (Q, Σ, δ, q 0 ) be a total affine transducer, and A = (P, Σ, p 0 , ρ) a dtt automaton. Assume that Q = [n] for some natural number n and let H denote an affine function H : Q n → Q, given by H (z) = a 0 + a 1 · z 1 + · · · + a n · z n .
Our goal is to decide for any given state p 0 of A whether or not H 0 is an invariant, i.e., H ([[t]] M ) = 0 for all t ∈ dom(p 0 ). As the transducer M is affine, [[δ (q, f )]] constitutes a multiaffine mapping from (Q n ) k to Q. Technically, a multi-affine mapping F is affine in each argument. This means that the transformation H corresponding to the κth argument and fixed x 1 , . . . , x κ−1 , x κ+1 , . . . , x k , which is defined by:
is affine, i.e.,
holds for vectors y 0 , . . . , y k ∈ Q n and λ 1 , . . . , λ k ∈ Q. Let us define the (output) semantics of an input symbol f ∈ Σ of arity k as the function
By definition, this function is again multi-affine. This observation allows us to prove the following theorem: Proof. Assume that the dtt automaton is given by A = (P, Σ, ρ, p 0 ). The collection of sets of vectors {[[t]] M , t ∈ dom(p), p ∈ P }, can be characterized by means of a constraint system. Let V p , p ∈ P, denote the the collection of least sets with
whenever ρ (p, f ) = (p 1 , . . . ,p k ) holds. Then for each p ∈ P, the set {[[t]] M | t ∈ dom(p)} is precisely given by V p . For any set V ⊆ Q n of n-dimensional vectors, let aff(V ) denote the affine closure of V . This set is obtained from V by adding all affine combinations of elements in V :
Recall that every set V ⊆ Q n has a subset B ⊆ V of cardinality at most n + 1 such that the affine closures of B and V coincide. A set B with this property of minimal cardinality is also called affine basis of aff(V ). For the affine function H : Q n → Q and every subset V ⊆ Q n , the following three statements are equivalent:
Instead of verifying that H (v) = 0 holds for all elements v of V p 0 , it thus suffices to test H (v) = 0 for all elements v of an affine basis B ⊆ V p 0 . Accordingly, we are done if we succeed in computing an affine basis of the set aff(V p 0 ). It is unclear, though, how the least solution V p , p ∈ P, of the constraint system (6) can be computed. Instead of computing this least solution, we propose to consider the least solution of the constraint system (6), not over arbitrary subsets but over affine subsets of Q n only. Like the set P (Q n ) of all subsets of Q (ordered by subset inclusion), the set A (Q n ) of all affine subsets of Q (still ordered by subset inclusion) forms a complete lattice, but where the least upper bound operation is not given by set union. Instead, for a family B of affine sets, the least affine set containing all B ∈ B is given by:
We remark that affine mappings commute with least upper bounds, i.e., for every affine mapping
Let V p , p ∈ P, and V p , p ∈ P, denote the least solutions of Equation (6) w.r.t. the complete lattices P (Q n ) and A (Q n ), respectively. Since for each f ∈ Σ, [[f ]] is affine in each of its arguments, it follows by the transfer lemma of Apt and Plotkin (1986) (see also Aarts et al. (1995) ), that
The complete lattice A (Q n ), on the other hand, satisfies the ascending chain condition. This means that every increasing sequence of affine subsets is ultimately stable. Therefore, the least solution V p , p ∈ P, of the constraint system (6) over A (Q n ) can be effectively computed by fixpoint iteration. One such fixpoint iteration algorithm is presented in Figure 1 . Each occurring affine subset of Q n is represented by a basis. For the resulting basis B p 0 of the affine subset V p 0 = aff(V p 0 ), we finally may check whether or not H (v) = 0 for all v ∈ B p 0 , which completes the procedure. The algorithm starts with empty sets B p , p ∈ P. Then it repeatedly performs one round through
The resulting vectors then are added to B p -whenever they are not yet contained in the affine closure aff(B p ) of B p . The iteration terminates when during a full round of the repeat-until loop, no further element has been added to any of the B p .
In the following, we assume a uniform cost measure where arithmetic operations are counted for 1. Thus, evaluating a right-hand side δ (i, f ) takes time at most proportional to the number of symbols occurring in δ (i, f ). Concerning the complexity of the algorithm, we note: -Of these rounds, the algorithm performs at most h · (n + 1) (h and n the number of states of A and M, respectively).
Accordingly, a full round of the repeat-until loop can be executed in time O (|A| · (n + 1) m · (|M | + n 3 )). Assuming that n ≤ |M |, we thus obtain an upper complexity bound of O(|A| · h · (n + 1) m+1 · (|M | + n 3 )) = O (|A| · h · |M | · (n + 1) m+3 ) for the algorithm.
The base algorithm as presented in the proof of Theorem 4.1, and its complexity can be further improved as follows:
• We replace the given iteration by a worklist iteration that re-schedules the evaluation of a transition of A for a state p ∈ P and an input symbol f only if B p i for one of the states p i in ρ (p, f ) has been updated. • We keep track of the set of tuples that have already been processed for a given pair (p, f ), f an input symbol and p state of A. This implies that throughout the whole fixpoint iteration, for each such pair (p, f ), inclusion in the affine closure must only be checked for (n + 1) m tuples. Applying these three optimizations, the overall complexity comes down to O (|A| · |M | · (n + 1) m+2 ). By using the translation of total msur transducers into total affine transducers from Lemma 2.3, we obtain as a corollary:
Corollary 4.2. Let M denote a total msur polynomial transducer with input alphabet Σ, n states and multiplicative sur partition Π. Let H : Q n → Q denote a Π-homogeneous polynomial function, i.e., H is given by a polynomial r in unknowns z 1 , . . . , z n , where each monomial of r is Π-homogeneous. Let A denote a dtt automaton with input alphabet Σ. Then for every state p 0 of A, it can be decided in time polynomial in the size of A, and exponential in the size of M (w.r.t. the uniform complexity measure), whether or not H 0 is an invariant at p 0 , i.e., H ([[t]] M ) = 0 holds for all t ∈ dom(p 0 ).
Proof. W.l.o.g. we may assume that the input alphabet is binary; this is justified, because it is straightforward to construct in polynomial time a transducer M such that for every tree t,
](fcns(t )) is undefined otherwise. The tree fcns(t ) is the first-child/next-sibling encoded binary tree of the tree t: In this tree, a node u is the first child of a node v iff u is the first child of v in t, and u is the second child of v iff u is the next sibling of v.
Assume that the set of states of M is given by [n] . The translation of M into an The affine transducer M constructed for M has aQ of states that consists of subsets of states So far, we have verified affine invariants for affine transducers or Π-homogeneous invariants for msur transducers relative to some dtt automaton only. Due to Lemma 3.5, the decision procedures of invariants for total affine or msur transducers give rise to decision procedures for the equivalence of ydt transducers with either unary output alphabet or which are linear or sur. We remark that the exponential upper bounds of Theorem 4.3 come with exponential lower bounds, since non-emptiness already for ssur ydt transducers is DExpTime-complete (see Theorem 19 of Maneth (2015) ).
Theorem 4.3. Equivalence can be decided in deterministic exponential time for unary ydt transducers as well as for sur ydt transducers. If the transducers are linear, then equivalence can be decided in polynomial time (w.r.t. the uniform complexity measure) .
LENGTHS OF OCCURRING NUMBERS
Recall that our algorithms consider occurring numbers as atomic values that can be processed in time O(1). For unary ydt transducers or affine transducers that only require multiplication with constants, this assumption is justified, as the lengths of numbers may only grow polynomially. The situation is different, though, for general affine or msur transducers.
Let us first consider general affine transducers. To calculate an upper bound to the occurring numbers, we first note that for each state p of A, the basis of aff(V p ) as calculated by our algorithm is of the form [[t] ] M for a tree in dom(p) of depth at most (n + 1) · h if n and h are the numbers of states of M and A, respectively. Concerning the lengths of occurring numbers, we prove:
Lemma 5.1. Assume that M is an affine transducer with n states where the ranks of input symbols are bounded by m > 1, and the absolute values of the constants occurring in right-hand sides of rules are bounded by c ≥ 1. Then
if N is the depth of t (a leaf is counted to have depth 1).
Proof. Let R[N ] denote the least upper bound to the absolute values of the outputs [[q]] M (t )
for trees t of depth at most N . We claim that R[N ] ≤ ((n + 1) · c) m · N −1 r =0 m r holds. The proof is by induction on the depth of t. Thus, assume that t = f t with t = (t 1 , . . . , t k ), k ≥ 0, and assume that the induction hypothesis holds for the t i . Let q( f (x 1 , . . . , x k )) → T be a rule of M. Then
Since M is affine, the right-hand side T can be written as a sum of monomials of the form a · q 1 (x i 1 ) · . . . q r (x i r ), where the number of such monomials is bounded by (n + 1) m , |a| ≤ c and the number r is bounded by m. Thus,
Accordingly, the bit length Z (N ) of numbers occurring in [[t] ] M for trees of depth N is bounded by O (m N · log((n + 1) · c)), where m > 1 is the maximal rank of an input symbol. This means that the bit lengths of occurring numbers can only be bounded by an exponential in the number of states of M and A. Still, violation of an affine invariant can be decided in randomized polynomial time.
Theorem 5.2. Violation of an affine invariant of a total affine transducer relative to a dtt automaton is decidable in randomized polynomial time, i.e., there is a polynomial probabilistic algorithm that, in case of invariance, always returns false, while in case of violation of the invariant returns true with probability at least 0.5.
Proof. Assume that M is a total affine polynomial transducer and A a dtt automaton. Assume that the affine invariant is given by H 0. Our goal is to decide, given a state p of A, whether or not H ([[t]] M ) = 0 for all t ∈ dom(p). Now let z denote any prime number. Then the set of integers modulo z, Z z , forms a field. This means that we can realize the algorithm for determining affine closures of the sets V p as well as the check whether an affine mapping H returns 0 for all elements of an affine basis now over Z z . The resulting algorithm allows us to decide whether the invariant holds for all inputs from dom(p) modulo the prime number z by using polynomially many operations on numbers of length O (log(z)) only. In particular, if a violation is found, then H 0 cannot be an invariant of M for state p over Q either.
Let 2 D be an upper bound to R[(n + 1) · h] (n and h the numbers of states of M and A, respectively), where D is polynomial in the sizes of M and A. Then, we have:
Proof. Assume that the latter holds. Then the product already of the smallest 2 D primes vastly exceeds 2 2 D . Therefore by the Chinese remainder theorem, H ([[t]] M ) = 0 holds also over Q for all t ∈ dom(p) of depth at most n · h. Therefore, H 0 must be an invariant.
Clearly, if H 0 is an invariant of M at p, then H 0 is also an invariant of M at p modulo every prime number z. Therefore now assume that H 0 is not an invariant of M at p. Let K denote the set of all primes z such that H 0 is still an invariant of M at p modulo z. By Lemma 5.3, this set has less than 2 D elements. Now consider the interval [0, D · e D ]. Note that each number in this range has polynomial length only. When D is suitably large, this interval contains at least e D ≥ 4 · 2 D prime numbers (see, e.g., Hardy and Wright (2008) ). Therefore, with probability at least 0.75, a prime randomly drawn from this range is not contained in K and therefore witnesses that H 0 is not an invariant of M at p. Any number randomly drawn from the given range is a prime with probability at least 4/D. Therefore, a polynomial number of draws suffice to extract a sample that contains at least one prime number with probability at least 0.75. Since 0.75 · 0.75 ≥ 0.5, the assertion of the theorem follows.
By replacing the deterministic decision procedure for affine transducers with its randomized counterpart, we arrive at an algorithm for deciding non-equivalence of linear ydt transducers that runs in randomized polynomial time-but with numbers of polynomial length only. Our algorithm for deciding non-equivalence of sur transducers then runs in randomized exponential time using exponentially long numbers.
GENERAL POLYNOMIAL TRANSDUCERS
In the following, we drop the restriction that the polynomial transducers are necessarily affine or msur. Let M = (Q, Σ, δ, q 0 ) denote a total polynomial transducer with Q = [n] for some n ≥ 1. Then for every state q ∈ Q and input symbol f ∈ Σ of some rank k ≥ 0, the right-hand side δ (q, f ) = T is a polynomial in the terms j (x i ), j ∈ The key concept that we introduce here is the notion of an inductive invariant of M relative to the dtt automaton A. As candidate invariants, we only need conjunctions of equalities r 0, r ∈ Q[z]. Instead of referring to such conjunctions directly, it is mathematically more convenient to consider the ideal generated from the polynomials in the conjunction. Formally, an ideal of a ring R is a subset J ⊆ R such that for all a, a ∈ J , a + a ∈ J and for all a ∈ J and r ∈ R, r · a ∈ J . The smallest ideal containing a set S of elements, is the set
Using ideals instead of conjunctions of polynomial equalities is justified, because for every S ⊆ Q[z] and every v ∈ Q n , it holds that s (v) = 0 for all s ∈ S R iff s (v) = 0 for all s ∈ S.
An inductive invariant I of the total polynomial transducer M relative to A is a family of ideals I p ⊆ Q[z], p ∈ P, such that for all transitions ρ (p, f ) = (p 1 , . . . ,p k ),
holds. Thereby, we have used the following notation. For i = 1, . . . , k, x i is the vector of the distinct fresh variables x iq , q = 1, . . . , n, which refers to the ith argument of f , and x is the concatenation of these vectors x i . The vector substitution [v/z] of a vector v = (v 1 , . . . , v n ) for z denotes the simultaneous substitution of the expressions v q for the variables z q . Likewise for an ideal J
The constraint (7) for the transition ρ (p, f ) = (p 1 , . . . ,p k ) formalizes the following intuition. For every polynomial r , the polynomial r [r (f ) /z] can be understood as the weakest precondition of r w.r.t. the semantics r (f ) of the input symbol f . It is a polynomial in the variables from x. The constraint (7) therefore expresses that the weakest precondition of every polynomial in I p can be generated from the polynomials provided by I for the states p i -after the variables from z therein have been substituted with the corresponding variables from x i .
We verify for every inductive invariant I that each polynomial in the ideal I p constitutes a valid property of all input trees in dom(p). This means: Theorem 6.1. Assume that I is an inductive invariant of the total polynomial transducer M relative to the dtt automaton A. Then for every state p of A and polynomial r ∈ I p , r ([[t]] M ) = 0 holds for all t ∈ dom(p).
Proof. By structural induction on t, we prove that r ([[t]] M ) = 0 holds. Assume that ρ (p, f ) = (p 1 , . . . ,p k ) and t = f (t 1 , . . . , t k ), where (by induction hypothesis) for every i = 1, . . . , k and every
Since I is inductive, r [r (f ) /z] can be rewritten as a sum:
We conclude that every inductive invariant I with r ∈ I p provides us with a certificate that r ([[t]] M ) = 0 holds for all t ∈ dom(p). In the next step, we convince ourselves that the reverse implication also holds, i.e., for all polynomials r for which r ([[t]] M ) = 0 holds for all t ∈ dom(p), an inductive invariant I exists with r ∈ I p . To prove this statement, we consider the familyĪ of idealsĪ p , p ∈ P, whereĪ Thus,Ī p is the set of all polynomials that represent a polynomial property of trees in dom(p). We next prove thatĪ is indeed an inductive invariant. Theorem 6.2.Ī is an inductive invariant of the total polynomial transducer M relative to the dtt automaton A.
Proof. For any set V ⊆ Q n of vectors, let I (V ) denote the set of polynomials r over z that vanish on V , i.e., with r (v) = 0 for all v ∈ V . Let x denote the set of variables
We claim that then
holds. This means that the set of polynomials that vanish on the Cartesian product V 1 × · · · × V k is exactly given by the ideal of Q[x] that is generated by the polynomials in Q[x i ] that vanish on the set V i (i = 1, . . . , k).
We remark that the ideal of Q[x] generated from I (V i )(x i ) is exactly given by
Accordingly, equality (8) can be rewritten to:
Thus, equality (8) is a consequence of the following lemma. Although formulated for Q, the lemma holds (with the same proof) for any field. Lemma 6.3. Let V 1 ⊆ Q m 1 , V 2 ⊆ Q m 2 be subsets of vectors, with m 1 , m 2 positive integers. Then
, and the inclusion "⊇" follows.
The proof of the reverse inclusion uses Gröbner bases (for basic notions and concepts on Gröbner bases, see Becker and Weispfenning (1998) ). Let x = {x 1 . . . , x m 1 +m 2 } be a suitable finite set of variables. Fix a monomial ordering on the polynomial ring Q [x] . With respect to this monomial ordering, let G 1 , G 2 be Gröbner bases of I 1 and I 2 , respectively. Clearly, G 1 ∪ G 2 generates the sum I 1 + I 2 . Since I 1 is generated by polynomials in Q[x 1 , . . . , x m 1 ], we have G 1 ⊂ Q[x 1 , . . . , x m 1 ], and also G 2 ⊂ Q[x m 1 +1 , . . . , x m 1 +m 2 ]. It follows by Buchberger's criterion (see Becker and Weispfenning (1998, Section 5.5) ) that G 1 ∪ G 2 is a Gröbner basis of I 1 + I 2 . This implies that each polynomial f ∈ Q[x] has a unique normal form д := nf ( f ), which (by definition) has no monomial that is divisible by the leading monomial of any polynomial in G 1 ∪ G 2 and that satisfies f − д ∈ I 1 + I 2 . Moreover, if f ∈ I 1 + I 2 , then д = 0.
For the proof of the reverse inclusion, take f ∈ Q[x] that does not lie in I 1 + I 2 . So д := nf ( f ) 0. We have to show f I (V 1 × V 2 ), so we have to find v ∈ V 1 and w ∈ V 2 such that f (v, w) 0. Considered as a polynomial in the variables x 1 , . . . , x m 1 , д has a nonzero term cx e 1 1 · · · x e m 1 m 1 with c ∈ Q[x m 1 +1 , . . . , x m 1 +m 2 ]. Since none of the monomials of c are divisible by any leading monomial of a polynomial from G 2 , the Gröbner basis property of G 2 implies c I 2 , so there exists w ∈ V 2 such that c (w) 0. Now consider the polynomial д w := д(x 1 , . . . , x m 1 , w) ∈ Q[x 1 , . . . , x m 1 ]. This is nonzero, since one of its coefficients, c (w), is nonzero. Moreover, no monomial from д w is divisible by any leading monomial of a polynomial from G 1 , so д w I 1 , implying that there is a vector v ∈ V 1 with
Then the idealĪ p is exactly given byĪ p = I (V p ). Assume that r ∈Ī p and ρ (p, f ) = (p 1 , . . . ,p k ) holds. Then for all tuples of trees (t 1 , . . . , t k )
As a consequence,Ī satisfies the constraints (7) and therefore is an inductive invariant of M relative to A.
The inductive invariantĪ is the largest invariant and, accordingly, the greatest fixpoint of the inclusions (7). Since the set of polynomial ideals in Q[x] has unbounded decreasing chains, it is unclear whetherĪ can be effectively computed.
Let us first consider the case where the input alphabet of M (and thus also of A) is monadic. Then the variables from z can be reused for the copy x 1 of variables for the first (and only) argument of f ∈ Σ (1) , implying that every polynomial r (f ) q can be considered as a constant or a polynomial again over the variables z. Thus, the constraints in Equation (7) to be satisfied by an inductive invariant I, can be simplified to:
According to the second constraint, the invariant r 0 to hold for all tress in dom(p) is transformed by the monadic input symbol f into the invariant r [r (f ) /z] 0 to hold for all trees in dom(p 1 ). For a state p 0 of the dtt automaton A and a polynomial H ∈ Q[z] to hold for all t ∈ dom(p 0 ), the propagation of these invariants (9) and (10) can be expressed by the following system of constraints:
Recall that Hilbert's basis theorem implies that each ideal J ⊆ Q[z] can be represented by a finite set of polynomials s 1 , . . . , s u such that J = s 1 , . . . , s u and, likewise, that each increasing chain J 0 ⊆ J 1 ⊆ . . . of ideals is ultimately stable. Therefore, the system (11) and (12) has a least solution that is attained after finitely many fixpoint iterations. We claim:
Lemma 6.4. Assume that I is the least solution of the system of constraints (11)-(12) . Then I is an inductive invariant iff for each transition ρ (p, b) = () of A, r (r (b ) ) = 0 for all r ∈ I p . In this case, it is the least inductive invariant I with H ∈ I p 0 . Otherwise, no inductive invariant with this property exists.
Proof. We have that I is a solution of Equation (12) iff I satisfies the constraints (10). Moreover, r (r (b ) ) = 0 for all r ∈ I p holds for all ρ (p, b) = () of A iff I satisfies the constraints (9). Therefore, I is an inductive invariant iff these two assumptions are met. Now assume that I is the least solution of Equations (11) and (12). If it passes all tests on the transitions ρ (p, b), then it therefore must be the least inductive invariant I with H ∈ I p 0 . If it does not pass all tests, then there cannot be any inductive invariant I with H ∈ I p 0 . This can be seen as follows. Assume for a contradiction that there is an inductive invariant I with H ∈ I p 0 . Since I satisfies the constraints in Equation (10), I is also a solution of Equation (12). Therefore, I p ⊆ I p for all states p of A. Now, since already I does not pass all tests on transitions ρ (p, b) = (), then I cannot pass all these tests either. But then I does not satisfy the constraints (9) and therefore fails to be an inductive invariant-contradiction.
Since the least solution of system (11) nad (12) can effectively be computed and the tests required by Lemma 6.4 can also be effectively performed, we obtain: Theorem 6.5. Assume that M is a total polynomial transducer with a monadic input alphabet and A a dtt automaton. Then it is decidable for a polynomial H and a state p 0 of A, whether or not H 0 is an invariant at p 0 .
Proof. By Lemma 6.4, H ([[t] ] M ) = 0 for all t ∈ dom(p 0 ) holds iff the least solution I of the constraint system (11) and (12) satisfies Equation (9). By Hilbert's basis theorem, Kleene iteration for system (11) and (12) eventually terminates. Therefore, I can be computed. To check condition (9), it suffices to check for each state p and each nullary input symbol b with ρ (p, b) = (), that r (r (b ) ) = 0 holds for each polynomial r ∈ G for some generating system G of the ideal I p . Therefore, the statement of the theorem follows.
In case of non-monadic input symbols, it is no longer clear whether computing the greatest solution of constraint system (7) can be replaced by computing the least solution over some suitably defined alternative constraint system over ideals. What we still know is that every ideal of Q[z] can be represented by a finite set of polynomials with coefficients, which can be chosen from Z. Since the validity of the inclusions (7) can be effectively decided for any given candidate invariant I, the set of all inductive invariants of M relative to A is recursively enumerable. Accordingly, if a polynomial equality H 0 holds for all vectors [[t] ] M , t ∈ dom(p 0 ), then an inductive invariant certifying this fact will eventually be found in the enumeration. In this way, we obtain a semidecision procedure for the validity of the polynomial equality for M relative to A. The fact, on the other hand, that H 0 does not hold for all [[t] ] M , t ∈ dom(p 0 ), is witnessed by a specific tree t ∈ dom(p 0 ) for which H ([[t]] M ) 0. Since dom(p 0 ) is recursively enumerable as well, we obtain another semi-decision procedure for the invalidity of a polynomial equality H 0 for M at state p 0 of A. Putting these two semi-decision procedures together, we obtain: Theorem 6.6. Assume that M is a total polynomial transducer and A a dtt automaton. Then it is decidable whether or not a given polynomial equality H 0 is an invariant of M at some state p 0 of A.
Lemma 3.5 together with Theorems 6.5 and 6.6 provide us with decision procedures for (possibly partial) ydt transducers with output in a free monoid or free group. We obtain our main technical results: Theorem 6.7. Equivalence is decidable for (1) ydt transducers with output in a free monoid;
(2) ydt transducers with output in a free group.
One particular subcase of Theorem 6.7 is when the input alphabet is monadic. This case, for which we have provided a dedicated algorithm in Theorem 6.5, is known to be equivalent to the sequence equivalence problem of hdt0l systems. Recently, this problem has been shown to be Ackermanncomplete (Benedikt et al. 2017) , where the upper bound is attained by the algorithm we have presented. The equivalence problem for ydt transducers with non-monadic input alphabets, as shown to be decidable in Theorem 6.7, seems to be significantly more difficult.
A MORE PRACTICAL ALGORITHM
Clearly, checking all input trees is perhaps not the most systematic way of identifying a counterexample to equivalence. Likewise, enumerating all mappings p → I p , in quest for a sufficiently strong inductive invariant seems difficult to be turned into a practical algorithm. Therefore, in this section we provide more realistic implementations of the two semi-algorithms to decide equivalence.
To accomplish the task of identifying counter-examples, we take a closer look at the greatest fixpoint iteration to determine the greatest inductive invariant p →Ī p . For p ∈ P, letĪ (0) p = 1 Q[z] = Q[z], i.e., the full polynomial ring, and for d > 0, defineĪ (d )
To prove that the effect of [[f ]] can be effectively computed, its definition is re-written into the expression (14). The latter expression is built up by means of effective operations on polynomial ideals. Let us briefly verify that the corresponding equality between ideals holds. First, we claim that the ideal z q − r 
Since with all monomials of a polynomial r , also r is contained in the ideal, the claim follows.
As a consequence, every polynomial r
is contained in the ideal expression of line (14).
For the reverse inclusion, consider any polynomial r ∈ Q[z] contained in the expression (14). Then
For every p ∈ P and d ≥ 0, let dom d (p) denote the set of all input trees t ∈ dom(p) of depth at most d, where we consider leaves to have depth 1. Then, we have: Lemma 7.1.
(1) For every d ≥ 0,Ī (d )
(2) For every p ∈ P,Ī p = {Ī (d )
Proof. Statement 1 follows by induction on d along the same lines as the proofs of Theorems 6.1 and 6.2. Statement 2 follows from statement 1 as the intersection to the right consists of all polynomials r ∈ Q[z] such that r ([[t]] M ) = 0 for all t ∈ dom(p)-which is precisely is the definition ofĪ p .
From statement 1 of Lemma 7.1, we conclude that there is a counter-example to the validity of H 0 at some state p 0 of A iff H Ī (d ) p 0 . Thus, the semi-algorithm for falsifying the invariant H 0 at p 0 can be formulated as:
We turn to the efficient enumeration of candidate invariants. Let us again fix some bound d. This time, the bound d is used as the degree bound to the polynomials to be considered during the fixpoint iteration. Let Q d [z] denote the set of all polynomials in Q[z] of total degree at most d. Here, the total degree of a polynomial r is the maximal sum of exponents of a monomial occurring in r . For an ideal I ⊆ Q[z], let us denote by I d the intersection I ∩ Q d [z] . This set of polynomials can be considered as a vector space of finite dimension and can also be considered as a pseudo ideal in the sense of Colón (2007) .
The intersection I d can be effectively computed as follows. Given a Gröbner basis G for I relative to some graded lexicographical ordering of monomials, it suffices to extract the subset G d of polynomials in G of total degrees bounded by d. Then a set of generators of I d considered as a vector space is given by the set of polynomials д · m, where д ∈ G d and m is a monomial such that
Let α d denote the function that maps each ideal I to the corresponding ideal G d Q [z] . Let D d denote the set of all ideals generated from Gröbner bases of total degree at most d. In this complete lattice, all decreasing sequences are ultimately stable. The idea is to compute increasingly precise abstractions of the mapping p →Ī p by means of the complete lattices D d . For d ≥ 1, we put up the constraint system over D d , consisting of all constraints
for every transition ρ (p, f ) = (p 1 , . . . ,p k ). Since all right-hand sides are monotonic, the greatest solution of this system exists. Since D d has finite descending chains only, the greatest solution is attained after finitely many fixpoint iterations. Let p → I p,d denote the resulting greatest solution.
We have:
Lemma 7.2.
(1) For all d ≥ 1, p → I p,d is an inductive invariant;
(2) For all d ≥ 1, I p,d ⊆ I p,d +1 holds for every p ∈ P;
(3) There exists some d ≥ 1 such that I p,d =Ī p for all p ∈ P.
Proof. The first two statements are obvious. To prove the third statement, consider the greatest inductive invariant p →Ī p . Thus, in particular, I p,d ⊆Ī p for all p and d. For every state p, let G p denote the Gröbner base ofĪ p . Letd denote the maximal global degree of any polynomial in the set {G p | p ∈ P }. Then p →Ī p is a solution of the constraint system (15). Accordingly,Ī p ⊆ I p,d . Hence,Ī p = I p,d , and the third statement follows.
In light of the argument for proving statement 3 of Lemma 7.2, we observe that for any d, p → I p,d represents the largest inductive invariant that can be represented by a Gröbner basis In Alur and D'Antoni (2017), deterministic streaming tree transducers have been introduced. In the variant for ranked trees, these consist of bottom-up deterministic automata that, while processing the input tree, may update the string values maintained in a finite set of variables. Thereby, the new values at a node are constructed from the variables at the child nodes by concatenation where each variable is used at most once (and after use reset to ϵ). Viewed as a tree-to-string transducer, this model coincides with ydt transducers extended with regular look-ahead-subject to the single-use restriction. Corollary 4.2 together with the simulation of ydt R transducers by means of ydt transducers as sketched for Corollary 8.1 provides us with: Corollary 8.2. Equivalence of deterministic streaming tree transducers on ranked trees can be decided in DExpTime (w.r.t. the uniform cost measure).
A variation of top-down transducers that has been considered in the context of xml is transducers of unranked trees. In an unranked tree, the number of children of a node is not determined by the label of that node but is independent. For instance, the term a (a(a, b), a, a, a) represents an unranked tree. xml document trees are naturally modeled by unranked trees.
There are several models of top-down tree transducers for unranked trees. In Perst and Seidl (2004) , macro forest transducers and their parameterless version, the forest transducers, are defined.
The rules of a forest transducer are very similar to the rules of a ydt transducer and are of the form q(a(x 1 , x 2 )) → T , where T is a string as in a ydt transducer, with the only difference that T may contain special symbols "(" and ")" of opening and closing brackets, and if so, then T must be well balanced with respect to these brackets. If such a rule is applied to an unranked a-labeled node u, then x 1 represents the first subtree of u and x 2 represents the next sibling of u. The special bracket symbols in right-hand sides have the obvious interpretation of generating a tree structure. Obviously, when checking equivalence of two forest transducers, we may consider their output as strings. Thus, the equivalence problem for deterministic forest transducers is a direct instance of the equivalence problem for ydt transducers. Corollary 8.3. Equivalence is decidable for deterministic forest transducers with string outputs.
Another, much earlier model of unranked top-down tree transducers is the unranked top-down tree transducer (Maneth and Neven 1999) . Instead of state calls q(x i ) as in an ordinary ranked topdown tree transducer, they use calls of the form L, where L is a regular language over the set of states Q of the transducers, plus the special symbol 0. If the current input node has k children, then a word of length k from L is chosen to determine which states translate the children nodes (where 0 means that no state translates the corresponding node). Such a transducer is deterministic if, for every k and every L in the right-hand side of a rule, L contains at most one string of length k. Clearly, the translation realized by a deterministic such transducer is a function. As an example, consider the unranked top-down tree transducer with the following rules: q 0 (a(· · · )) → a(L) q(a(· · · )) → a(L)L, where L is the regular language q * consisting of all strings of the form· · · q. For the input tree s = a (a(a(a) )), this transducer first applies the first rule to obtain a(q(s 1 )), where s 1 = a(a(a) ). We now apply the second rule to obtain a(a(q(s 2 ))q(s 2 )), where s 2 = a(a). Two more applications of the second rule give a (a(a(q(a) )q(a))a(q(a))q(a)), and, finally, we obtain the output tree a (a(a(a)a)a(a)a) .
As mentioned by Perst and Seidl, any unranked top-down tree transducer can be realized by a forest transducer. However, they only mention this for non-deterministic transducers. Thus, given a deterministic unranked top-down tree transducer M, we can construct an equivalent nondeterministic forest transducer N . It follows from the explanation above that we may consider N as a non-deterministic top-down tree-to-string transducer.
By an old result (Engelfriet 1978) , for any functional dt transducer, an equivalent dt R transducer can be constructed. Since "yield," which turns a tree into its string of leaf symbols is a function, it directly follows that also for any functional ydt transducer, one can construct an equivalent ydt R transducer. Thus, we can construct for N an equivalent ydt R transducer, for which equivalence is decidable by Corollary 8.1.
Corollary 8.4. Equivalence is decidable for deterministic unranked top-down tree transducers.
Let us finally discuss the extension of our result to ydmt transducers. ydmt transducers extend ydt transducers with parameters, say, y 1 , . . . ,y l , in which output values can be accumulated.
Example 8.5. Consider the ydmt transducer with set Q = {q 0 , q} of states and initial state q 0 and the following transition rules:
q 0 ( f (x 1 , x 2 ), y 1 ) → q(x 1 , q(x 2 , d )) q(a(x 1 ), y 1 ) → y 1 q(x 1 , y 1 ) q(e, y 1 ) → ϵ,
where the output is considered as a string. This ydmt transducer realizes a translation τ that maps each input tree f (a n (e), a m (e)) to the string in d n ·m . As the output alphabet is unary, we prefer to represent the output length by these rules:
q 0 ( f (x 1 , x 2 ), y 1 ) → q(x 1 , q(x 2 , 1)) q(a(x 1 ), y 1 ) → y 1 + q(x 1 , y 1 ) q(e, y 1 ) → 0.
It is still open whether or not the equivalence problem for ydmt transducers is decidable. It turns out, however, that equivalence is at least decidable for unary ydmt transducers. The reason is that the semantics [[t]] M of an input tree t w.r.t. a given unary ydmt transducer M is a vector where each component [[t] ] M,q is an affine function of the values y 1 , . . . , y l of the parameters and thus can be represented by l + 1 numbers. Moreover, for each input symbol f of rank k ≥ 0 and every state q, the coefficients r (f ) 0 , . . . , r (f ) l of the affine function produced by [[f ] ](x 1 , . . . , x k ) for state q are all polynomials in the coefficients x iλ , 1 ≤ i ≤ k, 0 ≤ λ ≤ l.
Example 8.6. Consider the ydmt transducer M from Example 8.5, which we extend to a total ydmt transducer by adding the rules q 0 (a(x 1 ), y 1 ) → 0 q 0 (e, y 1 ) → 0 q( f (x 1 , x 2 ), y 1 ) → 0 Then, we obtain:
[[a]] q (x 1 )(y 1 ) = y 1 + x 1q0 + x 1q1 · y 1 = x 1q0 + (1 + x 1q1 ) · y 1
[[e]] q ()(y 1 ) = 0.
Thus, M can be simulated by a polynomial transducer where the number of states increases by a factor of l + 1. Accordingly, we obtain: Corollary 8.7. Equivalence is decidable for ydmt transducers with unary output alphabet.
Moreover, by the constructions from Section 3, the results stated in Corollaries 8.1, 8.3, and 8.4 also hold when output is not considered in the free monoid but in the free group.
CONCLUSION
We introduced the concept of polynomial transducers and showed for these that polynomial invariants for top-down regular subsets of inputs are decidable. Via a translation into polynomial transducers, we deduced that equivalence of deterministic top-down tree-to-string transducers (ydt transducers) is decidable-even when the output is interpreted over the free group. The key concept that helped us to arrive at a decision procedure in the general case is inductive invariants expressed as polynomial ideals, certifying invariants. While such invariants can be automatically inferred for monadic input alphabets, we were less explicit for non-monadic input alphabets. For non-monadic input alphabets, we proved that every polynomial invariant can be certified by means of inductive invariants. Since enumerating all inductive invariants is rather impractical, we presented a more explicit method that allows to systematically construct the best inductive invariant up to a given maximal degree. Together with an explicit enumeration of potential counterexamples, decidability of polynomial invariants of polynomial transducers for top-down regular sets follows.
We also considered important subclasses of ydt transducers and the corresponding subclasses of polynomial transducers. W.r.t. a uniform cost measure, we showed that equivalence is decidable in polynomial time for linear ydt transducers and in deterministic exponential time for sur ydt transducers. The latter class is essentially the class of streaming tree-to-string transducers for ranked trees as considered by Alur and D'Antoni (2017) . Again, our decision procedures can also be applied to the case when output is no longer considered to be in a free monoid but in a free group.
Still, the equivalence problem for ydmt transducers (as stated in Engelfriet (1980) ) remains open. By a translation into polynomial transducers, we were able to deal with ydmt transducers when the output alphabet is unary. It remains unclear, however, whether and how the approach can be extended to arbitrary output alphabets. Even the equivalence problem for dmt transducers with tree output remains open.
