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ON DAVID TYPE SIEGEL DISKS OF THE SINE FAMILY
GAOFEI ZHANG
Abstract. In 2008 Petersen posed a list of questions on the application of trans-
quasiconformal Siegel surgery developed by Zakeri and himself. In this paper we
extend Petersen-Zakeri’s idea so that the surgery can be applied to all the premodels
which have no “free critical points”. We explain how the idea is used in solving three
of the questions posed by Petersen. To present the details of the idea, we focus on
the solution of one of them: we prove that for typical rotation numbers 0 < θ < 1,
the boundary of the Siegel disk of fθ(z) = e
2piiθ sin(z) is a Jordan curve which passes
through exactly two critical points pi/2 and −pi/2.
1. Introduction
The idea of trans-quasiconformal surgery was first used by Haissinsky to make at-
tracting basins into parabolic basins. It was then introduced by Petersen and Zakeri to
the study of Siegel disks with typical rotation numbers [12].
Let us first sketch how Petersen-Zakeri’s trans-quasiconformal Siegel surgery works.
We say an irrational number 0 < θ < 1 is of David type if log an = O(
√
n), where
[a1, a2, · · · ] is the continued fraction of θ. It is known that the set of David type irrational
numbers in [0, 1] has full Lebesgue measure. Let 0 < θ < 1 be a David type irrational
number. Let T denote the unit circle. Consider the degree-3 Blaschke product
G(z) = eitz2
z − 3
1− 3z
where 0 < t < 2π is chosen such that G|T : T → T is a homeomorphism of rotation
number θ. It is known that G has a double critical point at 1 and has no other critical
points on T. By Yoccoz’s linearization theorem, there is a homeomorphism h : T → T
such that G|T = h−1 ◦ Rθ ◦ h where Rθ : z → e2πiθz is the rigid rotation given by θ.
By Herman’s theorem, h is quasi-symmetric if and only if θ is of bounded type, that
is, sup{an} < ∞. Since the set of bounded type irrational numbers has zero Lebesgue
measure, for typical rotation numbers θ, h is not quasi-symmetric and thus can not be
quasiconformally extended to the unit disk. With the aid of Yoccoz’s cell construction,
Petersen and Zakeri showed that if θ is of David type, then h has a trans-quasiconformal
extension H : ∆ → ∆. Here “trans-quasiconformal” means that the map H : ∆ → ∆
satisfies the following conditions.
1. The map H : ∆→ ∆ is a homeomorphism in the Sobolev class W 1,1loc ,
2. H has a degenerate Beltrami coefficient, that is, ‖µH‖∞ = 1,
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3. there exist M,α > 0 and 0 < ǫ0 < 1 such that for any 0 < ǫ < ǫ0, the following
inequality holds,
(1) m({z | |µH(z)| > 1− ǫ} < Me−αǫ
where m(·) denotes the area with respect to the Euclidean metric on the plane
or the area with respect to the spherical metric.
Then as in the quasiconformal surgery, define the premodel Ĝ as follows.
Ĝ(z) =
{
G(z) for z ∈ Ĉ \∆,
H−1 ◦Rθ ◦H(z) for z ∈ ∆.
Now spread µH by the iterated inverse branches of Ĝ to all the drops and get a Ĝ-
invariant Beltrami differential µ on C. Note that ‖µ‖∞ = ‖µH‖∞ = 1. Thus unlike
in quasiconformal surgery, here one can not use measurable Riemann mapping theorem
to get a plane homeomrphism φ which solves the Beltrami equation given by µ. The
new idea of this approach is to replace the measurable Riemann mapping theorem by a
theorem of David: if there exist constants M,α > 0 and 0 < ǫ0 < 1 such that µ satisfies
the exponential decay condition (1) on the plane, then there is a plane homeomorphism
φ ∈ W 1,1loc which solves the Beltrami equation given by µ. Once φ is obtained, one can
show that φ ◦ Ĝ ◦ φ−1 is a quadratic polynomial with a Jordan Siegel disk of rotation
number θ whose boundary contains the unique finite critical point. Note that such a
quadratic polynomial must be linearly conjugate to e2πiθz + z2. So the proof is reduced
to showing that µ satisfies the integrability condition (1) on the plane. This is the core
part of the Petersen-Zaker’s proof. In [12], this step relies essentially on the delicate
geometry of a puzzle construction for the premodel Ĝ. These puzzles were constructed
by Petersen in [10] and is now called Petersen puzzles. In many situations, however, such
puzzle construction is not available. The following questions, which are examples of such
situations, were posed by Petersen in his 2008-lecture notes at Liverpool University.
Q1. Is it true that for typical rotation numbers, the Siegel disk of e2πiθ sin(z) is a
Jordan domain with the boundary containing the two critical points π/2 and −π/2?
Q2. Is it true that for typical rotation numbers θ and τ with θ+ τ 6= 1, the two Siegel
disks of the rational map
fθ,τ(z) =
z2 + e2πiθz
1 + e2πiτz
are Jordan domains with each boundary containing exactly one critical point?
Q3. Is it true that for typical rotation numbers, the Siegel disk of a cubic polynomial
is a Jordan domain with the boundary containing at least one critical point?
In the case of bounded type rotation numbers, the answers to all the three questions are
affirmative and are obtained through quasi-conformal surgery, see [19], [20] and [21]. In
order to use Petersen-Zakeri’s trans-quasiconformal Siegel surgery to solve the questions
for typical rotation numbers, one has to overcome the problem that Petersen’s puzzle
construction is not available for all the three cases. The goal of this paper is to develop
a method by which one can verify the integrability condition (1) in certain situations
where Petersen puzzles are not available. Roughly speaking, the method applies to the
following situation: The premodel has no “free critical points”, that is, the forward orbit
of every critical point either interests the closure of the rotation disk(s), or is eventually
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periodic, or is attracted to some attracting or parabolic cycles, or lands at some essential
singularity for a meromorphic function.
In [3], [22] and the present paper, by using this method, we solved all the above three
questions. In this paper, we solve Q1 by proving
Theorem 1. Let 0 < θ < 1 be an irrational number of David type. Then the boundary
of the Siegel disk of fθ(z) = e
2πiθ sin(z) is a Jordan curve which passes through exactly
two critical points π/2 and −π/2.
An outline of the proof of Theorem 1 will be given in §2.
In [3] we proved that for David type rotation numbers 0 < θ, τ < 1 with θ+ τ 6= 1, the
two Siegel quadratic polynomials e2πiθz + z2 and e2πiτz + z2 are conformally matable.
In particular, this solves Q2.
Theorem 2 (Che´ritat-Zhang, [3]). For David type irrational numbers 0 < θ, τ < 1 with
θ + τ 6= 1, the quadratic rational map
fθ,τ(z) =
z2 + e2πiθz
1 + e2πiτz
is the conformal mating of the two Siegel quadratic polynomials e2πiθz+z2 and e2πiτz+z2.
In particular, the boundaries of the two Siegel disks of f are Jordan curves containing a
critical point on each of them.
In the case that both θ and τ are of bounded type, Theorem 2 had been proved by
Yampolsky and Zakeri in [19]. One of the key tools in Yampolsky-Zakeri’s proof is a
degree three Blaschke product B such that
1. B has an indifferent fixed point at infinity with multiplier e2πiτ , and
2. when restricted to the unit circle, B|T : T→ T is a circle homeomorphism with
rotation number θ and with exactly one critical point at 1 (which is a double
critical point).
For the construction of such B, see §4 of [19]. These models are now called Yampolsky-
Zakeri’s mating models. With the aid of these models and quasiconformal surgery, Yam-
polsky and Zakeri proved Theorem 2 for bounded type irrational numbers 0 < θ, τ < 1
with θ + τ 6= 1.
But for David type rotation numbers, we are not able to perform Petersen-Zakeri’s
trans-quasiconformal surgery on Yampolsky-Zakeri’s mating models. The reason can be
roughly sketched as follows. For David type irrational numbers τ , the Yampolsky-Zakeri’s
mating model B has a Siegel disk centered at infinity whose boundary is contained in
the ω-limit set of a critical point of B. A priori, the boundary of this Siegel disk could
be very complicated, and therefore, the forward orbit of the critical point might be very
wild. For instance, its ω-limit set could even be dense in the Julia set. The existence
of such “free critical point” causes a big problem in verifying the integrability condition
(1).
The key idea in [3] is to construct premodels with no “free critical points” so that the
method developed in this paper can be applied. The following is a brief description of
this construction.
For R > 0, let TR denote the Euclidean circle {z | |z| = R}. Let σ1 and σR denote
the reflection about T and TR, respectively. In [3] we prove that for any two irrational
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numbers 0 < θ, τ < 1 with θ + τ 6= 1, there exist an R > 1, a real number 0 ≤ s < 1 and
four distinct points a0, b0, α0, β0 in the annulus {z | 1 < |z| < R2} with σR(a0) = α0 and
σR(b0) = β0, such that the following infinite Blaschke fraction
B(z) = e2πisz
∞∏
k=0
(
z − ak
1− akz
1− bkz
z − bk
z − βk
1− βkz
1− αkz
z − αk
)
where
ak = R
2k · a0, bk = R2k · b0, αk = R2k · α0 and βk = R2k · β0 , ∀k ≥ 0,
satisfies the following properties:
1. B ◦ σ1 = σ1 ◦B and B ◦ σR = σR ◦B,
2. B|T : T → T and B|TR : TR → TR are both circle homeomorphisms with
rotation numbers θ and 1− τ , respectively,
3. B has exactly one critical point on each of T and TR, say c1 and c2, and both of
them are double critical points,
4. there exist two Jordan domains U and V contained in
H = {z | 1 < |z| < R}
which are attached to c1 and c2 respectively, such that
B : U → {z | |z| < 1} and B : V → Ĉ \ {z | |z| ≤ R}
are both holomorphic isomorphisms, and B : H \ U ∪ V → H is a two-to-one
holomorphic covering map.
In [3] we call such B a holomorphic torus mapping since it is obtained by iterat-
ing Thurston pull back map on the Teichmu¨ller space modeled on a torus with finitely
many points marked. Recently Cheritat found several different constructions of such
bi-symmetric Blaschke fractions.
Now we can construct the desired premodel B̂ as follows. Assume that both θ and
τ are David type irrational numbers. Let h1 : T → T and h2 : TR → TR be two circle
homeomorphisms such that B|T = h−11 ◦Rθ ◦ h1 and B|TR = h−12 ◦R1−τ ◦ h2 where Rθ
and R1−τ are the rigid rotations given by θ and 1− τ , respectively. Let ∆ = {z| |z| < 1}
and ∆cR = Ĉ \ {z | |z| ≤ R}. By Yoccoz’s extension theorem proved in the appendix of
[12], there exist David homeomorphisms H1 : ∆→ ∆ and H2 : ∆cR → ∆cR which extend
h1 and h2, respectively (For the definition of David homeomorphism, see §3). Now define
the premodel B̂ as follows.
B̂(z) =

H−11 ◦Rθ ◦H1(z) for z ∈ ∆,
B(z) for 1 ≤ |z| ≤ R,
H−12 ◦R1−τ ◦H2(z) for z ∈ ∆cR.
Let µ1 and µ2 be the Beltrami differentials of H1 and H2 on ∆ and ∆
c
R, respectively.
Then spread µ1 and µ2 by the iterated inverse branches of B̂ to all the drops and get a
B̂-invariant Beltrami differential µ on Ĉ. It is clear that B̂ has two critical points both of
which are contained in the boundaries of the two rotation disks, ∆ and ∆cR. This means
that B̂ has no “free critical points”. So we can use the method developed in this paper to
show that µ satisfies the integrability condition (1) on the sphere. By the same argument
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as in the proof of Lemma 5.5 in [12], it follows that B̂ is topologically conjugate to fθ,τ .
In particular, this implies that for typical rotation numbers θ and τ with θ + τ 6= 1, the
boundaries of the two Siegel disks of fθ,τ are Jordan curves containing a critical point
on each of them. This solves Q2. By adapting the arguments in [18] and [19], we can
further prove that fθ,τ is the conformal mating of Pθ and Pτ . This completes the proof
of Theorem 2.
The answer to Q3 is also affirmative. In fact we prove that it is true for polynomial
maps of all degrees [22].
Theorem 3 (Zhang, [22]). All David type Siegel disks of polynomial maps are Jordan
domains with at least one critical point on their boundaries.
The very rough idea of the proof of Therorem 3 is as follows. Fix an integer d ≥ 3 and
a David type irrational number 0 < θ < 1. Let Pdθ denote the class of all the polynomial
maps with degree ≤ d and having a fixed Siegel disk centered at the origin and with
rotation number θ. Let Qdθ ⊂ Pdθ be the subclass consisting of all those polynomial
maps for which all the finite critical points are contained in the boundary of the Siegel
disk centered at the origin. Using the method developed in this paper, we are able to
show that each polynomial map in Qdθ is obtained by performing Petersen-Zakeri’s trans-
quasiconformal Siegel surgery on certain premodel with no “free critical points” . These
premodels are produced from Blaschke products of degree 2d − 1 whose critical points,
except 0 and ∞, are all contained in T. Next we consider a family of functions which
measure the oscillation of the boundaries of the Siegel disks for the polynomial maps
in Pdθ . We first prove that these functions are “maximized” on the polynomial maps in
Qdθ. Then we prove that these oscillation functions are uniformly bounded for all the
polynomial maps in Qdθ . Thus the “oscillation” of the boundary of the Siegel disk of
every polynomial map in Pdθ is uniformly bounded. From this we deduce that for every
polynomial map in Pdθ , the boundary of the Siegel disk centered at the origin is a Jordan
curve passing through at least one critical point. This implies Theorem 3.
In this paper we focus on the proof of Theorem 1.
To learn more about Siegel disks of entire functions, the reader may refer to [1], [7],
[13] and the articles in the references there.
2. Outline of the proof of Theorem 1
Throughout the paper, we use Ĉ, C, C∗, ∆, and T to denote the Riemann sphere, the
complex plane, the complex plane with a puncture at the origin, the open unit disk, and
the unit circle, respectively. The following is an outline of the proof of Theorem 1.
In §3, we introduce David homeomorphisms and David’s integrability theorem.
In §4, we present some basic results on the real bounds of critical circle mappings
which will be used in this paper.
In §5, we construct an odd Blaschke fraction Gθ to serve as the model map for fθ. The
restriction of Gθ on T is an analytic homeomorphism with rotation number θ and two
critical points 1 and −1. Since the framework of Yoccoz’s cell construction presented in
[12] is made for analytic circle mappings with exactly one critical point, we will transform
Gθ to an intermediate model map which has exactly one critical point in T. The idea is
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as follows. Let Φ : C→ C be the map given by z → z2. Let
gθ(z) = Φ ◦Gθ ◦ Φ−1(z).
In Lemma 5.5, we will prove that gθ is a well-defined meoromorphic function such that
1. the restriction of gθ to T is an analytic circle mapping with exactly one critical
point at 1, and
2. the rotation number of gθ|T : T → T is τ ≡ 2θ mod (1) (that is, τ = 2θ if
0 < θ < 1/2 and τ = 2θ − 1 if 1/2 < θ < 1).
In Lemma 5.6, we prove that τ is also of David type. By Yoccoz’s linearization theorem
[16], there is a circle homeomorphism h : T→ T such that h(1) = 1 and
gθ|T(z) = h−1 ◦Rτ ◦ h(z)
where Rτ : z → e2πiτz is the rigid rotation given by τ .
Following the appendix of [12], we introduce Yocooz’s cell construction in §6 and
extend the circle homeomorphism h to a David homeomorphism
H : ∆→ ∆.
Let
νH =
∂H
∂H
be the Beltrami differential of H in ∆. Define
(2) g˜θ(z) =
{
gθ(z) for z ∈ C−∆,
H−1 ◦Rα ◦H(z) for z ∈ ∆.
Note that νH is g˜θ-invariant in ∆. By pulling back νH through the iterations of g˜θ, we
get a g˜θ-invariant Beltrami differential in the whole complex plane. Let us denote this
Beltrami differential by ν. Let µ be the Beltrami differential in the complex plane which
is defined by pulling back ν through the square map Φ. Define
(3) G˜θ(z) =
{
Gθ(z) for z ∈ C−∆,
Φ−1 ◦H−1 ◦Rτ ◦H ◦ Φ(z) for z ∈ ∆.
We will show that G˜θ is well defined in ∆ and is continuous in C. In Lemma 6.3 we show
that µ is G˜θ-invariant. In Lemma 6.4, we show that the integrability of ν implies that
of µ.
In §7, we prove Theorem 1 by assuming the integrability of µ. By David’s integrability
theorem, there is a unique homeomorphism φ : Ĉ→ Ĉ in W 1,1loc (C) which fixes 0 and ∞
and maps 1 to π/2 and such that
∂φ = µ∂φ.
Then using the same argument as in the proof of Lemma 5.5 of [12], we prove that the
map Tθ(z) = φ ◦ G˜θ ◦ φ−1(z) is an entire function (Lemma 7.2). From the construction
above, Tθ has a Siegel disk centered at the origin with rotation number θ, and moreover,
the boundary of the Siegel disk is a Jordan curve containing exactly two critical points
π/2 and −π/2. We then prove that fθ(z) = Tθ(z). This is proved by using a topological
rigidity property of the sine family which was proved in [6]. Theorem 1 then follows.
Since the integrability of ν implies that of µ by Lemma 6.4, it remains to show the
integrability of ν. This is the main task of the paper. In §8, we extend the idea of
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Petersen-Zakeri’s proof to verify the integrability of ν. More precisely, we will prove that
there exist constants M > 0, α > 0, and 0 < ǫ0 < 1, such that for any 0 < ǫ < ǫ0, the
following inequality holds,
(4) area{z ∣∣ |ν(z)| > 1− ǫ} ≤Me−α/ǫ,
where area(X) denotes the spherical area of a measurable subset X ⊂ Ĉ. This is the
heart of the paper.
The idea of our proof can be sketched as follows. Let Yn be the union of all the
Yoccoz’s cells of level n. Each Yoccoz cell is like a closed trapezoid. For the construction
of Yoccoz cells, see §6. Then {Yn} is a sequence of nested closed annuli in ∆:
YN0 ⊃ YN0+1 ⊃ · · ·Yn ⊃ Yn+1 ⊃ · · ·
where N0 ≥ 1 is some fixed integer. By Yoccoz’s extension theorem (cf. Theorem 6.5 of
[12] or Theorem 6.2 of the this paper), there exist constants 1 < λ, K <∞ such that
1. H is K-quasiconformal in ∆ \ YN0 ,
2. for all n ≥ N0, the dilatation of H in ∆ \ Yn+2 is not greater than λ · n.
Now let
X = {z ∈ C \∆ ∣∣ gkθ (z) ∈ ∆ for some integer k ≥ 1}.
For each z ∈ X , let kz ≥ 1 be the least positive integer such that gkzθ (z) ∈ ∆. Define
Xn = {z ∈ X
∣∣ gkzθ (z) ∈ Yn}.
Remark 2.1. From the definition of Xn, it is easy to see that if z ∈ Xn, then all the
points in the backward orbit of z under g˜θ(z) belong to Xn.
Inspired by Petersen-Zakeri’s proof ( cf. Theorem 4.15 of [12]), in Proposition 8.1, we
reduce the proof of the integrability of ν to
Main Lemma. There exist C > 0, 0 < ǫ < 1, 0 < δ < 1 and an integer N1 ≥ N0 such
that
(5) area(Xn+2) ≤ C · ǫn + δ · area(Xn), ∀ n > N1.
We remark here that Petersen-Zakeri’s proof of (5) relies essentially on Petersen’s
puzzle construction for the pre-model Ĝ. To overcome the problem caused by lack of
Petersen’s puzzle construction for g˜θ, we introduce a new idea in this paper. The idea
contains three key ingredients which are described as follows.
The first ingredient of the idea is a variant of Vitali’s Covering Lemma. For z ∈ C
and r > 0, let Br(z) denote the Euclidean disk with radius r and centered at z.
Definition 2.1 (K-bounded geometry). Let K > 1 and (U, V ) be a pair of sets in C
such that V ⊂ U . We say (U, V ) has K-bounded geometry if there exist x ∈ V and r > 0
such that
Br(x) ⊂ V ⊂ U ⊂ BKr(x).
Lemma 2.1. Let K > 1 and L = 8K + 9. Then for any finite family of pairs of
measurable sets {(Ui, Vi)}i∈Λ all of which have K-bounded geometry, namely, for each
i ∈ Λ, there exist xi ∈ Vi and ri > 0 satisfying
(6) Bri(xi) ⊂ Vi ⊂ Ui ⊂ BKri(xi),
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there is a subfamily σ0 of Λ such that all Brj (xj), j ∈ σ0, are disjoint, and moreover,⋃
i∈Λ
Ui ⊂
⋃
j∈σ0
BLrj(xj).
In particular, we have
m
( ⋃
i∈Λ
Ui
) ≤ L2 ·m( ⋃
i∈Λ
Vi
)
where m(·) denotes the area with respect to the Euclidean metric.
It is worth to note that the last assertion of Lemma 2.1 is not true if we consider
spherical area instead of Euclidean area. For instance, the pair (B2R(R), BR/2(R)) has
K-bounded geometry with K = 4. But as R → ∞, the spherical area of B2R(R) goes
to ∞ and the spherical area of BR/2(R) goes to 0. Since we consider spherical area in
this paper, we need a particular variant of the above lemma. Let diam(·) and dist(·, ·)
denote respectively the diameter and the distance with respect to the Euclidean metric.
Let area(·) denote the area with respect to the spherical metric. Let Ω = C \∆.
Corollary 2.1. LetK > 1. Suppose {(Ui, Vi)}i∈Λ is a finite family of pairs of measurable
sets in Ω all of which have K-bounded geometry. If in addition
(7) diam(Ui) < K · dist(Ui,T)
holds for every i ∈ Λ, then
area(
⋃
i∈Λ
Ui) ≤ λ(K) · area(
⋃
i∈Λ
Vi)
where 1 < λ(K) <∞ is a constant depending only on K.
The proofs of Lemma 2.1 and Corollary 2.1 will be given in §8.2.
The second ingredient of the idea is the concept of “K-admissible pair”.
Definition 2.2. Let 1 < K <∞ and z ∈ Xn+2. We say z is associated to aK-admissible
pair (U, V ) if V ⊂ U ⊂ Ω are two open topological disks such that z ∈ U and
1. V ⊂ Xn \Xn+2,
2. the pair (U, V ) has K-bounded geometry,
3. diam(U) < K · dist(U,T).
The third ingredient of the idea is a group of dynamically defined domains.
Let I ⊂ T be an open interval. Let C∗ = C \ {0} be the punctured plane. Set
(8) ΩI = C
∗ \ (T \ I).
Then ΩI is a hyperbolic Riemann surface. For d > 0, the hyperbolic neighborhood of I
is defined by
(9) Ωd(I) = {z ∈ ΩI
∣∣ dΩI (z, I) < d}
where dΩI (·, ·) denotes the hyperbolic distance in ΩI . We will show
Lemma 2.2. Let d > 0 be given. Then when I is small, Ωd(I) is a Jordan domain and
is like the hyperbolic neighborhood of the slit plane:
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Figure 1. The set Zn
1. ∂Ωd(I) = γint ∪γout where γint and γout are real analytic curve segments both of
which connect the two end points of I. Moreover, γint \ ∂I ⊂ ∆ and γout \ ∂I ⊂
C \∆;
2. γint and γout are symmetric about T, and each of them is like an arc segment of
some Euclidean circle;
3. let α denote the exterior angles formed by γint and T, γout and T, all of which
are the same, then d = log cot(α/4).
Note that Ωd(I) is divided by I into two parts: one is in the interior of ∆ and the
other one is in the exterior of ∆. We only consider the part which is in the exterior of
∆. We use Hα(I) to denote this part. That is,
(10) Hα(I) = {z ∈ Ωd(I) | |z| > 1}
where α is determined by the formula d = log cot(α/4).
Recall that gθ|T : T → T is a critical circle mapping with rotation number τ . Let
[a1, · · · , an, · · · ] be the continued fraction of τ and pn/qn, n ≥ 0, be the truncated
continued fractions of τ . For i ≥ 0, let xi ∈ T be the point such that giθ(xi) = 1. Take
0 < α < π/3
and let it be fixed throughout the paper. For n > 0, let
In = [1, xqn ], In+1 = [1, xqn+1 ].
For 0 ≤ i ≤ qn+1−1, let Iin ⊂ T denote the interval such that giθ = In. For 0 ≤ i ≤ qn−1,
let Iin+1 ⊂ T denote the interval such that giθ(Iin+1) = In+1. It is known that the collection
of the intervals
Iin, 0 ≤ i ≤ qn+1 − 1; Iin+1, 0 ≤ i ≤ qn − 1,
form a partition of T. In §4 we call this partition the dynamical partition of level n.
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Define
(11) Zn =
⋃
0≤i≤qn+1−1
Hα(I
i
n) ∪
⋃
0≤i≤qn−1
Hα(I
i
n+1).
It is easy to see that Zn is the outer half of an open neighborhood of T. See Figure 1
for an illustration. As a direct consequence of Lemma 2.2 and the real bounds for the
intervals of the dynamical partition (cf. Theorem 5), it follows that there exist C > 1
and 0 < ǫ < 1 such that
(12) area(Zn) < C · ǫn.
By Corollary 2.1 and (12), we reduce the Main Lemma in Proposition 8.2 to
Lemma 2.3. There exist K > 1 and N1 ≥ N0 such that for all n ≥ N1, if z ∈ Xn+2,
then either z ∈ Zn, or z is associated to some K-admissible pair (U, V ).
The proof of Lemma 2.3 is the main task of the paper and is postponed until the end
of the paper. The proof of Theorem 1 is completed once Lemma 2.3 has been proved.
3. David Homeomorphisms and David’s integrability Theorem
Let Ω ⊂ Ĉ be a domain. A Beltrami differential µ = µ(z)dz/dz in Ω is a measurable
(−1, 1)-form such that |µ(z)| < 1 almost everywhere in Ω. We say µ is integrable if there
is a homeomorphism φ : Ω→ Ω′ in W 1,1loc (Ω) which solves the Beltrami equation
(13) ∂φ = µ∂φ.
The map φ is called a David homeomorphism. When ‖µ‖∞ < 1, the map φ is the classical
quasiconformal mapping.
Recall that area(X) is used to denote the spherical area of a subset X ⊂ Ĉ.
Theorem 4 (David [4]). Let Ω ⊂ Ĉ be a domain. Let µ be a Beltrami differential in Ω.
Then µ is integrable if there exist constants M > 0, α > 0, and 0 < ǫ0 < 1, such that for
any 0 < ǫ < ǫ0, the following inequality holds,
area{z ∣∣ |µ(z)| > 1− ǫ} ≤Me−α/ǫ.
Moreover, if µ is integrable, up to postcomposing a conformal map, there is a unique
solution φ : Ω → Ω′ in W 1,1loc (Ω) which solves the Beltrami equation (13). That is, if
ψ : Ω → Ω′′ is another such solution, then there is a conformal map σ : Ω′ → Ω′′ such
that ψ = σ ◦ φ.
4. Real bounds
The materials in this section are standard. We provide them here just for the conve-
nience of the readers. Our presentation follows §2 and the appendix of [12].
Let f : T→ T be a real analytic homeomorphism which preserves the orientation. We
say f is a critical circle mapping if it has exactly one critical point at 1.
Suppose f is a critical circle mapping with an irrational rotation number θ. Let
ai, i ≥ 0, be all the coefficients of the continued fraction of θ and pn/qn, n ≥ 0, be all the
truncated continued fractions of θ. By definition, we have
p0 = 0, p1 = 1; q0 = 1, q1 = a1,
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and for all n ≥ 2, we have
pn = anpn−1 + pn−2 and qn = anqn−1 + qn−2.
Let x0 = 1. For i = 1, 2, · · · , let xi ∈ T denote backward iterate f−i(1), that is,
the point in T such that f i(xi) = 1, and let x−i denote the forward iterate f i(1). Let
In = [1, xqn ] denote the n-th closest return interval under f
−1. For i ≥ 0, let Iin ⊂ T
denote the interval such that f i(Iin) = In, that is, I
i
n = [xi, xqn+i]. Then the collection
of the intervals
Iin, 0 ≤ i ≤ qn+1 − 1, and Iin+1, 0 ≤ i ≤ qn − 1,
defines a partition of T modulo the common end points. We call such a partition a
dynamical partition of level n. It is not difficult to see that the set of all the end points
in this partition is
Πn = {xi
∣∣ 0 ≤ i ≤ qn + qn+1 − 1}.
LetK > 1. We say two intervals I and J areK-commensurable if |J |/K < |I| < K ·|J |.
Theorem 5 (S´wiatek-Herman, see [5], [11] and [12]). Let f : T→ T be a critical circle
mapping with an irrational rotation number θ.Then there is a constant 1 < K < ∞
depending only on f such that for any n ≥ 1,
1. any two adjacent intervals I and J in the dynamical partition of T of level n are
K-commensurable, and
2. the two intervals [x, f qn(x)] and [x, f−qn(x)] are K-commensurable for any point
x ∈ T.
Now let us consider another partition of T. Let
Ξn = {xi
∣∣ 0 ≤ i ≤ qn+1 − 1}.
The points in Ξn separate T into disjoint intervals. This partition arises in Yoccoz’s
cell construction(see the appendix of [12] or §6 of this paper). We call it the cell partition
of level n. The following lemma describes the basic relation between the two partitions.
The proof of the lemma can be found in the appendix of [12]. For the convenience of the
readers, we present the proof here.
Lemma 4.1. Each interval in T \Ξn is either an interval in T \Πn or the union of two
adjacent intervals in T \Πn.
Remark 4.1. Note that the definition of the cell partition here is a little different from
that in [12] where the cell partition of level n is defined by the set of points Qn = {xi
∣∣ 0 ≤
i ≤ qn − 1}. Therefore, the cells of level n in this paper correspond to the cells of level
n+ 1 there.
Proof. Assume that [xi, xj ] is an interval component of T\Ξn. It suffices to prove that the
interior of [xi, xj ] contains at most one point in Πn. Let us prove this by contradiction.
Suppose the interior of [xi, xj ] contains more than one point in Πn. Then we can take
two points xl and xm in Πn which are contained in the interior of [xi, xj ] and are adjacent
in Πn. Without loss of generality, we may assume that l < m. Since both xl and xm are
not in Ξn, it follows that m > l ≥ qn+1. Since xl and xm are two adjacent points in Πn,
we have either m− l = qn or m− l = qn+1. This implies that
m = l + (m− l) ≥ qn+1 + qn.
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But since xm ∈ Πn, we have 0 ≤ m ≤ qn + qn+1 − 1. This is a contradiction. The proof
of Lemma 4.1 is completed.

As an immediate consequence of Theorem 5 and Lemma 4.1, we have
Corollary 4.1. There is a constant 1 < K < ∞ depending only on f such any two
adjacent interval components in the cell partition of level n are K-commensurable.
Lemma 4.2. There is a 0 < δ < 1 which depends only on f such that for any interval
I in T \ Ξn+2, there is some interval J in T \ Ξn with I ⊂ J and |I| < δ|J |.
Proof. Let I be an interval component of T \Ξn+2. Let S and J be the interval compo-
nents of T \ Ξn+1 and T \ Ξn respectively such that I ⊂ S ⊂ J .
By Lemma 4.1, we have two cases. In the first case, J is the union of two adjacent
interval components of T \Πn. In the second case, J is an interval component of T \Πn.
Suppose we are in the first case, that is, J is the union of two adjacent interval
components of T \ Πn. Let us denote these two adjacent interval components by L and
R. Since Ξn+1 ⊃ Πn, S is contained either in L or in R. By Theorem 5, |L| ≍ |R|. So
there is a uniform 0 < δ < 1 such that
|I| ≤ |S| ≤ max{|L|, |R|} < δ|J |.
The lemma follows in the first case.
Now suppose we are in the second case, that is, J is an interval component of T \Πn.
By the definition of Πn and Ξn, it follows that J = I
i
n for some 0 ≤ i < qn+1− qn. Then
J = [xi, xi+qn ]. Note that xi+qn+qn+1 belongs to the interior of [xi, xi+qn ] = J . Since
0 < i+ qn + qn+1 < qn+1 − qn + qn + qn+1 = 2qn+1 < qn+2 + qn+1 ≤ qn+3,
it follows that
xi+qn+qn+1 ∈ Πn+1 ⊂ Ξn+2.
Note that I is an interval component of J\Ξn+2. Since Πn+1 ⊂ Ξn+2, I is contained in an
interval component of J \Πn+1. Since xi+qn+qn+1 belongs to the interior of [xi, xi+qn ] = J
and xi+qn+qn+1 ∈ Πn+1, there are at least two interval components in J \ Πn+1. Let us
label these interval components by order as
J1, · · · , Jl,
where l ≥ 2 is some integer. By Theorem 5, we have
|Jj | ≍ |Jj+1|
holds for all 1 ≤ j ≤ l − 1. It follows that there is a uniform 0 < δ < 1 such that
|Jj | < δ|J | for all 1 ≤ j ≤ l. Since I is contained in Jj for some 1 ≤ j ≤ l, the lemma
follows in the second case. The proof of Lemma 4.2 is completed. 
Recall that for i = 1, 2, · · · , we use xi to denote the backward iterate f−i(1) and x−i
to denote the forward iterate f i(1).
Lemma 4.3. Let v = x−1 = f(1) denote the critical value of f . Then
1. |[xqn+1−1, v]| ≍ |[v, xqn+qn+1−1]| ≍ |Iqn+1−1n |,
2. if I is an interval in the dynamical partition or cell partition of of level n such
that v /∈ I, then dist(v, I)  |I|.
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Proof. Note that I
qn+1−1
n = [xqn+1−1, v] ∪ [v, xqn+qn+1−1]. Since [xqn+1−1, v] = f(In+1)
and [v, xqn+qn+1−1] = f([1, xqn+qn+1 ]), to prove the first assertion, it suffices to prove
|In+1| ≍ |[1, xqn+qn+1 ]|. But this is obvious since In+2 ⊂ [1, xqn+qn+1 ] ⊂ In and |In+2| ≍
|In+1| ≍ |In| (cf. Theorem 5). This proves the first assertion of Lemma 4.3.
Now let us prove the second assertion. First suppose I is an interval of the dynamical
partition of level n. There are two cases. In the first case, I and I
qn+1−1
n are adjacent to
each other. Then
dist(v, I) = min{|[xqn+1−1, v]|, |[v, xqn+qn+1−1]|}.
This, together with the first assertion we just proved, implies that dist(v, I) ≍ |Iqn+1−1n |.
Since I and I
qn+1−1
n are adjacent to each other by assumption, we have |I| ≍ |Iqn+1−1n |.
Thus dist(v, I) ≍ |I|. In the second case, I is not adjacent to Iqn+1−1n . Let S be the
smaller component of T \ (I ∪ Iqn+1−1n ). Let H denote the interval in the dynamical
partition of level n which is adjacent to I and is contained in S. Then
dist(v, I)  |S| ≥ H ≍ |I|.
This proves the second assertion in the case that I is an interval of the dynamical partition
of level n.
Now suppose I is an interval of the cell partition of level n. By Lemma 4.1, I is either
an interval in the dynamical partition of level n or is the union of two adjacent intervals
of dynamical partition of level n. The first case has just been proved. Suppose it is the
second case. That is, I is the union of two adjacent intervals in the dynamical partition
of level n, say R and S. Then
dist(v, I) = min{dist(v,R), dist(v, S)}.
Since R and S are intervals of dynamical partition of level n, we have dist(v,R)  |R| and
dist(v, S)  |S|. Since |R| ≍ |S| ≍ |I|, from the above equation we get dist(v, I)  |I|.
This proves the second assertion.
The proof of Lemma 4.3 is completed. 
5. The premodel Gθ and the immediate premodel gθ
In this section, we construct a premodel for fθ. The idea of such type of construction
was pioneered by A. Cheritat (see [2]). Recall that ∆ and T denote the unit disk and
the unit circle, respectively.
Let T (z) = sin(z). It follows that the map T (z) has exactly two critical values 1 and
−1. Let D be the component of T−1(∆) which contains the origin. Let
R = {x+ iy | − π/2 < x < π/2 and − 100 < y < 100}.
Lemma 5.1. D is a Jordan domain which is symmetric about the origin and the map
T |∂D : ∂D → T is a homeomorphism. Moreover, D ⊂ R and ∂D ∩ ∂R = {−π/2, π/2}.
In particular, π/2 and −π/2 are the only two critical points of T which are contained in
∂D.
Proof. Let K = (e100 + e−100)/2. Let us study what T (R) looks like. When z runs
through the straight segment [π/2+100i, π/2] from π/2+100i to π/2, T (z) runs through
the straight segment [K, 1] from K to 1. When z runs through the straight segment
[π/2, π/2 − 100i], T (z) runs through the straight segment [1,K] from 1 to K. When z
14 GAOFEI ZHANG
runs through the straight segment [π/2−100i,−π/2−100i] from π/2−100i to −π/2−100i,
T (z) runs through a continuous curve segment Γ− in the lower half plane where
Γ− = {sin(t− 100i) | π/2 ≥ t ≥ −π/2}
looks like the lower half circle {z | |z| = K and 0 ≥ arg(z) ≥ −π}. Note that for
π/2 ≥ t1 > t2 ≥ −π/2,
sin(t1 − 100i)− sin(t2 − 100i) = 2 sin( t1 − t2
2
) cos(
t1 + t2
2
− 100i).
Since 0 < t1−t22 ≤ π/2, the first factor on the right hand of the above equation is not
equal to zero. It is clear that the absolute value of the second factor is large. Thus
sin(t1 − 100i) 6= sin(t2 − 100i). So the curve segment Γ− does not intersect with itself.
Note that T is odd. So when z runs through the straight segment [−π/2−100i,−π/2],
T (z) runs through the straight segment [−K,−1] from −K to −1; and when z runs
through the straight segment [−π/2,−π/2 + 100i, ], T (z) runs through the straight
segment [−1,−K] from −1 to −K; and when z runs through the straight segment
[−π/2 + 100i, π/2 + 100i] from −π/2 + 100i to π/2 + 100i, T (z) runs through a con-
tinuous curve segment Γ+ in the upper half plane where
Γ+ = {sin(t+ 100i) | − π/2 ≤ t ≤ π/2}
looks like the upper half circle {z | |z| = K and π ≥ arg(z) ≥ 0} and does not intersect
with itself.
Let Γ = Γ+ ∪ Γ−. Then Γ is a Jordan curve which is like the Euclidean circle with
center at the origin and radius K. Let Ω be the domain bounded by Γ and containing
the origin. Let
Σ = Ω \ ([1,K] ∪ [−K,−1]).
From the above argument, we see that when z runs through ∂R one time, T (z) runs
through ∂Σ one time also. It follows that
T : R→ Σ
is a holomorphic homeomorphism. Since ∆ ⊂ Σ with ∂∆ ∩ ∂Σ = {1,−1}, there is a
Jordan domain, say D ⊂ R, such that T : D → ∆ is a homeomorphism, and moreover,
∂D ∩ ∂R = {π/2,−π/2}.
Since T (0) = 0, we have 0 ∈ D. Since T is odd and ∆ is symmetric about the origin,
D must be symmetric about the origin, that is, D = −D. The holomorphic isomorphic
T : D → ∆ can be homeomorphically extended to ∂D. Thus T : ∂D → ∂∆ is a
homeomorphism. Since D ⊂ R, π/2 and −π/2 are the only critical points of T which
are contained in ∂D. The proof of Lemma 5.1 is completed. 
For k ∈ Z, let Dk = {z+kπ
∣∣z ∈ D} and Rk = {z+kπ∣∣z ∈ R}. Then D0 = D, R0 = R
and Dk ⊂ Rk for all k ∈ Z. As a direct consequence of Lemma 5.1 we have
Corollary 5.1. The domains Dk, k ∈ Z, are all the components of T−1(∆). For any
k ∈ Z, ∂Dk ∩ ∂Dk+1 = {kπ + π/2}, and moreover, ∂Di ∩ ∂Dj = ∅ for all i, j ∈ Z with
|i− j| > 1.
Let ψ : Ĉ−∆→ Ĉ−D be the Riemann map such that ψ(∞) =∞ and ψ(1) = π/2.
Since ∆ and D are both symmetric about the origin, we have
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Lemma 5.2. ψ is odd.
For z ∈ Ĉ, let z∗ denote the symmetric image of z about the unit circle. That is,
z∗ = 1/z¯ if z 6= 0 and z∗ =∞ if z = 0. Define
(14) G(z) =
{
T ◦ ψ(z) for z ∈ C−∆,
[(T ◦ ψ)(z∗)]∗ for z ∈ ∆− {0}.
From (14) it follows that G is meromorphic in C∗ and has exactly two essential sin-
gularities at 0 and ∞. Let us show that G has no asymptotic values. If this were not
true, then there would be a curve γ : [0,∞)→ C∗ such that γ(t)→ 0 or ∞ and G(γ(t))
converges to some complex number. Since G is symmetric about the unit circle, we may
assume that γ(t) → ∞ as t → ∞. Since ψ maps ∞ to ∞, it follows that T has an as-
ymptotic value. But this is a contradiction since T has no asymptotic values (cf. Lemma
1 of [21]). So G has no asymptotic values.
From (14) it follows that G is holomorphic in C \∆ and thus has no poles in C \∆.
Let us determine the set of critical points of G as follows. Note that the set of critical
points of T is given by {kπ+π/2 |k ∈ Z}, and except π/2 and −π/2 which are contained
in ∂D, all the other critical points of T are contained in C \D. So the set
{ψ−1(kπ + π/2) | k 6= 0,−1, k ∈ Z}
contains all the critical points of G in C \∆, and its symmetric image, the set
{[ψ−1(kπ + π/2)]∗ | k 6= 0,−1, k ∈ Z}
contains all the critical points of G in ∆\{0}. Since 1 = ψ−1(π/2) and −1 = ψ−1(−π/2),
it follows that −1 and 1 are the only two critical points of G in the unit circle. From
(14) it follows that G : T → T is an analytic homeomorphism. Let us summarize these
into the following lemma.
Lemma 5.3. G : C∗ → Ĉ is an odd meromorphic function such that
1. G is symmetric about the unit circle, that is, G(z∗) = [G(z)]∗ for all z ∈ C∗,
2. G has two essential singularities at 0 and ∞ and has no asymptotic values, and
moreover, G has no poles outside the unit disk,
3. the set of the critical points of G in C \ ∆ is given by {ψ−1(kπ + π/2) | k 6=
0,−1, k ∈ Z}, and the set of the critical points of G in ∆ \ {0} is given by
{[ψ−1(kπ + π/2)]∗ | k 6= 0,−1, k ∈ Z}. The only two critical points of G in the
unit circle are −1 and 1 both of which are double critical points,
4. G(1) = 1 and G(−1) = −1 are the only two critical values of G, that is, all the
other critical points of G are mapped either to 1 or to −1,
5. G|T : T→ T is a real analytic circle homeomorphism.
Let 0 < θ < 1 be the David type irrational number in Theorem 1. Since G|T : T→ T
is a critical circle homeomorphism, by Proposition 11.1.9 of [8], we get
Lemma 5.4. There exists a unique t ∈ [0, 1) such that e2πit ·G|T : T → T is a critical
circle homeomorphism of rotation number θ.
Let t ∈ [0, 1) be the number given in Lemma 5.4. Let us define a meromorphic function
Gθ : C∗ → Ĉ by setting
(15) Gθ(z) = e
2πit ·G(z) ∀z ∈ C∗.
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By Yoccoz’s linearization theorem, it follows that Gθ|T : T→ T is homeomorphically
conjugate to the rigid rotation z 7→ e2πiθz. As we mentioned in the Introduction of the
paper, since Gθ has two critical points on the unit circle, Yoccoz’s cell construction, which
is presented in the appendix of [12], may not be used directly to extend the conjugacy
map to a David homeomorphism of the unit disk to itself. To avoid this problem, we will
introduce an immediate premodel map gθ as follows.
Let Φ : C → C be the square map given by Φ(z) = z2. Note that for each z in C,
since Gθ is odd, the value Φ ◦Gθ ◦ Φ−1(z) does not depend on the choice of the branch
of Φ−1 at z. Thus we can define a meromorphic function gθ : C∗ → Ĉ by setting
(16) gθ(z) = Φ ◦Gθ ◦ Φ−1(z).
Lemma 5.5. gθ is a meromorphic function such that
1. gθ is symmetric about the unit circle, that is, gθ(z
∗) = [gθ(z)]∗ for all z ∈ C∗,
2. gθ has two essential singularities at 0 and ∞ and has no asymptotic values, and
moreover, gθ has no poles outside the unit disk,
3. a point ω ∈ C∗ is a critical point of gθ if and only if it is the Φ-image of either
a critical point, or a pole, or a zero of G,
4. the point 1 is the only critical point of gθ in the unit circle, and it is a double
critical point. Moreover, gθ has exactly three critical values: 0, ∞ and gθ(1). In
particular, gθ(1) is the unique critical value of gθ in C∗,
5. gθ|T : T → T is a critical circle homeomorphism with rotation number τ ≡ 2θ
mod (1).
Proof. The first four assertions follow directly from Lemma 5.3 and the construction of
gθ. The only point one needs to think about is that the Φ-images of the zeros and poles
of Gθ are critical points of gθ (This is because 0 and infinity are critical points of the
square map Φ).
Let us prove the last assertion. Let η : T→ T be the circle homeomorphism such that
η(1) = 1 and η ◦ (Gθ|T) ◦ η−1 = Rθ. Since Gθ is odd, it follows that η is odd also.
Let I denote the anticlockwise arc from 1 to gθ(1) = (Gθ(1))
2. Let
Λn = {gkθ (1) = (Gkθ (1))2, 0 ≤ k ≤ n} and Ψn = {Gkθ(1), 0 ≤ k ≤ n}.
Let Pn denote the numbers of the points in Λn which are contained in I. Since Rθ : T→ T
preserves the Lebesgue measure and is uniquely ergodic (cf. Proposition 4.2.1 of [8]), we
have
lim
n→∞
Pn/n = τ.
Our proof is divided into two cases.
In the first case, 0 < θ < 1/2. Let J denote the anticlockwise arc from 1 to Gθ(1) and
−J denote the anticlockwise arc from −1 to −Gθ(1). Then η(J) is the anticlockwise arc
from 1 to e2πiθ and η(−J) is the anticlockwise arc from −1 to −e2πiθ. Let Q+n and Q−n
denote the numbers of the points in Ψn which are contained in J and −J , respectively.
Again since Rθ : T→ T preserves the Lebesgue measure and is uniquely ergodic, we have
lim
n→∞
Q+n /n = limn→∞
Q−n /n = θ.
From the assumption that 0 < θ < 1/2, it follows that η(J), which is the anticlockwise
arc from 1 to e2πiθ, is properly contained in the upper half of the unit circle. Since
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η(1) = 1 and η(−1) = −η(1) = −1, η preserves the upper half of the unit circle. Thus J
is properly contained in the upper half of the unit circle. In particular, this implies
J ∩ (−J) = ∅.
Note that
gkθ (1) = (G
k
θ (1))
2 ∈ I if and only if Gkθ(1) ∈ J ∪ (−J)
Since J ∩ (−J) = ∅, we have Pn = Q+n +Qn− and
τ = lim
n→∞
Pn/n = lim
n→∞
[(Q+n +Q
−
n ]/n = 2θ.
In the second case, 1/2 < θ < 1. Again let J denote the anticlockwise arc from 1
to Gθ(1) and Q
+
n denote the numbers of the points in Ψn which are contained in J .
Similarly, we have
lim
n→∞
Q+n /n = θ > 1/2.
Since 1/2 < θ < 1, e2πiθ belongs to the lower half of the unit circle. Since Gθ(1) =
η−1(e2πiθ) and η preserves the lower half of the unit circle, Gθ(1) is contained in the lower
half of the unit circle. Thus −Gθ(1) is contained in the upper half of the unit circle. Let
S denote the anticlockwise arc from 1 to −Gθ(1) and −S denote the anticlockwise arc
from −1 to Gθ(1). Note that S is a sub-arc of J and J − S is the anticlockwise arc from
−Gθ(1) to Gθ(1), which is a half of the unit circle. Let T+n and T−n denote the numbers
of the points in Ψn which are contained in S and −S, respectively. Let Dn denote the
number of the points in Ψn which are contained in J − S. Since η is odd, η maps J − S
to a half of the unit circle. Again sine Rθ : T → T preserves the Lebesgue measure and
is uniquely ergodic, we have
lim
n→∞
Dn
n
=
1
2
.
Since T+n = Q
+
n −Dn, we have
lim
n→∞
T+n /n = limn→∞
Q+n /n− limn→∞Dn/n = θ − 1/2.
Since η is odd, η(−S) = −η(S). So η(S) and η(−S) have the same length. We thus have
lim
n→∞
T−n /n = |η(−S)| = |η(S)| = limn→∞ T
+
n /n = θ − 1/2.
Note that in the second case
gkθ (1) = (G
k
θ (1))
2 ∈ I if and only if Gkθ(1) ∈ S ∪ (−S)
Since S ∩ (−S) = ∅, we have Pn = T+n + T−n . We thus have
lim
n→∞
Pn/n = lim
n→∞
[(T+n + T
−
n ]/n = 2θ − 1.
The lemma follows.

Lemma 5.6. Let 0 < θ < 1 be an irrational number of David type. Let 0 < τ < 1 be the
irrational number such that
τ ≡ 2θ mod (1).
Then τ is also of David type.
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Proof. Let [b1, · · · , bn, · · · ], sn/tn, and [a1, · · · , an, · · · , ], pn/qn, be the continued frac-
tions and convergents of θ and τ , respectively. Let n ≥ 4. Note that if both tn−1 and tn
are odd, then tn − tn−1 must be even. So there is at least one even integer among the
three integers tn−1, tn and tn− tn−1. We claim that there exists an even integer L = 2m
among tn−1, tn and tn − tn−1 and an integer N ≥ 0 such that the inequality
(17) |Lθ −N | = |2mθ −N | < |2yθ − x|
holds for all integers x ≥ 0 and 0 < y < m.
Let us prove the claim. If one of tn−1 and tn is even, we can take L to be it, and let
N be sn−1 if L = tn−1 and be sn if L = tn. Then the claim is obviously true. Otherwise,
both tn−1 and tn are odd integers. Then let L = tn − tn−1 and let N ≥ 0 be the integer
such that the left hand of (17) obtains the minimum. Note that tn = tn−2 + bntn−1.
If bn = 1, then L = tn − tn−1 = tn−2. In this case, N must be sn−2 and the claim is
obviously true. Otherwise, we have bn > 1 and thus tn − tn−1 > tn−1. Then the claim
follows from the property of the closest returns: since the only possible integers s and t
such that t < tn − tn−1 and |(tn − tn−1)θ−N | ≥ |tθ− s| are sn−1 and tn−1. But tn−1 is
odd and can not be equal to 2y for any integer y, hence (17) also holds in the later case.
The claim has been proved.
From (17) and τ ≡ 2θ mod (1) , it follows that there exists some integer M ≥ 0 such
that
(18) |mτ −M | < |yτ − x|
holds for all integers x ≥ 0 and 0 < y < m. This implies that
(19) m = qk0
for some k0 ≥ 0.
For each n ≥ 5, let k be the unique integer such that
(20) qk < tn+1 ≤ qk+1.
Since L is one of the three integers tn, tn−1 and tn − tn−1, we have
tn−2 ≤ L ≤ tn.
We thus have
m = L/2 < tn+1.
From (20) it follows that k is the largest integer such that qk < tn+1. Since m = qk0 for
some k0 ≥ 0 by (19) and qk0 = m < tn+1 by the last inequality, it follows from (20) that
k0 ≤ k and thus
(21) m = qk0 ≤ qk.
Since L ≥ tn−2 ≥ tn−4 + tn−3 > 2tn−4, we have m = L/2 > tn−4. This, together with
(21), implies
(22) qk > tn−4.
From (20) and (22) it follows that for every n ≥ 5, there is some qk such that
(23) tn−4 < qk < tn+1.
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Now for every l ≥ 1, let n ≥ 1 be the least integer such that ql < tn+1. It is clear
that n ≥ 9 for all l large. Since for every n ≥ 5, by (23), there is at least one qk in
(tn−4, tn+1), and since n ≥ 1 is the least integer such that ql < tn+1, it follows that
(24) n < 5l + 10.
The constant 10 in the right hand of the above inequality may not be optimal. Again,
by (23), there is some ql′ with ql′ ∈ (tn−9, tn−4). We thus have ql′ < ql. This means
l′ ≤ l − 1 and thus q′l ≤ ql−1. So we have
ql−1 ≥ ql′ > tn−9.
Therefore, we have
al ≤ ql/ql−1 < tn+1/tn−9.
This, together with (24) and the fact that tk/tk−1 < bk, implies that
log al < log(tn+1/tn−9) ≤
∑
n−8≤k≤n+1
log bk ≤ C
√
n ≤ C′
√
l
holds for all l ≥ 1 large, where C,C′ > 0 are some constants depending only on θ. The
lemma follows. 
6. Yoccoz’s Cell Construction
By Lemma 5.5, the map gθ|T : T→ T is a critical circle homeomorphism with rotation
number τ . By Lemma 5.6, τ is of David type. By Yoccoz’s linearization theorem, gθ|T
is homeomorphically conjugate to the rigid rotation z 7→ e2πiτz. by Yoccoz’s extension
theorem(see [17] or Theorem 6.5 of [12]), the conjugacy can be extended to a David
homeomorphism of the unit disk to itself. The construction of the extension is based on
a partition of an inner half neighborhood of the unit circle into cells. The goal of this
section is to sketch the construction following Petersen-Zakeri’s presentation in [12] with
only some minor differences in terminologies.
For i ∈ Z, let xi denote the backward iterate (gθ|T)−i(1), that is, the point in T such
that giθ(xi) = 1. Let {a1, a2, · · · , an, · · · } denote the coefficients of the continued fraction
of τ . For n ≥ 0, let pn/qn denote the n-th truncated continued fraction of τ . For any
two distinct points z, w ∈ T, let d(z, w) denote the length of the smaller arc connecting
z and w. Consider the cell partition of T of level n introduced in §2,
Ξn = {xi
∣∣ 0 ≤ i ≤ qn+1 − 1}.
Take
(25) N0 ≥ 1
large enough such that for all n ≥ N0, d(xi, xj) < 1 holds for any two adjacent points xi
and xj in Ξn. From now on we always assume that n ≥ N0.
For each xi ∈ Ξn, let yi be the point on the radial segment [0, xi] such that
|yi − xi| = d(xr , xl)/2
where xr and xl denote the two points immediately to the right and left of xi in Ξn.
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Figure 2. The geometry of the cells.
Definition 6.1 (Yoccoz’s cells). Let xi and xj be any two adjacent points in Ξn. Connect
yi and yj by a straight segment. Then the three straight segments [xi, yi], [yi, yj ], [xj , yj ],
and the arc segment [xi, xj ] bound a domain in ∆. We call the closure of this domain a
cell of level n.
From Definition 6.1, it follows that the union of all the Yoccoz’s cells of level n is a
closed annulus. Let us denote this annulus by Yn. From the construction we see that the
outer boundary component of Yn is T, and the inner boundary component of Yn is the
union of finitely many straight segments, and moreover,
YN0 ⊃ YN0+1 ⊃ · · · ⊃ Yn ⊃ Yn+1 ⊃ · · · .
Let E be a cell of level n. Let I be the arc segment to which E is attached. That is,
I = E ∩ T. Suppose P,Q,M and N are the four vertices of E. When n is large, I is
small and like a straight segment. The two radial edges of E are perpendicular to I. So
we may regard E as a trapezoid. See Figure 2 for an illustration.
In Corollary 4.1 and Lemma 4.2, let f be gθ|T and let 1 < K <∞, 0 < δ < 1 be the
constants there. Let
σ = max{δ, K
1 +K
}.
In Figure 2 let X ∈ PN and Y ∈ QM be the points such that
|NX | = σ|PN | and |MY | = σ|QM |.
Then the straight segment XY divide E into two trapezoids: XYMN and PQY X .
Lemma 6.1 (Geometry of the cells). There exists an 1 < L <∞ depending only on gθ
such that the four edges of E are L-commensurable. Moreover, there is a Euclidean disk
B such that (1) diam(B) ≍ |I|, (2) dist(B,T) ≍ |I| and (3) B ∩ Yn+2 = ∅.
Proof. Note that when E is large, I is like a straight segment, and thus E is like a
trapezoid with I being the top edge and the two radial edges perpendicular to I. Let
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us first prove PN and QM are L-commensurable to I for some 1 < L < ∞ depending
only on gθ. It suffices to prove this for PN since the argument applies to QM also. By
definition, we have
(26) |PN | = 1
2
(|I|+ |I ′|)
where I ′ is one of the adjacent interval component of I in the cell partition of level n.
By Corollary 4.1, I and I ′ are K-commensurable for some 1 < K < ∞ depending only
on gθ. From (26) we have
2
1 +K
|I| ≤ 1 +K
−1
2
|I| < |PN | < 1 +K
2
|I|.
This implies that PN is 1+K2 -commensurable with I. Using the same argument one can
show that QM is 1+K2 -commensurable with I also. Now let us consider PQ. Note that I
is like a straight segment for all n large enough and both PN and QM are perpendicular
to I, we have
dist(PN,QM) ≍ |I|
where dist(PN,QM) denotes the Euclidean distance between PN and QM . Since
|PQ| ≥ dist(PN,QM), we have
|PQ|  |I|.
On the other hand, we have
|PQ| < |PN |+ |I|+ |QM | ≍ |I|.
This implies that |PQ| ≍ |I|. This proves the first assertion of the lemma by taking an
L > 1 large enough.
Recall that for n large, I is like a straight segment, and PN and QM are like two
parallel straight segment both of which are perpendicular to I. So for n large, I is like
the projection of PQ to the unit circle and thus
|I| ≍ |PQ| · sin(∠NPQ) ≍ |PQ| · sin(∠PQM).
Since |PQ| ≍ |I| by the first assertion of the lemma, the two angles ∠NPQ and ∠PQM
are bounded away from 0 and π. That is, there is a uniform 0 < η < π such that
(27) η < ∠NPQ,∠PQM < π − η.
Note that
(28) |PX | = (1− σ)|PN | ≍ |I| and |QY | = (1 − σ)|QM | ≍ |I|.
Since PX and QY are almost parallel to each other, by (27), (28) and a compactness
argument, we can deduce that PQYX contains a Euclidean disk, say B, such that
diam(B) ≍ diam(PQYX) ≍ |I|. Since PN and QM are perpendicular to I, we have
dist(B,T) ≍ dist(B, I)  min{|NX |, |MY |} ≍ |I|.
It remains to prove that Yn+2 ∩ B = ∅. Since B ⊂ PQYX , it suffices to prove
Yn+2 ∩ PQYX = ∅. Let E′ ⊂ E be an arbitrary cell of level n+ 2. It suffices to prove
that all the four vertices of E′ are above the straight segment XY . See the figure on the
right hand of Figure 2 for an illustration. Suppose Z is a vertex of E′. We may assume
that Z /∈ I since otherwise there is nothing to prove. Then there are two cases. In the
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first case, Z lies in PN or QM . In the second case, Z is within the two radial segments
PN and QM .
Suppose we are in the first case. Let us only consider the case that Z ∈ PN . The
same argument will work for the case that Z ∈ QM . Suppose J is the adjacent interval
of I in the cell partition of level n such that they have a common end point N . Let I ′
and J ′ be the two adjacent intervals in the partition of level n+ 2 such that I ′ ⊂ I and
J ′ ⊂ J . Then N is the common end point of I ′ and J ′. By the construction of the cells,
we have
(29) |NZ| = |I
′|+ |J ′|
2
.
Since I ′ ⊂ I and J ′ ⊂ J , we have |I ′| < δ|I| and |J ′| < δ|J | by Lemma 4.2. By the
construction of cells, we have
(30) |PN | = |I|+ |J |
2
.
From (29), (30) and the definition of σ, we have
|NZ| < δ|PN | ≤ σ|PN | = |NX |.
This proves the first case.
In the second case, Z is within the two radial segments PN and QM . Let W be the
interior point of I such thatWZ is a radial edge of E′. Let I ′ and I ′′ be the two adjacent
intervals in the cell partition of level n+ 2 so that I ′ and I ′′ have a common end point
W . Then I ′ and I ′′ are both contained in I. So we get
(31) |WZ| = |I
′|+ |I ′′|
2
≤ |I|
2
.
Note that in (30) we have |J | > |I|/K by Corollary 4.1. So we get |PN | > K+12K |I|.
This, together with the definition of σ, implies
(32) |NX | = σ|PN | > K
1 +K
· K + 1
2K
|I| = |I|
2
.
Using the same argument we can show that
(33) |MY | > |I|
2
.
From (31-33), it follows that
|WZ| < min{|NX |, |MY |}.
This implies that Z is above the straight segment XY . The proof of Lemma 6.1 is
completed. 
By Lemma 4.1 and Theorem 5, there exist 1 < C < ∞ and 0 < δ < 1 such that for
each interval I in the cell partition of level n, we have |I| < C · δn. Since the four edges
of each cell are L-commensurable, it follows that all the cells of level n are contained in
the annulus
{z | 1− L · C · δn < |z| < 1}.
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From this it follows that there exist 1 < C1 < ∞ and 0 < δ1 < 1 depending only on C,
L and δ such that
(34) area(Yn) < C1δ
n
1
for all n ≥ N0.
Let Rτ : T → T be the rigid rotation given by z 7→ e2πiτz. Let h : T → T be the
homeomorphism such that h(1) = 1 and gθ|T(z) = h−1◦Rτ ◦h(z). Since log an = O(√n),
by Yoccoz’s extension theorem (see [17] or Theorem 6.5 of [12]), we have
Lemma 6.2. Let N0 ≥ 1 be the constant taken in (25). Then there exist a homeomor-
phism H : ∆→ ∆ and a constant 1 < λ <∞ such that
1. H |T = h,
2. for all n ≥ N0, the dilatation of H in ∆ \ Yn+2 is not greater than λ · n.
By composing H with a quasiconformal homeomorphism of the unit disk to itself
which fixes the unit circle and maps H(0) to 0, we may assume that H(0) = 0. Note
that after this modification, H still satisfies the properties in Lemma 6.2 with probably
different λ. Let
νH =
∂H
∂H
be the Beltrami differential of H in ∆. Define
(35) g˜θ(z) =
{
gθ(z) for z ∈ C−∆,
H−1 ◦Rτ ◦H(z) for z ∈ ∆.
It follows that νH is g˜θ-invariant. Let ν denote the Beltrami differential in the whole
complex plane which is obtained by the pull back of νH through the iterations of g˜θ.
Define the premodel G˜θ : C→ C for fθ by
(36) G˜θ(z) =
{
Gθ(z) for z ∈ C−∆,
Φ−1 ◦H−1 ◦Rτ ◦H ◦ Φ(z) for z ∈ ∆.
Let us show that one can choose the branch of Φ−1 in the above definition so that
G˜θ : C → C is continuous. Since H(0) = 0 by the previous assumption and Φ is the
square function, if z runs through a closed curve in ∆ which turns around 0 one time,
the value
H−1 ◦Rτ ◦H ◦ Φ(z)
will describe a closed curve which turns around 0 two times, and thus
Φ−1 ◦H−1 ◦Rτ ◦H ◦ Φ(z)
describe a closed curve which turns around 0 one time. This implies that by continuous
extension G˜θ is well defined in ∆. From (16) it follows that G˜θ is continuous in T and
thus continuous in C.
Let µ be the Beltrami differential in the complex plane which is obtained by the pull
back of ν through the square map Φ.
Lemma 6.3. The map G˜θ is odd. The Beltrami differential µ is G˜θ-invariant, and
moreover, µ(z) = µ(−z).
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Proof. For all z outside the unit disk, the odd property of G˜θ at z follows from that of
Gθ. Now assume that z ∈ ∆. Let w = H−1 ◦ Rα ◦H ◦ Φ(z). When z runs through the
following half circle which connects z and −z,
{ζ ∣∣ |ζ| = |z|, arg z ≤ arg ζ ≤ arg z + π},
the value
H−1 ◦Rα ◦H ◦ Φ(ζ)
describes a simple closed curve Γ which turns around the origin exactly one time. Since
the branch of Φ−1 is chosen by continuous extension, Φ−1(w) will change to be its
negative after w runs through Γ one time. This implies that G˜θ(−z) = −G˜θ(z). This
proves the first assertion of the lemma.
Now let us verify that µ is G˜θ-invariant. Take an arbitrary z ∈ C. First let us assume
z ∈ C \∆. Let E denote the infinitesimal ellipse at z which is associated to µ(z). By the
definition of µ, the square map Φ maps E to an infinitesimal ellipse T at Φ(z) which is
associated to ν(Φ(z)). Since ν is g˜θ-invariant and gθ = g˜θ outside the unit disk, gθ maps
T to the infinitesimal ellipse S at gθ(Φ(z)) which is associated to ν. By the definition of
µ, the square root map Φ−1 maps S to the infinitesimal ellipse W at
G˜θ(z) = Gθ(z) = Φ
−1(gθ(Φ(z)))
which is associated to µ(G˜θ(z)). This proves that µ is G˜θ-invariant for z ∈ C \∆. Now
assume that z ∈ ∆. Note that ν is H−1◦Rα◦H-invariant. Again the proof is by tracking
the images of the infinitesimal ellipses and the argument is exactly the same as in the
case that z ∈ C \∆.
Now let us prove µ(z) = µ(−z). This is equivalent to prove that the infinitesimal
ellipses at z and −z are symmetric about the origin. But this is obvious since both of
them are mapped by the square map to the same infinitesimal ellipse of ν at z2. 
The heart of the paper is to verify the integrability of µ, that is, the existence of
constants M > 0, α > 0, and 0 < ǫ0 < 1 such that for any 0 < ǫ < ǫ0, the following
inequality holds,
(37) area{z ∣∣ |µ(z)| > 1− ǫ} ≤Me−α/ǫ.
where area(·) denotes the area of a measurable set with respect to the spherical metric.
The next lemma says that the integrability of µ follows from that of ν.
Lemma 6.4. If ν satisfies (4) for some M,α > 0 and 0 < ǫ0 < 1, then µ satisfies (37)
with the same 0 < ǫ0 < 1 but possibly different constants M > 0 and α > 0.
Proof. Recall that Φ : z → z2 is the square map. Since µ is the pull back of ν by Φ and
Φ preserves the dilatation, it is sufficient to prove that there exists a C > 0 such that for
any measurable set E ⊂ C, the following inequality holds,
(38) area(Φ−1(E)) < Carea(E)1/2.
To show this, let E1 = E∩∆ and E2 = E ∩ (C\∆). It is sufficient to prove the existence
of a universal constant 1 < C < ∞ such that (38) holds for both E1 and E2. Since the
transform ζ = 1/z commutes with Φ and preserves the the spherical area form
i
2dz ∧ dz¯
(1 + |z|2)2 ,
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and maps E2 to some subset of ∆, it suffices to prove (38) holds for E1. Note that in ∆,
the Euclidean area is equivalent to the spherical area. That is, there exists a universal
constant 1 < C1 <∞ such that for any measurable subset E1 ⊂ ∆, we have
area(E1)/C1 ≤ m(E1) ≤ C1area(E1)
where m(·) denotes the Euclidean area. Thus it is sufficient to prove the existence of a
universal constant 1 < C2 <∞ such that for any measurable subset E1 ⊂ ∆,
(39) m(Φ−1(E1)) < Cm(E1)1/2.
To see this, let ζ = Φ(z) where ζ = x + iy and z = s+ it. Since Φ : Φ−1(E1)→ E1 is a
two-to-one map, we have
(40) m(E1) =
∫
E1
dxdy =
1
2
∫
Φ−1(E1)
|Φ′(z)|2dsdt = 2
∫
Φ−1(E1)
|z|2dsdt.
For 0 ≤ r ≤ 1, let
F (r) = m(Φ−1(E1) ∩ {z | |z| ≤ r}).
It is clear that F : [0, 1]→ [0,m(Φ−1(E1))] is a continuous and monotone function. Let
dF (r) denote the finite Borel measure on [0, 1] induced by F . It is clear that
(41) dF (r) ≤ 2πrdr.
Let 0 ≤ r0 ≤ 1 be such that
πr20 = m(Φ
−1(E1)).
From (8.2) we have
m(E1) = 2
∫
Φ−1(E1)
|z|2dsdt = 2
∫ 1
0
r2dF (r)
(42) = 2
∫ r0
0
r2(dF (r) − 2πrdr) + 2
∫ r0
0
r2 · 2πrdr + 2
∫ 1
r0
r2dF (r)
By (41) it follows that (dF (r) − 2πrdr) is a non-positive measure. Thus we have
(43) 2
∫ r0
0
r2(dF (r) − 2πrdr) ≥ 2r20
∫ r0
0
(dF (r) − 2πrdr) = 2r20
∫ r0
0
dF (r) − 2πr40 .
Since dF (r) is non-negative, we have
(44) 2
∫ 1
r0
r2dF (r) ≥ 2r20
∫ 1
r0
dF (r).
From (43), (44) and the choice of r0, we have
2
∫ r0
0
r2(dF (r) − 2πrdr) + 2
∫ 1
r0
r2dF (r)
≥ 2r20
∫ r0
0
dF (r) − 2πr40 + 2r20
∫ 1
r0
dF (r)
= 2r20
∫ 1
0
dF (r) − 2πr40 = 2r20m(Φ−1(E1))− 2πr40 = 0.
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This, together with (6), implies
m(E1) ≥ 2
∫ r0
0
r2(2πrdr) = πr40 = π
−1(πr20)
2 = π−1m(Φ−1(E1))2.
That is,
m(Φ−1(E1)) ≤
√
πm(E1)
1/2.
This proves (39) and completes the proof of Lemma 6.4. 
7. Proof of the Main Theorem
Assuming ν satisfies (4). By Lemma 6.4 µ satisfies (37). By Theorem 4 we have a
David homeomorphism φ : C → C which solves the Beltrami equation given by µ and
fixes 0 and infinity, and maps 1 to π/2.
Lemma 7.1. The map φ is odd.
Proof. By Lemma 6.3, µ(z) = µ(−z). Consider the map φ˜(z) = φ(−z). It follows that
φ and φ˜ has the same Beltrami differential. By Theorem 4, it follows that φ˜ ◦ φ−1 is a
conformal map in the plane. Since it fixes 0 and ∞, it follows that (φ˜ ◦ φ−1)(z) = az
for some a 6= 0. Substituting in z = φ(ζ), we get φ(−ζ) = aφ(ζ) for all ζ ∈ C. Then
φ(ζ) = φ(−(−ζ)) = aφ(−ζ). Thus φ(−ζ) = aφ(ζ) = aφ(−(−ζ)) = a2φ(−ζ) for all ζ.
This implies that a2 = 1. Clearly a 6= 1 since φ is a homeomorphism of the plane. It
follows that a = −1 and thus φ(−z) = −φ(z). The lemma has been proved. 
Let G˜θ be defined as in (36). Define Tθ : C→ C by setting
(45) Tθ(z) = φ ◦ G˜θ ◦ φ−1(z) for all z ∈ C.
Lemma 7.2. Tθ is an odd entire function.
The proof uses completely the same argument as in the proof of Lemma 5.5 of [12].
Proof. Let X denote the set which consists of the origin and all the critical points of
G˜θ. To show that Tθ is an entire function, it is sufficient to show that the map φ ◦ G˜θ
belongs to W1,1loc(C\X). In fact, if φ◦ G˜θ belongs to W1,1loc(C\X), then in any small open
neighborhood U of a point in C \X , by Lemma 6.3, the Beltrami differential of φ ◦ G˜θ
and φ are both equal to µ. Thus by Theorem 4 φ ◦ G˜θ = σ ◦ φ where σ is a conformal
map defined on φ(U). This implies that Tθ is holomorphic in the complex plane except
the points in φ(X). But it is clear that for any point z ∈ φ(X), there is a neighborhood
W of z such that Tθ is bounded in W \ {z}. It follows that all the points in φ(X) are
removable. So Tθ is an entire function. Now let us show that the map φ ◦ G˜θ belongs to
W1,1loc(C \X).
Firstly, we have
(46) φ ◦ G˜θ ∈W1,1loc(C \ (X ∪∆)).
This is because G˜θ is holomorphic in C \ (X ∪∆) and φ ∈W1,1loc(C).
Secondly, we have
(47) φ ◦ G˜θ ∈W1,1loc(∆ \ {0}).
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To see this, write φ ◦ G˜θ = φ ◦ Φ−1 ◦ H−1 ◦ Rτ ◦ H ◦ Φ in ∆ (cf. (36)). Take an
arbitray poitn z ∈ ∆ \ {0}. Let U be a small open disk centered at z such that Φ
maps U homeomorphically onto a Jordan domain Φ(U). It follows that H ◦Φ belongs to
W1,1loc(U). Since Rτ is the rigid rotation given by τ , Rτ ◦H ◦Φ also belongs to W1,1loc(U).
In particular, Rτ ◦H ◦Φ maps U homeomorphically onto a Jordan domain V ⊂ ∆ \ {0}.
Thus H−1(V ) is a Jordan domain in ∆ \ {0} and the two branches of Φ−1 are both
well defined and conformal in H−1(V ). Thus for either of the two branches of Φ−1,
φ ◦Φ−1 belongs to W 1,1loc (H−1(V )). By Lemma 6.3 H has the same Beltrami differential
as φ◦Φ−1 in H−1(V ). Since H belongs toW 1,1loc (H−1(V )) also, it follows from Theorem 4
that φ ◦ Φ−1 ◦H−1 is conformal in V . It follows that
φ ◦ G˜θ = (φ ◦ Φ−1 ◦H−1) ◦ (Rα ◦H ◦ Φ) ∈W1,1loc(U).
Since z is an arbitrary point in ∆ \ {0}, (47) follows.
It remains to prove that for every small open disk U centered at the point in T\{1,−1},
φ ◦ G˜θ ∈ W 1,1loc (U). From (46) and (47) it follows that φ ◦ G˜θ is almost differentiable in
U . Therefore
(48)
∫
U
Jac(φ ◦ G˜θ) ≤ area ((φ ◦ G˜θ)(U)) <∞.
This implies that Jac(φ ◦ G˜θ) ∈ L1(U). It is sufficient to prove that ∂(φ ◦ G˜θ) ∈ L1(U)
and thus ∂(φ ◦ G˜θ) ∈ L1(U)(Then the distributive partial derivatives coincide with the
ordinary partial derivatives in U and are thus integrable in U). But this follows from the
following argument. Since µφ◦G˜θ = µ almost everywhere in U , we have
|∂(φ ◦ G˜θ)|2 = Jac(φ ◦ G˜θ)
1− |µφ◦G˜θ |2
≤ Jac(φ ◦ G˜θ)
1 − |µφ◦G˜θ |
=
Jac(φ ◦ G˜θ)
1− |µ|
and therefore,
|∂(φ ◦ G˜θ)| ≤ Jac(φ ◦ G˜θ)
1/2
(1 − |µ|)1/2 .
Since µ satisfies the exponential growth condition (37), the measurable function 1/(1−
|µ|) is integrable in U . This, together with (48) and Cauchy inequality, implies the
integrability of ∂(φ ◦ G˜θ) in U . This proves that Tθ is an entire function.
The odd property of Tθ follows from the odd property of G˜θ and φ, see Lemmas 6.3
and 7.1. 
Definition 7.1. Two maps f : C→ C and g : C→ C are called topologically equivalent
if there exist two homeomorphisms θ1 and θ2 of the complex plane such that f = θ
−1
2 ◦
g ◦ θ1.
Lemma 7.3 (Lemma 1, [6]). Let f be an entire function. If f is topologically equivalent
to the map z 7→ sin(z), then f(z) = a+ b sin(cz + d) where a, b, c, d ∈ C, and b, c 6= 0.
For a proof of Lemma 7.3, see [6].
Lemma 7.4. Let f : C → C and g : C → C be two continuous maps such that f = g
on the outside of the unit disk. If in addition, f : ∆ → ∆ and g : ∆ → ∆ are both
homeomorphisms, then f and g are topologically equivalent to each other.
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Proof. Define θ2(z) = z for z /∈ ∆ and θ2(z) = g−1 ◦ f(z) for z ∈ ∆. It follows that
θ2 : C → C is a homeomorphism. Let θ1 = id. Then f = θ−11 ◦ g ◦ θ2. The Lemma
follows. 
Let ψ : Ĉ−∆ → Ĉ −D be the map defined right before Lemma 5.2. Let η : Ĉ → Ĉ
be a homeomorphic extension of ψ. As before let T (z) = sin(z). By Definition 7.1 T is
topologically equivalent to T ◦ η. Let t ∈ [0, 1) be the number in Lemma 5.4. Define a
map S : C→ C by
(49) S(z) = e2πit · (T ◦ η)(z), ∀z ∈ C.
Lemma 7.5. S is topologically equivalent to both T and G˜θ.
Proof. The topological equivalence between S and T follows directly from Definition 7.1
and (49). From (14), (15), (36) and the definition of S, it follows that S and G˜θ coincide
with each other in the outside of the unit disk, and are both homeomorphisms in the
inside of the unit disk. By Lemma 7.4, S and G˜θ are topologically equivalent with each
other. 
Lemma 7.6. Tθ is topologically equivalent to T .
Proof. From (45) it follows that Tθ is topologically equivalent to G˜θ. By Lemma 7.5 G˜θ
and T are topologically equivalent. The lemma follows. 
Now it is the time to prove the Main Theorem.
Proof. By Lemmas 7.3 and 7.6, it follows that Tθ(z) = a+b sin(cz+d) holds for all z ∈ C
where a, b, c, d ∈ C and b, c 6= 0. Since Tθ is odd by Lemma 7.2, we get
(50) a+ b sin(cz + d) ≡ −a+ b sin(cz − d).
Now by differentiating both sides of (50), we get
cos(cz + d) ≡ cos(cz − d).
It follows that
sin(d) sin(cz) ≡ 0.
Since c 6= 0, it follows that d = kπ for some integer k. Therefore, we may assume that
Tθ(z) = a + b sin(cz) for some b, c 6= 0. Since Tθ(0) = 0, it follows that a = 0. This
implies that Tθ(z) = b sin(cz).
Since T ′θ(π/2) = 0, it follows that c is some odd integer. By changing the sign of b,
we may assume that c is positive. Suppose c = 2l + 1 for some integer l ≥ 0. Let Ω0 be
the Siegel disk of Tθ centered at the origin. For k ∈ Z, let
Ωk = {z + kπ
∣∣ z ∈ Ω0}.
Since Tθ is odd by Lemma 7.2, Ω0 is symmetric about the origin. That is, Ω0 = −Ω0. It
follows that Tθ(Ωk) = (−1)kΩ0 = Ω0. Therefore each Ωk is a component of T−1θ (Ω0).
Let Dk, k ∈ Z, be the domains in Corollary 5.1. By Corollary 5.1, the domains Dk,
k ∈ Z, are all the components of T−1(∆). Recall that D = D0. Let ψ : Ĉ\∆→ Ĉ\D be
the map defined immediately after Corollary 5.1. We can extend ψ to a homeomorphism
from Ĉ to itself. Let us still denote it by ψ. Then ψ(∆) = D0. By the definitions of G, Gθ
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and G˜θ ( cf. (14), (15) and (36)), the domains ψ
−1(Dk), k ∈ Z, are all the components
of G˜−1θ (∆). Let
(51) Ω˜k = φ ◦ ψ−1(Dk), k ∈ Z.
Then Ω˜0 = Ω0 is the Siegel disk of Tθ centered at the origin. From (45) it follows that the
domains Ω˜k are all the components of T
−1
θ (Ω˜0) = T
−1
θ (Ω0). From (51) and Corollary 5.1,
we have
1. every ∂Ω˜k contains exactly two critical points of Tθ, and in particular, ∂Ω˜0 = ∂Ω0
contains π/2 and −π/2,
2. ∂Ω˜k ∩ ∂Ω˜j = ∅ if |k − j| > 1,
3. any critical point of Tθ belongs to the boundaries of exactly two domains, ∂Ω˜k
and ∂Ω˜k+1, where k ∈ Z is some integer, and for every k ∈ Z, ∂Ω˜k ∩ ∂Ω˜k+1
contains a single point which is a critical point of Tθ.
Since every Ωk is a component of T
−1
θ (Ω0), every Ωk must be identical with some Ω˜j .
Claim : Ωk = Ω˜k for all k ∈ Z. Let us prove the Claim. We have already known that
Ω0 = Ω˜0. Since −π/2 ∈ ∂Ω0 and Ω1 = Ω0 + π, we get π/2 ∈ ∂Ω1. Since π/2 ∈ ∂D1 and
φ ◦ ψ−1(π/2) = π/2, we get π/2 ∈ φ ◦ ψ−1(∂D1) = ∂Ω˜1. By the third property above,
among ∂Ω˜ks, only ∂Ω˜0 and ∂Ω˜1 contain π/2. Since Ω1 must be identical with one of
the Ω˜ks, Ω1 must be identical with either Ω˜0 or Ω˜1. Since Ω1 can not be identical with
Ω˜0 = Ω0, it must be identical with Ω˜1.
Now assume for some k ≥ 1, we have Ωi = Ω˜i for 0 ≤ i ≤ k. Let us prove Ωk+1 = Ω˜k+1.
By the second property above, among the ∂Ω˜is, only ∂Ω˜k−1 and ∂Ω˜k+1 intersect with
∂Ω˜k = ∂Ωk. Since ∂Ωk+1 intersect with ∂Ω˜k = ∂Ωk at the point π/2 + kπ, it follows
that Ωk+1 must be identical with either ∂Ω˜k−1 or ∂Ω˜k+1. Since ∂Ω˜k−1 = Ωk−1 by
assumption, we get Ωk+1 = Ω˜k+1. By induction we get Ωk = Ω˜k for all k ≥ 0. Using the
same argument we can get Ωk = Ω˜k for all k ≤ 0. This implies that
Ωk = Ω˜k for all k ∈ Z.
The Claim has been proved.
Note that ∂Ω˜k∩∂Ω˜k+1 = ∂Ωk∩∂Ωk+1 = {π/2+kπ} for all k ∈ Z. From the property
(3) above every critical point of Tθ is contained in the boundary of some Ω˜k. It follows
that the set of the critical points of Tθ is equal to
{π/2 + kπ ∣∣ k ∈ Z}.
This implies that c = 1. It follows that b = e2πiθ and therefore Tθ(z) = fθ(z). By
the construction, the Siegel disks of Tθ centered at the origin is a Jordan curve passing
through exactly two critical points, π/2 and −π/2. This completes the proof of the Main
Theorem.

8. The integrability of ν
8.1. Reduce the proof of the integrability of ν to the Main Lemma.
Proposition 8.1. The Main Lemma implies the integrability of ν.
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Let us first prove an immediate lemma.
Lemma 8.1. If there exist C2 > 0, 0 < δ2 < 1 and an integer N ≥ N0 such that
area(Xn) < C2 · δn2 holds for all n ≥ N , then ν satisfies the condition (4) for some
constants M,α > 0 and 0 < ǫ0 < 1.
Proof. Suppose there exist C2 > 0, 0 < δ2 < 1 and an integer N ≥ N0 such that
area(Xn) < C2 · δn2 holds for all n ≥ N . Let λ > 1 be the constant in Lemma 6.2. Let
(52) ǫ0 = min{ 2
λN + 1
,
1
1 + λ
}.
Let 0 < ǫ < ǫ0. Since ǫ0 ≤ 2λN+1 by (52), there exists a unique integer n ≥ N such
that
(53)
2
λ(n+ 1) + 1
≤ ǫ < 2
λn+ 1
.
From the left hand of (53) we have
n ≥ 2
λǫ
− 1
λ
− 1.
Since 0 < ǫ < ǫ0 and ǫ0 ≤ 11+λ by (52) we have
1
ǫ
>
1
ǫ0
≥ 1 + λ.
From the above two inequalities we have
(54) n ≥ 1
λǫ
+
1
λǫ
− 1
λ
− 1 = 1
λǫ
+
1
λ
(
1
ǫ
− 1− λ) ≥ 1
λǫ
.
Now suppose z ∈ C is an arbitrary point such that |ν(z)| > 1− ǫ. Since ǫ < 2λn+1 by
the right hand of (53) we have
|ν(z)| > λn− 1
λn+ 1
.
This implies that the dilatation at z is greater than λn. From the third assertion of
Lemma 6.2 and the definition of Xn, we have
z ∈ Yn+2 ∪Xn+2.
Since z is an arbitrary point such that |ν(z)| > 1− ǫ, the above inclusion relation implies
area({z| |ν(z)| > 1− ǫ} ≤ area(Yn+2) + area(Xn+2).
By (34) we have
area(Yn+2) < C1 · δn+21
where 1 < C1 < ∞ and 0 < δ1 < 1 are some constants depending only on gθ. By the
assumption of the lemma, we have
area(Xn+2) < C2 · δn+22 .
Take M = C1 + C2 and α =
1
λ · log δ−1 where δ = max{δ1, δ2}. Note that n ≥ 1λǫ by
(54). From all the above we get
area({z| |ν(z)| > 1− ǫ} ≤ area(Yn+2) + area(Xn+2)
< C1δ
n+2
1 + C2δ
n+2
2 < Mδ
n =Me−n log
1
δ ≤Me−
log 1
δ
λǫ =Me−
α
ǫ .
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This completes the proof of Lemma 8.1. 
Let us prove Proposition 8.1 now.
Proof. Assume the condition of the Main Lemma holds. We may assume that ǫ >
√
δ.
This is because otherwise we may let ǫ = 1+
√
δ
2 . Then ǫ >
√
δ and the condition (5) still
holds. Let
σ =
C
ǫ2 − δ .
Since ǫ >
√
δ we have σ > 0. From (5) we have
(55) area(Xn+2)− σǫn+2 ≤ δ(area(Xn)− σǫn).
Note that area(C) = π. In particular, we have area(XN1) ≤ π.
Let n ≥ N1. Then there are two cases.
In the first case, n = N1 + 2k for some integer k ≥ 0. From (55) we have
area(Xn) ≤ δk(area(XN1)− σǫN1) + σǫn
≤ πδk + σǫn
Note that k = (n−N1)/2 and
√
δ < ǫ by assumption. We thus have
area(Xn) ≤ πδk + σǫn < πδ−N1/2ǫn + σǫn < (πδ−N1/2 + σ)ǫn.
In the second case, n = N1 + 1 + 2k for some integer k ≥ 0. Using the same reasoning
we have
area(Xn) ≤ πδk + σǫn < πδ−(N1+1)/2ǫn + σǫn < (πδ−(N1+1)/2 + σ)ǫn.
Let C2 = πδ
−(N1+1)/2 + σ and δ2 = ǫ. Thus in both the cases, we have
area(Xn) < C2δ
n
2 .
for all n ≥ N1. The integrability of ν then follows from Lemma 8.1. This completes the
proof of Proposition 8.1. 
8.2. Proofs of Lemma 2.1 and Corollary 2.1. Let us first prove Lemma 2.1.
Proof. Let us simply denote Bri(xi) by Bi for all i ∈ Λ. Let Λ0 ⊂ Λ be the subset which
consists of all those i such that Bi is maximal, that is, Bi is not contained in any other
Bj . Let Σ be the class which consists of all the non-empty subsets of Λ0 such that for
every σ ∈ Σ, the sets
Bi, i ∈ σ
are disjoint with each other. Clearly any subset of Λ which contains exactly one element
must belong to Σ. This means that Σ is not empty. Since Λ and thus Λ0 is finite, Σ is a
finite set. Thus there exist a σ0 ∈ Σ such that
m(
⋃
i∈σ0
Bi) = max
σ∈Σ
m(
⋃
i∈σ
Bi)
where m(·) denotes the Euclidean area.
Let L = 8K + 9. Now let us prove that for any i ∈ Λ, there is some j ∈ σ0 with
Ui ⊂ BLrj(xj). Since Ui ⊂ BKri(xi) by (6), it suffices to prove that
(56) BKri(xi) ⊂ BLrj(xj) for some j ∈ σ0.
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We need only prove (56) for i ∈ Λ0. This is because if i /∈ Λ0, then there is an i′ ∈ Λ0
such that Bri(xi) ⊂ Bri′ (xi′ ). Since K > 1, it follows that BKri(xi) ⊂ BKri′ (xi′ ). If
(56) holds for some j ∈ σ0 and i′ ∈ Λ0, then BKri(xi) ⊂ BKri′ (xi′) ⊂ BLrj (xj).
We may further assume that i /∈ σ0. This is because if i ∈ σ0, by (6) we have
Ui ⊂ BKri(xi) ⊂ BLri(xi). So in the following we assume that i ∈ Λ0 \ σ0.
By the maximal property of σ0, the disk Bi must intersect at least one Bl for some
l ∈ σ0. Let
Θ = {l ∈ σ0
∣∣ Bi ∩Bl 6= ∅}.
It follows from the maximal property of σ0 again that
(57) m(Bi) ≤ m(
⋃
l∈Θ
Bl).
(This is because otherwise, one may use Bi to replace all the disks Bl, l ∈ Θ, then the
total Euclidean area will be increased, and this contradicts with the maximal property
of σ0)
By the assumption on Λ0 in the beginning of the proof, Bl * Bi and Bi * Bl for any
l ∈ Θ. For l ∈ Θ, since Bi ∩ Bl 6= ∅, it follows that the boundary circle of Bl intersects
the boundary circle of Bi. This implies that
(58) ri ≤ 8max
l∈Θ
rl.
Because otherwise, the union of Bl, l ∈ Θ, would be a proper subset of the annulus
{z ∣∣ 3
4
ri < |z − xi| < 5
4
ri},
whose Euclidean area is equal to that of Bi. This contradicts with (57). Since Θ is a
finite set, there is a j ∈ Θ such that
(59) rj = max
l∈Θ
rl.
Let d(·, ·) denote the distance with respect to the Euclidean metric. Let z ∈ BKri(xi) be
an arbitrary point. Since ri ≤ 8rj by (58) and (59), we have
d(z, xi) < Kri < 8Krj .
Since Bi intersects Bj we have
d(xi, xj) < ri + rj ≤ 8rj + rj = 9rj .
It follows that
d(z, xj) ≤ d(z, xi) + d(xi, xj) < (8K + 9)rj = Lrj .
Since z is an arbitrary point in BKri(xi), (56) follows. The proof of Lemma 2.1 is
completed. 
Recall that Ω = C \∆ and diam(·), dist(·, ·) denote respectively the diameter and the
distance with respect to the Euclidean metric. Now let us prove Corollary 2.1.
Proof. Let Λ0 ⊂ Λ and σ0 ⊂ Λ0 be given as in the proof of Lemma 2.1. Let L = 8K +9.
Then for any i ∈ Λ0, from the proof of Lemma 2.1, there is some j ∈ σ0 such that
1. Bi ∩Bj 6= ∅,
2. BKri(xi) ⊂ BLrj(xj).
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Now for each j ∈ σ0, let Θj ⊂ Λ0 be the subset consisting of all the i ∈ Λ0 so that the
above two properties hold. Then
⋃
Θj = Λ0. For each i ∈ Θj , let τi,j ⊂ Λ be the subset
which consists of all those l such that Bl ⊂ Bi. In particular, i ∈ τi,j . For j ∈ σ0, let
∆j =
⋃
i∈Θj
τi,j .
Then ⋃
j∈σ0
∆j = Λ.
For j ∈ σ0, let
Xj =
⋃
l∈∆j
Ul.
We thus have
(60)
⋃
i∈Λ
Ui =
⋃
j∈σ0
Xj.
Claim 1.
Xj ⊂ BLrj (xj), ∀j ∈ σ0.
Let us prove the claim. Let z ∈ Xj be an arbitrary point. Then z ∈ Ul for some l ∈ ∆j .
Then l ∈ τi,j for some i ∈ Θj. Thus Bl ⊂ Bi and BKri ⊂ BLrj(xj). Since K > 1 and
Bl ⊂ Bi, we can easily deduce that BKrl(xl) ⊂ BKri(xi). Thus BKrl(xl) ⊂ BLrj (xj). So
z ∈ Ul ⊂ BKrl(xl) ⊂ BLrj (xj). Since z is an arbitrary point in Xj , the Claim 1 follows.
From the Claim 1, we have
(61) m(Xj) ≤ L2 ·m(Brj (xj))
where m(·) denotes the area with respect to the Euclidean metric.
Claim 2. There is a constant η(K) depending only on K such that
(62)
1 + |ω|2
1 + |ζ|2 < η(K), ∀ζ ∈ Xj and ∀ω ∈ Brj (xj).
Note that ζ ∈ Ul for some l ∈ τi,j and i ∈ Θj . Thus Ul ∩ Ui 6= ∅ and Ui ∩ Uj 6= ∅. This
means to prove (62) it suffices to prove that there exists a constant ℓ(K) such that
(63)
1 + |z|2
1 + |ξ|2 < ℓ(K), ∀k ∈ Λ and ∀z, ξ ∈ Uk.
Because one can take ω′ ∈ Uj ∩ Ui and ζ′ ∈ Ui ∩ Ul, then using (63) to ω, ω′ ∈ Uj ,
ω′, ζ′ ∈ Ui, and ζ′, ζ ∈ Ul, we have
1 + |ω|2
1 + |ζ|2 =
1 + |ω|2
1 + |ω′|2 ·
1 + |ω′|2
1 + |ζ′|2 ·
1 + |ζ′|2
1 + |ζ|2 < ℓ
3(K).
This implies (62) by taking η(K) = ℓ3(K). Now let us prove (63).
We may assume that |ξ| ≤ |z| since otherwise the left hand of (63) is less than 1. Since
Uk ⊂ Ω we have |ξ| > 1. Using the fact that |ξ| > 1, we have
1 + |z|2
1 + |ξ|2 <
1 + |z|2
|ξ|2 < 1 +
( |z|
|ξ|
)2
< 1 +
( |z|+ |ξ| − 1
|ξ|
)2
= 1 +
(
1 +
|z| − 1
|ξ|
)2
.
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Since
|z| − 1
|ξ| <
|z| − 1
|ξ| − 1 = 1 +
|z| − |ξ|
|ξ| − 1 ≤ 1 +
diam(Uk)
dist(Uk,T)
≤ 1 +K.
The last inequality comes from (7). We thus have
1 + |z|2
1 + |ξ|2 ≤ 1 + (2 +K)
2.
This proves (63) by taking ℓ(K) = 1 + (2 +K)2 and the Claim 2 follows.
Since the spherical area form is given by
|dz|2
(1 + |z|2)2 ,
from (61) and (62), it follows that
area(Xj) ≤ L2 · η2(K) · area(Brj (xj)).
Since Brj (xj) ⊂ Vj and all Brj (xj), j ∈ σ0, are disjoint, from (60) Corollary 2.1 then
follows by taking
λ(K) = L2 · η2(K).

8.3. Proof of Lemma 2.2.
Proof. Let
Σ = C \ (R \ (−1, 1))
denote the slit plane. For d > 0, let Ud((−1, 1)) denote the hyperbolic neighborhood of
(−1, 1) in Σ with hyperbolic distance d. It is known that the boundary of Ud((−1, 1))
is the union of two arc segments of Euclidean circles which are symmetric about R,
and moreover, the exterior angle α formed by the boundary arc of Ud((−1, 1)) and R is
determined by the formula d = ln cot(α4 ) (cf. [18]).
For an open arc I ⊂ T, let ΩI denote the hyperbolic Riemann surface defined by (8).
Without loss of generality, we may assume that i is the mid-point of I. Since Σ is simply
connected, there exists a unique holomorphic covering map
π : Σ→ ΩI
with π(0) = i and π′(0) > 0.
Claim 1. π maps (−1, 1) homeomorphically to I, and moreover, π is symmetric in the
following sense
(64) π(z¯) = (π(z))∗, ∀ z ∈ Σ,
where w∗ = 1/w¯ denotes the symmetric image of w about T. Let us prove the Claim 1
as follows. Considering the map π∗ : Σ→ ΩI given by
π∗ : z 7→ (π(z¯))∗.
It is easy to check that π∗ is a holomorphic covering map with π∗(0) = i and (π∗)′(0) > 0.
Thus π∗ = π. This implies (64). In particular, π(z) ∈ I for z ∈ (−1, 1). Since π is a local
isomorphism, π must maps (−1, 1) homeomorphically to I. This proves the Claim 1.
Recall that i is the mid-point of I. Let B1(i) denote the Euclidean disk with center i
and radius 1. Let S = B1(i) ∩ T. Then I ⊂ S when I is small.
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Claim 2. There exist a and b with a < −1 < 1 < b and a simply connected domain
U ⊂ C such that
1. U ∩R = (a, b),
2. π can be holomorphically extended across (a,−1]∪ [1, b), and π : U → B1(i) is a
holomorphic isomorphism which maps (a, b) homeomorphically to S.
Let us prove the Claim 2 as follows. Let σ denote the branch of the inverse of π which
sends I to (−1, 1). Since B1(i) ∩ ΩI is simply connected, σ can be holomorphically
extended to B1(i) ∩ ΩI .
Let us first prove that σ can be continuously extended to S \ I from both the inside
and the outside of ∆. We prove this by contradiction. Suppose this were not true. Then
there would be a point z ∈ S \ I and a continuous curve γ : [0, 1)→ B1(i)∩ΩI such that
as t → 1, γ(t) → z and (σ ◦ γ)(t) accumulates on a non-trivial boundary segment of Σ.
Let τ : Σ→ ∆ and η : Ĉ \ (T \ I)→ ∆ be two holomorphic isomorphisms. Then
h = η ◦ π ◦ τ−1 : ∆→ ∆
is a bounded and holomorphic map. It is easy to see that h(∆) = ∆ \ {η(∞), η(0)}. In
particular, h is not a constant. Let ξ : [0, 1)→ ∆ be a continuous curve given by
ξ(t) = τ ◦ σ ◦ γ(t), ∀t ∈ [0, 1).
Note that each point in ∂Σ, except 1 and −1, corresponds to two equivalent classes of null
chains of cross cuts in Σ: one of them is contained in the upper half plane, and the other
one is contained in the lower half plane. Each of the two points 1 and −1 corresponds to
exactly one equivalent class of null chains of cross cuts. Thus each point in ∂Σ \ {1,−1}
represents two distinct primes ends, and each of the two points 1 and −1 represents
exactly one prime end. Since as t→ 1, (σ ◦ γ)(t) accumulates on a non-trivial boundary
segment of Σ, and since τ : Σ → ∆ is a holomorphic isomorphism, by Caratheodory’s
theory on prime ends, it follows that as t → 1, ξ(t) = τ ◦ σ ◦ γ(t) accumulates to some
non-trivial arc segment of T. Now we will show that as t → 1, h(ξ(t)) converges to a
point in T. To see this, note that for the domain Ĉ \ (T \ I), each point in T \ I, except
the two end points of I, represents two distinct prime ends (one of them corresponds to
the null chain of cross cuts inside ∆, and the other one corresponds to the null chain
of the cross cuts outside ∆), and each of the two end points of I represents exactly one
prime end. Since as t → 1, γ(t) converges to a point in z ∈ S \ I ⊂ T \ I, and since
η : Ĉ \ (T \ I) → ∆ is a holomorphic isomorphism, again by Caratheodory’s theory on
prime ends,
h(ξ(t)) = η ◦ π ◦ τ−1 ◦ τ ◦ σ ◦ γ(t) = η ◦ γ(t)
converges to some point in T. Since h is a bounded and holomorphic function in ∆, and
ξ(t) accumulates on some non-trivial arc segment of T as t → 1, this would imply that
h is a constant(cf. Lemma 4.3, Chapter XIV of [15]). But this is a contradiction. This
implies that σ can be continuously extended to S \I from both the inside and the outside
of ∆. Since π, and thus σ is symmetric about T, the two extensions must coincide on
S \ I. Thus σ can be extended to a holomorphic function in B1(i).
Let us prove that σ is injective in B1(i). Suppose this were not true. Since σ is injective
in B1(i)∩ΩI , we would either have two distinct points z, z′ ∈ S with σ(z) = σ(z′) or have
two points z′ ∈ S and z ∈ B1(i)\S with σ(z) = σ(z′). If the first possibility occurs, since
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σ(S) ⊂ R by symmetry, there would be a ζ ∈ S such that σ′(ζ) = 0. This implies that in a
small neighborhood of ζ, we could find two distinct points ω and ω′ in B1(i)∩ΩI such that
σ(ω) = σ(ω′). This is a contradiction with the injectivity of σ in B1(i)∩ΩI . If the second
possibility occurs, by symmetry we would have σ(z∗) = σ(z) = σ(z′) = σ(z′) = σ(z)
(The equation σ(z′) = σ(z′) comes from the fact that σ(z′) ∈ R). Since both z and
z∗ belong to B1(i) ∩ ΩI , this contradicts with the injectivity of σ in B1(i) ∩ ΩI . So σ
is injective in B1(i). Let U = σ(B1(i)). Then U is a simply connected domain. By
symmetry, U is symmetric about R and U ∩ R = σ(S) is an interval containing [−1, 1].
Let (a, b) = σ(S). The inverse σ−1 realizes the extension of π to U . This proves the
Claim 2.
From the Claim 2, the domain U = σ(B1(i)) contains [−1, 1] and
mod(σ(B1(i)) \ [−1, 1]) = mod(B1(i) \ I¯).
Note that mod(B1(i)\I¯), and thus mod(σ(B1(i))\[−1, 1]), can be arbitrarily big provided
that I is small enough. So for any R > 0, σ(B1(i)) contains the disk {z | |z| < R}
provided that I is small. Since diam(Ud((−1, 1))) ≤ C(d) where C(d) > 0 is some
constant depending only on d (cf. [18]), for d > 0 given, we have
(65) Ud((−1, 1)) ⊂ σ(B1(i))
and
mod(σ(B1(i)) \ Ud((−1, 1)))
can be arbitrarily big provided that I is small enough. Since π : Σ → ΩI preserves the
hyperbolic metric, and π : σ(B1(i))→ B1(i) is a holomorphic isomorphism, from (65) it
follows that
π(Ud([−1, 1]) = Ωd(I) ⊂ B1(i).
It follows that Ωd(I) is symmetric and simply connected. Since ∂Ωd(I) is the π-image of
the union of two arc segments of Euclidean circles which are symmetric about R, by the
symmetry of π (see (64)), ∂Ωd(I) is the union of two real analytic curve segments which
are symmetric about T. Since
mod(σ(B1(i)) \ Ud((−1, 1)))
can be arbitrarily big provided that I is small enough, the distortion of π in Ud((−1, 1))
can be arbitrarily small provided that I is small enough. This shows that the domain
Ωd(I) is more and more like Ud((−1, 1)) as I becomes smaller and smaller. Since π is
conformal, the four exterior angles formed by the boundary of Ωd(I) and the unit circle,
all of which are the same and denoted as α, are equal to those formed by the boundary
of Ud((−1, 1)) and the real line. Lemma 2.2 follows. 
8.4. Reduce the Main Lemma to Lemma 2.3.
Proposition 8.2. Lemma 2.3 implies the Main Lemma.
Proof. Let R > 1. Define
XRn+2 = {z ∈ Xn+2
∣∣ 1 ≤ |z| ≤ R}.
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It is clear that XRn+2 is a Lebesgue measurable set. For any η > 0, by a standard result in
Lebesgue measure theory (cf. Page 127, Ex. 3.43 of [9]), there is a closed set F ⊂ XRn+2
such that
(66) area(XRn+2 \ F ) < η.
Since Zn is open and F is a bounded and closed set, it follows that F \ Zn is a compact
set.
For any point x ∈ F \ Zn, by Lemma 2.3, x is associated to some K-admissible pair
(Ui, Vi) for some uniform 1 < K <∞. This implies that the sets Uis form an open cover
of F \Zn. Since F \Zn is a compact set, we have finitely many pairs (Ui, Vi), i ∈ Λ, such
that
(67) F \ Zn ⊂
⋃
i∈Λ
Ui,
By Theorem 5 and Lemma 2.2, there exist constants L1, L2 > 1 and 0 < ǫ < 1
independent of n such that for any interval I in the dynamical partition of level n, we
have (1) |I| < L1 · ǫn and (2) diam(Hα(I)) < L2 · |I|. From the definition of Zn (cf. (11))
that Zn is contained in the annulus {z | 1 < |z| < 1 + L1 · L2 · ǫn}. Thus we get
(68) area(Zn) < Cǫ
n
where 1 < C <∞ is some constant independent of n.
We now claim that there is a 0 < δ < 1 such that
(69) area(Xn+2) ≤ Cǫn + δ area(Xn).
Let us prove the claim now. From (66) and (67), we have
(70) area(XRn+2) ≤ area(Zn) + area(
⋃
i∈Λ
Ui) + η.
By Corollary 2.1, we have
(71) area(
⋃
i∈Λ
Ui) ≤ λ(K) · area(
⋃
i∈Λ
Vi).
Since Vi ⊂ Xn \Xn+2 for all i ∈ Λ, we have
area(
⋃
i∈Λ
Vi) ≤ area(Xn)− area(Xn+2) ≤ area(Xn)− area(XRn+2).
This, together with (71), implies that
(72) area(
⋃
i∈Λ
Ui) ≤ λ(K) · (area(Xn)− area(XRn+2)).
From (70) and (72) we get
(1 + λ(K)) · area(XRn+2) ≤ area(Zn) + λ(K) · area(Xn) + η.
From (68) and the above inequality we have
(73) area(XRn+2) ≤
λ(K)
1 + λ(K)
· area(Xn) + C
1 + λ(K)
· ǫn + η
1 + λ(K)
.
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1
Vn
Wn
C℘
Figure 3. The cone C℘ spanned at 1
Since η > 0 and R > 1 are arbitrary, by letting R→∞ and η → 0, we get
area(Xn+2) ≤ λ(K)
1 + λ(K)
· area(Xn) + C
1 + λ(K)
· ǫn.
The Main Lemma follows.

8.5. Proof of Lemma 2.3. For 0 < γ < π/2, let Sγ denote the cone spanned at 1 and
outside the unit disk such that the two angles formed by the two sides of Sγ and the unit
circle are both equal to γ. For ℘ > 0, let
C℘ = {z | 1 < |z| < 1 + ℘ and gθ(z) ∈ ∆}.
Note that gθ : T → T is a homeomorphism and the point 1 is the only critical point of
gθ in the unit circle which has local degree 3. The proof of the following lemma is easy
and we leave it to the reader.
Lemma 8.2. For ℘ > 0 small, C℘ is like the part of Sπ/3 which is contained in the
annulus {z | 1 < |z| < 1 + ℘}. Moreover, for any ǫ > 0, we have C℘ ⊂ Sπ/3+ǫ provided
that ℘ > 0 is small enough.
Lemma 8.3. There is a ℘0 > 0 such that for all 0 < ℘ < ℘0, the following property
holds: Let z, z′ ∈ C \ ∆ be two distinct points such that 1 < |z|, |z′| < 1 + ℘, and
gθ(z) = gθ(z
′). Then both z and z′ belong to B6℘(1). In particular, if there is a ζ
satisfying 1 < |ζ| < 1 + ℘ and gθ(ζ) = gθ(z) = gθ(z′), then either ζ = z or ζ = z′.
Proof. The proof is by contradiction. Suppose it were not true. Then we would have a
sequence ℘n → 0 and two sequences zn, z′n such that 1 < |zn|, |zn| < 1 + ℘n, zn 6= z′n,
gθ(zn) = gθ(z
′
n), and |z′n−1| ≥ 6℘n. By taking a subsequence, we may assume that both
zn and z
′
n converge. Since gθ is a homeomorphism when restricted on T and is a local
homeomorphism at every point in T except the critical point 1, the two sequences must
both converge to 1.
Let Vn be the vector starting from 1 and pointing to zn, and Wn the vector starting
from 1 and pointing to z′n. Since 1 is a double critical point, gθ behaves like the cubic
map z 7→ gθ(1)+λ · (z− 1)3 where λ = 16g
′′′
θ (1) 6= 0. So the angle spanned by Vn and Wn
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at 1 is approximately equal to 2π/3. Since both Vn and Wn are outside the unit disk,
it follows that one of them is above C℘ and the other one is below C℘. Let αn and βn
denote the angle formed by Vn and T, Wn and T, respectively. Then
αn + βn = π/3 + o(1) and |Wn| = (1 + o(1))|Vn|.
See Figure 3 for an illustration. Note that
|zn| − 1
|Vn| = sin(αn)(1 + o(1)) and
|z′n| − 1
|Wn| = sin(βn)(1 + o(1)).
Since αn+βn = π/3+o(1), either αn or βn is greater than π/8 when ℘n is small enough.
Without loss of generality, let us assume that |βn| > π/8. So sin(βn) > (π/8) · (2/π) =
1/4. By assumption we have |Wn| = |z′n − 1| > 6℘n. Then
|z′n| − 1 = |Wn| sin(βn)(1 + o(1)) ≥ 6℘n ·
1
4
· (1 + o(1)) = 3
2
℘n(1 + o(1)).
This is a contradiction with 1 < |z′n| < 1 + ℘n. This implies that both zn and z′n belong
to B6℘(1) provided that ℘ > 0 is small enough.
Repeating the same argument as above to z and ζ, we get ζ ∈ B6℘(1). Let ω =
gθ(z) = gθ(z
′). Then ω is near v = gθ(1) if ℘ > 0 is small. Since the point 1 is a double
critical point of gθ, there are exactly three pre-images of ω in a small neighborhood of
1: two of them are outside the unit disk, which are z and z′, the third one is inside the
unit disk. Since ζ is outside the unit disk and belong to B6℘(1), ζ must be one of z and
z′. This proves Lemma 8.3. 
Let v = gθ(1) and
(74) W = {ω | |ω − v| < 1/2 and |ω| ≥ 1}.
Since gθ has no asymptotic values and v is the unique critical value of gθ in C∗, one can
define two branches of the inverse of gθ, say Ψ+ and Ψ− in W , which map v to 1 and
map W to the two angle domains (both the angles are equal to π/3) spanned at 1 and
outside the unit disk. Let ℘0 > 0 be the constant guaranteed by Lemma 8.3.
Now let us take a small
0 < ℘ < ℘0
such that for any ζ ∈ B6℘(1) with ω = |gθ(ζ)| > 1, we have ω ∈W . Thus we have either
ζ = Ψ+(ω) or ζ = Ψ−(ω).
Lemma 8.4. For any d ≥ 1, m > 0 and K > 1, there exists an L(d,m,K) > 1 depending
only on d, m and K such that the following holds. Suppose U˜ and A˜ are two Jordan
domains and f : U˜ → A˜ is a holomorphic and properly branched covering map of degree
d ≥ 1. Let B ⊂ A ⋐ A˜ be a pair of Jordan domains such that A contains no critical
values of f and mod(A˜ \ A) ≥ m for some m > 0. Suppose (A,B) has K-bounded
geometry. Let V ⊂ U(⋐ U˜) be a pair of Jordan domains which are the pull backs of
B ⊂ A, respectively. Then (U, V ) has L(d,m,K)-bounded geometry.
Proof. First note the following fact (cf. Page 959 of [14]): The space
{h : ∆→ ∆ | h is holomorphic and proper of degree d and h(0) = 0}
40 GAOFEI ZHANG
is a compact set in the topology of uniform convergence on compact sets. The lemma
then follows from this fact and Koebe’s distortion theorem. We leave the (easy) details
to the reader. 
Lemma 8.5. Let 1 < M < ∞. Then there exists an 1 < L < ∞ depending only on M
such that for all ζ ∈ Xn+2 (⊂ C \∆) with dist(ζ,T) ≥ ℘ and all n large enough, if there
exist a Jordan domain A and a Euclidean disk B satisfying
(1) ω = gθ(ζ) ∈ A and v /∈ A,
(2) B ⊂ (Yn \ Yn+2),
(3) B ⊂ A and diam(A) ≤M · diam(B),
then ζ is associated to some L-admissible pair (U, V ).
Proof. Assume that n is large enough. By the condition (2) B is a small disk near T.
By the condition (3) A is a small domain near T. Let A˜ = B1/2(ω). Since ω ∈ A and
A is a small Jordan domain near T, A˜ does not contain 0 and ∞. Since v, 0 and ∞ are
the only critical values of gθ (cf. Lemma 5.5), A˜ contains at most one critical value of
gθ, that is, the point v. Since gθ has no asymptotic values (cf. Lemma 5.5), there is a
Jordan domain U˜ containing ζ such that gθ : U˜ → A˜ is either a holomorphic isomorphism
or a branched and proper covering map. In the later case, A˜ contains a single critical
value and thus U˜ contains a single critical point by Riemann-Hurwitz formula. Note that
except the critical point 1 which has local degree three, all other critical points of gθ have
local degree two. Thus the degree of the map gθ : U˜ → A˜ is either one, two, or three.
Let V ⊂ U (⋐ U˜) be the pull backs of B ⊂ A such that ζ ∈ U . Since v /∈ A and gθ
has no asymptotic values, both U and V must be Jordan domains. By the conditions
(2) and (3) we see the Jordan domain A can be arbitrarily small provided that n is large
enough. Since ω ∈ A by the condition (1), it follows that
mod(A˜ \A) = mod(B1/2(ω) \A)
can be arbitrarily large provided that n is large enough. Since (A,B) has M -bounded
geometry by the condition (3), and the degree of the covering map gθ : U˜ → A˜ is either
one, two, or three, by Lemma 8.4, the pair (U, V ) has L-bounded geometry where L > 1
is some constant depending only on M .
Since the degree of the map gθ : U˜ → A˜ is either one, two, or three, it follows that
mod(U˜ \ U) ≥ 1
3
·mod(A˜ \A)
can be arbitrarily large provided that n is large enough. Note that 0 and∞ are essential
singularities of gθ. Thus {0,∞}∩ U˜ = ∅. This means that the annulus U˜ \U separates U
and {0,∞}. Since mod(U˜ \ U) can be arbitrarily large provided that n is large enough,
we have
Fact: The ratio
diam(U)
dist(U, 0)
can be arbitrarily small provided that n is large enough.
Now we have two cases. (1) dist(U, 0) ≥ 2 and (2) dist(U, 0) < 2.
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In the first case, we have
dist(U,T) ≥ 1
2
· dist(U, 0).
From the above Fact, it follows that
diam(U) < dist(U,T)
provided that n is large enough.
In the second case, we have dist(U, 0) < 2. From the above Fact, it follows that
diam(U) can be arbitrarily small provided that n is large enough. Since ζ ∈ U and
dist(ζ,T) ≥ ℘, we have dist(U,T) > ℘/2 provided that n is large enough. This implies
that
diam(U) < dist(U,T)
provided that n is large enough.
So in both the cases, we have diam(U) < dist(U,T). In particular, U ∩ T = ∅. Since
ζ ∈ Xn+2 ⊂ C\∆ and ζ ∈ U , we have U ⊂ C\∆. Since V ⊂ U , we have V ⊂ C\∆. Since
V is the pull back of B by gθ and B ⊂ Yn \ Yn+2, we have V ⊂ Xn \Xn+2. Since (U, V )
has L-bounded geometry and diam(U) < dist(U,T), it follows that the pair (U, V ) is an
L-admissible pair to which ζ is associated. The proof of Lemma 8.5 is completed. 
For an interval I ⊂ T, let int(I) denote the interior of I.
Lemma 8.6. Let n ≥ 0. Then we have
1. for −1 ≤ i ≤ qn+1 − 2, v /∈ int(Iin) and
2. for −1 ≤ i ≤ qn − 2, v /∈ int(Iin+1).
Proof. Note that the collection of the intervals
(75) Iin,−1 ≤ i ≤ qn+1 − 2, and Iin+1,−1 ≤ i ≤ qn − 2,
is the gθ-images of the intervals of the dynamical partition of level n (see §4 for the
definition of the dynamical partition). Thus all these intervals have disjoint interiors.
Lemma 8.6 then follows since the critical point 1 is the common boundary point of I0n
and I0n+1, and thus v = gθ(1) is the common boundary point of I
−1
n and I
−1
n+1. 
Let I be one of the intervals in the collection (75). Let J ⊂ T be the interval such that
gθ(J) = I. Then J is an interval in the dynamical partition of level n. So the interior
of J does not contain the critical point 1 of gθ. Let Ψ be the branch of the inverse of
gθ which maps I to J . For d > 0 recall that Ωd(I) denotes the hyperbolic neighborhood
of I in ΩI (cf (9) for the definition of Ωd(I)). By Lemma 2.2, Ωd(I) is a Jordan domain
for all n large enough. By Lemma 5.5, v is the unique critical value of gθ in C∗. By
Lemma 8.6 v /∈ int(I) and thus v /∈ Ωd(I). It follows that Ωd(I) contains no critical
value of gθ. Since gθ has no asymptotic values and Ωd(I) is a Jordan domain, Ψ can
be holomorphically extended to Ωd(I) for all n large enough. Recall that Hα(I), where
d = log cot α4 , is the part of Ωd(I) which belongs to the outside of ∆ (cf. (10) for the
definition of Hα(I)).
Lemma 8.7. There exist an N1 such that for all n ≥ N1 we have
Ψ(Hα(I)) ⊂ Hα(J).
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Proof. Since v /∈ ΩI and v is the unique critical value of gθ in C∗ (⊃ ΩI), ΩI contains
no critical values of gθ. By Lemma 5.5 gθ has no asymptotic values. Thus Ψ can be
holomorphically continued along any path in ΩI . It is clear that Ψ takes values in ΩJ .
But since ΩI is not simply connected (because it is punctured at 0 and ∞), the map
Ψ : ΩI → ΩJ
obtained in this way may be a multi-valued holomorphic function. To avoid this problem,
let us consider the holomorphic universal covering map π : ∆→ ΩI . Note that gθ has no
asymptotic values and critical values in ΩI . Thus Ψ◦π can be holomorphically extended
along any path in ∆. Since ∆ is simply connected, Ψ◦π can be holomorphically extended
to a map Ψ˜ : ∆→ ΩJ . Since Ψ is locally homeomorphic, Ψ˜ is locally homeomorphic.
Since Ωd(I) is simply connected and π : ∆→ ΩI is a universal holomorphic covering
map, there is a simply connected domain U ⊂ ∆ such that π : U → Ωd(I) is a holomor-
phic isomorphism. Let Γ ⊂ U be the curve segment such that π(Γ) = I (By symmetry,
one can show that I is a geodesic in ΩI and thus Γ is a geodesic in ∆). Since π is a local
isometry, it follows that
U = {z | d∆(z,Γ) < d}.
Since Ψ˜ : ∆→ ΩJ is holomorphic and Ψ˜(Γ) = Ψ ◦ π(Γ) = J , by Schwarz Contraction
Principle, it follows that
Ψ˜(U) ⊂ Ωd(J).
Since Ψ˜(U) = Ψ ◦ π(U) = Ψ(Ωd(I)), it follows that
Ψ(Ωd(I)) ⊂ Ωd(J).
Note that Hα(I) and Hα(J) are respectively the parts of Ωα(I) and Ωα(J) which are
contained in the outside of the unit disk (see (10)). Since Ψ is a univalent function on
Ωd(I) and maps I to J with the orientation preserved, Ψ maps Hα(I) into Hα(J). That
is,
Ψ(Hα(I)) ⊂ Hα(J).
Lemma 8.7 follows. 
Lemma 8.8. Let 1 < L < ∞. Then there is a 1 < K < ∞ depending only on L such
that for any z ∈ Xn+2 and m ≥ 1, if giθ(z) ∈ C \∆ for all 1 ≤ i ≤ m, and ζ = gmθ (z) is
associated to some L-admissible pair (U ′, V ′), then z is associated to some K-admissible
pair.
Proof. Assume that ζ is associated to some L-admissible pair (U ′, V ′) for some 1 < L <
∞. By the third condition of Definition 2.2, we have diam(U ′) < L · dist(U ′,T). This
implies that there is a Jordan domain U ′′ with the following properties:
1. U ′′ ⊂ C \∆,
2. U ′ ⊂ U ′′,
3. mod(U ′′ \ U ′) ≥M(L) where M(L) > 0 is some constant depending only on L.
Since v ∈ T is the only critical value of gθ in C∗ (the other two critical values are 0 and
∞, see Lemma 5.5), the post-critical set of gθ is equal to T. Since U ′′ ⊂ C \∆, U ′′ does
not intersect the post-critical set of gθ. Since gθ has no asymptotic values, the inverse
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branch of gmθ , say Ψ, which maps ζ to z, can be holomorphically extended to a univalent
function on U ′′. Let
W = Ψ(U ′′), U = Ψ(U ′) and V = Ψ(V ′).
Then both U ′ and V ′ are Jordan domains. Since V ′ ⊂ Xn \Xn+2 by the first condition
of Definition 2.2, we have V ⊂ Xn \ Xn+2 by Remark 2.1. Since mod(U ′′ \ U ′) ≥
M(L) > 0 and (U ′, V ′) has L-bounded geometry, by Koebe’s distortion theorem, (U, V )
has K1-bounded geometry with 1 < K1 < ∞ depending only on L. Since mod(W \
U) = mod(U ′′ \ U ′) ≥ M(L) and the annulus W \ U separates U from T, we have
diam(U) < K2 · dist(U,T) where 1 < K2 < ∞ is a constant depending only on L. Let
K = max{K1,K2}. Then z is associated to the K-admissible pair (U, V ). Lemma 8.8
has been proved. 
Proof of Lemma 2.3. In the following n is assumed to be large enough.
Let z ∈ Xn+2. Suppose z /∈ Zn. It suffices to prove that there is a 1 < K < ∞
independent of n and z such that z is associated to some K-admissible pair (U, V ).
First recall that kz ≥ 1 is the least positive integer such that gkzθ (z) ∈ ∆. Since
z ∈ Xn+2, we have
gkzθ (z) ∈ Yn+2.
Let us denote
zl = g
l
θ(z), 0 ≤ l ≤ kz .
Since z0 = z /∈ Zn, the set
Π = {k ∈ Z | 0 ≤ k < kz and gkθ (z) /∈ Zn}
is not empty. It is clear that Π contains at most kz elements and is thus a finite set. Let
k0 = max
k∈Π
{k}.
Then 0 ≤ k0 ≤ kz − 1. Set
ζ = zk0 and ω = gθ(ζ) = zk0+1.
Then ζ /∈ Zn, and moreover,
(76) ω ∈ Zn if k0 < kz − 1 and ω ∈ Yn+2 if k0 = kz − 1.
By Lemma 8.8 it suffices to prove that ζ is associated to some L-admissible pair
(U ′, V ′) for some uniform 1 < L <∞. The proof is divided into two cases.
Case I: dist(ζ,T) ≥ ℘.
By Lemma 8.5, it suffices to prove that there exist a uniform 1 < M < ∞, a Jordan
domain A and a Eucldiean disk B such that
(1) ω ∈ A and v /∈ A,
(2) B ⊂ (Yn \ Yn+2),
(3) B ⊂ A and diam(A) ≤M · diam(B).
There are two subcases.
In the first subcase, ω ∈ Zn. Then from (11) there is an interval I in the dynamical
partition of level n such that ω ∈ Hα(I). By Lemma 4.1, I is contained in an interval J
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of the cell partition of level n, and moreover, J is either equal to I, or is the union of I
and one of its adjacent intervals of the dynamical partition. By Theorem 5 we have
|J | ≍ |I|.
Let E be the Yoccoz’s cell of level n attached to J . Then diam(E) ≍ |J | by Lemma 6.1.
In the second subcase, ω ∈ Yn+2. Then there is a Yoccoz cell of level n containing ω.
Let us still use E to denote the cell.
In both the two subcases, by Lemma 6.1, we have a Eucldiean disk B ⊂ E \Yn+2 such
that
diam(B) ≍ diam(E).
It is easy to see that in the first subcase, one can construct a Jordan domain A containing
ω such that v /∈ A and
B ⊂ A ⊂ E ∪Hα(I);
and in the second subcase, one can construct a Jordan domain A containing ω such that
v /∈ A and
B ⊂ A ⊂ E.
In the first subcase, since diam(Hα(I)) ≍ |I| ( cf. Lemma 2.2) and |I| ≍ |J | ≍ diam(E),
we have diam(A) ≤ diam(E∪Hα(I)  |J | ≍ diam(B). In the second subcase, diam(A) ≤
diam(E)  diam(B). So in both the two subcases, diam(A) ≤ M · diam(B) with 1 <
M < ∞ being some uniform constant. This implies that the conditions (1)-(3) hold in
both the two subcases. So Lemma 2.3 in Case I follows from Lemma 8.5.
Case II. dist(ζ,T) < ℘.
By (76) we have ω = gθ(ζ) ∈ Zn or ω ∈ Yn+2. If ω ∈ Zn, from (11) there is an
interval I in the dynamical partition of level n such that ω ∈ Hα(I). If ω ∈ Zn, we have
two subcases: Subcase I: v ∈ I and Subcase II: v /∈ I. The situation that ω ∈ Yn+2 is
considered in Subcase III.
Subcase I. ω ∈ Hα(Iqn+1−1n ). Note that v ∈ Iqn+1−1n . Since 1 is a double critical point
of gθ and dist(ω, v)  diam(Hα(Iqn+1−1n )) ≍ |Iqn+1−1n |, there are two distinct points ζ′
and ζ′′ outside the unit disk such that
i. dist(ζ′, 1) ≍ dist(ζ′′, 1)  |Iqn+1−1n |1/3,
ii. gθ(ζ
′) = gθ(ζ′′) = ω.
From (i) we have 1 < |ζ′|, |ζ′′| < 1 + ℘ for all n large enough. Since dist(ζ,T) < ℘, by
Lemma 8.3 we have either ζ = ζ′ or ζ = ζ′′. Let Ψ+ and Ψ− be the two branches of the
inverse of gθ defined right after Lemma 8.3. Without loss of generality, we may assume
that
Ψ+([xqn+1−1, v]) = [xqn+1 , 1] and Ψ−([v, xqn+qn+1−1]) = [1, xqn+qn+1 ].
See Figures 4 and 5 for an illustration. Then we have either ζ = Ψ+(ω) or ζ = Ψ−(ω).
First let us suppose ζ = Ψ+(ω). Note that
[xqn+1−1, xqn+qn+1−1] = I
qn+1−1
n and [xqn+1−qn−1, xqn+1−1] = I
qn+1−qn−1
n
are two adjacent intervals in the dynamical partition of level n and are thus commensu-
rable. By Lemma 8.7 we have
Ψ+(Hα(I
qn+1−qn−1
n )) ⊂ Hα(Iqn+1−qnn ) ⊂ Zn
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xqn+1−qn−1 xqn+1−1 v xqn+qn+1−1 xqn+1 1
ω
ζ
Sπ/3
Ψ+
Figure 4. The map Ψ+
and
Ψ+(Hα([xqn+1−1, v])) ⊂ Hα(In+1) ⊂ Zn,
These, together with ζ /∈ Zn, implies that
(77) ω /∈ Hα(Iqn+1−qn−1n ) ∪Hα([xqn+1−1, v]).
From (77) and the geometry of Hα(I
qn+1−qn−1
n ), Hα([xqn+1−1, v]) and Hα(I
qn+1−1
n ) (cf.
Lemma 2.2 and Figure 4), there is a 0 < β < π such that for all n large enough, the
angle between [v, ω] and [v, xqn+1−1]) is greater than β. Since Ψ+ is like a branch of the
cubic root map, the angle between [1, ζ] and [1, xqn+1 ] is approximately greater than β/3
and thus strictly greater than β/4.
Next let us suppose Ψ−(ω) = ζ. By Lemma 8.7 we have
Ψ−(Hα[v, xqn−1])) ⊂ Hα(In) ⊂ Zn.
This, together with ζ /∈ Zn, implies that ω /∈ Hα([v, xqn−1]). Note that
|[v, xqn−1]| > |[v, xqn+qn+1−1]|  |Iqn+1−1n |.
The first inequality comes from [v, xqn+qn+1−1] ⊂ [v, xqn−1] and the second approximate
inequality is guaranteed by the first assertion of Lemma 4.3. Since ω ∈ Hα(Iqn+1−1n ) and
ω /∈ Hα([v, xqn−1]), by the geometry of Hα(Iqn+1−1n ) and Hα([v, xqn−1]) (cf. Lemma 2.2
and Figure 5), there is a 0 < γ < π such that for all n large enough, the angle between
[v, ω] and [v, xqn−1] is greater than 0 < γ < π. Since Ψ− is like a branch of the cubic
root map, the angle between [1, ζ] and [1, xqn ] is approximately greater than γ/3 and
thus strictly greater than γ/4.
Let δ = min{β/4, γ/4}. Then from the above arguments, ζ always belongs to a cone
spanned at 1 and bounded by two rays which form an angle δ > 0 with T. Let us denote
this cone by Sδ. Since δ < π/3, we have Sπ/3 ⊂ Sδ. See Figure 6 for an illustration.
Note that Hα(In)∪Hα(In+1) (⊂ Zn) contains the part, which is outside the unit disk,
of a disk centered at 1 and with radius≍ |In+1|. Since ζ /∈ Zn, we have dist(1, ζ)  |In+1|.
46 GAOFEI ZHANG
xqn+1−1 v xqn+qn+1−1 xqn−1 xqn1
ω
ζ
Sπ/3
Ψ−
Figure 5. The map Ψ−
Thus
(78) dist(ω, v) ≍ dist(1, ζ)3  |In+1|3 ≍ |[v, xqn+1−1]| ≍ |Iqn+1−1n |.
The last ≍ comes from the first assertion of Lemma 4.3. On the other hand, we have
dist(ω, v) ≤ diam(Hα(Iqn+1−1n )) ≍ |Iqn+1−1n |. This, together with (78), implies
(79) dist(ω, v) ≍ |Iqn+1−1n |.
Now let I = I
qn+1−1
n ∪Iqn−1n+1 . Then I is the interval in the cell partition of level n which
contains I
qn+1−1
n (cf. Lemma 4.1). Since |Iqn+1−1n | ≍ |Iqn−1n+1 |, we have |I| ≍ |Iqn+1−1n |. Let
E be the cell of level n which is attached to I. By Lemma 6.1, we have diam(E) ≍ |I|,
and moreover, there is a Euclidean disk B contained in E \ Yn+2 such that
(80) dist(B,T) ≍ diam(B) ≍ |I| ≍ |Iqn+1−1n |.
Since v ∈ Iqn+1−1n ⊂ I, we have dist(B, v) ≤ diam(E)  |I|. Since dist(B, v) ≥
dist(B,T) ≍ |I| and diam(B) ≍ |I| by (80), we have
(81) dist(B, v) ≍ |I| ≍ diam(B).
Let Ψ be the branch of the inverse of gθ which maps E into Sδ (cf. Lemma 8.2). Since 1 is
a double critical point of gθ and B is a Euclidean disk, from (81) and Koebe’s distortion
theorem, it follows that there is a Euclidean disk V ⊂ Ψ(B) ⊂ Sδ such that
(82) dist(V, 1) ≍ diam(V ) ≍ diam(B)1/3 ≍ |Iqn+1−1n |1/3 ≍ |In|.
From (79) we have
(83) dist(ζ, 1) ≍ |Iqn+1−1n |1/3 ≍ |In|.
Since V ⊂ Sδ and ζ ∈ Sδ (see Figure 6 for an illustration), from (82) and (83) there is a
Jordan domain U contained in Sδ such that
1. ζ ∈ U ,
2. V ⊂ U ,
3. diam(U) ≍ dist(U,T) ≍ diam(V
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1
Figure 6. The pair (U, V ) associated to ζ
Since B ⊂ E \ Yn+2 ⊂ Yn \ Yn+2, we have V ⊂ Ψ(B) ⊂ Xn \ Xn+2. Thus (U, V ) is a
desired pair of Jordan domains. This proves Lemma 2.3 in Subcase I of Case II.
Subcase II. ω ∈ Hα(J) where J = Iin for some 0 ≤ i < qn+1 − 1 or J = Iin+1 for some
0 ≤ i ≤ qn − 1. Then v /∈ J . Let J ′ ⊂ T such that gθ(J ′) = J . Then 1 /∈ J ′. Let Ψ
denote the branch of the inverse of gθ which maps J to J
′. By Lemma 8.7 we have
(84) Ψ(Hα(J)) ⊂ Hα(J ′).
Let us now prove
(85) Hα(J
′) ⊂ Zn.
In the case that J = Iin for 0 ≤ i < qn+1− 1 or J = Iin+1 for 0 ≤ i < qn− 1, J ′ = Ii+1n or
J ′ = Ii+1n+1 is still an interval in the dynamical partition of level n, and thus (85) holds by
the definition of Zn (cf. (11)). In the case that J = I
qn−1
n+1 , J
′ = Iqnn+1 = [xqn , xqn+qn+1 ] ⊂
[1, xqn ] = In. Thus Hα(J
′) ⊂ Hα(In) ⊂ Zn and (85) also holds. This proves (85).
Let ζ′ = Ψ(ω). Since ω ∈ Hα(J), from (84) we have
ζ′ ∈ Hα(J ′).
See Figure 7 for an illustration. From (85) we have ζ′ ∈ Zn. Thus ζ 6= ζ′. Since
gθ(ζ) = gθ(ζ
′) = ω and 1 < |ζ|, |ζ′| < 1 + ℘, by Lemma 8.3 both ζ and ζ′ belong to
B6℘(1).
Now we claim
(86) dist(v, ω)  |J |.
Let us prove the claim. Since ω ∈ Hα(J), we need only to prove that
(87) dist(v,Hα(J))  |J |.
By the geometry of Hα(J) (cf. Lemma 2.2), we have dist(v,Hα(J)) ≍ dist(v, J). Since
v /∈ J , by the second assertion of Lemma 4.3, we have dist(v, J)  |J |. This proves (87)
and (86) then follows.
Now let I be the interval in the cell partition of level n which contains J . By
Lemma 4.1, I either is J itself or is the union of J and one of its adjacent intervals
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Figure 7. Subcase II of Case II
in the dynamical partition. The situation illustrated in Figure 7 is the case that I = J .
In both the cases, by Theorem 5 we have
|I| ≍ |J |.
Let E be the cell of level n which is attached to I. By Lemma 6.1, there is a Euclidean
disk B ⊂ E \ Yn+2 such that
diam(B) ≍ dist(T, B) ≍ |I|.
In particular, we have
(88) dist(v,B)  dist(T, B) ≍ |I|.
We thus have
(89) dist(v,B)  diam(B) ≍ |I| ≍ |J |.
Note that diam(Hα(J)) ≍ |J | and diam(E) ≍ |I|. This, together with (86) and (89),
implies that there exists a Jordan domain A ⊂ Hα(J) ∪ E such that
1. ω ∈ A,
2. B ⊂ A,
3. dist(v,A)  diam(A) ≍ diam(B).
Since ζ and ζ′ belong to B6℘(1) and gθ is like a cubic map near 1, we have dist(ω, v) =
O(℘3). Let a and b denote the two end points of J and a be the one which is nearer to v.
Since diam(Hα(J)) ≍ |J | and J can be arbitrarily small provided that n is large enough,
we have
(90) dist(a, v) = O(℘3).
Since ℘ > 0 is small, from (90) the small arc [a, v] can be regarded as a straight segment.
Let a′, b′ ∈ T be the points such that gθ(a′) = a and gθ(b′) = b. Then a′ is close to 1. Let
a′′ ∈ T be a point near 1 which is on the other side of 1. See Figure 7 for an illustration.
In Figure 7 consider the triangle with ω, a and v being the three vertices. By the
geometry of Hα(J) (cf. Lemma 2.2), it follows that the angle formed by [a, v] and [a, ω]
ON DAVID TYPE SIEGEL DISKS OF THE SINE FAMILY 49
is greater than α. Thus the angle formed by [v, ω] and [v, a] is less than π − α. Note
that diam(Hα(J)) ≍ |J | and by (90) the points in Hα(J) ∪ E can be arbitrarily close
to v provided that ℘ > 0 is small enough and n is large enough (J can be arbitrarily
small provided that n is large enough). By assuming ℘ > 0 is small enough and n is
large enough, we may regard Ψ as a cubic root map near v. Since Ψ maps J to J ′ and
Ψ(ω) = ζ′, it follows that the angle formed by [1, ζ′] and [1, a′] is approximately less than
(π − α)/3. Since the angle formed by [1, ζ] and [1, ζ′] is approximately equal to 2π/3,
the angle formed by [1, ζ] and [1, a′′] is approximately greater than α/3.
Now let Ψ+ and Ψ− be the two branches of the inverse of gθ defined right after the
proof of Lemma 8.3. Without loss of generality, let us assume that Ψ− = Ψ. That is,
Ψ−(ω) = ζ′. Then Ψ+ is the branch such that Ψ+(ω) = ζ. Let Sα/4 denote the cone
spanned at 1 and outside the unit disk such that the two exterior angles formed by the
two sides of Sα/4 and T are both equal to α/4. In the last paragraph, by replacing ω with
an arbitrary point ξ ∈ Hα(J), it follows that the angle formed by [1,Ψ+(ξ)] and [1, a′′]
is approximately greater than α/3 and thus strictly greater than α/4. This implies
(91) Ψ+(Hα(J)) ⊂ Sα/4.
Note that Ψ− = Ψ maps J to J ′ and thus maps E to a domain contained in ∆ and
attached to T. Thus Ψ+ maps E into the outside of the unit disk. From (90) it follows
that Ψ+(E) is contained in an arbitrarily small neighborhood of 1 provided that ℘ > 0
is small enough and n is large enough. By Lemma 8.2 and by assuming ℘ > 0 is small
enough and n is large enough, we have
(92) Ψ+(E) ⊂ Sα/4.
Since A ⊂ Hα(J) ∪ E, from (91) and (92) we have
Ψ+(A) ⊂ Sα/4.
This implies that
(93) dist(Ψ+(A), 1) ≍ dist(Ψ+(A),T).
From the property (3) above we have dist(v,A)  diam(A). Because Ψ+ is like a branch
of the cubic root map near v, we have
(94) dist(Ψ+(A), 1)  diam(Ψ+(A)).
From (93) and (94) we have
dist(Ψ+(A),T)  diam(Ψ+(A)).
Since diam(A) ≍ diam(B), the pair (A,B) has M -bounded geometry for some universal
M > 1. From dist(v,A)  diam(A) and Koebe’s distortion theorem, the distortion of
Ψ+ is universally bounded in A. Thus (Ψ+(A),Ψ+(B)) has K-bounded geometry with
K > 1 being some universal constant. Since B ⊂ E \ Yn+2 ⊂ Yn \ Yn+2, we have
Ψ+(B) ⊂ Xn \ Xn+2. Let U = Ψ+(A) and V = Ψ+(B). Then the pair (U, V ) is the
desired pair. This proves Lemma 2.3 in Subcase II of Case II.
Subcase III. ω ∈ Yn+2. Let E be the cell of level n containing ω. Let Ψ be the branch
of the inverse of gθ which maps ω to ζ. Then ζ ∈ C℘ ⊂ Sπ/4 provided that ℘ > 0 is
small enough (cf. Lemma 8.2). It follows that Ψ(E) ⊂ Sπ/4 for all n large enough.
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Since 0 < α < π/3, by the geometry of Hα(I) (cf. Lemma 2.2), Hα(In)∪Hα(In+1)(⊂
Zn) contains the part, which is outside the unit disk, of a disk centered at 1 and with
radius ≍ |In|. Since ζ /∈ Zn, we have dist(1, ζ)  |In| ≍ |In+1|. Thus
(95) dist(v, ω)  |gθ(In+1)| = |[v, xqn+1−1]| ≍ |[xqn+1−1, xqn+qn+1−1]| = |Iqn+1−1n |
where ≍ comes from the first assertion of Lemma 4.3. Let J = E ∩T be the arc interval
to which E is attached. Let us prove that
(96) dist(v, ω)  |J |.
In the case that J contains I
qn+1−1
n , J is the union of I
qn+1−1
n and one of its adjacent
intervals in the dynamical partition of level n (cf. Lemma 4.1). That is,
J = Iqn−1n+1 ∪ Iqn+1−1n = [xqn−1, xqn+1+qn−1] ∪ [xqn+1+qn−1, xqn+1−1].
Since |Iqn−1n+1 | ≍ |Iqn+1−1n | by Theorem 5, we get |J | ≍ |Iqn+1−1n |. Then (96) follows from
(95). In the other cases, since v ∈ Iqn+1−1n , we have v /∈ J . Then (96) follows from the
second assertion of Lemma 4.3. See Figure 8 for an illustration for the case that v /∈ J .
Let B ⊂ E be the Euclidean disk guaranteed by Lemma 6.1. From Lemma 6.1 we
have
(97) dist(v,B) ≥ dist(T, B) ≍ |J |.
From (96), (97) and the fact that diam(E) ≍ |J | (cf. Lemma 6.1), there is a Jordan
domain A contained in E such that
i ω ∈ A,
ii B ⊂ A,
iii dist(v,A)  diam(A).
Let U = Ψ(A) and V = Ψ(B). Since Ψ is like a branch of the cubic root map, from
(iii) we have
dist(1, U)  diam(U).
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Since U = Ψ(A) ⊂ Ψ(E) ⊂ Sπ/4, we have dist(U,T)  dist(U, 1). Thus we get
(98) dist(U,T)  diam(U).
Since B ⊂ A ⊂ E and diam(B) ≍ diam(E), the pair (A,B) has L-bounded geometry for
some universal L > 1. From (iii), it follows that the distortion of Ψ in A is universally
bounded. Thus (U, V ) has K-bounded geometry for some universal constant K > 1.
Since B ⊂ Yn \ Yn+2, V = Ψ(B) ⊂ Xn \Xn+2. It follows that (U, V ) is a desired pair.
This proves Lemma 2.3 in Subcase III of Case II.
The proof of Lemma 2.3 is completed.
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