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Abstract. This paper deals with elliptic equations in the plane with degen-
eracies. The equations are generated by a complex vector field that is elliptic
everywhere except along a simple closed curve. Kernels for these equations
are constructed. Properties of solutions, in a neighborhood of the degen-
eracy curve, are obtained through integral and series representations. An
application to a second order elliptic equation with a punctual singularity
is given.
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Introduction
This paper deals with the properties of solutions of first and second order
equations in the plane. These equations are generated by a complex vector
field X that is elliptic everywhere except along a simple closed curve Σ ⊂
R2. The vector field X is tangent to Σ and X ∧ X vanishes to first order
along Σ (and so X does not satisfy Ho¨rmander’s bracket condition). Such
vector fields have canonical representatives (see [7]). More precisely, there
is a change of coordinates in a tubular neighborhood of Σ such that X is
conjugate to a unique vector field L of the form
L = λ
∂
∂t
− ir
∂
∂r
(0.1)
defined in a neighborhood of the circle r = 0 in R× S1, where λ ∈ R+ + iR
is an invariant of the structure generated by X. We should point out that
normalizations for vector fields X such that X ∧X vanishes to a constant
order n > 1 along Σ are obtained in [8], but we will consider here only the
case n = 1. This canonical representation makes it possible to study the
equations generated by X in a neighborhood of the characteristic curve Σ.
We would like to mention a very recent paper by F. Treves [12] that uses this
normalization to study hypoellipticity and local solvability of complex vector
fields in the plane near a linear singularity. The motivation for our work
stems from the theory of hypoanalytic structures (see [11] and the references
therein) and from the theory of generalized analytic functions (see [17]).
The equations considered here are of the form Lu = F (r, t, u). and
Pu = G(r, t, u, Lu), where P is the (real) second order operator
P = LL+ β(t)L+ β(t)L . (0.2)
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It should be noted that very little is known, even locally, about the structure
of the solutions of second order equations generated by complex vector fields
with degeneracies. The paper [5] explores the local solvability of a particular
case generated by a vector field of finite type.
An application to a class of second order elliptic operators with a punc-
tual singularity in R2 is given. This class consists of operators of the form
D = a11
∂2
∂x2
+ 2a12
∂2
∂xy
+ a22
∂2
∂y2
+ a1
∂
∂x
+ a2
∂
∂y
, (0.3)
where the coefficients are real-valued, smooth, vanish at 0, and satisfy
C1 ≤
a11a22 − a
2
12
(x2 + y2)2
≤ C2
for some positive constants C1 ≤ C2. It turns out that each such operator
D is conjugate in U\0 (where U is an open neighborhood of 0 ∈ R2) to a
multiple of an operator P given by (0.2).
Our approach is based on a thorough study of the operator L given by
Lu = Lu−A(t)u−B(t)u . (0.4)
For the equation Lu = 0, we introduce particular solutions, called here basic
solutions. They have the form
w(r, t) = rσφ(t) + rσψ(t) ,
where σ ∈ C and φ(t), ψ(t) are 2π-periodic and C-valued. Sections 2 and
4 establish the main properties of the basic solutions. In particular, we
show that for every j ∈ Z, there are (up to real multiples) exactly two
R-independent basic solutions
w±j (r, t) = r
σ±j φ±j (t) + r
σ±j ψ±j (t)
with winding number j. For a given j, if σ+j ∈ C\R, then σ
−
j = σ
+
j ; and if
σ+j ∈ R then we have only σ
−
j ≤ σ
+
j . The basic solutions play a fundamental
role in the structure of the space of solutions of the equation Lu = F .
In section 6, we show that any solution of Lu = 0 in a cylinder (0, R)×S1
has a Laurent type series expansion in the w±j ’s. From the basic solutions of
L and those of the adjoint operator L∗, we construct, in section 5, kernels
Ω1 and Ω2 that allow us to obtain a Cauchy Integral Formula (section 6)
u(r, t) =
∫
∂0U
Ω1u
dζ
ζ
+Ω2u
dζ
ζ
(0.5)
that represents the solution u of Lu = 0 in terms of its values on the distin-
guished boundary ∂0U = ∂U\Σ.
4
For the nonhomogeneous equation Lu = F , we construct, in section 7,
an integral operator T , given by
TF =
−1
2π
∫∫
U
(
Ω1F +Ω2F
) dρdθ
ρ
. (0.6)
This operator produces Ho¨lder continuous solutions (up to the characteristic
circle Σ), when F is in an appropriate Lp-space. The properties of T allow
us to establish, in section 8, a similarity principle between the solutions
of the homogeneous equations Lu = 0 and those of a semilinear equation
Lu = F (r, t, u)
The properties of the (real-valued) solutions of Pu = G are studied in
sections 9 to 11. To each function u we associate a complex valued func-
tion w = BLu, called here the L-potential of u, and such that w solves an
equation of the form Lw = F . The properties of the solutions of Pu = G
can thus be understood in terms of the properties of their L-potentials. In
particular series representations and integral representations are obtained
for u. A maximum principle for the solutions of Pu = 0 holds on the distin-
guished boundary ∂0U , if the spectral values σ
±
j satisfy a certain condition.
In the last section, we establish the conjugacy between the operator D and
the operator P .
1 Preliminaries
We start by reducing the main equation Lu = Au + Bu into a simpler
form. Then, we define a family of operators Lǫ, their adjoint L
∗
ǫ , and prove
a Green’s formula. The operators Lǫ will be extensively used in the next
section.
Let λ = a+ ib ∈ R+ + iR∗ and define the vector field L by
L = λ
∂
∂t
− ir
∂
∂r
. (1.1)
For A ∈ Ck(S1,C), with k ∈ Z+, set
A0 =
1
2π
∫ 2π
0
A(t)dt, ν = 1− Im
A0
λ
+
[
Im
A0
λ
]
where for x ∈ R, [x] denotes the greatest integer less or equal than x. Hence,
ν ∈ [0, 1). Define the function
m(t) = exp
(
it+ i
[
Im
A0
λ
]
t+
1
λ
∫ t
0
(A(s)−A0)ds
)
.
Note that m(t) is 2π-periodic. The following lemma is easily verified.
5
Lemma 1.1 Let A,B ∈ Ck(S1,C) and m(t) be as above. If u(r, t) is a
solution of the equation
Lu = A(t)u+B(t)u (1.2)
then the function w(r, t) =
u(r, t)
m(t)
solves the equation
Lw = λ
(
Re
A0
λ
− iν
)
w + C(t)w (1.3)
where C(t) = B(t)
m(t)
m(t)
.
In view of this lemma, from now on, we will assume that Re
A0
λ
= 0 and
deal with the simplified equation
Lu = −iλνu+ c(t)u (1.4)
where ν ∈ [0, 1) and c(t) ∈ Ck(S1,C).
Consider the family of vector fields
Lǫ = λǫ
∂
∂t
− ir
∂
∂r
(1.5)
where λǫ = a+ ibǫ, ǫ ∈ R, and the associated operators Lǫ defined by
Lǫu(r, t) = λǫ
∂u
∂t
(r, t) − ir
∂u
∂r
(r, t) + iλǫνu(r, t) − c(t)u(r, t) (1.6)
For C-valued functions defined on an open set U ∈ R+ × S1, we define the
bilinear form
< f, g >= Re
(∫∫
U
f(r, t)g(r, t)
drdt
r
)
.
For the duality induced by this form, the adjoint of Lǫ is
L∗ǫv(r, t) = −
(
λǫ
∂v
∂t
(r, t) − ir
∂v
∂r
(r, t) − iλǫνv(r, t) + c(t) v(r, t)
)
(1.7)
The function zǫ(r, t) = |r|
λǫeit is a first integral of Lǫ in R
∗ × S1. That is,
Lǫzǫ = 0, dzǫ 6= 0. Furthermore zǫ : R
+ × S1 −→ C∗ is a diffeomorphism.
The following Green’s identity will be used throughout.
Proposition 1.1 Let U ⊂ R+ × S1 be an open set with piecewise smooth
boundary. Let u, v ∈ C0(U ) with Lǫu and Lǫv integrable. Then,
Re
(∫
∂U
uv
dzǫ
zǫ
)
=< u,L∗ǫv > − < Lǫu, v > . (1.8)
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Proof. Note that for a differentiable function f(r, t), we have
df =
i
2a
(
−Lǫf
dzǫ
zǫ
+ Lǫf
dzǫ
zǫ
)
and
dzǫ
zǫ
∧
dzǫ
zǫ
=
2ia
r
dr ∧ dt .
Hence, ∫
∂U
uv
dzǫ
zǫ
=
∫∫
U
i
2a
(uLǫv + vLǫu)
dzǫ
zǫ
∧
dzǫ
zǫ
= −
∫∫
U
(vLǫu− uL
∗
ǫv + cvu− ucv)
drdt
r
By taking the real parts, we get (1.8) 
Remark 1.1 When b = 0 so that λ = a ∈ R+. The pushforward via the
first integral raeit reduces the equation Lu = F into a Cauchy Riemann
equation with a singular point of the form
∂W
∂z
=
a0
z
W +
B(t)
z
W +G(z) (1.9)
Properties of the solutions of such equations are thoroughly studied in [9].
Many aspects of CR equations with punctual singularities have been studied
by a number of authors and we would like to mention in particular the
following papers [1], [13], [14], [15] and [16] .
Remark 1.2 We should point out that the vector fields involved here satisfy
the Nirenberg-Treves Condition (P) at each point of the characteristic circle.
For vector fields X satisfying condition (P), there is a rich history for the
local solvability of the C-linear equation Xu = F (see the books [3], [11] and
the references therein). Our focus here is first, on the semiglobal solvability
in a tubular neighborhood of the characteristic circle, and second, on the
equations containing the term u which makes them not C-linear.
Remark 1.3 The operator Lǫ is invariant under the diffeomorphism Φ(r, t) =
(−r, t) from R+×S1 to R−×S1. Hence, all the results about Lǫ stated in do-
mains contained in R+×S1 have their counterparts for domains in R−×S1.
Throughout this paper, we will be mainly stating results for r ≥ 0.
2 Basic Solutions
In this section we introduce the notion of basic solutions for Lǫ. We say
that w is a basic solution of Lǫ if it is a nontrivial solution of Lǫw = 0, in
R+ × S1, of the form
w(r, t) = rσφ(t) + rσψ(t), (2.1)
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with σ ∈ C and where φ(t), ψ(t) are 2π-periodic functions. These solutions
play a crucial role for the equations generated by Lǫ. In a sense, they play
roles similar to those played by the functions zn in classical complex and
harmonic analysis.
Consider, as our starting point, the basic solutions of L0. These basic
solutions are known, since they can be recovered from those of equation (1.9)
(see Remark 1.1). From L0, we obtain the properties of the basic solution for
Lǫ. This is done through continuity arguments in the study of an associated
system of 2×2 ordinary differential equations in C2 with periodic coefficients.
By using analytic dependence of the system with respect to the parameters,
the spectral values σ of the monodromy matrix can be tracked down. The
main result (Theorem 2.1) states that for every j ∈ Z, the operator Lǫ has
exactly two R-independent basic solutions with winding number j.
2.1 Properties of basic solutions
We prove that a basic solution has no vanishing points when r > 0 and that
one of its components φ or ψ is always dominating.
It is immediate, from (1.6), that in order for a function w(r, t), given
by (2.1), to satisfy Lǫw = 0, the components φ and ψ need to be periodic
solutions of the system of ordinary differential equations{
λǫφ
′(t) = i(σ − λǫν)φ(t) + c(t)ψ(t)
λǫψ
′(t) = −i(σ − λǫν)ψ(t) + c(t)φ(t) .
(2.2)
Note that if σ ∈ R, then w = rσ(φ(t) + ψ(t)) and f = φ + ψ solves the
equation
λǫf
′(t) = i(σ − λǫν)f(t) + c(t)f(t) . (2.3)
Now we prove that a basic solution cannot have zeros when r > 0.
Proposition 2.1 Let w(r, t), given by (2.1), be a basic solution of Lǫ. Then
w(r, t) 6= 0 ∀(r, t) ∈ R+ × S1 .
Proof. If σ ∈ R, we have w(r, t) = rσf(t) with f(t) satisfying (2.3). If
w(r0, t0) = 0 for some r0 > 0, then f(t0) = 0 and so f ≡ 0 by uniqueness
of solutions of the differential equation (2.3). Now, assume that σ = α +
iβ with β ∈ R∗. Suppose that w is a basic solution and w(r0, t0) = 0
for some (r0, t0) ∈ R+ × S1. Consider the sequence of real numbers rk =
r0 exp(−kπ/|β|) with k ∈ Z
+. Then rk −→ 0 as k −→ ∞ and r
2iβ
k =
r2iβ0 . It follows at once from w(r0, t0) = 0 and (2.1) that w(rk, t0) = 0
for every k ∈ Z+. Note that from (2.1) we have |w(r, t)| ≤ Era, where
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E = max(|φ(t)|+ |ψ(t)|). Note also that since Lǫ is elliptic in R
+× S1, then
the zeros of any solution of the equation Lǫu = 0 are isolated in R
+ × S1.
The pushforward via the mapping z = rλǫeit of the equation Lǫw = 0 in
R+ × S1 is the singular CR equation
∂W
∂z
=
λǫνe
2iθ
2az
W −
C(z)e2iθ
2iaz
W
where W (z) and C(z) are the pushforwards of w(r, t) and c(t) and where θ
is the argument of z. We are going to show that W has the form W (z) =
H(z) exp(S(z)) whereH is holomorphic in the punctured discD∗(0, R), S(z)
continuous in D∗(0, R) and satisfies the growth condition |S(z)| ≤ log
K
|z|p
for some positive constants K and p. For this, consider the function M(z)
defined by
M(z) =
λǫνe
2iθ
2a
−
C(z)e2iθ
2ia
W (z)
W (z)
for 0 < |z| < R, W (z) 6= 0 and by M(z) = 1 on the set of isolated points
where W (z) = 0. This function is bounded and it follows from the classical
theory of CR equations (see [2] or [17]) that
N(z) =
−1
π
∫∫
D(0,R)
M(ζ)
ζ − z
dξdη
(ζ = ξ + iη) is continuous, satisfies
∂N(z)
∂z
=M(z) and
|N(z1)−N(z2)| ≤ A||M ||∞|z1 − z2| log
2R
|z1 − z2|
∀z1, z2 ∈ D(0, R)
for some positive constant A. Define S by S(z) =
N(z)−N(0)
z
. We have
then, for z 6= 0,
∂S
∂z
=
Wz(z)
W (z)
and |S(z)| ≤ B log
2R
|z|
.
with B = A||M ||∞ Let H(z) = W (z) exp(−S(z)). Then H is holomorphic
in 0 < |z| < R and it satisfies
|H(z)| ≤ |W (z)| exp(|S(z)|) ≤ |W (z)|
(2R)B
|Z|B
≤ C1|z|
s .
for some constants C1 and s ∈ R. The last inequality follows from the
estimate |w| ≤ Erα. This means that the function H has at most a pole at
z = 0. Since w(rk, t0) = 0, then H(zk) = 0 for every k and zk = r
λǫ
k e
it0 −→
0. Hence H ≡ 0 and w ≡ 0 which is a contradiction 
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Corollary 2.0.1 If w = rσφ(t) + rσψ(t) is a basic solution of Lǫ with σ =
α+ iβ and β 6= 0, then for every t ∈ R, |φ(t)| 6= |ψ(t)|
Proof. By contradiction, suppose that there is t0 ∈ R such that |φ(t0)| =
|ψ(t0)|. Let x0 ∈ R such that ψ(t0) = −e
ix0φ(t0). Then the positive number
r0 = exp(x0/2β) satisfies r
iβ
0 = r
−iβ
0 e
ix0 and consequently,
w(r0, t0) = r
α
0 (r
iβ
0 φ(t0) + r
iβ
0 ψ(t0)) = 0.
This contradicts Proposition 2.1. 
This corollary implies that, for a given basic solution w = rσφ+rσψ with
σ ∈ C\R, one of the functions φ or ψ is dominant. That is, |φ(t)| > |ψ(t)| or
|ψ(t)| > |φ(t)| for every t ∈ R. Hence the winding number of w, Ind(w) is
well defined and we have Ind(w) = Ind(φ) if |φ| > |ψ| and Ind(w) = Ind(ψ)
otherwise. When σ ∈ R, we have w = rσf(t) with f nowhere 0 and so
Ind(w) = Ind(f).
For a basic solution w = rσφ+ rσψ with |φ| > |ψ|, we will refer to σ as
the exponent of w (or a spectral value of Lǫ) and define the character of w
by
Char(w) = (σ, Ind(w))
We will denote by Spec(Lǫ) the set of exponents of basic solutions. That is
Spec(Lǫ) = {σ ∈ C; ∃w, Char(w) = (σ, Ind(w))} (2.4)
Remark 2.1 When σ ∈ C\R and w = rσφ(t) + rσψ(t) is a basic solution
with Char(w) = (σ, Ind(φ)), the function w˜ = rσ(iφ(t)) + rσiψ(t) is also a
basic solution with Char(w) = Char(w˜) and w, w˜ are R-independent.
When σ = τ ∈ R, and w = rτf(t) is a basic solution with Char(w) =
(τ, Ind(f)), it is not always the case that there is a second R-independent
basic solution with the same exponent τ . There is however a second R-
independent basic solution w˜ = rτ
′
g(t) with the same winding number
(Ind(f) = Ind(g)) but with a different exponent τ ′ (see Proposition 2.3).
The following proposition follows from the constancy of the winding
number under continuous deformations.
Proposition 2.2 Let wǫ(r, t) = r
σ(ǫ)φ(t, ǫ) + rσ(ǫ)ψ(t, ǫ) be a continuous
family of basic solutions of Lǫ with ǫ ∈ I, where I ⊂ R is an interval. Then
Char(wǫ) depends continuously on ǫ and Ind(wǫ) is constant.
2.2 The spectral equation and Spec(L0)
We use the 2 × 2 system of ordinary differential equations to obtain an
equation for the spectral values in terms of the monodromy matrix. Results
about the CR equation (1.9) are then used to list the properties of Spec(L0).
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In order for a function w(r, t) = rσφ(t) + rσψ(t) to be a basic solution
of Lǫ, the 2π-periodic and C
2-valued function V (t) =
(
φ(t)
ψ(t)
)
must solve
the periodic system of differential equations
V˙ = M(t, σ, ǫ)V (Eσ,ǫ)
where
M(t, σ, ǫ) =
 i
σ − λǫν
λǫ
c(t)
λǫ
c(t)
λǫ
−i
σ − λǫν
λǫ

Note that since M is linear in σ ∈ C and real analytic in ǫ ∈ R, then any
solution V (t, σ, ǫ) is an entire function in σ and real analytic in ǫ. The
fundamental matrix of (Eσ,ǫ) is the 2× 2 matrix V(t, σ, ǫ) satisfying
V˙ = M(t, σ, ǫ)V, V(0, σ, ǫ) = I
where I is the identity matrix. We know from Floquet theory that
V(t, σ, ǫ) = P(t, σ, ǫ) exp(tK(σ, ǫ))
where P is a 2π-periodic matrix (in t) and P and K are entire in σ and real
analytic in ǫ. The monodromy matrix of (Eσ,ǫ) is
B(σ, ǫ) = V(2π, σ, ǫ) = exp(2πK(σ, ǫ)) .
The Liouville-Jacobi formula gives
det(V(t, σ, ǫ)) = exp
(∫ t
0
tr(M(s, σ, ǫ))ds
)
= exp
(
2bǫ
|λǫ|2
σt
)
,
where det(A) and tr(A) denote the determinant and the trace of the matrix
A. Hence,
det(B(σ, ǫ)) = exp
(
4πbǫ
|λǫ|2
σ
)
. (2.5)
In order for system (Eσ,ǫ) to have a periodic solution, the corresponding
monodromy matrix B must have 1 as an eigenvalue. Thus σ must solve the
spectral equation
1− tr(B(σ, ǫ)) + det(B(σ, ǫ)) = 0.
or equivalently, F (σ, ǫ) = 0, where
F (σ, ǫ) = tr(B(σ, ǫ)) − 1− exp
(
4πbǫ
|λǫ|2
σ
)
. (2.6)
We first verify that Spec(Lǫ) is a discrete set.
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Lemma 2.1 For every ǫ ∈ R, Spec(Lǫ) is a discrete subset of C.
Proof. By contradiction, suppose that there exists ǫ0 ∈ R such that Spec(Lǫ0)
has an accumulation point in C. This means that the roots of the solutions
of the spectral equation F (σ, ǫ0) = 0 have an accumulation point. Since F is
an entire function, then F (σ, ǫ0) ≡ 0. Thus, Spec(Lǫ0) = C. Let
(
φ(t, σ)
ψ(t, σ)
)
be a continuous family of periodic solutions of (Eσ,ǫ0). By Proposition 2.2,
we can assume that |φ| > |ψ| for every σ ∈ R+ + iR and that Ind(φ) = j0
(is constant). Now the first equation of (Eσ,ǫ0) gives
λǫ0
2πi
∫ 2π
0
φ˙(t, σ)
φ(t, σ)
dt = σ − λǫ0ν +
1
2πi
∫ 2π
0
c(t)
ψ(t, σ)
φ(t, σ)
dt .
That is,
σ = λǫ0(j0 + ν)−
1
2πi
∫ 2π
0
c(t)
ψ(t, σ)
φ(t, σ)
dt ∀σ ∈ R+ + iR .
This is a contradiction since
∣∣∣∣cψφ
∣∣∣∣ < |c| 
The following proposition describes the spectrum of L0.
Proposition 2.3 For every j ∈ Z, there exist τ±j ∈ R with τ
−
j ≤ τ
+
j and
f±j ∈ C
k+1(S1,C), such that w±j (r, t) = r
τ±j f±j (t) are R-independent basic
solution of L0 with
Char(w±j ) = (τ
±
j , j) .
Furthermore, Spec(L0) = {τ
±
j , j ∈ Z},
· · · < τ−−1 ≤ τ
+
−1 < τ
−
0 ≤ τ
+
0 < τ
−
1 ≤ τ
+
1 < · · ·
with lim
j→−∞
τ±j = −∞, limj→∞
τ±j =∞
Proof. We have here λ0 = a > 0. The pushforward of the equation L0w = 0
via the first integral z = raeit of L0 gives a CR equation with a singularity
of the form studied in [9]. The spectral values τ±j of the CR equations are
as in the proposition. It remains only to verify that L0 (or its equivalent CR
equation) has no complex spectral values. The Laurent series representation
for solutions of the CR equation (see [9]) imply that any solution of L0w = 0
can be written as
w(r, t) =
∑
j∈Z
c−j r
τ−j f−j (t) + c
+
j r
τ+j f+j (t)
with c±j ∈ R. Now, if w = r
σφ(t) + rσψ(t) is a basic solution of L0, then
it follows at once, from the series representation, that σ is one of the τ±j ’s

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2.3 Existence of basic solutions
We use the spectral equation together with Proposition 2.3 to show the
existence of basic solutions for Lǫ with any given winding number. More
precisely, we have the following proposition.
Proposition 2.4 For every j ∈ Z, there exists σ±j (ǫ) ∈ Spec(Lǫ) such that
σ±j (ǫ) depends continuously on ǫ ∈ R, σ
±
j (0) = τ
±
j , and the corresponding
basic solution
w±j (r, t, ǫ) = r
σ±j (ǫ)φ(t, ǫ) + rσ
±
j (ǫ)ψ(t, ǫ)
is continuous in ǫ and Char(w±j ) = (σ
±
j (ǫ), j).
Proof. For a given j ∈ Z, it follows from Proposition 2.3 that the monodromy
matrix B(τ±j , 0) admits 1 as an eigenvalue. Since the spectral function
F (σ, ǫ) given by (2.6) is entire in C×R and since F (τ±j , 0) = 0, then F (σ, ǫ) =
0 defines an analytic variety V in C×R passing through the points (τ±j , 0).
The variable ǫ can be taken as a parameter for a branch of V through the
point (τ±j , 0). This means that the equation F (σ, ǫ) = 0 has a solution
σ = g(ǫ) ∈ C, with g continuous and g(0) = τ±j . In fact, g is real analytic
except at isolated points. The matrix B(g(ǫ), ǫ) is continuous and has 1
as an eigenvalue for every ǫ. Let E±0 be an eigenvector of B(τ
±
j , 0) with
eigenvalue 1. We can select a continuous vector E±(ǫ) ∈ C2 such that
B(g(ǫ), ǫ)E±(ǫ) = E±(ǫ) and E±(0) = E±0
Let V (t, ǫ) = V(t, g(ǫ), ǫ)E±(ǫ). Then V (t, ǫ) is a periodic solution of the
equation (Eg(ǫ),ǫ). If we set V (t, ǫ) =
(
φ±j (t, ǫ)
ψ±j (t, ǫ)
)
, then
w(r, t, ǫ) = rg(ǫ)φ±j (t, ǫ) + r
g(ǫ)ψ±j (t, ǫ)
is a basic solution of Lǫ and it depends continuously on ǫ. Since for ǫ = 0,
w(r, t, 0) has character (τ±j , j), then by Proposition 2.2, the character of
w(r, t, ǫ) is either (g(ǫ), j) if |φ±j | > |ψ
±
j | or (g(ǫ), j) if |φ
±
j | < |ψ
±
j |. In the first
case, σ±j (ǫ) = g(ǫ) ∈ Spec(Lǫ) and, in the second, σ
±
j (ǫ) = g(ǫ) ∈ Spec(Lǫ)

2.4 Properties of the fundamental matrix of (Eσ,ǫ)
We prove some symmetry properties of the fundamental matrix and of the
monodromy matrix that will be used shortly.
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Proposition 2.5 There exist functions f(t, σ, s), g(t, σ, s) of class Ck+1 in
t ∈ R, analytic in (σ, s) ∈ C×R, such that the fundamental matrix V(t, σ, ǫ)
of (Eσ,ǫ) has the form
V(t, σ, ǫ) =
(
f(t, σ, ǫ2) λǫg(t, σ, ǫ2)
λǫg(t, σ, ǫ
2) f(t, σ, ǫ2)
)
exp
(
ǫbt
|λǫ|2
σ
)
. (2.7)
Furthermore, f and g satisfy
f(t, σ, ǫ2)f(t, σ, ǫ2)− |λǫ|
2g(t, σ, ǫ2)g(t, σ, ǫ2) ≡ 1 (2.8)
Proof. If we use the substitution V = Z exp
(
ǫbσt
|λǫ|2
)
in equation (Eσ,ǫ), then
the system for Z is
Z˙ = A(t, σ, ǫ2)Z (2.9)
with
A(t, σ, ǫ2) =
(
iµ λǫd(t, ǫ2)
λǫd(t, ǫ
2) −iµ
)
and where
µ =
aσ
a2 + b2ǫ2
− ν , and d(t, ǫ2) =
c(t)
a2 + b2ǫ2
The fundamental matrix Z(t, σ, ǫ2) of (2.9) with Z(0, t, ǫ2) = I is therefore
of class Ck+1 in t and analytic in (σ, s) with s = ǫ2.
For functions F (t, µ, ǫ2) and G(t, µ, ǫ2), with µ ∈ R, we use the notation
DF =
(
F 0
0 F
)
and JλǫG =
(
0 λǫG
λǫG 0
)
With this notation, system (2.9) has the form
Z˙ = (Diµ + Jλǫd)Z (2.10)
Note that we have the following relations
DF1DF2 = DF1F2 , DFJλǫG = JλǫFG,
JλǫGDF = JλǫFG, JλǫG1JλǫG2 = D|λǫ|2G1G2
The fundamental matrix Z is obtained as the limit, Z = limk→∞Zk, where
the matrices Zk(t, σ, ǫ) are defined inductively by Z0 = I and
Zk+1(t, σ, ǫ) = I+
∫ t
0
(Diµ + Jλǫd)Zk(s, σ, ǫ)ds
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Now, we prove by induction that Zk = DFk + JλǫGk , where Fk and Gk are
polynomials in the variable µ, analytic and even in the variable ǫ. The claim
is obviously true for Z0 = I. Suppose that Zk has the desired property for
k = 0, · · · , n, then
Zn+1(t, σ, ǫ) = I+
∫ t
0
(Diµ + Jλǫd) (DFn + JλǫGn) ds
= DFn+1 + JλǫGn+1
where
Fn+1(t, µ, ǫ
2) = 1 +
∫ t
0
(
iµFn(s, µ, ǫ
2) + c(s)Gn(s, µ, ǫ
2)
)
ds
Gn+1(t, µ, ǫ
2) = −
∫ t
0
(
iµGn(s, µ, ǫ
2) + c(s)Fn(s, µ, ǫ
2)
)
ds
By taking the limit as k →∞, we get the fundamental matrix
Z(t, µ, ǫ) = DF0(t,µ,ǫ2) + JλǫG0(t,µ,ǫ2) (2.11)
where F0 and G0 are entire functions with respect to the real parameters µ
and ǫ2. The fundamental matrix Z(t, σ, ǫ) of (2.9) is therefore Df(t,σ,ǫ2) +
Jλǫg(t,σ,ǫ2), where f and g are the holomorphic extensions of F0 and G0
(obtained by replacing µ by
aσ
a2 + b2ǫ2
− ν, with σ ∈ C). The proposition
follows immediately, since V = Z exp
(
ǫbσt
|λǫ|2
)

A direct consequence of expression (2.7) of the proposition is the follow-
ing
Proposition 2.6 Let V(t, σ, ǫ) be the fundamental matrix of (Eσ,ǫ), then
the fundamental matrix of equation (Eσ,ǫ) is
V(t, σ, ǫ) = JV(t, σ, ǫ)J (2.12)
where J =
(
0 1
1 0
)
.
The monodromy matrix of (Eσ,ǫ) has the form
B(σ, ǫ) =
(
p(σ, ǫ2) λǫq(σ, ǫ2)
λǫq(σ, ǫ
2) p(σ, ǫ2)
)
exp
(
2πǫb
a2 + b2ǫ2
σ
)
(2.13)
with p(σ, ǫ2) = f(2π, σ, ǫ2), q(σ, ǫ2) = g(2π, σ, ǫ2) satisfying
p(σ, ǫ2)p(σ, ǫ2)− |λǫ|
2q(σ, ǫ2)q(σ, ǫ2) ≡ 1 (2.14)
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Note that
det(B(σ, ǫ)) = exp
(
4πǫb
a2 + b2ǫ2
σ
)
(2.15)
We denote by Spec(B(., ǫ)) the set of spectral values of B(., ǫ), i.e.
Spec(B(., ǫ)) = {σ ∈ C; det(B(σ, ǫ) − I) = 0}.
It follows from (2.13) and Proposition 2.6 that
Spec(B(., ǫ)) = Spec(B(.,−ǫ)) = Spec(B(., ǫ)) (2.16)
An element σ ∈ Spec(B(., ǫ)) is said to be a simple (or a double) spectral
value if the corresponding eigenspace has dimension 1 (or 2).
The spectral function F defined in (2.6) takes form
F (σ, ǫ2) = p(σ, ǫ2) + p(σ, ǫ2)− 2 cosh
(
2πǫb
a2 + b2ǫ2
σ
)
(2.17)
Thus if F (σ, ǫ2) = 0, then F (σ, ǫ) = 0. We have therefore
Corollary 2.0.2 If σ ∈ Spec(Lǫ), then σ or σ ∈ Spec(L−ǫ).
2.5 The system of equations for the adjoint operator L∗ǫ
The properties of the fundamental matrix of system Eσ,ǫ will be used to
obtain those for the adjoint operator. The system of ordinary differential
equations for the adjoint operator L∗ǫ given in (1.7) is
V˙ = M˜(t, µ, ǫ)V (E˜µ,ǫ)
where
M˜(t, µ, ǫ) =
 i
µ+ λǫν
λǫ
−
c(t)
λǫ
−
c(t)
λǫ
−i
µ+ λǫν
λǫ
 (2.18)
Thus, if V (t) =
(
X(t)
Z(t)
)
is a periodic solution of (E˜µ,ǫ), then w(r, t) =
rµX(t) + rµZ(t) is a basic solution of L∗ǫ .
The relation between the fundamental matrices of this system and those
for Eσ,ǫ is given by the following proposition.
Proposition 2.7 The fundamental matrix of (E˜µ,ǫ) is
V˜(t, µ, ǫ) = DV(t,−µ,−ǫ)D (2.19)
where V(t,−µ,−ǫ) is the fundamental matrix of (E−µ,−ǫ) and D =
(
1 0
0 −1
)
.
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Proof. If V =
(
X
Z
)
solves (E˜µ,ǫ), thenDV =
(
X
−Z
)
solves the equation
(E−µ,−ǫ). Therefore, if
(
X1 X2
Z1 Z2
)
is a fundamental matrix of (E˜µ,ǫ), then(
X1 −X2
−Z1 Z2
)
is a fundamental matrix of (E−µ,−ǫ) 
Immediate consequences are the following corollaries.
Corollary 2.0.3 The monodromy matrix of (E˜µ,ǫ) is
B˜(µ, ǫ) = DB(−µ,−ǫ)D (2.20)
where B(σ, ǫ) is the monodromy matrix of (Eσ,ǫ). Furthermore, if σ ∈
Spec(B(., ǫ)) and B(σ, ǫ)E = E, then −σ ∈ Spec(B˜(.,−ǫ)) and B˜(−σ,−ǫ)DE =
DE.
Corollary 2.0.4 If σ ∈ Spec(Lǫ), then either −σ ∈ Spec(L
∗
ǫ) or −σ ∈
Spec(L∗ǫ )
2.6 Continuation of a simple spectral value
We start from a simple spectral value, when ǫ = 0, and use the properties
of the fundamental matrix to obtain the behavior of σ(ǫ) for ǫ near 0.
Proposition 2.8 Suppose that τ ∈ Spec(B(., 0)) and that τ is simple. Then
there exist δ > 0 and a unique function σ ∈ C0([−δ, δ],R) such that σ(0) = τ
and σ(ǫ) ∈ Spec(B(., ǫ)) for every ǫ ∈ [−δ, δ]
Proof. The matrix B(τ, 0) has a single eigenvector U (up to a multiple) with
eigenvalue 1. Since det(B(τ, 0)) = 1 (see (2.13) and (2.14)), then B(τ, 0) is
similar to the matrix
(
1 1
0 1
)
. Let V(t, σ, ǫ) be the fundamental matrix
of (Eσ,ǫ). The function (
φ(t)
ψ(t)
)
= V(t, τ, 0)U,
generates all periodic solutions of (Eτ,0). First, we show that we can find
a generator of the form
(
f(t)
f(t)
)
for some function f . For this, note that
since λ0 = a ∈ R, then it follows from (2.2) that
(
ψ(t)
φ(t)
)
is also a periodic
solution of (Eτ,0). Hence, there exists c ∈ C, |c| = 1 such that ψ(t) = cφ(t)
and φ(t) = cψ(t). If c = 1, then we can take f = φ, if c 6= −1, we can take
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f = φ+ψ, and if c = −1, we take f = iφ. The vector U0 =
(
f(0)
f(0)
)
is the
eigenvector of B(τ, 0) that generates the solution
(
f(t)
f(t)
)
.
We know from Proposition 2.4 that the spectral function F (σ, ǫ2) given
in (2.6) has a root σ(ǫ) with σ(0) = τ . Furthermore, σ(ǫ) is real analytic in
a neighborhood of 0 ∈ R, except possibly at ǫ = 0. Now we show that there
is only one such function in a neighborhood of 0 and that it is real-valued.
Starting from U0, we can find a continuous vector U(ǫ) ∈ C
2 with U(0) = U0
and such that B(σ(ǫ), ǫ)U(ǫ) = U(ǫ). The function(
φ(t, ǫ)
ψ(t, ǫ)
)
= V(t, σ(ǫ), ǫ)U(ǫ)
is a periodic solution of (Eσ(ǫ).ǫ) such that φ(t, 0) = f(t) and ψ(t, 0) =
f(t). It follows from Corollary 2.0.4 that −τ ∈ Spec(B˜(., 0)) and −σ(ǫ) ∈
Spec(B˜(., ǫ)). Note that if V (t) is a periodic solution of (Eτ,0), then DV (t)
is a periodic solution of (E˜−τ,0). Thus,
(
f(t)
−f(t)
)
solves (E˜−τ,0). Let
U1(ǫ) ∈ C
2 be a continuous eigenvector of B(σ(ǫ),−ǫ) such that U1(0) = U0.
Set U⋆(ǫ) = DU1(ǫ). Then, it follows from Corollary 2.0.3, that
B˜(−σ(ǫ), ǫ)U⋆(ǫ) = DB(σ(ǫ),−ǫ)DDU1(ǫ) = DU1(ǫ) = U
⋆(ǫ).
Therefore, (
X(t, ǫ)
Z(t, ǫ)
)
= V˜(t,−σ(ǫ), ǫ)U⋆(ǫ)
is a periodic solution of (E˜
−σ(ǫ).ǫ
) with X(t, 0) = f(t) and Z(t, 0) = −f(t).
The corresponding basic solutions of Lǫ and L
∗
ǫ are respectively,
wǫ(r, t) = r
σ(ǫ)φ(t, ǫ) + rσ(ǫ)ψ(t, ǫ), and
w⋆ǫ (r, t) = r
−σ(ǫ)X(t, ǫ) + r−σ(ǫ)Z(t, ǫ)
We apply Green’s formula (1.8) to the pair wǫ, w
⋆
ǫ in the cylinder A =
[R1, R2]× S
1 (with 0 < R1 < R2) to get
Re
[∫
∂A
wǫ(r, t)w
⋆
ǫ (r, t)
dzǫ
zǫ
]
= 0 .
That is,
Re
[∫ 2π
0
(
(Rσ−σ2 −R
σ−σ
1 )φX + (R
σ−σ
2 −R
σ−σ
1 )ψZ
)
idt
]
= 0 . (2.21)
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Suppose that σ(ǫ) is not R-valued in a neighborhood of 0. Then σ(ǫ) =
α(ǫ) + iβ(ǫ) with β(ǫ) > 0 (or < 0) in a an interval (0, ǫ0). If we set
p = logR2 and q = logR1, we get
Rσ−σ2 −R
σ−σ
1 = e
2iβp − e2iβq = 2i sin(β(p− q))eiβ(p+q)
and (2.21) becomes (with x = p+ q arbitrary)
Re
[∫ 2π
0
(
eiβxφ(t, ǫ)X(t, ǫ) − ie−iβxψ(t, ǫ)Z(t, ǫ)
)
dt
]
= 0 , (2.22)
Let P (ǫ) + iQ(ǫ) =
∫ 2π
0
φ(t, ǫ)X(t, ǫ)dt and R(ǫ) + iS(ǫ) =
∫ 2π
0
ψ(t, ǫ)Z(t, ǫ)dt
From (2.22), we have
cos(β(ǫ)x)(P (ǫ) −R(ǫ))− sin(β(ǫ)x)(Q(ǫ) + S(ǫ)) = 0, ∀x ∈ R .
Therefore,
P (ǫ)−R(ǫ) = 0, Q(ǫ) + S(ǫ) = 0, ∀ǫ ∈ (0, ǫ0).
By continuity, we get P (0) = R(0) and Q(0) = −S(0). But,
P (0) + iQ(0) =
∫ 2π
0
φ(t, 0)X(t, 0)dt =
∫ 2π
0
|f(t)|2dt
R(0) + iS(0) =
∫ 2π
0
ψ(t, 0)Z(t, 0)dt = −
∫ 2π
0
|f(t)|2dt
and it follows from P (0) = R(0) that
∫ 2π
0
|f |2dt = 0. This is a contradiction
since f 6= 0. This means that σ(ǫ) is an R-valued function in a neighborhood
of ǫ = 0.
Now we show that σ(ǫ) is unique near ǫ = 0. By contradiction, suppose
that there is another real valued solution σ1(ǫ), with σ(ǫ) < σ1(ǫ) in an
interval (0, ǫ0), and σ(0) = σ1(0) = τ . Let φ(t, ǫ) and ψ(t, ǫ) be as above.
Let U ′(ǫ) be an eigenvector (with eigenvalue 1) of B(σ1(ǫ),−ǫ) such that
U ′(0) = −iU0, where U0 is the eigenvector used above. Let U
⋆
1 (ǫ) = DU
′(ǫ).
Then
B˜(−σ1(ǫ), ǫ)U
⋆(ǫ) = U⋆1 (ǫ) and U
⋆
1 (0) = iDU0 .
To U⋆(ǫ) corresponds the 2π-periodic solution(
X1(t, ǫ)
Z1(t, ǫ)
)
= V˜(t,−σ1(ǫ), ǫ)U
⋆
1 (ǫ)
of (E˜−σ1(ǫ).ǫ) with X1(t, 0) = i f(t) and Z1(t, 0) = −if(t). The correspond-
ing basic solution of L∗ǫ is
w⋆1,ǫ(r, t) = r
−σ1(ǫ)(X1(t, ǫ) + Z1(t, ǫ))
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The Green’s formula, applied to the pair wǫ, w
⋆
1,ǫ in the cylinder (R1, R2)×
S1, gives
Re
[∫ 2π
0
(Rσ−σ12 −R
σ−σ1
1 )(φ+ ψ)(X1 + Z1)idt
]
= 0 .
Thus,
Re
[∫ 2π
0
(φ(t, ǫ) + ψ(t, ǫ))(X1(t, ǫ) + Z1(t, ǫ))idt
]
= 0 ∀ǫ ∈ (0, ǫ0) .
By letting ǫ → 0, we get again
∫ 2π
0
|f(t)|2dt = 0, which is a contradiction.
This shows that σ(ǫ) is unique for ǫ near 0 
2.7 Continuation of a double spectral value
This time we study the behavior of σ(ǫ) when σ(0) has multiplicity 2. Hence
assume that τ ∈ Spec(B(., 0)) has multiplicity 2. Therefore, B(τ, 0) = I.
We start with the following proposition.
Proposition 2.9 If B(τ, 0) = I, then
∂trB
∂σ
(τ, 0) = 0 and
∂2trB
∂σ2
(τ, 0) 6= 0.
The proof of this proposition makes use of the the following lemma.
Lemma 2.2 Given M > 0, there is a positive constant C such that
(1 + 2x)(1 + 2y)− 4
√
xy(1 + x)(1 + y) ≥ C, ∀x, y ∈ [0, M ]
Proof. Consider the function g(x, y) = (1+2x)2(1+2y)2−16xy(1+x)(1+y).
It can be easily verified that g(x, y) ≥ 1 in the square [0, M ]2. This implies
in turn that
(1 + 2x)(1 + 2y)− 4
√
xy(1 + x)(1 + y) ≥
1
1 + 8M + 8M2

Proof of Proposition 2.9. Let V(t, σ, ǫ) be the fundamental matrix of equa-
tion (Eσ,ǫ) given by (2.7). Its derivative Vσ, with respect to σ, satisfies the
system
V˙σ = MVσ +MσV, Vσ(0, σ, ǫ) = 0 (2.23)
(the last condition follows from V(0, σ, ǫ) = I). Note that
Mσ = Di/λǫ =

i
λǫ
0
0
−i
λǫ
 .
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We consider (2.23) as a nonhomogeneous system in Vσ and we get
Vσ(t, σ, ǫ) = V(t, σ, ǫ)
∫ t
0
V(s, σ, ǫ)−1Di/λǫV(s, σ, ǫ)ds . (2.24)
By using formula (2.7), we have
V−1Di/λǫV = i
(
N11 N12
N21 N22
)
where
N11 =
f(t, σ, ǫ2)f(t, σ, ǫ2)
λǫ
+ λǫg(t, σ, ǫ
2)g(t, σ, ǫ2)
N12 =
2a
λǫ
f(t, σ, ǫ2)g(t, σ, ǫ2)
N21 = −
2a
λǫ
f(t, σ, ǫ2)g(t, σ, ǫ2)
N22 = −
f(t, σ, ǫ2)f(t, σ, ǫ2)
λǫ
− λǫg(t, σ, ǫ
2)g(t, σ, ǫ2)
In particular
tr(V−1Di/λǫV)(t, σ, 0) = iN11(t, σ, 0) + iN22(t, σ, 0) ≡ 0. (2.25)
If we set t = 2π in (2.24), we get
∂B
∂σ
(σ, ǫ) = B(σ, ǫ)
∫ 2π
0
V(s, σ, ǫ)−1Di/λǫV(s, σ, ǫ)ds (2.26)
Since, B(τ, 0) = I, then it follows at once from (2.25) and (2.26) that
∂trB
∂σ
(τ, 0) = 0. Now we compute Vσσ. We have
V˙σσ = MVσσ + 2Di/λǫVσ , Vσσ(0, σ, ǫ) = 0 (2.27)
and after integrating this nonhomogenous system and using (2.24), we obtain
Vσσ(t, σ, ǫ) = 2V(t, σ, ǫ)
∫ t
0
V−1Di/λǫVσ(s, σ, ǫ)ds
= 2V(t, σ, ǫ)
∫ t
0
∫ s
0
L(s, σ, ǫ)L(u, σ, ǫ)duds
(2.28)
where L(t, σ, ǫ) = V−1Di/λǫV(t, σ, ǫ). We have in particular
L(t, σ, 0) =
i
a
(
P (t, σ) 2Q(t, σ)
−2Q(t, σ) −P (t, σ)
)
(2.29)
where
P (t, σ) = f(t, σ, 0)f(t, σ, 0) + a2g(t, σ, 0)g(t, σ, 0)
Q(t, σ) = af(t, σ, 0)g(t, σ, 0)
(2.30)
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If we set t = 2π in (2.28), we get
Bσσ(σ, ǫ) = 2B(σ, ǫ)
∫ 2π
0
∫ s
0
L(s, σ, ǫ)L(u, σ, ǫ)duds
and since B(τ, 0) = I, we have
∂2tr(B)
∂σ2
(τ, 0) = 2
∫ 2π
0
∫ s
0
tr(L(s, τ, 0)L(u, τ, 0))duds (2.31)
It follows from (2.29) that
−a2
2
tr(L(s, τ, 0)L(u, τ, 0)) = P (s, τ)P (u, τ) − 4Re
[
Q(s, τ)Q(u, τ)
]
(2.32)
Let g(t, τ, 0) =
ρ(t)
a
eiβ(t) (thus, ρ = a|g| and β is the argument of g) and
then since f and g satisfy (2.8) we have f(t, τ, 0) = (1+ρ(t)2)1/2eiα(t). With
this notation, the functions P and Q become
P (t, τ) = 1 + 2ρ(t)2 and Q(t, τ) = ρ(t)
√
1 + ρ(t)2ei(α(t)+β(t))
If we set x = ρ(s)2, y = ρ(u)2, and θ = α(s) + β(s) − α(u) − β(u), then
formula (2.32) becomes
−a2
2
tr(L(s, τ, 0)L(u, τ, 0)) = (1 + 2x)(1 + 2y)− 4
√
xy(1 + x)(1 + y) cos θ
(2.33)
Since, x, y are positive and bounded (g is bounded over the interval [0, π]),
then Lemma 2.2 implies that there is a positive constant C such that
tr(L(s, τ, 0)L(u, τ, 0)) ≤ −C ∀u, s ∈ [0, 2π].
Therefore, by (2.31), we have tr(Bσσ(τ, 0) 6= 0. This completes the proof of
the Proposition 
The behavior of the spectral values of Lǫ is given by the following propo-
sition.
Proposition 2.10 Suppose that B(τ, 0) = I. Then there exists ǫ0 > 0 such
that the spectral values of Lǫ through τ satisfy one of the followings:
1. there is a unique continuous function σ(ǫ) defined in [−ǫ0, ǫ0] such
that σ(ǫ) ∈ Spec(Lǫ), σ(ǫ) ∈ C\R for ǫ 6= 0 and σ(0) = τ ;
2. there are two continuous R-valued functions σ1(ǫ), σ2(ǫ) defined in
[−ǫ0, ǫ0], such that σ1(ǫ), σ2(ǫ) ∈ Spec(Lǫ), σ1(ǫ) < σ2(ǫ) for ǫ 6= 0,
and σ1(0) = σ2(0) = τ ;
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3. there is a unique continuous R-valued function σ(ǫ) defined in [−ǫ0, ǫ0]
such that σ(ǫ) ∈ Spec(Lǫ) and σ(0) = τ
Proof. It follows from Proposition 2.9 that the spectral function F (σ, ǫ)
defined in (2.6) satisfies
F (τ, 0) = 0,
∂F
∂σ
(τ, 0) = 0, and
∂2F
∂σ2
(τ, 0) 6= 0 .
Since F is analytic in both variables, then by the Weierstrass Preparation
Theorem (see [6]) we can find analytic functions G(σ, ǫ), A0(ǫ) and A1(ǫ)
with (σ, ǫ) near (τ, 0) ∈ C × R, such that G(τ, 0) 6= 0, A1(0) = A0(0) = 0
and
F (σ, ǫ) = G(σ, ǫ)
[
(σ − τ)2 − 2A1(ǫ)(σ − τ) +A0(ǫ)
]
.
Thus, there exists ǫ0 > 0 such that the roots of the spectral equation
F (σ, ǫ) = 0 in a neighborhood of (τ, 0) are given by the quadratic formula
σ1,2(ǫ) = τ +A1(ǫ)±
√
A21(ǫ)−A0(ǫ) .
The conclusion of the proposition follows depending on the sign of the dis-
criminant A21 −A0 
2.8 Purely imaginary spectral value
We study here the behavior of the monodromy matrix at possible spectral
value on the imaginary axis.
Proposition 2.11 Suppose that for some ǫ0 ∈ R
∗, the operator Lǫ0 has a
spectral value σ0 of the form
σ0 = i
|λǫ0 |
2
2bǫ0
k, with k ∈ Z∗ . (2.34)
Then the monodromy matrix B(σ0, ǫ0) is similar to
(
1 1
0 1
)
.
Proof. If σ0 given by (2.34) is a spectral value, then detB(σ0, ǫ0) = 1, by
(2.5). Hence 1 is an eigenvalue of B(σ0, ǫ0) and, a priori, it could have
multiplicity 2. In which case B(σ0, ǫ0) = I. We are going to show that this
case does not happen. By contradiction, suppose that B(σ0, ǫ0) = I. First
we prove that tr(Bσ(σ0, ǫ0)) 6= 0. From formulas (2.26), (2.25), and (2.8)
we have
∂tr(B)
∂σ
(σ0, ǫ0) =
∫ 2π
0
m(s)ds
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where
m(s) =
λǫ0 − λǫ0
|λǫ0 |
2
[
f(s, σ0, ǫ0)f(s, σ0, ǫ0)− |λǫ0 |
2g(s, σ0, ǫ0)g(s, σ0, ǫ0)
]
=
−2ibǫ20
|λǫ0 |
2
This shows that tr(Bσ(σ0, ǫ0)) 6= 0. Hence, it follows that the spectral
function satisfies
∂F
∂σ
(σ0, ǫ0) =
∂tr(B)
∂σ
(σ0, ǫ0) 6= 0 .
By the implicit function theorem, the germ of the analytic variety F (σ, ǫ) =
0 through (σ0, ǫ0) is smooth and there is a unique analytic function σ(ǫ)
defined near ǫ0 with σ(ǫ0) = σ0 such that F (σ(ǫ), ǫ) ≡ 0. It follows that
B(., ǫ) has a unique spectral value through (σ0, ǫ0).
Let U1(ǫ) be a continuous eigenvector (with eigenvalue 1) of B(σ(ǫ), ǫ)
defined in an interval (ǫ0 − δ, ǫ0 + δ) for some δ > 0. We can assume that
U1(ǫ0) =
(
α
β
)
with α 6= 0. Now, consider the equation
G(σ, ǫ, z) = (B(σ, ǫ) − I)
(
z
1
)
= 0
in a neighborhood of (σ0, ǫ0, 0) ∈ C × R× C. This equation defines a germ
of an analytic variety of real dimension 1 in C×R×C that passes through
the point (σ0, ǫ0, 0). Therefore, there exists δ1 > 0 and continuous functions
σ′(ǫ) and z(ǫ) defined in [ǫ0−δ1, ǫ0+δ1] such that σ
′(ǫ0) = σ0, z(ǫ0) = 0 and
G(σ′(ǫ), ǫ, z(ǫ) ≡ 0. The continuous vector U2(ǫ) =
(
z(ǫ)
1
)
is therefore
an eigenvector with eigenvalue 1 of B(σ′(ǫ), ǫ). Moreover, U1(ǫ) and U2(ǫ)
are independent for ǫ close to ǫ0. By the uniqueness of the spectral value
established above, we get σ′(ǫ) = σ(ǫ). This means that B(σ(ǫ), ǫ) ≡ I for ǫ
close to ǫ0. From this and (2.5) we get that
det(B(σ(ǫ), ǫ)) = exp
(
4πbǫ
|λǫ|2
σ(ǫ)
)
≡ 1
and therefore, σ(ǫ) = i
|λǫ|
2
2bǫ
k for every ǫ. Since B is analytic, we get that
B(σ(ǫ), ǫ) = I for every ǫ ∈ R. Now if we go back to the system (Eσ(ǫ),ǫ), we
can assume, by continuity and Corollary 2.0.1, that for the solution (φ,ψ),
the function φ is dominating for every ǫ, i.e. |φ(t, ǫ)| > |ψ(t, ǫ)|. The winding
number j0 = Ind(φ) is then constant and we get from the first equation of
(Eσ(ǫ),ǫ) that
1
2π
λǫ
∫ 2π
0
φ′(t, ǫ)
φ(t, ǫ)
dt = λǫj0 = (σ(ǫ)− λǫν) +
1
2πi
∫ 2π
0
c(t)
ψ(t, ǫ)
φ(t, ǫ)
dt
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By taking the limit, we obtain
lim
ǫ→0
σ(ǫ) = lim
ǫ→0
i
|λǫ|
2
2bǫ
k = lim
ǫ→0
(
λǫ(j0 + ν) +
1
2πi
∫ 2π
0
c(t)
ψ(t, ǫ)
φ(t, ǫ)
dt
)
Since the right hand side is bounded and λǫ = a + ibǫ with a > 0 and
b 6= 0, then necessarily k = 0 and this is a contradiction. This proves that
B(σ0, ǫ0) 6= I 
The following corollary is a direct consequence of Proposition 2.11 and
formula (2.5)
Corollary 2.0.5 If 1 is an eigenvalue of the monodromy matrix B(σ, ǫ)
with ǫ 6= 0, then it has multiplicity one
2.9 Main result about basic solutions
The following theorem summarizes the main properties of the basic solutions
of Lǫ.
Theorem 2.1 For every j ∈ Z there are exactly two R-independent basic
solutions w+j (r, t, ǫ) and w
−
j (r, t, ǫ) of Lǫ with Char(w
±
j ) = (σ
±
j , j) such that
the spectral values σ±j ∈ Spec(Lǫ) satisfy
• σ±j (ǫ) depends continuously on ǫ and
• if for some ǫ0 ∈ R, σ
+
j (ǫ0) ∈ C\R, then σ
−
j (ǫ0) = σ
+
j (ǫ0)
Proof. Consider the analytic variety Γ = {(σ, ǫ) ∈ C×R; F (σ, ǫ) = 0} where
F is the spectral function given in (2.6). Thus the real spectral values τ±k of
L0 (see Proposition 2.3) satisfy (τ
−
k , 0) and (τ
+
k , 0) ∈ Γ. Let Γ
±
j be connected
components of Γ containing (τ±j , 0) and Γj = Γ
−
j ∪ Γ
+
j .
For j 6= k we have Γk ∩ Γj = ∅. Indeed, if there is (σ0, ǫ0) ∈ Γk ∩ Γj
(with ǫ0 6= 0), then equation (Eσ0,ǫ0) would have periodic solutions,(
φj(t, σ0, ǫ0)
ψj(t, σ0, ǫ0)
)
and
(
φk(t, σ0, ǫ0)
ψk(t, σ0, ǫ0)
)
giving rise to basic solutions
wj = r
σ0φj + rσ0ψj and wk = r
σ0φk + rσ0ψk
with winding numbers j and k, respectively. But the monodromy matrix
B(σ0, ǫ0) has only one eigenvector with eigenvalue 1 (Corollary 2.0.5). This
means φk = cφj and ψk = cψj for some constant c. Hence, wk = r
σ0cφj +
rσ0cψj has also winding number j. This is a contradiction.
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To complete the proof, we need to show that for every j ∈ Z and for
every ǫ0 ∈ R
|Γj ∩ {(σ, ǫ0); σ ∈ C}| ≤ 2 ,
where |S| denotes the cardinality of the set S. By contradiction, suppose
that there exists j0 ∈ Z and ǫ0 ∈ R
∗ such that
|Γj0 ∩ {(σ, ǫ0); σ ∈ C}| ≥ 3 .
Let (σ1, ǫ0), (σ2, ǫ0), and (σ3, ǫ0) be three distinct points in Γj0 . Hence, Γj0
has three distinct components C1, C2, and C3 over a neighborhood of ǫ0.
They are defined by functions f1(ǫ), f2(ǫ) and f3(ǫ), that are analytic, except
possibly at ǫ0. By analytic continuation, Γj0 has three distinct branches C1,
C2, C3, parametrized by ǫ. That is Cl = {(fl(ǫ), ǫ); ǫ ∈ R} with fl ∈ C
0(R)
and analytic everywhere, except on a set of isolated points. In particular for
ǫ = 0, we get
{f1(0), f2(0), f3(0)} = {τ
−
j0
, τ+j0}
In the case τ−j0 < τ
+
j0
, we can assume that f1(0) = f2(0) and this contradicts
Proposition 2.8. In the case τ−j0 = τ
+
j0
, we would have f1(0) = f2(0) =
f3(0) = τ
+
j0
and this would contradict Proposition 2.10 
For the adjoint operator we have the following theorem.
Theorem 2.2 Let
wǫ(r, t) = r
σ(ǫ)φ(t, ǫ) + rσ(ǫ)ψ(t, ǫ)
be a basic solution of Lǫ with Char(wǫ) = (σ(ǫ), j). Then L
∗
ǫ has a basic
solution
w⋆ǫ (r, t) = r
−σ(ǫ)X(t, ǫ) + r−σ(ǫ)Z(t, ǫ)
with Char(w⋆ǫ ) = (−σ(ǫ),−j).
Proof. For σ(ǫ) ∈ Spec(B(., ǫ)), it follows from (2.17) and (2.16) that
σ(−ǫ) = σ(ǫ) and σ(ǫ) = σ(−ǫ) ∈ Spec(B(.,−ǫ)). Let U(ǫ) be a contin-
uous eigenvector with eigenvalue 1 of B(σ(−ǫ),−ǫ) such that
U(0) =
(
φ(0, 0)
ψ(0, 0)
)
.
Then V(t, σ(−ǫ),−ǫ)U(ǫ) is a periodic solution of (Eσ(−ǫ),−ǫ). The function(
X(t, ǫ)
Z(t, ǫ)
)
= DV(t, σ(−ǫ),−ǫ)U(ǫ) = V˜(t,−σ(ǫ), ǫ)DU(ǫ)
is a periodic solution of the adjoint system (E˜−σ(ǫ),ǫ). Furthermore, |X| >
|Z| and Ind(X) = −j so that the character of the associated basic solution
is (−σ(ǫ),−j) 
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3 Example
We give here an example in which the basic solutions can be explicitly
determined. This is the case when c(t) = ic0e
ikt with c0 ∈ C
∗. For simplicity,
we assume that ν = 0. The system of equations (Eσ,ǫ) is
λǫφ˙(t) = iσφ(t) + ic0e
iktψ(t)
λǫψ˙(t) = −iσψ(t)− ic0e
−iktφ(t)
In this case we can use Fourier series to determine the spectral values and
the periodic solutions. For a given j ∈ Z, the system has a solution of the
form φ(t) = eijt, ψ(t) = Dei(j−k)t with σ and D satisfying
λǫj = σ + c0D
λǫ(j − k)D = −σD − c0
The elimination of D, gives the following quadratic equation for the spectral
value σ
σ2 − [(λǫ − λǫ)j + kλǫ]σ − [j(j − k)|λǫ|
2 + |c0|
2] = 0
After replacing λǫ by a+ ibǫ we get σ and D:
σj = ibǫj +
(a− ibǫ)k
2
+
√(
aj −
(a− ibǫ)k
2
)2
+ |c0|2
Dj =
(a+ ibǫ)j − σj
c0
The corresponding basic solution of Lǫ is
wj(r, t, ǫ) = r
σjeijt + rσjDjei(j−k)t .
The character of wj is (σj, j) if |Dj | < 1 and it is (σj , k − j) if |Dj | > 1.
Note that in order for Dj to have norm 1, for some j0, say Dj0 = e
iα,
the exponent σj0 needs to satisfy
σj0 = λǫj0 − c0e
iα, and σj0 = −λǫ(j0 − k)− c0e
−iα .
Consequently, λǫ(2j0−k) = σj0−σj0. Since Re(λǫ) = a > 0, then necessarily
k = 2j0 is an even integer.
Thus for k odd, |Dj | 6= 1 for every j ∈ Z and for an even k, k = 2j0, we
have |Dj | 6= 1 for every j 6= j0. At the level j0, we get
σj0 = aj0 +
√
−b2ǫ2j20 + |c0|
2 and Dj0 =
ibǫj0 −
√
−b2ǫ2j20 + |c0|
2
c0
and the character of the corresponding basic solution is (σj0 , j0).
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4 Asymptotic behavior of the basic solutions of L
In this section, we determine the asymptotic behavior of the basic solutions.
This behavior will be needed in the next section to estimate the kernels.
From now on, there is no need anymore for the parameter ǫ. So we will
denote L1 by L and the associated system of differential equations (Eσ,1) by
(Eσ). We will assume here that λ = a+ ib with a > 0 and b 6= 0, since the
asymptotic behavior in case b = 0 is known from [9]. Hence,
Lu = Lu+ iλνu− c(t)u ,
where L is the vector field given in (1.1). Let
γ =
1
4aπ
∫ 2π
0
|c(t)|2dt and k(t) =
1
λ
[
γt−
1
2a
∫ t
0
|c(s)|2ds
]
(4.1)
Note that k(t) is 2π-periodic. We have the following theorem
Theorem 4.1 For j ∈ Z, the operator L has basic solution
wj(r, t) = r
σjφj(t) + rσjψj(t)
with character (σj , j) such that, as |j| → ∞, we have
σj = λ(j + ν) +
γ
j
+O(j−2) (4.2)
φj(t) = e
ijt
(
1 + i
k(t)
j
)
+O(j−2) (4.3)
ψj(t) = −e
ijt c(t)
2aj
+O(j−2) (4.4)
where γ and k(t) are given in (4.1). Furthermore, any basic solution (with
|j| large) has the form
w(r, t) = rσjaφj(t) + rσjaψj(t),
with a ∈ C
Remark 4.1 It follows from Theorems 2.2 and 4.1 that for |j| ∈ Z large,
the basic solutions of L∗ have the form,
w∗(r, t) = r−σjX−j(t) + r−σjZ−j(t)
with Char(w∗) = (−σj ,−j) where
X−j(t) = e
−ijt
(
1− i
k(t)
j
)
+O(j−2)
Z−j(t) = −e
−ijt c(t)
2aj
+O(j−2)
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The remainder of this section deals with the proof of Theorem 4.1. The
proof will be divided into 3 steps. To simplify the expressions, we will use
the following variables
µ =
σ − λν
λ
, eix = λ/λ, δ = (e−ix + 1)ν, and c1(t) =
c(t)
λ
(4.5)
The system of equations (Eσ) becomes then
φ˙ = iµφ+ c1(t)ψ
ψ˙ = −ieix(µ+ δ)ψ + c1(t)φ
(4.6)
Now, we proceed with the proof of the theorem.
4.1 Estimate of σ
For a periodic solution (φ,ψ) of (4.6) with |ψ| < |φ|, we can assume that
max |φ| = 1 and Ind(φ) = j. Let
T (t) =
ψ(t)
φ(t)
(4.7)
It follows from the first equation of (4.6) that
µ+
1
2πi
∫ 2π
0
c1(t)T (t)dt =
1
2πi
∫ 2π
0
φ˙(t)
φ(t)
dt = j
Hence,
µ = j −Mj with Mj =
1
2πi
∫ 2π
0
c1(t)T (t)dt . (4.8)
Note that |Mj| ≤
1
2π
∫ 2π
0
|c1(t)|dt. To obtain a better estimate of Mj we
use the second equation of (4.6) to get (after multiplying by c1, dividing by
φ and integrating over [0, 2π])
− ieix(µ+ δ)Mj =
−1
2πi
∫ 2π
0
|c1(t)|
2dt+
1
2πi
∫ 2π
0
c1(t)
ψ′(t)
φ(t)
dt (4.9)
We use integration by parts in the last integral together with (4.6) to obtain∫ 2π
0
c1(t)
ψ′(t)
φ(t)
dt = −
∫ 2π
0
c′1(t)T (t)dt+
∫ 2π
0
c1(t)
(iµφ(t) + c1(t)ψ(t))ψ(t)
φ(t)2
dt
=
∫ 2π
0
(−c′1(t)T (t) + iµc1(t)T (t) + c1(t)
2T (t)2)dt
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From this and (4.9), we deduce that
−i
[
(1 + eix)µ+ δeix
]
Mj =
−1
2πi
∫ 2π
0
(|c1(t)|
2 + c′1(t)T (t)− c
2
1(t)T
2(t))dt.
Consequently,
|(1 + eix)µ+ δeix| |Mj | ≤ A1 , (4.10)
where A1 =
1
2π
∫ 2π
0
(2|c1(t)|
2 + |c′1(t)|)dt. Note that since 1 + e
ix = 2a/λ
satisfies Re(1 + eix) > 0 and |δ| < 2, then it follows from (4.8) and the
boundedness of Mj that there exists J0 ∈ Z
+ such that
|(1 + eix)µ+ δeix| ≥
|j|
2
, ∀j ∈ Z, |j| ≥ J0. (4.11)
Lemma 4.1 Let Nj = jMj , then
lim
|j|→∞
Nj =
−1
2π(1 + eix)
∫ 2π
0
|c1(t)|
2dt = −
γ
λ
(4.12)
where γ is given in (4.1)
Proof. It follows from (4.10) and (4.11) that |Nj| ≤ 2A1. Let
φ(t) = eijtφ1(t) and ψ(t) = e
ijtψ1(t) (4.13)
Hence, Ind(φ1) = 0 and T = ψ1/φ1. From (4.6), we get the system for
φ1, ψ1
φ˙1 = −i
Nj
j
φ1 + c1(t)ψ1
ψ˙1 = −iEjψ1 + c1(t)φ1
(4.14)
where
Ej = (1 + e
ix)j − eix
Nj
j
+ eixδ . (4.15)
Note that since |Nj| ≤ 2A1 and e
ix 6= −1, then for |j| large (|j| ≥ J0), we
have
|Ej | ≥ |1 + e
ix|
|j|
2
. (4.16)
Now, it follows from the first equation of (4.14) and from Ind(φ1) = 0 that
Nj
j
=
1
2πi
∫ 2π
0
c1(t)T (t)dt . (4.17)
We use the second equation of (4.14) to estimate the integral appearing in
(4.17)∫ 2π
0
c1Tdt =
−1
iEj
∫ 2π
0
c1
ψ′1 − c1φ1
φ1
dt =
1
iEj
∫ 2π
0
(
|c1|
2dt− c1
ψ′1
φ1
)
dt (4.18)
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We use integration by parts and system (4.14) to evaluate the last integral
appearing in (4.18).∫ 2π
0
c1
ψ′1
φ1
dt = −
∫ 2π
0
[
c′1T + c1ψ1
(−iNj/j)φ1 + c1ψ1
φ21
]
dt
=
∫ 2π
0
(−c′1T + c
2
1T
2)dt−
iNj
j
∫ 2π
0
c1Tdt
(4.19)
Thus,∫ 2π
0
c1Tdt =
1
iEj
∫ 2π
0
(|c1|
2 + c′1T − c
2
1T
2)dt+
Nj
jEj
∫ 2π
0
c1Tdt (4.20)
Therefore, from (4.20) and (4.16), we have∫ 2π
0
c1Tdt =
1
iEj
[∫ 2π
0
|c1|
2dt+ I1 − I2
]
+O(
1
j2
) (4.21)
where I1 and I2 are given by
I1 =
∫ 2π
0
c′1(t)T (t)dt and I2 =
∫ 2π
0
c21(t)T
2(t)dt.
Now we show that I1 = O(1/j) and I2 = O(1/j). For I1, we have, after
using system (4.14), that
I1 =
−1
iEj
∫ 2π
0
c′1
ψ′1 − c1φ1
φ1
dt
=
−1
iEj
[∫ 2π
0
|c1|
2dt+
∫ 2π
0
c′′1Tdt−
∫ 2π
0
c′1ψ1
φ′1
φ21
dt
]
=
−1
iEj
[∫ 2π
0
(|c1|
2 + c′′1T )dt−
∫ 2π
0
c′1ψ1
(−iNj/j)φ1 + c1ψ1
φ21
dt
]
So
iEjI1 =
∫ 2π
0
(|c1|
2 + c′′1T − c
′
1c1T
2)dt+
iNj
j
∫ 2π
0
c′1Tdt (4.22)
Since |T | < 1 and |Nj | < 2A1, we get I1 = O(1/j). For I2, we use system
(4.14) and integration by parts, to obtain
−iEjI2 =
∫ 2π
0
c21
ψ1
φ21
(ψ′1 − c1φ1)dt = −
∫ 2π
0
c21c1Tdt+
1
2
∫ 2π
0
c21
(ψ21)
′
φ21
dt
= −
∫ 2π
0
c21c1Tdt−
∫ 2π
0
c1c
′
1T
2dt+
∫ 2π
0
c21ψ
2
1
φ′1
φ31
dt
= −
∫ 2π
0
(c21c1T + c1c
′
1T
2)dt+
∫ 2π
0
c21ψ
2
1
(−iNj/j)φ1 + c1ψ1
φ31
dt
= −
∫ 2π
0
(c21c1T + c1c
′
1T
2 − c31T
3)dt−
iNj
j
∫ 2π
0
c21T
2dt
(4.23)
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and again |EjI2| is bounded and therefore I2 = O(1/j). With these esti-
mates for I1 and I2, expressions (4.17), (4.20), and (4.21) give
Nj = −
j
2πEj
[∫ 2π
0
|c1|
2dt+O(|j|−1)
]
.
Since lim
|j|→∞
j
Ej
=
1
1 + eix
, the lemma follows 
Using this lemma we get
Mj =
Nj
j
=
−λ
2πj(λ+ λ)
∫ 2π
0
|c(t)|2
|λ|2
dt+O(j−2) = −
γ
λj
+O(j−2).
Consequently, µ = j−Mj = j+
γ
jλ
+O(j−2) and σ = λ(µ+ν) gives estimate
(4.2) of the theorem.
4.2 First estimate of φ and ψ
We begin with the estimates of the components φ and ψ of the basic so-
lutions. Let φ1, and ψ1 be the functions defined in (4.13). Note that
max |φ1| ≤ 1 and |ψ1| < |φ1|. We have the following lemma that gives
an estimate of ψ1.
Lemma 4.2 There exist J0 ∈ Z
+ and K > 0 such that the function ψ2 =
jψ1 satisfies
|ψ2(t)| = |jψ1(t)| ≤ K, ∀t ∈ R, ∀j ∈ Z, |j| ≥ J0 . (4.24)
Proof. The system (4.14) implies that T = ψ/φ = ψ1/φ1 satisfies the
equation
T ′(t) = −LjT (t)− c1(t)T
2(t) + c1(t) (4.25)
where
Lj = i
(
Ej −
Nj
j
)
= i
[
(1 + eix)j + eixδ +O(1/j)
]
. (4.26)
Note that the real part, p, of Lj is given by
p = Re(Lj) = −j sinx+Re(δe
ix) +O(1/j) .
and, since sinx 6= 0 (because b 6= 0), there exists J0 ∈ Z
+ such that
|p| ≥
| sin x|
2
|j| ∀j ∈ Z, |j| ≥ J0 (4.27)
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Let ρ(t) = |T (t)|, A(t) = arg T (t), ϑ(t) = arg c1(t) and M = max
0≤t≤2π
|c1(t)|.
Let us rewrite equation (4.25) as
ρ′ + iA′ρ = −Ljρ− |c1|ρ
2ei(A+ϑ) + |c1|e
−i(A+ϑ). (4.28)
By taking the real part, we obtain
ρ′ = −pρ− |c1|ρ
2 cos(A+ ϑ) + |c1| cos(A+ ϑ). (4.29)
Since 0 ≤ ρ < 1, we get −2M ≤ ρ′ + pρ ≤ 2M . Equivalently,
− 2Mept ≤ (ρ(t)ept)′ ≤ 2Mept. (4.30)
In the case where p > 0 (and so p > |j sinx|/2), we obtain, after integrating
(4.30) from 0 to t, with t > 0, that
ρ(t) ≤
(
ρ(0)−
2M
p
)
e−pt +
2M
p
. (4.31)
Let t0 > 0 be such that e
−pt0 ≤ 2M/p. Then, it follows from (4.31), that
0 ≤ ρ(t) ≤
2M
p
[
1 + ρ(0) −
2M
p
]
≤
K
j
, ∀t ≥ t0 (4.32)
where K is a constant independent on j. Since the function ρ is periodic,
then inequality (4.32) holds for every t ∈ R. When p < 0, an analogous
argument (integrating (4.30) from t to 0 with t < 0) yields the estimate
(4.32). Hence, |T | < K/j and this completes the proof of the lemma 
Throughout the remainder of this section, we will use Fourier series. For
a function F ∈ L2(S1,C), we denote by F (l) its l-th Fourier coefficient:
F (l) =
1
2πi
∫ 2π
0
F (t)e−iltdt
An estimate of φ1 is given in the following lemma.
Lemma 4.3 There exist J0 ∈ Z
+ and positive constants K1, K2 such that
for j ∈ Z, |j| > J0, the function φ1 has the form
φ1(t) = φ
(0)
1 +
φ2(t)
j
(4.33)
with |φ2(t)| ≤ K1 for every t ∈ R, φ
(0)
2 = 0, and
1
2
≤ |φ
(0)
1 | ≤ K2.
Proof. We estimate the Fourier coefficients of φ1 in terms of those of the
differentiable function c1ψ2, where ψ2 is the function in Lemma 4.2. For
this, we replace ψ1 by ψ2/j in (4.14) and rewrite the first equation as
φ′1(t) = −i
Nj
j
φ1(t) + c1(t)
ψ2(t)
j
. (4.34)
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In terms of the Fourier coefficients, we get then
i
(
l +
Nj
j
)
φ
(l)
1 =
1
j
(c1ψ2)
(l) l ∈ Z (4.35)
Since Nj ∼ −
γ
λ
(by Lemma 4.1), then there exists J0 ∈ Z
+ such that∣∣∣∣Re(l + Njj
)∣∣∣∣ ≥ |l|2 ∀l ∈ Z∗
It follows from (4.35) that
|φ
(l)
1 | ≤
2
|j|
(
|(c1ψ2)
(l)|
|l|
)
∀l ∈ Z∗ (4.36)
The function φ2(t) = j(φ1(t) − φ
(0)
1 ) satisfies the conditions of the lemma.
For l = 0, we get
φ
(0)
1 =
−i
Nj
(c1ψ2)
(0)
and since ψ2 is bounded, then |φ
(0)
1 | ≤ K2. Finally, |φ
(0)
1 | ≥ 1/2 for |j| large
since |φ2| ≤ K1 and max |φ1| = 1 
4.3 End of the proof of Theorem 4.1
Now we estimate the functions ψ2 and φ2 that are defined in the previous
lemmas
Lemma 4.4 There exist J0 ∈ Z
+ and K > 0 such that for j ∈ Z, |j| ≥ J0,
the function ψ2, given in Lemma 4.2, has the form
ψ2(t) = φ
(0)
1
c1(t)
i(1 + eix)
+
ψ4(t)
j
(4.37)
with ψ4 satisfying |ψ4(t)| ≤ K for every t ∈ R
Proof. With φ2 and ψ2 as in Lemmas 4.2 and 4.3, we rewrite the system
(4.14) and obtain
φ′2(t) = −iNj
(
φ
(0)
1 +
φ2(t)
j
)
+ c1(t)ψ2(t)
ψ′2(t) = −iEjψ2(t) + c1(t)(jφ
(0)
1 + φ2(t))
(4.38)
From (4.38), we see that the Fourier coefficients satisfy
ψ
(l)
2 = φ
(0)
1
j
i(l + Ej)
c1
(l) +
(c1φ2)
(l)
i(l +Ej)
, l ∈ Z (4.39)
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Let
ψ3(t) = ψ2(t)− φ
(0)
1
c1(t)
i(1 + eix)
. (4.40)
It follows at once from (4.39) that the Fourier coefficients of ψ3 satisfy
ψ
(l)
3 = φ
(0)
1
(1 + eix)j − (l + Ej)
i(l + Ej)(1 + eix)
c1
(l) +
(c1φ2)
(l)
i(l + Ej)
, l ∈ Z (4.41)
Since for |j| large, we have
|(1 + eix)j −Ej | = |
Nj
j
− δ| < 3 and |l + Ej| ≥ |Im(Ej)| ≥
j
C1
for some positive constant C1, then from (4.41) we get
|ψ
(l)
3 | ≤
K
j
(
|φ
(0)
1 lc1
(l)|+ |(c1φ2)
(l)|
)
(4.42)
The term ilc1
(l) is the l-th Fourier coefficient of c1
′ ∈ Ck−1, and therefore it
follows from (4.42) that jψ3 is uniformly bounded (in j). Thus the function
ψ4 =
ψ3
j
∈ Ck−1 is bounded 
Lemma 4.5 There exist J0 ∈ Z
+ and K > 0 such that for j ∈ Z, |j| ≥ J0,
the function φ2, given in Lemma 4.3, has the form
φ2(t) = iφ
(0)
1 k(t) +
φ4(t)
j
(4.43)
where k(t) is the function given in (4.1), and φ4 ∈ C
k satisfies |φ4(t)| ≤ K
for every t ∈ R
Proof. We use Lemma 4.1 to write
Nj = −
γ
λ
+
Cj
j
with Cj ∈ C bounded. By using Lemmas 4.3 and 4.4 in (4.34), we obtain
an equation for φ2:
φ′2(t) = (i
γ
λ
−
iCj
j
)(φ
(0)
1 +
φ2(t)
j
) +
φ
(0)
1 |c1(t)|
2
i(1 + eix)
+
c1(t)ψ4(t)
j
(4.44)
Equivalently,
φ′2(t) = iφ
(0)
1
[
γ
λ
−
|c1(t)|
2
1 + eix
+
Cj
jφ
(0)
1
]
+
1
j
[
i(
γ
λ
−
Cj
j
)φ2(t) + c1(t)ψ4(t)
]
(4.45)
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Let φ3(t) = φ2(t) − iφ
(0)
1 k(t), where k(t) is the function defined in (4.1).
Note that since k′(t) =
γ
λ
−
|c1(t)|
2
1 + eix
, then it follows from (4.45) that
φ′3(t) =
1
j
[
−iCj + c1(t)ψ4(t) + i
(
γ
λ
−
Cj
j
)
(φ3(t) + iφ
(0)
1 k(t))
]
(4.46)
The Fourier coefficients of φ3 satisfy
i
[
l −
γ
λj
+
Cj
j2
]
φ
(l)
3 =
1
j
[
−iCj + (c1ψ4)
(l) −
(
γ
λ
−
Cj
j
)
φ
(0)
1 k
(l)
]
(4.47)
This shows that jφ3 is bounded 
From these lemmas, we get for the functions φ and ψ
φ(t) = eijt
(
φ01 + iφ
0
1
k(t)
j
+
φ4(t)
j2
)
ψ(t) = eijt
(
φ01
c1(t)
ij(1 + eix)
+
ψ4(t)
j2
)
Since
1
2
≤ φ
(0)
1 ≤ K2, then we can divide the above functions by φ
(0)
1 and
obtain (4.3) and (4.4) of the Theorem 
5 The kernels
We use the basic solutions to construct kernels for the operator L. For
j, k ∈ Z, let
w±j (r, t) = r
σ±j φ±j (t) + r
σ±j ψ±j (t)
w∗±k (r, t) = r
µ±
k X±k (t) + r
µ±k Z±k (t)
(5.1)
be the basic solutions of L and L∗, respectively, with Char(w±j ) = (σ
±
j , j),
Char(w∗±k ) = (µ
±
k , k) and such that φ
+
j (0) = 1, φ
−
j (0) = i, X
+
k (0) = i, and
X−k (0) = 1. Note that, by Theorem 2.2, we have µ
±
k = −σ
±
−j.
In the remainder of this paper we will use the following notation, A±B± =
A+B+ + A−B−. Functions f(r, t) and g(ρ, θ) will be denoted by f(z) and
g(ζ), where z = rλeit and ζ = ρλeiθ. Define functions Ω1(z, ζ) and Ω2(z, ζ)
as follows:
Ω1(z, ζ) =

1
2
∑
Re(σ±j )≥0
w±j (z)w
∗±
−j (ζ) if r < ρ
−
1
2
∑
Re(σ±j )<0
w±j (z)w
∗±
−j (ζ) if r > ρ
(5.2)
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and
Ω2(z, ζ) =

1
2
∑
Re(σ±j )≥0
w±j (z)w
∗±
−j (ζ) if r < ρ
−
1
2
∑
Re(σ±j )<0
w±j (z)w
∗±
−j (ζ) if r > ρ
(5.3)
Let K(t, θ) and L(z, ζ) be defined by
K(t, θ) = k(t)− k(θ) and L(z, ζ) =

log
ζ
ζ − z
if r < ρ
log
z
z − ζ
if r > ρ
(5.4)
where k(t) is the function defined in (4.1) and where log denotes the principal
branch of the logarithm in C\R−. In the next theorem, we will use the
notation
∆1 = {(r, t, ρ, θ); 0 < r ≤ ρ}, ∆2 = {(r, t, ρ, θ); 0 < ρ ≤ r}
and Int(∆1), Int(∆2) will denote their interiors.
Theorem 5.1 The functions C1(z, ζ) and C2(z, ζ) defined in Int(∆1) ∪
Int(∆2) by
C1(z, ζ) = Ω1(z, ζ)− i
(
r
ρ
)λν [ ζ
ζ − z
+ iK(t, θ)L(z, ζ)
]
C2(z, ζ) = Ω2(z, ζ)−
c(t)
2a
(
r
ρ
)λν
L(z, ζ)−
c(θ)
2a
(
r
ρ
)λν
L(z, ζ)
(5.5)
are in C1(∆1)∪C
1(∆2), meaning that the restrictions of C1,2 to Int(∆1) (or
to Int(∆2)) extend as C
1 functions to ∆1 (or ∆2). Furthermore, for any
R > 0, the functions C1,2 are bounded for r ≤ R and ρ ≤ R
To prove this theorem, we need two lemmas.
5.1 Two lemmas
Lemma 5.1 For |j| large, we have
w±j (z)w
∗±
−j (ζ) = 2i
(
r
ρ
)σj
eij(t−θ)
(
1 + i
K(t, θ)
j
+O(j−2)
)
w±j (z)w
∗±
−j (ζ) =
(
r
ρ
)σj c(t)
aj
eij(t−θ) +
(
r
ρ
)σj c(θ)
aj
e−ij(t−θ) +O(j−2)
(5.6)
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Proof. It follows from Theorem 4.1 that for large |j|, the corresponding
spectral values are in C\R (for b 6= 0). We have, σ−j = σ
+
j = σj and σj is
given by (4.2). Furthermore, it follows from section 2 that
w+j (r, t) = r
σjφj(t) + rσjψj(t) and w
−
j (r, t) = i(r
σjφj(t)− rσjψj(t))
with φj(0) = 1. For the basic solutions of the adjoint operator, we have
(from Theorem 2.2) that
w∗+−j (ρ, θ) = i(ρ
−σjX−j(θ)− ρ−σjZ−j(θ)) and
w∗−−j (ρ, θ) = ρ
−σjX−j(θ) + ρ−σjZ−j(θ)
with X−j(0) = 1. Hence
w±j (z)w
∗±
−j (ζ) = 2i
((
r
ρ
)σj
φj(t)X−j(θ)−
(
r
ρ
)σj
ψj(t)Z−j(θ)
)
w±j (z)w
∗±
−j (ζ) = 2i
((
r
ρ
)σj
ψj(t)X−j(θ)−
(
r
ρ
)σj
φj(t)Z−j(θ)
) (5.7)
Now, the asymptotic expansions (4.3) and (4.4) give the following products
φj(t)X−j(θ) = e
ij(t−θ)
(
1 + i
K(t, θ)
j
+O(j−2)
)
ψj(t)X−j(θ) = −i
c(t)
2aj
eij(t−θ) +O(j−2)
φj(t)Z−j(θ) = −i
c(θ)
2aj
eij(t−θ) +O(j−2)
ψj(t)Z−j(θ) = O(j
−2)
(5.8)
Estimates (5.6) of the lemma follow from (5.7) and (5.8) 
Lemma 5.2 For j ∈ Z+ large and σj as in (4.2), consider the function
fj(t) = t
σj − tλ(j+ν), 0 < t < 1 .
Then there are J0 > 0 and C > 0 such that
|fj(t)| ≤
C
j2
, ∀t ∈ (0, 1), j ≥ J0
Proof. By using the asymptotic expansion for σj given in (4.2) and λ = a+ib
(a > 0), we write
σj =
[
a(j + ν) +
α
j
]
+ i
[
b(j + ν) +
2β
j2
]
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where α > 0 and β ∈ R, depend on j, but are bounded. Hence,
fj(t) = t
a(j+ν)+(α/j)ti[b(j+ν)+2(β/j
2)] − ta(j+ν)tib(j+ν)
We decompose fj as fj = gj + hj with
gj(t) = t
a(j+ν)ti(b(j+ν)+2(β/j
2))
(
tα/j − 1
)
hj(t) = t
a(j+ν)tib(j+ν)
(
t2iβ/j
2
− 1
)
It is enough to verify that both |g| and |h| are O(1/j2). Since a > 0 and
j large, then we can assume that g and h are defined at 0 and that g(0) =
h(0) = g(1) = h(1) = 0.
For the function g, we have |g(t)| = ta(j+ν)−ta(j+ν)+(α/j). The maximum
of |g| occurs at the point
t∗ =
(
a(j + ν)
a(j + ν) + (α/j)
)j/α
and
|g(t∗)| = t
a(j+ν)
∗
(
1−
a(j + ν)
a(j + ν) + (α/j)
)
≤
α
j(a(j + ν) + (α/j))
≤
A1
j2
for some positive constant A1.
For the function h, note that if β = 0, then h = 0. So assume that β 6= 0.
We have
|h(t)|2 = t2a(j+ν)
∣∣∣tiβ/j2 − t−iβ/j2∣∣∣2 = 4t2a(j+ν) sin2(β ln t
j2
)
For 0 < t ≤ 1/2, we get
|h(t)| ≤ 2ta(j+ν) ≤
2
2a(j+ν)
≤
A2
j2
for some A2 > 0. For 1 ≥ t ≥ (1/2), we have
d
dt
(|h(t)|2) = 8ta(j+ν)−1 sin(
β ln t
j2
)
[
a(j + ν) sin(
β ln t
j2
) +
β
j2
cos(
β ln t
j2
)
]
.
For j sufficiently large, the critical points of |h|2 in the interval (1/2 , 1) are
the solutions of the equation
tan
(
β ln t
j2
)
= −
β
aj2(j + ν)
.
Hence,
β ln t
j2
= − arctan(
β
aj2(j + ν)
) + kπ, k ∈ Z.
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However, since 1 ≥ t ≥ 1/2 and j is large, the only possible value of the
integer k is k = 0. Hence, |h| has a single critical point in (1/2, 1):
t∗ = exp
(
−
j2
β
arctan(
β
aj2(j + ν)
)
)
.
The function |h| has a maximum at t∗ and
|h(t∗)|
2 = 4t
2a(j+ν)
∗ sin
2(arctan(
β
aj2(j + ν)
)) ≤ 4 arctan2(
β
aj2(j + ν)
) ≤
A3
j6
for some A3 > 0 
5.2 Proof of Theorem 5.1
We use the series expansions
ζ
ζ − z
=

∑
j≥0
(r/ρ)λjeij(t−θ) if r < ρ
−
∑
j≥1
(r/ρ)−λje−ij(t−θ) if r < ρ
L(z, ζ) =

∑
j≥1
(r/ρ)λj
eij(t−θ)
j
if r < ρ
∑
j≥1
(r/ρ)−λj
e−ij(t−θ)
j
if r < ρ
together with (5.2) and (5.6) to decompose C1(z, ζ) as follows. For a large
integer J0 and r < ρ,
C1 = P1 + i
∑
j≥J0
[(
r
ρ
)σj
−
(
r
ρ
)λ(j+ν)]
eij(t−θ)
(
1 + i
K
j
+O(j−2)
)
(5.9)
where P1(z, ζ) consists of the finite collection of terms in the series with
index j < J0. Thus P ∈ C
1(∆1). The second term (
∑
j≥J0
· · · ) on the right
of (5.9) is also in C1(∆1) since∣∣∣∣∣
(
r
ρ
)σj
−
(
r
ρ
)λ(j+ν)∣∣∣∣∣ = O(j−2)
by Lemma 5.2. When r > ρ, the decomposition of C1 takes the form
C1 = P˜1 + i
∑
j≥J0
[(
r
ρ
)−λ(j−ν)
−
(
r
ρ
)σ−j]
e−ij(t−θ)
(
1− i
K
j
+O(1/j2)
)
(5.10)
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As before, the finite sum P˜1(z, ζ) ∈ C
1(∆2). Since σ−j = λ(−j+ν)−(γ/j)+
O(j−2) and r > ρ, we have∣∣∣∣∣
(
r
ρ
)−λ(j−ν)
−
(
r
ρ
)σ−j ∣∣∣∣∣ =
∣∣∣∣(ρr)λ(j−ν) − (ρr)−σ−j
∣∣∣∣ = O(j−2).
Again, the infinite sum on the right of (5.10) is in C1(∆2). This proves the
theorem for the function C1. Similar arguments can be used for the function
C2 
5.3 Modified kernels
The following modifications to the kernels Ω1 and Ω2 will be used to establish
a similarity principle in section 8. For j0 ∈ Z, we define Ω
±
j0,1
(z, ζ) and
Ω±j0,2(z, ζ) by
Ω±j0,1(z, ζ) =

1
2
∑
Re(σ±j )≥Re(σ
±
j0
)
w±j (z)w
∗±
−j (ζ) if r < ρ
−
1
2
∑
Re(σ±j )<Re(σ
±
j0
)
w±j (z)w
∗±
−j (ζ) if r > ρ
(5.11)
and
Ω±j0,2(z, ζ) =

1
2
∑
Re(σ±j )≥Re(σ
±
j0
)
w±j (z)w
∗±
−j (ζ) if r < ρ
−
1
2
∑
Re(σ±j )<Re(σ
±
j0
)
w±j (z)w
∗±
−j (ζ) if r > ρ
(5.12)
Theorem 5.2 The functions C1(z, ζ) and C2(z, ζ) given by
Ω±j0,1(z, ζ) = i
(
r
ρ
)σ±j0
eij0(t−θ)
[
ζ
ζ − z
+ iK(t, θ)L(z, ζ) +C1(z, ζ)
]
(5.13)
and
Ω±j0,2(z, ζ) =
c(t)
2a
(
r
ρ
)σ±j0
L(z, ζ) +
c(θ)
2a
(
r
ρ
)σ±j0
L(z, ζ)
+
(
r
ρ
)σ±j0
C2(z, ζ)
(5.14)
have the following properties:
1. C1,2 ∈ C
1(Int(∆1) ∪ Int(∆2)),
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2. for a given z = rλeit with 0 < r < R, the functions C1,2(z, ·) are in
Lp({(ρ, θ); ρ < R}), for every p > 0, and
3. the functions |z − ζ|ǫC1,2 are bounded in the region r < R and ρ < R,
for any ǫ > 0.
Proof. The proof follows similar arguments as those used in the proof of
Theorem 5.1. We describe briefly how the properties of C1 can be established
in the region r < ρ. We write
Ω±j0,1 − i
(
r
ρ
)σ±j0
eij0(t−θ)
[
ζ
ζ − z
+ iK(t, θ)L(z, ζ)
]
= P1(z, ζ) +
∑
j≥J0
where P1 is the finite sum consisting of terms in the series of Ω
±
j0,1
with
indices j ≤ J0 and Re(σ
±
j ) ≥ Re(σ
±
j0
), and the terms with indices j ≤ J0 in
the series expansions of ζ/(ζ − z) and L(z, ζ). The infinite sum
∑
j≥J0
can be
written as ∑
j≥J0
= i
(
r
ρ
)σ±j0 ∑
j≥J0
Aj(z, ζ)
where
Aj(z, ζ) =
[(
r
ρ
)σj−σ±j0
−
(
r
ρ
)λ(j−j0)]
eij(t−θ)
(
1 + i
K(t, θ)
j
+O(j−2)
)
Since σj satisfies the asymptotic expansion (4.2) and since r < ρ, arguments
similar to those used in the proof of Lemma 5.2 show that∣∣∣∣∣
(
r
ρ
)σj−σ±j0
−
(
r
ρ
)λ(j−j0)∣∣∣∣∣ = O
(
1
j
)
.
Thus
∑
j≥J0
has the desired properties of the theorem in ∆1. Analogous ar-
guments can be used in the region r > ρ and also for the function C2 
6 The homogeneous equation Lu = 0
In this section, we use the kernels defined in section 5 to obtain series and
integral representations of the solutions of the equation Lu = 0. Versions of
the Laurent series expansion, in terms of the basic solutions, and the Cauchy
integral formula are derived. Some consequences of these representations are
given.
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6.1 Representation of solutions in a cylinder
For R, δ ∈ R+ with δ < R, consider the cylinder A(δ,R) = (δ, R) × S1.
Again, let z = rλeit, ζ = ρλeiθ and Ω1, Ω2 denote the functions defined in
section 5. We have the following theorem.
Theorem 6.1 Let u ∈ C0(A(δ,R)) be a solution of Lu = 0. Then
u(z) =
−1
2π
∫
∂A(δ,R)
Ω1(z, ζ)
ζ
u(ζ)dζ +
Ω2(z, ζ)
ζ
u(ζ) dζ (6.1)
Proof. Let
L = λ
∂
∂t
− ir
∂
∂r
and L∗ = λ
∂
∂θ
− iρ
∂
∂ρ
,
so that Lu = Lu+ iλνu− c(t)u and −L∗v = L∗v − iλνv + c(θ)v. It follows
from the definitions of the kernels Ω1,2 given in (5.2) and (5.3) and from
the fact that Lw±j = 0 and L
∗w∗±k = 0 that the kernels satisfy the following
relations
L∗Ω1(z, ζ) = iλνΩ1(z, ζ)− c(θ)Ω2(z, ζ)
L∗Ω2(z, ζ) = iλνΩ2(z, ζ)− c(θ)Ω1(z, ζ)
(6.2)
Consider the functions P1 = Ω1 + Ω2 and P2 = −iΩ1 + iΩ2. Then (6.2)
implies that
L∗P1 = L
∗P2 = 0 . (6.3)
Let (r0, t0) ∈ A(δ,R) and z0 = r
λ
0e
it0 . For ǫ > 0, let
Dǫ = {(ρ, θ) ∈ R
+ × S1, |ζ − z0| < ǫ} .
Hence, for ǫ small, Dǫ is diffeomorphic to the disc and is contained in
A(δ,R). We apply Green’s identity (1.8) in the region A(δ,R)\Dǫ to each
pair u(ζ), Pk(z0, ζ), with k = 1, 2. Since, Lu = 0 and L
∗Pk = 0, then
Re
[∫
∂A
Pk(z0, ζ)u(ζ)
dζ
ζ
+ Pk(z0, ζ)u(ζ)
dζ
ζ
]
=
Re
[∫
∂Dǫ
Pk(z0, ζ)u(ζ)
dζ
ζ
+ Pk(z0, ζ) u(ζ)
dζ
ζ
]
Then, after multiplying by i the above identity with k = 2 and adding it to
the identity with k = 1, we obtain∫
∂A
(P1 + iP2)u
dζ
ζ
+ (P1 + iP2)u
dζ
ζ
=
∫
∂Dǫ
(P1 + iP2)u
dζ
ζ
+ (P1 + iP2)u
dζ
ζ
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Since 2Ω1 = P1 + iP2 and 2Ω2 = P1 − iP2, we get∫
∂A
Ω1(z0, ζ)u(ζ)
dζ
ζ
+Ω2(z0, ζ) u(ζ)
dζ
ζ
=∫
∂Dǫ
Ω1(z0, ζ)u(ζ)
dζ
ζ
+Ω2(z0, ζ)u(ζ)
dζ
ζ
(6.4)
Now, we let ǫ→ 0 in the right side of (6.4). From the estimates (5.5) of the
kernels, it follows that the only term that provides a nonzero contribution
(as ǫ → 0) is the term containing ζ/(ζ − z) since C1, C2 are bounded and
L(z0, ζ) has a logarithmic growth. That is,
lim
ǫ→0
∫
∂Dǫ
Ω1u
dζ
ζ
+Ω2 u
dζ
ζ
= lim
ǫ→0
∫
∂Dǫ
i(r0/ρ)
λν u(ζ)
ζ − z0
dζ = −2πu(z0)
This proves the Theorem 
Theorem 6.2 Suppose that u is a solution of Lu = 0 in the cylinder A(δ,R)
with 0 ≤ δ ≤ R ≤ ∞. Then, u has the Laurent series expansion
u(r, t) =
∑
j∈Z
a±j w
±
j (r, t) (6.5)
where a±j ∈ R are given by
a±j =
−1
2π
Re
∫ 2π
0
w∗±−j (R0, θ)u(R0, θ)idθ (6.6)
where R0 is any point in (δ, R). Furthermore, there exists C > 0 such that
|a±j | ≤
C
R
Re(σ±j )
0
max
θ
|u(R0, θ)| ∀j ∈ Z (6.7)
Proof. Let R0 ∈ (δ, R), and δ1, R1 be such that δ < δ1 < R0 < R1 < R.
For r ∈ (δ1, R1), we apply the integral representation (6.1) in the cylinder
A(δ1, R1) to get
− 2πu(r, t) = I1 − I2 (6.8)
where
I1 =
∫
ρ=R1
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
I2 =
∫
ρ=δ1
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
The series (5.2) and (5.3) for Ω1 and Ω2 give
I1 =
∑
Re(σ±j )≥0
w±j (r, t)Re
∫
ρ=R1
w∗±−j (ζ)u(ζ)
dζ
ζ
.
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Since Lu = 0 and L∗w∗±j = 0, then Green’s identity gives
Re
∫
ρ=R1
w∗±−j (ζ)u(ζ)
dζ
ζ
= Re
∫ 2π
0
w∗±−j (R0, θ)u(R0, θ)idθ .
Hence,
I1 = −2π
∑
Re(σ±j )≥0
a±j w
±
j (r, t)
where a±j is given by (6.6). A similar calculation shows that
I2 = 2π
∑
Re(σ±j )<0
a±j w
±
j (r, t) .
To estimate the coefficients a±j , recall that
w∗±−j (R0, θ) = R
−σ±j
0 X
±
−j(θ) +R
−σ±j
0 Z
±
−j(θ) .
Thus
|w∗±−j (R0, θ)| ≤
1
R
Re(σ±j )
0
(
|X±−j(θ)|+ |Z
±
−j(θ)|
)
≤
C
R
Re(σ±j )
0
where C = sup
k,θ
(
|X±k (θ)|+ |Z
±
k (θ)|
)
. This gives estimate (6.7) 
The following theorem is a direct consequence of Theorem 6.2.
Theorem 6.3 Let u be a bounded solution of Lu = 0 in the cylinder A(0, R).
Then u has the series expansion
u(r, t) =
∑
Re(σ±j )≥0
a±j w
±
j (r, t) (6.9)
where a±j are given by (6.6). If, in addition, u is continuous on A(0, R),
then the above summation is taken over the spectral values σ±j satisfying
Re(σ±j ) > 0 or σ
±
j = 0.
6.2 Cauchy integral formula
For a subset U ⊂ R × S1, we set ∂0U = ∂U\S0, where S0 = {0} × S
1.
We have the following integral representation that generalizes the classical
Cauchy integral formula.
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Theorem 6.4 Let U be an open and bounded subset of R+ × S1 such that
∂U consists of finitely many simple closed and piecewise smooth curves. Let
u ∈ C0(U\S0) be such that Lu = 0. Then, for (r, t) ∈ U , we have
u(r, t) =
−1
2π
∫
∂0U
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
(6.10)
Proof. For δ > 0, define Uδ = U\A(0, δ). Let (r0, t0) ∈ U . Choose ǫ > 0
and δ > 0 small enough so that (r0, t0) ∈ Uδ and Dǫ ⊂ Uδ, where Dǫ =
{(ρ, θ); |ζ − z0| < ǫ}. Arguments similar to those used in the proof of
Theorem 6.1 show that
u(r0, t0) =
−1
2π
∫
∂Uδ
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
. (6.11)
If S0 ∩ ∂U = ∅, then for δ small enough Uδ = U and the theorem is proved
in this case. If S0 ∩ ∂U 6= ∅, let Γδ = ∂Uδ ∩
(
{δ} × S1
)
. That is, Γδ is the
part of ∂Uδ contained in the circle r = δ. Going back to the definition of
the kernels, we obtain∫
Γδ
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
= −
∑
Re(σ±j )<0
w±j (r0, t0)Re
∫
Γδ
w∗±−j (ζ)u(ζ)
dζ
ζ
(6.12)
Since there exists C > 0 such that
|w∗±−j (ρ, θ)| ≤ Cρ
−Re(σ±j ) ∀j ∈ Z
then, it follows from (6.12), that∣∣∣∣∫
Γδ
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
∣∣∣∣ ≤ 2πC||u||0 ∑
Re(σ±j )<0
ρ−Re(σ
±
j )|w±j (r0, t0)|
Therefore,
lim
δ→0
∫
Γδ
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
= 0
and (6.10) follows from (6.11) when we let δ → 0 
The following theorem extends the Cauchy integral formula to include
the points on the characteristic circle S0, when the solution is continuous
up to the boundary.
Theorem 6.5 Suppose that L has no spectral values in iR∗. Let U be an
open, bounded subset of R+ × S1, such that ∂U consists of finitely many
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simple closed and piecewise smooth curves and with S0 ⊂ ∂U . Let u ∈ C
0(U)
be such that Lu = 0. Then, for (r, t) ∈ U ∪ S0, we have
u(r, t) =
−1
2π
∫
∂0U
Ω1(z, ζ)u(ζ)
dζ
ζ
+Ω2(z, ζ) u(ζ)
dζ
ζ
(6.13)
Proof. We know from Theorem 6.4 that (6.13) holds for r > 0. We need
to verify that it holds at the points (0, t) ∈ S0. Since L has no purely
imaginary spectral values, then Ω1 and Ω2 are well defined on S0. We have
Ω1(0, t) = Ω2(0, t) = 0 if 0 is not a spectral value of L and if 0 is a spectral
value, with say multiplicity 2, then
Ω1(0, t, ρ, θ) = f
+
j0
(t)g+−j0(θ) + f
−
j0
(t)g−−j0(θ)
Ω2(0, t, ρ, θ) = f
+
j0
(t)g+−j0(θ) + f
−
j0
(t)g−−j0(θ)
where f±j0(t) are the basic solutions of L with exponent 0 and g
±
−j0
(t) are the
basic solutions of L∗ with exponent 0.
When 0 is not a spectral value, (6.13) holds for r = 0 by letting r → 0
in (6.10). In this case u ≡ 0 on S0. When 0 is spectral value, then since
S0 ⊂ ∂U , u(r, t) has a Laurent series expansion in a cylinder A(0, δ) ⊂ U .
In particular,
u(0, t) = a+f+j0(t) + a
−f−j0(t)
=
−1
2π
∫
∂0U
Ω1(0, t, ζ)u(ζ)
dζ
ζ
+Ω2(0, t, ζ) u(ζ)
dζ
ζ

Remark 6.1 It follows from this Theorem that if L has no spectral values
on iR∗, then all bounded solutions of Lu = 0 in a cylinder A(0, R) are
continuous up to S0. If L has spectral values on iR
∗, then there are bounded
solutions on A(0, R) that are not continuous up to S0. In fact, the basic
solution riτφ(t) + r−iτψ(t) is such a solution when iτ ∈ Spec(L). Note also
that the number of spectral values on iR∗ is at most finite (this follows from
the asymptotic expansion of σj).
6.3 Consequences
We give here some consequences of the above representations theorems. First
we define the order of a solution along S0. We say that a solution, u, of
Lu = 0 in a cylinder A(0, R) has a zero or a pole of order s = Re(σj0) (with
σj0 = σ
+
j0
or σ−j0) along the circle S0 if, in the Laurent series expansion of u,
all the coefficients a±j corresponding to Re(σ
±
j ) < s are zero. That is
u(r, t) =
∑
Re(σ±j )≥s
a±j w
±
j (r, t) .
We have the following uniqueness result.
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Theorem 6.6 Suppose that the spectral values of L satisfy the following
condition
Re(σj) = Re(σk) =⇒ σj = σk, ∀σj, σk ∈ Spec(L) . (6.14)
Let u be a solution of Lu = 0 in a cylinder A(0, R). Suppose that u is of
finite order along S0 and that there is a sequence of points (rk, tk) ∈ A(0, R)
such that rk → 0 and u(rk, tk) = 0 for every k ∈ Z
+. Then u ≡ 0
Proof. By contradiction, suppose that u 6≡ 0. Let s be the order of u on S0.
First, consider the case where s ∈ R is a spectral value (say of multiplicity 2).
Let rsf+(t) and rsf−(t) be the corresponding basic solutions. The function
u has the form
u(r, t) = rs(a−f−(t) + a+f+(t)) + o(rs).
The functions f+ and f− are independent solutions of the first order differ-
ential equation (2.3) and a± ∈ R (not both zero). We can assume tk → t0
as k → ∞. It follows from the above representation of u and from the
hypothesis u(rk, tk) = 0 that limk→∞(u(rk, tk)/r
s
k) = 0. Consequently,
a−f(t0) + a
+f+(t0) = 0.
Thus, the solution a−f−+a+f+ of (2.3) is identically zero (by uniqueness).
Hence, a− = a+ = 0 which is a contradiction.
If s is not a spectral value, then (by condition (6.14)), it must be the real
part of a unique spectral value σ ∈ C\R. The corresponding R-independent
basic solutions are
rs+iβφ(t) + rs+iβψ(t) and i(rs+iβφ(t)− rs+iβψ(t))
with β ∈ R∗ and |φ(t)| > |ψ(t)| for every t ∈ R. The Laurent series of u
starts as a linear combination of these two basic solution and u can then be
written as
u(r, t) = rs
(
(a+ + ia−)riβφ(t) + (a+ − ia−)riβψ(t)
)
+ rτΦ(r, t)
with a± ∈ R (not both zero), τ > s and Φ a bounded function. It follows
from the assumption u(rk, tk) = 0 that for every k ∈ Z, we have
(a+ + ia−)φ(tk) + (a
+ − ia−)r2iβk ψ(tk) + r
τ−s−iβ
k Φ(rk, tk) = 0,
But this is only possible when a+ + ia− = 0 (since |φ| > |ψ|, rk → 0 and Φ
bounded) 
The next theorem deals with sequences of solutions that converge on the
distinguished boundary ∂0U = ∂U\S0.
48
Theorem 6.7 Let U be an open and bounded subset of R+×S1 whose bound-
ary consists of finitely many simple, closed and piecewise smooth curves. Let
un(r, t) be a sequence of bounded functions with un ∈ C
0(U\S0) such that
Lun = 0 for every n. If un converges uniformly on ∂0U = ∂U\S0, then un
converges uniformly on U\S0 to a solution u of Lu = 0.
Proof. For (r, t) ∈ ∂0U , let Φ(r, t) = limn→∞ un(r, t). The function u(r, t)
defined in U by
u(r, t) =
−1
2π
∫
∂0U
Ω1(r, t, ζ)Φ(ζ)
dζ
ζ
+Ω2(r, t, ζ) Φ(ζ)
dζ
ζ
solves Lu = 0 (since for each fixed ζ, LΩ1(z, ζ) = LΩ2(z, ζ) = 0). Now, the
Cauchy integral formula applied to un, shows that u is the uniform limit of
un inside U 
The following Liouville property is a direct consequence of the Laurent
series expansion and estimate (6.7) of the coefficients.
Theorem 6.8 Let u be a bounded solution of Lu = 0 in R+ × S1. Then
u(r, t) =
∑
Re(σ±j )=0
a±j w
±
j (r, t) .
In particular, if L has no spectral values on iR, then u ≡ 0.
Another consequence of the Laurent series representation is to patch
together solutions from both sides of the characteristic circle S0. More
precisely we have the following theorem.
Theorem 6.9 Suppose that L has no spectral values in iR∗. Then we have
the following.
1. If 0 is not a spectral value, then any bounded solution of Lu = 0 in the
cylinder (−R, R)× S1 is continuous on the circle S0.
2. If 0 is a spectral value (say with multiplicity 2), let g±(t) be the basic
solutions of L∗ with exponent 0. Then a bounded solution u of Lu = 0
in ((−R, 0) ∪ (0, R))× S1 is continuous on (−R, R)× S1 if and only
if
Re
∫ 2π
0
g±(θ)u(δ, θ)dθ = Re
∫ 2π
0
g±(θ)u(−δ, θ)dθ
for some δ ∈ (0, R).
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7 The nonhomogeneous equation Lu = F
After we extend the Cauchy integral formula to include the nonhomogeneous
case, we define an integral operator for the nonhomogeneous equation Lu =
F . Throughout the remainder of this paper U will denote an open and
bounded set in R+ × S1 whose boundary consists of finitely many simple,
closed and piecewise smooth curves.
7.1 Generalized Cauchy Integral Formula
The following generalization of the Cauchy integral formula will be used
later.
Theorem 7.1 Suppose that F (r, t) is a function in U such that
F
r
∈ Lp(U)
with p ≥ 1. If equation Lu = F has a solution u ∈ C0(U ), then
u(r, t) =
−1
2π
∫
∂0U
Ω1(r, t, ζ)u(ζ)
dζ
ζ
+Ω2(r, t, ζ) u(ζ)
dζ
ζ
−
1
2π
∫∫
U
[
Ω1(r, t, ζ)F (ζ) + Ω2(r, t, ζ)F (ζ)
] dρdθ
ρ
(7.1)
Proof. For δ > 0, let Uδ = U\A(0, δ). Let z0 ∈ U and choose δ > 0 so that
z0 ∈ Uδ. Green’s identity (1.8) and arguments similar to those used in the
proof of the Cauchy integral formula show that
−2πu(z0) =
∫
∂Uδ
Ω1(r, t, ζ)u(ζ)
dζ
ζ
+Ω2(r, t, ζ) u(ζ)
dζ
ζ
+∫∫
Uδ
[
Ω1(r, t, ζ)F (ζ) + Ω2(r, t, ζ)F (ζ)
] dρdθ
ρ
Since (F/r) ∈ Lp with p ≥ 1, then the limits of the above integrals as δ → 0
give (7.1) 
For the adjoint operator, we have the following.
Theorem 7.2 Let v(ρ, θ) ∈ C0(U ) be such that
L∗v
ρ
∈ Lp(U) with p ≥ 1.
Then
v(ρ, θ) =
−1
2π
∫
∂0U
Ω1(z, ρ, θ)v(z)
dz
z
+Ω2(z, ρ, θ) v(z)
dz
z
+
1
2π
∫∫
U
[
Ω1(z, ρ, θ)L
∗v(z) + Ω2(z, ρ, θ)L∗v(z)
] drdt
r
(7.2)
Proof. Notice that the kernels Ω1(z, ζ) and Ω2(z, ζ) satisfy
LΩ1 = −iλνΩ1 + c(t)Ω2 and LΩ2 = −iλνΩ2 + c(t)Ω1
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where L =
∂
∂t
− ir
∂
∂r
. Arguments similar to those used in the proofs of
Theorems 6.4 and 7.1 lead to (7.2). The functions P1 and P2 used in the
proof of Theorem 6.4 need now to be replaced by the functions Q1 = Ω1+Ω2
and Q2 = −iΩ1 + iΩ2 
7.2 The integral operator T
We define the operator T and the appropriate Lp-spaces in which it acts to
produce Ho¨lder continuous solutions. For an open set U ⊂ R+×S1 as before
and such that S0 ⊂ ∂U , we denote by L
p
a(U) the Banach space of functions
F (r, t) such that
F (r, t)
ra
is integrable in U with the norm
||F ||p,a =
(∫∫
U
∣∣∣∣F (r, t)ra
∣∣∣∣p r2a−1drdt) 1p .
Note that if Φ : R+× S1 −→ C∗ is the diffeomorphism induced by the first
integral z. That is, Φ(r, t) = rλeit, then F ∈ Lpa(U) means that the push
forward F˜ = F ◦ Φ−1 satisfies
F˜ (z)
z
∈ Lp(Φ(U)).
We define the integral operator T by
TF (r, t) =
−1
2π
∫∫
U
[
Ω1(r, t, ζ)F (ζ) + Ω2(r, t, ζ)F (ζ)
] dρdθ
ρ
(7.3)
When L has no purely imaginary spectral values, i.e. Spec(L)∩ iR∗ = ∅, we
have the following theorem.
Theorem 7.3 Assume Spec(L) ∩ iR∗ = ∅. Let U ⊂ A(0, R) be an open set
as above. The function TF defined by (7.3) satisfies the followings.
1. There exist positive constants C and δ, independent on U and R, such
that for every (r, t) ∈ U
|TF (r, t)| ≤ CRδ||F ||p,a (7.4)
for every F ∈ Lpa(U) with p > 2/(1 − ν);
2. the function TF satisfies the equation LTF = F ; and
3. the function TF is Ho¨lder continuous on U ;
Furthermore, if 0 is not a spectral value, then TF (0, t) ≡ 0
Proof. We use the estimates on Ω1 and Ω2 of Theorem 5.1 to write
−2πu(r, t) = I1 + I2 + I3 + I4 ,
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where
I1 = i
∫∫
U
(
r
ρ
)λν ζ
ζ − z
F (ζ)
dρdθ
ρ
I2 = −
∫∫
U
(
r
ρ
)λν
K(t, θ)L(z, ζ)F (ζ)
dρdθ
ρ
I3 =
1
2a
∫∫
U
[(
r
ρ
)λν
c(t)L(z, ζ) + c(θ)
(
r
ρ
)λν
L(z, ζ)
]
F (ζ)
dρdθ
ρ
I4 =
∫∫
U
[
C1(z, ζ)F (ζ) + C2(z, ζ)F (ζ)
] dρdθ
ρ
We use the substitution ζ = Φ(ρ, θ) = ραeiθ to estimate I1. We find
|I1| ≤ r
aν
∫∫
Φ(U)
|F˜ (ζ)|
|ζ − z||ζ|1+ν
dξdη ,
where we have set F˜ = F ◦ Φ−1 and ζ = ξ + iη. Since
F˜
ζ
∈ Lp(Φ(U)) with
p > 2/(1 − ν), and since Φ(U) is contained in the disc D(0, Ra) ⊂ C, then
Ho¨lder inequality can be used to show that there are constants C and δ so
that |I1| ≤ r
aνCRδ||F˜ ||p. Furthermore these constants are independent on
Φ(U) and R. Because of the logarithmic type growth of L(z, ζ) and the
boundedness of the functions C1 and C2, analogous arguments can be used
to show that |Ik| ≤ CR
δ||F ||p,a for k = 2, 3, 4.
Now we verify that u = TF solves Lu = F in the sense of distributions.
Let ψ ∈ C10(U) be a test function. The generalized Cauchy integral formula
(7.2) applied to ψ gives
ψ(ρ, θ) =
1
2π
∫∫
U
[
Ω1(z, ρ, θ)L
∗ψ(z) + Ω2(z, ρ, θ)L∗ψ(z)
] drdt
r
(7.5)
The definition (7.3) of the operator T and estimate (7.4) give
2 < TF,L∗ψ > =
∫∫
U
[
TF (z)L∗ψ(z) + TF (z)L∗ψ(z)
] drdt
r
=
∫∫
U
[
F (ζ)ψ(ζ) + F (ζ)ψ(ζ)
] dρdθ
ρ
= 2 < F,ψ >
This shows that LTF = F .
Next, we prove that TF is Ho¨lder continuous. Since the equation is
elliptic away from the circle S0, it is enough to prove the regularity of TF
on S0. For this, we consider the case when 0 is not a spectral value. Then
iR ∩ Spec(L) = ∅ and Ω1(0, t, ζ) = Ω2(0, t, ζ) = 0. Hence TF (0, t) = 0.
Since TF satisfies LTF = F , then its pushforward V (z) = TF ◦Φ−1(z) via
the first integral satisfies the generalized CR equation
Vz =
iλν
2iaz
V −
c˜(z)
2iaz
V −
F˜ (z)
2iaz
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where c˜ and F˜ are the pushforwards of c and F . We will use the classical
results on the CR equation (see [17]) to show that V is Ho¨lder continuous.
We rewrite the above equation as
Vz =
G(z)
z
(7.6)
where
G(z) =
iλνz
2iaz
V (z)−
zc˜(z)
2iaz
V (z)−
zF˜ (z)
2iaz
.
Note that since c˜ and V are bounded functions and since (F˜ /z) ∈ Lp, then
G ∈ Lp(Φ(U)) with p > 2. The solution of (7.6) can then be written as
V (z) =
W (z)
z
where W is the solution of the equation Wz = G. We know
that W is Ho¨lder continuous and has the form
W (z) = H(z)−
1
π
∫∫
Φ(U)
G(ζ)
ζ − z
dξdη
where H is a holomorphic function in Φ(U). Since V (z) =W (z)/z satisfies
V (0) = 0, then necessarily W (0) = 0 and it vanishes to an order > 1 at 0.
Thus |V (z)| ≤ K|z|τ for some positive constants K and τ . This means that
TF is Ho¨lder continuous on S0.
Finally we consider the case when 0 is a spectral value of L (say, with
multiplicity 2). Let f±j0(t) and g
±
−j0
(θ) be the basic solutions of L and L∗
with exponents 0. We have then
Ω1(0, t, ζ) =
1
2
f±j0(t)g
±
−j0
(θ) and Ω2(0, t, ζ) =
1
2
f±j0(t) g
±
−j0
(θ).
The value of TF on S0 is found to be
TF (0, t) = A+f+j0(t) +A
−f−j0(t) ,
where
A± =
−1
2π
Re
∫∫
U
g±−j0(θ)F (ζ)
dρdθ
ρ
.
Hence TF (0, t) solves the homogeneous equation Lu = 0. Let v(r, t) =
TF (r, t) − TF (0, t). The function v satisfies Lv = F and v(0, t) = 0. The
push forward arguments, used in the case when 0 is not a spectral value,
can be used again for the function v to establish that |v(r, t)| ≤ Crτ with τ
and C positive 
In general, when L has spectral values on iR, we can define Ω̂1 and
Ω̂2 as in (5.2) and (5.3) except that the terms corresponding to σ
±
j that
are in iR are missing from the sums. That is, if w±1 , · · · , w
±
p denotes the
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collection of basic solutions of L with exponents in iR, and w∗±1 , · · · , w
∗±
p
the corresponding collection of basic solutions of the adjoint L∗, then
Ω̂k(z, ζ) = Ωk(z, ζ)−
p∑
k=1
w±k (z)w
∗±
k (ζ) . (7.7)
We define the modified operator T̂ by
T̂ F (r, t) =
−1
2π
∫∫
U
[
Ω̂1(r, t, ζ)F (ζ) + Ω̂2(r, t, ζ)F (ζ)
] dρdθ
ρ
. (7.8)
Arguments similar to those used in the proof of Theorem 7.3 establish the
following result.
Theorem 7.4 Let U ⊂ A(0, R) be as above. Then the function T̂F defined
by (7.8) satisfies properties 1, 2, and 3 of Theorem 7.3 and T̂ F (0, t) = 0.
7.3 Compactness of the operator T
Theorem 7.5 Suppose that L has no spectral values in iR∗. Then, for
p > 2/(1 − ν), the operator T : Lpa(U) −→ C0(U) is compact.
Proof. Let R > 0 be such that U ⊂ A(0, R). A function in Lpa(U) can be
considered in Lpa(A(0, R)) by extending as 0 on A(0, R)\U . Denote by TR
the operator T on the cylinder A(0, R) and set
T̂RF (r, t) = TRF (r, t)− TRF (0, t)
Thus
T̂RF (r, t) =
−1
2π
∫∫
A(0,R)
[
Ω̂1(z, ζ)F (ζ) + Ω̂2(z, ζ)F (ζ)
] dρdθ
ρ
where Ω̂1 and Ω̂2 are defined by (5.2) and (5.3), respectively, except that the
terms corresponding to the spectral value σj = 0 are missing. In particular,
if 0 is not a spectral value, then Ω̂1 = Ω1 and Ω̂2 = Ω2. Note that Ω̂1(0, t) = 0
and Ω̂2(0, t) = 0. The operator T̂RF satisfies the properties of Theorem 7.3
and T̂RF (0, t) = 0. To show that T is compact, it is enough to show that
T̂R is compact.
Let B ⊂ Lpa(U) be a bounded set. We need to show that T̂R(B) is
relatively compact in C0(U ). LetM > 0 be such that ||F ||p,a ≤M for every
F ∈ B. It follows from Theorem 7.3 that T̂R(B) is bounded (by CR
δM).
Now we show the equicontinuity of T̂R(B). First along S0. For ǫ > 0, let
r0 > 0 be such that Cr
δ
0M < (ǫ/2). We have then
T̂RF (z) = T̂r0F (z) + T̂A(r0,R)F (z)
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where T̂A(r0,R) denotes the integral operator over the cylinder A(r0, R). Let
r0 be small enough so that
E = max
r<(r0/2), r0<ρ<R
(|Ω̂1(r, t, ρ, θ)| + |Ω̂2(r, t, ρ, θ)|) <
ǫ
2M(πR2a)1/q
where q is such that
1
p
+
1
q
= 1. For r < r0/2, we have then
|T̂r0F (r, t)| ≤ Cr
δ
0M ≤
ǫ
2
and
|T̂A(r0,R)F (r, t)| ≤
∫∫
A(r0,R)
(|Ω̂1|+ |Ω̂2|)
|F (ζ)|
ρ
dρdθ ≤ E||F ||p,a ≤
ǫ
2
This estimate is obtained from Ho¨lder’s inequality and the above estimate
on E. Thus, |T̂RF (r, t)| ≤ ǫ and so T̂RB is equicontinuous on S0.
Next, let (r1, t1) ∈ U with r1 < r0/4. Set z1 = r
λ
1 e
it1 and z = rλeit. If
|z − z1| < r
a
0/4, then r < r0/2 and the above argument gives
|T̂RF (z)− T̂F (z1)| ≤ |T̂R(z)|+ |T̂R(z1)| ≤ 2ǫ, ∀F ∈ B
Finally, suppose that r1 > r0/4. Let b be such that 0 < b < r0/4. We write
T̂RF (z) − T̂RF (z1) = T̂bF (z) − T̂bF (z1) + T̂A(b,R)F (z)− T̂A(b,R)F (z1)
After using Ho¨lder’s inequality we obtain
|T̂bF (z)− T̂bF (z1)| ≤ CS(b)||F ||p,a
where
S(b) = max
P
(|Ω̂1(z, ζ) − Ω̂1(z1, ζ)|+ |Ω̂2(z, ζ)− Ω̂2(z1, ζ)|) ,
and where the maximum is taken over the set P of points satisfying ρ < b,
|r − r1| < b, r > r0/4 and r1 > r0/4. The continuity of the kernels in
the region ρ < b and r > r0/4 implies that if b is small enough, then
S(b) < ǫ/(2MC) and consequently
|T̂bF (z)− T̂bF (z1)| ≤
ǫ
2
Finally, for T̂A(b,R)F , it suffices to notice that it solves the equation Lu = F
in the cylinder A(r0/4, R). In this cylinder, the equation is elliptic and the
classical theory of generalized analytic function ([17] Chapter 7) implies that
the family T̂A(b,R)B is equicontinuous. 
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8 The semilinear equation
In this section, we make use of the operator T and of its modified version,
through the kernels Ωj,1 and Ωj,2 (defined in section 5), to establish a corre-
spondence between the solutions of the homogeneous equation Lu = 0 and
the solutions of a semilinear equation.
Theorem 8.1 Assume that L has no spectral values in iR∗. Let G(u, r, t)
be a bounded function defined in C × A(0, R0), for some R0 > 0, and let
τ > aν. Then, there are R > 0 and a one to one map between the space
of continuous solutions of the equation Lu = 0 in A(0, R) and the space of
continuous solutions of the equation
Lu = rτ |u|G(u, r, t) . (8.1)
Furthermore, if v is a bounded solution of (8.1) in a cylinder A(0, R), then
v is continuous up to the circle S0.
Proof. First note that since τ > aν, then rτ ∈ Lpa(A(0, R)), with a p
satisfying p > 2/(1 − ν), and ||rτ ||p,a = C1R
δ1 with C1 and δ1 positive.
Consider the operator
P : C0(A(0, R)) −→ C0(A(0, R)) ; P(f) = TR(r
τ |f |G(f, r, t))
where, as before, TR denotes the integral operator on the cylinder A(0, R).
Note that since G is a bounded function, then P is well defined. It follows
from the properties of T given in Theorem 7.3, from the boundedness of G,
and from rτ ∈ Lpa that the operator P satisfies
L(P(f)) = rτ |f |G(f, r, t)
and
|P(f)(r, t)| ≤ CRδ||rτ |f |G(f, r, t)||p,a ≤ C
′Rδ
′
||f ||0 ∀f ∈ C
0(A(0, R))
with C ′ and δ′ positive. Hence, if R > 0 is small enough, ||P|| ≤ C ′Rδ
′
< 1,
and P is thus a contraction. Let F = (I − P)−1. The operator F realizes
the one to one mapping between the space of continuous solutions of Lu = 0
and those of equation (8.1).
Now, we show that if v a bounded solution of (8.1) in a cylinder A(0, R),
then it is continuous. For a bounded solution v, the function rτ |v|G(v, r, t)
is bounded and is in Lpa(A(0, R)). Consequently, P(v) is continuous up to
the boundary S0. The function u = v−P(v) is a bounded solution of Lu = 0
and so it is continuous up to S0 (Remark 6.1). It follows that v = u+P(v)
is also continuous up to S0 
Let σj = σ
+
j (or σj = σ
−
j ) be a spectral value of L such that Re(σj) > 0.
Consider the Banach spaces rσjLpa(A(0, R)) and rσjC0b (A(0, R)) defined as
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follows: f ∈ rσjLpa(A(0, R)) if
f
rσj
∈ Lpa and g ∈ r
σjC0b (A(0, R)) if
g
rσj
∈
C0(A(0, R)) and is bounded. The norms in these spaces are defined by
||f ||p,a,σj = ||
f
rσj
||p,a and ||g||0,σj = ||
g
rσj
||0
Consider the operator T jR defined by
T jRF (r, t) =
−1
2π
∫∫
A(0,R)
[
Ωj,1(z, ζ)F (ζ) + Ωj,2(z, ζ)F (ζ)
] dρdθ
ρ
(8.2)
where Ωj,1 and Ωj,2 denote the modified kernels defined in (5.11) and (5.12).
Note that the estimates of Theorem 5.2 on the modified kernels imply that
T jRF is in r
σjC0b (A(0, R)) when F is in r
σjLpa(A(0, R)). Arguments similar to
those used in the proof of Theorem 7.3 can be used to establish the following
theorem.
Theorem 8.2 For p > 2, the operator
T jR : r
σjLpa(A(0, R)) −→ r
σjC0b (A(0, R))
satisfies
LT jRF (r, t) = F (r, t) and ||T
j
RF ||0,σj ≤ CR
δ||F ||p,a,σj (8.3)
where C and δ are positive constants.
Two functions u and v defined in the cylinder A(0, R) are said to be
similar if u/v is continuous in A(0, R) and there exist positive constants C1
and C2 such that
C1 ≤
∣∣∣∣u(r, t)v(r, t)
∣∣∣∣ ≤ C2, ∀(r, t) ∈ A(0, R) .
Theorem 8.3 Let L, τ , and G be as in Theorem 8.1. Then there exists
R > 0 such that each continuous solution of Lu = 0 in A(0, R) is similar to
a continuous solution of equation (8.1).
Proof. Let u be a continuous solution of Lu = 0 on A(0, R). Let µ ≥ 0 be
the order of u along S0. If µ > 0, then µ = Re(σ
±
j ) for some spectral value
σ±j . Assume that σ
−
j = σ
+
j = σj. Then it follows from the Laurent series
expansion that u is similar to a linear combination
u0(r, t) = a
−w−j (r, t) + a
+w+j (r, t)
of the basic solutions w+j and w
−
j in a cylinder A(0, R1) with 0 < R1 < R.
Consider the operator
Pj : r
σjC0b (A(0, R)) −→ r
σjC0b (A(0, R))
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defined by Pj(f) = T
j
R(r
τ |f |G(f, r, t)) It follows from the hypotheses on τ ,
on G, and from Theorem 8.2 that
LPj(f) = r
τ |f |G(f, r, t) and ||Pj(f)||0,σj ≤ KR
δ||f ||0,σj
for some positive constants K and δ. In particular, Pj is a contraction, if
R is small enough. Hence, the function v = (I − Pj)
−1(u) is a solution of
equation (8.1) and it is also similar to u0.
If µ = 0 (then we are necessarily in the case where 0 is a spectral value),
let F be the resolvent of P used in the proof of Theorem 8.1. Then v = F(u)
is similar to u and solves (8.1) 
A direct consequence of Theorem 8.1 and Theorem 6.6 is the following
uniqueness result for the solutions of (8.1)
Theorem 8.4 Suppose that the spectral values of L satisfy the following
condition
Re(σj) = Re(σk) =⇒ σj = σk, ∀σj, σk ∈ Spec(L) .
Let u be a bounded solution of (8.1) in a cylinder A(0, R). Suppose that there
is a sequence of points (rk, tk) ∈ A(0, R) such that rk → 0 and u(rk, tk) = 0
for every k ∈ Z+. Then u ≡ 0
9 The second order equation: Reduction
This section deals with the second order operator P = LL + Re(aL). We
show that the equation Pu = F , with u and F real-valued, can be reduced
to an equation of the form Lu = G.
As before, let λ = a+ ib ∈ R++ iR, L be the vector field given by (1.1)
and let β(t) ∈ Cm(S1,C), with m ≥ 2, satisfies
1
2πi
∫ 2π
0
β(t)dt = k ∈ Z . (9.1)
Consider the second order operator P defined as
P = LL+ λβ(t)L+ λβ(t)L . (9.2)
Then,
Pu = |λ|2utt − 2brurt + r
2urr + |λ|
2(β + β)ut + [1− i(λ β − λβ)]rur.
Note that P is elliptic except along the circle S0 = {0}× S
1, and that Pu is
R-valued when u is R-valued.
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With the operator P we associate a first order operator L and show that
the equation Pu = F , with F real-valued, is equivalent to an equation of
the form Lw = G. Let
B(t) = exp
∫ t
0
β(s)ds . (9.3)
It follows from (9.1) that B is periodic with Ind(B) = −k and satisfies
LB = λβ B. Define the function c(t) by
c(t) = −λβ(t)
B(t)
B(t)
= −λβ(t) exp
[∫ t
0
(β(s)− β(s))ds
]
. (9.4)
Note that the function B satisfies also the equation
LB = −c(t)
B2(t)
B(t)
(9.5)
To each R-valued function u, we associate the C-valued function w defined
by
w(r, t) = B(t)Lu(r, t) .
We will refer to w as the L-potential of u with respect to P . To the operator
P we associate the first order operator L defined by
Lw = Lw − c(t)w , (9.6)
where c(t) is given by (9.4). We have the following proposition.
Proposition 9.1 Suppose that F is an R-valued function and u(r, t) is R-
valued and solves the equation
Pu(r, t) = F (r, t). (9.7)
in the cylinder A(0, R). Then its L-potential w satisfies the equation
Lw(r, t) = B(t)F (r, t). (9.8)
Conversely, if w is a solution of (9.8) in A(0, R), then there is an R-valued
function u defined in A(0, R) that solves (9.7) and whose L-potential is w.
More precisely, the function u can be defined by
u(r, t) = Re
∫ (r,t)
(r0,t0)
w(ρ, θ)
B(θ)
dζ
iaζ
(9.9)
where ζ = ρλeiθ and the integration is taken over any simple curve in A(0, R)
that joins the fixed point (r0, t0) to the point (r, t)
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Proof. Suppose that u is R-valued and solves (9.7). By using (9.4) and (9.5),
we see that its L-potential satisfies
Lw = L(BLu) = BLLu+ LBLu = BF − λβBLu
= BF − λβ
B
B
(BLu) = BF + cw
Thus w solves (9.8). Conversely, suppose that w solves (9.8). Let (r0, t0) ∈
A(0, R) and consider the function u(r, t) defined by (9.9). We need to verify
that the integral is path independent. Let U be a relatively compact subset
of A(0, R) whose boundary consists of simple closed curves. It follows from
the proof of Green’s identity (1.8) and (9.5) that∫
∂U
w(ζ)
B(θ)
dζ
iaζ
=
∫∫
U
L
(w
B
) dζdζ
2a2|ζ|2
=
∫∫
U
[
Lw
B
−
LB
B2
w
]
idρdθ
ρ
=
∫∫
U
[
F +
c
B
w +
c
B
w
]
idρdθ
ρ
Since F is R-valued, then the real part of the above integral is zero and the
function u is well defined. That u satisfies (9.7) follows easily by computing
the derivatives ut and ur from (9.9) to obtain Lu = w/B and then using
(9.8) to get (9.7) 
10 The homogeneous equation Pu = 0
We use the reduction given in Proposition 9.1 to obtain properties of the
solutions of the equation Pu = 0 from those of their L-potentials w. In
particular, series representation for u in a cylinder is derived. Under an
assumption on the spectrum of L, we prove a maximum principle for the
equation Pu = 0: The extreme values of u can occur only on the distin-
guished boundary ∂0U . It should be mentioned that many results in this
section and the next are close to those obtained, in [10]. There, the operator
in R2 has its principal part of the particular form (x2 + y2)∆, where ∆ is
the Laplacian. Such an operator, when written in polar coordinates has the
form (9.2) with the vector field L having the invariant λ = 1.
10.1 Some properties
The following simple properties for the solutions u will be needed . We start
by considering the possibility of the existence of radial solutions.
Proposition 10.1 The equation Pu = 0 has radial solutions u = u(r) if
and only if the coefficient β has the form
β(t) =
λ
a
p(t)− ik (10.1)
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where k ∈ Z and p(t) is R-valued and such that
∫ 2π
0
p(t)dt = 0. In this case,
the radial solutions have the form
u(r) =
{
C1 log r + C2 if k = 0
C1r
2ak + C2 if k 6= 0
(10.2)
where C1, C2 are arbitrary constants. The corresponding L-potentials are
w(r, t) = iC1B(t), when k = 0 and w(r, t) = 2iakC1r
2akB(t), when k 6= 0,
where
B(t) = eikt exp
(
λ
a
∫ t
0
p(s)ds
)
Moreover, w(r, t) is a basic solution of L with character (2ak, k).
Proof. If u = u(r) solves Pu = 0, then
r2u′′(r) + (1− i(λ β(t)− λβ(t)))ru′(r) = 0 .
Hence, i(λ β(t)−λβ(t)) is a real constant. If we set β(t) = p(t)+ iq(t) with
p and q real-valued, then aq(t)−bp(t) =M , withM ∈ R constant. It follows
from hypothesis (9.1) that M = −ak with k ∈ Z and that the average of
p is zero. This gives aq(t) = bp(t) − ak and consequently β has the form
(10.1). For such a coefficient β, the radial solutions are easily obtained from
the differential equation 
Remark 10.1 Note that if u = u(t) (independent on r) solves the equation
Pu = 0, then u is necessarily constant.
The following lemma will be used in the proof of the next proposition.
Lemma 10.1 Let u(r, t) be a solution of Pu = 0 in the cylinder A(0, R)
and let w = BLu be its L-potential. If
Re
[
λw(r, t)
iaB(t)
]
≡ 0 ,
then u is constant.
Proof. Let (r0, 0) be a fixed point in the cylinder A(0, R). Let u be as in
the lemma and let w = BLu. The function
v(r, t) = Re
∫
Γ(r,t)
w(ζ)
B(θ)
dζ
iaζ
where Γ(r, t) is any piecewise smooth curve that joins the point (r0, 0) to the
point (r, t), solves Pv = 0 (Proposition 9.1). We choose Γ as Γ = Γ1 ∪ Γ2,
where
Γ1 = {(r0, st), 0 ≤ s ≤ 1} and Γ2 = {((1 − s)r0 + sr, t), 0 ≤ s ≤ 1}.
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With this choice of Γ and with the hypothesis of the lemma on the potential
w, the integral over Γ2 is 0 and the expression for v reduces to
v(r, t) =
t
a
Re
∫ 1
0
w(r0, st)
B(st)
ds .
Hence, the function v depends only on the variable t and since it solves
Pv = 0, then v is constant (Remark 10.1). Consequently, w = BLv = 0.
This means Lu = 0. Since u is R-valued, then Lu = 0 and so u is constant

Proposition 10.2 Suppose that u ∈ C0(A(0, R)) solves Pu = 0, then its
L-potential w satisfies, w ∈ C0(A(0, R) ∪ S0) and w(0, t) ≡ 0. Moreover, u
is constant along S0.
Proof. Since P is elliptic for r 6= 0, then we need only to verify the continuity
of w up to S0 and its vanishing there. As a solution of Lw = 0, the function
w has a Laurent series expansion (Theorem 6.2)
w(r, t) =
∑
j∈Z
a±j w
±
j (r, t)
where w±j are the basic solutions of L. Let τ ∈ R be the order of w along S0
(that the order τ is finite is a consequence of the continuity of u up to S0).
We are going to show that τ > 0. Let w1, · · · , wN be the collection of all
basic solutions with order τ along S0. That is, wm is a basic solution with
Char(wm) = (σjm , jm) and such that the exponent satisfies Re(σjm) = τ .
We have then
w(r, t) =
N∑
k=1
akwk(r, t) + o(r
τ ) = wτ (r, t) + o(r
τ )
It follows from Lemma 10.1 that for each k, Re(λwk/iaB) 6≡ 0. Let t0 ∈ R
be such that
Re
(
λwk(r, t0)
iaB(t0)
)
6= 0, k = 1, · · · , N.
Let r0 < R be fixed. By using integration over the segment from (r0, t0) to
(r, t0), we find
u(r, t0)−u(r0, t0) =
∫ 1
0
Re
[
λwτ ((1− s)r0 + sr, t0)
iaB(t0)
]
(r − r0)ds
(1− s)r0 + sr
+ o(rτ ).
Recall that each basic solution w1, · · · , wn has an exponent σk = τ + iβk
and so
Re
∫ 1
0
(r − r0)λwk((1− s)r0 + sr, t0)
((1 − s)r0 + sr)iaB(t0)
ds =

O(rτ ) if τ 6= 0
O(log r) if τ = 0, βk = 0
O(riβk) if τ = 0, βk 6= 0
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From these estimates and the above integral, we deduce that in order for
u(r, t0) − u(r0, t0) to have a limit as r → 0, it is necessary that τ > 0. For
such τ , w(0, t) = 0, and u(0, t) is constant. 
As a consequence of the proof of Proposition 10.2, we have the following
proposition.
Proposition 10.3 Suppose that L has no spectral values on iR∗. If u ∈
L∞(A(0, R)) solves Pu = 0, then u is continuous up to the boundary S0 and
it is constant on S0.
10.2 Main result about the homogeneous equation Pu = 0
We use the basic solutions of the associated operator L to construct 2π-
periodic functions q±j (t) and establish a series expansion of the continuous
solutions u.
Let {σ±j }j∈Z be the spectrum of the associated operator L and w
±
j be the
corresponding basic solutions. Recall that if σ±j ∈ R, then w
±
j = r
σ±j f±j (t)
with Ind(f±j ) = j and if σ
+
j ∈ C\R, then σ
−
j = σ
+
j = σj and
w+j (r, t) = r
σjφj(t) + rσjψj(t) , w
−
j (r, t) = i
[
rσjφj(t)− rσjψj(t)
]
with |φj| > |ψj | and Ind(φj) = j. Define the functions q
±
j (t) as follows. For
σ±j ∈ R
∗,
q±j (t) =
λ
iaσ±j
f±j (t)
B(t)
(10.3)
and for σj ∈ C\R,
q+j (t) =
1
iaσj
(
λφj(t)
B(t)
−
λψj(t)
B(t)
)
, q−j (t) =
1
aσj
(
λφj(t)
B(t)
+
λψj(t)
B(t)
)
.
(10.4)
It follows from Theorem 4.1 that the asymptotic behaviors of q±j are
q+j (t) =
eijt
iajB(t)
+O(j−2) and q−j (t) =
eijt
ajB(t)
+O(j−2).
We have the following representation theorem
Theorem 10.1 If u ∈ C0(A(0, R)) is a solution of Pu = 0, then u is
constant on S0 and it has the series expansion
u(r, t) = u0 +
∑
Re(σ±j )>0
u±j Re
[
rσ
±
j q±j (t)
]
(10.5)
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where the functions q±j are defined in (10.3) and (10.4), and where u
±
j ∈ R.
Proof. It follows from Proposition 10.2 that u is constant on S0. Hence, by
using integration over the segment from (0, t) to (r, t), we obtain
u(r, t) − u(0, 0) = u(r, t) − u(0, t) = Re
∫ 1
0
λw(sr, t)
iaB(t)
ds
s
where w is the L-potential of u. The function w, being a solution of Lw = 0,
has a series expansion
w(r, t) =
∑
Re(σ±j )>0
c±j w
±
j (r, t).
For the function u we have then
u(r, t) = u(0, 0) +
∑
Re(σ±j )>0
c±j Re
∫ 1
0
λw±j (sr, t)
iaB(t)
ds
s
.
Now for σ±j ∈ R, we have w
±
j (r, t) = r
σ±j f±j (t) and∫ 1
0
λw±j (sr, t)
iaB(t)
ds
s
= rσ
±
j
λ
iaσ±j
f±j (t)
B(t)
= rσ
±
j q±j (t) .
For σ+j = σ
−
j = σj ∈ C\R, we have∫ 1
0
λw+j (sr, t)
iaB(t)
ds
s
=
∫ 1
0
[
(rs)σj
λφj(t)
iaB(t)
+ (rs)σj
λψj(t)
iaB(t)
]
ds
s
=
rσj
σj
λφj(t)
iaB(t)
+
rσj
σj
λψj(t)
iaB(t)
.
From this and (10.4), we get
Re
∫ 1
0
λw+j (sr, t)
iaB(t)
ds
s
= Re
(
rσjq+j (t)
)
A similar relation holds for the integral of w−j and the series expansion (10.5)
follows 
Remark 10.2 A consequence of this theorem and of the asymptotic expan-
sion of the spectral values σj , given in Theorem 4.1, imply that the number
λ is an invariant for the operator P in the following sense: Suppose that
P1 = L1L1 + λ1β1(t)L1 + λ1β1(t)L1
is generated by a vector field L1 with invariant λ1 = a1+ ib1 ∈ R
++ iR and
such that for every k ∈ Z+, there is a diffeomorphism, Φk, in a neighborhood
of the circle S0 such that that Φ
k
∗P is a multiple of P1, then λ = λ1
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10.3 A maximum principle
We use the series representation of Theorem 10.1 to obtain a maximum
principle when the spectrum satisfies a certain condition.
Recall that the function B(t) satisfies Ind(B) = −k, where k ∈ Z is
defined by (9.1). We will say that the operator P satisfies hypothesis H if
the spectrum of L satisfies the following conditions.
H1 : Re(σ
±
j ) ≤ 0 =⇒ j ≤ −k.
H2 : Re(σ
±
j ) = Re(σ
±
m) =⇒ σ
±
j = σ
±
m
Thus P satisfies H means that the projection of Spec(L) into R is injec-
tive and that the basic solutions w of L with positive orders have winding
numbers Ind(w) > k.
Theorem 10.2 Suppose that the operator P satisfies H. Let U ⊂ R+ × S1
be open, bounded, and such that A(0, R) ⊂ U for some R > 0. If u ∈ C0(U)
satisfies Pu = 0, then the value of u on S0 is not an extreme value of u.
Thus the maximum and minimum of u occur on ∂U\S0.
Proof. Let τ > 0 be the order along S0 of the L-potential of u. It follows
from Theorem 10.1 that
u(r, t) − u(0, 0) =
∑
Re(σ±j )=τ
c±j Re
(
rσ
±
j q±j (t)
)
+ o(rτ ). (10.6)
We consider two cases depending on whether τ is a spectral value of L or
τ is only the real part of a spectral value. Note that it follows from H2
that the sum in (10.6) consists of either one term or two terms. It has one
term, if τ is a spectral value with multiplicity one. It has two terms if τ is
a spectral value with multiplicity two or if τ is not a spectral value.
If τ is spectral value (say with multiplicity 2), then the corresponding
basic solutions have the form rτf±j (t) with winding number j > −k (by con-
dition H1). After replacing, in (10.6), the functions q
±
j by their expressions
given in (10.3), we find that
u(r, t) − u(0, 0) = rτRe
(
λ
iaτ
c+j f
+
j (t) + c
−
j f
−
j (t)
B(t)
)
+ o(rτ )
Recall that the functions f+j and f
−
j are R-independent solutions of the
differential equation (2.3). Thus, c+j f
+
j + c
−
j f
−
j has winding number j and
consequently
Ind
(
λ
iaτ
c+j f
+
j (t) + c
−
j f
−
j (t)
B(t)
)
= j + k > 0
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(we have used the fact that Ind(B) = −k). Since the winding number is
positive, the real part changes sign. This implies that u(r, t)−u(0, 0) changes
sign (for r small) and u(0, 0) is not an extreme value. The proof for the case
when τ is a spectral value with multiplicity one is similar.
If τ is not a spectral value, then there is a unique spectral value σ = τ+iµ
with µ 6= 0. The corresponding basic solutions w±j have winding number
j > −k. After substituting, in (10.6), the functions q±j by their expressions
given in (10.4) we find
u(r, t) − u(0, 0) = rτRe
[
riµ
iaσ
(
Dλ
φj(t)
B(t)
−Dλ
ψj(t)
B(t)
)]
+ o(rτ ) ,
where D = c+ + ic− and where φj and ψj are the components of the basic
solutions. We have |φj | > |ψj | and Ind(φj) = j. The same argument as
before shows that u(r, t)−u(0, 0) changes sign, as the real part of a function
with winding number j + k > 0 
Remark 10.3 If the condition H is not satisfied, then equation Pu = 0
might have solutions with extreme values on S0. Consider for example the
case in which the function β(t) is given by (10.1) with k = 1 (In this example
we have Ind(B) = 1). The operator P does not satisfy H1. Indeed, 2a is
a spectral value, corresponding to the basic solution r2aB(t), with winding
number 1. The corresponding basic solution r2a has minimum value 0 and
it is attained on S0.
11 The nonhomogeneous equation Pu = F
We construct here integral operators for the equation Pu = F . A similarity
principle between the solutions of Pu = 0 and those of a semilinear equation
is then obtained through these operators.
Let Ω̂1 and Ω̂2 be the functions given by (7.7). Define the function
S(z, ζ) by
S(z, ζ) = Re
[
−λ
2πaiB(t)
∫ 1
0
(
Ω̂1(sr, t, ζ)B(θ) + Ω̂2(sr, t, ζ)B(θ)
) ds
s
]
(11.1)
and the integral operator K by
KF (r, t) =
∫∫
A(0,R)
S(r, t, ρ, θ)F (ρ, θ)
dρdθ
ρ
(11.2)
We have the following theorem.
Theorem 11.1 If p > 2 and R > 0, then there exist positive constants
C and δ such that K : Lpa(A(0, R)) −→ C0(A(0, R)) has the following
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properties
P (KF ) = F, KF (0, t) = 0, and |KF (r, t)| ≤ CRδ||F ||p,a .
Proof. For an R-valued function F ∈ Lpa(A(0, R)), with p > 2, consider
T̂R(B(t)F (z)) =
−1
2π
∫∫
A(0,R)
(
Ω̂1(z, ζ)B(θ) + Ω̂2(z, ζ)B(θ)
)
F (ζ)
dρdθ
ρ
(11.3)
We know, from Theorem 7.4, that T̂R(BF ) ∈ C
0(A(0, R)) satisfies
LT̂R(BF ) = BF, T̂R(BF )(0, t) = 0, and
|T̂R(BF )(r, t)| ≤ CR
δ||BF ||p,a ≤ C||B||0R
δ||F ||p,a ∀F ∈ L
p
a(A(0, R)).
for some positive constants C1 and δ. Furthermore, it follows from (11.1),
(11.2), and (11.3) that
K(F )(r, t) = Re
(
λ
ia
∫ 1
0
T̂R(BF )(sr, t)
B(t)
ds
s
)
. (11.4)
Then, from Proposition 9.1, we conclude that T̂R(BF ) is the L-potential
of K(F ). The conclusion of the theorem follows from (11.4) and from the
properties of T̂R 
To established a similarity principle between the solutions of Pu = 0
and those of an associated semilinear equation, we need to use the modified
kernels of section 5. For j ∈ Z, let Ω±j,1 and Ω
±
j,2 be the kernels given by
(5.11) and (5.12). Define S±j by
S±j (z, ζ) = Re
[
−λ
2πaiB(t)
∫ 1
0
(
Ω±j,1(sr, t, ζ)B(θ) + Ω
±
j,2(sr, t, ζ)B(θ)
) ds
s
]
(11.5)
and the operator K±j by
K±j F (r, t) =
∫∫
A(0,R)
S±j (r, t, ρ, θ)F (ρ, θ)
dρdθ
ρ
. (11.6)
The operators T±j , defined in (8.2), and K
±
j are related by
K±j F (r, t) = Re
(
λ
ia
∫ 1
0
T±j (BF )(sr, t)
B(t)
ds
s
)
(11.7)
The operator K±j acts on the Banach space r
σ±j Lpa(A(0, R)), defined in Sec-
tion 8, and produces continuous functions that vanish along S0. More pre-
cisely, define the Banach space rσ
±
j E(A(0, R)) to be the set of functions v(r, t)
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that are in C1(A(0, R)) such that
v
rσ
±
j
and
Lv
rσ
±
j
are bounded functions in
A(0, R). The norm of v is
‖v‖
r
σ
±
j E
=
ww v
rσ
±
j
ww
0
+
ww Lv
rσ
±
j
ww
0
.
The next theorem can be proved by using Theorem 8.2 and arguments sim-
ilar to those used in the proof of Theorem 11.1.
Theorem 11.2 The operator
K±j : r
σ±j Lpa(A(0, R)) −→ r
σ±j E(A(0, R))
satisfies PK±j F = F and
‖K±j F‖
r
σ
±
j E
≤ CRδ‖F‖p,a,σ±j
for some positive constants C and δ.
Let f0(r, t), f1(r, t), and f2(r, t) be bounded functions in A(0, R) and
let g1(r, t, u, w) and g2(r, t, u, w) be bounded functions in A(0, R) × R × C.
Define the function H by
H(r, t, u, w) = uf0 + wf1 + wf2 + |u|
1+αg1 + |w|
1+αg2 (11.8)
with α > 0. For ǫ > 0, consider the semilinear equation
Pu = rǫRe (H(r, t, u, Lu)) . (11.9)
We have the following similarity result between the solutions of (11.9) and
those of the equation Pu = 0.
Theorem 11.3 For a given function H defined by (11.8), there exists R > 0
such that, for every u ∈ C0(A(0, R)) satisfying Pu = 0 and u = 0 on S0,
there exists a function m ∈ C0(A(0, R)) satisfying
C1 ≤ m(r, t) ≤ C2 ∀(r, t) ∈ A(0, R)
with C1 and C2 positive constants, such that the function v = mu solves
equation (11.9).
Proof. Let u be a solution of Pu = 0 with order τ > 0 along S0. Then there
is σ±j ∈ Spec(L) such that τ = Re(σ
±
j ). Hence, u ∈ r
σ±j E(A(0, R0)) for some
R0 > 0. Consider the operator
Q : rσ
±
j E(A(0, R0)) −→ r
σ±j E(A(0, R0))
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given by Qv = K±j (r
ǫRe(H(r, t, v, Lv))). It follows from (11.8) that the
function rǫRe(H(r, t, v, Lv)) is in the space rσ
±
j Lpa. Now, Theorems 11.2,
8.2, and relation (11.7), imply that
PQv(r, t) = rǫRe(H(r, t, v, Lv)),
LQv(r, t) = T±j [B(t)r
ǫRe(H(r, t, v, Lv))] .
Consequently, ‖Qv‖
r
σ
±
j E
≤ CRδ0‖v‖
r
σ
±
j E
. If R0 is small enough, we have
‖Q‖ < 1, and we can define the resolvent F = (I − Q)−1. It is easily
checked that for the solution u of Pu = 0 as above, the function v = F(u)
solves equation (11.9) and m = u/v is bounded away from 0 and ∞ 
12 Normalization of a Class of Second Order Equa-
tions with a Singularity
This section deals with the normalization of a class of second order operators
D in R2 whose coefficients vanish at a point. To such an operator, a complex
number λ = a+ ib ∈ R++ iR is invariantly associated. It is then shown that
the operator D is conjugate, in a punctured neighborhood of the singularity,
to a unique operator P given by (9.2). The properties of the solutions of the
equations corresponding to D are, thus, inherited from the solutions of the
equations for P studied in sections 10 and 11.
Let D be the second order operator given in a neighborhood of 0 ∈ R2
by
Du = a11uxx + 2a12uxy + a22uyy + a1ux + a2uy (12.1)
where the coefficients a11, · · · , a2 are C
∞, real-valued functions vanishing
at 0, with a11 nonnegative, and
C1 ≤
a11(x, y)a22(x, y)− a12(x, y)
2
(x2 + y2)2
≤ C2 (12.2)
for some positive constants C1 < C2. It follows in particular that a11 and
a22 vanish to second order at 0. Let A and B be the functions defined for
(x, y) 6= 0 by
A(x, y) =
(x2 + y2)
√
a11a22 − a212
a11y2 − 2a12xy + a22x2
B(x, y) =
(a22 − a11)xy + a12(x
2 − y2)
a11y2 − 2a12xy + a22x2
(12.3)
Note that it follows from (12.2) that these functions are bounded and A is
positive. Let
µ =
1
2π
lim
ρ→0+
∫
Cρ
A(x, y) − iB(x, y)
x2 + y2
(xdy − ydx) , (12.4)
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where Cρ denotes the circle with radius ρ and center 0. We will prove that
µ ∈ R+ + iR is well defined and it is an invariant for the operator D.
We will be using the following normalization theorem for a class of vector
fields in a neighborhood of a characteristic curve.
Theorem 12.1 Let X be a C∞ complex vector field in R2 satisfying the
following conditions in a neighborhood of a smooth, simple, closed curve Σ:
(ı) Xp ∧Xp 6= 0 for every p /∈ Σ;
(ıı) Xp ∧Xp vanishes to first order for p ∈ Σ; and
(ııı) X is tangent to Σ.
Then there exist an open tubular neighborhood U of Σ, a positive number R,
a unique complex number λ ∈ R+ + iR, and a diffeomorphism
Φ : U −→ (−R, R)× S1
such that
Φ∗X = m(r, t)
[
λ
∂
∂t
− ir
∂
∂r
]
where m(r, t) is a nonvanishing function. Moreover, when λ 6∈ Q, then for
any given k ∈ Z+, the diffeomorphism Φ and the function m can be taken
to be of class Ck.
This normalization Theorem was proved in [7] when λ ∈ C\R. When
λ ∈ R, only a C1-diffeomorphism Φ is achieved in [7]. A generalization is
obtained by Cordaro and Gong in [4] to include Ck-smoothness of Φ when
λ ∈ R\Q. It is also proved in [4], that, in general, a C∞-normalization
cannot be achieved.
We will be using polar coordinates x = ρ cos θ, y = ρ sin θ and we will
denote this change of coordinates by Ψ. Thus,
Ψ : R2\0 −→ R+ × S1 , Ψ(x, y) = (ρ, θ) .
Theorem 12.2 Let D be the second order operator given by (12.1) whose
coefficients vanish at 0 and satisfy condition (12.2). Then there is a neigh-
borhood U of the circle {0} × S1 in [0, ∞) × S1, a positive number R, a
diffeomorphism
Φ : U −→ [0, R)× S1
sending {0} × S1 onto itself, such that
(Φ ◦Ψ)∗D = m(r, t)
[
LL+Re(β(r, t)L)
]
(12.5)
where m,β are differentiable functions with m(r, t) 6= 0 for every (r, t) and
L = λ
∂
∂t
− ir
∂
∂r
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with λ =
1
µ
and µ given by (12.4). Moreover, if the invariant µ /∈ Q, then
for every k ∈ Z+, the diffeomorphism Φ, and the functions m, and β can be
chosen to be of class Ck.
Proof. We start by rewriting D in polar coordinates:
Du = Puθθ + 2Nuρθ +Muρρ +Quρ + Tuθ (12.6)
where
P =
1
ρ2
[
a11 sin
2 θ − 2a12 sin θ cos θ + a22 cos
2 θ
]
N =
1
ρ
[
−a11 sin θ cos θ + a12(cos
2 θ − sin2 θ) + a22 cos θ sin θ
]
M = a11 cos
2 θ + 2a12 sin θ cos θ + a22 sin
2 θ
Q =
1
ρ
[
a11 sin
2 θ − 2a12 sin θ cos θ + a22 cos
2 θ
]
+ a1 cos θ + a2 sin θ
T =
1
ρ2
[
a11 sin θ cos θ + a12(sin
2 θ − cos2 θ)− a22 sin θ cos θ
]
−
1
ρ
(a1 sin θ + a2 cos θ)
Condition (12.2) implies that there is a constant C0 > such that
M(ρ, θ) ≥ C0ρ
2 and P (ρ, θ) ≥ C0 ∀(ρ, θ).
We define the following C∞ functions (of (ρ, θ))
N1 =
N
ρP
, M1 =
M
ρ2P
, Q1 =
Q
ρP
, T1 =
T
P
.
In terms of these function, (12.2) takes the form
M1(ρ, θ)−N
2
1 (ρ, θ) ≥ C2, ∀(ρ, θ) ∈ [0, R1]× S
1 , (12.7)
and (12.6) becomes
Du
P
= uθθ + 2ρN1uρθ + ρ
2M1uρρ + ρQ1uρ + T1uθ (12.8)
Let X be the C∞ complex vector field defined by
X =
∂
∂θ
− ρg(ρ, θ)
∂
∂ρ
(12.9)
with g = N1 + i
√
M1 −N21 . Although we will use X for ρ ≥ 0, the vector
field X is defined in a neighborhood of {0} × S1 in R× S1. By using X and
its complex conjugate X , we find that
XXu = uθθ + 2ρN1uθρ + ρ
2M1uρρ + ρfuρ (12.10)
71
where
f =
X(ρg)
ρ
= −|g|2 +X(g).
We also have
ρuρ =
Xu−Xu
r − g
and uθ =
gXu− gXu
g − g
. (12.11)
It follows from (12.8), (12.10) and (12.11) that
Du
P
= XXu−
f −Q− 1 + gT1
g − g
Xu+
f −Q− 1 + gT1
g − g
Xu (12.12)
Since the coefficients of D and the function u are R-valued, then the right
hand side of (12.12) is real valued and can be written as
2
Du
P
= XXu+XXu+B(ρ, θ)Xu+B(ρ, θ)Xu (12.13)
with
B(ρ, θ) = −
f + f − 2Q1 + 2gT1
g − g
.
Now, for the vector field X, we have
X ∧X = ρ(g − g)
∂
∂θ
∧
∂
∂ρ
= −2iρ
√
M1 −N21
∂
∂θ
∧
∂
∂ρ
,
and so X satisfies the conditions of Theorem 12.1 and therefore it can be
normalized. In our setting, the invariant λ is given by (see [7]) λ = 1/µ˜
where
µ˜ =
1
2π
∫ 2π
0
(√
M1(0, θ)−N21 (0, θ)− iN1(0, θ)
)
dθ = µ,
and where µ is given by (12.4). Hence, there is a diffeomorphism Φ defined
in a neighborhood of ρ = 0 in R×S1 onto a cylinder (−R, R)×S1 such that
Φ∗X = m(r, t)L with L as in the Theorem and m a nonvanishing function.
Finally, it follows from this normalization of X that, in the (r, t) coordinates,
expression (12.13) becomes
2
Du
P
= 2|m|2LLu+ (mB +mLm)Lu+ (mB +mLm)Lu . (12.14)
This completes the proof of the theorem 
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