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Extended Abstract 
 
Organizations from every industry sector seek to enhance their business 
performance and competitiveness through the deployment of contemporary 
information systems (IS) such as Enterprise Systems (ERP). Investments in ERP are 
particularly complex and costly, attracting scrutiny and pressure to justify their cost, 
and expected to yield positive impacts on both organizational and individual levels. 
Thus, IS researchers highlight the need for systematic evaluation of information 
system success, or impact, which has resulted in the introduction of varied models 
for evaluating information systems. One of these efforts to provide a systematic 
measurement approach for contemporary information systems in the post-
implementation phase, is the IS-Impact Model introduced by a team of researchers 
at Queensland University of technology (QUT) (Gable, Sedera, & Chan, 2008). 
 
The IS-Impact Model is conceptualized as a formative, multidimensional index that 
consists of four dimensions (Individual Impact, Organizational Impact, Information 
Quality, and System Quality) and 37 measures. Gable et al. (2008) define IS-Impact 
as “a measure at a point in time, of the stream of net benefits from the IS, to date 
and anticipated, as perceived by all key-user-groups” (p. 381).  
 
The validity of the IS-Impact Model as a formative construct was evidenced in the 
Australian public sector (Gable et al., 2008). That the model has not been tested 
beyond the Australian context was regarded as a limitation; the developers of the 
model encouraging other IS researchers to further extend the model to other 
contexts. Moreover, the IT Evaluation Research Program (ITE-Program) at QUT has 
grown the IS-Impact Research Track with the central goal of conducting further 
studies to enhance and extend the IS-Impact Model. The overall goal of the IS-
Impact research track at QUT is “to develop the most widely employed model for 
benchmarking information systems in organizations for the joint benefit of both 
research and practice” (Gable, 2009). In order to achieve that, the IS-Impact 
research track advocates programmatic research having the principles of 
incrementalism, tenacity, holism and generalizability through extension research 
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strategies. This study was conducted within the IS-Impact Research Track, to further 
generalize the IS-Impact Model by extending it to the Saudi Arabian context. 
 
The main motivation of the study is the completion of the third step of knowledge 
generation which is “Verification”. Verification is defined as the process of assessing 
the repeatability and extendibility of the findings of an original study in different 
contexts. Verification in this study has the aim of assessing the External Validity or 
“Generalizability” of the IS-Impact Model. Studies that extend and validate theoretical 
models should be conducted in a context that significantly contrasts with that of the 
original study. For this extension study, the main component that differentiates the 
focal study context from the original study context is national culture. According to 
Hofsted (2012), the national culture of Saudi Arabia is significantly different from the 
Australian national culture in terms of 3 dimensions of the Hofstede cultural model 
(Power Distance, Uncertainty Avoidance, and Individualism). It is believed that these 
differences in national culture make the Saudi Arabian culture an interesting context 
for testing the external validity of the IS-Impact Model.  
 
In addition to the generalization of the IS-Impact Model, the study offers an 
opportunity to deal with and overcome some of the methodological limitations of the 
original IS-Impact Study. The methodological improvements of the study are in 
attention to limitations acknowledged by (Gable et al., 2008) and include: the use of 
criterion measure “overall items” for the Constructs and the model; the use of a 
stronger, multi-measure conceptualization of IS-Satisfaction as immediate 
consequence in the IS-Impact nomological net; and the addition of an antecedent to 
IS-Impact to facilitate further nomological testing. It is important to note that this 
study further differs from the original study in term of the approach used for 
Research Model testing; employing PLS contemporary best practice (i.e. Andreev, 
Heart, Maoz, & Pliskin, 2009; Cenfetelli & Bassellier, 2009; Henseler, Ringle, & 
Sinkovics, 2009; Urbach & Ahlemann, 2010). 
 
The study is theoretically based on the IS-Impact Model and extends its theory and 
methodology to the Saudi Arabian context. With that aim, the study adopts a context-
extension strategy (Berthon et al., 2002). In addition, the study follows the 
vii 
Extending and Validating the IS-Impact Model in Saudi Arabia:   
Accounting for Computer Network Quality. 
recommendations of Mackenzie and House (1979) to re-visit the IS-Impact survey 
instrument from the ground up. Rather than assume the existing instrument is valid 
in the new context, or simply assess its validity through quantitative data collection, 
the study takes a qualitative, inductive approach to re-assessing the necessity and 
completeness of existing dimensions and measures. This is done in two phases: 
Exploratory Phase and Confirmatory Phase. The exploratory phase addresses the 
first research question of the study “Is the IS-Impact Model complete and able to 
capture the impact of information systems in Saudi Arabian Organization?” On the 
other hand, the Confirmatory Phase addresses the second research question of the 
study “Is the Extended IS-Impact Model Valid as a Hierarchical Multidimensional 
Formative Measurement Model?” Both of these phases were conducted at the 
Riyadh-based King Saud University (KSU) to evaluate their ERP System which is 
called “MADAR”. 
 
The Exploratory Phase or “Model Extension Phase” objective was to investigate the 
completeness and applicability of the dimensions and measures of the IS-Impact 
Model in the Saudi Arabian context. In addition, the Exploratory Phase intended to 
conceptualize any changes to the model that needs to be operationalized in the 
confirmatory phase. Moreover, the Exploratory Phase entailed a qualitative 
“Identification Survey” with one main open question intended to inventory salient IS-
Impact measures and dimensions in the Saudi Arabian context. The Identification 
Survey yielded 57 responses from users of the MADAR ERP systems. The first step 
of data analysis was decomposing the 57 responses to 362 independent “citations”. 
Then, a qualitative deductive content analysis, as applied by Mayring (2000), was 
employed starting from the IS-Impact Model as the base theory (Coding Agenda). 
The content analysis indicated that 2 of the 37 measures of the IS-Impact Model 
were not instantiated suggesting that they are not applicable for the Saudi Arabian 
Context. Moreover, the content analysis did not identify any new measures or 
dimensions, evidencing the completeness and content validity of the IS-Impact 
Model.  
 
Analysis of unmapped citations from the Identification Survey suggested several 
concepts related to IS-Impact, the most prominent of which was “Computer Network 
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Quality”. The literature indicated a theoretical link between IS-Impact and Computer 
Network Quality (Computer Network Quality mostly considered as an antecedent of 
IS-Impact). With the primary goal of further validating IS-Impact within its extended 
nomological net, Computer Network Quality was introduced to the study model. In 
addition, the research model included “IS-Satisfaction”, which is conceptualized as 
an immediate consequence of IS-Impact, as in the original study (Gable et al., 2008). 
 
The objective of the Confirmatory Phase or “Model Assessment Phase” was to test 
the IS-Impact Model validity and the research model. To achieve that, IS-Impact, 
Computer Network Quality, and IS-Satisfaction were operationalized in a survey 
instrument for the quantitative Confirmation Survey. The instrument was in Arabic 
which is the official language of the new context. The survey was responded to by 
161 respondents representing 5 departments at KSU. The research model was 
assessed using these valid responses by employing the Partial Least Squares (PLS) 
approach. The assessment procedure had two stages: assessment of the 
measurement models (Reflective or Formative) and assessment of the structural 
model. The reflective measurement model of “IS-Satisfaction” was found reliable and 
valid. The formative measurement model of “Computer Network Quality” was 
assessed and found valid on the indicator and construct level. The IS-Impact Model, 
which is the corner stone of the study, was assessed and its validity as a hierarchical 
formative construct was confirmed. However, the assessment of the IS-Impact Model 
suggested that one of the indicators of the IS-Impact Model was insignificant and can 
be removed from the model. This increased the number of omitted measures to 3 (2 
were removed previously in the Exploratory Phase). Thus, the resulting Extended IS-
Impact Model consists of 4 dimensions and 34 measures instead of 37 as in the 
original IS-Impact Model. Finally, the structural model was also assessed against two 
aspects: explanatory and predictive power. Analysis revealed that the path 
coefficient between Computer Network Quality (CNQ) and IS-Impact is significant 
with t-value= (4.826) and relatively strong with β = (0.426) with CNQ explaining 18% 
of the variance in IS-Impact. These results supported the hypothesis that CNQ is 
antecedent of IS-Impact. Similarly, the path coefficient between IS-Impact and IS-
Satisfaction was significant t-value = (17.79) and strong β = (0.744), with IS-Impact 
ix 
Extending and Validating the IS-Impact Model in Saudi Arabia:   
Accounting for Computer Network Quality. 
alone explaining 55% of the variance in Satisfaction, consistent with results of the 
original IS-Impact study (Gable et al., 2008).  
 
The research contributions include: (1) supporting the completeness and validity of 
IS-Impact Model as a Hierarchical Multi-dimensional Formative Measurement Model 
in the Saudi Arabian context, (2) conceptualizing and validating Computer Network 
Quality as a formative measurement model and as an antecedent of IS Impact, and 
(3) conceptualizing and validating IS-Satisfaction as a reflective measurement model 
and as an immediate consequence of IS Impact. This study contributes to practice 
by providing a systematic measurement of IS Impact in the post-implementation 
phase, using well-defined measures. The instrument is able to help organizations to 
evaluate to-date impacts and predict future impacts of their ERP system, which help 
practitioners to better manage, improve, and utilize their ERP system. The 
instrument can serve many purposes, such as: identifying and understanding trends 
in IS-Impact over time; and establishing an IS Benchmark for comparisons between 
different organizations or departments within the same organization. The survey 
instrument has taken into account the contextual factors of Saudi Arabian 
organizations, including culture and language. In addition, the instrument is attractive 
for Saudi Arabian (or other Arab countries that share the same culture and language. 
An organization as it provides an economical way for evaluating information 
systems. 
 
The study has also operationalized and validated the Computer Network Quality 
(CNQ), as conceptualized in the ITU-T Recommendation E.800 (ITU-T, 1993). 
Organizations can utilize the CNQ items to perceptually measure the quality of their 
Computer Network. CNQ instrument offers an easy-to-understand, easy-to-use, and 
economical way for evaluating Computer Network Quality in organizations, from 
multiple perspectives. The study demonstrates that the quality of Computer Network 
affects the quality of the Enterprise System (ERP) and consequently the impacts of 
the system. Therefore, practitioners should pay attention to the quality of the 
Computer Network.  
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1.1 Chapter Introduction 
This chapter is dedicated to providing an overview of the research study. The study 
is aimed at extending and validating the IS-Impact Model (Gable, Sedera, & Chan, 
2003, 2008) in the context of Saudi Arabia. The chapter starts with a description of 
the background of the research study. Then the chapter continues with a 
comprehensive discussion of the motivations that drive the study. Next, the research 
context of the study is described with an emphasis on the national culture of Saudi 
Arabian, which is shown to contrast with the original IS-Impact Model context 
(Australian national culture). After that, the goals and detailed objectives of the 
research study are listed and explained. As a basis to achieve the objectives of the 
study, the research questions of the research study are derived and explained. The 
chapter proceeds with an overview of the research strategy employed in the study. 
Finally, the various chapters of the thesis are listed and briefly described.  
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1.2 Research Background 
The competitive environment of business drives organizations to seek improvements 
in resource management, business processes and other aspects of business 
performance; these business performance improvements can be achieved by 
contemporary information systems such as ERP systems (Brancheau, Janz, & 
Wetherbe, 1996). ERP systems adoption has been regarded as a proven way for 
companies to achieve competitive advantage (Jones & Young, 2006; Tsai, Fan, Leu, 
& Chou, 2007). ERP systems were developed to satisfy the demand for integrated 
business processes, business process improvement, and process standardization 
(Al-Mashari, 2003; Klaus, Rosemann, & Gable, 2000; Sauer & Yetton, 1997). In fact, 
ERP systems have become a critical component of any IT investments in modern-
era enterprises (Wu, Liu, Li, Gao, & Tian, 2006). Therefore, organizations have 
invested heavily in ERP systems expecting positive organizational and individual 
impacts. 
 
ERP systems investments are multistage complex investment decision with 
underlying stochastic processes and constraints (Campbell, 2002). In addition, 
investments in contemporary Information Systems (IS) such as ERP systems are 
particularly complex and costly, which puts them under close inspection and 
pressure to justify their cost (Markus, Axline, Petrie, & Tanis, 2003). This makes 
organizations which deploy information systems keen to measure the success of the 
IS and their impacts on both the organization and the individuals (Gable et al., 2003). 
However, the majority of these organizations are not satisfied with ERP systems 
return on investment (ROI) (Sarker & Lee, 2003). The magnitude of ERP systems 
investments and their unsatisfactory results highlights the need for systematic 
measurement of their impacts (Gable et al., 2003; Sedera, Gable, & Rosemann, 
2001; Shang & Seddon, 2000). In fact, only 16% of organizations adopted 
systematic method to evaluate IT investment decisions (Hochstrasser & Griffiths, 
1991). 
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There have been three distinct trends in IS evaluation studies: (1) the use of 
traditional financial measures such as Return on Investment (ROI), Return on Asset 
(ROA), and Return on Equity (ROE) (Mogollon & Raisinghani, 2003; Pavlou, Housel, 
Rodgers, & Jansen, 2005; Shin, 2001). (2) The adaptation of existing performance 
measurement models or frameworks to IS evaluation. Examples of such studies are 
the use of Balanced Scorecard (Sedera et al., 2001) and ServQual (Pitt, Watson, & 
Kavan, 1995) to evaluate IS success. (3) The development of measurement models 
or frameworks specifically for IS evaluation, such as DeLone and McLean (1992), 
and Shang and Seddon (2000), Wu et al. (2006), and Gable et al. (2008). 
 
Many measurement models and frameworks have been introduced for evaluating 
information systems. The most cited model to measure IS success is the DeLone 
and McLean (1992) IS success model (Heo & Han, 2002). The DeLone and McLean 
model represent a starting point and a theoretical base for many of the models and 
frameworks that have been introduced since its appearance in the IS arena (e.g. 
Gable et al., 2003, 2008; Seddon, 1997). However, comparing results across IS 
evaluation studies is a complex process due to the fact that there is little consensus 
on IS success dimensions and measures (Gable et al., 2003). Gable et al. (2003) 
attribute this fact to a range of reasons reported in the literature: (1) incomplete or 
inappropriate measures of success (DeLone & McLean, 1992; Gable, 1996), (2) lack 
of theoretical grounding of causal and process models (Myers, Kappelman, & 
Prybutok, 1998), (3) myopic focus on financial performance indicators (Kaplan, 
1998), (4) weaknesses in survey instruments employed (instrument lacking validity) , 
(5) inappropriate data collection approach (e.g. asking the wrong people, 
unrepresentative sample) (Seddon, Staples, & Patnayakuni, 1999).  
 
In addition, most of the frameworks and models were designed initially for legacy 
information systems and are not suitable for contemporary IS. Moreover, few of the 
models were suitable for evaluating information systems in the post-implementation 
phase. Therefore, many IS researchers have emphasized the importance of having 
a systematic and standard measurement instrument for evaluating IS success or 
impacts (Gable et al., 2003; Shang & Seddon, 2000). One of the most noted 
attempts is the IS-Impact Model introduced by Gable et al. (2003, 2008) from 
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Queensland University of Technology (QUT). The IS-Impact Model is dedicated to 
measuring complex and contemporary information systems such as ERP Systems in 
the post-implementation phase. 
 
The IS-Impact Model is conceptualized as a formative, multidimensional index that 
consists of four dimensions (Individual Impact, Organizational Impact, Information 
Quality, System Quality) (refer to figure 1-1). These 4 dimensions are distinct but 
related of the multidimensional phenomenon of IS-Impact. The “impact” dimensions 
are an evaluation of benefits that have already resulted from the system. The 
‘quality’ dimensions reflect potential future impacts. In fact, the model conforms to 
the guidelines of Gregor’s (2006) analytic theory and can be considered to be an 
example of analytic theory. The model defines IS-Impact as “a measure at a point in 
time, of the stream of net benefits from the IS, to date and anticipated, as perceived 
by all key-user-groups” (Gable et al., 2008, p. 381). The overall goal of the IS-Impact 
research track at QUT is “to develop the most widely employed model for 
benchmarking information systems in organizations for the joint benefit of both 
research and practice” (Gable, 2009). To achieve that, the track advocates 
programmatic research, having the principles of tenacity, holism and generalizability 
through replication and extension research strategies. 
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Figure 1-1: IS-Impact Model as a Formative Multidimensional Index (adapted from Gable et al., 2008). 
 
The IS-Impact Model has been originally validated in the Australian public sector in 
the Queensland Government. The model developers encourage researchers to 
further validate the model in new contexts to extend the model generalizability 
(Gable et al, 2003, 2008). In response to this call, this research project aims to 
extend and validate the IS-Impact Model in the Saudi Arabian context. This Saudi 
Arabian context incorporates a culture that differs significantly from the Australian 
context, which makes the study a suitable one for testing and confirming the 
generalizability and standardization of the model. In fact, this study is part of QUT’s 
series of studies that aims to extend and validate the IS-Impact Model in different 
contexts. These studies are in line with the QUT IS-Impact research track objective 
of arriving, through extension strategy, at the most widely employed model for 
evaluating information systems in organizations.  
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1.3 Research Motivation 
1.3.1 Verification and External Validity 
Knowledge, including theories and models such as the IS-Impact Model, can be 
generated through 3 important steps: injunction (applying a methodology), 
observation (observing and interpreting), and verification (checking that observations 
are repeatable) (Berthon, Pitt, Ewing, & Carr, 2002). Most of the studies that seek to 
develop a theory or a model focus on completing the first two steps (injunction and 
observation). This can be attributed to the time limitations and the scoping 
considerations of these studies. The developers of such models often tend to 
complete the third step of knowledge generation in subsequent studies or encourage 
other researchers to do that. Without verification, these theories and models can be 
considered to be isolated findings “observations” from a certain context. According to 
Berthon et al. (2002), Verification is important as it converts a hypothetical model 
into valid knowledge. In addition, Verification allows researchers to test the External 
Validity of theories or models.  
 
External validity is defined as “the generalizability of research findings beyond the 
parameters of a particular research” (Lucas, 2003, p. 237). The generalization of the 
finding increases the confidence of the results and the confidence on the proposed 
theory or the model (DeVellis, 2003). In fact, researchers have higher confidence in 
instruments that are derived from externally validated models and are encouraged to 
use them (Straub, 1989). The generalization of the findings can also confirm that the 
theory or the model is consistent across different contexts (Berthon et al., 2002).  
 
The study that introduced the IS-Impact Model (Gable et al., 2003, 2008) contained 
the first two steps of knowledge generation and lacked the final step of Verification. 
The study started with an a priori model “hypothetical model” and then was tested 
against data that was collected from the context of the study “Australian Public 
Sector”. The Model was rigorously tested for different types of Validity using the 
collected data. However, the study neglected testing the model for external validity, 
which can only be done through “Verification” by checking the repeatability of the 
findings of the original study and by confirming the completeness of the IS-Impact 
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Model’s dimensions and measures. In fact, the IS-Impact Model developers 
acknowledge this fact and point to it as a limitation of the study.  
 
To deal with these limitations, Lindsay and Ehrenberg (1993) suggest the 
development of research programs focusing on these theories or models. The aim of 
such research programs is to verify that the observations of the original studies are 
repeatable and can be extended to other contexts. The main focus of the suggested 
research program is conducting a series of carefully designed and systematic 
Replication and Extension studies. The IT Professional Services cluster at QUT has 
developed the IS-Impact Research Track where the IS-Impact Model is the core of 
its activities. In fact, the IS-Impact research track advocates programmatic research 
having the principles of tenacity, holism and generalizability through extension 
research strategies.  
 
Extension and Replication are important components of scientific method as they 
can turn a tentative belief to accepted knowledge (Berthon et al., 2002). Rosenthal 
and Rosnow (1984) argue that replicability of findings is almost universally 
considered as the most important criterion of genuine scientific knowledge. Kane 
(1984) adds that replicability is the touchstone of scientific research. Propper (1959, 
as cited in Berthon et al., 2002) states that observations can only be regarded 
scientific through re-testing and repetition. According to Berthon et al. (2002), 
Replication is a duplication of all the key parameters of the original study (theory, 
methodology, and context) whereas Extension is a duplication of the original study 
with the altering of one or more parameters. For example, Context Extension study 
is simply duplicating the theory and the methodology of the original study in a 
different context. Context-Extension studies are a way to verify whether the 
observations of a given study are repeatable and can be generalized across different 
contexts that can confirm the External Validity of the model. According to Samaddar 
and Kadiyala (2006), Extension studies can help identify the shortcomings of models 
and theories. In MIS literature, there are many studies dedicated to extending 
theories and models to different contexts. For example, the Technology Acceptance 
Model (TAM) and ServQual instrument have been extended to a range of contexts. 
 
10 
Chapter 1: Introduction 
In summary, the main motivation for the study is the completion of the third step of 
knowledge generation which is “Verification”. Verification, as mentioned, earlier is 
defined as the process of checking the repeatability or extendibility of the findings of 
the original IS-Impact study in different contexts. The Verification step helps 
researchers test and confirm the External Validity “generalizability” of the IS-Impact 
Model. The Verification step can be done through a Context-Extension strategy as 
defined by Berthon et al. (2002), which allows the researcher to test the IS-Impact 
Model theory and methodology in a different context. It is important to conduct the 
study in a context that contrasts with the context of the original study. The context of 
the focal study is the Saudi Arabian public sector, which is significantly different from 
the Australian one. The next section describes the study context and shows the 
differences between the original and the focal context. It is this contrast that makes 
the Saudi Arabian context suitable for the model generalization efforts. The outcome 
of the study is a more generalizable and externally validated IS-Impact Model. 
 
1.3.2 Methodological Improvements 
In addition to Verification and Generalization of the model, the study offers an 
opportunity to deal with and overcome some of the limitations regarding the 
construct validity tests performed in the original study. In fact, the IS-Impact 
construct was defined as reflective in the first study of Gable et al. (2003) and was 
validated accordingly using reflective construct validation tests. However, the IS-
Impact Model was re-specified as “formative” in the study of Gable et al. (2008). The 
initial mis-specification was attributed to the lack of appropriate guidelines and 
examples for formative measurement in the IS literature (Gable et al., 2003). In fact, 
Petter, Straub, and Rai (2007) found that many IS studies had mis-specification 
problems. These problems can cause measurement problems and undermine the 
validity of models.  The re-specification of the IS-Impact Model was motivated by the 
attention that formative construct validation was given and the development of 
relevant guidelines (Gable et al., 2008). However, the formative validation tests were 
performed using data from the original Gable et al. (2003) study. The data had been 
collected using an instrument that was designed to test reflective construct 
validation. This caused a number of limitations for the IS-Impact developers, such as 
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the lack of important criterion measures that are needed for the formative construct 
validation tests. To overcome this, this study changes the original survey instrument 
to collect the needed data for performing the formative construct validation test. 
 
Furthermore, Gable et al. (2003) conceptualized Satisfaction as an overall measure 
of IS-Impact, operationalized by a single measure. In a subsequent study, Gable et 
al. (2008) conceptualized satisfaction as an immediate “consequence” of IS-Impact. 
This was done to perform one of the formative construct validity tests called 
“nomological” Validity. Satisfaction was still measured by the same single measure 
of the previous Gable et al. (2003) study. This can be considered as one of the 
weaknesses of the original study. Zviran and Erlich (2003) criticized the use of a 
single-item measure for IS-Satisfaction and described it as an unreliable way that 
could possibly cause a large measurement error. Therefore, this study will try to 
resolve this concern through a better operationalization of Satisfaction.  
 
Moreover, the researchers used LISREL to perform the formative validation test, 
which is a co-variance based tool. According to Chin (1998), LISREL is problematic 
when used for formative construct validation because it only provides goodness-of-fit 
measures and assumes that all items are reflective. The goodness-of-fit measure 
does not explain how a variable is predicted and only explains the ability of the 
model to account for co-variance (Chin, 1998). To resolve this problem, this study 
explores and deploys a better tool for formatively validating the IS-Impact Model, 
following the recommendations and guidelines of recent studies.  
 
Furthermore, this study tries to explore other constructs that can be potentially 
related to the IS-Impact construct. In fact, one of the IS-Impact Research Track 
objectives is to identify constructs that are in the nomological network of the IS-
Impact construct. This is important for the IS-Impact Research Track in general as it 
increases the knowledge about the IS-Impact phenomena. In addition, this can be 
useful for this study in the process of formative validation (nomological validity). 
Since Satisfaction is already conceptualized and validated as a consequence of IS-
Impact in the original IS-Impact study, this study tries to identify an antecedent of IS-
Impact. The identification of an antecedent of IS-Impact can provide an additional or 
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alternative way to test the nomological validity of the IS-Impact Model. The 
identification of the antecedent will be through a literature review of possible 
antecedents of IS-Impact. The relationship between the IS-Impact and its antecedent 
should be supported by theory. In addition to the identification of the antecedent, the 
study aims to operationalize this antecedent and measure it to perform the 
nomological validity test. 
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1.4 Research Context 
As explained in the research motivation section, the research context is an important 
aspect that motivated the study. The main aim of the study is to generalize and 
externally validate the “IS-Impact Model”. This is done by investigating the 
repeatability or extendibility of the findings of the original IS-Impact study in a 
different context. The applicability of the IS-Impact in the new context was intended 
to result in a verified theory and methodology that could be generalized to other 
contexts. It is important that the focal study context of such a study should contrast 
with the original study context. In fact, national culture is the main component that 
differentiates the focal study context and the original study context. According to 
Tayeb (1997), organizations are not immune from cultural factors. He added that 
culture can impact the soft components of an organization (i.e. personnel) and the 
impact can be extended to include the hard components (i.e. structures, systems, 
and processes). 
 
This section is dedicated to highlighting the main differences between the context of 
the original study and that of the focal study. The focus is largely put on national 
culture, which is the main contextual factor differentiating this study’s context. The 
section starts with an introduction to the national culture concept, to define the 
concept. Then, the chapter continues with linking national culture to theories in 
general, to explain the effect of national culture on the generalizability of theories. 
Understanding the link between national culture and theories reveals the importance 
of extension studies such as this one.  The chapter proceeds with an overview of 
national culture studies in the area of information systems, to see how national 
culture is positioned in the area. The overview revealed two common types of 
national culture studies in information systems area. The first type is extension 
studies, which tend to generalize theories or models to new national cultures. The 
second type is cross-cultural studies, which tend to compare results from different 
national cultures, using standardized instruments that provide equivalent 
measurement. It is noted that cross-cultural studies are usually conducted using 
instruments derived from extended models. Next, the section continues with 
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demonstrating the contrast between the context of the original and focal studies 
(Saudi Arabian national culture Vs. Australian national culture). In fact, this is one of 
the most important objectives of this section, as it reaffirms the importance of the 
study and provides a strong justification for extending the IS-Impact Model to the 
Saudi Arabian context. Finally, the section concludes with positioning national 
culture in the study and explaining how national culture affects the design of the 
study. This is important to manage expectations regarding the role of national culture 
in the study.  
 
1.4.1 National Culture 
National culture is defined by Hofstede (2001) as “the collective programming of the 
mind that distinguishes the members of one group or category of people from others” 
(p.9). Many models or frameworks have been introduced to describe national culture 
by key researchers in the field, such as Hall (Hall, 1960, 1976; Hall & Hall, 1990) 
(Low Context vs. high context), Fukuyama (1995) (High-Trust vs. Low-Trust), and 
Hofstede (1980, 2001, 2012) (Hofstede cultural model).  
 
One of the studies that attempted to quantify culture is that of Hofstede (1980, 2001, 
2012). The Hofstede cultural model is considered to be a dominant cultural 
framework so that it has captured the attention of researchers from different 
disciplines (Gaspay, Dardan, & Legorreta, 2009). It is the most commonly used 
model because it facilitates national-level analysis and allows multiple country 
comparisons (Al-Gahtani, Hubona, & Wang, 2007). The Hofstede (2012) model 
identifies five dimensions of culture: (1) Power Distance (PDI), (2) Uncertainty 
Avoidance (UAI), (3) Individualism (IDV), (4) Masculinity (MAS), and (5) Long-Term 
Orientation (LTO). 74 countries and regions can be positioned on an axis 
represented by each dimension and assigned an index value (Hofstede, 2012). 
 
1.4.2 National Culture and Theories 
Hofstede (1991) suggests that theories reflect the culture from which they were 
developed and that management theories are culture bound. Moreover, he 
emphasizes that scholars who develop concepts and theories are culturally biased. 
15 
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Thus, Hofstede (1991) concludes that there can be no assurance that management 
theories and concepts developed within a certain national culture can be applied in 
another as effectively. According to Maheswaran and Shavitt (2000), theoretical 
extensions will be limited without validation studies that help in demonstrating the 
robustness of theoretical models across cultures. Therefore, Tan and Gallupse 
(2004) suggest that IS instruments that are developed and validated in a certain 
context should be applied and revalidated globally.  
 
In fact, there are many IS studies that have extended theories and methodologies to 
different contexts (Berthon et al., 2002). For example, Straub, Keil and Brenner 
(1997) conducted a study that applies the widely used Technology Acceptance 
Model (TAM) to three different countries and found that TAM holds for both the US 
and Switzerland but not for Japan. This implies that TAM may not be universally 
applicable across cultures. In another study, Rose and Straub (1998) conducted a 
study to extend the Technology Acceptance model (TAM) in the Arab world. The 
study was conducted in five Arab nations (Jordan, Saudi Arabia, Egypt, Lebanon, 
and the UAE) with the objective of understanding technology adoption patterns, to 
be able to predict factors that lead to system use. The study highlights Arab culture 
preference for face-to face communication which can affect the use of technologies 
such as emails. The study concluded that TAM holds up well in the Arab world 
context. 
 
1.4.3 National Culture and Information Systems 
Leidner and Kayworth (2006) conducted a comprehensive review of studies that 
linked culture and information systems. They found that most of these studies 
focused on examining the one-way impact that cultural values have on IT/IS 
outcomes. The majority of the reviewed articles (51 out of 82) examined national 
culture as opposed to organizational culture.  In fact, six themes were observed in 
the study and one of these themes is “culture, IT use and Outcome”. The central 
question within this theme was “Will the same IT be used in similar ways across 
cultures and result in similar benefits, or will the same IT be used differently across 
cultures and result in different benefits?” (Leidner & Kayworth, 2006, p. 367). The 
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overwhelming response to this question was that differences in culture cause 
differences in IT use and Outcome. For example, Leidner et al. (1999) investigated 
the use of executive information systems (EIS) among Mexican, Swedish, and U.S. 
managers and found that culture affect perceptions of EIS use and outcomes. The 
study concluded that technology was more favorably perceived in countries with 
lower power distance and uncertainty avoidance than in countries high in uncertainty 
avoidance and power distance. In another study, Rose, Evaristo, and Straub (2003) 
concluded that users from Egypt and Peru (polychronic cultures) are less concerned 
with website delays than users form United States and Finland (monochronic 
cultures). Griffith (1998) studied the way Group Support System (GSS) are 
evaluated by Bulgarian and American students. They found that culture plays a role 
in the evaluation process as Bulgarian students (low in power distance) reported 
their dissatisfaction with GSS more freely than their American counterparts. 
 
1.4.4 Saudi Arabian National Culture 
The Saudi Arabian Culture was analyzed and described using the Hofstede (1980, 
2001, 2012) cultural model on the basis that the Hofstede cultural model is the most 
widely used and validated model in IT research (Gaspay et al., 2009). Keil et al. 
(2000) attribute this wide use to the enduring nature of the Hofstede cultural model. 
In fact, the Hofstede cultural model has helped explain the impact of national culture 
on the various areas of IT research and can be used to understand how diverse 
cultures view, adopt, and use IT (Leidner & Kayworth, 2006). In addition, the 
Hofstede model covers as many as 74 countries and regions, including Saudi Arabia, 
which made quantitative comparisons between Saudi Arabia and Australia possible. 
The description of the Saudi Arabian culture and comparison to Australian culture 
are discussed below, using the Hofstede cultural model.  
 
Power Distance: this dimension refers to the “the extent to which the less powerful 
members of institutions and organizations within a country expect and accept that 
power is distributed unequally” (Hofstede, 2012).  According to Hofstede (2012), 
Arab nations including Saudi Arabia are characterized by high power distance (score 
of 95). In high power distance cultures such as Saudi Arabia’s, power is centralized 
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and hierarchy is evident in organizations with no justification and is seen as 
reflecting inherent inequalities (Hofstede, 2012). In addition, decision making 
practices are often autocratic as the ideal superior is “a benevolent autocrat”. 
Moreover, subordinates avoid disagreement with superiors and expect to be told 
what to do. Generally, individuals try to act in accordance with the expectations of 
those seen as important and influential (Hofstede, 2012).  
 
In contrast to Saudi Arabia, Australia scores low on the Power Distance dimension 
(36) (Hofstede, 2012). Hierarchy is established for organizational purposes and 
convenience. Superiors in Australian organizations are accessible and share 
information with employees. In fact, managers rely on individual employees and 
teams for their expertise. Generally, communication is informal, direct and 
participative.   
 
Uncertainty Avoidance: this dimension is defined as “The extent to which the 
members of a culture feel threatened by ambiguous or unknown situations and have 
created beliefs and institutions that try to avoid these” (Hofstede, 2012). Saudi 
Arabia scores 80 on this dimension and thus has a preference for avoiding 
uncertainty. Cultures that are characterized by high uncertainty avoidance maintain 
rigid codes of belief and behavior and are usually intolerant of unconventional ideas. 
Therefore, innovation and change may be resisted. In fact, security is considered as 
one of the main elements of motivation.  
 
On the other hand, Australia scored 51 on Uncertainty Avoidance dimension, which 
makes it neutral and pragmatic regarding uncertainty avoidance (Hofstede, 2012). 
Australian organizations focus on planning which can be changed at short notice. 
Individuals in Australia are willing to take risks. As a result, new ideas and 
innovations are accepted to a larger extent.  
 
Individualism: The dimension is defined as “the degree of interdependence a 
society maintains among its members” (Hofstede, 2012). Saudi Arabia’s score on 
this dimension is low (25), which make it a collectivistic society. Loyalty in a 
collectivist culture is supreme and above most other rules and regulations in society. 
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The society fosters strong relationships where everyone takes responsibility for 
fellow members of their group. In a collectivistic society, relationships between 
employees in organizations are perceived in moral terms, like a family link. Therefore, 
hiring and promotion decisions take account of the employee’s in-group 
 
In contrast, Australia scores (90) on this dimension which makes it a highly 
individualistic culture. The expectation is that individuals look after themselves and 
their immediate families. In organizations, employees are expected to rely on 
themselves and show initiative. In addition, Australian organizations hire and 
promote employees based only on their merit, productivity and capabilities.  
 
Masculinity: This dimension refers to “what motivates people, wanting to be the 
best (masculine) or liking what you do (feminine)” (Hofstede, 2012). Saudi Arabia is 
considered a masculine culture, scoring (60) on this dimension. In Masculine 
cultures, behavior is based on the shared value that people should strive to be the 
best in what they do. Individuals in masculine cultures are proud of their 
achievements in different aspects of life.  In organizations, the emphasis is on equity, 
competition and performance and managers are expected to be decisive and 
assertive. In masculine cultures, conflicts are resolved at the individual level by 
fighting them out. Australia is similarly considered a masculine culture and scores 
(61) on this dimension.  
 
As illustrated in figure (1-2), Saudi Arabia and Australia have significantly different 
cultures in terms of 3 dimensions (Power Distance, Uncertainty Avoidance, and 
Individualism). It is believed that these differences make the Saudi Arabian culture 
(focal study context) an interesting context for testing the IS-Impact Model’s 
applicability in cultures other than the Australian culture (original study context).  
Moreover, extending the IS-Impact Model to the Saudi Arabian context is considered 
to be an important step for generalizing the model. 
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Figure 1-2: Cultural Dimensions in Saudi Arabia (Focal Study’s Context) and Australia (Original Study’s 
Context) (adapted from Hofstede, 2012). 
 
1.4.5 Positioning of National Culture in the Study 
National culture is the most important contextual factor that differentiates the focal 
study from the original study. As demonstrated in the review, national culture affects 
the applicability of theories or theoretical models across different countries. Theories 
developed within a certain national culture are not necessarily applicable, as 
effectively, in other national cultures (Hofstede, 1991). In fact, extension studies, 
such as this one, are the only way to demonstrate the applicability and 
generalizability of theoretical models across contexts (e.g. national culture) 
(Maheswaran & Shavitt, 2000). As seen previously, the national culture of the focal 
study contrasts with the national culture of the original study. This fact makes the 
focal study more valuable. In this study, the main role of national culture is 
motivating the study and justifying the applied extension strategy. 
 
In extension studies, national culture usually influences the design of these studies. 
One of the main decisions influenced by national culture was revisiting the 
instrument from the bottom up adding the Identification Survey and not just doing the 
Confirmation Survey directly. This was done to check the completeness and 
applicability of the IS-Impact Model and its instrument in the new context of Saudi 
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Arabia. In fact, the qualitative data of the Identification Survey encapsulates, among 
other factors, the national culture of the context. 
 
One of the major design considerations influenced by national culture was 
translating the survey instrument to the official language of the study’s context. The 
translation process put an emphasis on the importance of arriving at a translated 
version of the survey instrument that is equivalent to the original instrument in terms 
of language and culture. Moreover, the way of disseminating the identification and 
confirmation survey instruments was influenced by the fact that Saudi Arabians 
prefer face-to-face communication over other means, such as using emails (Al-
Subaihi, 2008). In this study, paper-based survey instruments were manually 
distributed to the users of the ERP system under investigation.  
 
It is important to emphasize the nature of the study, being an extension study and 
not a cross-cultural study. The aim of the study is to test and confirm that the IS-
Impact Model hold up in the Saudi Arabian context. The main question posed in the 
study is about the model applicability in the Saudi Arabian context and not about 
how national culture affects the way IS-Impact measured across contexts. Therefore, 
the study did not place an emphasis on explaining the links between the national 
culture of the focal study and the IS-Impact measurement process and results. This 
decision was made to minimize the complexity of the study and to narrow down the 
scope; especially that such explanation is not relevant to the main aim of the study. 
 
Moreover, the study did not compare the findings of the focal and original studies, 
because the study is not a cross-cultural one. Cross-cultural studies using the IS-
Impact Model, to understand how IS-Impact measured across culture, cannot be 
conducted before extending the model. In fact, one of the proposed future 
researches, stemming from this study, is a cross-cultural study that compares 
between the Saud Arabian national culture and the Australian national culture, with 
respect to IS-Impact evaluation.  
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1.5 Initial Research Objectives 
The main goal of the study is to externally validate and generalize the IS-Impact 
Model to the significantly different context of Saudi Arabia. The study will produce a 
measurement model and a survey instrument that is valid and reliable to gauge IS-
Impact in Saudi Arabian organizations. As mentioned earlier, this study is part of the 
efforts of IT Professional Services cluster at QUT to arrive at the most widely 
accepted and employed model for evaluating information systems in organizations 
from different contexts. This is done by two main steps: (1) extending the IS-Impact 
Model by Gable et al. (2008) to the Saudi Arabian context; (2) validating the resulted 
extended model. The main goal was decomposed into the following interrelated 
objectives which simplify the derivation of research questions and research design: 
 
1. Understanding the Study Context by focusing on the differences from the context 
of the original study to illustrate that the new context can serve as a perfect 
setting for testing the external validity of the IS-Impact Model. 
2. Identifying the appropriate dimensions and measures of IS-Impact for Saudi 
Arabian organizations. 
3.  Specifying the applicable dimensions and measures of the IS-Impact Model to 
Saudi Arabian context.  
4. Identifying new context-driven dimensions and measures of IS-Impact. 
5. Evaluating the indicator-level validity of the IS-Impact Model. 
6. Evaluating the external validity of the IS-Impact Model. 
7. Evaluating the nomological validity of the IS-Impact Model. 
 
Note: the listed research objectives are preliminary. As the project progressed, 
additional objectives were added to the set. Refer to Section 5.8. 
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1.6 Preliminary Research Questions 
Leedy and Ormrod (2001) describe the research questions as “the axis of any study 
around which the whole research effort revolves” (p. 49). The research questions for 
this study are derived by following the recommendations of Cooper and Emory 
(1995), which suggests at approaching the research questions of a study in a ‘top-
down’ manner. The approach suggests constructing research questions in four 
levels: management level, research level, investigation level, and measurement 
level. 
 
Management Questions 
This level captures the management perspective. The questions in this level address 
the research problems prompting the study (Cooper & Emory, 1995). There is only 
one management question for this study: 
 
M1: Can the “IS-Impact Model” provide a systematic, effective, and economical 
measurement for the Impact of Information Systems in Saudi Arabian 
Organizations?” 
 
As mentioned earlier, the IS-Impact Model was validated in the Australian Context. 
The model provides an effective, systematic, and economical tool for evaluating IS-
Impact in Australian organizations. The management question focuses on the 
evaluation of IS-Impact in the Saudi Arabian context. This study is to verify whether 
the IS-Impact Model provides an effective, systematic, and economical way of 
measuring IS-Impact in Saudi Arabian organizations, as it did in Australian 
organizations. The management question is often translated into research questions. 
These questions aim to decompose the management questions into fact oriented 
questions. The research questions that emerged from the management question are 
listed and explained in the following part. Moreover, the management question and 
the related research questions are listed in table (1-1).  
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Research Questions  
The questions of this level are driven from the management level question and are 
considered to be a translation of the management question into fact-oriented 
questions that can help in information gathering (Cooper & Emory, 1995). In fact, the 
questions on this level are mainly asked to help the researcher reach the goal of the 
study and accomplish its objectives. Research questions illustrate the general 
purpose of the study, which is extending and validating the IS-Impact Model in the 
Saudi Arabian context. There are two research questions for this study:  
 
R1: Is the “IS-Impact Model” complete and able to capture the impacts of 
information systems in Saudi Arabian Organizations? 
 
This question intends to check the completeness of the IS-Impact Model and its 
ability to be applied as an evaluation tool for information systems in Saudi Arabian 
organizations. In other words, this question checks the content validity of the original 
model. In fact, this study is among the first to check the completeness and the 
content validity of the IS-Impact Model. In addition, this question helps in identifying 
new dimensions or measures that are specific for the context of Saudi Arabia. These 
new dimensions and measures can be added to extend the model to the new 
context. The anticipated outcome of answering this question is an “Extended IS-
Impact Model” that is applicable to the Saudi Arabian context, which is one of the 
main goals of the study. 
 
R2: Is the “Extended IS-Impact Model” Valid as a Hierarchical Multidimensional 
Formative Measurement Model?  
 
This research question intends to assess the validity of the “Extended IS-Impact 
Model” derived from answering the first research question. The “Extended IS-Impact 
Model” is to be statistically tested according to the procedures suggested in the 
literature for Hierarchical Multidimensional Formative Measurement Models. 
Answering this question assists in achieving the second goal of the study, which is 
validating the IS-Impact Model in the Saudi Arabian context. This, consequently, 
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confirms the applicability of the IS-Impact Model for evaluating information systems 
in Saudi Arabian organizations.  
 
Investigation level: investigative questions are those the researcher must answer 
to satisfactorily respond to the research questions (Cooper & Emory, 1995). In fact, 
investigative questions are more specific, as they give details about the evidence 
that is needed to be gathered to answer the research questions (Cooper & Emory, 
1995). In addition, investigative questions suggest a way of managing and 
interpreting the collected evidence (Cooper & Emory, 1995). The investigative 
questions associated with each of the research questions of the study are listed in 
the “Research Question Hierarchy” in table (1-1).  
 
Measurement level: the measurement questions represent the fourth level of the 
research questions hierarchy. The measurement questions often appear on 
questionnaires or any other data collection instruments with which researchers 
gather needed evidence (Cooper & Emory, 1995). Management questions for this 
study will be derived during the various activities of the research study. These 
questions are to be determined after the selection of the appropriate strategy and 
methodologies to gather the needed evidence for answering the investigative 
questions. 
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Table 1-1: Research Question Hierarchy for the Study. 
 
Note: New research questions were added as the project progressed. Refer to 
Section 5.9. The final set of research questions are shown in table (5-4).   
Research Question Hierarchy 
Management Question 
Can the “IS-Impact Model” provide a systematic, effective, and economical 
measurement for the impact of information Systems in Saudi Arabian 
Organizations? 
Research Questions 
Research Q1: Is the “IS-Impact Model” complete and able to capture the impact of 
information systems in Saudi Arabian Organization? 
Investigative 
Q1.1 
What are the appropriate dimensions and measures of IS-Impact 
for Saudi Arabian Organizations? 
Investigative 
Q1.2 
Which ”IS-Impact Model” dimensions and measures are 
applicable in the Saudi Arabian context? 
Investigative 
Q1.3 
Are there any new dimensions or measures that can be 
identified from the Saudi Arabian context and added to the “IS-
Impact Model”?  
Research Q2:  Is the “Extended IS-Impact Model” Valid as a Hierarchical 
Multidimensional Formative Measurement Model? 
Investigative 
Q2.1 
Are the dimensions and measures of the “IS-Impact Model” 
statistically significant and important? 
Investigative 
Q2.2 
Do the dimensions and measures of the “IS-Impact Model” 
actually capture and help measure the IS-Impact construct? 
Investigative 
Q2.3 
Does the “IS-Impact Model” perform as expected within a 
nomological network hypothesis? 
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1.7 Research Strategy 
The research strategy for the study consists of two main parts: Extension and 
instrument development. First, the study follows an extension strategy as it extends 
the IS-Impact Model to the Saudi Arabian context. Berthon et al. (2002) categorize 
research strategies into three categories: Generation, Extension, and Replication. 
Extension strategy is a combination of replication and generation where one or more 
research parameters (theory, methodology, and context) are altered (Berthon et al., 
2002). This means that certain research parameters are held constant and the 
others are changed from the original study. In this research study, a context-
extension strategy is followed by extending the theory and methodology of the IS-
Impact Model (Gable et al, 2003, 2008) to the Saudi Arabian context. The 
importance of the context-extension strategy is that it verifies whether theories that 
explain a phenomenon in one context can explain it as effective in another context. 
Moreover, the strategy checks whether a method that works in one context can work 
as efficient in another context (Berthon et al., 2002). Sedera and Gable (2004) 
regard the fact that the IS-Impact study has been only conducted in the Australian 
Public sector as a limitation. In their opinion this limitation affected the 
generalizability of the model. Therefore, they recommend that further extension 
studies be conducted to generalize the model.  
 
In fact, this extension effort was expected to cause some modification in the IS-
Impact Model to be suitable for the Saudi Arabian context. This is considered a 
theoretical extension of the IS-Impact Model. In terms of methodology, this study 
uses the survey methodology employed in the IS-Impact Model study conducted by 
Gable et al. (2003, 2008). However, the survey instrument was designed from the 
start to take into account the formative nature of the IS-Impact Model. It was 
expected that the survey instrument would include additional items such as “criterion 
measures”, which are needed to perform some of the model assessment tests. 
Moreover, there is an important distinction from Gable’s (2008) study in the data 
analysis phase and the validation tests of the model. The study planned to use the 
Partial Least Squares (PLS) approach instead of the linear structural relations 
(LISREL) approach.  
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The second part of the research strategy of the study is developing a standardized 
instrument for measuring IS-Impact. As suggested by Gable et al. (2003), the study 
follows the guidelines of Mackenzie and House (1979) for developing a standardized 
instrument. The guidelines suggest a research cycle that involves two main phases: 
exploratory phase and confirmatory phase.  The exploratory phase assists in 
developing a hypothesized measurement model, while the confirmatory phase 
assists in validating that hypothesized measurement model against newly gathered 
data. The study entails two survey rounds; the first survey is part of the exploratory 
phase and is called the “Identification Survey”; the second survey is part of the 
confirmatory phase and is called the “Confirmation Survey”. The objective of the 
Identification Survey is to identify the salient IS-Impact dimensions and measures for 
the Saudi Arabian context and, accordingly, extend the IS-Impact Model. The main 
objective of the Confirmation Survey is to specify, operationalize and test the 
Extended IS-Impact Model. In addition, the Confirmation Survey is also to gather 
contextual data about the organization and the demographics of the respondents, to 
be used in descriptive and comparative data analysis. 
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1.8 Thesis Structure  
The thesis consists of eight chapters to describe the various activities of the 
research study. In this section, the chapters are introduced and the contents of each 
chapter are briefly described. The outline of the structure of the thesis commences 
from chapter 2. 
 
Chapter 2 (Literature Review): The chapter reviews relevant research areas. It 
provides a review of the literature related to the areas of ERP systems, IS Success 
studies, information systems evaluation, and the IS-Impact Model. In addition, gaps 
and limitations of previous IS-Impact studies are identified and discussed, with the 
aim of positioning the proposed study. 
 
Chapter 3 (Research Design): The chapter starts with a discussion of the research 
strategy and methodologies of the research study. Then, the overall research design 
is described and discussed. Finally, the various research activities of the study are 
briefly described. 
 
Chapter 4 (The Identification Survey): This chapter is dedicated to describing the 
design of the Identification Survey. The Identification Survey is a part of the 
exploratory phase of the study. The chapter includes the various activities of the 
Identification Survey, including the design of the survey instrument, the pilot survey, 
the actual conduct of the survey, and the findings and discussion based on content 
analysis. The outcome of the chapter is the Extended IS-Impact Model, which is 
described in the chapter.  
 
Chapter 5 (The research model): This chapter introduces and discusses the 
research model which is mainly centered on the Extended IS-Impact Model resulting 
from the Identification Survey. The chapter starts by explaining the process of 
deriving the research model, focusing on the identification of constructs linked to the 
“IS-Impact” construct (“Computer Network Quality” and “IS-Satisfaction”). The 
chapter also theoretically investigates the linkage between “IS-Impact” and these 
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constructs, and conceptualizes these related constructs for the IS-Impact Model. 
Moreover, the chapter describes the process of identifying the dimensions and 
measures of each of the research model related constructs. Finally, the chapter 
concludes with an explanation of the formulation of the dimensions and measures of 
the “IS-Impact” and its related constructs “Computer Network Quality” and “IS-
Satisfaction” into the research model.  
  
Chapter 6 (Confirmation Survey): The chapter gives details about conduct of the 
Confirmation Survey. This chapter describes and reports on the design of the 
Confirmation Survey instrument, including the procedure for deriving the survey 
items. The unit of analysis of the survey is the ERP systems application, with IS-
Impact as the ERP dependent variable. The chapter starts with a general discussion 
about the survey methodology and its appropriateness for the ultimate goal of this 
study, which is the derivation and validation of the Extended IS-Impact Model. Then, 
the chapter provides a description of the Confirmation Survey design considerations; 
this covers the constructs, the layout, and the format. Next, the Confirmation Survey 
population and the sample are discussed. Afterwards, the chapter gives details on 
the procedure for conducting and administering the Confirmation Survey. 
 
Chapter 7 (Model Assessment): This chapter assesses the research model. The 
chapter starts with a review of the various approaches and procedures for model 
assessment, including Structural Equation Modeling and Partial Least Squares 
(PLS). The criteria for model assessment are described thoroughly in this chapter. 
Then, the chapter concludes with a discussion of the various tests for assessing the 
research model and report on the results of the various model assessment tests.  
 
Chapter 8 (Conclusion): The final chapter summarizes the findings of the research 
study. In addition, the chapter highlights the academic and practical contributions of 
the study. Also, the study lists the limitations of the research study. Finally, the 
chapter suggests potential future research work flowing from this study. 
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1.9 Chapter Summary 
The chapter has provided an introduction to the research study and a description of 
the thesis structure. First, the chapter introduced the background of the study and its 
relationship to previous work by the research center. Then, the chapter provided the 
motivations of the research study, which demonstrate the importance of the research 
study. After that, the research context of the research study is described and 
compared to the context of the original IS-Impact study. Next, the objectives of the 
study are set and defined for the research study. Then, the research questions 
derived to guide the various research activities to achieve the objectives of the 
research study are outlined. The chapter then proceeds with an overview of the 
research strategy that is employed in the study. 
 
  
31 
Chapter 2: Literature Review 
Chapter 2: Literature Review 
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2.1 Introduction 
The literature review is an essential and ongoing phase of any research design. It is 
simply the process of reviewing what other researchers have done in areas that are 
similar to the intended area of investigation with the aim of describing theoretical 
perspectives and previous research findings related to the problem of the study 
(Leedy & Ormrod, 2001). The literature review can play several important roles in 
any research study. The main objectives of the literature review for this study are: (1) 
it helps the researcher in analyzing the up-to-date works in the field and finding gaps 
in the research area, to position the proposed study; (2) it is used to justify the 
research and identify its context from which the research problem and questions 
have emerged from; (3) it helps in developing a comprehensive understanding of the 
research area; (4) it explores potential research strategies and methodologies for the 
study. 
 
This literature review section is dedicated to providing an overview of the area under 
investigation, namely Information systems success or impact, with the main goal of 
providing a holistic view of the current status of research in this domain. This assists 
in positioning the research study. To satisfy this: first, a comprehensive description of 
ERP Systems is introduced, as the study focuses on measuring the impact of these 
contemporary information systems. The description includes ERP Systems definition, 
characteristics, evolution, drivers, benefits, and issues. Then, the review explores the 
area of information systems evaluation or success measurement, with the objective 
of capturing the evolution of the research area and displaying current models and 
frameworks for measuring information systems success. Next, a focused description 
of QUT’s IS-Impact Model is provided, as the study intends to extend the model to 
the Saudi Arabian context. The description explains how the IS-Impact Model was 
developed and validated in the original study by Gable et al. (2003, 2008). Finally, 
gaps and limitations in previous IS-Impact studies are identified and discussed, with 
the aim of positioning the proposed study.  
 
In fact, the literature review is an ongoing phase that is conducted in parallel with 
other phases of the research design; so the literature review phase is embedded in 
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each of the phases of the research design. This literature helps in understanding the 
various situations that the researcher faced during the various phases of the study. 
This continuous review can assist in identifying the options and alternatives 
regarding the important decisions for this study. In addition, it can help the 
researcher in selecting and justifying research strategies, data collection methods, 
and data analysis methods that can be applied in the study. Finally, it can help 
interpret study findings and help tie the researcher’s results to previous IS-Impact 
studies. Therefore, most of the thesis chapters contain sections that are dedicated to 
review areas relevant to these individual chapters. Table (2-1) summarizes the 
literature review conducted in other chapters. 
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Chapter Section Reviewed Literature  Purpose 
Chapter 1:  
Introduction 
1.4 Providing a literature review 
on National Culture and its 
effects on theories and 
information systems. 
To illustrate that the 
differences between the 
original and focal study 
contexts can affect the 
applicability of the IS-Impact 
Model. This emphasizes the 
importance of conducting this 
study. 
Chapter 3:  
Research Design 
3.2 Providing literature review on 
the different philosophical 
views of conducting IS 
research. 
To position the epistemological 
underpinnings of this study. 
3.4 Providing an overview on 
Extension research strategy. 
To understand the research 
strategy. This helps in 
identifying the appropriate 
methodologies. 
3.5 Providing literature review on 
survey methodology and 
translation techniques.  
To understand and justify the 
methodology and the 
translation technique used for 
this study and help design the 
research study. 
Chapter 4: 
Identification Survey  
4.6 Providing a comprehensive 
literature review on qualitative 
data analysis including 
“content analysis”. 
To understand content 
analysis and to develop a 
procedure for analyzing the 
qualitative data of the 
Identification Survey. 
Chapter 5:  
Research Model 
5.3 Providing a literature review 
on Computer Network Quality 
(CNQ) and its relationship 
with IS-Impact, and its 
measurement.  
To support the hypothesized 
relationship between CNQ and 
IS-Impact in this study (CNQ is 
an antecedent of IS-Impact).  
Chapter 7:   
Model Testing 
7.2 Reviewing Structural Equation 
Modeling  (SEM) 
To understand SEM and the 
way it is used for model 
testing. 
7.3 Providing a literature review 
on Formative and Reflective 
Measurement models. 
To understand the difference 
between the different 
measurement models and to 
identify the appropriate validity 
tests of each type.  
7.4 Literature review on  different 
SEM approaches: PLS vs. 
CBSEM 
To identify different 
approaches for testing SEMs 
to select the appropriate 
approach.  
Table 2-1: Summary of the Continuous Literature Review throughout the Study. 
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2.2 ERP Systems 
2.2.1 Introduction 
ERP Systems are considered to be one of the most remarkable innovative 
developments in the information systems arena. They have become widespread IT 
solutions as organizations interests shifted from functional to process-based IT 
infrastructure (Al-Mashari, 2003). Nowadays, ERP is considered as a critical 
component of any IT investments in modern enterprises (Wu, et al., 2006). For the 
last few decades, ERP systems adoption has been regarded as a proven way for 
companies to achieve competitive advantage in their core businesses (Jones & 
Young, 2006; Tsai, et al., 2007).Traditionally, ERP Systems adoption was largely 
limited to capital-intensive industries such as manufacturing, construction, and 
defense; however, ERP Systems have progressively been adopted by other 
industries such as finance and telecommunication (Chung & Snyder, 2000).  
 
The main reasons for adopting ERP Systems are standardization and integration of 
business processes in the organization based on best practice (Rao, 2000). ERP 
Systems are considered as key enablers and facilitators of Business Process Re-
engineering (BPR), which has been a popular trend since 1990s (Soliman & Youssef, 
1998). In addition, ERP Systems provide an accurate view of an organization, which 
allows for a more efficient response to competitive environments (Gupta, 2000).  
 
Historically, the concept of ERP Systems has evolved from the MRP (Material 
Requirements Planning) in the 1970s, MRPII (Manufacturing Resource Planning) in 
the 1980s, and ERP Systems in 1990s (Al-Mashari, 2003). ERP Systems today are 
extended and integrated to reach entities that are external to the enterprise such as 
customers and suppliers, via Customer relationship management (CRM) and Supply 
Chain management (SCM) (Rosemann & Wiese, 1999). The top five vendors for 
ERP Systems are Microsoft, IBM, Oracle, SAP, and Symantec. Table (2-2) illustrates 
market the shares of the top five vendors of ERP systems (Gartner, 2011). 
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Vendor 2010 
Revenue 
2010 
Market share (%) 
2009 
Revenue 
2009 
Market share 
(%) 
2009-2010  
Growth 
(%) 
Microsoft 54.711B 22.4 48.650 B 21.6 12.5 
IBM 25.436 B 10.4 24.073 B 10.7 5.7 
Oracle 23.918 B 9.8 20.037 B 8.9 19.4 
SAP 12.979 B 5.3 11.390 B 5.1 13.9 
Symantec 5.655 B 2.3 5.513 B 2.4 2.6 
Table 2-2: Top Five Enterprise Software Vendors Worldwide (adapted from Gartner, 2011). 
 
2.2.2 ERP Systems Definition 
There have been many definitions of ERP systems in the literature. In fact, ERP 
Systems are also known as: Enterprise Systems, integrated standard software 
packages, enterprise wide-systems, enterprise business-systems, integrated vendor 
software, and enterprise application systems (Rosemann, 1999). ERP Systems are 
defined by Gable (1998) as comprehensive package software solutions seeking to 
integrate the complete range of a business processes and functions in order to 
present a holistic view of the business from a single information and IT architecture. 
However, a slightly different definition is provided by Rosemann (1999), who defines 
ERP Systems as customizable, standard application software which includes 
integrated business solutions for the core processes (e.g. production planning and 
control, warehouse management) and the main administrative functions (e.g., 
accounting, human resource management) of an enterprise. Rao (2000) views ERP 
Systems as a software solution integrating the various functional spheres in an 
organization - a link through the entire supply chain, aimed at adapting best industry 
and management practices. Skok and Legge (2002) define ERP Systems as the 
implementation of a standard software package to perform core business processes 
with customization for competitive differentiation. Chen and Lin (2009) define ERP as 
“a complex network composed of various business processes” (p. 6362). For this 
study, the definition of Rosemann (1999) is accepted as its basis. 
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2.2.3 ERP Systems Characteristics 
ERP Systems are currently in three different forms: generic, preconfigured and 
installed (Klaus, Rosemann, & Gable, 2000). ERP Systems have unique 
characteristics that distinguish them from other packaged software conceptually and 
technically. Klaus et al. (2000) list some of these distinguishing characteristics: 
 
 The rich potential for customizing that allows an individual configuration and 
unique implementation. 
 The provided business solution with high functionality that support core 
processes of the business and administrative functions. 
 The process-oriented view of the enterprise. 
 The depiction of processes, organizational structure and data structures in 
reference models. 
 The support of multiple industries. 
 The support of geographically dispersed operations. 
 The support of recurring and structured processes such as procurement or 
purchase order. ERP Systems do not focus on less structured or irregular 
processes such as marketing. 
 
In addition to theses conceptual characteristics, the following technical 
characteristics are listed by Klaus et al. (2000): 
 
 Integrated applications and data 
 Consistent graphical user interface (GUI) across all applications. 
 Uses three-tier client-server architecture. 
 The ability to handle large volume of transactions. 
 It is open regarding hardware and software platforms. This ensures that ERP 
Systems are characterized by functionality rather than technical design. 
 ERP Systems encompass solutions for administrators that help them in 
configuring and monitoring the system and its database. 
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2.2.4 ERP Systems Evolution 
Integration has been the main focus of IS since the early days of computing in 
organizations, when Blumenthal (1969) proposed an integrated architecture and a 
framework for organizational information systems (Kumar & Hillegersberg, 2000). 
Computerized tools for manufacturing management have been in use since the early 
1960’s. These tools were limited to inventory control and purchasing and were by-
products of existing accounting applications (Gumaer, 1996). The need to design 
specific software for manufacturing operations led to the emergence of MRP 
(Material Requirement Planning), which is considered as the root of today’s ERP 
Systems. Simply, MRP is built around the bill-of-materials (BOM) process in 
manufacturing to improve inventory control and manufacturing services. Then,  The 
outputs of the MRP system are input to CRP (Capacity Resource Planning), which is 
the function of determining capacities required by work centers periodically in the 
short-to-medium range to meet the production goal (Chung & Snyder, 2000). MRP 
focused on material management and overlooked important aspects such as labor, 
capital and cost capacity scheduling (Gumaer, 1996). According to Chung and 
Snyder (2000), MRP has the following shortcoming: 
                           
 MRP has rigid functions with low level integration in a firm.  
 MRP system was platform-dependent as it was originally run on the IBM 
mainframe. 
 MRP reflects centralized computing. 
 MRP has limited interaction between users and data. 
 
These shortcomings have led to the expansion of MRP to what is known as MRP II. 
MRPII became the application of information and manufacturing technology, plans 
and resources to improve the efficiency of a manufacturing enterprise through 
integration effort (Chung & Snyder, 2000). The main important addition to MRP is 
planning and scheduling. However, this planning and scheduling was based on an 
infinite capacity planning model (Gumaer, 1996). From a technical point of view, 
MRPII system is platform independent. In addition MRPII was likely to operate within 
a multi-user network and is considered as two-tier architecture. Moreover, MRPII can 
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be run on PCs, while the organization's IT is based around a mainframe computer 
(Chung & Snyder, 2000).  
 
Giving all these improvements, MRPII still had shortcomings. MRPII was criticized 
for not being a business blueprint (Chung & Snyder, 2000). Gumaer (1996) stated 
that MRPII lacked the precision and responsiveness to deal with the massive events 
that is happening in manufacturing environments and that MRPII cannot work in real 
time. Moreover, MRPII lacked distribution and transportation functionality (Gumaer, 
1996). Maskell (1993) pointed out that MRPII does not provide functionality and 
integration to fulfill the requirement of modern manufacturing. As a result other 
processes such as purchasing, inventory control and sales are performed in isolated 
planning and scheduling. In order to overcome the flaws identified in MRPII, many 
systems such as Finite Capacity Planning (FCP), Manufacturing Execution Systems 
(MES), and Distribution requirement planning has been developed (Gumaer, 1996). 
 
ERP Systems theoretically encompass MRPII, FCP, and MES in one integrated 
solution (Gumaer, 1996). The evolution from MRPII to ERP was driven by 
businesses’ evolution as they realized that there are other key areas such as 
financial accounting, Sales and Distribution, and Human Resource Management to 
take into consideration for organizational success. ERP Systems have not only 
brought in the ability to streamline the processes of a manufacturing environment but 
also the ability to support key core business areas such as Financial Accounting, 
Human Resources, and Sales and Distribution (Gumaer, 1996). As a result of adding 
these new components to the systems, the complexity has grown dramatically and 
there arose a need to embed new components to support ERP Systems 
implementation and use, such as implementation tools, workflow functionality, and 
system administration tools (Rosemann & Wiese, 1999). 
 
In fact, ERP Systems evolution has continued and more components have been 
added constantly, to deal with the expanding of customer demand. ERP vendors 
continue to add to their product lines by offering ERP systems that have more depth, 
complexity, and modular integration (Madapusi & D'Souza, 2012). Originally, ERP 
systems were deployed to address intra-firm activities in various functions of the 
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organization (Hernandez, 1998; Meissner, 2000). At recent times, organizations tend 
to add more components to extend ERP systems beyond their borders to address 
inter-firm activities (Hendricks, Singhal, & Stratman, 2007; McGaughey & 
Gunasekaran, 2007). This is usually done after intra-firm ERP implementations 
reach stability (Madapusi & D'Souza, 2012). The added components, such as 
Customer relationship management (CRM) and Supplier chain management (SCM), 
enable the firm to reach external entities. These additions resulted in what some 
called Extended Enterprise Systems (eES) (Rosemann & Wiese, 1999). 
 
2.2.5 ERP Systems Drivers and Benefits 
The wide spread and growth of ERP Systems in the last decade can be attributed to 
an increasing trend towards globalization, mergers and acquisitions, short product 
life cycles (Bingi, Sharma, & Godla, 1999). Skok and Legge (2002) have also 
attributed the trend of ERP Systems adoption in organizations to their eagerness to 
develop an international information strategy that can: comply with an increasing 
national and international regularity environment and the focus on standardization, 
and take an advantage of the scalable and flexible IT Infrastructure. In fact, the 
improvements in operational performance reported in the literature have contributed 
in increasing Investment in ERP systems (Cotteleer, 2006; McAfee, 2002). 
According to Wu et al. (2006), the main drivers of ERP systems are: 
 
 Improving operational efficiency;  
 Offering a good decision-making supporting system to managers, and 
improving the decision accuracy; 
 Reducing cost; 
 Obtaining advantages of market competition, and catching up with the 
competitor; 
 Meeting the requirement of clients; 
 Realizing IT strategy. 
 
Benefits of ERP systems can be classified into three categories: benefits derived 
from automation, benefits from sharing or integrating information, and benefits from 
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organization revolution, such as business process re-engineering (Prakash, 1999). 
According to McAfee (2002), ERP Systems allow firms to standardize, integrate, and 
streamline their data and process flows. Therefore, ERP systems provide critical 
information that is mandatory for effective decision-making (Madapusi & D'Souza, 
2012). The addition of modules such as CRM and SCM, which extends ERP 
systems to included suppliers and customers, has been found to further improve 
operational performance of organizations (Bendoly, Rosenzweig, & Stratman, 2009). 
 
The ERP systems benefits can be either tangible or intangible (Wu, et al., 2006). 
ERP Systems have been reported by adopting organizations to provide tangible 
benefits, such as: improved operating margin, improved on-time product delivery 
rates, reduced customer lead times and decreasing the work-in-process inventory, 
reducing transaction cost and operational cost, lowering material consumption, 
saving labor force cost, increasing efficiency, improving quality (Bingi et al., 1999, 
Wu, et al., 2006, Madapusi & D'Souza, 2012). Intangible benefits often relate to 
enterprise vigor and internal competence improvement (Wu, et al., 2006). According 
to Wu, et al. (2006), enterprise vigor refers to the adaptability to external change in 
business environment and internal competence emphasize personnel competency. 
 
Shang and Seddon (2000) have developed a comprehensive framework for 
classifying the benefits of ERP Systems by studying 233 organizations that had 
implemented ERP Systems. As a result, ERP Systems benefits are classified into 
five categories.  Table (2-3) illustrates benefits categories, the benefits belong to that 
category, and the percentage of the organizations that reported benefits from this 
category. 
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Category Benefits 
Operational Benefits  process cost reduction 
 cycle time reduction 
 productivity improvement 
Managerial Benefits  better resource management 
 improved decision making and planning 
Strategic Benefits  Supporting business growth 
 building cost leadership 
 assisting with product differentiation and  
 building external linkages to customers and 
suppliers 
IT Infrastructure Benefits  building business flexibility and 
 IT cost reduction 
Organizational benefits  supporting organizational change 
 facilitating organizational learning 
 empowerment of staff and helping to build a 
common vision 
Table 2-3: ERP Systems Benefit Categories (adapted from Shang & Seddon, 2000). 
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2.3 Information Systems Evaluation 
2.3.1 Introduction  
Organizations make large investments with the expectation of gaining positive 
impacts; one of these investments is implementing Information Systems. 
Investments in contemporary Information Systems such as ERP Systems are 
particularly complex and costly which make them under close inspection and 
pressure to justify their cost (Markus et al., 2003). Wu, et al., (2006) characterized 
ERP systems investments as a multistage complex investment decision with 
underlying stochastic processes and constraints, which makes proper and accurate 
evaluation of ERP systems very important. Moreover, ERP systems investments 
entail considerable risks and some degree of uncertainty (Wu, et al., 2006). 
Therefore, organizational executives throughout the world consider proper evaluation 
of IS investments as a key issue (Thatcher & Oliver, 2001). In many cases, IS 
investments are simply assessed only before implementation and rarely evaluated in 
the post-implementation phase (Thatcher & Oliver, 2001). According to Hochstrasser 
and Griffiths (1991), only 16% of organizations adopted systematic method to 
evaluate IT investment decisions. Unfortunately, many organizations do not know 
exactly the level of success of their IT investments and the aspects of that success 
(Wu, et al., 2006).   
 
Many researchers consider ERP systems as a combination of software system and 
advanced management idea, which provide tangible and intangible benefits (Wu, et 
al., 2006). The identification of these benefits is complex because many of them are 
implicit and non-financial (Wu, et al., 2006). Because of the nature of ERP systems 
benefits, some scholars think that these benefits have not been evaluated 
appropriately (Peacock & Tanniru, 2005). Wu, et al., (2006) suggest that complete 
and accurate evaluation of ERP benefits is a prerequisite for evaluating the success 
of any ERP system. In addition, Madapusi & D'Souza (2012) insist that the growth in 
scope and level of complexity of ERP systems increases the need for investigating 
the ERP benefits on modular level and at the system level. In a recent study, Wu et 
al. (2006), proposed a method for quantifying the tangible and intangible benefits of 
an ERP system. In this study, Hochstrasser model was used for analyzing the 
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tangible benefits, and fuzzy evaluation approach was used to quantify the intangible 
benefits. 
 
DeLone and McLean (1992) described IS success as an elusive concept to define 
and consequently measure. Gable (1991) adds that measuring success in general is 
a difficult process, as there are no structured frameworks that guide such a process.  
Supporting this point, Seddon et al. (1999) state that few clear guidelines exist about 
how effectiveness should be measured. Moreover, Shang and Seddon (2000) argue 
that there have been few attempts to measure ERP System success systematically.  
 
Kanellis, Lycett, and Paul (1999) characterized the IS success measurement 
process as a complex one due to the fact that there are different perceptions of 
success, influenced by context. Seddon et al. (1999) argue that past literature does 
not indicate what measures are appropriate in a particular context, stating that the 
identification of the context in which the evaluation is conducted is vital to justify the 
measures used. They further assert the importance of identifying the stakeholders. 
 
Studies evaluating information systems success started in the late 1970’s and they 
still continue (DeLone & McLean, 1992, 2003; Gable et al., 2003). IS Researchers 
have addressed different aspects when evaluating information systems (DeLone & 
McLean, 1992). Furthermore, the scope and approaches of IS evaluation studies 
have varied and there is little consensus on appropriate measures of IS success 
(Sabherwal, Jeyaraj, & Chowa, 2006). As a result, comparison of results across IS 
evaluation studies is complicated, and that impedes the establishment of a 
cumulative research tradition (Gable et al., 2003).  
 
The review of literature reveals that IS evaluation studies have varied greatly in 
terms of research paradigm, scope, assessment level, context, perspective, and data 
collection approach. IS success studies identified and used both subjective and 
objective measures and employed many methodologies such as case studies and 
surveys. In terms of research paradigm for example, while some researchers used 
the positivist approach (e.g. Gable et al., 2003) others chose the interpretive 
approach (e.g. Skok & Legge, 2002).   
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Chen and Lin (2009) inicated that some researchers evaluated IS Success by 
investigating the financial performance when organizations invested in an ERP 
system . However, the majority of researchers evaluated the IS Success by using 
critical factor or measures (items) that can be obtained from a variety of sources (i.e. 
literature review, questionnaire, and heuristics) (Chen & Lin, 2009). The first source 
of of these items is lierature review. For example, a study conducted by Dowlatshahi 
(2005), who identified the four strategic factors of ERP (cost of ERP implementation, 
implementation time and return on investment issues, ERP employee training, and 
effective use of ERP features/applications). The second source of items is 
questionnaires like the ones done by Lin et al. (2004), who employed the data 
envelopment analysis approach to evaluate the relationship between ERP 
continuous investment and technical efficiency. In addition, they used Tobit 
regression to investigate the link between efficiency scores and the ERP continuous 
investment. The third source are from heuristics like a study by Chand et al. (2005), 
who provided a balanced-scorecard based framework for valuing the strategic 
performance of an ERP system. Another study is the one by Yang et al. (2007), 
which yielded a performance evaluation model of ERP implementation utilizing fuzzy 
measures.  
 
In conclusion, there are three distinct trends in IS evaluation. The first trend is the 
use of traditional financial measures such as Return on Investment (ROI), Return on 
Asset (ROA), and Return on Equity (ROE) (Mogollon & Raisinghani, 2003; Pavlou, 
Housel, Rodgers, & Jansen, 2005; Shin, 2001). However, evaluating information 
systems using financial measures is a challenging task because information systems 
return cannot be directly measured for a variety of reasons, ranging from high data 
collection costs to lack of a significant cause-and-effect relationship (Mabert, Soni, & 
Venkataramanan, 2001). The second trend in IS evaluation is the adaptation of 
existed performance measurement models or frameworks to IS evaluation. 
Examples of such studies are the use of Balanced Scorecard (Sedera et al., 2001) 
and ServQual by (Pitt et al., 1995) to evaluate IS success. The third trend is the 
development of measurement models or frameworks specifically for IS evaluation, 
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such as DeLone and McLean (1992, 2003), and Shang and Seddon (2000), Wu et 
al. (2006), and Gable et al. (2008). 
 
2.3.2 DeLone and McLean IS Success model 
DeLone and McLean (1992) noted that there are nearly as many measures as there 
are studies. This means that before DeLone and McLean there were no certain 
criteria for success measures, nor was there any kind of categorization that 
organized these measures to make them as unique and parsimonious as possible. 
DeLone and McLean (1992) reviewed literature related to IS success and examined 
both empirical and conceptual studies. They found out that many researchers had 
addressed different aspects of success, making comparisons difficult.  To organize 
this diverse research, as well as to present a more integrated view of the concept of 
IS Success, a comprehensive model was introduced By DeLone and McLean 
(1992). This model consists of six major dimensions of IS success: System Quality, 
Information Quality, Use, User Satisfaction, Individual Impact, and Organizational 
Impact. See figure (2-1). 
 
 
Figure 2-1: DeLone and McLean IS Success Model (extracted from DeLone & McLean, 1992, p. 87). 
 
Even though the model was conceptual, it formed the root of IS success research. 
Many researchers took the initiative to test the model empirically in real-life, using 
case studies and surveys. In fact, 285 articles from the top IS journals referred to the 
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model between the year 1993 to the mid-2002 (DeLone & McLean, 2003). 
Researchers have made a contribution to explaining IS Success by testing the model 
as a whole or testing the relationship among the dimensions. Most of the studies 
have confirmed the relationship between the model dimensions indicating significant 
associations among all the links in the model (DeLone & McLean, 2003). Seddon 
(1997) was among the first to test the model (DeLone & McLean, 2003). Seddon 
(1997) listed a number of contributions of the DeLone and McLean model: (1) it 
combines previous research, (2) it provides a scheme for classifying the different 
measures of IS success that has been proposed in the literature into six dimensions. 
(3) It suggests a model of temporal and causal interdependencies between the 
identified categories. (4) It has been considered an appropriate base for further 
empirical and theoretical research, and (5) it has met general acceptance in the IS 
community. At the same time, the model has received criticism from several 
researchers. Seddon (1997) criticized the model on two points: (1) the model 
combines both causal and process relationship explanations, which is confusing; (2) 
the USE dimension is ambiguous and is not appropriate for causal relationship 
explanations. As a result, Seddon (1997) re-specified the model to overcome any 
confusion. Some researchers have pursued the option of extending the DeLone and 
McLean model. For example, Pitt et al. (1995) proposed the addition of Service 
Quality dimension to the model. The reason they gave was that neglecting service 
quality and focusing only on product will lead to incomplete measurement of IS 
success. Other researchers suggested the inclusion of additional impact dimensions 
such as workgroup impacts, inter-organizational, industry impacts, consumer 
impacts, and societal impacts (DeLone & McLean, 2003). All these studies and 
recommendations led to an updating of the DeLone and McLean Model in 2003, 
where many changes were made to the original model.   
 
There are a number of changes made by DeLone and McLean. (1) The “Service 
Quality” dimension has been added to be the third dimension of quality. (2) The 
“Use” dimension has been replaced by the “Intention to use” dimension in order to 
solve the problem of misinterpretation of the USE dimension in the process versus 
the causal model. (3) The “Individual Impact” and “Organizational Impact” 
dimensions have been replaced by an encompassing dimension called “Net 
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Benefits”, which includes other impacts and captures positive and negative impacts. 
(4) A feedback loop, coming out from the “Net Benefits” to the “Use” and “User 
Satisfaction” dimensions, has been added. The feedback loop will reflect the 
continuation or discontinuation of use and user satisfaction of an information system, 
influenced by the net benefits. (5) They explained that the arrows demonstrate 
associations among dimensions in a process sense. Figure (2-2) depicts the updated 
DeLone and McLean IS Success model (2003). 
 
 
Figure 2-2: Updated DeLone and McLean Model (extracted from DeLone & McLean, 2003, p. 24).  
 
2.3.3 IS-Impact Model 
This model is essential for the current study as it forms the theoretical basis for this 
research study. The study is based theoretically on the IS-Impact Model. The related 
survey instrument of the IS-Impact Model will be translated to the Arabic language to 
ensure its compatibility with the new context, which is Saudi Arabia. As far as the 
validity of the IS-Impact Model is concerned, the model was only tested in the 
Australian context. The fact that the model validity was only tested in the Australian 
context is limited the generalizability of the model. In order to have a more standard, 
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complete, general purpose, and universal instrument for the model, the model needs 
to be extended to other contexts.  
 
The IS-Impact Model was firstly introduced in 2003, when a QUT research team 
including Gable, Sedera and Chan developed a measurement model called then the 
ES Success Model. The model consists of four dimensions to evaluate the success 
of an ERP System in organizations: System Quality, Information Quality, 
Organizational Impact, and Individual Impact. According to Gable et al. (2003), the 
driver for their study was the lack of reliable standardized and empirically validated 
measurement model for ERP Systems. Furthermore, the existing traditional 
measurement models were used to measure financial criteria of Information 
Systems. These models were not suitable to capture all the factors that can affect 
the measurement process.  
 
Gable et al. (2003) pointed out that the IS-Impact Model deviates from the traditional 
DeLone and McLean model in the following ways: (1) it depicts a measurement 
model and does not purport a causal/process model of success, (2) it omits the 
“USE” construct, (3) satisfaction is treated as an overall measure of success, rather 
than as a dimension of success, (4) new measures were added to reflect the 
contemporary IS context and organizational characteristics, and (5) it included 
additional measures to probe a more holistic organizational impacts construct.  
 
The model was developed in two phases: an exploratory phase and a confirmatory 
phase. Two surveys were conducted in the exploratory phase: Identification Survey 
and specification survey. The purpose of the Identification Survey was to identify 
candidate success measures. The purpose of the specification survey was to test the 
a priory model. The survey was conducted in 27 Queensland government 
organizations that had adopted SAP R/3 in the late 1990’s. The a priory model was 
based on the DeLone and McLean’s Model with the exclusion of the “Use” 
dimension. After testing the a priory model for construct validity, the “User 
Satisfaction” dimension were taken out because it loaded along with the System 
Quality. At the end of the exploratory phase, the IS-Impact Model consists of four 
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dimensions: Information Quality (IQ), System Quality (SQ), Individual Impact (II), and 
Organizational Impact (OI).  
 
In the confirmatory phase, the model was tested for reliability and validity using a 
different data set. The survey conducted in this phase was carried out in large 
Australian universities that had adopted Oracle ERP Systems solutions. The model 
testing confirmed the distinctiveness of the four dimensions. Moreover, combining 
the results of the four dimensions in an overarching measure of ERP system 
success.  
Figure (2-3) illustrates the ES success measurement model that represents four 
distinct but related dimensions and their associated measures, which comprise 37 
measures. It is suggested that the impact dimensions are an assessment of benefits 
that have been realized from the system while the quality dimensions reflect future 
potential. It is noted that the model does not represent process or causal 
relationships. 
 
 
Figure 2-3: The 37 Measures of IS-Impact (adapted from Sedera & Gable, 2004). 
 
One of the advantages of this model is its ability to measure the up-to-date impact of 
the evaluated system. In addition, it forecasts the potential impact of the system in 
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the future by evaluating the quality of the information and the system. The model is 
concise and parsimonious, which makes the model practical and easy to use. 
Moreover, the model measures the level of impact across multiple staff perspectives 
in an organization. The model also can be used as a benchmark tool to compare 
different ERP Systems products, versions, and upgrades or to compare different 
organizations and departments within an organization. 
 
Subsequently, Gable et al. (2008) re-conceptualized the IS-Impact Model. The most 
remarkable change in the model is specifying it as a formative construct. As a result, 
the model was revalidated using formative construct validity techniques. Moreover, 
they measured satisfaction as an immediate consequence of IS-Impact. Refer to 
figure (2-4). 
 
 
Figure 2-4: Re-specified IS-Impact Model as a formative construct (adapted from Gable et al., 2008). 
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2.4 Research Gaps and opportunities 
One of the literature review objectives is to find gaps in the research area, to position 
the study. The review reveals a number of limitations and gaps in IS success studies 
and in the IS-Impact Model as developed by Gable et al. (2003). These limitations 
provide value-adding research opportunity for the proposed study and the research 
area in general.  First, gaps in the IS success studies reported in the literature are 
introduced. Then, the IS-Impact Model is discussed in light of the gaps identified in 
IS success studies and limitations and gaps in the IS-Impact Model are identified.  
 
2.4.1 Gaps in IS Evaluation Studies 
According to Gable et al. (2003), comparing results across IS evaluation studies is a 
complex process due to the fact that there is little consensus on IS success 
dimensions and measures. In addition, Sabherwal et al. (2006) noticed that the 
relationships among constructs of IS success are often inconsistent. Gable et al. 
(2003) support this fact by listing of reasons reported in the literature (1) incomplete 
or inappropriate measures of success (DeLone & McLean, 1992; Gable, 1996). (2) 
Lack of theoretical grounding of causal and process models of IS success (Myers et 
al., 1998), (3) Myopic focus on financial performance indicators (Kaplan, 1998), (4) 
Weaknesses in survey instruments employed (instrument lacking validity), (5) 
inappropriate data collection approach (e.g. not multi-perspective) (Seddon et al., 
1999). In light of findings of Gable et al. (2003, 2008), issues of previous IS success 
studies are discussed below. 
 
Emphasis on Traditional IS 
Most IS success studies and their instruments were introduced and validated for 
traditional Information systems that are now obsolete. Unfortunately many 
researchers still use traditional IS Success models (Saarinen, 1996). Contemporary 
systems have many features that differentiate them entirely from the legacy systems, 
such as integration and customization; therefore, new measures have to be identified 
to build new models for gauging the success of contemporary IS (Ishman, 1996). 
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Emphasis on financial measures 
Some researchers tend to treat IS as any other investment made by organizations 
and use traditional financial measure such as Return on Asset (ROA) and Return on 
Equity (ROE).  However, it is widely acknowledged that ERP Systems can provide 
considerable intangible benefits (Shang & Seddon, 2000). Thus, the use of 
traditional financial measures alone may not account for all IS-Impact (Brynjolfsson, 
1993). In addition, economic evaluations and quantitative measures tend to be 
difficult to obtain and easy to manipulate (Gable et al., 2003). 
 
Emphasis on the implementation phase of the IS lifecycle 
IS investments mostly are often evaluated during or just after the implementation 
phase and rarely assessed in the post-implementation phase (Thatcher & Oliver, 
2001). Ross and Vitale (2000) suggest that IS and particularly ERP Systems 
undergo a dip in performance after going live. This means that a lot of the benefits 
and impacts cannot be realized until the stabilization of the IS in the post-
implementation phase. Thus, there is a need for the measurement model to be able 
to capture IS-Impact in multiple life cycle phases. 
 
Emphasis on single key-user group (Strategic Management) 
Many IS Success studies attempt to measure IS-Impact from the perspective of a 
single employment cohort (Strategic). Shang and Seddon (2000) collected data from 
strategic management cohort when they derived their framework for classifying ERP 
Systems benefits. The importance of analyzing IS success at multiple levels within 
organizations has been discussed among academics for over a decade (Sedera, 
Tan, & Dey, 2006). According to Sedera et al. (2006), different employment cohorts 
have differing experience of the system and, thus, evaluate the system differently. 
 
Poor Construct Selection 
According to DeLone and McLean (1992), few IS-Success studies discuss their 
construct and measures selection criteria and processes. Thus, they encouraged 
researchers to select constructs and measures in a systematic fashion. Shang and 
Seddon (2000) argue that there have been few attempts to measure ERP System 
success systematically. One example of studies that used a systematic approach to 
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derive a comprehensive measurement model is the study by Gable et al. (2003). An 
Identification Survey was used to capture all possible constructs and measures from 
within the context. The steps they used were systematic and discussed thoroughly, 
as recommended by DeLone and McLean (1992). 
 
Model Incompleteness 
This issue is mostly a result of a poor constructs selection process. Model 
completeness can be achieved by capturing all the dimensions and measures of IS 
success. In a study that uses user-satisfaction as an IS success measure, Melone 
(1990) acknowledges that the selection of an overall single measure can cause 
subjectivity in the study. Moreover, Gable (1996) argues that the employment of a 
subset of the dimensions of success as a surrogate for overall success may be one 
of the reasons for mixed results reported in the literature regarding the antecedents 
of success. He further suggests that it is critical to employ a complete set of success 
constructs to gain a full, overarching view of success. 
 
Lack of Theoretical grounding for causal/process paths 
DeLone and McLean (1992) suggested a causal/process nature of there IS Success 
model. However, they did not present sufficient explanation of their suggestion. As a 
result, many researchers questioned the causal/ process paths and asked for 
empirical evidence to support them (e.g. Ballantine et al., 1996; Gable et al., 2003). 
Since the introduction of the DeLone and McLean model, many researchers have 
attempted to test the model’s causal structure. The first empirical study to test the 
causality in the DeLone and McLean model was a study by Seddon and Kiew 
(1994), where their investigation supported only some of the model paths. Other 
researchers have since tested other causal relationships between the six variables of 
the DeLone and McLean model, yielding mixed results (DeLone & McLean, 2003; 
Gable et al., 2003). Other studies attempted to provide a theoretical underpinning for 
the causal model, such as a study by Rai, Lang, and Welker (2002), where they 
manage to show a theoretical foundation only for the paths leading to the USE 
construct.  
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Nature of IS success constructs (Reflective Vs Formative) 
First, the terminologies of reflective and formative should be defined. When 
measures are used to examine an underlying construct that is unobservable, the 
measures can be referred to as reflective measure and the unobservable construct a 
reflective construct. Measures that determine a construct are called formative 
measures and the constructs comprised of these formative measures are called 
formative constructs (Edwards & Bagozzi, 2000). In the IS success area, some 
researchers have suggested that success dimensions offer alternative measures of 
success, which means that IS success is a reflective construct (Doll & Torkzadeh, 
1988; Saarinen, 1996). Other researchers suggested that the dimensions represent 
independent dimensions that are mutually exclusive, which would make IS success a 
formative construct (Chandler, 1982; Gable et al., 2003). According to Petter et al. 
(2007), a significant number of studies in IS research have mis-specified formative 
constructs. They argue that the mis-specification of formative constructs can affect 
the validity of the studies and they provided a guideline for specifying a formative 
construct.  There are many reasons for construct mis-specification, such as lacking 
knowledge about the nature of formative measures (Jarvis, MacKenzie, & Podsakoff, 
2003). Another problem is the lack of guidelines to assess the validity of formative 
constructs when compared to the validity of reflective constructs (Diamantopoulos & 
Winklhofer, 2001). One of the studies that used reflective construct validity 
techniques to validate a formative model is the IS-Impact Model by Gable et al. 
(2003). However, the researchers have revalidated their model more recently using 
formative construct validity techniques (Gable et al., 2008). 
 
2.4.2 Gaps in the IS-Impact Model 
The IS-Impact Model introduced by Gable et al. (2003) plays an important role in the 
study as the candidate chose to extend the model in the Saudi Arabian context. The 
model avoids most of the limitations identified in the IS success literature: 
 
 The model was designed to measure the impact of ERP Systems. 
 The model employs tangible and intangible perceptive measures and does 
not emphasize only on traditional financial measures. 
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 The model is capable of measuring the impacts of the IS in different phases 
of the IS lifecycle. 
 The model adopts a multiple-perspective measurement by collecting data 
from different key-user groups. 
 The dimensions and the measures were captured in a systematic fashion. 
 The model employed a complete set of success measures and was tested for 
content validity. 
 
The credibility and the usability of the IS-Impact Model are enhanced by addressing 
the limitations in previous IS Success studies. However, the model still possesses 
some limitations, which have been highlighted by the model developers and the 
candidate. These limitations include the following: 
 
 The model developers viewed the model and its dimensions as formative 
constructs. In fact, they described the dimensions of the model as mutually 
exclusive and additive, which indicates that, in fact, the model should be seen 
as formative. Nevertheless, they used reflective construct validity techniques 
(Gable et al., 2008). Therefore, the model was re-analyzed more recently by 
employing formative construct validation methods. 
 The model was only validated in the Australian context. Gable et al. (2003, 
2008) encourage researchers to further validate the model in different 
contexts in order to generalize. Gable et al. (2003) identify this issue as a 
limitation of their model.  
 Gable et al. (2003) dropped the ‘USE’ construct because of its redundancy. 
However, there was no empirical evidence to support this claim.   
 There are weaknesses in the way Satisfaction was measured, as an 
immediate consequence of IS-Impact, in Gable’s (2003, 2008) study. An 
overall single-measure was used to evaluate Satisfaction. In fact, there is 
scope for enhancing the process of measuring Satisfaction.  
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2.5 Conclusion 
The literature review chapter was dedicated to providing an overview of the area 
under investigation, namely Information systems success or impacts, with the main 
goal of providing a holistic view of the current status of research in this domain. This 
would assist in positioning this study. However, literature review part is an ongoing 
phase and will also be embedded in the other phases of the study. The literature 
review is used in selecting and justifying the research strategies and methodologies 
of the study. Furthermore, the literature review provides a basis for in interpreting the 
study findings. 
 
The section started with a comprehensive description of ERP Systems, which 
includes a definition of ERP Systems, ERP Systems characteristics, ERP Systems 
evolution, ERP Systems drivers and benefits, and related issues. Then, the review 
explores the area of information systems evaluation or IS Success. Next, a focused 
description of the IS-Impact Model is provided as the study intends to extend the 
model to the Saudi Arabian context. An explanation is given of how the model was 
developed and validated. Finally, gaps and limitations of previous IS-Impact studies 
are identified and discussed, as a basis for focusing the study.  
 
The literature review emphasizes the need for and significance of the study. Firstly, 
the literature review illustrates that there are no standard and complete 
measurement models that can be readily used in different context settings. This 
suggests that the IS-Impact Model still needs further extensions, which justifies the 
efforts undertaken in this study. By extending the model to another context the IS-
Impact Model’s status as a complete, standard, and general purpose instrument will 
be enhanced. Moreover, the literature review highlighted the importance of 
Extension studies and helped in understanding the rationale behind this kind of 
studies. Finally, the literature review also indicates that there have been few IS 
success studies conducted in Saudi Arabia. This fact is very encouraging, as this 
study will represent the first empirical study of ERP Systems impact to be conducted 
in Saudi Arabia. 
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3.1 Chapter Introduction 
Research design and the various procedures have great effects on the results of the 
study. Consequently, sound research design can impact future research and 
practice. Therefore, researchers should give careful attention to the overall research 
design. In addition, the design should be documented to show the study rigor and to 
justify the findings of the research. This chapter is dedicated to communicating the 
various aspects of research design.  
 
The chapter starts with a discussion on the epistemology of this study. Next, the 
theoretical foundation of the study is explained in the light of Gregor’s (2002) 
classification of theories. Then, the chapter provides a discussion regarding the 
research strategy employed in the study. After that, a review of the literature related 
to IS research methodologies is given. The objective is to identify the various 
methodologies and justify the selection of suitable methodology for the study. Finally, 
the chapter provides a detailed work plan for the study and introduces the various 
phases of the study. 
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3.2 Epistemology of the Study 
Epistemology refers to the assumption about how knowledge can be obtained 
(Hirschheim, 1992). In fact, any research work is based on some founding 
assumptions about what methods are valid and appropriate. Orlikowski and Baroudi 
(1991) argue that research usually demonstrates philosophical assumptions 
regarding the nature of the phenomenon studied. Orlikowski and Baroudi (1991) 
discuss three main epistemological paradigms in relation to the Information Systems 
discipline, which are: Positivist, Interpretive and Critical.  
 
Orlikowski and Baroudi (1991) characterize Positivist studies as follows: (1) they 
investigate phenomena with the objective of measuring the social realty or 
discovering causal relationships that are the basis of generalized knowledge. (2) 
They use a well defined set of constructs and instruments. (3) They assume the 
existence of a-priori fixed relationships within the phenomena. (4) They are judged 
by rigor, validity and generalizability. 
 
Positivist research is the most popular in the field of Information Systems (Orlikowski 
& Baroudi, 1991). This philosophical paradigm of research is appropriate for 
researchers who have clear quality standards and guidelines to follow and rely on 
past studies to contribute to a cumulative set of knowledge and to achieve 
generalized laws (Orlikowski & Baroudi, 1991). However, the positivist approach has 
a major limitation, as it disregards contextual factors (Orlikowski & Baroudi, 1991). 
Information Systems can very much be influenced by contextual factors. Therefore, 
ignoring context can lead to unexplainable gaps in the research findings. 
 
In contrast to the positivist paradigm, the interpretive paradigm avoids imposing 
externally defined categories on a phenomenon and views realty and knowledge as 
social products that cannot be separated from social factors (Orlikowski & Baroudi, 
1991). Even though interpretive philosophy provides rich contextual insights into a 
particular situation, the whole philosophical view does not endorse replicability and 
generalizability. Furthermore, even within the single detailed context, the interpretive 
approach (1) avoids examining the external conditions, which can provide certain 
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explanations, (2) does not explain the potentially unintended consequences of 
actions (3) does not address structural conflicts within society and organizations, and 
(4) neglects any historical changes (Orlikowski & Baroudi, 1991)  
 
The critical research philosophy is concerned with critiquing existing social systems 
and revealing any contradictions and conflicts that may exist within their structure 
(Orlikowski & Baroudi, 1991). The primary belief in this philosophy is that reality is 
historically constituted. Therefore, research conducted in this paradigm is often 
longitudinal and within rich contexts (Orlikowski & Baroudi, 1991).  
 
All these research paradigms have been used in IS research individually or jointly. 
Some research schools strongly suggest that a researcher should follow strictly one 
of these paradigms in a single study.  Other schools think that the researcher can 
combine them within different phases of a single study (Gable, 1994).  
 
However, numbers of researchers critique this whole categorization and state that 
while these may be philosophically different, it is hard to see their differences when 
put into practice (Weber, 2003). Moreover, Individual researchers may be influenced 
by their various institutional contexts and training when choosing the paradigm. 
Additionally, according to Gable (1991), the selected paradigm will predispose the 
researcher to focus attention on certain aspects and not on others and will also 
influence the whole research methodology or the operational plan.  
 
This study primarily adopts the positivist paradigm to address the research 
questions. This primary, positivist approach was used because of: 
 
 The nature of the derived research question: “Can the “IS-Impact Model” 
provide a systematic, effective, and economical measurement for the 
impact of information Systems in Saudi Arabian Organizations?”, which 
seeks a generalizable result that can be adopted by a wide range of 
different organizations. 
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 The fact that positivist paradigm studies offer clear guidelines, described 
in detail with case samples in the literature, on how to address validity 
and reliability.  
 Institutional influences obtained through the candidate’s supervisory team 
(e.g. Gable 1991, 1994, Gable et al., 2003, 2008). 
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3.3 Theoretical Foundation 
According to Gregor (2006), IS research is characterized by theoretical foundations 
and is expected to provide an explanation of theories employed in the research. In 
fact, since the beginning of the IS discipline, researchers have called for work that 
has a solid theoretical base. However, there is little agreement on what constitutes a 
theory in the IS discipline, as it is rarely discussed (Gregor, 2002). One of the 
prominent definitions of theories is the one given by Weber (2003), who defines 
theory as an “account that is intended to explain or predict some phenomena that we 
perceive in the world” (p. 3).  
 
Gregor (2002) broadened the definition of theory by simply describing it as a “body of 
knowledge”. Following this definition, Gregor (2006) introduced a classification of 
theory types for the IS discipline. The classification is based on the purpose that the 
theory is intended to serve. In other words, the research problem and questions 
influence the building of the theory. Gregor’s (2006) classification relates to 5 distinct 
purposes for theory: Analysis, Explanation, Prediction, Explanation and Prediction 
(EP), and Design and Action. The classification can help IS researchers to position 
their research in terms of theoretical foundation and contributions. Table (3-1) lists 
the Gregor’s (2006) classification of theory types. 
 
As mentioned previously, the foundation theory of the study is the IS-Impact Model 
introduced by Gable et al. (2003). The candidate acknowledges that the IS-Impact 
Model does not purport causal explanations, of the type found in some other theories 
(i.e. Task-technology-fit, Diffusion of Innovations, and Self Efficacy). However, the 
IS-Impact Model followed a well formulated theory building and testing approach. In 
addition, the model can be seen to posses the characteristics of four of Gregor’s 
(2006) theory classifications (all except the Theory of Explanation and Prediction 
(EP)). Theory of Explanation and Prediction (EP) provides predictions and has both 
testable propositions and causal explanations. While The IS-Impact Model provides 
predictions (the Theory of Prediction), well-developed justificatory causal 
explanations of these prediction is not addressed in the model. This means that the 
Theory of Explanation and Prediction (EP) is not applied in the IS-Impact Model.  
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Type of theory Explanation 
Analysis Says what is. 
The theory does not extend beyond analysis and 
description. No causal relationships among 
phenomena are specified and no predictions are 
made.  
Explanation Says What is, How, Why, When and Where. 
The theory provides explanations but does not aim to 
predict with any precision. There are no testable 
propositions 
Prediction Says what is and What will be. 
The theory provide predictions and has testable 
propositions but does not have well-developed 
justificatory causal explanations. 
Explanation and Prediction (EP) 
 
 
Says what is, How, Why, When, Where and What will 
be. 
It provides predictions and has both testable 
proposition and causal explanations. 
Design and Action Says how to do something. 
The theory gives explicit prescriptions (e.g. methods, 
techniques, principles of form of function) for 
constructing and artifact. 
Table 3-1: Gregor’s (2006) Theory of Classification (extracted from Gregor, 2006, p. 620). 
 
The IS-Impact Model is consistent with Gregor’s theory of Analysis, which deals with 
the question “what is”. This is considered a basic type of theory, which describes and 
classifies dimensions of element of interest.  The relevance of this theory type to the 
IS-Impact Model can be seen in the deriving of the a priori model, with evidence 
gathered from the literature and the Identification Survey. 
 
The IS-Impact Model is consistent with Gregor’s theory of Explanation, which 
explains ‘why’ or ‘how’ something occurs, with an emphasis on showing others how 
the world may be viewed in a certain way. The IS-Impact Model is relevant to this 
theory type in the process of explaining the re-specification of the model according to 
the Identification Survey and the content analysis. There was also an explanation to 
the refinement of the model based on factor analysis results in the specification 
survey.  
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The IS-Impact Model is also consistent with Gregor’s the theory for Prediction, which 
is able to predict results from a set of explanatory factors without explaining the 
causal relationship between the dependent and independent variables (Gregor, 
2006). Statistical techniques such as correlations and regression analysis are used 
in the development of this type of theory, to assists in predicting the dependent 
variable(s) of interest using a set of predefined independent variables. The theory of 
prediction is relevant to the IS-Impact Model when statistical tests, such as 
regression analysis were employed in the Confirmation Survey data analysis, which 
discussed the interrelationships between IS-Impact and Satisfaction. 
 
Finally, The IS-Impact Model is consistent with Gregor’s theory for Design and 
Action. This type of theory discusses “How to do something” and provides procedural 
guidelines for accomplishing a certain task (Gregor, 2006). The IS-Impact Model is 
relevant to this type of theory because it was derived after a careful and detailed 
analysis of generic IS research methods and an extraction of past IS success studies 
methodologies. The surveys were designed with careful attention to procedures 
outlined in the literature.  
 
This study follows a well-structured approach when extending the IS-Impact Model, 
following the recommendations of Berthon et al. (2002).  In addition, the study 
follows a well formulated theory building and testing approach to develop a standard 
instrument, following the recommendations of Mackenzie and House (1979).  
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3.4 Research Strategy 
The research strategy of the study consists of two main parts: Extension and 
Instrument Development. The first strategy of the study is a context-extension 
strategy that extends the IS-Impact Model (Gable et al., 2008) to the Saudi Arabian 
context. The importance of the context-extension strategy is that it verifies whether 
theories that explain a phenomenon in one context can explain it as effectively in 
another context. In fact, Extension strategy is suitable for achieving the main goal of 
the study, which is the generalization of the IS-Impact Model. The second part of the 
research strategy of the study is developing a standardized instrument for measuring 
IS-Impact. As suggested by Gable et al. (2003), the study will follow the guidelines of 
Mackenzie and House (1979) for developing a standardized instrument. The 
guidelines suggest a research cycle that involves two main phases: an exploratory 
phase and a confirmatory phase. 
 
3.4.1 Extension 
To explain the Extension strategy, it is better to reflect on Berthon et al. (2002) 
definition of research space and the categorization of research strategies. Berthon et 
al.’s (2002) state that research space is defined by four parameters: problem, 
theory, method, and context. The Problem parameter specifies what is being 
investigated. The Theory parameter explains the cause of the problem. The Method 
parameter is concerned with generating knowledge about the problem through data 
collection and analysis. Finally, the Context parameter is concerned with who, what 
and, where - the phonological context and content of the problem.  
 
According to Berthon et al. (2002), there are three major research strategies: 
Replication, Extension and Generation. Replication studies refer to studies where 
theory, method, and context are held constant. In other words, the new study 
employs the same theoretical framework and methodology in the same context. On 
the other side of the spectrum, generation studies generate a new theory and new 
methodology that are applied in a new context. One example of such a strategy is 
the DeLone and McLean (1992) IS Success Model. Generation research strategy is 
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considered more challenging and risky compared to other strategies (Berthon et al., 
2002).  
 
In the middle, between the previous strategies, lies the Extension strategy. It is a 
combination of replication and generation, where one or more parameters are 
altered. This means that certain parameters are held constant and the others are 
changed from the original study. When the theory and method are constant and the 
context is changed, the strategy is then called context-extension. Extension strategy 
is suitable for research areas, such as the comparative international arena and for 
cross-cultural settings (Berthon et al., 2002). Berthon et al. (2002) give examples for 
this important kind of research (context-extension). One of these examples is the 
study conducted by Dasgupta, Agarwal, Ioannidis, and Gopalakrishnan (1999), 
where they try to generalize an IT adoption framework that was introduced for 
developed countries, by extending the context of the study to India. Another study is 
the work done by Mao and Palvia (2006), where the purpose was to extend the 
Technology Acceptance Model (TAM) by Davis (1986) to the context of Chinese 
culture.  
 
The importance of such a strategy (context-extension) is that it discovers whether 
theories that explain a phenomenon in one context can explain it as effectively in 
another context. It also tests whether a method that works in one context can work 
as efficiently in another. Sedera and Gable (2004) identified the fact that their study 
had only been conducted in the Australian context as a limitation. In their opinion, 
this limitation affects the generalizability of the model and they recommended that 
further extension studies be made to generalize the model. It is a misjudgment to 
assume that IS theories predict equally well in different cultural contexts, which 
emphasizes the need for empirical tests to be done in new contexts (Mao & Palvia, 
2006).  
 
The study follows a context-extension strategy where the context of the new study is 
Saudi Arabian organizations. The theory and the methodology of the new study are 
to be partly replicated from the original IS-Impact Model proposed by Gable et al. 
(2008). In fact, this extension effort was expected to cause some modifications in the 
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IS-Impact Model to make it suitable for the Saudi Arabian context. This is considered 
as a partial theoretical extension of the IS-Impact Model. As for the methodology, 
this study uses the survey methodology employed in the IS-Impact Model study 
conducted by Gable et al. (2003, 2008). However, the survey instrument is to be 
designed from the start to take into account the formative nature of the IS-Impact 
Model. It was expected that the survey instrument would include additional items 
such as “criterion measures”, which are needed to perform some of the model 
assessment tests. Moreover, there is an important distinction from the Gable et al.’s 
(2003, 2008) study in the data analysis phase and the validation tests of the model. 
The study uses the Partial Least Squares (PLS) approach instead of the linear 
structural relations (LISREL) approach used by Gable et al.’s (2008). Table (3-2) lists 
the study parameters as described by Berthon et al. (2002). 
 
Problem Measuring IS-Impact in Organizations. 
Theory IS-Impact Model by Gable et al. (2008). 
 
 
Methodology 
 
Data 
Collection 
Two rounds of Survey method. Identification Survey and 
Confirmation Survey. 
 
Data Analysis 
Deductive-Qualitative Content Analysis for the 
Identification Survey Data. 
Structural Equation Modeling (SEM) and Partial Least 
Squares (PLS) for Confirmation Survey Data. 
 
Context 
Country Saudi Arabia. 
Organization King Saud University. 
System Financial Module of MADAR ERP System.  
Respondents Users of the MADAR system from various employment 
cohorts. 
Table 3-2: Research Space Parameters for the Study according to Berthon et al. (2002). 
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3.4.2 Instrument Development 
The second part of the research strategy of the study is developing a standardized 
instrument for measuring IS-Impact. This can help in accomplishing one of the 
objectives of the research, which is developing an instrument for measuring IS-
Impact in the Saudi Arabian context. As suggested by Gable et al. (2003), the study 
will follow the guidelines of Mackenzie and House (1979) for developing a 
standardized instrument. The guidelines suggest a research cycle that involves two 
main phases: exploratory phase and confirmatory phase.  The exploratory phase 
assists in developing a hypothesized measurement model, while the confirmatory 
phase assists in validating the hypothesized measurement model against newly 
gathered data.  
 
The study entails two survey rounds; the first survey is part of the exploratory phase 
and is called the “Identification Survey”. The second survey is part of the 
confirmatory phase and is called the “Confirmation Survey”. The objective of the 
Identification Survey is to identify the salient IS-Impact dimensions and measures for 
the Saudi Arabian context and, accordingly, extend the IS-Impact Model. The main 
objective of the Confirmation Survey is to specify, operationalize and test the 
Extended IS-Impact Model. In addition, the Confirmation Survey is also to gather 
contextual data about the organization and the demographics of the respondents, to 
be used in descriptive and comparative data analysis. 
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3.5 Research Methodology 
Research methodologies are tools for collecting and analyzing data or evidence. The 
widely used research methodologies are experiment, case study, survey, archival 
analysis and history. Each of these methodologies has its distinctive characteristics, 
advantages and disadvantages. Yin’s (2003) view toward these different 
methodologies is an inclusive and pluralistic one. This means that these 
methodologies can be used for all three purposes of any research: exploratory, 
descriptive or explanatory. There is a possibility that multiple methodologies be used 
in any given study, which means that these methodologies are not mutually 
exclusive (Yin, 2003). The main question is when to use each methodology. 
According to Yin (2003), three conditions distinguish these methodologies and 
determine the suitable one for any given study. The conditions are: 
 The type of research questions posed (who, what, where, how and why). 
 The extent of control over behavioral events. 
 The degree of focus on contemporary events. 
 
The following table (3-3) illustrates the relevant situations for different research 
methodologies. 
 
Table 3-3: Relevant Situations for Different Research Methodologies (extracted from Yin, 2003, p. 5). 
 
3.5.1 Survey Methodology 
The main research methodology for this study is Survey method. Survey research 
is considered to be the most widely used method in the IS field (Kraemer & Dutton, 
1991). Trochim (2006 ) broadly describes the broad area of survey research as 
encompassing any measurement procedures that involve asking questions of 
Methodology Research question Control over 
behavioral events 
Focus on 
contemporary events 
Experiment How, why? yes yes 
Survey Who, what, where, 
How many, how much 
no yes 
Archival analysis Who, what, where, 
How many, how much 
no Yes/no 
History How, why? no no 
Case study How, why no yes 
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respondents. Gable (1994) defines survey as a methodology that refers to qualitative 
analysis, where data from large numbers of respondents are collected and analyzed. 
As discussed earlier and illustrated in table (3-3), survey is an appropriate 
methodology to answer research questions starting with ‘what’, ‘who’, ‘where’, ‘how 
many’ and ‘how much’ (Yin, 2003). The survey methodology is recommended when 
investigating the relationships between various factors across large population and is 
suggested for use in verification and validation (Gable, 1994). In addition, surveys 
are particularly used to gather data from a population too large to observe directly, 
and in new research areas where little theory has been developed (Newsted, Huff, & 
Munro, 1998). 
 
Pinsonneault and Kraemer (1993) identify three distinct characteristics of the survey 
method: (1) Survey is a quantitative method, which requires standardized 
information. (2) Survey uses structured and predefined questions to collect 
information (Questionnaire). (3) Information is generally collected via a sample of the 
population with the aim of generalizing the findings to the population. The survey 
instrument can take many forms: it can be a written document, an online 
questionnaire, a face-to-face interview, or a telephone interview that will be 
completed with the data gathered from the person being surveyed (Pinsonneault & 
Kraemer, 1993). Features of the survey methodology, as given by Gable (1994), are 
depicted in table (3-4). Strength and weaknesses are listed in table (3-5). 
 
Feature Survey 
Controllability Medium 
Deductivity Medium 
Repeatability Medium 
Generalizability High 
Discoverability Medium 
Representability Medium 
Table 3-4: Features of Survey Methodology (extracted from Gable, 1994, p. 114). 
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Strength Weaknesses 
 Surveys are relatively inexpensive.  
 Surveys are useful in describing the 
characteristics of a large population.  
 They can be administered from remote 
locations using mail, email or telephone.  
 Many questions can be asked about a 
given topic giving considerable flexibility 
to the analysis.  
 There is flexibility at the creation phase 
in deciding how the questions will be 
administered: as face-to-face interviews, 
by telephone, as group administered 
written or oral survey, or by electronic 
means.  
 Standardized questions make 
measurement more precise by enforcing 
uniform definitions upon the participants.  
 Standardization ensures that similar 
data can be collected from groups then 
interpreted comparatively (between-
group study).  
 Usually, high reliability is easy to obtain.  
 A methodology relying on 
standardization forces the researcher to 
develop general questions. 
 Surveys are inflexible in that they 
require the initial study design (the tool 
and administration of the tool) to remain 
unchanged throughout the data 
collection.  
 The researcher must ensure that a 
large number of the selected sample 
will reply.  
 It may be hard for participants to recall 
information or to tell the truth about a 
controversial question.  
 As opposed to direct observation, 
survey research (excluding some 
interview approaches) can seldom deal 
with "context".  
Table 3-5: Survey Method Strength and Weaknesses (adapted from Colorado State University, 2008).  
 
Pinsonneault and Kraemer (1993) classify survey research in terms of its purpose 
into: exploratory survey, descriptive survey, or explanatory survey. Exploratory 
surveys are used to become more familiar with a subject and to examine any initial 
concepts. Descriptive surveys are used when the goal is to examine what situations, 
events, attitudes or opinions are occurring in a population. The purpose of 
explanatory surveys is to test a theory and the causal relations within that theory. 
Pinsonneault and Kraemer (1993) further classify surveys by their design, into cross-
sectional surveys and longitudinal surveys. Cross sectional surveys examine the 
sample population during a single time interval, with only one point in time for data 
collection. Longitudinal surveys specifically examine the variables within the study 
over time. 
 
This study uses the survey method for data collection. The main reason for choosing 
the survey method is that it provides high generalizability of the findings, which is 
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one of the main aims of the study. In addition, the research questions are general in 
nature and best dealt with by survey method. In addition, the survey method usually 
consumes relatively less time and money. One of the most appealing strengths, for 
this research, is the fact that the survey method can be administered remotely. In 
this research, there might be a need to conduct surveys in Saudi Arabia while 
administering them from Australia.  
 
As mentioned earlier, in the research strategy section, there are two rounds of 
survey: Identification Survey and Confirmation Survey. The Identification Survey’s 
objective is to identify the dimensions and measures of IS-Impact in the new context. 
The Confirmation Survey’s objective is to further validate the model emerging from 
the exploratory phase of the study. Table (3-6) describes the study’s surveys. 
 
Survey Data type Nature Purpose Design 
Identification Qualitative Open Exploratory Cross-sectional 
Confirmation Quantitative Closed “Structured” Descriptive Cross-sectional 
Table 3-6: Attributes of the Study’s surveys Employed in the Study. 
 
3.5.2 Translation 
It is important to indicate that the study involves translation efforts, as it is conducted 
in a new context (Saudi Arabia), where the official language is Arabic. Translation is 
done in both directions: English to Arabic and Arabic to English. The reporting 
activities of the study (Papers and Thesis) itself are in English, as it is produced in 
QUT/Australia. However, data collection efforts (Surveys) are in Arabic, which is the 
language of the potential respondents. There are several translation techniques 
reported in the literature by researchers, such as direct translation, Back-translation 
(e.g. Brislin, 1970; Hansen, 1987; Samaddar & Kadiyala, 2006) and committee Back-
translation (e.g. Herrera, DelCampo, & Ames, 1993). The selection of translation 
technique is of a great importance in developing new language versions of survey 
instruments. Underestimating the translation procedure can cause technical pitfalls in 
the translation process. These technical pitfalls can lead to measurement problems 
and consequently cause erroneous conclusions.  
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Direct Translation  
This procedure is the simplest translation method available for researchers. This 
method involves a one-way translation of the object from the original language to the 
target language. This procedure of translation can be conducted by a number of 
translators, who are asked to translate the object in parallel. Then, the resultant 
translations are thoroughly compared to each other. This method is simple, less 
expensive, and less time-consuming. However, this method is considered to be less 
reliable and not recommended in translating survey instruments because it does not 
evaluate the translated instrument compared to the original one. Thus, this method 
does not help in establishing the equivalence of the two language versions. This 
method can be used when translating large chunks of text such as qualitative data or 
open-ended items of survey instruments.  
 
Conventional Back-translation 
The most prominent and conventional translation technique is Back-Translation, 
which consists of three steps: First, the original object (e.g. survey instrument) is 
translated from the original language to the target language by a translator. Second, 
a second translator back-translates the translated object from the target language to 
the original language. Third, a target language speaker compares the original object 
with the back-translated object (Hansen, 1987). The comparison includes the 
language and cultural equivalency. This technique is commonly and widely used by 
researchers because of its adequacy and relative simplicity. Examples of studies 
using the back-translation technique are Smadi (1985), Chow, Harrison, Lindquist, 
and Wu (1997), and Samaddar and Kadiyala (2006). 
 
Committee Back-Translation 
This translation technique is an enhancement of the conventional back-translation. 
Herrera et al. (1993) highlights a number of potential problems with the conventional 
translation technique. One of these problems is poor quality translation. To illustrate 
further, although the translation from the original language to the target language 
may be of poor quality, back-translation can show reasonable conceptual similarity to 
the original because the translator may infer concepts from poor translation (Diaz, 
1988; Mayberry, 1984). Another problem is the variability in the skills of translators. 
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This happens when the translator’s fluency in one language is far less than in the 
other language (Gross & Scott, 1989). Addressing the above mentioned problems, 
Herrera et al. (1993) suggested a new technique called Serial Approach for 
Translation, which suggests among other enhancements, a translation committee 
instead of a single translator. The committee involves at least two experienced 
bilingual translators, who are asked to independently produce translations of the 
object. Then, the translators of the committee review and merge the translated 
versions until they arrive at an agreed version of the translation.  This agreed version 
is then reviewed for grammatical correctness by a person who is not a member of 
the translating committee. One of the drawbacks of the Herrera et al.’s serial 
approach is that it requires more time and resources than the conventional back 
translation requires. For example, the approach requires more than 30 persons in 
total to perform the various steps of the approach.  
 
Translation is applied in the following parts of this study: 
(1) Translation of the Identification Survey Instrument from English to Arabic. 
The survey instrument is firstly developed in English. This helps respondents 
to respond to the survey in their own language. Having the Identification 
Survey instrument in Arabic makes the instrument able to capture the 
measuring of the impacts of the ERP system more accurately. 
(2) Translation of the Qualitative Data collected from the Identification Survey 
from Arabic to English. Having the qualitative data in the language of the 
institution (QUT) is recommended so it can be discussed with the supervisory 
team and can be revised. In addition, the data can be compared to previous 
findings, in the original study. 
(3) Translation of the Confirmation Survey instruments from English to Arabic. 
Deriving the confirmation instrument in Arabic helps in tackling issues, such 
as confusion in the intended meaning in questionnaire items, even in cases 
when the target respondents are conversant with English (Karahanna, 
Evaristo, & Srite, 2002). 
 
The selection of adequate techniques for the study was based on the advantages 
and disadvantages of these techniques, the limitations of the study, including time 
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and resources available, and rigor requirements. The candidate elected to use the 
direct translation technique and the committee back-translation technique. The direct 
translation technique is employed to translate the qualitative responses of the 
Identification Survey. This technique is deemed adequate for the purpose because of 
the amount of data collected in the Identification Survey, which is qualitative in 
nature. In addition, the committee back-translation technique is employed in 
translating the identification and Confirmation Survey instruments. The committee 
back-translation technique was selected as it establishes language and cultural 
equivalency between the original and the translated instruments, which is one of the 
most important requirements when translating survey instruments. In addition, 
committee back-translation is a rigorous technique that often produces better quality 
translations. The committee members were kept minimal in number, limited to two 
persons per translation, because of the limitations of time and resources.    
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3.6 Research Project Plan 
The purpose of this section is to divide the project into manageable phases and 
activities. A high level research design, used within this study is depicted in a flow 
diagram to show the flow of activities and the inputs and outputs of each activity. 
  
3.6.1 The Project phases 
The study is conducted in four phases: Definition Phase, Model Extension Phase, 
Model Assessment Phase, and Interpretation Phase. The following are the 
description of each phase and the activities to be completed. 
 
1. Definition Phase 
The first phase is the definition phase, which involves four major activities: 
1.1 Problem Definition: in this activity, the problem and the goal of the research are 
stated clearly. First, the main objectives of the study are listed. Then, the candidate 
constructs detailed research questions to achieve the outlined objectives.  The 
research questions of the study have been derived in a hierarchical fashion following 
the recommendations of Cooper and Emory (1995) as described in section 1.6. The 
research question hierarchy is an important step in decomposing the project into 
manageable phases and activities. 
1.2 Literature review: this activity produces a comprehensive literature review in the 
area of IS success/IS-Impact and other related topics, such as IS evaluation and 
measurement. The aim of the literature review is to have a good understanding of 
the topic and to see how such a study can be conducted optimally. The literature 
review is concluded by listing the gaps in the previous IS Success studies and the 
IS-Impact Model. Identifying these gaps helps in positioning the proposed study and 
highlights research opportunities in the IS success area of research. Refer to 
Chapter 2. 
1.3 Preparation of the IS-Impact Model “package”: The purpose of the package is 
to introduce the model to the potential participant organizations, emphasize the 
benefits of the model, and to deal with issues such as privacy and commitments of 
each party. Firstly, the package was produced in English. Then, the package was 
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translated to Arabic so it can be sent to Saudi Arabian organizations. Refer to 
Appendix A for the Study Package.  
 
2. Model Extension Phase 
The second phase of the proposed study is the model extension phase. This phase 
addresses the first research question of the study: “Is the IS-Impact Model 
complete and able to capture the impact of information systems in Saudi 
Arabian Organization?”. The outcome of this phase is an Extended IS-Impact 
Model and the research model to be constructed by placing the Extended IS-Impact 
Model within a net hypothesis. The following activities are conducted: 
 2.1 Designing the Identification Survey instrument: the instrument objective is to 
collect data about IS-Impact in the participant organizations. The aim is to identify 
the relevant IS-Impact dimensions and measures applicable to the Saudi Arabian 
context.  The Identification Survey is open in nature, to collect all the possible 
dimensions and measures of IS-Impact. The survey is in Arabic, which is the 
language of the new context. It is believed that having the participants respond in the 
local language "Arabic” will encourage them to provide rich responses. Refer to 
Section 4.4, Appendix B for the I-Survey instrument.  
2.2 Conducting the Identification Survey: the Identification Survey is intended to 
collect a salient set of IS-Impact dimensions and measures from the participant 
organization. The survey is exploratory and open-ended. The target population for 
the survey is the key users of the system. The mode of the survey is paper-based 
survey. The collected data is qualitative in nature and in Arabic. Therefore, the data 
needs to be translated to English to conduct and report the following activity of 
analyzing the data. Refer to Section 4.4. 
2.3 Content Analysis: Content analysis is used for the qualitative data analysis 
activity. The content analysis is applied deductively using the IS-Impact Model as a 
Coding Agenda. The deductive content analysis is applied according to Mayring 
(2000). The content analysis is done in 4 steps: citation preparation, developing a 
Coding Agenda, validating the Coding Agenda, and citation mapping. The content 
analysis findings can help in examining the completeness of the IS-Impact Model in 
the new context and in specifying the Extended IS-Impact Model. Refer to Section 
4.6 
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2.4 Specifying the Extended IS-Impact Model  
According to the findings of the content analysis, the IS-Impact Model is to be 
modified by adding or removing measures or dimensions of the IS-Impact Model. 
The outcome of the modification is to be the Extended IS-Impact Model. Refer to 
Section 4.8. 
2.5 Placing the Extended IS-Impact Model in a net Hypotheses  
In order to perform one of the assessment tests of the Extended IS-Impact Model, 
the model is to be put in a Structural Equation Model, that links IS-Impact to 
theoretically related latent variables. These latent variables can be either 
antecedents or Consequences of IS-Impact. Refer to Chapter 5. 
 
3. Model Assessment Phase 
The third phase is the Model Assessment phase. This phase of the study addresses 
the second question of the study: “Is the Extended IS-Impact Model” Valid as a 
Hierarchical Multidimensional Formative Measurement Model?”. The purpose of 
this phase is to test the validity of the Extended IS-Impact Model and the research 
model of the study. In order to do that, the following activities are conducted: 
3.1 Research Model Operationalization 
The operationalization of the Extended IS-Impact Model starts with identifying the 
dimensions and measures of IS-Impact, which can be achieved by conducting the 
Identification Survey described earlier, and detailed in chapter 4. The second and 
most important step in model operationalization is the derivation or sourcing of the 
items that correspond to the measures of IS-Impact and the related constructs. The 
operationalization of the model entails the following steps: (1) identifying and 
assigning appropriate survey items for the dimensions and measures of the IS-
Impact Model, (2) making a decision on the appropriate number of instrument items, 
(3) determining the nature of the items of the instrument, and finally, (4) Wording of 
the survey items. Refer to Section 6.3. 
3.2. Designing the Confirmation Survey Instrument  
This activity’s main purpose is to systematically design the Confirmation Survey 
instrument. The design of the Confirmation Survey instrument follows the 
operationalization of the model. The survey instrument design entails 3 steps: (1) 
adding explanatory contextual information, to clarify the meaning of the items and to 
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emphasize that responding to all items is mandatory, (2) adding a demographic data 
section, which is required for data analysis, (3) selecting the scale for the items, and 
(4) formatting the survey instrument according to a number of considerations. The 
formatting considerations include: (1) making sure that the format of the instrument is 
consistent through all sections of the survey, and (2) deciding on the sequence of the 
sections of the survey instrument. Refer to Section 6.4 and Appendix C for the 
Confirmation Survey instrument. 
3.3 Translating and the Confirmation Survey Instrument 
The candidate conducted a rigorous translation procedure using the committee back-
translation technique outlined in this Chapter in Section 3.5. For translating the 
Confirmation Survey instrument, the candidate employed the committee back-
translation technique. The selected committee back-translation technique consists of 
three steps: forward translation (English to Arabic), back translation (Arabic to 
English), and Comparison (subjective evaluation) of the original instrument and the 
back-translated version to assess clarity and correctness.  
3.4 Pilot Testing the Confirmation Survey Instrument 
The pilot test of the Confirmation Survey instrument follows the initial design of the 
instrument. The objective of the pilot test of the Confirmation Survey instrument is to 
insure the effectiveness of the final instrument and eliminate any shortcomings in the 
initial instrument. In addition, the pilot test also gives insights on the conduct of the 
Confirmation Survey. The pilot test is conducted in two rounds, followed by a 
workshop for each round. One of the objectives of these workshops is to analyze the 
findings of the pilot study and to suggest any recommendations regarding the design 
of the survey instrument or other actual data collection considerations. The final 
product of the pilot test rounds and workshops is a refined and re-designed 
Confirmation Survey instrument. Refer to Section 6.6. 
3.5 Conducting the Confirmation Survey 
The Confirmation Survey was conducted at King Saud University (KSU) in Riyadh, 
Saudi Arabia. The administration of the survey started after the completion of the 
Identification Survey. The first step of the administration of the Confirmation Survey 
was planning and coordination. The candidate planned and coordinated a data 
collection trip to Saudi Arabia. The second step of the survey administration was the 
data collection activities that were conducted at KSU. These activities included 
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interviews with department managers and section heads. Other activity included the 
dissemination of the Confirmation Survey instrument to the users of the MADAR 
ERP system. Refer to Section 6.8. 
3.6 Descriptive and Comparative Analysis 
This activity consists of 4 major steps: 1) describing and classifying the respondent 
of the survey, 2) preparing the data for descriptive and comparative analysis. 3) 
Performing the various descriptive analyses, and 4) Performing the various 
comparative data analyses. Refer to Sections 6.9, 6.10, 6.11, and 6.12. 
3.7 Testing the Model Validity 
The last activity in the Model Assessment phase is testing the model validity. The 
objective of model assessment is to test whether the model fulfills the quality 
requirements of the empirical research. For testing the model validity, a PLS 
approach is to be used, by calculating the estimates of model parameters. The 
candidate employed a process of two stages for model assessment, using the PLS 
approach as suggested by Chin (1998). The first stage entails the evaluation of the 
measurement models (Outer Model) while the second stage is dedicated to the 
evaluation of the structural model (Inner Model). The reflective measurement models 
were assessed against the following aspects: indicator reliability, internal consistency 
reliability, convergent validity, and discriminant validity. On the other hand, formative 
measurement models were assessed using a procedure proposed by Henseler, 
Ringle, and Sinkovics (2009) and Götz, Liehr-Gobbers, and Krafft (2010). The 
validity assessment procedure consists of statistical analyses on two levels: Indicator 
Level and Construct Level. Finally, the structural model was assessed against two 
aspects:  Explanatory Power and Predictive Power. Refer to Section 7.7. 
 
 4.  Interpretation Phase 
The last phase is the interpretation phase. This phase involves the ongoing task of 
writing the chapters of the thesis. The main aim of this phase is to ensure that the 
research questions posed in the definition phase are answered. In addition, this 
phase entails interpretation of the study findings and the drawing of conclusions. 
Moreover, the limitations of the study are discussed and justified to drive future 
research. Finally, the academic and practical implications and contributions of the 
study are discussed. Refer to Chapter 8. 
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3.6.2 High-Level Research Design 
A high level research design, used within this study, is depicted in a flow diagram in 
Figure (3-1), which graphically depicts the activities and the outcomes of the study. 
The various phases of the research project are represented by ovals, information 
flows, and their directions are depicted by arrows, where the rectangles depict the 
outputs derived from the various activities of the study. 
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Figure 3-1: Overall Research Design.  
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3.7 Chapter Conclusion 
This chapter emphasized the impact of sound research design on the research 
findings, future research, and practice. The various activities of research design were 
documented and communicated in this chapter. This is very important, to 
demonstrate the rigor of and reliability of the overall research design. This Chapter 
discussed the epistemology of this research study by introducing the three 
perspectives of IS research: positivist, interpretive and critical. This study was 
classified as primarily positivist. Next, the theoretical foundation of the study was 
explained in the light of Gregor’s (2002) classification of theories. Then, the chapter 
introduced the research strategy of this study. As discussed in the chapter, the 
strategy of this study has two parts: Extension and Instrument development. In this 
context, the literature related to IS research methodologies was reviewed. The 
survey method was found suitable for addressing the research questions of the 
study. In addition, various translation techniques were also reviewed to select the 
most appropriate translation techniques. Finally, the chapter provided a detailed 
work plan for the study and introduced the various phases of the study. 
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4.1 Chapter Introduction  
This chapter introduces and discusses the various activities conducted in relation to 
the Identification Survey and the findings of this survey. The Identification Survey is 
the first part of the data collection. The Identification Survey is focused on gathering 
qualitative data about the IS-Impact phenomenon in Saudi Arabian organizations. 
The Identification Survey is considered as a part of the exploratory phase of the 
research cycle as it aims to collect data through the use of an open-ended 
questionnaire. In fact, the Identification Survey serves two main purposes, which are 
exploration and explanation. The exploratory aspect of the Identification Survey is 
illustrated by identifying the different measures of impacts and the main issues 
surrounding those impacts. On the other hand, the explanatory aspect serves in 
helping in interpreting the study findings and in designing the following Confirmation 
Survey.  
 
The chapter is structured and organized in sections. The first section introduces and 
discusses the main purposes of the Identification Survey. The second section of the 
chapter focuses on the Identification Survey research context, which includes 
information about the participating organization, the ERP system in use, users of the 
system, and the process of sample selection. The third section is dedicated to the 
actual data collection process of the Identification Survey, which involves steps such 
as designing the survey instrument, conducting a pilot survey, and the dissemination 
of the Identification Survey questionnaire. Next, the fourth section generally 
describes the actual respondents and their responses. The respondents will be 
described and classified according to their demographic characteristics. In addition, 
an initial description of the responses and the citations collected from the survey is 
provided. The fifth section is concerned with the methodology and conduct of the 
data analysis of the survey data, which is through content analysis. Then, the sixth 
section of the chapter reports the Identification Survey data analysis results and 
findings. The seventh section is dedicated to describing the resulting Extended IS-
Impact Model according to the results and findings of the survey data analysis. 
Figure (4-1) depicts the overall I-Survey Design. 
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Figure 4-1: Overall I-Survey Design. 
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4.2. Identification Survey Purposes 
The Identification Survey serves a main purpose, which is the identification of the 
salient IS-Impact dimensions and measures that are applicable in the Saudi Arabian 
context. This assists in the process of extending the IS-Impact Model to this new 
context. In addition to this primary purpose there are several supplementary 
purposes: 
 
(1) Providing explanatory information that can be used to help in the interpretation of 
statistical findings of the subsequent Confirmation Survey. 
(2) Evaluating the appropriateness of the existing IS-Impact measurement model to 
gauge IS-Impact in the Saudi Arabian context. 
(3) Broadening the understanding of the participating organization and ERP System 
applications they use.  
(4) Identifying the various employment cohorts of the ERP System applications in the 
participating organization. 
(5) Encouraging the participating organization to continue their commitment to the 
subsequent Confirmation Survey. 
 
4.2.1 Identifying IS-Impact Dimensions and Measures. 
The main purpose of the exploratory and qualitative Identification Survey is to 
identify the dimensions and measures of IS-Impact in the Saudi Arabian context. The 
original IS-Impact Model was developed in the Australian context, the dimensions 
and measures of IS-Impact were extracted from that context. Therefore, the 
Identification Survey can help us identify the context-specific dimensions and 
measures of IS-Impact. This Identification Survey can justify the inclusion or 
exclusion of any of the original IS-Impact Model dimensions and measures.  
 
In fact, there are no relevant theoretical guidelines for the process of identifying the 
dimensions and measures of the IS-Impact construct in the new context. The 
literature does not help provide enough context-specific measures and dimensions of 
the IS-Impact construct. However, Melone (1990) warned researchers from the 
subjectivity that can be present when dimensions and measures are selected 
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randomly or illogically. Therefore, the Identification Survey represents a logical 
method for selecting dimensions and measures with the lowest level of subjectivity 
possible.  
 
The Identification Survey is considered suitable as the literature made aware of the 
fact that models, which were developed in a certain context, may not be appropriate 
for another context unless some modifications done to extend these models. In 
summary, the differences between contexts and the lack of theory that can guide the 
process of selecting dimensions and measures make the Identification Survey an 
important and necessary part of the study.  
 
4.2.2 Providing Explanatory Information for the Study 
The Identification Survey can provide the research team with rich textual data that 
can be used for explanatory purposes to contribute to the findings of the confirmation 
phase of the study. Specifically, this data can be helpful for the task of interpreting 
and explaining the finding of the subsequent Confirmation Survey. The design of the 
Identification Survey questionnaire, which is characterized as being exploratory in 
nature, aids in gathering rich textual data. This qualitative data is naturally 
exploratory as explained previously, as it assists in identifying all the possible 
dimensions and measures of IS-Impact in the new context. However, this data can 
alternatively be considered as explanatory information for the following Confirmation 
Survey that is conducted in the following confirmatory phase. 
 
4.2.3 Evaluating IS-Impact Model Appropriateness 
The Identification Survey can serve the purpose of evaluating the extent of 
appropriateness of the existing IS-Impact Model in the Saudi Arabian context. The 
Identification Survey can be used to assess the suitability of the dimensions and 
measures of the original IS-Impact Model in a context that is different from the 
context of the original Model. The Identification Survey identifies which measures of 
the original Model are not applicable in the new context. Moreover, the Identification 
Survey can also reveal the common measures that are applicable for both contexts 
(Australian and Saudi Arabian contexts). 
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4.2.4 Understanding the Organization and the ERP System 
DeLone and McLean (1992) recommend that contextual variables such as system 
characteristics and organizational characteristics should be taken into account when 
developing a measurement model. Therefore, one of the main purposes of the 
Identification Survey is related to the understanding of the organizational 
characteristics of the participating organization and the ERP system it uses. ERP 
systems are adopted by organizations for different reasons to serve different 
purposes of the adopting organization. The Identification Survey aims to explore the 
contextual factors that differentiate the needs of various organizations in different 
contexts. Contextual factors include core businesses of the participating 
organization, number of employees, and other information about the organization. In 
addition, the Identification Survey explores information about the ERP system 
adopted by the participating organization such as: the number of ERP system 
modules and the number of users. 
 
4.2.5 Identifying Various Employment Cohorts 
Since ERP systems are often used by the different levels of employment cohorts, 
who may have different opinions about the ERP systems and their impacts, the 
Identification Survey intends to identify and investigate the relevant employment 
cohorts. In addition, the Identification Survey aims to understand the significance of 
each cohort in assessing IS-Impact and the way they evaluate these impacts. 
 
4.2.6 Ensuring Commitment for Confirmation Survey 
One of the embedded purposes of the Identification Survey is to encourage the 
participant organization to support and take part in the important Confirmation 
Survey that follows the Identification Survey, which requires a larger sample for 
model validation purposes. The Identification Survey gives the candidate an 
opportunity to communicate the implications of the study on the participating 
organization to key figures in senior management. The target is to stimulate senior 
management to be aware of the importance of participating in the subsequent 
Confirmation Survey. 
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4.3 Identification Survey Context 
The Identification Survey was conducted in King Saud University (KSU), that has 
multiple campuses around the kingdom of Saudi Arabia. KSU had implemented an 
ERP system (MADAR) developed by a local vendor (HASIB) that specializes in 
developing ERP solutions for Saudi Arabian Governmental Agencies. KSU offered a 
unique opportunity to conduct the Identification Survey, by providing a homogeneous 
environment, as different departments of KSU use the same ERP and share the 
same organizational characteristics. This homogeneous environment of KSU 
minimized the need for controlling irrelevant variables and allowed the candidate to 
put emphasis on identifying the dimensions and measures of IS-Impact. 
 
The ERP solution had been implemented two years before the study so, it is 
believed that KSU departments are in the “mature stage” of the ERP systems 
lifecycle. This fact makes KSU a good candidate for conducting the project, because 
the IS-Impact Model suggests that ERP systems should be evaluated in the post 
implementation phase of the ERP system lifecycle (Gable et al., 2003, 2008). 
According to initial observation, The ERP system (MADAR) is used by the majority of 
KSU employees on a daily basis to perform various tasks, covering administration, 
management, and strategy. The large number of MADAR users is preferred, to 
insure a large sample, which is crucial for this study. In addition, the context settings 
of KSU can be considered a good example of the Saudi Arabian governmental 
sector in terms of work procedures, language, and culture. 
 
4.3.1 King Saud University 
King Saud University (KSU) is the first and largest university in Saudi Arabia. The 
university’s establishment was a natural result of the educational revival in the 
kingdom since after its foundation. The university was inaugurated in 1957 in the 
capital city of Riyadh in accordance with the dictates of a Royal Decree in the era of 
King Saud Bin Abdul Aziz. According to Times Higher Education - QS World 
University Rankings, KSU was ranked 274th in the world in the year 2009 (KING 
SAUD UNIVERSITY, 2010). In addition, KSU has the biggest budget among the 
universities of the kingdom with 7.38 Billion Riyals (1.97 Billion US Dollars) (KING 
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SAUD UNIVERSITY, 2010). Today, the university has around 70,000 students 
studying at 24 colleges and 15 research centers scattered across 10 locations 
across Saudi Arabia. Moreover, there are 20000 faculty and staff members at KSU. 
In addition, the university has 2 large hospitals that support medical requirements of 
the students and employees of KSU (KING SAUD UNIVERSITY,  2010).  
 
Due to the largeness of KSU, the university has invested heavily in information 
technology to meet the needs and requirements of such a contemporary and 
innovative university. The university designated a specialized entity to handle the 
vital function of information technology, which is the Deanship of e-transaction and 
communication. One of the main responsibilities of the deanship was to computerize 
business processes in the university by procuring an ERP system that can handle all 
the transactions in KSU. Therefore, the deanship carried out a huge project to 
implement an ERP system that could be used in all departments of the university to 
perform their tasks. It was felt that this ERP system should help KSU apply best 
practices in government agencies and to achieve the automation of its business 
processes. The system also was introduced to cover all requirements and needs of 
King Saud University in accordance with the Saudi National Plan for information 
technology and works, as a lead up to e-government. 
 
4.3.2 MADAR ERP System 
The university named its ERP system “MADAR”, which was provided and 
implemented by the Applied Computer Services Co. “HASIB”. HASIB Company 
specializes in providing ERP solutions for the Saudi governmental sector. The 
MADAR ERP system is mainly based on the award-winning HASIB Government 
Suite “HGS.net”, which was customized to accommodate the university’s special 
requirements. The HGS.net suite is an ERP solution developed especially for the 
government sector in Saudi Arabia and has been adopted in a number of 
governmental agencies such as ministry of finance, ministry of Islamic affairs, and 
general bureau of auditing (Applied Computer Services Co., 2010). The HGS.net 
suite is designed according to the principles and standards of accounting control and 
financial regulations set by the Ministry of Finance, general Bureau of Auditing, and 
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the Ministry of Civil Services (Applied Computer Services Co., 2010). Since KSU is a 
public university that is owned by the Saudi government and financially dependent 
on the ministry of finance, the university decided to adopt this ERP solution. In 
addition, the MADAR ERP solution offers greater flexibility for customization in 
accordance with Saudi government policies and procedures.  
 
The main objectives of MADAR ERP system are: performing administrative work 
quickly and effectively; the integration between the processes of different 
departments; instantaneous access to information; and assisting decision-making 
(MADAR, 2009). According to MADAR (2009), The MADAR ERP system has many 
characteristics such as: 
 Based on modern concepts of workflow automation. 
 Compatible with government regulations and e-government initiatives. 
 Approved and implemented in number of governmental agencies. 
 The modules of MADAR are interrelated and can be linked to other systems. 
 Developed using cutting-edge technology. 
 Easy-to-use and easily maintained through the Web environment. 
 
The MADAR ERP system consists of the following modules: Financial Module, 
Purchasing Module, Human Resource Module, Warehouses Module, Inventory 
Control Module, and Managerial Communications Module. Table (4-1) provides a 
brief description of the modules of MADAR. MADAR was implemented in several 
departments of the King Saud University. Each of these departments uses multiple 
modules to accomplish their day-to-day tasks. Table (4-2) lists KSU departments that 
use MADAR and specifies the modules used by each department. 
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Module Brief Description 
Financial The financial module is the foundation of MADAR ERP system. It is considered 
the cornerstone of integrating the MADAR modules. The financial module is the 
attention of all officials in senior management because it affects their decisions 
on current and future. The financial module is governed by government 
regulations and laws. The government deals with all financial procedures of 
budgeting, operations of the different exchange and control, and recording of 
miscellaneous income.  
Purchasing Purchasing module is the principal mean of communication, through which 
needs and requirements of the institution of different types and departments is 
secured. It is also a liaison between the institution on the one hand and 
suppliers and contractors on the other hand. Moreover, it is playing a key role in 
the provision of supplies and in advertising for bids. 
Human resource The HR module enables the user to record and insert the proposed staffing and 
budget. In addition, the module provides ways of dealing with various types of 
appointment and employment schemes with the application of regulations for 
these types. Moreover, the module supports all the movements of the financial 
and administrative officer, such as vacations or promotions and directly linked 
to the financial module. 
Managerial 
communication 
Managerial Communications Module automates the work of departments and 
sections of Managerial Communications in the university. The Module enables 
users to follow-up the incoming and outgoing correspondence from various 
agencies.  
Warehouse The essential role of warehouse management is to control and manage the 
various purchased items. The warehouse management controls the flow of 
items and controls its inventory. In addition, it meets the requisitions received 
from different departments. The warehouse module is an integrated system that 
is compatible with government regulations. The module is linked to financial 
and inventory control modules.   
Inventory control The essential role of inventory control is to manage and control the stock. The 
inventory control module conducts the necessary analysis to determine levels 
of appropriate stocks to avoid shortages or increases in stock items. 
Table 4-1: MADAR ERP System Modules with Brief Description (extracted from MADAR, 2009). 
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Department  Modules in Use 
Financial department Financial Module, Managerial 
Communications Module 
Deanship of Faculty and Personnel affairs HR Module,  
Financial Module,  
Managerial Communications Module 
Purchasing and Warehouses Purchasing Module,  
Warehouses Module,  
Inventory control Module,   
Financial Module, Managerial 
Communications Module 
Inventory control 
 
Inventory Control Module,  
Warehouses Module,  
Financial Module,  
Managerial Communications Module,  
Managerial communications center Managerial Communications Module 
Table 4-2: KSU Departments and MADAR Modules (extracted from MADAR, 2009). 
 
4.3.3 Communication with KSU 
The research team contacted King Saud University, represented by the director of 
the MADAR implementation project Dr. Abdullah Al-Mudimigh, to invite KSU to 
participate in the study. A series of emails between the candidate and the MADAR 
director were exchanged to encourage KSU to participate in the study. The research 
team prepared a complete package to introduce the study’s theoretical grounds and 
the expected benefits of participation in the study. The package also covered 
important issues surrounding the study, such as privacy and confidentiality. The 
director of MADAR expressed his initial approval of participating of the study. Then, 
the research team prepared an agreement document which outlines the 
responsibilities and the rights of each party. In addition, a consent from was signed 
by KSU to indicate their approval for data collection activities to be carried out by the 
research team. 
 
4.3.4 Sample Selection 
In order to reduce bias and subjectivity in the study, a large sample of KSU 
departments was important, to take care of the differences in the core business 
activities of each department and the different modules used in these departments. 
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Consequently, the candidate decided to expand the sample and collect data from 
four different departments of KSU that implemented MADAR. The sample included 
MADAR users in the following departments: Financial department, Purchasing and 
Warehouses, Inventory Control, Managerial communications center and Human 
Resources.  As a result, the sample covers the modules of the MADAR system that 
are used by the mentioned departments, such as: Financial Module, Purchasing 
Module, Warehouses Module, HR Module, Inventory control Module, and Managerial 
Communications Module. The candidate considered the following factors when 
selecting the sample to insure its appropriateness: (1) the representativeness of the 
sample and (2) the knowledge of the respondent.  
 
Representativeness of the Sample: The sample includes employees from different 
positions in the university ranging from data entry to general managers. In addition, 
the sample takes account of multiple employment cohorts (Strategic, Technical, and 
Operational). Moreover, the sample represents employees from different 
departments who use different ERP system modules. Therefore, the sample 
increases the possibility of collecting a wide range of impacts from a more complete 
spectrum of ERP system users.  
 
Knowledge of the respondents: The sample includes employees who have been 
actively participating in the activities of implementing the MADAR ERP system and 
those who have knowledge of the benefits of such ERP systems. In addition, the 
sample includes employees who have sufficient training and education on the ERP 
systems. More importantly, the sample included employees who are participating in 
activities that are related to the realization of the ERP system benefits. These 
employees were intimate with the benefits, issues, barriers and current state of the 
ERP system. Therefore, these employees were considered appropriate to generate 
a broad range of impacts of ERP systems that are sufficient to extend the IS-Impact 
Model to the new context.  
 
The candidate has also considered numbers of ways to enhance the response rate 
and the response quality, which could help in extracting a more comprehensive set 
of IS-Impact measures. For example, the section heads conducted a brief meeting 
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with their employees to emphasize the importance of the survey and to signify the 
university’s endorsement of the survey.  
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4.4 Identification Survey Data Collection 
This section covers the activities performed to collect the data of the Identification 
Survey. The section starts by describing the activity of designing the survey 
instrument. Then, the pilot testing of the Identification Survey is described. After that, 
the workshops that were conducted to arrive at the final survey instrument (to be 
used in the actual data collection) are listed and described. Finally, the process of 
disseminating the survey instrument in the participating organization is explained. 
 
4.4.1 Identification Survey Instrument Design 
The instrument design process began with a workshop on design issues, such as the 
appearance, data to be captured, and the language and the wording of the 
questions. The workshop provided feedback on the main Identification Survey 
questions. Though it seems simple from the outset, the survey questions of the 
Identification Survey were constructed carefully, considering the diverse 
backgrounds of the respondents. The workshop involved academics and students 
from the research group that were interested or involved in similar research projects. 
The recommendations stemming from the workshop played an important role in the 
derivation of the Identification Survey instrument. However, the design was an initial 
one and had to be pilot tested to insure its efficiency and effectiveness in collecting 
the required data.  
 
The survey instrument used in the Identification Survey consists of two main 
sections. The first section was designed to gather personal and demographic data 
about the participating respondent. These demographic and personal data included: 
the respondent position, the department, number of years with the department, 
number of years with the university, MADAR system modules used by the 
respondent, and a brief description of the nature of the respondent’s job and its 
relation to the MADAR ERP system. The second section of the Identification Survey 
instrument asks a direct question about the impacts resulting from the MADAR 
system on the university to date. 
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A key design issue in this section was deciding whether to gather the names of 
respondents in this survey instrument. Non-anonymous surveys (that collects 
names) are believed to gather higher quality responses as respondents feel more 
responsible for their responses and feel that these responses represent them and 
define their views. However, the candidate decided to make the survey anonymous 
and, consequently, opted to not ask the respondents to disclose their names. Making 
the survey anonymous is believed to increase the response rate as more 
respondents feel more comfortable, as their confidentiality is more protected. In fact, 
the QUT ethical clearance committee recommends that surveys remain anonymous 
unless unavoidable, to protect the confidentiality of respondents, and this is one of 
the reasons for not collecting names in the Identification Survey. However, the 
quality of the responses was higher than might be expected in this kind of surveys 
even though the survey was anonymous. This can be attributed to the fact that the 
survey was disseminated manually by the candidate, who had the chance to talk to 
respondents about the importance of the survey and the value of a quality response. 
The face-to-face encounter with respondents had the potential to make respondents 
feel more accountable for their responses. In addition, the candidate communicated 
with managers and supervisors and asked them to endorse the survey and 
encourage their subordinates to provide quality responses. The encouragement of 
supervisors and managers is likely to have made respondents more obliged to 
enhance the quality of the responses in general.  
 
The second section of the Identification Survey poses a specific and direct question 
that aims to gather the impacts of the ERP system (MADAR). The question in 
section two is “What do you consider have been the impacts of MADAR system 
in your department and the university, since its implementation?”. The question 
as stated above was intentionally left broad and open in order to invite any possible 
positive or negative impacts on individual users, departments, or the university. The 
question is preceded by a brief description of the objective of the question and some 
directions that help respondents in providing a comprehensive response. In fact, 
there was a discussion around the ability of one question to capture the respondent’s 
perception of the various impacts of the ERP system. One of the alternatives was to 
have two questions: one asks about the quality of the ERP system and the other 
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question asks about the impacts of the ERP system. This alternative was ruled out 
as it was thought that it might limit the respondent’s ability to think freely about the 
question. The Identification Survey is an exploratory one and having specific 
questions may influence the respondent to see the IS-Impact phenomenon through 
the IS-Impact Model, which is not desired. Refer to Appendix B for the Identification 
Survey instrument. 
 
4.4.2 Identification Survey Instrument Translation 
There were many alternatives that the candidate could choose from with regard to 
the language of the survey instrument. The first option was to use an Arabic 
language survey instrument. The second option was to use an English language 
survey instrument. The third option is to have an Arabic-English survey instrument 
and give the respondent the freedom to choose the appropriate language with which 
he or she feels more comfortable. The candidate, as mentioned earlier, chose Arabic 
to be the language of the survey instrument, for many reasons. One of the reasons 
was that the official language of the university is Arabic and work is mainly 
conducted in Arabic. In fact, MADAR has an Arabic interface. In addition, Arabic is 
the first tongue of most of the King Saud University employees, who do not have a 
good command of the English language. It is believed that having the instrument in 
Arabic would enhance both the quantity and the quality of the responses. Actually, 
deriving an Arabic survey instrument for measuring IS-Impact is also one of the 
valuable outcomes of the study.  
 
The rigor of the translation procedure is very vital for the study and any 
underestimation of the procedure’s importance can jeopardize the validity of the 
research findings. Thus, the candidate aimed to arrive at an Arabic survey 
instrument that is equivalent to the original English survey instrument in terms of 
language and culture. This insures that the translated instrument collect the exact 
information the original instrument intend to collect. Many researchers highlight that 
translation procedures are rarely reported and documented, which threatens the 
validity and reliability of the translated instrument (Carroll, Holman, Segura-
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Bartholomew, Bird, & Busby, 2001). Therefore, the translation procedure was 
documented and it is described below. 
 
The candidate conducted a literature review on translation techniques and 
procedures to select the suitable technique for this study. Many techniques have 
been identified and the candidate decided to use the committee back- translation 
technique because it was found the most rigorous technique. This technique can be 
costly and time-consuming compared to the conventional back-translation technique. 
The resources and time needed for this technique increases as the membership of 
the translation committee increases. To strike the balance between rigor and 
practicality, the candidate decided to keep the number of the members of the 
committee at the minimum requirement of two members.  
 
The candidate conducted a rigorous translation procedure using the committee back-
translation technique. The committee back-translation technique was selected as it 
establishes language and cultural equivalency between the original and the 
translated instruments, which is one of the most important requirements when 
translating survey instruments. In addition, committee back-translation is a rigorous 
technique that often produces better quality translations. The employed committee 
back-translation technique consists of three steps: forward translation (English to 
Arabic), back translation (Arabic to English), and Comparison (subjective evaluation) 
of the original instrument and the back-translated version to assess clarity and 
correctness. The objective of this rigorous translation procedure was to arrive at an 
Arabic version of the items that were equivalent in meaning to the original English 
versions. The emphasis in this kind of translation is functional equivalence, which 
helps to ensure that the measures work in the new target culture as well as they did 
in the original culture. The steps of the translation procedure are detailed below:  
 
(1) Forward translation: Two bilinguals (committee A) translated the Identification 
Survey from English to Arabic. Each one of these bilinguals produced his own 
individual translation. Then, the two bilinguals compared results, discussed 
discrepancies, and then collaborated and reached an agreement on one final Arabic 
version. 
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(2) Back translation: Two different bilinguals (committee B) back-translated the 
Arabic version resulting from the previous step, to English. These bilinguals are not 
familiar with the IS-Impact Model and had never seen the Identification Survey 
instrument. Each one of these bilinguals produced his own individual translation. 
Then, the two bilinguals compared results, discussed discrepancies, and then 
collaborated and reached an agreement on one final English version. 
 
(3) Assessment and comparison between versions: this comparison aims to assess 
the clarity and correctness of the Arabic version through subjective evaluation. A 
reviewer (reviewer A) compared both English versions (the original and the back-
translated) to ensure that the items are equivalent in meaning. With regard to the 
instrument items, discrepancies in meaning were found in a number of items. Some 
of these discrepancies were related to different word choices and the structure of 
sentences. In addition, some items were unclear or had missing words. The reviewer 
of the translations considered that these discrepancies substantially changed the 
meaning of the sentences. Therefore, the candidate corrected these discrepancies 
by re-translating the problematic items to the target language (from English to 
Arabic). Then, committee B back-translated the new Arabic version to English. After 
that, the reviewer (reviewer A) re-evaluated the new translation again for accuracy 
and equivalence in meaning. Finally, reviewer A was satisfied that the back-
translated items were equivalent in meaning to the original items. Figure (4-2) 
depicts the translation procedure of the Identification Survey Instrument. 
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Figure 4-2: Identification Survey Instrument Translation Procedure. 
 
4.4.3 Survey Instrument Pilot Test 
The objective of the pilot test of the survey instrument is to make sure that the 
instrument is effective in collecting the needed data. In addition, the pilot test help 
identify any shortcomings in the instrument that need to be modified. The pilot test 
helps in the process of re-designing and refining the survey instrument before the 
actual data collection. Moreover, the pilot testing can help the candidate to identify 
the best method to disseminate the questionnaire. In summary, the pilot test was 
generally concerned with three main points: the design of the instrument and its 
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ability to collect the needed data, the language of the survey instrument, and the 
best way for disseminating the instrument. 
 
The first point to be investigated by the pilot test was the design of the survey 
instrument in terms of the questions to be asked in order to collect the needed 
evidence for the study. As discussed earlier, the Identification Survey’s main 
objective is to identify the various impacts of the ERP system on the organization. 
The survey instrument contained one open-ended question for this purpose and the 
pilot test was used to make sure that this one question is good enough to capture the 
impacts of the MADAR ERP system. The second point that needed to be 
investigated through the pilot test is the language used in the question and whether it 
is easily understood and able to capture the various impacts of the ERP system. The 
third point we needed to examine is the method of disseminating the instrument in 
the participating organization. 
 
The pilot test was done in two phases: first, with Saudi Arabian students; second, in 
a real Saudi organization. In the first phase, the questionnaire was distributed among 
Saudi Arabian PhD students to make sure that the questionnaire language is 
understood by Arabic respondents. In addition, the students were also asked to 
express their views on the instrument and suggest ways to improve the 
questionnaire’s appearance and questions. The candidate then organized a 
workshop with this group of Saudi Arabian students, around the survey instrument 
and their understanding of the main question in the instrument. The first phase of the 
pilot survey was very beneficial and resulted in many modifications of the wording of 
the main question of the survey instrument. In addition, one of the outcomes of this 
phase of the pilot test is the addition of more clear instructions before the question to 
encourage the respondent to think deeply and respond to the main question more 
broadly. 
 
The second phase of the pilot testing was conducted in a real Saudi organization 
(BANAJA Trading Company). The instrument was distributed through emails, where 
16 employees responded to the pilot survey. The candidate asked a number of 
employees to write their opinions on the instrument and suggest some 
108 
Chapter 4: Identification Survey  
recommendations to enhance the instrument’s appearance and utility and ways to 
raise the response rate. By analyzing the responses of this pilot test, it appeared that 
having one question in the survey instrument is good enough to capture sufficient 
citations on the MADAR ERP system quality and the Impacts of it on the 
organization. This is enhanced by giving clear instructions along with the question. 
As regards the dissemination of the survey instrument, the pilot test revealed that 
using email to disseminate the instrument may not work smoothly in Saudi Arabian 
organizations especially in governmental agencies, as email culture in these 
organizations is not widespread. Even though the survey instrument was distributed 
to more than 100 employees only 16 good responses were collected, which indicates 
that response rate could be improved by using other methods. At the end of the pilot 
test, a workshop was conducted to discuss the outcomes of the pilot test and to 
perform the re-design of the survey instrument. The pilot test and its activities helped 
in producing the final version of the survey instrument that was used in the actual 
survey.  
 
4.4.4 Workshops on Survey Instrument 
The candidate organized a series of workshops before the actual Identification 
Survey. Firstly, the instrument design workshop that helped the candidate in 
producing the initial survey instrument. Secondly, another workshop was conducted 
when the survey instrument was pilot tested with Saudi Arabian students and 
resulted in a number of modifications to the wording of the questions in the survey 
instrument. In addition to those workshops, a third workshop was conducted by the 
candidate involving the supervisory team, to discuss the results and 
recommendations originating from this pilot test. All these workshops assisted in 
deriving the survey instrument that was used in the actual Identification Survey. 
 
4.4.5 Instrument Dissemination 
The method of disseminating the Identification Survey Instrument (Survey Mode) is 
very important for the success of the any survey in general, as it can have a direct 
effect on the response rate of any survey. The pilot testing of the initial instrument 
has helped the candidate in deciding the best method for disseminating the actual 
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survey instrument. In the pilot testing, the candidate used electronic mail as a mean 
of disseminating the survey instrument. It was concluded from the pilot testing that 
using a remote virtual communication tool, such as email or online survey, is neither 
an efficient nor a suitable method of data collection for the Saudi Arabian context. 
One of the reasons for this might be attributed to culture, as Arabs prefer face-to-
face communication over other means. In addition, what is called as “email culture” 
is not sufficiently common in Saudi Arabian organizations especially governmental 
ones (Al-Subaihi, 2008). 
 
The candidate adopted the traditional manual distribution of the survey instrument to 
respondents. The survey instrument was distributed to the departments of KSU 
section-by-section. For each section, the candidate met with the section head and 
explained the importance and the objectives of the survey. Then, employees of each 
section were gathered in a meeting room where the candidate and the section head 
explained the survey and what was required from these respondents. After that, the 
employees were given approximately 30 minutes to complete the questionnaire. The 
candidate was not present during the completion of the survey instruments, to limit 
any possible influence or intervention in the process.  
 
The deployed method of instrument manual dissemination had many advantages. 
One of these advantages was the ability to communicate directly to employees 
without barriers and make sure that they understood the scope and the objective of 
the survey as stated in the instrument itself. In addition, the face-to-face 
communication with the candidate gave respondents the sense of their importance 
for the study. This had the potential to make respondents feel that they were part of 
the research team and that they needed to contribute to the success of the survey. In 
my opinion, the manual dissemination of the instrument contributed in enhancing the 
quality and the quantity of the responses. 
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4.5 Identification Survey Data Description 
This section is dedicated to generally describing the Identification Survey collected 
data. First, the respondents of the Identification Survey are described and classified 
according to their demographic data. Then, an initial description of the nature of the 
responses is provided. The description of the responses includes the number of 
citations that can be extracted from these responses and the coverage of these 
citations.  
 
4.5.1 Description of Respondents 
The description of the survey instrument respondents starts with general information 
on these respondents in terms of their numbers and the KSU departments they 
represent. Then, the respondents are classified according to their demographic data, 
such as their work experience, the department they work for, the modules they use, 
and their employment cohort. 
 
The number of respondents to the Identification Survey was 57 respondents, 
representing 5 different departments in King Saud University. The surveyed 
departments were: Financial Department Finance, Deanship of Faculty and 
Personnel affairs, Purchasing and Warehouses department, Inventory control 
department, and Managerial communications center. These 5 departments represent 
the entire population of departments that uses the MADAR ERP system.  
 
The Identification Survey data collection procedure emphasized the importance of 
sample representativeness. Therefore, the respondents were classified according to 
their demographic data to demonstrate that the sample represented different 
departments, various levels of work experience, different modules used, and 
different employment cohorts. As mentioned earlier, the survey was disseminated 
across the various MADAR ERP system modules. The survey revealed that some 
users use multiple modules in their work. Table (4-3) illustrates the number of users 
of each module.  In addition, the survey instrument was distributed in 5 departments 
of KSU. Table (4-4) shows the number and percentage of respondents in each 
department of KSU. Moreover, the survey revealed that the respondents to the 
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survey belonged to different levels of work experience. Table (4-5) demonstrates the 
number and percentage of respondent in each level of experience.  
 
Finally, the respondents were classified according to their employment cohorts in 
KSU: Strategic, Technical, and Operational. These 3 categories of the employment 
cohort were adopted from the original study by (Gable et al., 2003, 2008). Gable et 
al. (2003) confirm the existence of these 3 employment categories in the context of 
ERP systems. In this study, respondents were mapped to these 3 categories of 
employment cohort. In the demographic section of the Identification Survey 
instrument, there are 2 key questions about position and job description. The answer 
to these questions is very helpful when classifying respondents. All respondents 
were readily mapped into these 3 categories of employment cohorts and no new 
categories were found. This indicates the applicability of these 3 categories in this 
new context. This is consistent with the original IS-Impact measurement model study 
and with other ERP systems studies (e.g. Mabert, Soni, & Venkataramanan, 2000; 
Shang & Seddon, 2000). Table (4-6) reveals the number and percentage of 
respondents belonging to each employment cohort.  
 
Module No. of Respondents 
Financial 14 
HR  9 
Purchasing  17 
Warehouses 7 
Inventory control 10 
Managerial Communications 14 
Table 4-3: Classification of Respondents according to Modules. 
 
Department No. of Respondents Percentage 
Financial department 16 28% 
Deanship of Faculty and Personnel affairs 9 16% 
Purchasing and Warehouses 18 32% 
Inventory control 7 12% 
Managerial communications center 7 12% 
Table 4-4: Classification of Respondents according to Departments. 
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Level of Work Experience No. of Respondent Percentag
e 
0-5 years 31 54% 
6-10 years 15 26% 
10-20 years 8 14% 
More than 20 years 3 6% 
Table 4-5: Classification of Respondent according to Work Experience. 
 
Employment Cohort No. of respondents Percentag
e  
Operational 28 49% 
Strategic 11 19% 
Technical 18 32% 
Table 4-6: Classification of Respondents according to Employment Cohorts. 
 
4.5.2 Description of Responses 
The main objective of the instrument of the Identification Survey was to gather 
citations on IS-Impact of the MADAR ERP System. In order to achieve this objective, 
the survey instrument contained one direct question asking the respondent to talk 
openly about his experienced Impacts of the MADAR ERP system. The question 
was left open and exploratory to yield rich textual data about the Impacts of the 
system. Generally, the responses to the survey were in the form of paragraphs. The 
first step in the data analysis of the Identification Survey was to decompose these 
paragraphs into independent units “citations”. The process of decomposing these 
paragraphs to citations was systematically done using validated rules, which will be 
explained later in this chapter. The decomposition process of the responses resulted 
in 362 distinct citations on the impacts of the MADAR ERP system, from all the 57 
respondents, with an average of about 6 citations per respondent. These responses 
were decomposed into independent units in a way that ensures that every citation 
can only be mapped or coded into one category of “measures”.  
 
The initial examination of the impact citations portrayed a wide range of ERP 
systems impacts.  The citations covered areas such as the quality of the system and 
the information it produced. In addition, the citations included impacts of the system 
on individuals, groups, or the organization as a whole. In order to test the 
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completeness and representativeness of the citations, a workshop was conducted to 
study these impact citations. The workshop concluded that the citations covered 
most of the possible impacts of any ERP system and that they were complete and 
representative. In addition, these citations were believed to be useful for the purpose 
of this study’s intent, to extend the IS-Impact measurement model to the Saudi 
Arabian context.  
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4.6 Identification Survey Data Analysis 
This section is dedicated to describing and explaining the data analysis of the 
Identification Survey data. As illustrated in the previous section, the collected data is 
textual in nature as a result of the open qualitative survey. The section starts with 
describing and justifying the research methodology used for the analysis, which is 
content analysis. This is done by conducting a comprehensive literature review of 
content analysis. This literature review includes topics such as advantages and 
disadvantages of content analysis, definition of content analysis, history of content 
analysis, and various types and approaches of content analysis. 
 
The section also describes the type of content analysis used in this study, which is 
qualitative. In addition, the section describes the approach or the application type of 
content analysis used in this study, which is the deductive approach. Moreover, the 
section also discusses the justification of selecting the type and the approach of 
content analysis used in this study. After deciding on the type and approach of the 
content analysis, it is proposed that the methodology used in this study for data 
analysis can be referred to as Qualitative Deductive Content Analysis. Finally, the 
procedure for this methodology is thoroughly described and explained. 
 
4.6.1 Data Analysis Methodology (Content Analysis) 
The open-ended qualitative nature of the Identification Survey yielded an adequate 
amount of textual data. To analyze this type of data, there are a number of 
systematic methods that can be employed for the purpose. These research methods 
include content analysis, grounded theory, ethnography, phenomenology, and 
historical research (Hsieh & Shannon, 2005). In this study, content analysis was 
found to be more suitable for the purpose of analyzing this textual data from the 
Identification Survey. Actually, content analysis was preferred because it is a highly 
recognized research method that has many advantages. One of these advantages is 
being content-sensitive (Krippendorff, 1980). Another advantage of content analysis 
is its flexibility when it comes to research design (Harwood & Garry, 2003). More 
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importantly, content analysis allows researchers to test and extend theoretical 
frameworks (Elo & Kyngäs, 2008).  
 
However, content analysis when used qualitatively has been criticized for being 
subjective (MacQueen, McLellan, Kay, & Milstein, 1998). This subjectivity can be 
eliminated or reduced by applying several techniques suggested by researchers to 
ensure that the analysis is replicable, by taking explicit steps (Carey, Morgan, & 
Oxtoby, 1996). Content analysis has also been criticized by quantitative researchers 
for being a simplistic method in that it does not involve detailed statistical analysis 
(Morgan, 1993). However, Weber (1990) indicates that getting simplistic results is 
usually due to the lack of analytical skills of the researcher rather than a weakness in 
the methodology itself. 
 
Historically, content analysis as a research method was used in Scandinavia in the 
18th century (Rosengren, 1981). It was mainly used to analyze newspaper and 
magazine articles and political speeches in the 19th century (Harwood & Garry, 
2003). According to Barcus (1959, as cited in Hsieh & Shannon, 2005), content 
analysis was introduced for the first time as an analytic research method in the 
United States at the beginning of the 20th century. Nowadays, content analysis has 
become a well-established research method that has been used in a number of 
research fields including business and information technology, and its use is growing 
gradually (Neundorf, 2002). 
 
Content analysis is defined by Krippendorff (2004) as “a research technique for 
making replicable and valid inferences from texts (or other meaningful matter) to the 
contexts of their use” (p. 14). Weber (1990) simplifies content analysis as an attempt 
to organize the large quantities of text into categories. It is a systematic and objective 
method that helps researchers describe and quantify phenomena (Sandelowski, 
1995, as cited in Elo & Kyngäs, 2008). In fact, content analysis is a method that 
takes into account many aspects such as meanings, intentions, consequences and 
context (Downe-Wamboldt, 1992). According to Cavanagh (1997), content analysis 
can assist researchers to understand the meaning of communication. In addition, it 
can be used to identify important processes (Lederman, 1991). The main goal of 
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content analysis is to offer knowledge and to provide understanding of the 
phenomenon under investigation (Downe-Wamboldt, 1992). Usually the outcome of 
content analysis is categories that can be used to develop theoretical models or 
frameworks (Elo & Kyngäs, 2008). 
 
Content analysis can be used as either a quantitative or qualitative method (Hsieh & 
Shannon, 2005). In quantitative content analysis, textual qualitative data is coded to 
explicit categories in an objective manner and then described quantitatively using 
statistics (Morgan, 1993). On the other hand, qualitative content analysis involves 
intense examination of the language, which is more than just counting words, for the 
purpose of classifying the textual data into categories (Weber, 1990). According to 
Hsieh and Shannon (2005), these categories can represent either explicit or inferred 
communications. Content analysis started as a quantitative method to analyze 
qualitative data (Morgan, 1993). In fact, the quantitative content analysis has been 
heavily criticized by researchers for being a superficial analytical method that does 
not respect context and latent contents or contexts and uses simplifying and 
distorting quantification (Mayring, 2000). Moreover, quantitative content analysis 
does not explain where the categories come from or how they were developed 
(Krippendorff, 1980). As a result, the content analysis has evolved from being a 
quantitative method to a qualitative one to overcome the weaknesses raised by 
researchers. 
 
Mayring (2000) defines qualitative content analysis as “an approach of empirical, 
methodological controlled analysis of texts within their context of communication, 
following content analytical rules and step by step models, without rash 
quantification” (p. 2). The main idea of Mayring’s (2000) procedure is to preserve and 
transfer the advantages of quantitative content analysis as developed within 
communication science to the qualitative-interpretative steps of content analysis. 
These advantages are illustrated in table (4-7). 
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Advantages of 
Quantitative 
How to adapt the advantages qualitatively? 
Fitting the text into a 
communication model 
It should be determined on what part of the communication 
inferences shall be made, to aspects of the communicator, 
to the context, to the text itself or to the effect of the 
message. 
Having rules of analysis The material is to be analyzed step by step, following rules 
of procedure, devising the material into content analytical 
units. 
Having categories in the 
center of analysis 
The aspects of text interpretation, following the research 
questions, are placed into categories, which were carefully 
founded and revised within the process of analysis 
(feedback loops). 
Having criteria of reliability 
and validity 
The procedure has the pretension to be inter-subjectively 
understandable, to compare the results with other studies in 
the sense of triangulation and to carry out checks for 
reliability. For estimating the inter-coder reliability in 
qualitative content analysis we only trained members of the 
project team are used and the standard of coder agreement 
has been reduced (COHENS Kappa over .7 would be 
sufficient). 
Table 4-7: Advantages of Quantitative Content Analysis (adapted from Mayring, 2000). 
 
Content analysis can be applied using inductive and deductive approaches (Elo & 
Kyngäs, 2008; Mayring, 2000). Hsieh and Shannon (2005) has classified content 
analysis in terms of the approach taken into: conventional (inductive), directed 
(deductive) and summative (see Table (4-8)). The main difference among these 
approaches is in the way of developing initial codes or categories (Hsieh & Shannon, 
2005). The choice between different types of content analysis is determined by the 
main objective of the study (Elo & Kyngäs, 2008; Hsieh & Shannon, 2005; Mayring, 
2000) and the theoretical and substantive interests of the researcher (Weber, 1990). 
Moreover, the role of theory in the study can also be a factor in choosing the best 
approach (Potter & Levine-Donnerstein, 1999, as cited in Hsieh & Shannon, 2005). It 
is fair to say that the inductive approach is preferred in theory building and the 
deductive approach is most suitable for validating and extending existing theoretical 
models (Hsieh & Shannon, 2005). The deductive approach is usually used when the 
purpose of the study is theory or model testing (Kyngäs & Vanhanen 1999, as cited 
118 
Chapter 4: Identification Survey  
in Elo & Kyngäs, 2008). Deductive content analysis can provide supporting evidence 
for a theory or a model (Curtis et al., 2001). According to Hsieh and Shannon (2005), 
the deductive approach can be efficiently used for extending or modifying an existing 
theory or framework. 
 
Type of 
Content 
Analysis 
Study Starts 
With 
Timing of Defining 
Codes or Keywords 
Source of Codes or 
Keywords 
Conventional 
(Inductive) 
Observation Codes are defined 
during data analysis. 
Codes are derived from 
data. 
Directed  
(Deductive) 
Theory Codes are defined 
before and during data 
analysis. 
Codes are derived from 
theory or relevant 
research findings. 
Summative  Keywords Keywords are identified 
before and during data 
analysis. 
Keywords are derived from 
interest of researchers or 
review of literature. 
Table 4-8: Major Coding Differences among Three Approaches to Content Analysis (adapted from Hsieh & 
Shannon, 2005, p. 1286). 
 
4.6.2 Content Analysis Procedure 
In this section, the aim is to describe and document the data analysis process in 
sufficient detail. Numbers of researchers stress the importance of documenting the 
analysis procedure to help increase the reliability of the study (e.g. Elo & Kyngäs, 
2008). The documentation of such content analysis can be difficult and challenging 
as it often entails many phases (Elo & Kyngäs, 2008).  Some parts of the analysis, 
such as the researcher’s own actions and insights, may be difficult to describe 
(Backman & Kyngäs 1998, as cited in Elo & Kyngäs, 2008). The documentation and 
description should be clear to researchers with little experience with qualitative 
research and who may express skepticism at the validity of the results (MacQueen et 
al., 1998). 
 
For the purpose of this research project, Deductive Qualitative Content Analysis is 
employed to analyze the qualitative data of the Identification Survey. Qualitative 
content analysis was selected over the quantitative one because it offers more 
explanation than the simple quantitative and takes into account many aspects of the 
communication process such as contexts. In addition, it allows the candidate to 
119 
Chapter 4: Identification Survey  
identify themes and categories and classify the data into those categories. The 
deductive (Directed) approach is deemed to be the most suitable approach as the 
study aims to extend and validate the already existent IS-Impact Model to the Saudi 
Arabian context. As illustrated in the previous section, the deductive approach is very 
helpful when extending and validating existing theoretical models or frameworks.  
 
The candidate will adopts Mayring’s (2000) application of the methodology because 
it increases the validity and reliability of the study by transferring the advantages of 
the quantitative content analysis to qualitative content analysis as mentioned earlier. 
In addition, the Mayring (2000) application of the methodology implements a 
systematic procedure that helps reduce the subjectivity that many researchers 
associate with qualitative methodologies. The procedure proposed by Mayring 
(2000) consists of 3 main steps: constructing a coding guidelines “Coding Agenda”, 
validating the Coding Agenda by checking inter-coder agreement, and finally 
mapping all the respondents’ citations to the categories using the validated Coding 
Agenda “Citation Mapping” (See Figure (4-3)). But before all of that, the responses 
need to be prepared for this procedure and, therefore, a step is added in the 
beginning of the process “Citations Preparation”. Kurasaki (2000) suggests that the 
data should be segmented into manageable text units that can be presented to the 
coders for the task of coding.  
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Figure 4-3: Step Model of Deductive Category Application (extracted from Mayring, 2000, p. 5). 
 
The following are the 4 steps of the content analysis methodology that are used in 
this study: 
 
Step 1: Citations Preparation 
In this step the responses are decomposed and segmented systematically to smaller 
and self-contained units “citations”. A unit or a citation is defined as a segment of the 
text that represents a clear single message or idea (McFadden, Seidman, & 
Rappaport, 1992).  Kurasaki (2000) has raised concerns with segmenting the text to 
citations in this manner. First, the researcher may impose considerable interpretation 
on the data. Secondly, taking the text from its context may cause the loss or 
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alteration of the original meaning. In order to minimize the effects of these concerns, 
the candidate has followed a systematic segmentation using clear rules that were 
reviewed by other researchers. The rules of segmentation are listed below: 
(1) Every citation must represent one exclusive idea or message. 
(2) Every citation should be written using the exact wording. 
(3) Every citation should be presented in a way that preserves the context. 
These simple but effective segmentation rules have been reviewed by researchers 
who are working on similar projects. Moreover, the application of these rules has 
also been examined and discussed with the supervisory team. The validity of these 
rules has also been validated by having a colleague apply them on a sample of 
responses; and the agreement level was fairly high. The segmentation of the 
responses resulted in 362 distinct citations on the impacts of the MADAR ERP 
system from all 57 respondents, with an average of about 6 citations per respondent. 
 
Step 2: Development of Coding Agenda 
This step is the cornerstone of the content analysis methodology used in this study. 
The Coding Agenda is used to guide coders to make decisions when analyzing the 
data (Hsieh & Shannon, 2005). The Coding Agenda can be considered as a 
translation device that helps in mapping the data to the relevant categories (Poole & 
Folger, 1981). It usually contains the rules and procedure of a systematic, logical and 
scientific data analysis (Hsieh & Shannon, 2005). In fact, developing a Coding 
Agenda with high quality is very important for the reliability of the content analysis 
methodology (Folger, Hewes, & Poole, 1984). As stated earlier, the content analysis 
is applied deductively. This means that the categories are predetermined and 
adopted from the theoretical framework under investigation (Hsieh & Shannon, 2005; 
Mayring, 2000). The theoretical framework to be used to extract the Coding Agenda 
categories is the IS-Impact Model. The IS-Impact Model consists of a number of 
measures (37 measures) and these measures will serve as the Coding Agenda 
categories. Fortunately, the IS-Impact Model measures are mutually exclusive 
(Gable et al., 2008). The mutual exclusivity of IS-impact measures helps in 
developing mutual exclusive categories of the Coding Agenda, which is 
recommended by many researchers (e.g. Gorden, 1992). 
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The categories of the Coding Agenda are defined according to the definitions of IS-
Impact Model measures. In addition to that, a clear direction of when to code to each 
category is given, along with an illustrative example. Weber (1990) emphasizes the 
importance of reducing the ambiguity of the definitions and directions as they might 
cause reliability problems. Table (4-9) shows a part of the Coding Agenda. 
 
Category Definition Direction Example 
Data Accuracy Refers to the level of 
accuracy of the data 
(information) supplied 
by the system. 
If the citation describes 
data (not the system) as 
being accurate or any 
other synonym such as 
precise, or right.  
“…The system offers the 
right data….” 
Data currency Refers to the extent the 
system provides current 
data (information) to 
users. 
If the citation describes 
data not the system as 
being current, up-to-date, 
updated, real-time, etc., 
“…The system provides 
real-time information….” 
Database 
contents 
Refers to the 
maintenance of 
database contents from 
corruption or being lost. 
If the citation describes 
the database contents 
status. 
“…The database of the 
system is inadequate…” 
Ease of use  Refers to how easy the 
system and its functions 
can be used.  
If the citation describes 
the level of ease or 
difficulty in which the 
system and its functions 
can be used. 
“….Searching for 
transactions by the 
system is easy…..” 
Ease of 
learning 
Refers to how easy or 
fast the system can be 
learned.  
If the citation describes 
the level of ease or 
difficulty in which the 
system can be learned. 
“…The system can be 
learned in a short time….” 
Table 4-9: Part of the Coding Agenda used in Analyzing the Identification Survey Data.  
 
Step 3: Validating the Coding Agenda 
After drafting the initial Coding Agenda, it is necessary to check the validity and 
reliability of the Coding Agenda (Hsieh & Shannon, 2005; Mayring, 2000). Gorden 
(1992) stresses the significance of validating the Coding Agenda, as it often results 
in poor agreement. Therefore, the initial Coding Agenda should be modified until 
123 
Chapter 4: Identification Survey  
arriving at a valid and reliable final Coding Agenda that can be used for coding the 
entire qualitative data. 
 
Reliability and validity of the coding procedure can be measured or assessed by its 
consistency, where different coders can code the same text in a similar way (Weber, 
1990).  According to Stemler (2001), there are two types of reliability: intra-coder 
reliability and inter-coder reliability. Intra-coder reliability is the extent that a coder 
can get the same results every time he codes the same data. On the other hand, 
inter-coder reliability is the extent that different coders can get the same results when 
coding the data using the Coding Agenda. For this study, the reliability of the Coding 
Agenda will be assessed by examining the inter-coder reliability. Kurasaki (2000) 
defines Inter-coder reliability as a measure of agreement between multiple coders 
about how they apply categories to the data using the Coding Agenda. He also 
stresses that high inter-coder reliability is important to show that the theoretical 
conclusions drawn from the data analysis are valid and, consequently, strengthen 
the confidence of the results among the scientific community.  
 
In order to examine the inter-coder reliability, a double coding exercise has been 
conducted. In the double coding exercise a sample of the data is presented to a 
second coder (20% of the citations as suggested by Carey et al. (1996)). The second 
coder was asked to use the Coding Agenda as the exclusive guide for the coding 
procedure. The number of citations presented to the second coder was 72 citations 
(20% of the total citations of 362). The inter-coder reliability was then calculated 
using Percent Agreement index. Percent Agreement is calculated by adding up the 
number of citations that were coded the same way by the two coders and dividing it 
by the total number of citations (Stemler, 2001). According to Lombard, Snyder-
Duch, and Bracken (2002), the advantages of Percent Agreement (PA) are that it is 
easy to calculate, intuitive, and simple. Moreover, it can accommodate any number 
of coders. However, Percent Agreement is criticized for not accounting for 
agreement that would occur by chance (Cohen, 1960; Lombard et al., 2002).  
However, this problem is less severe when the number of categories in the Coding 
Agenda is high (Perrault & Leigh, 1989, as cited in Lombard et al., 2002), which is 
the case with this study Coding Agenda, which consists of 37 categories. As far as 
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the acceptable level of reliability, Neundorf (2002) reviewed several researchers’ 
recommendations and concludes that “coefficient of .90 or greater would be 
acceptable to all, .80 or greater would be acceptable in most situations, and below 
that, there exists great disagreement” (p. 145).  
 
The percent agreement of the first iteration of the double coding was at the low level 
of 0.47, which is way below the acceptable level of 0.8 (Neundorf, 2002). In order to 
understand the causes of such low agreement, the second coder was interviewed to 
discuss the differences resulting from coding the citations. The discussion revealed 
three causes of disagreement. The first cause was the poor application of the Coding 
Agenda, which was the major factor. The second cause was in the segmentation of 
the responses, as some citations represented more than one exclusive idea, which is 
one of the rules of segmentation that was not applied properly. The third cause of the 
disagreement was attributed to unclear definitions of some categories of the Coding 
Agenda. A second iteration of the double coding exercise was conducted after 
dealing with the poor application of the Coding Agenda by the coders and the 
percent agreement soared to 0.72. Then, a third iteration of the double coding, after 
reviewing the segmentation process, made the percent agreement reach 0.76. The 
last iteration of the double coding exercise was conducted using an amended Coding 
Agenda, to deal with the ambiguity of some of its categories. The final percent 
agreement of the double coding exercise was 0.83, which is over the acceptable 
level according to Neundorf (2002).  
 
Step 4: Citation Mapping 
The final step in this content analysis is coding the remaining of the textual data 
using the validated Coding Agenda that has emerged from the double coding 
exercise. It was very important to map the citations systematically and carefully using 
the validated Coding Agenda. All the previous steps were conducted to facilitate this 
final step. The quality of the citation mapping can help produce reliable results from 
the content analysis. 
 
The main purpose of the Citation Mapping exercise is to substantiate any decision 
regarding any of the IS-Impact Model measures. The main criterion to retain any 
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measure is to be exclusively (i.e. any citation is only mapped to one measure) 
instantiated at least one time. The measures that are not instantiated in the citation 
mapping exercise are to be dropped only if supported by a discussion with the 
supervisory team who developed the IS-Impact Model. The discussion with IS-
Impact Model developers will also helped in deciding whether new measures could 
emerge from the unmapped citations. Figure (4-4) depicts the content analysis 
procedure used in the study. 
 
 
Figure 4-4: Qualitative Deductive Content Analysis used in this Study. 
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4.7 Identification Survey Findings 
The Identification Survey has been responded to by 57 users of the MADAR ERP 
system. As mentioned earlier, the 57 responses were segmented to yield 362 units 
or citations. Then, these citations were analyzed using a Qualitative Deductive 
Content Analysis. The IS-Impact Model was used to develop the Coding Agenda of 
the analysis. This Coding Agenda was tested for reliability and validity by conducting 
a double-coding procedure. In the final step of the data analysis, the citations are 
mapped into the 37 categories (measures) of the IS-Impact Model. The overarching 
goal of the content analysis and citation mapping in particular are to determine which 
measures are appropriate for the study context “Saudi Arabia”. In other words, it is to 
decide which measures to be retained, dropped, or added to the IS-Impact Model. 
After the completion of the citation mapping, the 37 IS-Impact Model measures were 
categorized as: overlapping, instantiated, not instantiated. As for the unmapped 
citations, they can be helpful in identifying new measures for the IS-Impact Model 
that are appropriate for the Saudi Arabian context. 
 
4.7.1 Mapped Citations 
The number of mapped citations is 293 out of the total 362 citations, which accounts 
for 81% of the citations. This high percentage exhibits that the IS-Impact Model is an 
appropriate framework to capture the perceptions of the users of the MADAR ERP 
System. Table (4-10) shows the number of instantiations of the 4 dimensions of the 
IS-Impact Model. The table shows that all the dimensions are applicable but not 
equally. System quality dimensions received the highest percentage of citations, with 
40 %. This can be an index to the importance or applicability of each dimension. On 
the other hand, the individual impact dimension received the lowest number of 
instantiations, with a percentage of about 18%.  
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Table 4-10: Number of Instantiations of IS-Impact Dimensions. 
 
Table (4-11) shows the number of citations originated from each employment cohort. 
As displayed in Table (4-11) some employment cohorts put a greater emphasis on 
certain IS-Impact dimensions; for example, 48% of the citations received from 
technical staff were related to System Quality. On the other hand, only 8% of the 
citations received from the Strategic cohort pertain to individual impacts. This 
analysis provides some insights of the way different cohorts evaluate different 
dimensions as a result of their familiarity with these measures. 
Table 4-11: Employment Cohorts and IS-Impact Dimensions. 
 
Instantiation of IS-Impact Model Measures 
All the 293 mapped citations were mapped exclusively to a single measure, which 
means that there was no overlapping between the 37 IS-Impact Model measures. In 
fact, this confirms that the IS-Impact Model measures are mutually exclusive, as 
ISI Dimension No. of Citations Percentage of Citations 
System Quality 147 40.61% 
Information Quality 51 14.09% 
Organizational Impact 65 17.96% 
Individual Impact 30 8.29% 
Total 293 100% 
Cohorts No. of 
citations 
System Quality Information 
Quality 
Organizational 
Quality 
Individual 
Impact 
Strategic 64 29 (45%) 13 (20%) 17 (27%) 5 (8%) 
Technical 96 54 (56%) 12 (12.5%) 20 (21%) 10 (10.5%) 
Operational 133 64 (48%) 26 (19.5%) 28 (21%) 15 (11.5%) 
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declared in the original study of Gable et al. (2008). All IS-Impact Model measures 
except two (35 of 37) were instantiated in the citation mapping. The number of 
instantiations of each of these measures varied greatly from 1 instantiation to 29 
instantiations. The variation can be attributed to different factors such as the 
importance of the measures. In addition, the respondents’ experience of the system 
and their knowledge varies, as these respondents represent different employment 
cohorts and departments. For example, a measure such as “E-Government” has 
been instantiated two times by users from the Strategic cohort. In fact, this measure 
was expected to have a low number of instantiations as it could be noticed by only a 
low number of users. The main aim of the IS-Impact Model is to include all the 
possible impacts of information systems to enhance the model’s completeness. 
Therefore, it was decided that any instantiated measure would be retained 
regardless of the number of instantiation.  
 
The two measures that were not instantiated were “Database Content”, from the 
System Quality dimension, and “Organizational Cost”, from the Organizational 
Impact dimension. In order to decide whether to drop them or not, a discussion with 
the IS-Impact Model developers was arranged. The discussion concluded that these 
two measures may not be applicable for the Saudi Arabian Context and could be 
dropped. The final recommendation from the discussion was to drop the two 
measures from the Extended IS-Impact Model. Table (4-12) illustrates the number of 
overlapping, instantiated, and not instantiated, measures. 
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Table 4-12: The Categorization of the 37 IS-Impact Model Measures after Citation Mapping. 
 
4.7.2 The Unmapped Citations 
As mentioned earlier, 293 out of the 362 citations were mapped to one of the 37 
measures of the IS-Impact Model. This leaves 69 unmapped citations (19% of the 
total citations). The unmapped citations were investigated thoroughly to decide 
whether any measure could be extracted from these citations and added to the 
Extended IS-Impact Model. In addition, the unmapped citations had the potential to 
help identify important antecedents or consequences of the IS-Impact construct. 
Identifying an antecedent or a consequence could be very useful when validating the 
IS-Impact Model after the Confirmation Survey. As will be seen later, the guidelines 
for formative validation of a construct require assessing the formative variables, 
focusing on the nomological aspects, by linking the index to other constructs with 
which it could be expected to be linked. 
 
In fact, some of the unmapped citations (8 out of 69) were found to be irrelevant for 
the posed survey question. For example a respondent stated the following: 
“Currently I don’t practice my specialty work”, which is irrelevant to IS-Impact. Other 
citations were too broad to be mapped to a specific measure (25 out 69). For 
example: “the system has little shortcoming”. The remaining 36 unmapped citations 
were found relevant and could be related to the IS-Impact construct. Table (4-13) 
illustrates the number of different categories of the unmapped citations. 
Category No. of Measures 
Overlapping Measures 0 
Instantiated Measures 35 
Not instantiated Measures 2 (Database Content and Organizational Cost) 
Total no. of Measures 37 
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Table 4-13: Categories of the Unmapped Citations. 
 
Those remaining citations were analyzed using the inductive approach. The results 
of the analysis helped in the derivation of five distinct categories “themes” (refer to 
Table (4-14)). A workshop was conducted to investigate these themes and their 
relationship to IS-Impact. It was concluded that these themes do not represent 
dimensions or measures of IS-Impact. Therefore, no new dimensions or measures 
can be added to the Extended IS-Impact Model, based on the Identification Survey 
data. In fact, the themes were found to represent independent constructs that can be 
linked or related to IS-Impact.  
 
The first theme is related to the USE construct. In fact, “USE” is a well-established 
construct in IS Success and IS-Impact research and it is a part of a construct of the 
DeLone and McLean (2003) IS Success model. However, the “USE” construct was 
not included in the IS-Impact Model based on theoretical grounds (Gable et al., 
2003). In fact, the definition of the IS-Impact Model, as given by Gable et al. (2003), 
does not include the “USE” construct. Therefore, USE is not considered for further 
investigation in this study, to identify possible antecedents of IS-Impact.  
 
The second theme derived from the analysis of the unmapped citations was 
“Implementation Issues”. This theme was seen to be less relevant to the IS-Impact 
Model, because, according to the IS-Impact Model definition, the model is dedicated 
to measuring the impacts of information systems in the post implementation phase 
Category No. of Measures 
Irrelevant 8 
Too broad 25 
Relevant 36 
Total no. of unmapped citations 69 
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(Gable et al., 2003). Therefore, it was concluded that this theme is not related to IS-
Impact. 
 
The third theme derived from the analysis of the unmapped citations is “IS Support”. 
This theme represents a construct that can be linked to IS-Impact. In fact, another 
IS-Impact track study by Rabaai (2012) linked the IS Support construct to IS-Impact. 
Rabaai (2012) conceptualized IS Support as a first-order reflective, second-order 
formative model, including four dimensions and twelve indicators. The IS Support 
was found to be a promising candidate for being conceptualized as an antecedent in 
this study. However, it was decided that identifying and conceptualizing other 
antecedents would be more beneficial to the IS-Impact research track and would 
contribute more to the IS-Impact body of knowledge. The fourth theme derived from 
the analysis is “Training”. Rabaai (2012) conceptualized training as a dimension of IS 
Support construct. Therefore, it was decided that Training cannot be part of IS-
Impact construct and cannot be conceptualized as an antecedent of IS-Impact.    
 
The fifth theme derived from the analysis of the unmapped citations is “Computer 
Network Quality”. The Computer Network Quality (CNQ) is a construct that is part of 
the IT Infrastructure needed for ERP systems. The CNQ construct was referred to by 
a respectable number of citations, taking into consideration that there was only one 
question in the questionnaire about IS-Impact. The original IS-Impact Model’s study 
(Gable et al., 2003, 2008) did not report the existence of any citation referring to 
Computer Network Quality. The appearance of the CNQ construct can be attributed 
to the context, the organization, or the ERP system employed in the organization. In 
addition, the relatively high number of respondents from the technical employment 
cohort, compared to the original study, can also be the cause of the emergence of 
the CNQ construct in this study. It was concluded that the CNQ construct is an 
interesting candidate for being conceptualized as an antecedent of IS-Impact. The 
CNQ construct is unique to this study, as it was not mentioned in previous studies. In 
addition, the CNQ construct was not linked to IS-Impact previously. It was seen that 
the conceptualization of the CNQ construct for IS-Impact would contribute greatly to 
the IS-Impact research track. In addition, this study is among the first to empirically 
link the CNQ to IS-Impact.  
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Table 4-14: The Emerging Themes from the Relevant Unmapped Citations. 
 
In summary, the analysis of the unmapped citations did not yield any new measures 
or dimensions that can be added to the Extended IS-Impact Model. However, these 
citations emphasized the importance of a number of possibly related constructs that 
can be conceptualized as antecedents of the IS-Impact construct. In fact, it is an 
important part of the study to identify and conceptualize constructs that are linked to 
the IS-Impact construct, either antecedents or consequences, for the model validity 
testing. The Computer Network Quality construct, which was derived from analyzing 
the unmapped citations, can potentially be conceptualized as an antecedent of the 
IS-Impact construct. However, the Identification Survey data analysis, alone, is not 
sufficient for such a conceptualization. Therefore, the CNQ construct is researched 
thoroughly in the next chapter (Chapter 5) to support the Identification Survey 
findings that indicated the potential relationship between CNQ and IS-Impact.  
  
Themes Nature Relationship to IS-Impact 
USE Dimension USE is not a part of IS-Impact Model. 
Implementations Issues Construct Not part of the IS-Impact. In fact, IS-Impact Model 
measures the impacts only in the post-implementation 
phase.  
IS Support Construct  Not part of IS-Impact but can be Considered as an 
antecedent of IS-Impact. 
Training Dimension Not part of IS-Impact, conceptualized as a dimension of 
IS Support. 
Computer Network Quality Construct Not part of IS-Impact but can be Considered as an 
antecedent of IS-Impact. 
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4.8 The Extended IS-Impact Model 
The main aim of the Identification Survey is to investigate the applicability and 
suitability, and sufficiency of the 37 measures of the IS-Impact Model in the Saudi 
Arabian context. In other words, the Identification Survey can help in identifying what 
measures to be dropped and what new measures to be added to develop the 
Extended IS-Impact Model. Based on the analysis of the Identification Survey data, 
two measures were dropped from the IS-Impact Model, as they were not instantiated 
in the citation mapping. The measures are “Database Content”, from the System 
Quality dimension, and “Organizational Cost”, from the Organizational Impact 
dimension. However, the analysis of the unmapped citations revealed that no new 
measures had been identified. Therefore, no new measures were added to the 
Extended IS-Impact Model. 
 
The Extended IS-Impact Model depicts the IS-Impact construct as a formative one 
with 4 dimensions: System Quality, Information Quality, Organizational Impact, and 
individual impact. Each of these dimensions is a formative construct that consists of 
a number of measures. See Figure (4-5). 
 
 
Figure 4-5: The Extended IS-Impact Model 
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4.9 Discussion 
As discussed earlier, the Identification Survey serves a main goal, which is the 
identification of the salient IS-Impact dimensions and measures applicable in the 
Saudi Arabian context. The Identification Survey is essential for the process of 
extending the IS-Impact Model to this new context. In addition to this primary 
purpose, there are several supplementary objectives. In this section, the objectives 
are re-visited to confirm the fulfillment of these objectives. This will demonstrate the 
contributions of the Identification Survey.  
 
1. Identifying IS-Impact Dimensions and Measures 
The main purpose of the exploratory and qualitative Identification Survey was to 
identify the dimensions and measures of IS-Impact in the Saudi Arabian context. The 
Identification Survey helped identify the context-specific dimensions and measures 
of IS-Impact. Using the 37 measures of the validated original IS-Impact Model 
deflected any concerns regarding the lack of theoretical grounding for the process of 
selecting the dimensions and measures of IS-Impact. The Identification Survey was 
conducted in 5 departments of the participant organization. The Identification Survey 
received 57 responses citing 362 impacts of the MADAR ERP system. As part of the 
data analysis, the citations were mapped to the 37 measures of the original IS-
Impact Model. In fact, only 2 measures were not instantiated and will not be included 
in the Extended IS-Impact Model. Furthermore, the unmapped citations of the 
Identification Survey help identify a construct that possibly can be linked to the IS-
Impact construct. “Computer Network Quality” was identified from the Identification 
Survey and will be conceptualized as an antecedent of IS-Impact.  
 
2. Providing Explanatory Information for the Study 
The Identification Survey provided rich textual data to be used later for explaining the 
findings of the Confirmation Survey. Precisely, the collected data has the potential to 
assist in interpreting results of the subsequent Confirmation Survey.  
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3. Evaluating IS-Impact Model Appropriateness 
The Identification Survey has served the purpose of evaluating the extent of 
appropriateness of the existing IS-Impact Model in the Saudi Arabian context. The 
Identification Survey identifies which measures of the original Model are not 
applicable in the new context. The instantiation of most of the measures (35 out of 
37) revealed the applicability of dimensions and measures of the IS-Impact Model for 
the Saudi Arabian context. These 35 measures are considered common to both 
Australian and Saudi contexts.  
 
4. Understanding the Organization and the deployed ERP System 
One of the main purposes of the Identification Survey is related to the understanding 
of organizational characteristics of the participating organization and of the ERP 
system in use. ERP systems are adopted by organizations for different reasons to 
serve different purposes, as needed by the adopting organization. These 
characteristics include core businesses of the participating organization, number of 
employees, and other information. The participating organization (King Saud 
University) has 20000 employees working in 10 locations across Saudi Arabia. In 
addition, the Identification Survey explores information about the ERP system 
adopted by the participating organization, such as: the number of ERP system 
modules and the number of users. The ERP system used by KSU is provided by a 
local vendor (HASIB), which customized the package to the needs of the university. 
The system is called MADAR and has 6 modules: Financial, Purchasing, Inventory, 
Warehouses, HR, and Managerial Communications.  
 
5. Identifying Various Employment Cohorts 
ERP systems are often used by the different levels of employment cohorts, who may 
have different opinions about the ERP systems and their impacts. The Identification 
Survey Instrument included a section for demographic data of the responses. Using 
the demographic data, the analysis confirmed the existence of three employment 
cohorts, as introduced in the original study. These cohorts are: Strategic, operational 
and technical. This confirms the applicability of these cohorts in the new context. 
However, further analysis could be conducted in the Confirmation Survey.  
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6. Ensuring Commitment for Confirmation Survey 
One of the embedded purposes of the Identification Survey is to encourage the 
participant organization to support and take part in the important Confirmation 
Survey. The Identification Survey gave the candidate an opportunity to communicate 
the implications of the study of the organization to key figures in senior management. 
In addition, the Identification Survey helped demonstrate the importance and 
potential rewards, of IS-Impact measurement for the participant organizations. The 
conduct of the Identification Survey encouraged the participant organization to 
approve the subsequent Confirmation Survey. 
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4.10 Chapter Summary 
This Chapter has introduced and discussed the Identification Survey, which is one of 
the most important parts of the study. The Identification Survey helped extend the IS-
Impact Model to the Saudi Arabian context. This is done by collecting qualitative data 
from the context and analyzing them using content analysis. The main final product 
of this phase is the derivation of the Extended IS-Impact Model. This model is 
essential in the development of the subsequent Confirmation Survey. The 
Identification Survey also has helped achieve other objectives of the study, such as: 
understanding of the participating organization, identifying the various employment 
cohorts of the ERP System, and encouraging the participating organization to 
continue their commitment to the subsequent Confirmation Survey.  
 
The Identification Survey started with gathering important information about the 
participating organization (King Saud University). The information is mainly about the 
ERP system in use (MADAR) and the users of the system. Then, the Identification 
Survey instrument was designed for collecting data that would help in the process of 
extending the IS-Impact Model. Before the actual data collection, the instrument was 
pilot tested to insure its effectiveness in data collection and to identify any problems 
with the instruments. Then, the survey was disseminated manually to the different 
departments of King Saud University. 
 
The analysis of the collected data started with a general description of the 
respondents and their responses. The respondents were classified according to their 
demographic characteristics. In addition, an initial description of the responses and 
the citations collected from the survey is provided. Then the responses were 
analyzed using content analysis methodology (Qualitative Deductive Content 
Analysis). This methodology helped in mapping the IS-Impact citations extracted 
from the responses to the IS-Impact Model. The results of the content analysis 
assisted the candidate in identifying both the applicable measures and those that 
required removal from the IS-Impact Model in the new context. In fact, 35 out of 37 
measures were retained from the original IS-Impact Model. The results confirm that 
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there are no new measures that should be added to the Model. Therefore, the 
extended model is very similar to the original model, with only two measures 
eliminated.  
 
The Identification Survey data analysis also helped in identifying other constructs 
that can potentially be linked to the IS-Impact construct as antecedents or 
consequences. These linked constructs can be useful for the purpose of formative 
validation of the IS-Impact Model. The guidelines for formative validation of a 
construct require assessing the formative variables, focusing on the nomological 
aspects, by linking the index to other constructs with which could be expected to be 
linked. One of these related constructs is “Computer Network Quality”. For the 
purpose of this study, Computer Network Quality (CNQ) was found to be more 
appropriate to be conceptualized as an antecedent of IS-Impact. The data analysis 
of the Identification Survey and a preliminary literature review on the Computer 
Network Construct revealed that it can potentially be linked to IS-Impact as an 
antecedent. However, more theoretical grounding is needed to support such a 
conceptualization. One of the next Chapter’s (Chapter 5) objectives is to offer more 
theoretical bases for the relationship between CNQ and IS-Impact, to support the 
conceptualization of CNQ as an antecedent of IS-Impact. 
139 
Chapter 5: Research Model   
Chapter 5: Research Model  
140 
Chapter 5: Research Model   
  
141 
Chapter 5: Research Model   
5.1 Chapter Introduction 
This chapter introduces and discusses the study’s research model which, is mainly 
centered on the Extended IS-Impact Model that resulted from the Identification 
Survey discussed in the previous chapter (Chapter 4). The chapter starts by 
explaining the process of deriving the research model, focusing on the identification 
of constructs that are considered related or linked to the IS-Impact construct. The 
chapter investigates, on a theoretical basis, the linkage between IS-Impact and these 
related constructs. In addition, the chapter offers a conceptualization of these related 
constructs for the IS-Impact Model. Moreover, the chapter provides a description of 
the process of identifying the dimensions and measures of each of the related 
constructs. Finally, the chapter concludes with an explanation of the formulation of 
the dimensions and measures of the constructs of the research model. 
 
As previously mentioned, the main objective of the study is to extend and validate 
the IS-Impact Model introduced by Gable et al. (2008) to the Saudi Arabian context. 
In addition to the IS-Impact Model, the research model entails two other constructs 
that are found to be theoretically linked to the IS-Impact construct and considered to 
be parts of IS-Impact nomological network. These constructs are Computer Network 
Quality and IS-Satisfaction. The Computer Network Quality construct is considered 
to be an antecedent of IS-Impact, with the hypothesis being that a higher level of 
Computer Network Quality yields a higher level of IS-Impact. The IS-Satisfaction 
construct is considered to be a consequence of the IS-Impact construct, with the 
hypothesis being that a higher level of IS-Impact yields a higher level of IS-
Satisfaction.  
 
The original study of the IS-Impact Model by Gable et al. (2008) conceptualized IS-
Satisfaction as a consequence of IS-Impact, for the purpose of formative validation. 
The study has revealed a path between IS-Impact and IS-Satisfaction that supports 
the hypothesis, further evidencing the validity of the IS-Impact Model. However, the 
IS-Satisfaction construct was measured using a single-item measure, which can be 
considered as one of the weaknesses of the original study. Zviran and Erlich (2003) 
criticize the use of a single-item measure for IS-Satisfaction and describe it as an 
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unreliable approach that can possibly cause a large measurement error. Therefore, 
this study aims to eliminate this weakness by measuring IS-Satisfaction in a more 
reliable way, using multiple measures. In addition, another construct, Computer 
Network Quality, is introduced in this study and conceptualized as an antecedent of 
IS-Impact, to validate the IS-Impact Model in its nomological network.  
 
The research model helps serve and fulfill two important objectives of this study. The 
first and main objective is to assist in performing one of the formative validity tests of 
the IS-Impact Model. The relationships between IS-Impact and the related constructs 
that are suggested in the research allow the assessment of the formative variables of 
the IS-Impact Model, focusing on the nomological aspects. This is done by linking 
the IS-Impact Model index to the suggested constructs. In fact, this formative validity 
test is suggested and consistent with a number of researchers, such as Jarvis et al. 
(2003) and Bagozzi (1994). It is also consistent with the third guideline of 
Diamantopoulos and Winklofer (2001) for validating formative constructs. The 
second objective is to empirically confirm the theoretical relationships between IS-
Impact and the other related constructs, Computer Network Quality and IS-
Satisfaction.  
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5.2 Deriving the Research Model 
This section is dedicated to describing the process of deriving the research model 
constructs that are linked to IS-Impact. In fact, there is a need to identify constructs 
that are related to the IS-Impact construct, which is measured by the IS-Impact 
Model.  These linked constructs are important to test the IS-Impact Model formative 
validity, focusing on its nomological network aspects, as recommended by 
Diamantopoulos and Winklofer (2001). These linked constructs can be either 
antecedents or consequences of the construct under study (Jarvis et al., 2003). 
Therefore, it was decided to identify an antecedent and a consequence of the IS-
Impact construct to form the research model. 
 
The identification and addition of antecedents or consequences to the IS-Impact 
nomological network is one of the many objectives of the IS-Impact research Track 
at QUT. This is in line with Delone and Mclean’s (2003) invitation to researchers to 
investigate aspects related to IS-Impact, such as: (1) IT infrastructure and IT 
function, (2) Information Systems application portfolio, and (3) the Service Quality. In 
fact, Computer Network Quality is part of the IT infrastructure needed for ERP 
systems. In the original IS-Impact Model’s study (Gable et al., 2008), the authors 
linked IS-Impact to IS-Satisfaction, where IS-Satisfaction was conceptualized as an 
immediate consequence of IS-Impact. In a current ITPS study by Rabaai (2012), IS-
Impact was linked to IS Support, where IS Support was conceptualized as an 
antecedent of IS-Impact.  
 
 
Figure 5-1: Generic IS-Impact Nomological Network. 
 
In relation to consequences, the original IS-Impact Model study by Gable et al. 
(2008) used IS-Satisfaction as a consequence of IS-Impact, with the hypothesis that 
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higher level of IS-Impact yields higher level of IS-Satisfaction. In fact, this study’s 
results support the hypothesis and evidence the validity of the IS-Impact Model. 
Following the same trail, the current study conceptualized IS-Satisfaction as a 
consequence of IS-Impact.  As reported in Gable et al. (2008), a number of 
researchers support this view (e.g. Anderson & Sullivan, 1993; Brady, Knight, & 
Cronin, 2005; Spreng & Mackoy, 1996). 
 
In relation to antecedents of IS-Impact, the Identification Survey data analysis helped 
in identifying some constructs that can potentially be linked to the IS-Impact 
construct as antecedents, including IS Support, Training, and Computer Network 
Quality. For the purpose of this study, Computer Network Quality (CNQ) was found 
to be more appropriate to be conceptualized as an antecedent of IS-Impact. A 
respectable number of citations referred to Computer Network Quality despite the 
fact that there was no direct question about Computer Network Quality in the 
Identification Survey Questionnaire. In fact, the CNQ construct was not substantiated 
by any citation in the original IS-Impact Model’s study (Gable et al., 2003, 2008). The 
appearance of the CNQ construct can be attributed to the context, the organization, 
or the ERP system employed in the organization. In addition, the relatively high 
number of respondents from the technical employment cohort, compared to the 
original study, can also be a factor in CNQ surfacing in this study. The CNQ 
construct was not linked to IS-Impact previously. Therefore, the conceptualization of 
the CNQ construct for IS-Impact would contribute greatly to the IS-Impact research 
track. However, the Identification Survey data analysis, alone, is not sufficient for 
such a conceptualization. Thus, the candidate conducted a focused literature review 
in order to theoretically support the conceptualization of the relationship between the 
IS-Impact and Computer Network Quality. 
 
The main focus area of this literature review was IT Infrastructure, in which ERP 
systems are considered to be part of the IT infrastructure (e.g. Duncan, 1995; Umar, 
2005; Weill & Vitale, 2002). In fact, IT infrastructure also includes IS Support, which 
was linked in a previous study as mentioned earlier. The area of IT infrastructure 
was deemed promising to support the conceptualization of Computer Network 
Quality as an antecedent of IS-Impact. Moreover, the literature review investigated 
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other areas, such as the IT artifact literature, with a focus on the work of Benbasat 
and Zmud (2003) that can also support the conceptualization of Computer Network 
Quality. The literature review helped in theoretically supporting that Computer 
Network Quality can be conceptualized as an antecedent of IS-Impact.  
 
 
Figure 5-2: The Proposed IS-Impact Nomological Network. 
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5.3 Computer Network Quality 
The Computer Network Quality construct was firstly identified in the Identification 
Survey. The Identification Survey data indicated that the CNQ construct is related to 
the IS-Impact. The purpose of this section is to provide a literature review, to 
understand and conceptualize relationship between CNQ and IS-Impact. In fact, the 
literature review provides the theoretical basis for the conceptualization of the CNQ 
construct. Having a theoretical foundation is important for the development of the 
research model, which is used to test the nomological validity of the IS-Impact 
Model. Webster and Watson (2002), recommend researchers to conduct a 
structured literature review for conceptualizing relationships between constructs, 
when developing research models.  
 
The literature review also serves the purpose of identifying possible dimensions and 
measures of the Computer Network Quality construct. In fact, Urbach and Ahlemann 
(2010) recommend researchers to use existing construct definitions and 
measurement models whenever possible. Therefore, the candidate, through the 
literature review, search for well-established definitions for the CNQ construct. 
 
5.3.1 Computer Network Quality Construct 
Computer networks refer to the integrated technology that allows the sharing of 
information and applications (Madnick, 1995). Computer networks use flexible 
standard technologies, such as fiber optics, to transmit information from one place to 
another in audio, text, or visual forms (Yates & Benjamin, 1991). Computer network 
infrastructure includes both technical and organizational capabilities that enable 
information to be shared within organizations (Broadbent, Weill, & St. Clair, 1999). 
The sharing of information that has been enabled by computer networks is an 
important mean to prevent errors, reduce cycle times, eliminate duplicity, and 
consequently, improve customer service (Bhatt & Stump, 2001). Moreover, the 
coordination achieved by computer networks allows views to be shared by 
employees, which broadens their awareness (Bhatt & Stump, 2001). The emerging 
of advanced computer networks and the resulting high interconnectivity from the 
adoption of new standards is claimed to have great impact on businesses and 
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organizations (Madnick, 1991). Interconnectivity between organizations is an 
important tool to apply a variety of strategic management practices, such as total 
quality management (TQM), just-in-time (JIT), and other inventory practices 
(Broadbent et al., 1999). According to Madnick (1991), computer networks are a 
competitive necessity, as they improve the efficiency and effectiveness of 
organizations. Moreover, computer networks offer real time information, which is 
critical for performance optimization (Davenport, 1993). Such real time information 
about critical tasks in the organization, provided by computer networks, enables 
managers to monitor these tasks (Bhatt & Stomp, 2001).  
 
Computer networks are an important part of the technical IT infrastructure (Byrd & 
Turner, 2000; Umar, 2005; Weill & Vitale, 2002) (refer to Figure (5-3)). IT 
infrastructure is defined as the extent to which data and applications, through 
communications networks, can be shared and accessed for organizational use 
(Broadbent et al., 1999). Duncan (1995) defined IT Infrastructure as a group of 
shared, tangible IT resources, such as computer hardware and software, network 
and telecommunications technologies, Key Data, core data-processing applications, 
and shared IT services, that provide a foundation to enable present and future 
business applications. These definitions clearly indicate that computer networks are 
key and base components of IT Infrastructure. 
 
 
Figure 5-3: IT Infrastructure Components (extracted from Weill & Vitale, 2002, p. 60). 
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Weill, Subramani, and Broadbent (2002) listed 10 capabilities clusters of IT 
Infrastructure. One of those clusters is communication services, which consists of 7 
services (Refer to table (5-1)). Communication services mainly include computer 
networks linking all points within an enterprise and providing the gateway to 
electronic channels. This shows that computer networks are important parts of the IT 
Infrastructure that are the base of applications such as ERP systems. 
 
IT capability cluster Number of Services 
Application infrastructure 13 
Communication networks 7 
Data management 6 
IT management 4 
Security and risk 4 
Architecture and standard 20 
Channel Management 7 
IT R&D 2 
IT Education 2 
Facilities Management 5 
Table 5-1: IT Capability Clusters (adapted from Weill et al., 2002). 
 
Bhatt (2000) conceptualized and operationalized IT infrastructure as a two-
dimensional construct: network infrastructure and data integration.  Network 
Infrastructure refers to the capabilities of computer networks that help in sharing of IT 
resources within and across the boundaries of a firm (Bhatt, 2000). Bhatt and Stomp 
(2001) further defined Network Infrastructure to entail two dimensions: network 
connectivity and network flexibility. Network connectivity focuses on the extent to 
which electronic linkages mediate communications and data access within and 
between firm units. Network flexibility focuses on the degree to which compatible 
standards and protocols exist to allow heterogeneous hardware and software to 
communicate and meet present and future business computing environments. 
 
Connectivity, which is provided by computer networks, is an important part of 
Information Technology Infrastructure Flexibility (Byrd & Turner, 2000; Chanopas, 
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Krairit, & Khang, 2006; Chung, Rainer, & Lewis, 2003; Duncan, 1995; Fink & 
Neumann, 2009). According to Byrd and Turner (2000), connectivity is the ability of 
the hardware and software to make internal and external electronic linkages. 
Therefore, computer networks are important technical components that provide IT 
Infrastructure flexibility for organizations.  
 
5.3.2 Relationship between Network Quality and ERP 
Several studies have considered computer networks and ERP systems as distinct 
parts of IT Infrastructure (e.g. Duncan, 1995; Weill & Vitale, 2002; Byrd & Turner, 
2000; Umar, 2005). Weill et al. (2002) divide applications in any organization into 
application infrastructure and internal applications; they assert that only the former is 
a part of IT Infrastructure. The application infrastructure concept encompasses 
stable and standard enterprise-wide applications such as ERP systems (Weill et al., 
2002). As seen from Figure (5-3), computer networks and application infrastructure, 
which is the ERP system, are parts of the technical IT Infrastructure. It is also 
conceived from the figure that communication networks are the base of application 
infrastructure offered by enterprise-wide systems such as ERP systems. Broadbent 
and Weill (1997) state that IT Infrastructure capabilities, including those of computer 
networks, are the base for computer applications.  
 
According to Umar (2005), IT Infrastructure consist of computer networks, 
middleware (business unaware systems), and applications (business aware systems 
such as ERP systems). Umar (2005) emphasizes that organizations needs high 
quality computer networks that can handle the high volume of data that a high 
volume applications such as ERP systems require.  In fact, one of the most 
important features of computer networks is that they allow different applications to 
communicate with each others to coordinate different activities (Bhatt & Stomp, 
2001). This means that the quality of computer networks has an effect on the 
performance of ERP systems and their impact.  
 
The connectivity provided by Computer networks is a key enabler for deploying 
enterprise-wide applications such as ERP systems. Duncan (1995) asserts that IT 
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Infrastructure Flexibility, including IT connectivity, can enable organizations to build 
and deploy applications that more closely satisfy business objectives. Byrd and 
Turner (2000) note that IT Infrastructure Flexibility enabled organizations to diffuse 
and support their core applications. In another study, Al-Mashari and Zairi (2000) 
regard computer networks as one of the most important enablers for ERP systems. 
 
In an empirical study, Chung et al. (2003) tested the relationship between IT 
Infrastructure Flexibility dimensions, including connectivity, and concluded that 
connectivity, which is provided by computer networks, has a positive impact on the 
extent of application implementation. In another study, Zhang, Li, and Ziegelmayer 
(2008) conducted a study that tested the relationship between connectivity (provided 
by computer networks) and modularity (one of ERP characteristics). The study 
concluded that connectivity positively impacted modularity. This means that higher 
computer network quality can improve the necessary connectivity between the 
various modules of an ERP system, which can improve the performance of the ERP 
system and can increase its impact. 
 
Benbasat and Zmud (2003) introduce the IS-Net in an attempt to prescribe an 
identity for the field of IS by conscribing a core set of high-level concepts: (1) IT 
Artifact, (2) Impact, (3) Use, (4) Capabilities and (5) Practices. Computer networks 
are considered to be part of the Technological Capabilities concept that is 
conceptualized as an antecedent of the any IT Artifact such as ERP systems. Figure 
(5-4) illustrates the IS-Net as conceptualized by Benbasat and Zmud (2003). The 
figure illustrates the relationships between the various concepts of IS-Net.  
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Figure 5-4: IT Artifact and its immediate Nomological Net (extracted from Benbasat & Zmud, 2003, p. 61). 
 
The relationship between computer networks and ERP systems has been addressed 
in many studies. These studies view computer networks as a requirement that needs 
to be considered for successful ERP systems (e.g. Chan, 1999; Rao, 2000). Chan 
(1999) propose a framework for evaluating IT infrastructure required for ERP 
systems and one of the framework components was computer networks. In another 
study, Rao (2000) lists computer networks among other major factors that need to be 
considered for ERP systems implementation; he stresses that adequate IT 
infrastructure including computer networks must be planned in advance for pre- and 
post- implementation stages of ERP systems. Jarrar, Al-Mudimigh, and Zairi (2000) 
reviewed the main critical success factors of ERP and found that they fall under four 
main categories, including IT Infrastructure. They conclude that ERP systems rely on 
complex IT infrastructure including computer networks. This indicates that computer 
network quality is an important antecedent of the success of ERP systems.  
 
The relationship between Computer Network Quality and network applications in 
general has been tested objectively in experimental studies (e.g. Beuran, Ivanovici, 
Dobinson, & Thompson, 2003). In such studies, a system is designed and 
implemented to measure Network Quality of Service (QoS) parameters. These 
systems objectively evaluate the requirements of network applications for delivering 
users with an acceptable level of quality. These studies demonstrate that network 
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applications suffer a dip in performance with any deterioration in network QoS, which 
support the view that Computer Network Quality is an important antecedent of an 
ERP system performance and Impact.  
 
Technically, ERP systems are built using client-server or multi-tier architecture, 
which makes ERP systems distributed and, consequently, capable of supporting 
organizations with multiple sites. In fact, ERP systems clients and servers 
communicate through computer networks. More recently, web-based ERP systems 
are becoming more common as part of the observable trend toward Web-based 
computing. Therefore ERP systems should be viewed as networked enterprise 
applications as they depend heavily on the underlying network infrastructure (Lo & 
Gutiérrez, 2007). As a result, computer networks are regarded as critical 
components of ERP systems deployment (Lo & Gutiérrez, 2007). In conclusion, the 
quality of computer networks has a noticeable impact on the stability and 
performance of the ERP system (Lo & Gutiérrez, 2007). Given the criticality of 
computer network performance for ERP systems, many methods have been 
suggested to improve the performance of computer networks such as the use of 
dedicated network rings for ERP communications. Lo and Gutiérrez (2007) suggest 
the implementation of network QoS technologies for TCP/IP networks that provides 
communications for ERP Systems. These technologies mainly tend to differentiate 
ERP traffic and insure the quality of service it deserves. According to Lo and 
Gutiérrez (2007), the reasons for suggesting these network QoS technologies are: 
ERP mission criticality and its dependency on computer networks, which support the 
claim that Computer Network Quality can be conceptualized as an antecedent of IS-
Impact. 
 
5.3.3 Computer Network Quality Evaluation 
The term service in computer networks pertains to the capability to exchange 
information through a telecommunications medium, provided to a customer by a 
service provider (Gozdecki, Jajszczyk, & Stankiewicz, 2003). A service in an IP-
based service is defined by ITU-T (2001) as “a service provided by the service plane 
to an end user (e.g., a host [end system] or a network element) and which utilizes 
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the IP transfer capabilities and associated control and management functions, for 
delivery of the user information specified by the service level agreements”. In fact, 
the concept of quality is less tangible and it has abroad meaning. In 
telecommunications the term quality is commonly used in assessing whether the 
service satisfies the user’s expectations (Gozdecki et al., 2003). 
 
The evaluation of Network Quality of Service (QoS) depends on various criteria 
related to the party rating the service. Customers assess it on the basis of a personal 
impression and in comparison to their expectations, while technical IT personnel 
express quality in terms of technical parameters. Hence, the term QoS is used to 
have many meanings, ranging from the user’s perception of the service to a set of 
connection parameters necessary to achieve particular service quality. There are two 
common classifications of QoS that are found and described in network QoS 
standards such as ITU, ETSI or IETF: intrinsic QoS, perceived QoS (Hardy, 2001). 
Intrinsic QoS pertains to service features stemming from technical aspects. Thus, 
intrinsic quality is determined by a transport network design and provisioning of 
network access, terminations, and connections (Hardy, 2001). Intrinsic QoS is 
evaluated by the comparison of measured and expected performance 
characteristics. On the other hand, perceived QoS reflects the customer’s 
experience of using a particular service. It is influenced by the customer’s 
expectations compared to observed service performance. Actually, a service with the 
same intrinsic features may be perceived differently by various customers (Gozdecki 
et al., 2003). It follows that just ensuring particular network parameters may not be 
sufficient, to satisfy customers who are not concerned with how a service is 
technically provided.  
 
Intrinsic Network Quality Measures 
Perceived Network Quality Measures 
Bit rate Service Support 
Delay Service Operability 
Jitter Service Servability 
Packet loss rate Service Security 
Table 5-2: Examples of Intrinsic and Perceived QoS Measures. 
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Many telecommunication standardization agencies such as ITU, ETSI or IETF have 
provided frameworks for measuring the Computer Network Quality construct. One of 
the most notable agencies is the International Telecommunication Union (ITU). ITU 
has a special unit (Telecommunication Standardization Sector) which is responsible 
for studying technical, operating and tariff questions and issuing Recommendations 
on them with a view to standardizing telecommunications on a worldwide basis. ITU-
T Recommendation E.800 (ITU-T, 1993) offers a consistent set of terms and 
definitions to develop the important areas of quality of service and network 
performance standards pertaining to the planning, provisioning and operation of 
telecommunication networks. The recommendation also provides a framework for 
relating the user-perceived network QoS and network technical performance and 
provides a set of those performance measures. Figure (5-5) depicts the ITU-T 
Recommendation E.800. 
 
The recommendation suggests two aspects of evaluation: user-perceived network 
Quality of Service and Network Technical Performance. From the provider’s 
viewpoint, network performance is a concept by which network characteristics can 
be defined, measured and controlled to achieve a satisfactory level of service quality. 
It is up to the Service Provider to combine different network performance parameters 
in such a way that the economic requirements of the Service Provider as well as the 
satisfaction of the User are both fulfilled.  
 
The user-perceived network QoS is assessed by capturing user perception of the 
computer network. As stated in the ITU-T recommendation, this part is considered to 
be the most essential aspect of the network evaluation as it expresses user 
satisfaction of the computer network. The User’s degree of satisfaction with the 
service provided depends on quality of service. The service performance includes 
the user perception of the following service performance measures:  Support, 
Operability, Servability, and Security. All these Network QoS measures are 
dependent on network technical performance; the Servability Performance 
especially, is the most generally affected. It is further subdivided into three terms: 
Service Accessibility Performance; Service Retainability Performance, Service 
Integrity Performance. 
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Figure 5-5: ITU-T Recommendation E.800 (extracted from ITU-T, 1993, p. 2).  
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5.4 Computer Network Quality Conceptualization 
This section explains the process of conceptualizing the Computer Network Quality 
(CNQ) construct for the IS-Impact Model. This process is theoretically based on the 
literature review conducted and described in the previous section. Conceptualizing 
the relationship between the CNQ and IS-Impact construct is important for the 
construction of the research model of the study. In addition, the section gives details 
about the development of the CNQ measurement model. The development of the 
measurement model was guided by the literature review conducted for this purpose. 
The development of the measurement model is important for the operationalization 
of the CNQ construct in the Confirmation Survey’s instrument. The inclusion of CNQ 
as an antecedent in the IS-Impact nomological net can serve two aligned purposes. 
First, it can facilitate further validation of the IS-Impact Model. Second, it can 
facilitate validation of CNQ, while also testing its explanatory power.  
 
5.4.1 Conceptualizing CNQ Construct for IS-Impact Model 
As the literature review illustrates, the computer network and ERP systems have 
been linked theoretically to IS-Impact in previous studies. In most of the reviewed 
studies, computer networks and ERP systems are considered as major components 
of the IT infrastructure. Computer networks have been regarded as a base, a 
requirement, a critical success factor, and a key enabler of ERP systems. Therefore, 
it is hypothesized that Computer Network Quality and IS-Impact, in the context of 
ERP systems, are linked. In this study, we suggest that Computer Network Quality is 
an antecedent of IS-Impact in the context of ERP systems (refer to figure (5-6)). It is 
expected that high computer network quality lead to High IS-Impact. The 
conceptualization of Computer Network Quality for IS-Impact is essential for 
validating the IS-Impact Model in its nomological network. 
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Figure 5-6: The Conceptual Relationship between Computer Network Quality and IS-Impact. 
 
5.4.2 CNQ Measurement Model 
For the purpose of the study, Computer Network Quality measurement model is 
developed using user-perceived network QoS measures. This is in line with the 
nature of the IS-Impact Model, which depends on user perception (perceptual 
measures). In this way, CNQ and IS-Impact constructs can be measured using one 
survey instrument that include items for each construct. Therefore, the Computer 
Network Quality construct was measured by items extracted mainly from the ITU-U 
Recommendations E.800, which defines measures for user-perceived network 
quality of service. The measures of perceived network quality are well-defined in the 
ITU-T Recommendation E.800 (ITU-T, 1993). These measures of the Network 
Quality and their definition are illustrated in Table (5-3). In addition, an item related to 
speed of communication of the computer network is added, from a study by Nakata, 
Zhu, and Kraimer (2008). These items are to be operationalized using the definitions 
provided by the ITU-U Recommendations E.800 and the (Nakata et al., 2008). These 
items are combined to the Quantitative Confirmation Survey Instrument along, with 
the IS-Impact Model items which measure the Impacts of the ERP system. In fact, 
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the Computer Network Quality construct is a formative construct, with 7 formative 
measures (refer to figure (5-7)). 
 
Measure 
Definition 
Service Support The ability of an organization to provide a service and assist in its 
utilization. 
Service Operability The ability of a service to be successfully and easily operated by a 
user. 
Service Accessibility The ability of a service to be obtained, within specified tolerances 
and other given conditions, when requested by the user. 
Service Retainability The ability of a service, once obtained, to continue to be provided 
under given conditions for a requested duration. 
Service Integrity The degree to which a service is provided without excessive 
impairments, once obtained. 
Service Security The protection provided against unauthorized monitoring, 
fraudulent use, malicious impairment, misuse, human mistake and 
natural disaster. 
Table 5-3: Definitions of User-Perceived Network QoS Measures (adapted from ITU-T, 1993). 
 
 
Figure 5-7: Computer Network Measurement Model.  
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5.5 IS-Satisfaction  
The IS-Satisfaction construct was conceptualized in the original IS-Impact Model’s 
study as an immediate consequence of IS-Impact. This section explains the 
theoretical basis of the conceptualization of IS-Satisfaction in the original study. In 
addition, the section provides additional, from the literature, to support for the original 
study’s conceptualization of IS-Satisfaction. The literature review, in this section, also 
serves the purpose of identifying alternative dimensions and measures of the IS-
Satisfaction construct, to the single measure used in the original study.  
 
5.5.1 IS-Satisfaction Construct 
Satisfaction is defined as the buyer's cognitive state of being adequately or 
inadequately rewarded for the sacrifices they have undergone (Howard & Sheth, 
1969, as cited in Au, Ngai, & Cheng, 2002). In the IS context, end-user satisfaction is 
defined as the affective attitude towards a specific computer application by someone 
who interacts with the application directly (Doll & Torkzadeh, 1988). Au et al. (2008) 
define IS-Satisfaction as “the IS end-user’s overall affective and cognitive evaluation 
of the pleasurable level of consumption-related fulfillment experienced with IS.” (P. 
46). This study adopt the Au et al.’s (2008) definition. 
 
IS-Satisfaction is considered to be one of the most widely used measures in 
assessing IS Success or IS-Impact (DeLone & McLean, 1992; Doll & Torkzadeh, 
1988). One of the reasons for that is the fact that Satisfaction has a high degree of 
face validity (DeLone & McLean, 1992). In a number of studies, IS failures have 
been attributed to psychological issues such as Satisfaction (Garrity & Sanders, 
1998; Regan & O’Connor, 1994). The first to suggest user satisfaction as a surrogate 
of IS Success were Cyert and March (1963, as cited in Au et al., 2002). Myers 
(1995) implies that IS can be considered successful when it is perceived as 
successful by stakeholders (users).  Therefore, Hirschheim and Smithson (1988) 
claim that IS-Satisfaction is the best way to measure IS Success or IS-Impact. (Doll 
& Torkzadeh, 1988; Melone, 1990) added that IS-Satisfaction is related to critical 
variables in IS analysis and design. Satisfaction with the Information System is 
critical in determining its effectiveness level (Au et al., 2002). Ives, Olson, and 
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Baroudi (1983) affirm that a technically good IS that is perceived by users as poor is, 
in reality, a poor system. In the same direction, Doll and Torkzadeh (1989) warn that 
dissatisfaction with a particular Information System can cause the failure of that 
system regardless of its technical characteristics. 
 
5.5.2 Relationship between IS-Impact and IS-Satisfaction 
Many researchers have assumed that high technical quality IS will always lead to 
higher IS-Satisfaction but this assumption has not been consistently reported 
(Goodhue & Thompson, 1995). In the DeLone and McLean (1992) IS Success 
model, Satisfaction has been considered to be an important dimension of IS 
Success/Impact. They also suggested that Satisfaction is an antecedent of Individual 
Impact and, consequently, Organizational Impact. This is consistent with Goodhue 
(1988), who suggests that IS technical quality is an antecedent of Satisfaction. More 
recently, Au et al. (2008) indicated that IS performance is the most significant 
determining factor of IS-Satisfaction.  
 
However, other studies (e.g. Gable et al., 2003; Teo & Wong, 1998) view 
Satisfaction as an overall measure of IS Success rather than a separate dimension. 
Gable et al. (2008) re-conceptualized the IS-Impact Model and suggested that IS-
Satisfaction is an immediate consequence of IS-Impact. This is based on a study of 
prior Satisfaction measures from prior research conducted by Sedera and Tan 
(2005) which revealed that majority of these measures do not differentiate a unique 
dimension of IS-Impact. In fact, the Gable et al. (2008) study results supported and 
confirmed that Satisfaction is an immediate consequence of IS-Impact. This is 
actually consistent with the findings of a number of researchers who support this 
view (e.g. Anderson & Sullivan, 1993; Brady et al., 2005; Spreng & Mackoy, 1996).  
 
5.5.3 IS-Satisfaction Evaluation 
IS-Satisfaction is a significant construct for which measures have been sought over 
the history of IS research. IS-Satisfaction has been an integral part of IS Success/ 
IS-Impact studies (Au et al., 2002). In fact, there are many reliable instruments that 
have been developed to measure IS-Satisfaction. As a result, IS-Satisfaction is 
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considered to have a high degree of face validity (Au et al., 2002). One of the most 
recognized instruments for measuring IS-Satisfaction was developed by Bailey and 
Pearson (1983). Their instrument lists 39 items that are, in reality, factors that lead to 
IS-Satisfaction. Later, this instrument has been viewed and refined by Baroudi and 
Orlikowski (1988), resulting in a shortened instrument with 13 items. These items are 
grouped into three dimensions: Information Quality, EDP Staff and Services, and 
User Knowledge or Involvement. Doll and Torkzadeh (1988) specify five items for 
measuring IS-Satisfaction that are mainly related to the  Information Quality 
dimension of the Baroudi and Orlikowski (1988) instrument. These five items are: 
content, accuracy, format, ease of use and timeliness. Suh, Kim, and Lee (1994) 
used two IS dimensions: System Quality and Interface Quality. System Quality 
includes technical performance items such as speed and flexibility. Interface Quality 
refers to the interaction between the user and the Information System. Some other 
researchers (e.g. Etezadi-Amoli & Farhoomand, 1996; Henry & Stone, 1994; 
Lawrence & Low, 1993) have suggested other dimensions of IS-Satisfaction that are 
mainly related to Organizational support.  
 
Most of the IS-Satisfaction dimensions and measures of the aforementioned studies 
are mainly a mixture of IS Success/IS-Impact measures (Gable et al., 2008). Rai, 
Lang, and Welker (2002) note that IS-Satisfaction has been frequently measured 
indirectly through IS Success/IS-Impact dimensions (e.g. Information Quality, 
System Quality, and possibly with other variables in prior studies). Sedera and Tan 
(2005) conducted a content analysis of IS-Satisfaction measures of 16 prominent 
instruments. The results of the content analysis reveal that 98 % of these measures 
mapped into IS-Impact Model measures. They found that only 3 measures (of a total 
of 192 measures) can be considered as explicit IS-Satisfaction Measures. Au et al. 
(2008) criticize IS-Satisfaction Measurement studies on the basis that they rely on 
factors affecting Satisfaction rather than on intrinsic measures of Satisfaction. 
Moreover, Au et al. (2002) warn that using factors affecting Satisfaction as measures 
can create confusion, as a given IS performance may yield conflicting levels of 
Satisfaction for different end users. Sethi and King (1998) state that using the factors 
as measures fails to capture the psychological aspect of IS-Satisfaction. 
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Many researchers have used items that measure IS-Satisfaction directly.  For 
example, Gable et al. (2008) measured overall IS-Satisfaction using one direct item 
about the satisfactory level of the Information System. However, the reliability of 
using a single item to measure IS-Satisfaction has been questioned by Zviran and 
Erlich (2003). They warn that such an approach may cause a large error in 
measurement. Therefore, Au et al. (2008) suggested and used multiple items to 
measure satisfaction. The four items are: Content, Pleasure, Delight, and 
Satisfaction. These measures are originally adopted from Spreng, MacKenzie, and 
Olshavsky (1996) study, where they state that these measures can capture both 
high- and low-intensity reactions of the user of the IS. This is in line with Oliver 
(1989) who suggests that there are four possible different adaptive states for 
Satisfaction.  
 
  
163 
Chapter 5: Research Model   
5.6 IS-Satisfaction Conceptualization 
This section is dedicated to explaining the conceptualization of the IS-Satisfaction 
construct for the IS-Impact Model. The theoretical basis for the relationship between 
the IS-Impact model and the IS-Satisfaction model is drawn from the literature review 
conducted for this purpose. This process is central for the construction of the 
research model of the study. In addition, the section gives details about the 
development of the IS-Satisfaction measurement model. The development of the 
measurement model was guided by the literature review conducted for this purpose. 
The development of the measurement model is important for the operationalization 
of the IS-Satisfaction construct in the Confirmation Survey’s instrument.  
 
5.6.1 Conceptualizing IS-Satisfaction for IS-Impact Model 
As the literature review illustrates, IS-Satisfaction has an obvious relationship with 
IS-Impact. Some studies view IS-Satisfaction as a dimension of IS-Impact (e.g. 
DeLone & McLean, 1992). Other studies suggest that IS-Satisfaction is an overall 
measure of IS-Impact (e.g. Gable et al., 2003; Teo & Wong, 1998). Gable et al. 
(2008) re-conceptualized IS-Satisfaction as an immediate consequence of IS-Impact. 
This study’s results confirm this relationship. In fact, this conceptualization is 
consistent with the findings of a number of researchers, who support this view (e.g. 
Anderson & Sullivan, 1993; Brady et al., 2005; Spreng & Mackoy, 1996). In this 
study, the candidate follows the Gable et al. (2008) conceptualization of IS-
Satisfaction as a consequence of IS-Impact. The hypothesis is that high IS-Impact 
Yields a positive level of Satisfaction. This hypothesis is tested using the data 
collected from the Confirmation Survey. As mentioned earlier, this effort is critical for 
the purpose of validating IS-Impact Model in its nomological network (nomological 
validity). Figure (5-8) illustrate the conceptual relationship between IS-Impact and IS-
Satisfaction. 
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   Figure 5-8: The Conceptual Relationship between IS-Impact and IS-Satisfaction. 
 
5.6.2 IS-Satisfaction Measurement Model 
For the purpose of the study, IS-Satisfaction will be assessed using user perceived 
direct measures. This is in line with the IS-Impact Model approach, which depends 
on user perception. In this way, we can measure both constructs using one survey 
instrument that includes items for each construct. Therefore, the IS-Satisfaction 
construct is measured by items adopted from Au et al. (2008). These measures were 
reflective and capture the: Content, Pleasure, Delight, and Satisfaction. These 
measures are originally used in a study conducted by Spreng et al. (1996). The 
measures capture four possible different adaptive states for Satisfaction, as 
suggested by Oliver (1989). IS-Satisfaction is a reflective construct and is measured 
using 4 reflective measures (Refer to Figure (5-9)). 
 
 
 Figure 5-9: IS-Satisfaction Construct.  
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5.7 The Research Model 
The main focus of the study and the cornerstone of the study’s research model is the 
Extended IS-Impact Model, which has emerged from the Identification Survey 
explained in Chapter (4). The research model consists of the IS-Impact construct 
and two other related constructs: Computer Network Quality and IS-Satisfaction. 
These constructs are theoretically linked to the IS-Impact construct and part of its 
nomological network as demonstrated in the previous sections. Computer Network 
Quality is conceptualized as an antecedent of IS-Impact, with the hypothesis being 
that a higher level of Computer Network Quality leads to a higher level of IS-Impact. 
IS-Satisfaction is conceptualized as a consequence of IS-Impact, with the hypothesis 
being that a higher level of IS-Impact yields a higher level of IS-Satisfaction. These 
hypotheses will be tested in the Confirmation Survey. The confirmation of the 
hypothesized relationships in the research model, between IS-Impact and linked 
constructs, is important for the validation of the Extended IS-Impact Model. One of 
the important formative validation tests is the assessment of the formative variables 
of IS-Impact Model, focusing on the nomological aspects by linking the IS-Impact 
Model index to the suggested constructs (i.e. Nomological Validity). In fact, it is 
suggested the nomological validity be tested as part of the tests performed to assess 
the formative validity of the Extended IS-Impact Model (Bagozzi, 1994; 
Diamantopoulos & Winklhofer, 2001; Jarvis et al., 2003).  
 
The Extended IS-Impact Model depicts the IS-Impact construct as a formative one, 
with 4 dimensions: System Quality, Information Quality, Organizational Impact, and 
individual impact. Each of these dimensions in turn, is a formative construct that 
consists of a number of measures. The System Quality dimension is defined by 14 
formative measures; Information Quality is defined by 10 formative measures; 
Organizational Impact is defined by 7 formative measures; and Individual Impact is 
defined by 4 formative measures. The Computer Network Quality construct is 
conceptualized as a formative construct defined by 7 formative measures: Network 
Support, Network Operability, Network Accessibility, Network Retainability, Network 
Integrity, Network Security, and Network Speed. The IS-Satisfaction construct is 
166 
Chapter 5: Research Model   
conceptualized as a reflective construct with 4 reflective measures: Content, 
Pleasure, Delight, and Overall Satisfaction.  (Refer to Figure (5-10)). 
 
 
Figure 5-10: The Research Model. 
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5.8 Extending Research Goals and Objectives 
As a result of the addition of Computer Network Quality to the research model, as 
suggested by the identification survey, an additional research goal and related 
objectives were needed to be set. In addition to the main goal of the study (i.e. 
validating the IS-Impact model), a secondary goal was added: validating the 
Computer Network Construct. The secondary goal can be decomposed to 3 
objectives. The final research objectives are listed below: 
 
1. Understanding the Study Context by focusing on the differences from the context 
of the original study to illustrate that the new context can serve as a perfect 
setting for testing the external validity of the IS-Impact Model. 
2. Identifying the appropriate dimensions and measures of IS-Impact for Saudi 
Arabian organizations. 
3.  Specifying the applicable dimensions and measures of the IS-Impact Model to 
Saudi Arabian context.  
4. Identifying new context-driven dimensions and measures of IS-Impact. 
5. Evaluating the indicator-level validity of the IS-Impact Model. 
6. Evaluating the external validity of the IS-Impact Model. 
7. Evaluating the nomological validity of the IS-Impact Model. 
8. Assessing the indicator-level validity of the IS-Impact Model. 
9. Assessing the external validity of the IS-Impact Model. 
10. Assessing the nomological validity of the IS-Impact Model. 
 
 
  
168 
Chapter 5: Research Model   
5.9 Extending Research Questions 
As a result of the addition of Computer Network Quality to the research model, the 
research questions of study needed to be extended. In fact, an additional research 
question related to the CNQ construct was added.  
 
Research Q3: Is the Computer Network Quality (CNQ) Model valid as a formative 
measurement Model? 
Table 5-4: Extended Research Question Hierarchy. 
Research Question Hierarchy 
Management Question 
Can the “IS-Impact Model” provide a systematic, effective, and economical 
measurement for the impact of information Systems in Saudi Arabian 
Organizations? 
Research Questions 
Research Q1: Is the “IS-Impact Model” complete and able to capture the impact of 
information systems in Saudi Arabian Organization? 
Investigative 
Q1.1 
What are the appropriate dimensions and measures of IS-Impact 
for Saudi Arabian Organizations? 
Investigative 
Q1.2 
Which ”IS-Impact Model” dimensions and measures are 
applicable in the Saudi Arabian context? 
Investigative 
Q1.3 
Are there any new dimensions or measures that can be 
identified from the Saudi Arabian context and added to the “IS-
Impact Model”?  
Research Q2:  Is the “Extended IS-Impact Model” Valid as a Hierarchical 
Multidimensional Formative Measurement Model? 
Investigative 
Q2.1 
Are the dimensions and measures of the “IS-Impact Model” 
statistically significant and important? 
Investigative 
Q2.2 
Do the dimensions and measures of the “IS-Impact Model” 
actually capture and help measure the IS-Impact construct? 
Investigative 
Q2.3 
Does the “IS-Impact Model” perform as expected within a 
nomological network hypothesis? 
Research Q3: Is the Computer Network Quality (CNQ) Model valid as a formative 
measurement Model? 
Investigative 
Q3.1 
Are the measures of the “IS-Impact Model” statistically 
significant and important? 
Investigative 
Q3.2 
Do the CNQ measures actually capture and help measure the 
CNQ model? 
Investigative 
Q3.3 
Does the CNQ Model perform as expected within a nomological 
network hypothesis? 
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5.10 Chapter Summary 
The chapter presents and explains the research model of this study. The center of 
the research model is the Extended IS-Impact Model emerged from the Identification 
Survey. The chapter started with explaining the objectives of deriving the research 
model. The main objective of the research model is to help in performing one of the 
formative validity tests of the IS-Impact Model (Nomological Validity). In fact, the 
relationships suggested in the research allow the candidate to assess the formative 
variables of the IS-Impact Model, focusing on the nomological aspects. This is done 
by linking the IS-Impact Model index to constructs that are related to IS-Impact. This 
formative validity test is suggested by and consistent with the findings of a number of 
researchers, such as Jarvis et al. (2003) and Bagozzi (1994). It is actually consistent 
with the third guideline of Diamantopoulos and Winklofer (2001) for validating 
formative constructs. In addition, the research model helps in confirming the 
relationship between IS-Impact and other related constructs. 
 
The chapter discussed the process of identifying possible constructs that are linked 
to IS-Impact. This is done by reviewing related literature such as IS Success, IT 
Infrastructure, and IS-Net. In addition, the Identification Survey data helped in 
identifying potential constructs that are related to IS-Impact. Two related constructs 
were identified and deemed to be linked to the IS-Impact construct: Computer 
Network Quality and IS-Satisfaction. The chapter also investigated, in theoretical 
terms, the linkage between IS-Impact and these two constructs. From this theoretical 
basis, these related constructs were conceptualized. The Computer Network Quality 
construct was conceptualized as an antecedent of IS-Impact and the IS-Satisfaction 
construct is conceptualized as a consequence of the IS-Impact construct. 
Furthermore, the chapter describes the process of identifying the dimensions and 
measures of Computer Network Quality and IS-Satisfaction to develop a 
measurement model for both constructs. Finally, the chapter concludes by explaining 
the process of developing the study’s research model. 
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6.1. Chapter Introduction 
This chapter gives details about the implementation and the conduct of the 
Confirmation Survey. The Confirmation Survey’s main purpose is to operationalize 
the context-Extended IS-Impact Model that resulted from the preceding Identification 
Survey. The Extended IS-Impact Model is composed of 4 dimensions, with a total of 
35 measures. This chapter describes and reports on the design of the Confirmation 
Survey instrument, including the procedure for deriving the survey items. The unit of 
analysis of the survey is the ERP systems application with IS-Impact of the as the 
dependent variable. The chapter starts with a general discussion on the survey 
methodology and its appropriateness for the ultimate goal of this study, which is the 
derivation and validation of the Saudi-Context Extended IS-Impact Model. Then, the 
chapter provides a description of the Confirmation Survey design considerations, 
which covers the constructs, the layout, and the format. Next, the Confirmation 
Survey’s population and the sample are discussed. Afterwards, the chapter gives 
details on the procedure for conducting and administering the Confirmation Survey. 
Finally, the chapter is concluded with a summary. The Confirmation Survey 
instrument and related materials are included in Appendix C. 
 
The procedure for the Confirmation Survey, as illustrated in Figure (6-1), starts with 
the operationalization of the Extended IS-Impact Model. In this step, the model 
constructs, dimensions and measures are identified. In addition, the instrument items 
that correspond to the model measures are derived. The next step is the survey 
instrument design, which entails many related activities such as the wording of the 
survey items and selecting the scale. The following step is the translation of the 
survey instrument to Arabic. Then, the Arabic survey instrument is pilot tested on a 
selected sample, to explore and rectify any potential problems in the survey 
instrument. The next step is to conduct and administer the survey using the 
Confirmation Survey instrument. Then, the collected data is prepared for data 
analysis. Finally, the data is analyzed by classifying the respondents and conducting 
descriptive statistics on the survey Items.  
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Figure 6-1: The Overall Design of the Confirmation Survey. 
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6.2 Survey Methodology Appropriateness 
The survey methodology was examined and considered appropriate for 
operationalizing the Saudi-Context Extended IS-Impact Model. In fact, the survey 
methodology is widely used in many fields, including Information Systems (IS). 
According to Attewell and Rule (1984), survey methodology is useful in accurately 
documenting the norm, identifying extremes, and explaining associations between 
variables. In addition, survey methodology enables the candidate to analyze data at 
aggregate or individual levels (Attewell & Rule, 1984). Furthermore, survey 
methodology offers a rigorous way for theory testing and theory generalization 
(Ishman, 1996). This feature of survey methodology serves the main purpose of the 
study, which is to test the validity of the IS-Impact Model in the Saudi context, which 
is a step toward the generalization of the model.  
 
The survey methodology is primarily used for the purpose of deriving and validating 
survey instruments (Gable et al., 2003). There is no existing standardized Arabic 
survey instrument to measure the various impacts of ERP systems. Therefore, 
survey methodology, as suggested by Ishman (1996), is employed to allow the 
candidate to develop and validate this Arabic Instrument. In fact, having validated 
instruments allows cooperative research efforts in the field of MIS (Hunter, Schmidt, 
& Jackson, 1982). The validation of survey instruments can help in providing greater 
clarity to research findings (Bagozzi, 1980). However, instrument validation is 
inadequately addressed in the MIS research (Straub, 1989). Therefore, it is very 
important that surveys are conducted systematically using advanced scientific 
methods (McFarlane & McKenney, 1983). In fact, validated instruments can be used 
by researchers in their research projects to conduct follow-up research or to 
triangulate findings. The Arabic survey instrument derived from the study can 
increase a cumulative tradition of IS-Impact research and can be added to an 
inventory of instruments related to IS-Impact studies. The existence and enriching of 
such an inventory of instruments is vital for any field of study.  
 
The derived survey instrument was used to collect data from King Saud University 
(KSU) in Saudi Arabia about the impact of their ERP system (MADAR). The data 
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was gathered from several departments within KSU, constituting multiple 
employment cohorts. The overall IS-Impact of the MADAR ERP system is assessed 
using the aggregate results of IS-Impact of the different departments of KSU. 
However, the individual results of each department may be useful for KSU 
management. In addition, the responses can be analyzed using employment cohort 
analysis at individual and aggregated levels. 
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6.3 Model Operationalization 
The operationalization of the Extended IS-Impact Model starts with identifying the 
dimensions and measures of IS-Impact. The identification process was 
accomplished by conducting the Identification Survey, which was discussed in 
Chapter 4. The next step in model operationalization is the identification of 
constructs that are related to IS-Impact (antecedents or/and consequence). Two 
constructs were identified as related to IS-Impact. The constructs are “Computer 
Network Quality” and “IS-Satisfaction”; and they were conceptualized as an 
antecedent and a consequence, respectively. This process of identifying and 
conceptualizing these related constructs was discussed in Chapter 5. The final step 
in model operationalization is the derivation or sourcing of the items that correspond 
to the measures of IS-Impact and the related constructs. The following sub-sections 
elaborate on the Model Operationalization process. 
 
6.3.1. Identifying IS-Impact Measures 
The Identification Survey’s (refer to Chapter 4) aim was to extend the IS-Impact 
Model to the new context of Saudi Arabia. According to Gable et al. (2003), the 
original IS-Impact Model was developed by following the guidelines of Hinkin (1995) 
in identifying related measures and dimensions of IS-Impact. The guidelines specify 
that there are two approaches to identifying appropriate dimensions in a research: 
the inductive approach and the deductive approach. The original IS-Impact Model 
was developed using both inductive and deductive approaches, based on the IS-
Success model of DeLone and McLean (1992).  
 
In the Identification Survey of this study, only the deductive approach was used to 
identify the dimensions and measures of the Extended IS-Impact Model following the 
directions of Mayring (2000). This deductive approach was based on the original IS-
Impact Model as an a priory model. The Extended IS-Impact Model that emerged 
from the Identification Survey is the source of the items of the Confirmation Survey 
instrument. The Extended IS-Impact Model consists of 4 dimensions and 35 
measures Refer to figure (6-2).  
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 Figure 6-2: The Extended IS-Impact Model. 
 
6.3.2 Identifying Linked Constructs Measures 
In order to validate the Extended IS-Impact Model as a formative construct, other 
related constructs that are hypothesized as being linked to IS-Impact need to be 
measured. This means that there is a need to identify constructs that are either 
antecedents or consequence of the IS-Impact construct. In this study, two related 
constructs, that are theoretically linked to the IS-Impact construct, were identified 
(refer to Chapter 5). The two constructs are “Computer Network Quality” and “IS-
Satisfaction” and they are conceptualized as an antecedent and a consequence of 
IS-Impact, respectively. Refer to figure (6-3). 
 
 
 Figure 6-3: The IS-Impact Nomological Network. 
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In Gable et al. (2008), the IS-Impact Model was re-conceptualized as a formative 
construct and it was revalidated using formative construct validation tests. IS-
Satisfaction was conceptualized as a consequence of IS-Impact and it was 
measured as a part of the formative validation process. In this study, IS-Satisfaction 
is also conceptualized as a consequence and it is measured for the purpose of 
formative construct validation. However, IS-Satisfaction is defined differently, using 4 
reflective measures instead of only one measure, as in the original study. In fact, the 
use of one measure for satisfaction has been criticized, because it can cause 
measuring error (Zviran & Erlich, 2003). The 4 reflective measures for satisfaction 
are adopted from Au et al. (2008). In fact, these 4 measures are originally used by 
Spreng et al. (1996). These measures for Satisfaction are designed to measure both 
high and low intensity reactions (Au et al., 2008). Refer to figure (6-4). 
 
 
Figure 6-4: IS-Satisfaction Construct. 
 
For this study, another related construct was added to the research model (IS-Impact 
nomological net). As explained in chapter 5, “Computer Network Quality” was 
conceptualized as an antecedent of IS-Impact. The Computer Network Quality 
construct was defined as a one-dimensional construct that consists of 7 formative 
measures. Six of these measures were adopted from the International 
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Telecommunication Union-Telecommunication Standardization Sector standard ITU-
U E.800 (ITU-T, 1993). The seventh measure was adopted from Nakata et al. 
(2008). See figure (6-5). 
  
 
 Figure 6-5: Computer Network Quality Construct. 
 
6.3.3. Sourcing of Instrument Items 
The Items of the Confirmation Survey instrument were derived after the dimensions 
and measures of the constructs of interest had been identified. As explained earlier, 
the research model consists of three constructs: IS-Impact, Computer Network 
Quality, and IS-Satisfaction. The IS-Impact construct is defined as a formative multi-
dimensional construct that consists of 4 dimensions and 35 measures. Computer 
Network Quality is defined as a one-dimensional formative construct that consists of 
7 measures. Finally, IS-Satisfaction is defined as a reflective construct that is 
measured by 4 reflective measures. The Confirmation Survey instrument entails 
Items that correspond to each of these constructs’ measures.  
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IS-Impact Related Items 
The Confirmation Survey instrument entails items that correspond to the IS-Impact 
construct and its dimensions and measures. For each measure of the 35 measures 
of the IS-Impact construct there is a corresponding single item. The source of these 
items is mainly from the IS-Impact literature, via Gable et al. (2003, 2008). In 
addition, there is an overall criterion item for each of the 4 dimensions of the IS-
Impact construct. These items are designed to measure each dimension reflectively. 
These items are also adopted from the original Gable et al. (2003, 2008) IS-Impact 
study. Finally, there are 3 overall items (criterion measures) for the IS-Impact 
construct as a whole. The purpose of these 3 items is to facilitate the conduct of a 
range of formative validity tests. One of these items is sourced from the original IS-
Impact Model study. The other 2 items were developed in a workshop held 
specifically for that purpose.  
 
Computer Network Quality Related Items 
The Computer Network Quality construct is represented through a section in the 
Confirmation Survey instrument. As described earlier, the Computer Network Quality 
construct consists of 7 formative measures. For each of these measures there is a 
single item that corresponds to it. The literature was reviewed to find appropriate 
existing survey items for these measures but no items were found. Therefore, a 
workshop was conducted to develop appropriate items for these measures. In fact, 
the items were derived mainly based on the definitions of these measures as 
provided from ITU-T (1993) and Nakata et al. (2008). In addition, there are a number 
of overall items (criterion measures) that were developed for use when conducting a 
range of formative validity tests. To decide the number of these items and to develop 
these items, a workshop was held to address these issues. The workshop 
recommended having 4 overall items for Computer Network Quality. 
 
IS-Satisfaction Related Items 
The Confirmation Survey instrument has a section that is dedicated to IS-
Satisfaction. As illustrated previously, IS-Satisfaction is measured using 4 reflective 
measures that are adopted from Au et al.’s (2008) study.  For each of the 4 
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measures of IS-Satisfaction, there is a corresponding single item in the Confirmation 
Survey. The items were directly adopted from Au et al.’s (2008) survey instrument. 
 
6.3.4 Number of Instrument Items 
The number of items in a survey instrument is a very important decision. In fact, a 
large number of items can cause pattern bias (Anastasi, 1976). On the other hand, a 
small number of items can compromise the content and construct validity (Nunnally, 
1978). Specifically, a survey instrument with one-item per dimension (sub-construct) 
would under-specify that dimension (Hinkin & Schriesheim, 1989). To balance 
theoretical and practical considerations, many researchers proposed a single item 
per measure (e.g. Bailey & Pearson, 1983; Ives, Olson, & Baroudi, 1983). Therefore, 
the study follows the guidelines of Bailey and Pearson (1983) in deriving one item 
per each measure of the constructs in the research model. In addition, the criterion 
measures for the constructs and the dimensions are also represented by single 
overall items. 
 
6.3.5 Nature of Instrument Items 
The items of the Confirmation Survey instrument were developed to be general, 
universal, and neutral, to enable data gathering from users from different 
departments or employment cohorts. The items are mostly asking the respondents to 
make general statements about the MADAR ERP system. In fact, the general nature 
of the items makes the instrument easy to complete and comprehend. The survey 
instrument items do not inquire about specific details of work activities involving the 
MADAR ERP system. However, the generality of the items entails some limitations. 
For example, the responses may not help in introducing management enhancements 
for functionality of the ERP system.  
 
The Confirmation Survey does not include items that inquire about retrospective 
information concerning systems, organizational changes introduced by the system, 
nor any other consequences arising from the introduction of the system. In fact, it is 
unrealistic to have retrospective items as some users may have just joined the 
organization shortly before the survey. Moreover, retrospective items may collect 
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data on the implementation phase of the ERP system lifecycle.  This is not desirable 
because, as discussed earlier, ERP systems suffer a dip in organizational 
performance in the implementation phase. 
 
The Instrument also does not feature comparative items that require respondents to 
compare the current systems with prior systems or rival systems in the market in 
terms of features, functionality, or the impact level. In reality, it is very hard for users 
to compare ERP systems to prior systems, as it is difficult for respondents to recall 
the prior systems characteristics. In addition, prior systems are substantially different 
and inferior to modern ERP systems in terms of features and performance. The 
superiority of modern ERP systems compared to the prior systems may cause 
overrating of the benefits of ERP systems under investigation. As far as comparison 
to rival ERP systems, the respondents must have sufficient knowledge about other 
ERP systems such as SAP or ORACLE for example to be able to offer useful 
comments. It is unrealistic to assume that users from different backgrounds have 
that kind of information.    
 
6.3.6 Wording of Instrument Items 
The wording of the Confirmation Survey items is very important, given the large 
number of these items. It is important to have suitable wording of each item to make 
sure that it reflects only on the related measure. In fact, having a precise wording of 
the survey items can improve discriminant validity. As stated earlier, some items 
were derived directly from existing survey instruments and other items were derived 
through number of workshops held for that purpose. The candidate made sure that 
the items in both cases have suitable wording. Generally, the Confirmation Survey 
items are also written using extreme adjectives; for example, “Information from 
MADAR is always timely”. 
 
Most of the Confirmation Survey items are positively-worded but there are some 
negatively-worded items or “reversed items”. The decision to use reversed items was 
made even though it actually may decrease the internal consistency reliability 
(Schriesheim, Eisenbach, & Hill, 1991). In fact, many researchers indicate that 
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differential ability of respondents has an effect on the decision of mixing positively 
and negatively-worded items, as it increases the cognitive load on respondents 
(Barnette, 2000). Mixing the items was found more problematic for groups such as 
elementary school students (Benson & Hocevar, 1985) and adults with lower 
education level (Melnick & Gable, 1990). However, most of the targeted respondents 
have a good level of education and it is believed that there would be a limited effect 
of mixing the negatively and positively-worded items. 
 
The reason for insisting on having some negatively-worded items is that the meaning 
of some items can be enhanced by having them negatively-worded. In addition, 
having a mix of positively and negatively-worded items can reduce response pattern 
bias, as recommended by survey research experts such as Nunnally (1978). An 
example of response bias is when a respondent fails to discriminate among the 
items and rates every item similarly (i.e. circling the same number on the scale for all 
items). Incorporating reversed items can help identifying careless respondents, who 
fail to recognize the reversal of items. Therefore, it provides a method that may help 
increase the accuracy of the data. There were 3 negatively-worded items in the 
Confirmation Survey instrument. The items are IQ7: Content Accuracy, SQ1: Data 
Accuracy and SQ5: Access.  
 
In the end of the wording of the Confirmation Survey items, each item was subjected 
to rounds of editing and phrasing. A checklist similar to the one presented in Pallant 
(2005, p. 10) was used in these review rounds. The final objective was to avoid 
having long, complex, leading, or emotionally loaded items.  It is also important that 
the items of the survey do not contain double negatives, abbreviations, jargon, and 
words with multiple meaning.  
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6.4 Confirmation Survey Instrument Design 
This section elaborates on the design process of the Confirmation Survey. It details 
the design considerations and operational procedures. The design of the 
Confirmation Survey instrument follows the operationalization of the model. As 
explained in the previous section, the model operationalization entails the following 4 
steps: (1) identifying and assigning appropriate survey items for the dimensions and 
measures of the IS-Impact Model, (2) making a decision on the appropriate number 
of instrument items, (3) determining the nature of the items of the instrument, and 
finally, (4) Wording of the survey items. 
 
The survey instrument design entails 4 steps: (1) adding explanatory contextual 
information to clarify the meaning of the items and to emphasize that responding to 
all items is mandatory, (2) adding a demographic data section that is required for 
data analysis, (3) selecting the scale for the items, and (4) formatting the survey 
instrument according to a number of considerations. The formatting considerations 
include: (1) making sure that the format of the instrument is consistent through all 
sections of the survey, (2) and deciding on the sequence of the sections of the 
survey instrument. 
 
6.4.1 Contextual Information 
Survey instruments are supposed to be clear and self-explanatory in order to be 
completed by respondents without supervision or help from the survey administrator 
(i.e. the researcher). Therefore, survey instruments should include contextual 
information such as general directions on the overall survey and specific instructions 
for different sections within the instrument (Fink & Kosecoff, 1985). One of the vital 
factors of success in survey research is measuring the right unit of analysis (Straub, 
1989). Therefore, it was crucial that respondents answer the entire survey based on 
the unit of analysis of the study, which is the ERP system application. Clear 
instructions were given upfront in the survey, reminding the respondents to have in 
mind the ERP system application when responding to the questions regarding the 
impact of the system. Moreover, an extra emphasis was placed to make sure that 
respondents follow the recommendations and instructions included in the instrument. 
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The Confirmation Survey instrument incorporates enough contextual information to 
overcome the possible weaknesses of the general nature of the instrument items 
and to enhance the understanding of respondents regarding what is required from 
them in this study. Firstly, the Confirmation Survey instrument begins with a front 
page that explains the research and its purpose. In addition, the front page also 
includes important information on confidentiality and privacy policies of the research. 
Moreover, the front page gives general instructions on how to complete the survey 
instrument. One of these instructions is that responding to all items of the instrument 
is mandatory. Finally, the front page provides respondents with contact information 
of the project team to enable respondents to inquire about unclear items.  
 
The Confirmation Survey instrument includes an introductory paragraph for each 
section of the instrument. The introductory paragraphs explain each section of the 
survey instrument and inform respondents about what is expected from them as they 
are completing the survey instrument. These introductory paragraphs are actually 
offering definitions for the constructs and dimensions evaluated in the study. Fink 
and Kosecoff (1985) assert that a person’s feelings toward things are subject to their 
definitions. They added that the researcher should define his terms and concepts 
and adopt already existing and tested definitions. These definitions were derived 
mainly from the literature review and from the Identification Survey data. These 
definitions were also tested rigorously for face validity through expert feedback and 
pilot testing rounds. 
 
6.4.2 Demographic Data 
The design considerations of the Confirmation Survey included the addition of a 
section for demographic data. This demographic data are useful for the purpose of 
conducting descriptive and comparative data analysis. The demographic data 
section consist of the following: (1) job title, (2) name of the department the 
respondent works for, number of years with the department, number of years with 
the university (KSU), brief description of job tasks, and details of their involvement 
with the MADAR ERP system. 
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6.4.3 Selecting Scale 
Selecting the appropriate scale is an important consideration in the process of 
designing a survey instrument. Scale refers to the options that a respondent has 
when answering each item. Scales can be designed in many ways and in different 
types: categorical, comparative, differential, graphical, interval, nominal, ordinal, ratio 
or summated (Fink & Kosecoff, 1985). One of the most used scales in survey 
instrument is the LIKERT scale (Nunnally, 1978). The LIKERT scale presents 
respondents with a series of declarative statements or propositions and asks for their 
opinions through a set of response keys (Hodge & Gillespie, 2003). For this study, a 
LIKERT scale was found suitable for use in the Confirmation Survey instrument. 
 
One of the most important decisions regarding a LIKERT scale is its length (e.g. 1 to 
5 or 1 to 7, etc.). The scale should be able to sufficiently accommodate variability 
among respondents. According to Lissitz and Green (1975), the reliability of a 
LIKERT scale increases with the increments of the number of choices up to 5, but 
stabilizes beyond 5 choices. However, having a large number of points in the scale 
may distort the data, as it increases the cognitive load on respondents (Hodge & 
Gillespie, 2003). The candidate elected to use a single scale throughout the 
instrument, to reduce complexity. In addition, using one scale makes the instrument 
easy to understand and easy to be completed. Moreover, having one scale 
minimizes the need for instructions on the scale and that may increase the response 
rate. The scale used for the instrument is a 7 point LIKERT scale. This scale ranges 
from “Strongly Disagree”, “Neutral”, to “Strongly Agree”. The “neutral” or mid-point of 
the scale (4) allows respondents to indicate responses such as “indecisive”, “not 
applicable”, or “don’t know” responses to items.  
 
6.4.4 Survey Instrument Format  
Formatting the Confirmation Survey instrument is the subsequent step after 
identifying the survey items. In fact, Formatting is one of the most important steps of 
designing the Confirmation Survey instrument. The formatting of the instrument 
followed a number of key considerations. The following gives a brief description of 
these key formatting considerations. 
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Consistency of Survey Instrument Format 
The Confirmation Survey instrument follows a consistent format throughout its 
sections. All the sections of the instrument start with standardized guidelines, 
beginning with an introduction to each construct and dimension, in addition to some 
examples. The introduction is mainly a definition of the construct or the dimension 
being evaluated. The purpose of such an introduction is to help respondents have 
better understanding of the constructs and dimensions and to help them in their 
evaluation. 
 
Sequencing of the Survey instrument sections 
The sequence of the survey instrument sections and items within sections is the 
same for all respondents. The survey sections and items are presented in one 
smooth flow. The survey instrument starts with a section that is dedicated to 
gathering demographic data of the survey respondents. The following 3 sections of 
the instrument represent the constructs of interests, and were sequenced logically in 
the order of the constructs in the research model. As described earlier, the research 
model consists of 3 constructs: an antecedent “Computer Network Quality”, IS-
Impact, and a consequence “IS-Satisfaction”. Therefore, the second section of the 
survey instrument is dedicated to evaluating the “Computer Network Quality” 
construct. Then, the third section measures the IS-Impact construct and its 4 
dimensions. The dimensions of IS-Impact are sequenced in the survey instrument as 
follows: Individual Impact, Organizational Impact, Information Quality, and System 
Quality. Finally, the fourth section is dedicated to the “IS-Satisfaction” construct. 
Items that belong to one construct were grouped together. The items were organized 
in the same order in which their corresponding measures are ordered in each 
construct. These, individual Items were edited and phrased to suit the respondents 
of the target sample. 
 
6.4.5 Survey Instrument Overall Layout 
The final version of the Confirmation Survey instrument is the final product of the 
many activities described earlier. Appendix C illustrates the paper-based 
confirmation survey Instrument. The instrument starts with an introduction of the 
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study and outlines the goals and the purpose of the study. Then, the instrument 
provides respondents with a section of general instructions on how to complete it. 
After that, the actual items of the instrument are presented in a smooth flow, 
following the guidelines provided by Fink and Kosecoff (1985, p. 44). 
 
The front page of the survey instrument provides information about the study and the 
goals of the Confirmation Survey. The first sub-section in the front page briefly 
introduces the study to the participating respondents. The second sub-section 
outlines the purpose of the survey and the possible benefits of conducting the study 
in the organization. The third subsection is dedicated to issues related to privacy and 
confidentiality of the survey. The Last subsection in the survey instrument’s front 
page provides general instructions on how to fill out the survey instrument and how 
to get assistance. 
 
The first section of the survey instrument is dedicated to collecting demographic data 
about the respondents. These demographic and personal data include: the 
respondent’s Job title, the department, years with the department, years with the 
university, a brief description of job tasks, and details of their involvement with the 
MADAR ERP system.  
 
The second section of the survey instrument is dedicated to evaluating the Computer 
Network Quality at King Saud University. In this study, Computer Network Quality is 
conceptualized as an antecedent of IS-Impact. This section starts with a definition of 
the “Computer Network Quality” construct in the context of this study. Then, the 
section includes 7 items which correspond to the 7 formative measures of the 
computer network construct. Finally, the section concludes with 4 items that 
correspond to 4 overall criterion measures that measure the construct reflectively.  
 
The third section of the survey instrument is dedicated to evaluating the MADAR 
ERP system. The section starts with a brief introduction that includes a definition of 
the IS-Impact construct. This section consists of 5 sub-sections. Each sub-section 
starts with a definition of the dimension it represents. The first sub-section is 
dedicated to the “Individual impact” dimension and includes 4 items representing the 
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4 measures of the dimension. The second sub-section represents the 
“Organizational Impact” dimension and includes 7 items. The third sub-section of the 
survey instrument is dedicated to the “Information Quality” dimension and entails 10 
items, representing the dimension’s formative measures. The fourth sub-section is 
dedicated to evaluating the “system quality” dimension and consists of 14 items. The 
last sub-section of the instrument is dedicated to the overall items that correspond to 
the criterion measures of each dimension. In addition, the last section includes 3 
overall items that correspond to the IS-Impact construct criterion measures, which 
can help in measuring the IS-Impact construct reflectively.  
 
The Fourth section of the survey instrument is dedicated to the “IS-Satisfaction” 
construct, which is conceptualized as a consequence of IS-Impact. The IS-
Satisfaction construct is measured using 4 reflective measures. Therefore, this 
section consists of 4 items that represent these reflective measures.  
 
6.4.6 Confirmation Survey Instrument Translation 
The original Confirmation Survey instrument that was derived from the design 
activities was in the English language. However, the Confirmation Survey instrument 
needs to be translated to Arabic, which is the official language of the context (Saudi 
Arabia) and the official language of the participating organization (King Saud 
University). In fact, work activities and communications at KSU are also in Arabic. 
Moreover, the MADAR ERP system has an Arabic interface. Most importantly, the 
users of the MADAR ERP systems in KSU do not have a good command of English.  
 
It is believed that having the instrument in English would result in low quality 
responses or no responses, which would jeopardize the quality of the data and, 
consequently, the results of the study. It is logical, then, that having the instrument in 
Arabic will enhance both the quantity and the quality of the responses. Actually, 
deriving an Arabic survey instrument for measuring IS-Impact is also one of the 
valuable outcomes of the study. The rigor of the translation procedure is vital for the 
study and any underestimation of the procedure’s importance could jeopardize the 
validity of the research findings. Thus, the candidate aimed to arrive at an Arabic 
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survey instrument that is equivalent to the original English survey instrument in terms 
of language and culture. This insures that the translated instrument collects the exact 
information the original instrument intended to collect.  
 
Note: The confirmation survey instrument was translated using the same procedure 
employed in translating the identification survey instrument. Refer to sub-section 
4.4.2.   
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6.5 Survey Instrument Pilot Testing 
Instrument validation is a very important aspect of any research that involves a 
survey based study (Bagozzi, 1980; Straub, 1989). However, Straub (1989) states 
that Validation is inadequately addressed in IS research. Instrument validation is 
usually conducted after collecting data (this will be discussed in details in Chapter 7). 
However, content validity and face validity of the instrument should be investigated 
and confirmed at this phase of the research study (Pilot testing). Face validity is 
concerned with the extent to which the instrument appears to be valid to 
respondents. Instrument face validity can be confirmed by experts, who are 
requested to review the instrument to see if the items’ appearance is appropriate “in 
their face”. Content Validity is more concerned with suitability and 
representativeness of the instrument items to the domain of the construct. An 
Instrument can be considered valid in its content if: (1) it has drawn representative 
questions from a universal pool, and (2) its items are reviewed by experts 
(Cronbach, 1971).  
 
According to Fink and Kosecoff (1985), any survey instrument must undergo a pilot 
test. They state that a pilot test can provide details that are not identified about the 
respondents prior to the pilot test. In addition, it can confirm that the instrument is 
easy to follow and there is sufficient space for responses. It also helps in determining 
the required time needed to complete the survey. Moreover, they point out that the 
pilot test helps in identifying ways to increase response rate.  
 
The pilot test of the Confirmation Survey instrument followed the initial design of the 
instrument. In fact, the instrument design is an iterative process where the initial 
design is an input for the pilot test and the pilot testing results feed in as input to the 
final design of the instrument. The pilot test results and recommendations have great 
influence on the final instrument design. In this section, the focus will only be on the 
pilot test procedure. It is important to emphasize that the data collected in the pilot 
test was not added or integrated to the actual data collected using the final 
Confirmation Survey instrument.   
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6.5.1 Pilot Test Objectives 
The objective of the pilot test of the Confirmation Survey instrument is to insure the 
effectiveness of the final instrument and eliminate any shortcomings in the initial 
instrument. In fact, the pilot test, in a sense, is a part of the overall design of the 
instrument as its results drive the modification process of the initial survey 
instrument. The pilot test also gives insights on the conduct of the Confirmation 
Survey. It can help in identifying potential respondents, best methods of 
disseminating the instrument, and other factors affecting the completion of the 
instrument. The pilot test also helps establish face and content validity of the 
instrument. 
 
The first point to be investigated by the pilot test was the design aspects of the 
survey instrument. The pilot test checks the questions to be asked in order to collect 
the required evidence for the study. As discussed earlier, the Confirmation Survey’s 
main objective is to develop and validate a survey instrument that is derived from the 
Extended IS-Impact Model. The initial survey instrument contained a number of 
items based on the different measures of the Extended IS-Impact Model. The survey 
instrument design, as discussed, earlier has accounted for many design factors, 
such as the nature of the items, the wordings of the items, and the language of the 
survey instrument. All these factors are assessed to insure its suitability for the 
instrument design and to identify any potential modifications that can be made to 
enhance the effectiveness of the survey instrument. 
 
The pilot test can also provide valuable information about the conduct of the actual 
data collection. For example, it helps get acquainted with the target population of the 
study and identifies potential respondents. In addition, the pilot test can give insights 
on the expected response rate and may identify ways to enhance it. Moreover, the 
pilot test can assess different methods of disseminating the instrument.  
 
Finally, the pilot test can also be useful in establishing face and content validity, 
which are important parts of the overall validation process of any survey instrument. 
Face validity is concerned with the extent to which the instrument appears to be valid 
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to respondents, whereas Content Validity is more concerned with the suitability and 
representativeness of the instrument items to the domain of the construct. Both face 
and content validity are assessed by organizing workshops that involve experts in 
the field.  
 
6.5.2 Pilot Test Procedure 
The pilot test was conducted in two rounds followed by a workshop for each round. 
One of the objectives of these workshops was to analyze the findings of the pilot 
study and to suggest any recommendations regarding the design of the survey 
instrument or other actual data collection considerations. The final product of the 
pilot test rounds and workshops was a refined and re-designed Confirmation Survey 
instrument. 
 
The first round of the pilot test was performed with the help of Saudi Arabian 
students at QUT. The students are PhD candidates at IS school who has good 
understanding of ERP systems. The students were asked to complete the 
Confirmation Survey instrument. As discussed earlier, the Confirmation Survey 
instrument’s language was Arabic. Therefore, the involvement of Saudi Arabian 
students in the first round of the pilot test is logical and very beneficial for making 
sure that the language of the instrument is understood by Arabic respondents. The 
students were also asked to express their views on the instrument quality and to 
suggest ways to improve the instrument design in term of its format, content, 
understandability, terminology, ease of use, and speed of completion. Then, the 
candidate organized a workshop with this group of Saudi Arabian students around 
the survey instrument and their understanding of the items of the instrument. The 
first round of the pilot survey was very beneficial and resulted in many modifications 
of the wording of the items of the survey instrument. In addition, one of the outcomes 
of this round of the pilot test was the addition of clearer instructions before each 
section of the instrument, to encourage respondents to think deeply and respond 
precisely to the survey instrument items. 
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The second round of the pilot testing was conducted in the participant organization 
(King Saud University). The survey was disseminated only in one section in the 
financial department at KSU. The instrument was sent to the section head via email 
and then printed and distributed as a paper-based instrument to the section 
employees who use MADAR system. The survey instrument was handed out to 48 
employees and 26 of them have responded to the survey instrument. The response 
rate was around 54%, which is a good rate especially when compared to the 
response rate of the Identification Survey, where the instrument was disseminated to 
participants via email directly. In addition, the candidate asked a number of 
employees to write their opinions of the instrument quality and to suggest 
recommendations to enhance the instrument’s appearance and utility and ways to 
have a good the response rate.  
 
In general, the analysis of this round of the pilot test revealed the goodness of the 
instrument’s appearance (Face Validity) and confirmed the appropriateness and 
understandability of the items. However, there were some problems that were 
discovered in the pilot test. These problems were discussed and dealt with in a 
workshop dedicated to reflecting on the pilot test findings and making 
recommendations on the final survey instrument design. The workshop suggested 
that there was a need to enhance the instructions that precede each section of the 
survey and to make sure that there is sufficient guidance for respondents. The 
dissemination method for the Confirmation Survey (manual distribution of paper-
based instrument) proved to be suitable and helped increase the response rate. As 
regard of the quality of the responses, there were a number of responses that were 
not answered completely as well as having some items unanswered. This had 
potential to cause a problem and could have reduced the number of usable 
responses. As mentioned earlier, one of the design considerations is to make sure 
that all the items are mandatory. The enforcement of this requirement can be done 
easily in web-based surveys but not with a traditional paper-based instrument. To 
overcome this problem, it was suggested that section heads could play a role by 
making it clear upon the instrument distribution that it was mandatory to respond to 
all items. In addition, the section heads could review the responses and make sure 
that all items had been answered, upon the receipt of the completed instruments. 
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The management involvement through section heads can also limit the number of 
respondents who answer randomly. The pilot test also highlighted some language 
and translation problems that existed in some of the draft survey instrument items. 
These problems were also discussed in the workshop, so these items were reviewed 
and re-phrased. 
 
In summary, the pilot test was conducted in two rounds. The first round was done 
with Saudi Arabian students. This round was concluded with a workshop to analyze 
the findings of the round and to rectify any observed problems. The second round 
was conducted at the participant organization (KSU) with a representative sample of 
the target population. The second round was also followed by a workshop to analyze 
the findings of the round and to deal with identified shortcomings in the survey 
instrument or the dissemination method. At the end, the pilot test and its activities 
helped in the modification of the survey instrument and consequently in producing 
the final version of the survey instrument that was used in the actual survey. In 
addition, it helped in devising the actual data collection plan and procedure.  
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6.6 Confirmation Survey Sample Selection 
The survey sample and the number of respondents are among the most important 
aspects in a survey, as they considerably influence various instrument design and 
administration considerations (Fink & Kosecoff, 1985). In this study, the sample was 
selected using a judgmental sampling technique (non-probability sampling). The 
candidate considered the following factors when selecting the sample to insure its 
appropriateness: (1) the representativeness of the sample, (2) the knowledge of the 
respondent, and (3) number of respondents in the sample.  
 
6.6.1 Sample Representativeness 
In order to reduce bias and subjectivity in the Confirmation Survey, it was important 
to have a representative sample. The sample accounted for the differences between 
potential respondents and covered a wide range of employees of KSU who use the 
MADAR ERP system. The sample focused on employees who use the financial 
module of the ERP system. In fact, the sample included employees from different 
positions at KSU ranging from data entry to general managers. The sample also 
included employees with different levels of involvement with the MADAR ERP 
system (direct or indirect). Moreover, the sample included employees from different 
departments, along with the financial department such as the Purchasing and 
warehouses department, Inventory Control department, and Human Resources 
department.  
 
The sample also covered multiple employment cohorts (Strategic, Technical, and 
Operational). These employment cohorts typically have multiple objectives and 
priorities that are often conflicting and they rarely agree on a set of common aims 
(Cameron & Whetten, 1983; Leidner & Elam, 1994; Tallon, Kraemer, & Gurbaxani, 
2000). In fact, the Confirmation Survey instrument was designed to capture opinions 
and views from all employment cohorts. Moreover, one of the objectives of the study 
is to have a single general-purpose instrument that accommodates data collection 
from multiple employment cohorts.  
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6.6.2 Respondent Knowledge  
One of the key factors in selecting the sample was the knowledge of the potential 
respondents. Knowledgeable respondents are in a better position to provide better 
quality responses to the survey items. In addition, knowledge usually makes 
respondents more enthusiastic to participate in the survey.  This will eventually lead 
to an increase in the quality and quantity of the responses. 
 
The sample included employees who had been actively participating in the activities 
of implementing the MADAR ERP system and those who had knowledge of the 
benefits of such ERP systems. In addition, the sample included employees who had 
sufficient training and education on the MADAR ERP system. More importantly, the 
sample included employees who participated in activities that were related to the 
realization of the MADAR ERP system benefits. These employees were intimate with 
knowledge of the benefits, issues, barriers, and the current state of the ERP system. 
Therefore, these knowledgeable employees were considered more appropriate to 
provide quality responses to the Confirmation Survey and contribute to a higher 
response rate. 
 
6.6.3 Sample Size 
One of the common objectives of survey studies is to collect representative data of a 
certain population and use it to generalize the analysis findings back to the 
population (Bartlett, Kotrlik, & Higgins, 2001). Bentler (1980) emphasizes the 
necessity of assuring that the conditions of data collection are statistically adequate. 
Therefore, it was important to plan for an appropriate sample size for good survey 
design. The goals of the survey and the tests needed for data analysis play a 
significant role in determining the preferred sample size. Generally, it is preferred to 
have a large sample, as it helps in accurately validating survey instruments. In 
probability sampling techniques, there exist formal calculations for the minimum 
required sample size for testing data from an instrument. On the other hand, the non-
probability sampling techniques require the researcher to target as many 
respondents as possible, which is very important to reduce any possible sampling 
error.  
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In normal circumstances, the larger the sample size the larger the number of 
respondents. In fact, response rate strongly depends on the survey population, 
context, and data collection methods (Urbach & Ahlemann, 2010). According to Van 
der Stede, Young, and Chen (2005), high response rate usually is considered as a 
sign of rigor. However, it is not always necessary that lower response rate causes 
less precise measurement (Visser, Krosnick, Marquette, & Curtin, 1996). In general, 
the rule regarding the desired response rate is “the higher the better” (Fink & 
Kosecoff, 1985, p. 18). Therefore, researchers should find ways to increase the 
response rate by employing steps such as follow-up procedures (Dillman, 2008). In 
this study, the section heads conducted a brief meeting with their employees to 
emphasize the importance of the survey and to signify the university’s endorsement 
of the survey. In addition, reminder notes were sent to respondents to encourage 
them to complete the instrument. Moreover, the candidate employed a follow-up 
procedure, to invite the employees who did not respond to the survey. However, the 
response rate for this study was difficult to estimate due to the nature of the applied 
sampling technique (non-probability sampling). 
 
One of the ways of determining the required sample size is the item to case ratios. 
For example, 1:5 ratio was suggested by Bryant and Yarnold (2001). However, the 
maximum ratio found in the literature is 1:10 ratio as suggested by Nunnally (1978). 
Barclay, Higgins, and Thompson (1995) developed an often cited rule of thumb 
based on the idea that sample size depends on the number of predictors that are 
involved in the multiple regressions in the inside and outside approximation. The rule 
as proposed by Chin (1998) has 3 steps: (1) identifying the construct with the largest 
number of formative indicators and count them, (2) identify the dependent variable 
with the largest number of independent variables and count them, (3) take the 
maximum figure from the past steps and multiply them by 10 to get the minimum 
sample size.  
 
As will be seen later, most of the validity test of the survey instrument was conducted 
using the Partial Least Squares (PLS) approach. One of the advantages, that 
motivate researchers to use the PLS approach, is that it works well with relatively 
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small samples (e.g. Cassel, Hackl, & Westlund, 1999; Benaroch, Lichtenstein, & 
Robinson, 2006). According to Agarwal and Karahanna (2000), PLS requires lower 
demands on measurement scales and sample size. However, Goodhue, Lewis, and 
Thompson (2006) warn that PLS does not always guarantee adequate statistical 
power with small samples.  For example, small sample sizes (e.g., n=20) do not help 
the researcher detect or verify structural paths with small coefficients (Chin & 
Newsted, 1999). In these cases, sample sizes are required to be similar to what is 
needed for covariance-based approaches (n > 150) (Urbach & Ahlemann, 2010). 
Moreover, Urbach and Ahlemann (2010) suggest the evaluation of the estimates and 
standard errors using re-sampling techniques such as bootstrapping (Efron & 
Tibshirani, 1993). 
 
In this study, the construct with the largest number of formative measures 
(indicators) was System Quality with 14 formative indicators. IS-Impact is found to be 
the dependent variable with the largest number of independent variables (5 
independent variables). Following Chin (1998), the largest number of the two, which 
is 14, is then multiplied by 10 and, therefore, the minimum required sample size is 
140. The number of valid response was 161, which is above the suggested minimum 
sample size. Moreover, the sample size is larger than 150, which is the minimum 
sample size required for covariance-based approaches that can be used to confirm 
structural paths with small coefficients.    
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6.7 Confirmation Survey Administration 
This section describes the activities related to the administration of the Confirmation 
Survey conducted at King Saud University (KSU). The administration of the survey 
started after the completion of the Identification Survey. The first step of the 
Confirmation Survey administration was the planning and coordination of the 
Confirmation Survey. The candidate planned and coordinated a data collection trip to 
Saudi Arabia. The second step of the survey administration was the data collection 
activities that were conducted at KSU. These activities included interviews with 
department managers and section heads. Other activity involved the dissemination 
of the Confirmation Survey instrument to the users of the MADAR ERP system. The 
steps and activities in administration of the Confirmation Survey are detailed in the 
following sub-sections. 
 
6.7.1 Confirmation Survey Planning 
The candidate planned for the Confirmation Survey after the completion of the 
Identification Survey. The Confirmation Survey was conducted at the same 
organization as participated in the Identification Survey (KSU). The candidate 
prepared a plan for a data collection trip to the KSU main campus at Riyadh. The 
data collection trip was scheduled for 8 weeks starting from December 7, 2010. The 
first two weeks was dedicated to conducting interviews with managers and 
administrators of the MADAR ERP System. The following four weeks was dedicated 
to the distribution of the survey instrument to employees. The last two weeks was 
dedicated to reviewing the received instruments and conducting a basic analysis. At 
the end of the trip the candidate conducted a meeting with the MADAR ERP system 
project manager to discuss the data collection trip’s various activities and to 
summarize the findings of the basic analysis of the Confirmation Survey data. 
 
The candidate adapted the guidelines on survey administration provided by Fink and 
Kosecoff (1985, p. 46). First, the candidate prepared and sent a complete package 
to introduce the study motivation, the expected benefits of participating in the study, 
and brief theoretical grounds of the study to the participant organization (KSU). The 
package also covered important issues surrounding the study such as privacy and 
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confidentiality. Then, the paper-based instrument, along with a description letter, was 
also sent to KSU.  
 
One of the important aspects of administering the Confirmation Survey, as discussed 
earlier, is having an adequate response rate. This tends to be a subjective concept. 
Fink and Kosecoff (1985) simply assert that having a higher response rate is 
generally better for survey research. In fact, calculating the response rate for this 
study was complicated because of the sampling technique employed in the study.  
However, the candidate focused his efforts on enhancing the response rate. The 
following were the measures taken to enhance the response rate: 
 
Careful Survey Instrument Design: The Confirmation Survey design entailed a 
number of workshops to revise the different design steps. For example, the 
candidate tried to make the instrument clear and easy to understand to minimize 
confusion and frustration, which possibly can lead to low response rate.   
 
Pilot Testing: as discussed earlier, the candidate conducted two rounds of pilot 
testing to identify any shortcomings in the instrument design and to select the best 
distribution methods. Fink and Kosecoff (1985) state that response rate can be 
improved by pilot testing the survey instrument, because it can help eliminate 
potential sources of complexity.   
 
Physical Presence of the Candidate: the candidate planned and conducted a data 
collection trip to the participant organization (KSU). Physical presence and face-to-
face communication with managers and section heads and a group of employees 
helped the candidate emphasize the importance of the study. In addition, the 
candidate expressed his appreciation to the organization for taking part in the study. 
It is believed that the presence of the candidate has also increased the feeling of 
responsibility of potential respondents. Moreover, the candidate was able to 
communicate the need for following important instructions such as responding to all 
items in the survey instrument. The presence of the candidate allowed him to check 
the completeness of responses and to return the instrument to respondents if 
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needed. In addition, the candidate was able to follow-up with respondents and their 
superiors, who encouraged them to complete the survey instrument. 
 
Distribution Method: the candidate used a paper-based instrument, which was 
distributed manually. This method was used in the pilot test and proved to be 
suitable for the context. Moreover, the manual distribution was used in the preceding 
Identification Survey and yielded a good response rate.  
 
Endorsement: the study was endorsed and supported by the management of the 
participating organization (KSU). This endorsement was critical for positively 
influencing the attitude of the respondents toward the survey.  In fact, the 
instruments were distributed to each section by the section head and the candidate 
to signify the management’s support and endorsement.  
 
6.7.2 Survey Instrument Dissemination 
The method of disseminating the Identification Survey Instrument (Survey Mode) is 
very important for the success of any survey in general. In particular, the survey 
mode has a direct effect on the response rate of any survey. In the Identification 
Survey pilot study, the candidate used an email system to distribute the instrument. 
The instrument was sent to 100 respondents and only 16 valid responses were 
received. One of the reasons for this might be attributed to culture, as Arabs in 
general prefer face-to-face communication over other means. In fact, “email culture” 
is not sufficiently common in Saudi Arabian organizations especially governmental 
ones (Al-Subaihi, 2008). In the actual data collection of the Identification Survey, the 
candidate used the traditional manual distribution and there was a notable 
enhancement of response quantity and quality. The relative success of the manual 
distribution of paper-based instruments in the Identification Survey encouraged the 
candidate to adopt it in the Confirmation Survey. However, the Identification Survey 
and Confirmation Survey are different in terms of the nature of the data to be 
collected. The Identification Survey aimed to collect qualitative data whereas the 
Confirmation Survey collected quantitative data. To make sure that the manual 
distribution method would also be suitable for data collection in the Confirmation 
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Survey, the instrument was pilot tested using the manual mode, which proved its 
adequacy.  
 
In the actual data collection of the Confirmation Survey, the candidate adopted the 
traditional manual distribution of the survey instrument to respondents. The survey 
instrument was distributed to the departments of KSU section-by-section. For each 
section, the candidate met with the section head and explained the importance and 
the objectives of the survey. Then, employees of each section were gathered in a 
meeting room where the candidate and the section head explained the survey and 
what was required from these respondents. After that, the employees were given 
approximately 30 minutes to complete the questionnaire. The candidate was not 
present during the completion of the survey instruments, to limit any possible 
influence or intervention in the process. The candidate made sure that all mandatory 
items were answered by respondents. Incomplete responses were returned to 
respondents who are asked to respond to the unanswered items. In addition to 
manual distribution of the instrument, email was used to distribute the instrument on 
a limited scale for a number for cases of respondents who were located in remote 
locations.  
 
The deployed method of manual dissemination had many advantages. One of these 
advantages was the ability to communicate directly with employees without barriers. 
It helped the candidate make sure that employees understood the scope and the 
objectives of the survey. In addition, the face-to-face communication with the 
candidate gave respondents the sense of their importance for the study. This made 
respondents feel that they were part of the research team and that they needed to 
contribute to the success of the survey. In my opinion, the manual dissemination of 
the instrument contributed to enhancing the quality and the quantity of the 
responses. 
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6.8 Respondents’ Description and Classifications 
The description of the Confirmation Survey respondents starts with general 
information about these respondents in terms of their number and the KSU 
departments they represent. Then, the respondents are classified according to their 
demographic data, such as the department they represent, their work experience, 
and their employment cohort. 
 
6.8.1 Respondents Description  
The number of respondents who provided valid responses to the Confirmation 
Survey was 161. These respondents represent 5 different departments in King Saud 
University (KSU). These departments are: the Financial Department, Deanship of 
Faculty and Personnel affairs, Purchasing and Warehouses Department, Inventory 
Control Department, and Managerial Communications Centre. These 5 departments 
represent the entire population of departments that use the Financial Module of the 
MADAR ERP system at KSU. Table (6-1) shows the number and percentage of 
respondents in each department of KSU. 
 
Department No. of Respondents Percentage 
Financial Department 39 24% 
Deanship of Faculty and Personnel Affairs 44 27% 
Purchasing and Warehouses 25 16% 
Inventory Control 22 14% 
Managerial Communications center 31 19% 
Table 6-1: Classification of Respondents according to their Departments. 
 
6.8.2 Respondents Classification 
The Confirmation Survey data collection procedure emphasized the importance of 
sample representativeness. Therefore, the survey instrument, as mentioned earlier, 
was disseminated to all the departments of KSU that use the financial module of the 
MADARA ERP Systems. In addition, the respondents were classified according to 
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their demographic characteristics, to demonstrate that the sample represented 
various levels of work experience, and different employment cohorts. Firstly, the 
respondents were classified according to their experience level (number of years) at 
KSU and in their respective departments. Table (6-2) and Table (6-3) demonstrate 
the number and percentage of respondents in each level of experience at KSU and 
their departments, respectively. Figure (6-6) illustrates the classification of 
respondents in each department according to their work experience in their 
departments. 
 
Number of years at KSU No. of Respondent Percentage 
0-5 years 79 49% 
6-10 years 33 21% 
11-20 years 28 17% 
More than 20 years 21 13% 
Table 6-2: Classification of Respondents according to their Work Experience at KSU. 
 
Number of years at the department No. of Respondent Percentage 
0-5 years 93 58% 
6-10 years 35 22% 
11-20 years 22 13% 
More than 20 years 11 7% 
Table 6-3: Classification of Respondents according to their Work Experience at their Departments. 
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Figure 6-6: Classification of Respondents according to their Work Experience at their Departments. 
 
Secondly, the respondents were classified according to their employment cohort in 
KSU: Strategic, Technical, and Operational. These 3 categories of employment 
cohort were adopted from the original study of Gable et al. (2003, 2008). Gable et al. 
(2003) confirmed the existence of these 3 employment categories in the context of 
ERP systems. In this study, respondents were mapped to these 3 categories of 
employment cohort. In fact, the demographic section of the Confirmation Survey 
instrument included 2 key questions about job title and job description. The answer 
to these questions was very helpful in classifying the respondents. All respondents 
were mapped into these 3 categories of employment cohort and no new categories 
were found. This indicates the applicability of these 3 categories in this new context. 
In fact, this confirms the findings of the original IS-Impact measurement model study 
conducted by Gable et al. (2003, 2008) and is consistent with other ERP systems 
studies (e.g. Mabert et al., 2000; Shang & Seddon, 2000). Table (6-4) reveals the 
number and percentage of respondents belonging to each employment cohort. 
Figure (6-7) illustrates the classification of respondents in each department 
according to their employment cohort.  
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Employment Cohort No. of respondents Percentage  
Strategic  30 19% 
Operational 73 45% 
Technical 58 36% 
Table 6-4: Classification of Respondents according to their Employment Cohorts. 
 
 
Figure 6-7: Classification of Respondents according to their Employment Cohorts. 
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6.9 Data Analysis Preparation 
This section is dedicated to describing for the activities performed to prepare the 
data collected in the Confirmation Survey for analysis. The data were first stored in 
data analysis software. Then, the data were cleansed by dealing with (coding) any 
missing data. Finally, the scores of the negatively-worded items were reversed.  
 
6.9.1 Data Storing 
As explained earlier, the Confirmation Survey instrument was disseminated manually 
in a paper-based format. The data were stored in data analysis software used for 
data analysis (SPSS 18 and MSExcel 2007). The data entry was done with extreme 
care to avoid any mistyping errors that might affect the analysis. The data file was 
then checked and reviewed to correct any data entry errors and to enter any missing 
values during the data entry process. The description of the survey items and their 
codes were documented in a codebook. In addition, notes about the data entry 
process to the data analysis software were maintained throughout the process. The 
codebook can be referred to in future replication studies or can be used to utilize the 
Confirmation Survey instrument. 
 
6.9.2 Data Cleansing 
Data cleansing refer to the process of scanning data for errors that were made by 
the respondents or by the candidate when entering the data to the data analysis 
software (Narins, 1999). According to Narins (1999), there are two sources of 
detectable errors: respondent errors and data entry errors. Respondent errors occur 
when the respondent provides a false answer or writes unclear answers, whereas 
data entry errors occur when the researcher leaves an answer blank although the 
respondent has given a valid answer in the questionnaire (Narins, 1999). For the 
Confirmation Survey, there were no missing values in any of the responses. This can 
be attributed to the overall design of the survey instrument, as it was mandatory to 
respond to all items of the survey. In addition, the paper-based responses were 
checked upon receipt for completeness. All the critical items in the survey related to 
the model constructs (Computer Network Quality, IS-Impact, and IS-Satisfaction) 
210 
Chapter 6: Confirmation Survey 
were checked for completeness through simple descriptive analysis. Any incomplete 
survey instruments were returned to respondents who were asked to complete them. 
At the end of gathering the survey instruments, only 6 survey instruments remained 
incomplete and they were immediately discarded. Moreover, the gathered survey 
instruments were also checked upon reception for patterns to identify any frivolous 
responses (e.g. responses with uniform scores of the items). Very few respondents, 
seven, were suspected of providing frivolous answers and their responses were 
discarded. The total number of valid responses entered in the data file was 161 
responses (144 paper-based instruments and 17 emailed instruments).  
 
6.9.3 Negatively-worded items Reversing 
As discussed earlier, the Confirmation Survey instrument included some negatively-
worded items. Specifically, there were 3 negatively-worded items in the survey 
instrument: IQ7: Content Accuracy, SQ1: Data Accuracy and SQ5: Access. As 
mentioned previously, one scale (LIKERT scale 1-7) was used for all the items of the 
Confirmation Survey instrument including positively-worded and negatively-worded 
items. The high score for negatively-worded items indicates high disagreement, in 
contrast to the meaning for the positively-worded items. Therefore, the negatively-
worded items needed to be reversed before the data analysis started. This reversing 
process aims to ensure that the scale is the same for all items in the survey 
instrument. The reversing process was done by simply changing the values as 
follows: 7 to 1, 6 to 2, 5 to 3, 3 to 5, 2 to 6, and 1 to 7.  
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6.10 Descriptive Data Analysis  
This section is dedicated to reporting the descriptive data analysis performed on the 
survey instrument items. As described earlier, the survey instrument included 3 
sections that contained items associated with the constructs of the research model: 
Computer Network Quality, IS-Impact, and IS-Satisfaction. The total number of the 
items is 57 items: 11 for Computer networks, 42 for IS-Impact and 4 for IS-
Satisfaction. The IS-Impact construct is defined by 4 dimensions: Individual Impact 
(5 items), Organizational Impact (8 items), Information Quality (11 items), and 
System Quality (15 items). In addition, there are 3 overall items for IS-Impact, which 
are used to measure it reflectively.  
 
In this section, each of the items of the survey instrument is investigated and 
described in terms of its distribution. The descriptive analysis of the items includes 
the following statistics about the distribution: the mean, the standard deviation, the 
skewness, and kurtosis. Skewness refers to the degree of symmetry of the 
distribution and Kurtosis refers to the degree of peakedness of the distribution. 
According to Pallant (2005), the skewness and kurtosis value is equal to zero for a 
perfect normal distribution. Skewness is considered positive when the scores are 
clustered in the left-hand side of the graph. By contrast, skewness is negative when 
the scores are clustered in the right-hand side of the graph. As for kurtosis, a rather 
peaked distribution indicates positive kurtosis and a flatter distribution indicates 
negative kurtosis. The descriptive analysis of the items provides the researcher with 
a way to verify the normality of the data and to scan the data for any possible 
outliers.  
 
6.10.1 Descriptives for Computer Network Quality Items 
This sub-section reports the descriptive analysis of the Computer Network Quality 
items. Computer Network Quality is defined as a formative measurement model with 
7 measures. In addition, there are 4 criterion measures for the Computer Network 
Quality construct. Each of these measures is represented in the survey instrument 
an item. The items distribution and descriptive statistics are reported in exhibit (6-1). 
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The exhibit contains a graph of the item distribution and descriptive statistics, 
including the mean, standard deviation, skewness, and kurtosis. 
 
Exhibit 6-1: Computer Network Quality Items’ Descriptives. 
N1: Network Support 
Survey Item: The organization provides support and assistance which enables the network 
utilization. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.11 
Standard Deviation 1.346 
Skewness -.300 
Kurtosis -.335 
N2: Network Operability 
Survey Item: Operating the network is usually easy and successful. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.14 
Standard Deviation 1.422 
Skewness -.744 
Kurtosis .539 
N3: Network Accessibility 
Survey Item: Accessing the network is usually granted when requested by the user. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.48 
Standard Deviation 1.194 
Skewness  -.810 
Kurtosis  1.186 
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Cont. Exhibit 6-1: Computer Network Quality 
N4: Network Retainability 
Survey Item: The network connection, once obtained, is usually retained for the duration 
requested by the user. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.21 
Standard Deviation 1.367 
Skewness -.805 
Kurtosis .641 
N5: Network Integrity 
Survey Item: The network connection, once obtained, is usually provided without excessive 
impairment. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 4.91 
Standard Deviation 1.416 
Skewness -1.115 
Kurtosis 1.362 
N6: Network Security 
Survey Item: The network is safeguarded against unauthorized monitoring, fraudulent use, 
malicious impairment, misuse, human mistake and natural disaster. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.06 
Standard Deviation 1.361 
Skewness  -.900  
Kurtosis  1.205 
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Cont. Exhibit 6-1: Computer Network Quality 
N7: Network Speed 
Survey Item: The network speed is adequate. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.22 
Standard Deviation 1.323 
Skewness  -1.125 
Kurtosis  1.945  
GN1 
Survey Item: The computer network is of high quality. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.22 
Standard Deviation 1.213 
Skewness (Std. Error) -1.341 
Kurtosis (Std. Error) 2.953 
GN2 
Survey Item: Present and future benefits of Computer Network is great and important. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.53 
Standard Deviation 1.204 
Skewness  -.799  
Kurtosis  1.282  
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Cont. Exhibit 6-1: Computer Network Quality 
GN3 
Survey Item: The computer network has great positive impacts on work.  
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.60 
Standard Deviation 1.142 
Skewness  -1.009  
Kurtosis  2.317 
GN4 
Survey Item: Users trust and depend on the computer network. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 5.43 
Standard Deviation 1.317 
Skewness  -1.145 
Kurtosis  1.829 
 
 
The Computer Network Quality items have means that are well above the middle 
point of the scale, which is 3.5, ranging from 4.91 to 5.60, which means that the 
Computer Network Quality is high. The distributions of all of the items are slightly 
negatively skewed (left skewed). This means that the scores tend to cluster toward 
the higher end of the scale. Only one item (N1) has a negative kurtosis value, 
demonstrating a slightly flat distribution, which indicates some cases of extreme 
scores. The rest of the items have positive kurtosis values, demonstrating slightly 
sharp distributions, which indicate that the scores are clustered in the centre.  
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6.10.2 Descriptive Analysis for IS-Impact Items 
This sub-section is dedicated to reporting on the descriptive analysis of the IS-Impact 
Items of the survey instrument. As mentioned earlier, the IS-Impact construct is 
defined by four sub-constructs or dimensions: Individual Impact, Organizational 
Impact, Information Quality, and System Quality. The distribution and descriptive 
statistics for the items of each of these dimensions are reported in separate sections.  
 
6.10.2.1 Descriptive Analysis for Individual Impact 
The Individual Impact dimension is defined as a formative sub-construct with 4 
measures. In addition, there is a criterion measure for the Individual Impact 
dimension. Each of these measures is represented in the conformation survey 
instrument by an item. The distribution and descriptive statistics of the items are 
reported in exhibit (6-2). The exhibit contains a graph of the item distribution and 
descriptive statistics, including the mean, standard deviation, skewness, and 
kurtosis. 
  
Exhibit 6-2: Individual Impact Items’ Descriptives. 
II1: Learning  
Survey Item: I have learnt much through the presence of MADAR. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.83 
Standard Deviation 1.316 
Skewness .493 
Kurtosis .202 
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Cont. Exhibit 6-2: Individual Impact 
II2: Awareness/Recall 
Survey Item: MADAR enhances my awareness and recall of job related information. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.88 
Standard Deviation 1.364 
Skewness  .258 
Kurtosis  -.243 
II3: Decision Effectiveness 
Survey Item: MADAR enhances my effectiveness in the job. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.82 
Standard Deviation 1.440 
Skewness  .104 
Kurtosis  -.148 
II4: Individual Productivity 
Survey Item: MADAR increases my productivity. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.58 
Standard Deviation 1.439 
Skewness  .289 
Kurtosis  -.135 
 
 
 
 
218 
Chapter 6: Confirmation Survey 
Cont. Exhibit 6-2: Individual Impact 
GII: Individual Impact overall Measure (Criterion Measure) 
Survey Item: Overall, the impact of MADAR on me has been positive. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.61 
Standard Deviation 1.379 
Skewness .315 
Kurtosis  .289 
 
The Individual Impact items have means that are close to the middle point of the 
scale, which is 3.5, ranging from 3.58 to 3.88, which means that the Individual 
Impact of the MADAR ERP system is moderate. The distribution of the Individual 
Impact items shows a similar pattern. In fact, the distributions of all of the items are 
slightly positively skewed (right skewed), as the scores tend to cluster toward the 
lower end of the scale. The items II1 and GII have positive kurtosis values, 
demonstrating slightly sharp distributions, which indicate that the scores are 
clustered in the centre. On the other hand, Items II2, II3, and II4 have negative 
kurtosis values demonstrating slightly flat distributions, which indicate some cases of 
extreme scores. 
 
6.10.2.2 Descriptive Analysis for Organizational Impact 
The Organizational Impact dimension is defined as a formative sub-construct with 7 
measures. In addition, there is a criterion measure for the Organizational Impact 
dimension. Each of these measures is represented in the conformation survey 
instrument by an item. The distribution and descriptive statistics of the items are 
reported in exhibit (6-3). The exhibit contains a graph of the item distribution and 
descriptive statistics, including the mean, standard deviation, skewness, and 
kurtosis.  
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Exhibit 6-3: Organizational Impact Items’ Descriptives. 
OI1: Staff Requirement 
Survey Item: MADAR has resulted in reduced staff costs. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.12 
Standard Deviation 1.468 
Skewness  .165 
Kurtosis  -.504 
OI2: Cost Reduction 
Survey Item: MADAR has resulted in cost reductions (e.g. inventory holding costs, administration 
expenses, etc.) 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.20 
Standard Deviation 1.338 
Skewness  .189 
Kurtosis  -.004 
OI3: Overall Productivity 
Survey Item: MADAR has resulted in overall productivity improvement. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.69 
Standard Deviation 1.542 
Skewness  .254 
Kurtosis -.182 
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Cont. Exhibit 6-3: Organizational Impact 
OI4: Improved Outcome/Output 
Survey Item: MADAR has resulted in improved outcomes or outputs. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.61 
Standard Deviation 1.476 
Skewness  .050 
Kurtosis  -.422 
OI5: Increased Capacity 
Survey Item: MADAR has resulted in an increased capacity to manage a growing volume of activity 
(e.g. transactions, population growth, etc.). 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.67 
Standard Deviation 1.457 
Skewness  .172 
Kurtosis -.214 
OI6: E-Government 
Survey Item: MADAR has resulted in better positioning for e-Government. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.61 
Standard Deviation 1.513 
Skewness  .271 
Kurtosis  -.335 
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Cont. Exhibit 6-3: Organizational Impact 
OI7: Business Process Change 
Survey Item: MADAR has resulted in improved business processes. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.70 
Standard Deviation 1.512 
Skewness  -.031 
Kurtosis  -.528 
GOI: Organizational Impact overall measure (Criterion Measure) 
Survey Item: The impact of MADAR on KSU administration has been positive. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.65 
Standard Deviation 1.266 
Skewness  .232 
Kurtosis  .636 
 
The Organizational Impact items have means that are close to the middle point of 
the scale, which is 3.5, ranging from 3.12 to 3.70, which means that the 
Organizational Impact of MADAR ERP system is moderate. The distributions of all of 
the items are slightly positively skewed (right skewed) except one Item (OI7). This 
means that the scores tend to cluster toward the lower end of the scale except for 
Item (OI7). Only one item (GOI) have positive kurtosis value demonstrating slightly 
sharp distribution which indicates that the scores are clustered in the centre. The rest 
of the items have negative kurtosis values, demonstrating slightly flat distributions, 
which indicates some cases of extreme scores.  
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6.10.2.3 Descriptive Analysis for Information Quality 
Information Quality dimension is defined as a formative sub-construct with 10 
measures. In addition, there is a criterion measure for the Information Quality 
dimension. Each of these measures is represented in the confirmation survey 
instrument by an item. The distribution and descriptive statistics of the items are 
reported in exhibit (6-4). The exhibit contains a graph of the item distribution and 
descriptive statistics, including the mean, standard deviation, skewness, and 
kurtosis. 
 
Exhibit 6-4: Information Quality items’ Descriptives. 
IQ1: Importance 
Survey Item: Information available from MADAR is important. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.73 
Standard Deviation 1.445 
Skewness  .388 
Kurtosis  -.141 
IQ2: Relevance 
Survey Item: MADAR provides output that seems to be exactly what is needed 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.48 
Standard Deviation 1.370 
Skewness  .415 
Kurtosis  .132 
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Cont. Exhibit 6-4: Information Quality 
IQ3: Availability 
Survey Item: MADAR Information needed from MADAR is always available. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.75 
Standard Deviation 1.479 
Skewness  .308 
Kurtosis  -.273 
IQ4: Usability 
Survey Item: Information from MADAR is in a form that is readily usable. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.79 
Standard Deviation 1.357 
Skewness  .436 
Kurtosis  -.129 
IQ5: Understandability 
Survey Item: Information from MADAR is easy to understand. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.72 
Standard Deviation 1.501 
Skewness  .454 
Kurtosis  -.225 
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Cont. Exhibit 6-4: Information Quality 
IQ6: Format 
Survey Item: Information from MADAR appears readable, clear and well-formatted. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.52 
Standard Deviation 1.406 
Skewness .146 
Kurtosis  -.309 
IQ7: Content Accuracy 
Survey Item: Though data from MADAR may be accurate, outputs sometimes are not. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.52 
Standard Deviation 1.450 
Skewness  .642 
Kurtosis  .097 
IQ8: Conciseness  
Survey Item: Information from MADAR is concise. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.76 
Standard Deviation 1.460 
Skewness  .418 
Kurtosis  -.352 
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Cont. Exhibit 6-4: Information Quality 
IQ9: Timeliness 
Survey Item: Information from MADAR is timely.  
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.63 
Standard Deviation 1.487 
Skewness  .373 
Kurtosis  -.099 
IQ10: Uniqueness  
Survey Item: Information from MADAR is unavailable elsewhere. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.55 
Standard Deviation 1.453 
Skewness  .259 
Kurtosis  -.013 
GIQ: Information Quality Overall Measure (Criterion Measure). 
Survey Item: Overall, the quality of the Information provided by MADAR system is high. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.67 
Standard Deviation 1.161 
Skewness  .233 
Kurtosis  .714 
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The Information Quality items have means that are close to the middle point of the 
scale, which is 3.5, ranging from 3.48 to 3.79, which means that the Information 
Quality of the MADAR ERP system is moderate. The distributions of all of the items 
are slightly positively skewed (right skewed). This means that the scores tend to 
cluster toward the lower end of the scale. Three items (IQ2, IQ7, GIQ) have positive 
kurtosis values, demonstrating a slightly peaked distribution, which indicates that the 
scores are clustered in the centre. The rest of the items have negative kurtosis 
values, demonstrating slightly flat distributions, which reflect some cases of extreme 
scores.  
 
6.10.2.4 Descriptive Analysis for System Quality 
The System Quality dimension is defined as a formative sub-construct with 14 
measures. In addition, there is a criterion measure for the System Quality dimension. 
Each of these measures is represented in the confirmation survey instrument by an 
item. The distribution and descriptive statistics of the items are reported in exhibit (6-
5). The exhibit contains a graph of the item distribution and descriptive statistics, 
including the mean, standard deviation, skewness, and kurtosis.  
 
Exhibit 6-5: System Quality items’ Descriptives. 
SQ1: Data Accuracy 
Survey Item: Data from MADAR often needs correction. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.12 
Standard Deviation 1.468 
Skewness  .586 
Kurtosis  .113 
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Cont. Exhibit 6-5: System Quality 
SQ2: Data Currency 
Survey Item: Data from MADAR is current enough. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.42 
Standard Deviation 1.421 
Skewness  .384 
Kurtosis  -.014 
SQ3: Ease of Use 
Survey Item: MADAR is easy to use. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.85 
Standard Deviation 1.670 
Skewness  .280 
Kurtosis  -.759 
SQ4: Ease of Learning 
Survey Item: MADAR is easy to learn. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 4.04 
Standard Deviation 1.602 
Skewness  .131 
Kurtosis  -.592 
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Cont. Exhibit 6-5: System Quality 
SQ5: Access 
Survey Item: It is often difficult to get access to information that is in the MADAR system. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.81 
Standard Deviation 1.641 
Skewness  .279 
Kurtosis  -.687 
SQ6: User Requirements 
Survey Item: MADAR meets agency requirements. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.76 
Standard Deviation 1.440 
Skewness  .255 
Kurtosis  -.258 
SQ7: System Features 
Survey Item: MADAR includes necessary features and functions. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.76 
Standard Deviation 1.443 
Skewness  .295 
Kurtosis  -.358 
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Cont. Exhibit 6-5: System Quality 
SQ8: System Accuracy 
Survey Item: MADAR always does what it should. 
Statistics Normality 
Valid 161  
 
 
Minimum 1 
Maximum 7 
Mean 3.66 
Standard Deviation 1.379 
Skewness  .085 
Kurtosis  -.236 
SQ9: Flexibility 
Survey Item: The MADAR user interface can be easily adapted to one’s personal approach. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.73 
Standard Deviation 1.436 
Skewness  .350 
Kurtosis  -.164 
SQ10: Reliability 
Survey Item: The MADAR system is always up-and-running as necessary. 
Statistics Normality 
Valid 161  
 
 
Minimum 1 
Maximum 7 
Mean 3.43 
Standard Deviation 1.413 
Skewness  .497 
Kurtosis  .218 
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Cont. Exhibit 6-5: System Quality 
SQ11: Efficiency 
Survey Item: The MADAR system responds quickly enough. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.60 
Standard Deviation 1.366 
Skewness  .378 
Kurtosis  -.055 
SQ12: Sophistication 
Survey Item: MADAR requires only the minimum number of fields and screens to achieve a task. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.39 
Standard Deviation 1.525 
Skewness  .526 
Kurtosis -.016 
SQ13: Integration 
Survey Item: All data within MADAR is fully integrated and consistent. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.48 
Standard Deviation 1.379 
Skewness  .395 
Kurtosis  .059 
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Cont. Exhibit 6-5: System Quality 
SQ14: Customization 
Survey Item: MADAR can be easily modified, corrected or improved. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.59 
Standard Deviation 1.494 
Skewness  .091 
Kurtosis  -.269 
GSQ: System Quality Overall Measure (Criterion Measure)  
Survey Item: Overall, MADAR is a high quality system. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.65 
Standard Deviation 1.277 
Skewness  .271 
Kurtosis  .412 
 
The System Quality items have means that are generally slightly beyond the middle 
point of the scale, which is 3.5, ranging from 3.12 to 4.04, which means that the 
System Quality of the MADAR ERP system is moderate with some high and low 
extremes. The distributions of all of the items are slightly positively skewed (right 
skewed). This means that the scores tend to cluster towards the lower end of the 
scale. Four items (SQ1, SQ10, SQ13, and GSQ) have positive kurtosis values, 
demonstrating a slightly peaked distribution, which indicates that the scores are 
clustered in the centre. The rest of the items have negative kurtosis values, 
demonstrating slightly flat distributions, which indicates some cases of extreme 
scores.  
  
232 
Chapter 6: Confirmation Survey 
6.10.2.5 Descriptive Analysis for IS-Impact Criterion Measures 
The IS-Impact dimension is measured reflectively with 3 reflective criterion 
measures. Each of these measures is represented in the confirmation survey 
instrument by an item. The distribution and descriptive statistics of the items are 
reported in exhibit (6-6). The exhibit contains a graph of the item distribution and 
descriptive statistics, including the mean, standard deviation, skewness, and 
kurtosis.  
 
Exhibit 6-6: IS-Impact Overall Measures (Criterion Measures) Descriptives. 
ISI1 
Survey Item: The net benefits from MADAR to date and anticipated are substantial.  
Statistics Normality 
Valid 161  
 
 
Minimum 1 
Maximum 7 
Mean 3.82 
Standard Deviation 1.269 
Skewness  .381 
Kurtosis  .636 
ISI2 
Survey Item: The lifecycle-wide positive impacts of MADAR are substantial.  
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.93 
Standard Deviation 1.403 
Skewness  .148 
Kurtosis  -.085 
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Cont. Exhibit 6-6: IS-Impact Overall Measures (Criterion Measures) 
ISI3 
Survey Item: MADAR is Successful. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.81 
Standard Deviation 1.406 
Skewness  .132 
Kurtosis  -.112 
 
The IS-Impact overall (criterion) items have means that are slightly beyond the 
middle point of the scale which is 3.5, ranging from 3.81 to 3.93, which means that 
the overall Impact of the MADAR ERP system is slightly above average. The 
distributions of all of the items are slightly positively skewed (right skewed). This 
means that the scores tend to cluster toward the lower end of the scale. Only one 
item (ISI1) has a positive kurtosis value demonstrating a slightly peaked distribution, 
which indicates that the scores are clustered in the centre. The rest of the items have 
negative kurtosis values, demonstrating slightly flat distributions, which indicate 
some cases of extreme scores.  
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6.10.3 Descriptive Analysis for IS-Satisfaction Items 
This sub-section is dedicated to reporting the descriptive analysis of IS-Satisfaction 
Items. IS-Satisfaction is defined as a reflective construct with four measures. Each of 
these measures is represented by an item in the Confirmation Survey instrument. 
The distribution and descriptive statistics of the items are reported in exhibit (6-7). 
The exhibit contains a graph of the item distribution and descriptive statistics, 
including the mean, standard deviation, skewness, and kurtosis. 
 
Exhibit 6-7: IS-Satisfaction items’ Descriptives. 
SA1: Content 
Survey Item: I am very contented with the MADAR System. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 4.80 
Standard Deviation 1.406 
Skewness  -1.132 
Kurtosis  1.493 
SA2: Pleasure 
Survey Item: I am very pleased with the MADAR system. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 4.24 
Standard Deviation 1.386 
Skewness  -.558 
Kurtosis  .616 
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Cont. Exhibit 6-7: IS-Satisfaction 
SA3: Delight 
Survey Item: I feel delighted with the MADAR system. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 3.90 
Standard Deviation 1.366 
Skewness  -.131 
Kurtosis  .363 
SA4: Overall Satisfaction 
Survey Item: Overall, I am very satisfied with MADAR system. 
Statistics Normality 
Valid 161  
 
Minimum 1 
Maximum 7 
Mean 4.25 
Standard Deviation 1.384 
Skewness  -.754 
Kurtosis  .702 
 
The IS-Satisfaction items have means that are above the middle point of the scale, 
which is 3.5, ranging from 3.90 to 4.80, which means that IS-Satisfaction is relatively 
high. The distributions of all of the items are negatively skewed (left skewed). This 
means that the scores tend to cluster toward the higher end of the scale. All the 
items have positive kurtosis values, demonstrating slightly sharp distributions, which 
indicate that the scores are clustered in the centre.  
  
236 
Chapter 6: Confirmation Survey 
6.11 Comparative Statistics 
In this section, further analyses were conducted to investigate the potential 
difference between groups of interest. The first analysis investigates the difference in 
the mean scores for the dimensions of IS-Impact across the five departments of 
KSU. An analysis of Variance (ANOVA) test and a post hoc test were selected to 
compare between the departments of KSU. The second comparative analysis is 
dedicated to investigating the difference in the mean scores of IS-Impact dimensions 
for different types of cohorts. This analysis was conducted using the Kruscal-Wallis 
test, which is a non-parametric alternative to ANOVA.  
 
6.11.1 Comparing between KSU Departments  
This sub-section is dedicated to comparing the five departments of KSU in terms of 
the mean scores they give to each dimension of IS-Impact. An ANOVA test was 
selected for this analysis. In addition, the post hoc (multiple comparisons) test is 
employed to provide more information about the differences among the departments 
and to identify where these differences occur.  
 
The results of the ANOVA test are presented in exhibit (6-8). The exhibit includes 
descriptive statistics of the dimensions according to the departments of KSU. In 
addition, the exhibit illustrates Levene’s test of homogeneity of variance, to test the 
variance in mean scores for each of the KSU departments. The test is very important 
to determine whether the ANOVA test can be used to compare the departments. The 
test checks whether the samples are obtained from populations of equal variances.  
This is one of the assumptions that need to be met to use the ANOVA test.  The 
assumption of homogeneity of variance can be confirmed when the Levene’s 
significance value is greater than 0.05. As illustrated in the exhibit, all significance 
values are greater than the threshold of 0.05, which indicates that the variances 
across KSU departments are equal. In other words, the KSU departments are fit for 
comparison using the ANOVA test. The ANOVA test results are also illustrated in 
exhibit (6-8). There was only one significant difference (at the level of p<0.05) 
between all of the KSU departments when rating the Organizational Impact 
dimension. This means that the users of MADAR from different departments have 
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different views on the organizational Impact of the system.  Nevertheless, users from 
different departments share similar views on Individual Impact, Information Quality, 
and System Quality of the MADAR ERP System. 
 
 
 
 
 
Exhibit 6-8: Comparing IS-Impact Scores across KSU Departments. 
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In order to provide detailed information about the differences between the 
comparison groups (KSU departments), the post hoc test (multiple comparison) was 
conducted. The results of the post hoc test are presented in exhibit (6-9). 
 
Dependent 
Variable (I) Department (J) Department 
Mean 
Differenc
e (I-J) 
Std. 
Error Sig. 
95% Confidence Interval 
Lower Bound Upper Bound 
Individual 
Impact 
Financial 
Department 
Deanship of faculty  .576 .301 .058 -.02 1.36 
Purchasing and Warehouses  .432 .351 .221 -.26 .99 
Inventory Control Department .326 .365 .373 -.40 1.06 
Managerial Communication -.064 .330 .847 -.72 .65 
Deanship of 
faculty and 
personnel affairs 
Financial Department -.576 .301 .058 -1.17 -.28 
Purchasing and Warehouses -.145 .343 .674 -.82 .15 
Inventory Control Department -.250 .358 .486 -.96 .23 
Managerial Communication -.640
*
 .321 .048 -1.27 -.18 
Purchasing and 
Warehouses 
Department 
Financial Department -.432 .351 .221 -1.13 .27 
Deanship of faculty .145 .343 .674 -.53 1.07 
Inventory Control Department -.105 .401 .793 -.90 .76 
Managerial Communication -.495 .368 .181 -1.22 .36 
Inventory Control 
Department 
Financial Department -.326 .365 .373 -1.05 .24 
Deanship of faculty .250 .358 .486 -.46 1.05 
Purchasing and Warehouses .105 .401 .793 -.69 .67 
Managerial Communication -.390 .382 .309 -1.14 .34 
Managerial 
Communication 
Center 
Financial Department .064 .330 .847 -.59 .52 
Deanship of faculty .640
*
 .321 .048 .01 1.33 
Purchasing and Warehouses .495 .368 .181 -.23 .95 
Inventory Control Department .390 .382 .309 -.36 1.03 
        
Information 
Quality 
Financial 
Department 
Deanship of faculty .756
*
 .251 .003 .26 1.25 
Purchasing and Warehouses .411 .292 .162 -.17 .99 
Inventory Control Department .415 .304 .175 -.19 1.02 
Managerial Communication .277 .275 .315 -.27 .82 
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Deanship of faculty 
and personnel 
affairs 
Financial Department -.756
*
 .251 .003 -1.25 -.26 
Purchasing and Warehouses -.345 .286 .230 -.91 .22 
Inventory Control Department -.341 .298 .255 -.93 .25 
Managerial Communication -.479 .268 .076 -1.01 .05 
Purchasing and 
Warehouses 
Department 
Financial Department -.411 .292 .162 -.99 .17 
Deanship of faculty .345 .286 .230 -.22 .91 
Inventory Control Department .004 .334 .991 -.66 .66 
Managerial Communication -.134 .307 .663 -.74 .47 
Inventory Control 
Department 
Financial Department -.415 .304 .175 -1.02 .19 
Deanship of faculty .341 .298 .255 -.25 .93 
Purchasing and Warehouses -.004 .334 .991 -.66 .66 
Managerial Communication -.138 .318 .666 -.77 .49 
Managerial 
Communication 
Center 
Financial Department -.277 .275 .315 -.82 .27 
Deanship of faculty .479 .268 .076 -.05 1.01 
Purchasing and Warehouses .134 .307 .663 -.47 .74 
Inventory Control Department .138 .318 .666 -.49 .77 
        
Organizatio
nal Impact 
Financial 
Department 
Deanship of faculty  .818
*
 .272 .003 .28 1.36 
Purchasing and Warehouses .360 .317 .259 -.27 .99 
Inventory Control Department .409 .330 .217 -.24 1.06 
Managerial Communication  .065 .298 .829 -.52 .65 
Deanship of faculty 
and personnel 
Financial Department -.818
*
 .272 .003 -1.36 -.28 
Purchasing and Warehouses -.458 .310 .142 -1.07 .15 
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affairs Inventory Control Department -.409 .324 .208 -1.05 .23 
Managerial Communication -.754
*
 .291 .010 -1.33 -.18 
Purchasing and 
Warehouses 
Department 
Financial Department -.360 .317 .259 -.99 .27 
Deanship of faculty .458 .310 .142 -.15 1.07 
Inventory Control Department .049 .362 .892 -.67 .76 
Managerial Communication -.295 .333 .376 -.95 .36 
Inventory Control 
Department 
Financial Department -.409 .330 .217 -1.06 .24 
Deanship of faculty .409 .324 .208 -.23 1.05 
Purchasing and Warehouses -.049 .362 .892 -.76 .67 
Managerial Communication -.345 .345 .320 -1.03 .34 
Managerial  
Communication 
Center 
Financial Department -.065 .298 .829 -.65 .52 
Deanship of faculty .754
*
 .291 .010 .18 1.33 
Purchasing and Warehouses .295 .333 .376 -.36 .95 
Inventory Control Department .345 .345 .320 -.34 1.03 
        
System 
Quality 
Financial 
Department 
Deanship of faculty .372 .282 .189 -.19 .93 
Purchasing and Warehouses .392 .329 .235 -.26 1.04 
Inventory Control Department .326 .342 .341 -.35 1.00 
Managerial Communication .098 .309 .752 -.51 .71 
Deanship of faculty 
and personnel 
affairs 
Financial Department -.372 .282 .189 -.93 .19 
Purchasing and Warehouses .020 .321 .950 -.61 .65 
Inventory Control Department -.045 .335 .892 -.71 .62 
Managerial Communication -.274 .301 .363 -.87 .32 
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Purchasing and 
Warehouses 
Department 
Financial Department -.392 .329 .235 -1.04 .26 
Deanship of faculty -.020 .321 .950 -.65 .61 
Inventory Control Department -.065 .375 .862 -.81 .67 
Managerial Communication -.294 .345 .395 -.98 .39 
Inventory Control 
Department 
Financial Department -.326 .342 .341 -1.00 .35 
Deanship of faculty .045 .335 .892 -.62 .71 
Purchasing and Warehouses .065 .375 .862 -.67 .81 
Managerial Communication -.229 .357 .523 -.93 .48 
Managerial 
Communication 
Center 
Financial Department -.098 .309 .752 -.71 .51 
Deanship of faculty  .274 .301 .363 -.32 .87 
Purchasing and Warehouses .294 .345 .395 -.39 .98 
Inventory Control Department .229 .357 .523 -.48 .93 
Exhibit 6-9: Post Hoc Test (Multiple Comparisons). 
 
The results of the post hoc test point to the following:  
Individual Impact: the results show that there is a difference between the Deanship 
of Faculty and Personnel Affairs and the Managerial Communications Center in 
rating the dimension. 
Organizational Impact: the results show that there is a difference between the 
Deanship of faculty and personnel affairs and Financial Department, and between 
the Deanship of faculty and personnel affairs and the Managerial Communications 
Center when rating the dimension. 
Information Quality: the results show that there is a difference between the 
Deanship of faculty and personnel affairs and Financial Department when evaluating 
the dimension.  
System Quality: The differences between the departments with regard to their rating 
the quality of the ERP system are not significant.  
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6.11.2 Comparing between Employment Cohorts  
As explained earlier, the respondents were classified into three categories of 
employment cohorts: Strategic, Technical, and Operational. This sub-section is 
dedicated to conducting a comparison between users from these employment 
cohorts in term of rating the IS-Impact dimensions. The aim is to investigate whether 
there is a difference in mean scores of the dimensions for different employment 
cohorts. The assumption is that different employment cohorts may have different 
view on the ERP system and consequently may evaluate it differently. Therefore, it is 
anticipated that there would be different scores from the different cohorts for the 
dimensions of IS-Impact. 
 
The comparison between the different employment cohorts was conducted through 
the Kruskal-Wallis test, which is a non-parametric alternative to ANOVA. This test 
was selected because of the relatively small sample size of the strategic cohort. The 
results of the Kruskal-Wallis test are shown in exhibit (6-10).  The results 
demonstrate that the differences between the cohorts in the scores were not 
significant for all the dimensions of IS-Impact (p > 0.05).  This test does not support 
the assumption that different cohorts have different views on the ERP system. 
Moreover, the mean rank exhibit shows that the mean scores of the IS-Impact 
dimensions given by the different cohorts are very close to each other. 
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Exhibit 6-10: Comparing IS-Impact Scores across Different Employment Cohorts. 
 
Figure (6-8) provides a closer look at the mean scores for each of the IS-Impact 
dimensions, as given by different cohorts.  The figure, in general, shows that the 
mean scores are close to each other and they are around the middle point of the 
scale (3.5). The mean scores ranged from 3.5 (strategic cohort on Individual Impact) 
to 3.78 (operational cohort on organizational impact). This shows that the strategic 
cohort tended to generally rate the IS-Impact dimensions slightly lower than the other 
cohorts do. The figure also shows that the operational cohort tends to generally rate 
the dimensions slightly higher than other cohorts do. Overall, the figure supports the 
Kruskal-Wallis test results, which demonstrated that the differences in the mean 
scores for the dimensions as given by the cohorts were not significant. 
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Figure 6-8: Mean Scores of IS-Impact Dimensions as Rated by Different Employment Cohorts. 
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6.12 Chapter Conclusion 
The Chapter presented and discussed the design, the conduct, and the results of the 
Confirmation Survey. The Confirmation Survey’s main purpose was to operationalize 
the context-Extended IS-Impact Model that resulted from the preceding Identification 
Survey. The chapter started with a general discussion about the appropriateness of 
the survey methodology for the study. Then, the chapter provides a detailed 
description for the design considerations of the Confirmation Survey instrument, 
which covers the constructs, the layout, and the format. Next, the chapter detailed 
the Confirmation Survey’s conduct considerations, including the population and the 
sample. Finally, the chapter described the procedure for conducting and 
administering the data collection of the Confirmation Survey. In summary, this 
chapter highlighted and demonstrated the rigor in the Confirmation Survey’s design 
and conduct. 
 
All the processes of the Confirmation Survey data collection are reported in this 
chapter.  In fact, the design of the Confirmation Survey took into account the 
importance of the quality and representativeness of the collected data. The 
Confirmation Survey instrument was pilot tested to identify and rectify possible 
problems with the survey instrument. In the actual data collection, the instrument 
was distributed to the five departments of King Saud University (KSU) in order to 
target a larger number of the MADAR ERP users and to have more representative 
data, to enable the generalization of the findings. The total number of the 
respondents who provided valid responses was 161. In fact, the respondents 
represented the five departments of KSU, different levels of experience, and different 
employment cohorts. 
 
Finally, the chapter reported the data analysis procedure and findings from the 
analysis performed on the collected data. There were two types of analyses: 
descriptive analysis and comparative analysis. The descriptive analysis provided 
information about each of the items of the survey instrument. The descriptive 
analysis of the items includes the following statistics about the distribution: the mean, 
the standard deviation, the skewness, and kurtosis. The comparative analysis was 
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conducted to investigate the potential difference between the various groups of 
interest. The first analysis was dedicated to investigating the differences in the mean 
scores for the dimensions of IS-Impact across the five departments of KSU. The 
second comparative analysis investigated the difference in the mean scores of IS-
Impact dimensions for different types of employment cohorts. In general, the findings 
of the comparative analysis indicated that there were no significant differences 
between the various groups, except in isolated occasions. In the following chapter, 
the collected data in the Confirmation Survey will be used for validating the IS-Impact 
Model. The next chapter will be dedicated to reporting the procedures and the 
findings of the validation of the IS-Impact Model and related models. 
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7.1 Chapter Introduction 
This chapter is dedicated to assessing the research model derived in Chapter 5. The 
research model is a structural equation model (SEM) that consists of 3 constructs: 
Computer Network Quality, IS-Impact, and IS-Satisfaction. The IS-Impact construct 
is the central focus of the study and was placed in a structural model for the purpose 
of assessing its validity. The IS-Impact Model is conceptualized as a hierarchal 
measurement model with 4 dimensions and 35 measures. In the research model, 
Computer Network Quality is hypothesized as an antecedent of IS-Impact and 
conceptualized as a formative one-dimensional measurement model. IS-Satisfaction 
is hypothesized as a consequence of IS-Impact and was conceptualized as a 
reflective measurement model. 
 
The chapter starts with an overview of Structural Equation Modeling (SEM). Then, a 
comparison between formative constructs and reflective construct is provided, to 
understand their characteristics and the assessment approaches suitable for each 
type. Then, the chapter proceeds by exploring the various approaches to SEM, 
which includes the Covariance-Based SEM (CBSEM) and the Component-Based 
SEM (e.g. Partial Least Squares (PLS). After that, the chapter provides a brief 
explanation of the Partial Least Squares (PLS) approach, which is the selected 
approach for this study. The chapter also contains a justification for selecting the 
PLS approach by showing the suitability of the approach through the various phases 
of the study. Then, the chapter gives a review of the procedure for assessing 
Structural Equation Models, which consists of two steps: assessing measurement 
models (reflective or formative) and assessing the structural model. In fact, the 
various aspects and associated criteria for model assessment are described 
thoroughly in this chapter. Then, the chapter concludes by discussing the conduct of 
the various tests for assessing the research model, including the assessment of 
reflective models, formative models, and the structural model.  
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7.2 Structural Equation Modeling 
The objective of many research studies is to analyze causal relationship between 
different variables. According to Gefen, Straub, and Boudreau (2000), Structural 
Equation Modeling (SEM) is a statistical technique that simultaneously tests and 
estimates causal relationships between independent and dependent constructs. The 
SEM technique is common in research studies that follow a positivist epistemological 
belief, such as our study. SEM is considered to be the second generation of 
multivariate analysis (Fornell, 1987). It is different from the first generation 
techniques, such as factor analysis and multiple regressions, as it allows 
researchers to consider relationships among multiple independent and dependent 
constructs simultaneously.  
 
SEM offers a comprehensive and systematic analysis that helps researchers to 
answer a set of interrelated research questions (Gefen et al., 2000). One of the most 
important strengths of SEM is that the technique supports latent variables. Latent 
variables (LVs) are constructs that are hypothetically created by researchers in order 
to understand a research area (Bentler, 1980, p. 420). LVs cannot be measured 
directly because they are unobservable. Examples of LVs are constructs such as 
perceptions, intentions, satisfaction, benefits, or impacts. LVs can be measured or 
estimated by indicators that are observable and empirically measurable. 
 
Structural equation models consist of two sub-models: the structural model (inner 
model) and the measurement model (outer model). The structural model is 
concerned with the causal relationships between the latent variables. The structural 
model is usually based on theoretical considerations. In these models, Independent 
LVs are called exogenous variables and the dependent LVs are referred to as 
endogenous variables. On the other hand, measurement models are dedicated to 
define each of the LVs within the structural equation model. The measurement 
model embodies the relationship between the LVs and their observable indicators. In 
fact, measurement models are usually grounded on auxiliary theories. Without these 
auxiliary theories, it is ambiguous to map theoretic constructs to empirical 
phenomena and theories cannot be tested empirically (Blalock, 1971, as cited in 
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Edwards & Bagozzi, 2000). In summary, a structural equation model is a 
combination of a structural model and a number of measurement models.  
 
One of the main statistical issues related to the analysis of structural equation 
models is the optimal estimation of the model’s parameters (Urbach & Ahlemann, 
2010). SEM assumes that the relationships between variables are linear. In fact, 
there is a problem in determining the goodness-of-fit to the sample data on the 
variables measured (Urbach & Ahlemann, 2010). The SEM is usually rejected as an 
explainer of the causal structure in cases where it does not fit the sample data. By 
contrast, the causal structure is credible if the model is statistically accepted (Bentler, 
1980). 
 
An example of a simple structural equation model is illustrated in figure (7-1). The 
model consists of an exogenous variable (a) and an endogenous variable (b). The 
relationship between variable (a) and variable (b) is quantified by a path coefficient 
(r). Variable (a) is a formative construct and variable (b) is a reflective construct. Both 
of these variables are operationalized by indicators (xi) for variable (a) and indicators 
(yi) for variable (b). The relationship within the measurements models between the 
variables and their respective indicators are denoted as (ni); it represents the 
weights for formative measurement models and factor loadings for reflective models.  
 
 
Figure 7-1: An Example of a Simple Structural Equation Model. 
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7.3 Formative and Reflective Constructs 
As mentioned earlier, any SEM consists of two sub-models, which are the structural 
model and the measurement model. As mentioned earlier, measurement models are 
dedicated to defining and measuring the Latent Variables (LVs) within SEMs. 
Measurement models depict the relationship between LVs and their observable 
indicators (Measures). In general, there are two types of indicators: reflective 
indicators and formative indicators. Table (7-1) illustrates the differences between 
the two types of measurement models. 
 
Reflective indicators are considered to represent the effects of the LVs (LVs cause 
the indicators) (Chin, 1998). Reflective indicators of a given LV measure the same 
underlying phenomenon. Reflective Indicators change according to changes to the 
LV they measure and that refer to internal consistency (Bollen, 1984). Therefore, all 
reflective indicators should correlate positively. Figure (7-2) depicts an example of 
reflective measurement model.  
 
By contrast, formative indicators form or cause the LV (Chin, 1998). In fact, formative 
indicators do not necessarily have to correlate (Rossiter, 2002). This is attributable to 
the fact that there are no direct causal relationships between the LV and the 
Formative indicators (Urbach & Ahlemann, 2010). In some cases, formative 
indicators may even be inversely related.  Figure (7-3) depicts an example of a 
formative measurement model.  
 
In general, reflective indicators are more commonly associated with studies that are 
based on SEM. A small percentage of studies have used formative indicators 
(Urbach & Ahlemann, 2010). Reflective measurement models were deemed the 
norm among researchers and they were applied sometimes without enough 
justifications (Henseler et al., 2009; Urbach & Ahlemann, 2010). It is claimed that this 
extensive use of reflective measurement models led to a significant number of 
studies that mis-specified measurement models (Diamantopoulos & Winklhofer, 
2001; Jarvis et al., 2003; Petter et al., 2007). In such studies, researchers used 
reflective models where the indicators would more properly be considered formative 
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indicators. Consequently, these researchers validated these reflective models using 
validation techniques appropriate to reflective models. Petter et al. (2007) conducted 
a study that showed that 30 percent of the SEM studies in leading IS journals were 
subject to this kind of mis-specifications. 
 
In fact, there has been a continuing discussion on the characteristics and 
appropriateness of each type of measurement model and the limitations of 
employing formative indicators (Bagozzi, 2007; Bollen, 2007; Howell, Breivik, & 
Wilcox, 2007). Formative constructs are considered to have epistemological, logical, 
and statistical problems (Urbach & Ahlemann, 2010). Therefore, some researchers, 
such as Wilcox, Howell, and Breivik (2008), recommend using reflective indicators 
only for theory testing. Bagozzi (2007) states that “Formative measurement can be 
done, but only for a limited range of cases and under restrictive assumptions. Yet, 
even here problems in interpretation may arise” (p. 236). Therefore, Urbach and 
Ahlemann (2010) recommended the use of reflective measurement models if there is 
a choice between applying reflective or formative measurement models. Beyond this, 
Urbach and Ahlemann (2010) assert that measurement models should be designed 
with indicators that are either completely formative or completely reflective. 
 
       
 Figure 7-2: An Example of Reflective Model.                Figure 7-3: An Example of Formative Model. 
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Criteria Formative Model Reflective Model 
1. Direction of causality from 
construct to measure 
implied by the conceptual 
definition 
Direction of causality is from 
items to construct. 
Direction of causality is from 
construct to items. 
Are the indicators (items) (a) 
defining characteristics or (b) 
manifestations of the 
construct? 
Indicators are defining 
characteristics of the construct. 
Indicators are manifestations of 
the construct. 
Would changes in the 
indicators/items cause 
changes in the construct or 
not? 
Changes in the indicators 
should cause changes in the 
construct. 
Changes in the indicator should 
not cause changes in the 
construct. 
Would changes in the 
construct cause changes in the 
indicators? 
Changes in the construct do 
not cause changes in the 
indicators. 
Changes in the construct do 
cause changes in the indicators. 
2. Interchangeability of the 
indicators/items 
Indicators need not be 
interchangeable. 
Indicators should be 
interchangeable. 
Should the indicators have the 
same or similar content? Do 
the indicators share a common 
theme? 
Indicators need not have the 
same or similar 
content/indicators need not 
share a common theme. 
Indicators should have the same 
or similar content/indicators 
should share a common theme. 
Would dropping one of the 
indicators alter the conceptual 
domain of the construct? 
Dropping an indicator may alter 
the conceptual domain of the 
construct. 
Dropping an indicator should not 
alter the conceptual domain of 
the construct. 
3. Co-variation among the 
indicators 
Not necessary for indicators to 
co-vary with each other 
Indicators are expected to co-
vary with each other. 
Should a change in one of the 
indicators be associated with 
changes in the other 
indicators? 
Not necessarily Yes 
4. Nomological net of the 
construct indicators 
Nomological net of the 
indicators may differ. 
Nomological net of the indicators 
should not differ. 
Are the indicators/items 
expected to have the same 
antecedents and 
consequences? 
Indicators are not required to 
have the same antecedents 
and consequences. 
Indicators are required to have 
the same antecedents and 
consequences. 
Table 7-1: Differences between Formative and Reflective Constructs (adapted from Jarvis et al., 2003).  
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7.4 Structural Equation Modeling Approaches 
Two major approaches to SEM are currently available for researchers: covariance-
based SEM (CBSEM) and component-based approaches such as Partial Least 
Squares (PLS). CBSEM is implemented in LISREL, AMOS, EQS, and RAMONA. 
These approaches are different from each other in term of their underlying statistical 
assumptions, the objective of the analysis, and the nature of the fit statistics they 
generate (Gefen et al., 2000). Theoretically, each of these approaches is used for 
distinct purposes. Typically, CBSEM is used for theory testing and PLS is used for 
theory development and predictive applications (Henseler et al., 2009). According to 
Jöreskog and Wold (1982), PLS is primarily suitable for causal predictive analysis of 
high complexity but low theoretical information. On the other hand, CBSEM stresses 
the transition from exploratory to confirmatory analysis. In fact, PLS can be used as 
an alternative for CBSEM for theory testing when satisfactory global goodness-of-fit 
is established (Henseler et al., 2009).  
 
CBSEM uses a function called maximum likelihood (ML) in order to minimize the 
difference between sample covariance and the covariance predicted by the 
theoretical model. As a consequence, the estimated parameters attempt to 
reproduce the covariance matrix of the observed values. The observed values have 
to follow a normal distribution before the ML function is applied. By contrast, the PLS 
approach minimizes the variance of all the dependent variables instead of explaining 
the co-variation. Therefore, PLS makes lower demands on sample size and 
measurement scales (Wold, 1985). Table (7-2) compares the two approaches 
(CBSEM and PLS).  
 
Covariance-based SEM is considered as an established approach with recognized 
Good of Fit (GoF) metrics and better parameter accuracy. For this reason, it is a 
more accepted approach, as it provides a rigorous model validation procedure. 
CBSEM is considered appropriate for confirmatory studies in which the constructs 
and the measurement models are available (Urbach & Ahlemann, 2010). However, 
CBSEM can only handle structural models of small-to-moderate complexity (Chin & 
Newsted, 1999). As stated earlier, PLS can be an alternative to CBSEM in some 
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cases (Henseler et al., 2009). Chin (1998) listed the following circumstances where 
PLS can replace CBSEM: 
 The phenomenon under investigation is new and new measurement models 
need to be developed.  
 The SEM is complex (has large number of LVs and indicators). 
 The measurement models within the SEM are in different modes (formative 
and reflective). 
 The analysis demands of CBSEM such as sample size or normal distribution 
are not met.  
 Prediction is more important than parameter estimation. 
Criteria PLS CBSEM 
Objective Prediction-oriented  Parameter-oriented 
Approach Variance-based  Covariance-based 
Assumption  
 
Predictor specification 
(nonparametric) 
 
Typically multivariate normal 
distribution and independent 
observations (parametric) 
Parameter estimates  Consistent as indicators and 
sample 
size increase (i.e., consistency 
at 
large) 
 
Consistent 
Latent variable scores  Explicitly estimated  Indeterminate 
Epistemic relationship 
between an LV and its 
measures 
 
Can be modeled in either 
formative or reflective mode 
 
Typically only with reflective 
indicators. However, the formative 
mode is also supported. 
Implications  Optimal for prediction accuracy  Optimal for parameter accuracy 
Model complexity  
 
Large complexity (e.g., 100 
constructs and 1,000 indicators) 
 
Small to moderate complexity 
(e.g., less than 100 indicators) 
Sample size  
 
 
Power analysis based on the 
portion of the model with the 
largest number of predictors. 
Minimal recommendations range 
from 30 to 
100 cases. 
Ideally based on power analysis of 
specific model—minimal 
recommendations range from 200 
to 800. 
Type of optimization  Locally iterative  Globally iterative 
Significance tests  Only by means of simulations; 
restricted validity 
 
Available 
Availability of global 
Goodness of Fit (GoF) 
metrics 
 
Are currently being developed 
and 
discussed 
 
Established GoF metrics available 
Table 7-2: Comparison between CBSEM and PLS Approaches (adapted from Chin & Newsted, 1999). 
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The decision to select one of the approaches depends on the design of the research 
study and the characteristics of the sample. As described, each approach has its 
advantages that make it suitable for certain circumstances. According to Urbach and 
Ahlemann (2010), it is possible in some cases to alternatively apply both PLS and 
CBSEM.  It is recommended that CBSEM be used in these cases because it offers a 
higher level of validity of its results (Urbach & Ahlemann, 2010). In addition, PLS can 
cause bias, as a result of its alleged tendency in confounding measurement errors 
and variable variances (Scholderer & Balderjahn, 2006, as cited in Urbach & 
Ahlemann, 2010). Figure (7-4) illustrates the appropriateness of CBSEM and PLS 
according to the purpose of the analysis. 
 
 
Figure 7-4: Appropriateness of CBSEM and PLS (adapted from Henseler et al., 2009, p. 296). 
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7.5 Partial Least Squares 
Partial Least Squares (PLS) is a component-based approach that allows structural 
equation testing. The main idea behind PLS is to have two iterative procedures using 
least squares estimations for single or multi-component models (Urbach & 
Ahlemann, 2010). The objective of the application of these procedures is to minimize 
the variance of all dependent variables (Chin, 1998). The relationship directions 
(cause-and-effect directions) between different LVs in the structural model should be 
defined clearly for a good application of PLS (Huber, Herrmann, Meyer, Vogel, & 
Vollhardt, 2007). Moreover, having more indicators to define the model’s LVs is 
preferred because it can explain the variance of the LVs in a more accurate way 
(Huber et al., 2007). According to Chin (1998), PLS can be used for two applications: 
theory development and theory confirmation. For theory development, PLS is used 
to develop propositions by investigating the relationships between LVs.  PLS is 
frequently considered as one of the methods that are capable of handling both 
reflective and formative constructs, along with methods such as Linear Structural 
Relationship (LISREL) (Jarvis et al., 2003). In fact, PLS offers a number of 
advantages and also has some disadvantages. Table (7-3) lists some of the 
advantages and disadvantages of PLS. 
 
Advantages Disadvantages 
 PLS is Distribution-Free as it does not 
assume anything regarding the 
distributional form of LVs (Chin 1998).  
 PLS does not generate inadmissible 
solutions and it does not suffer factor 
indeterminacy (Fornell & Bookstein 1982). 
 Under certain conditions, PLS can work 
with relatively small sample sizes (Cassel 
et al. 1999).  
 PLS produces estimates for LVs for all 
cases in the data set (Urbach & Ahlemann, 
2010).  
 Independent observations are not needed 
(Wold 1980).  
 There is no need for identical distributions 
of residuals (Chin & Newsted 1999; 
Lohmöller 1989). 
 
 PLS may cause measurement errors to 
occur because LVs are estimated as the 
aggregates of the corresponding indicator 
variables. 
 PLS may lead to inconsistencies because 
its estimates are very close to the 
empirical data (Chin & Newsted 1999; 
Fornell & Cha 1994; Huber et al. 2007).  
 In PLS approach, parameter estimates for 
the structural model are often inferior when 
compared to those generated by 
alternative approaches.  
 With PLS, It is not possible to perform 
significance tests of model parameters. 
 
 
Table 7-3: Advantages and Disadvantages of the PLS Approach (adapted from Urbach & Ahlemann, 2010). 
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7.5.1 PLS Algorithm 
The main features of the PLS algorithm are presented below, based on explanations 
offered by Chin (1998). The PLS algorithm can be traced back to Wold (1966) and 
his efforts in the area of principal component analysis. The PLS algorithm was 
completely formalized for the first time by Wold (1980). Then, Wold (1985) gained 
greater acceptance for PLS, introducing its main reference. Since then, the PLS 
algorithm has been refined by a number of researchers, such as Lohmöller (1989) 
and Chin (1998). The PLS algorithm consists of two phases: preparatory phase and 
final phase. The preparatory phase of the PLS algorithm contains an iterative main 
procedure. This main procedure entails two steps: outside approximation and inside 
approximation. The Outside approximation helps the estimation of LVs in the form of 
weighted aggregates of the indicators. This step is performed in a number of 
iterations, where the estimation in the first iteration is calculated by assigning equal 
weights to each block of indicators. In the following iterations, more appropriate 
weights are calculated using regression based on the empirical data. The second 
step, which is the inside approximation, helps generate proxies for each endogenous 
LV, based on its association with neighboring LVs. Regression is mainly used in the 
inside approximation, where its results are the new proxies for the LV for the next 
iteration of the outside and inside approximations. This main procedure is stopped 
when the last iteration does not significantly improve the LV estimates. The final 
phase of the PLS algorithm helps in calculating weights for formative indicators, 
factor loadings for reflective indicators, path coefficients for paths between LVs, and 
validation measures.  
 
7.5.2 PLS Software Packages 
The increasing interest in SEM using the PLS approach has been met with a 
considerable increase in PLS software packages. Currently, there are a number of 
established PLS software packages, such as PLS-Graph (Chin, 2001), PLS-GUI (Li, 
2005), SmartPLS (Ringle, Wende, & Will, 2005), VisualPLS (Fu, 2006), and SPAD 
PLS Path Modeling (SPAD, 2009). Researchers often choose the most appropriate 
software tool according to several criteria: statistical accuracy, methodological 
capability, usability, and ,more importantly, availability (Urbach & Ahlemann, 2010). 
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One of the most informative studies that compared various PLS software packages 
is the one by Temme and Kreis (2006). In their study, they conducted a 
comprehensive comparison, which identified the strengths and weaknesses of the 
various available software packages. Their analysis can help researchers to make 
an informed selection. In general, their analysis revealed that the various PLS 
software packages are easy to use. However, the main noticeable difference 
between these packages is that the algebraic signs of path coefficient and the 
weights or factor loadings vary across these tools. Therefore, the researchers need 
to interpret the results cautiously.  
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7.6 Suitability of PLS Approach for the Study 
This section is dedicated to assessing the appropriateness of the PLS approach 
through reviewing the various stages of the study that precedes Model Validation. 
The decisions made throughout the stages of the study will be evaluated against the 
requirements of applying the PLS approach at each stage. The aim is to 
demonstrate that PLS approach can be applied to assess the validity of the IS-
Impact Model. The stages that will be investigated are: Problem Definition and 
Research Design, Theoretical Foundation, Model Construction, Instrument 
Development, and Data Collection.   
 
7.6.1 Problem Definition and Research Design 
Problem definition and research design is typically the first stage in any research 
study. This stage is concerned with defining the study research questions and 
designing the appropriate methodology. Urbach and Ahlemann (2010) emphasized 
the importance of defining the domain of the research problem as it acts as a 
foundation for understanding the research external validity. The required level of 
external validity has a role in shaping the sampling strategy in the data collection 
stage. The problem definition should clearly specify the level of analysis of the study 
(Lewis, Templeton, & Byrd, 2005). According to Urbach and Ahlemann (2010), 
having a clear problem definition will make the development of measurement models 
and corresponding survey instruments an easier task. For this study, the problem 
definition of the study was specified and stated carefully and clearly as shown in 
chapter 1. 
 
Urbach and Ahlemann (2010) adopted a number of questions, from (Bortz & Döring, 
2006; Saunders, Lewis, & Thornhill, 2007), that need to be answered by researchers 
regarding the appropriateness of the PLS approach at this stage. The questions are:  
 Are the positivist philosophical foundations acceptable, and are the 
assumptions suitable? 
 Is the phenomenon sufficiently understood so that the construction of a 
structural equation model is promising? 
 Will it be possible to collect data of the required quality? 
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 Is there enough PLS competency in the research team or can the required 
level of expertise be acquired? 
 
For this study, the answers to these questions are positive, which indicates that the 
PLS approach was appropriate for application in the study.  
 
7.6.2 Theoretical Foundation 
Theoretical foundation is a vital part in any research study. This is more relevant in 
the case of using the PLS approach, as there is a need to build the structural model 
and the measurement models on a strong theoretical foundation (Urbach & 
Ahlemann, 2010). This stage is very important for identifying theories that can help in 
developing the research model of the study, including the structural model and the 
measurement models. This is achieved mainly by having a structured literature 
review (Webster & Watson, 2002). In fact, it is recommended to use existing 
construct definitions and measurement models whenever possible (Urbach & 
Ahlemann, 2010). The lack of theoretical foundation can lead to inadequate analysis 
of the model under evaluation using the PLS approach. For this study, the research 
model, including the structural model and the measurement models, has been 
derived based exclusively on a theoretical foundation (Refer to Chapter 5). This 
includes the relationships between the LVs in the structural models and the 
relationship between the LVs and their indicators in the measurement models.  
 
7.6.3 Model Construction  
The model construction components should preferably be based on existing theories 
in the literature. However, some constructs may require other approaches.  
According to Urbach and Ahlemann (2010), the development of structural models is 
influenced mainly by existing theories, as well as by exploratory research and 
researcher creativity. It is noted that researchers often put extra importance on the 
structural model while neglecting measurement models (Petter et al., 2007). 
Currently, there is little guidance offered in the literature on how to develop a 
structural model. On the other hand, a number of researchers have suggested ways 
for developing measurement models (e.g. Diamantopoulos & Winklhofer, 2001; 
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Lewis et al., 2005; Rossiter, 2002). Jarvis et al. (2003) emphasize the importance of 
the correct specification of measurement models. The mis-specification of a 
measurement model could cause negative impacts on the overall research quality. 
This is dangerous, because it cannot be easily corrected at the model validation 
stage. One of the recommendations provided by Urbach and Ahlemann (2010), 
when constructing measurement models, is to have alternative blocks of indicators 
for the same LV (having a reflective and a formative measurement model for each 
LV). This is useful as it gives the researcher the flexibility to decide the type of 
measurement model before the validation stage.  Chin (1998) recommends 
researchers increase the number of indicators, as it leads to better estimates and 
lower standard error. In addition, a large number of indicators increase the degree of 
freedom to optimize the model (Churchill, 1979). 
 
For this study, the candidate made sure to correctly specify the measurement 
models of the LVs in the structural model. The IS-Impact construct and its 
dimensions, along with the Computer Network Quality construct, were modeled as 
formative “measurement models” while the IS-Satisfaction construct was modeled as 
“reflective measurement model”. The formative constructs in the model were also 
modeled alternatively as “reflective measurement models” using a number of 
reflective indicators to be able to perform certain validity tests (External Validity). In 
fact, the number of indicators for each constructs in the research model is 
considered to be high, which increases the degree of freedom to optimize the model. 
(Refer to Chapter 5 for more details).  
 
7.6.4 Survey Instrument Development 
The next step after the model construction is the development of the survey 
instrument, which is based on the research model of the study (the structural model). 
The various steps of the survey instrument development can be reviewed in Chapter 
6. As stated earlier, it is preferable to have a large number of indicators for each LV 
from the perspective of model validation. However, survey instruments typically limit 
the number of items that are based on indicators. Therefore, several researchers 
propose using deductive and empirical procedures to refine survey instruments and 
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the underlying research model (Lewis et al., 2005). These procedures include pre-
testing and pilot testing of the survey instrument. Pre-tests allow researchers to 
receive empirical feedback on the instrument quality from a selected sample. The 
pilot-tests allow the researcher to receive responses from a group from the actual 
study sample and also to receive feedback on the instrument quality.  
 
For this study, each indicator in the model was represented by only one item, to keep 
the number of items as low as possible (the total number of survey items was 60). 
The candidate conducted a two-round pilot test to refine the survey instrument. The 
first round is similar to the pre-test mentioned above, where the instrument was 
tested with a selected sample of Saudi Arabian students. The second round of the 
pilot test was conducted with a part of the actual sample of the study. Both rounds 
helped the candidate to refine the instrument and arrive at the final version of the 
instrument that was used in the actual data collection. The pilot test did not 
recommend the removal of any item rom the initial survey. The total number of 
survey items remained at 60 and the pilot test revealed that respondents needed 20 
minutes on average to complete the instrument, which is acceptable. 
 
7.6.5 Data Collection 
After the development of the final version of the survey instrument, the candidate 
was ready for the actual data collection. One of the most important issues in data 
collection in relation to the PLS approach is sample size. As previously mentioned, 
the PLS approach is renowned for its ability to handle small sample sizes (e.g. 
Agarwal & Karahanna, 2000; Benaroch et al., 2006; Cassel et al., 1999). Chin (1998) 
proposes a rule , originally developed by Barclay et al. (1995), that helps researchers 
calculate the required sample size. The rule has 3 steps: (1) identify the construct 
with the largest number of formative indicators and count them, (2) identify the 
dependent variable with the largest number of independent variables and count 
them, (3) take the maximum figure from the past two steps and multiply them by 10 
to get the minimum sample size. However, Goodhue et al. (2006) warn that PLS 
does not always guarantee adequate statistical power with small samples.  For 
example, small sample sizes (e.g., n=20) do not help the researcher detect or verify 
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structural paths with small coefficients (Chin & Newsted, 1999). In these cases, 
sample sizes are required to be similar to what is needed for covariance-based 
approaches (n > 150) (Urbach & Ahlemann, 2010). Urbach and Ahlemann (2010) 
suggested the evaluation of the estimates and standard errors using re-sampling 
techniques such as bootstrapping (Efron, 1979; Efron & Tibshirani, 1993). 
 
After the actual data collection, there is a need to verify the quality of the data (Lewis 
et al., 2005). Two subjects of analysis can be checked: response rate and non-
response bias. Response rate is dependent on factors such as population and 
context. According to Van der Stede et al. (2005), high response rate reflects rigor in 
the study. Follow-up procedures can be used in case the first round of data collection 
yielded a low response rate (Urbach & Ahlemann, 2010). According to Dillman 
(2008), follow-up procedures can increase the response rates by inviting more 
respondents to the study.  Non-response bias occurs when some of the target 
respondents do not respond to the survey. According to Urbach and Ahlemann 
(2010), a large non-response group can cause unreliable representation of the 
sample and lead to misleading conclusions that cannot be generalized. Rogelberg 
and Stanton (2007) suggest a number of ways to minimize non-response, such as 
pre-notification of participants, providing incentives, and sending reminder notes. 
 
In this study, the construct with the largest number of formative indicators is (System 
Quality) with 14 formative indicators. The IS-Impact construct is the dependent 
variable with the largest number of independent variables (5 independent variables). 
As suggested by Chin (1998), the largest number of the two, which is 14, is 
multiplied by 10. This means that 140 is the minimum required sample size for this 
study. In fact, the study received 161 valid responses, which is above the suggested 
minimum sample size. Moreover, the sample size is larger than 150, which is the 
minimum sample size required for covariance-based approaches which, can be used 
to confirm structural paths with small coefficients.  To increase the response rate and 
to minimize the non-response bias, the candidate and the heads of each section at 
the participating organization conducted meetings with the employees prior to the 
dissemination of the survey, to signify the university’s endorsement of the survey. In 
addition, reminder notes were sent to respondents to encourage them to complete 
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the instrument. Moreover, the candidate employed a follow-up procedure to invite the 
employees who had not responded to the survey.  
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7.7 Model Assessment using PLS Approach 
Data collection of SEM studies is always followed by the model assessment stage. 
Model assessment is the process of systematic evaluation of the hypothesis 
expressed by the structural model using the gathered data (Urbach & Ahlemann, 
2010). In other words, the objective of model assessment is to test whether the 
structural model fulfills the quality requirements of the empirical research. The PLS 
approach can be used for model assessment by calculating the estimates of model 
parameters even though it does not provide an established global goodness-of-fit 
(GoF) criterion (Henseler et al., 2009). However, the PLS approach can offer a 
reasonable process for model assessment (Urbach & Ahlemann, 2010). Chin (1998) 
proposes a process of two stages for model assessment using the PLS approach. 
The first stage entails the evaluation of the measurement models (outer model) and 
the second stage is dedicated to the evaluation of the structural model (inner model). 
Figure (7-5) depicts the model assessment process.  
 
This section is dedicated to reviewing the concept of validation for different types of 
models. As discussed earlier, there are two types of models in SEM: the structural 
model and the measurement models. The measurement models come in two sub-
types: Reflective measurement models and Formative measurement models. 
 
 
Figure 7-5: Model Assessment Process (adapted from Chin, 1998). 
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7.7.1 Assessment of Reflective Measurement Models 
Reflective Measurement Models can be assessed following the guidelines of Straub, 
Boudreau, and Gefen (2004) and Lewis et al. (2005). In fact, Reflective 
Measurement Models are assessed against the following aspects: Indicator 
Reliability, Internal Consistency Reliability, Convergent Validity, and Discriminant 
Validity.  
 
Indicator Reliability: this aspect measures how much of the indicators’ variance is 
explained by the corresponding LV that they measure (Urbach & Ahlemann, 2010). It 
explains the degree of the indicators’ consistency regarding what they intend to 
measure. Researchers propose that at least 50 percent of indicator variance should 
be explained by the latent variable they measure (Henseler et al., 2009). According 
to Chin (1998), indicator loadings should be significant at the 0.05 level and greater 
than 0.7. However, lower values, such as 0.45, are acceptable for exploratory 
research (Lewis et al., 2005). In fact, PLS offers re-sampling techniques such as 
Jackknifing (Miller, 1974) and Bootstrapping (Efron & Tibshirani, 1993) to assess the 
significance of the indicator loadings.  
 
Internal Consistency Reliability: this aspect of assessment checks whether the 
scores of all indicators with one construct (LV) have the same range and meaning 
(Cronbach, 1951). Internal Consistency Reliability is traditionally measured by 
Cronbach’s alpha (CA). CA measures the degree to which indicators load 
simultaneously when the LV increases (Urbach & Ahlemann, 2010). According to 
Urbach and Ahlemann (2010), Cronbach’s alpha assumes that all indicators are 
equally reliable and that underestimates the internal consistency reliability of 
constructs in PLS structural models. Therefore, Chin (1998) suggests the use of an 
alternative measure, which is the composite reliability (CR) (Werts, Linn, & Jöreskog, 
1974), to overcome Cronbach alpha’s shortcomings. Composite Reliability Attempts 
to measure the sum of an LV’s factor loadings relative to the sum of the factor 
loadings plus error variance (Urbach & Ahlemann, 2010). Henseler et al. (2009) state 
that Composite Reliability takes into consideration the fact that indicators have 
different loadings. According to Nunnally and Bernstein (1994), CA and CR values 
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above 0.7 are adequate for exploratory research and values above 0.8 are desirable 
for confirmatory research. However, values below 0.6 indicate a lack of Internal 
Consistency Reliability (Nunnally & Bernstein, 1994). Straub et al. (2004) state that 
high levels, of above 0.95, are suspicious and possibly indicate common method 
bias.  
 
Convergent Validity: this aspect refers to the degree to which indicators that reflect 
a construct converge in comparison to items measuring other constructs (Urbach & 
Ahlemann, 2010). Convergent Validity is assessed by a measure called Average 
Variance Extracted (AVE), introduced by Fornell and Larcker (1981). AVE values 
should be above 0.5 to demonstrate an acceptable degree of convergent validity. 
 
Discriminant Validity: this aspect is dedicated to evaluating the degree to which the 
indicators of different constructs (LVs) are also different form each other (Urbach & 
Ahlemann, 2010). Discriminant validity checks whether an indicator of a certain 
construct is also measuring another construct. In the PLS approach, Discriminant 
Validity can be evaluated by two measures: cross-loadings and the Fornell-Larcker 
criterion (Fornell & Larcker, 1981). To obtain cross-loadings, the score of each 
construct is correlated with all other indicators (Chin, 1998). Discriminant Validity can 
be inferred when an indicator’s loading is higher for the construct it measures than 
for any other constructs and each construct loads highest with its assigned 
indicators. The Fornell-Larcker criterion demands that a construct capture more 
variance with its assigned indicators than with any other construct. To confirm this, 
the AVE of each LV should be greater than the construct’s highest squared 
correlation with any other construct. Table (7-4) lists the various assessment aspects 
for reflective measurement models. 
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Assessment 
Aspect 
Criterion(s) Accepted Values or Conditions Related 
References 
Indicator 
Reliability 
Indicator 
Loadings,  
 
-Indicators’ loading should be higher than 
0.700.  
-For exploratory research designs, lower 
thresholds are acceptable.  
-Chin (1998) 
Significance of the 
loading (t-value) 
Loading of the indicators should be 
significant at the 0.050 level. 
-Chin (1998) 
Internal 
Consistency 
Reliability  
Cronbach’s alpha 
(CA) 
-For confirmative research: CA > 0.800 or 
0.900  
-For explorative research CA > 0.700.  
-Values must not be lower than 0.600. 
-Cronbach 
(1951) 
-Nunally and 
Bernstein 
(1994) 
Composite 
Reliability (CR) 
-For confirmative research: CA >0.800 or 
0.900 
-For explorative research CA > 0.700.  
-Values must not be lower than 0.600. 
-Werts et al. 
(1974) 
-Nunally and 
Bernstein 
(1994) 
Convergent 
Validity 
Average Variance 
Extracted (AVE) 
-Proposed threshold value: AVE > 0.500. -Fornell and 
Larcker (1981) 
Discriminant 
Validity 
Cross-loadings -Indicator’s loadings should be higher for 
the construct they measure than for any 
other construct. 
-Chin (1998) 
Fornell–Larcker 
criterion 
-AVE of each LV should be greater than 
the construct’s highest squared correlation 
with any other construct. 
-Fornell and 
Larcker (1981) 
Table 7-4: Various Assessment Aspects for Reflective Measurement Models. 
 
7.7.2 Assessment of Formative Measurement Models 
Formative measurement models are conceptually different from reflective 
measurement models, as described earlier, and are assessed against different 
categories and aspects from the traditional ones used for reflective measurement 
models (Bagozzi, 1994; Bollen, 1989). Many researchers (e.g. Diamantopoulos, 
2006; Hulland, 1999; Mathieson, Peacock, & Chin, 2001) conclude that reliability is 
irrelevant for the assessment of formative measurement models. Therefore, 
Henseler et al. (2009) emphasize that validity becomes more central and critical. 
Bollen (1989) stresses that assessing reliability and construct validity (convergent 
and discriminant validity) are meaningless for formative measurement model. 
According to Fornell and Larker (1981, p. 46), convergent and discriminant validity 
are not reasonable for evaluating formative measurement models because formative 
indicators do not have to be strongly interrelated.   
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However, there is a lack of pure agreement regarding the applicability of construct 
validity. Some researchers, such as Loch, Straub, and Kamel (2003), attempt to 
assess convergent validity using a modified multi-trait-multi method (MTMM) matrix 
analysis (Campbell & Fiske, 1959). They claim that existence of all inter-indicator 
and indicator-to-construct significant correlations might be evidence of convergent 
validity of the construct. However, Andreev, Heart, Maoz, and Pliskin (2009) indicate 
that the inter-indicator condition is problematic, as formative indicators naturally 
could be correlated or uncorrelated. In the same direction, MacKenzie, Podsakoff, 
and Jarvis (2005) express concerns regarding the applicability of convergent validity 
for formative measurement models. Therefore, most studies of formative 
measurement model assessment (e.g. Götz et al., 2010; Henseler et al., 2009) 
eliminate convergent validity.  
 
As with convergent validity, there have been mixed views regarding discriminant 
validity. MacKenzie et al. (2005) suggest assessing discriminant validity through 
inter-construct correlations between the formative constructs. According to Bruhn, 
Georgi, and Hadwich (2008), a formative measurement model indicates discriminant 
validity if its correlations with other constructs is more than 0.700. Loch et al. (2003) 
offer an alternative approach for testing discriminant validity for formative constructs 
based on using PLS weights, which are equivalent to the influence of formative 
indicators on their constructs. However, Andreev et al. (2009) express their concerns 
regarding the theoretical problem imposed by the condition proposed for discriminant 
validity for formative measurement models. As with convergent validity, many studies 
(e.g. Götz et al., 2010; Henseler et al., 2009) exclude discriminant validity when 
assessing formative measurement models (Andreev et al., 2009). 
 
Content validity assessment is essential for formative measurement models (Petter 
et al., 2007). Andreev et al. (2009) assert that content validity of formative models 
checks whether the indicators capture the entire scope of the model. Henseler et al. 
(2009) regard Content Validity as the first step of validating formative measurement 
models.  According to Rossiter (2002), formative measurement models should be 
validated through theoretic rationale and expert opinion. Götz et al. (2010) 
emphasize that content validity of formative models has to be guaranteed in the 
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model theoretical specification process. content validity is often assessed by 
conducting a comprehensive literature review and employing expert opinions 
workshops (e.g. Straub et al., 2004). In addition, Content Validity is often checked in 
the pilot testing of the survey instruments.   
 
In fact, most recent studies (e.g. Götz et al., 2010; Henseler et al., 2009) focus on 
the qualities that have consensus in the literature as being relevant and applicable 
for formative measurement models, and eliminate irrelevant concepts such as 
reliability, convergent validity, and discriminant validity. Henseler et al. (2009) and 
Götz et al. (2010) propose a relatively similar procedure for evaluating formative 
measurement models. The validity assessment procedure consists of statistical 
analyses on two levels: indicator level and construct level.  
 
Indicator Level Validity 
The indicator level validity can be assessed by three important aspects: 
Multicollinearity, Indicator Weight, and Significance of Indicators’ Weights (Chin, 
1998; Götz et al., 2010; Henseler et al., 2009). The degree of Multicollinearity 
among formative indicators is an important aspect of indicator level validity of 
formative measurement models (Diamantopoulos & Winklhofer, 2001; Götz et al., 
2010; Henseler et al., 2009). In fact, high Multicollinearity could mean that the 
indicator’s information is redundant (Henseler et al., 2009). Multicollinearity can be 
assessed by calculating the variance inflation factor (VIF) (Diamantopoulos & 
Siguaw, 2006; Götz et al., 2010; Henseler et al., 2009). VIF illustrates how much of 
an indicator’s variance is explained by other indicators in the same formative 
measurement model (Urbach & Ahlemann, 2010). Götz et al. (2010) state that “there 
is no clear threshold value for Multicollinearity” (p. 699). However, many researchers 
(e.g. Götz et al., 2010; Gujarati, 2003) agree that VIF value should not exceed 10, to 
ensure that Multicollinearity is not a problem for the formative model. However, 
Diamantopoulos and Siguaw (2006) recommend a more rigorous threshold of 3.3 for 
VIF.   
 
The second aspect of indicator level validity is the Indicator Weight, which can be 
measured by the magnitude of the path coefficient between the indicator and the 
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formative LV. In fact, many researchers recommend monitoring the path coefficients 
between the indicators and the formative construct (Chin, 1998; Lohmöller, 1989). 
The accepted value of path coefficient (β) is above 0.100 (Andreev et al., 2009; 
Chin, 1998). However, Lohmöller (1989) suggests path coefficients to be greater 
than 0.200. The sign of the path coefficient should match the initial hypothesis. Low 
indicator weight can be attributed to wrong specification of the indicator and might 
imply that the LV should be split into two constructs (Jahner, Leimeister, Knebel, & 
Krcmar, 2008).  
 
The third aspect of indicator level validity is the Significance of the Indicators’ 
Weights which indicates its relevance for the formative index construction (Götz et 
al., 2010). According to Henseler et al. (2009), the significance of weight for the 
indicators can be calculated in PLS using a bootstrapping procedure (Efron & 
Tibshirani, 1993). Path coefficients from the indicators to the construct should be 
statistically significant under a t-test (Andreev et al., 2009). The significance of 
indicator weight is measured using a t-value criterion. The accepted significance 
level or t-value should be above (0.050), which shows a sufficient validity level of the 
formative measurement model (Chin, 1998; Urbach & Ahlemann, 2010). 
 
Construct Level Validity 
The construct level validity can be assessed using 2 aspects: External Validity, and 
Nomological Validity (Götz et al., 2010; Henseler et al., 2009). External Validity 
reveals the extent to which the indicators actually capture the formative construct 
(Chin, 1998; Jahner et al., 2008). According to Diamantopoulos, Riefler, and Roth 
(2008), there are three possible approaches to assessing the External Validity of 
formative measurement models. The first approach is correlating all indicators 
capturing the formative construct to an overall external criterion (global item) for the 
construct. Henseler et al. (2009) applied this approach by regressing the formative 
index on an overall external criterion measure. In fact, the formative index can be 
summarized by calculating the mean score of the associated indicators (Malhotra, 
Gosain, & El Sawy, 2007). Henseler et al. (2009) suggest a threshold of 0.8 as a 
minimum for External Validity. This means that the formative index carries about 
80% of the intended meaning of the formative construct. The second suggested 
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approach is linking the formative construct with two reflective constructs to which it is 
theoretically related (Diamantopoulos et al., 2008). According to Andreev et al. 
(2009), this approach is not always feasible. The third and widely used approach to 
test the External Validity of formative measurement models in PLS is called the 
“Multiple Indicators and Multiple Causes” (MIMIC) model (Joreskog & Goldberger, 
1975). In this approach, the formative indicators and at least two reflective indicators 
are used to measure the construct (Diamantopoulos et al., 2008). The MIMIC model 
is currently preferred and recommended by new studies (e.g. Andreev et al., 2009; 
Götz et al., 2010; Urbach & Ahlemann, 2010). Götz et al. (2010) state that only 
SPAD PLS, a PLS software solution, supports the specification of variables by 
means of the MIMIC model. Rindskopf (1984, as cited in Götz et al., 2010) 
introduced an alternative specification of the MIMIC model using a two-construct 
model that integrates an additional “Phantom Construct” which reflectively measures 
the same variable that the formative model is measuring.  External validity is proven 
when association between the formative model and the phantom construct is strong 
and significant. Figure (7-6) depicts a two-construct MIMIC model.  
 
 
   Figure 7-6: MIMIC Model (adapted from Diamantopoulos & Winklhofer, 2010, p. 272). 
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Nomological Validity checks whether the formative measurement model performs 
as expected within a net of hypothesis (Nomological Network). The relationships 
between the formative construct and other constructs in the structural model should 
be theoretically strong, significant, and referred to in a sufficient body of literature 
(Götz et al., 2010; Henseler et al., 2009; Straub et al., 2004). Figure (7-7) shows an 
example of a nomological network.  
 
 
Figure 7-7: Nomological Network (adapted from Diamantopoulos & Winklhofer, 2001, p. 273). 
 
In contrast to reflective measurement models, formative models cannot be modified 
based only on statistical evidence (Urbach & Ahlemann, 2010). Jarvis et al. (2003) 
warn that omitting an item from a formative construct can change the meaning of the 
construct, as it will lead to the omission of a part of the construct. Therefore, 
statistically insignificant formative indicators should not be discarded as long as they 
are conceptually justified (Henseler et al., 2009). The various assessment categories 
and aspects of formative measurement models are listed in Table (7-5). 
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Assessment 
Category 
Assessment 
Aspect 
Criterion(s) Accepted 
Values 
References 
Indicator Level 
Validity 
Multicollinearity  VIF VIF<10, OR 
VIF<3.3 
Gujarati (2003) 
Diamantopoulos 
and Siguaw (2006),  
 
Indicator Weight Path Coefficient (β) 
between the 
indicator and the 
LV 
β > .100, or  
β >.200 
Lohmöller (1989) 
Chin (1998), 
Andreev et al. 
(2009) 
 
 
Significance of 
Indicator weight 
t-value 
 
t-value>0.050  Lohmöller (1989) 
Chin (1998), 
Urbach and 
Ahlemann (2010) 
Construct Level 
Validity 
External Validity Path Coefficient (β) 
and t-value 
between the 
formative construct 
and the reflective 
“phantom” 
construct. 
Path 
Coefficient 
should be 
strong, 
significant, and 
positive. 
Andreev et al. 
(2009) 
Urbach and 
Ahlemann (2010) 
Götz et al. (2010) 
Nomological 
Validity 
Path Coefficient (β) 
and t-value  
between the 
formative construct 
and the related 
construct 
(Antecedent or 
Consequence) 
Path 
Coefficient 
should be 
strong, 
significant, and 
with a sign 
match the 
hypothesized 
Straub et al. 
(2004).  
Henseler et al. 
(2009) 
Table 7-5: Various Assessment Aspects for Formative Measurement Models. 
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7.7.3 Assessment of the Structural Model 
The next step after validating the measurement models is to examine the structural 
model. There are two aspects in assessing the structural model of SEMs:  
Explanatory Power and Predictive Power. Explanatory Power is assessed against 2 
criteria: Coefficient of determination (R2) and Effect size (ƒ2). On the other hand, 
Predictive Power is assessed against 3 criteria: Path coefficient (β), Predictive 
Relevance (Q2), and Relative Impact (q2).  
 
Explanatory Power 
Coefficient of Determination (R2): The R2 value is defined as the “amount of 
variance in the construct in question that is explained by the model” (Chin, 2010, p. 
674). According to Götz et al. (2010), the main purpose in constructing a structural 
model is to evaluate the relationships between the endogenous LVs of the model. 
Therefore, R2 is an important criterion for assessing the explanatory power of the 
structural model and should be calculated for each endogenous LV in the model. 
According to Chin (1998), R2 values of around .670 are considered substantial, 
values of approximately .333 are deemed average, and values of .190 and lower are 
described as weak. In general, R2 values have to be sufficiently high to have a 
minimum level of explanatory power (Chin, 1998; Henseler et al., 2009). However, 
Henseler et al. (2009) indicates that moderate R2 values are acceptable when the 
endogenous LV is explained by few exogenous LVs. In the case of higher number of 
exogenous LVs, the R2 value must be substantial, as weak values can raise 
suspicion regarding the theoretical basis of the model (Henseler et al., 2009). 
 
Effect size (ƒ2): Effect size refers to the impact of an independent LV on a 
dependent LV (Andreev et al., 2009; Chin, 1998; Henseler et al., 2009). Effect size 
can be evaluated by using Cohen’s (1988) (ƒ2). According to Chin (1998), effect size 
is determined by calculating the increase in R2 of the LV to which the path is 
connected, relative to the LV’s proportion of unexplained variance. The effect size is 
considered to be small when the ƒ2 value is between .020 and .150, medium when 
ƒ2 value is between .150 and .350, and large when ƒ2 value exceeds .350 (Chin, 
1998; Cohen, 1988). The following equation is used to calculate the effect size.  
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R2 included is the explained variance of the dependent LV, including the particular 
independent LV whose effect is investigated and R2 excluded is the explained 
variance of the same dependent LV when the independent LV is removed from the 
structural model. 
 
Predictive Power 
Path coefficient (β): Path coefficient (β) between the LVs is an important criterion 
for assessing the predictive power of the structural model. The evaluation of the Path 
coefficient (β) is based on the magnitude, significance, and sign (Chin, 1998; Urbach 
& Ahlemann, 2010). The magnitude of the path coefficient indicates the strength of 
the relationship between the LVs and the sign of the path coefficient needs to be 
corresponding to the pre-proposed hypothesis (Urbach & Ahlemann, 2010).  
According to some researchers (e.g. Huber et al., 2007), path coefficients should be 
over .100 to indicate a certain impact within the model. Moreover, the path coefficient 
should be significant at least at the .050 level (Henseler et al., 2009; Urbach & 
Ahlemann, 2010). The significance can be determined by employing re-sampling 
techniques, such as bootstrapping (Efron & Tibshirani, 1993), which provides t-test 
results for all path coefficients. According to Chin (1998), most studies tend to make 
the bootstrap sample size equal to the original sample size, due to the small sample 
sizes employed in PLS. 
 
Predictive Relevance (Q2): the predictive relevance (Q2) of structural models can 
be evaluated using the Stone-Geisser test (Geisser, 1975; Stone, 1974), which tests 
the model’s ability to predict (Urbach & Ahlemann, 2010). According to Chin (1998), 
The Stone-Geisser (Q2) reflects an index of goodness of reconstruction by model 
and parameter estimations. The Stone-Geisser (Q2) test can be performed using the 
blindfolding procedure (Tenenhaus, Vinzi, Chatelin, & Lauro, 2005) to create 
estimates of residual variances (Urbach & Ahlemann, 2010). The procedure 
systematically assumes that some cases are missing from the sample and the model 
   
R included   R
 
e cluded
    R included
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parameters are estimated to predict the missing values (Urbach & Ahlemann, 2010). 
In fact, (Q2) measures the success of this prediction procedure and a positive (Q2) 
confirms the model’s predictive relevance (Henseler et al., 2009; Urbach & 
Ahlemann, 2010). 
 
Relative Impact (q2): the last criterion to test the predictive power of the structural 
model is the predictive relevance’s relative impact (q2). (q2) is calculated using the 
following equation:  
 
 
 
 
According to Henseler et al. (2009), values of 0.35, 0.15, and 0.02 indicate large, 
medium, and small relative impact (q2). The various aspects and criteria of the 
assessment of structural model are listed in table (7-6). 
 
Assessment 
Aspect 
Criterion(s) Accepted Values References  
Explanatory 
Power 
Coefficient of 
determination (R
2
) 
Values of approximately 
.670 are considered 
substantial, values of .333 
are moderate, and values 
around .190 are weak. 
Chin (1998) 
Effect Size (ƒ
2
) Values of .020, .150, and 
.350 indicate the predictor 
variable’s low, medium, or 
large effect in the structural 
model. 
Huber et al. (2007) 
Predictive Power Path Coefficient (β) Path coefficients should 
exceed .100 to account for 
a certain impact within the 
model (e.g., 
Huber et al. 2007). 
Furthermore, path 
coefficients should be 
significant at least at the 
.050 level. 
 
Cohen (1988),  
Chin (1998) 
Predictive relevance 
(Q
2
) 
The proposed threshold 
value is Q
2
 > 0.  
Stone (1974),  
Geisser (1975),  
Fornell and Cha 
(1994) 
Relative impact (q
2
) Values of 0.02, 0.15, and 
0.35 reveal a small, 
medium, or large predictive 
relevance of a certain latent 
variable, 
Henseler et al. 
(2009) 
Table 7-6: Various Assessment Aspects and Criteria for Structural Models.  
   
  included    
 
e cluded
      included
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7.8 Research Model Assessment  
7.8.1 Research Model 
The main focus of the study and the cornerstone of the research model is the 
Extended IS-Impact Model, which emerged from the Identification Survey, as 
explained in Chapter (4). The research model consists of the IS-Impact construct 
and two other related constructs: Computer Network Quality and IS-Satisfaction. 
These related construct are linked theoretically to the IS-Impact construct and part of 
its nomological network, as demonstrated in Chapter 5. Computer Network Quality is 
conceptualized as an antecedent of IS-Impact, with the hypothesis being that a 
higher level of Computer Network Quality leads to a higher level of IS-Impact. IS-
Satisfaction is conceptualized as a consequence of IS-Impact, with the hypothesis 
being that a higher level of IS-Impact yields a higher level of IS-Satisfaction. These 
hypotheses are tested against the data collected from the Confirmation Survey 
described in Chapter 6. The objective of constructing the research model is to test 
the IS-Impact model within its nomological network. The confirmation of the 
hypothesized relationships in the research model between IS-Impact and the other 
constructs is important for the validation of the Extended IS-Impact Model. As 
described in the previous section, one of the important formative validation tests is 
the assessment of the formative variables of the IS-Impact Model, focusing on the 
nomological aspects, by linking the IS-Impact Model index to the hypothetically 
related constructs (i.e. Nomological Validity). In fact, it is suggested that Nomological 
Validity be tested as part of the assessment of the formative validity of the Extended 
IS-Impact Model (Bagozzi, 1994; Diamantopoulos & Winklhofer, 2001; Jarvis et al., 
2003).  
 
The Extended IS-Impact Model depicts the IS-Impact construct as a formative one 
with 4 dimensions: System Quality, Information Quality, Organizational Impact, and 
individual impact. Each of these dimensions is a formative construct that consists of 
a number of indicators. The System Quality dimension is defined by 14 formative 
indicators, Information Quality is defined by 10 formative indicators, Organizational 
Impact is defined by 7 formative indicators, and Individual Impact is defined by 4 
formative indicators. The Computer Network Quality, as described earlier, is 
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conceptualized as a formative construct, which is defined by 7 formative indicators: 
Network Support, Network Operability, Network Accessibility, Network Retainability, 
Network Integrity, Network Security, and Network Speed. IS-Satisfaction is 
conceptualized as a reflective construct with 4 reflective indicators: Content, 
Pleasure, Delight, and Overall Satisfaction. The research model is depicted in figure 
(7-8). 
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Figure 7-8: The Research Model. 
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7.8.2 Assessment of Reflective Measurement Models 
The research model illustrated in figure (7-8) entails one reflective measurement 
model which is “IS-Satisfaction” (SAT). However, the other two formative 
measurement models: Computer Network Quality (CNQ) and IS-Impact (ISI) are also 
measured reflectively using a number of reflective indicators. These criterion 
measures are important for conducting one of the formative models assessment 
aspects (i.e. External Validity) through a MIMIC model. IS-Satisfaction is 
conceptualized as a reflective construct with 4 reflective indicators: Content, 
Pleasure, Delight, and Overall Satisfaction. Computer Network Quality is measured 
reflectively through 2 reflective criterion measures N-C1 and N-C2. Similarly, IS-
Impact is measured reflectively through 2 reflective criterion measures ISI-C1 and 
ISI-C2. Therefore, these three reflective measurement models need to be assessed 
against the aspects and criteria for testing reflective measurement models. These 
aspects are: Indicator Reliability, Internal Consistency Reliability, Convergent 
Validity, and Discriminant Validity. The various assessment aspects and criteria were 
previously summarized in table (7-4).  
Indicators’ Reliability  
The first aspect of assessing reflective measurement models is checking the 
reflective indicators’ reliability, which explains the degree of indicators’s consistency 
regarding what they intend to measure.  According to Chin (1998), indicator loadings 
should be significant at the 0.05 level and greater than 0.7 to confirm indicator 
reliability. In PLS, the significance of the indicators’ loading can be calculated using 
the Bootstrapping re-sampling technique (Efron & Tibshirani, 1993). The indicators’ 
loading and their significance are exhibited in table (7-7). 
 
Construct Indicators Loading T-value 
CNQ N-C1 0.847 16.279 
N-C2 0.901 26.649 
ISI ISI-C1 0.942 66.661 
ISI-C2 0.944 90.560 
SAT Sat1 
0.858 
22.451 
Sat2 0.954 125.757 
Sat3 0.916 60.053 
Sat4 0.919 65.582 
Table 7-7: Reflective Indicators’ Loadings and the Significance of their Loadings (t-value). 
284 
Chapter 7: Model Assessment 
 
As illustrated in table (7-7), for all the reflective measurement models, the loadings of 
the reflective indicators are above the recommended threshold of 0.7. In addition, the 
significance of each indicator loading (t-value) on its respective LV is high and above 
the recommended threshold of 0.05 which confirms indicators’ reliability.  
Internal Consistency Reliability 
Internal Consistency Reliability is traditionally measured by Cronbach’s alpha (CA) 
and composite reliability (CR). According to Nunnally and Bernstein (1994), CA and 
CR values above 0.7 are adequate for exploratory research and values above 0.8 
are desirable for confirmatory research. However, values below 0.6 indicate a lack of 
Internal Consistency Reliability (Nunnally & Bernstein, 1994). Table (7-8) illustrates 
the values of Cronbach’s alpha and Composite Reliability for the reflective 
measurement models in the research model. 
 
Constructs Cronbach’s Alpha Composite Reliability 
CNQ 0.6944 0.8663 
ISI 
0.8754 0.9413 
SAT 0.9326 0.9521 
Table 7-8: Cronbach’s alpha and Composite Reliability for Reflective Measurement Models. 
 
As illustrated in table (7-8), ISI and SAT have Cronbach’s alpha (CA) and composite 
reliability (CR) scores which are well above the recommended threshold of 0.70. 
CNQ has a CA score of 0.6944 which is very close to the recommended value of 
0.70 and it is above the accepted minimum of 0.60. In addition, the CR value for 
CNQ is well above the recommended value of 0.70. The scores of the CA and CR 
for the reflective constructs confirm the internal consistency for all reflective 
constructs in the research model.  
Convergent Validity 
Convergent Validity refers to the degree to which indicators that reflect a construct 
converge in comparison to items measuring other constructs (Urbach & Ahlemann, 
2010). Convergent Validity is assessed by a measure called Average Variance 
Extracted (AVE), introduced by Fornell and Larcker (1981). The AVE values for a 
285 
Chapter 7: Model Assessment 
construct should be above 0.5 to demonstrate acceptable degree of convergent 
validity.  Table (7-9) illustrates the AVE values for the reflective measurement 
models. 
 
Construct AVE 
CNQ 0.7643 
ISI 0.8892 
SAT 0.8326 
Table 7-9: AVE Values for Reflective Measurement Models. 
 
As shown in table (7-9), the AVE values for the reflective constructs are above the 
minimum accepted value of 0.50. This shows that these reflective measurement 
models demonstrate convergent validity.   
Discriminant Validity 
Discriminant Validity evaluates the degree to which the indicators of different 
constructs (LVs) are also different from each other (Urbach & Ahlemann, 2010). 
Discriminant Validity checks whether an indicator of a certain construct is also 
measuring another construct. In the PLS approach, Discriminant Validity can be 
evaluated by two criteria: cross-loadings and the Fornell-Larcker criterion (Fornell & 
Larcker, 1981). The Discriminant Validity of the reflective measurement models can 
be assessed by comparing the factor loadings and cross loadings of all the indicators 
to their respective LVs. To obtain cross-loadings, the score of each construct is 
correlated with all other indicators (Chin, 1998). Discriminant Validity can be inferred 
when an indicator’s loading is higher for the construct they measure than for any 
other construct and each construct loads highest with its assigned indicator. Table 
(7-10) shows the factor loading and cross-loading of the reflective measurement 
models in the research model of this study. 
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Indicators CNQ ISI SAT 
N-C1 0.8470 0.3271 0.3764 
N-C2 0.9006 0.4000 0.3955 
ISI-C1 0.4310 0.9421 0.6438 
ISI-C2 0.3597 0.9438 0.6988 
Sat1 0.4699 0.5678 0.8584 
Sat2 0.4147 0.6708 0.9542 
Sat3 0.3700 0.6736 0.9158 
Sat4 0.3699 0.6781 0.9190 
Table 7-10: Factor Loadings (bolded) and Cross-Loadings of the Reflective Indicators. 
 
Table (7-10) shows that all reflective indicators loaded highly on their respective LVs, 
more than other LVs. This indicates that the reflective measurement models are 
demonstrating Discriminant Validity.  
 
The second criterion for examining discriminant validity for the reflective 
measurement models is the Fornell-Larcker criterion.  The Fornell-Larcker criterion 
demands that any reflective LV captures more variance with its assigned indicators 
than with any other LVs. To confirm this, the value of AVE of each LV should be 
greater than the LV’s highest squared correlation with any other LV. Table (7-11) 
shows the Fornell-Larcker criterion matrix. The diagonal of the table provides the 
values of AVE for each LV (bolded) whereas, the other values represents the 
squared correlation between the LVs. 
 
Latent Variable 
CNQ IS-Impact IS-Satisfaction 
CNQ 0.7643   
IS-Impact 0.176 0.889  
IS-Satisfaction 0.195 0.507 0.833 
Table 7-11: The Fornell-Larcker Criterion Matrix. 
 
As shown in table (7-11), the values of AVE located in the table diagonals (bolded) 
are greater than the values located in their corresponding column and row. This 
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confirms the Discriminant Validity of the reflective measurement models in the 
research model.   
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7.8.3 Assessment of Formative Measurement Models 
Formative measurement models are conceptually different from reflective 
measurement models, as described earlier, and are assessed against different 
categories and aspects from the traditional ones used for reflective measurement 
models (Bagozzi, 1994; Bollen, 1989). Bollen (1989) stresses that assessing 
reliability and construct validity (convergent and discriminant validity) is meaningless 
for formative measurement models. According to Fornell and Larker (1981, p. 46), 
convergent and discriminant validity are not reasonable for evaluating formative 
measurement models, because formative indicators do not have to be strongly 
interrelated.  In fact, most recent studies (e.g. Götz et al., 2010; Henseler et al., 
2009) focus on the qualities that have consensus among researchers as relevant 
and applicable for formative measurement models. They propose a relatively similar 
procedure for evaluating formative measurement models. The validity assessment 
procedure consists of statistical analyses on two levels: indicator level and construct 
level. The indicator level validity can be assessed by three important aspects: 
Significance of Weights, indicator weight (magnitude of path coefficient) and 
Multicollinearity (Chin, 1998; Götz et al., 2010; Henseler et al., 2009). On the other 
hand, the construct level validity can be assessed using 2 aspects: External validity, 
and Nomological validity (Götz et al., 2010; Henseler et al., 2009). 
 
The research model shown in figure (7-8) contains two formative measurement 
models for IS-Impact and Computer Network Quality constructs. In fact, IS-Impact is 
conceptualized as a hierarchical model (first-order formative, second-order formative 
construct) (see figure (7-9)). First, IS-Impact was assessed as a first-order formative 
model only against indicator level validity aspects. Then, IS-Impact wass assessed 
as a second-order formative model against both indicator level and construct level 
validity aspects. The first-order formative model simply consists of all the 35 
indicators of IS-Impact. Following Rai, Patnayakuni, and Seth (2006), the second-
order formative model consists of the linear composites from the indicators used to 
measure each of the dimensions in the first-order (See figure (7-11)).  
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Figure 7-9: IS-Impact Model as a Hierarchical Multi-Dimensional Model. 
 
In PLS, hierarchical models cannot be evaluated directly and there is a need to 
repeat the indicators of the lower-order latent variables to higher order latent variable 
(Wetzels, Odekerken-Schröder, & Van Oppen, 2009). Figure (7-10) depicts the IS-
Impact Model as specified in SmartPLS (2.0) (Ringle et al., 2005).  
 
Figure 7-10: The Representation of the Hierarchical IS-Impact Model in PLS (Using Repeated Indicators). 
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7.8.3.1 Validating First-Order IS-Impact Model 
As mentioned earlier, IS-Impact Model is a hierarchical model that consists of 4 
dimensions that are measured with 35 indicators. The first step to assess the IS-
Impact Model is to test the First-Order IS-Impact Model. The First-Order IS-Impact 
Model was evaluated only against indicator level validity aspects. The first order IS-
Impact Model consists of 35 formative indicators. These 35 indicators will be 
assessed against the 3 aspects of indicator level validity: Degree of Multicollinearity 
(VIF), Indicator Weight (magnitude of path coefficient), and Significance of Weights 
(t-value). The results of the indicator level validity of the First-Order IS-Impact Model 
are presented in Table (7-12). 
 
Indicators 
 
VIF Outer Weight T-value 
II1 Learning 1.975 0.1356 2.611696 
II2 Awareness/Recall 2.850 0.3325 4.793802 
II3 Decision Effectiveness 2.918 0.3046 4.426478 
II4 Individual Productivity 3.382 0.4443 6.835012 
OI1 Staff Requirements 1.836 0.0428 0.997864 
OI2 Cost Reduction 2.005 -0.0068 0.122728 
OI3 Overall Productivity 3.863 0.1959 2.405647 
OI4 Improved Outcomes/output 3.927 0.1376 1.829632 
OI5 Increased Capacity 4.235 0.2943 3.069078 
OI6 e-government 3.866 0.2429 3.145558 
OI7 Business Process Change 3.650 0.2583 3.319659 
IQ1 Importance 3.729 0.1090 1.618921 
IQ2 Importance 3.217 0.1736 2.251169 
IQ3 Usability 3.816 0.0836 0.967584 
IQ4 Understandability 3.107 0.1329 2.144261 
IQ5 Relevance 4.080 0.1066 1.694267 
IQ6 Format 4.001 0.2134 3.911862 
IQ7 Content Accuracy 1.534 0.0479 1.078740 
IQ8 Conciseness  2.894 0.1606 3.123450 
IQ9 Timeliness 3.571 0.1374 2.607830 
IQ10 Uniqueness 2.487 0.1298 3.138800 
SQ1 Data Accuracy 1.377 0.0820 1.733494 
SQ2 Data Currency 2.176 0.0289 0.467971 
SQ3 Ease of Use 3.228 0.0964 1.487937 
SQ4 Ease of Learning 3.298 0.2096 2.577381 
SQ5 Access 1.588 -0.0738 1.364488 
SQ6 User Requirements 3.278 0.1563 2.099363 
SQ7 System Features 4.206 0.1954 2.651255 
SQ8 System Accuracy 3.094 0.0629 0.804310 
SQ9 Flexibility 3.402 0.1448 2.175933 
SQ10 Reliability 2.074 0.0400 0.759541 
SQ11 Efficiency 2.819 0.1421 1.950637 
SQ12 Sophistication 2.450 0.1078 1.745071 
SQ13 Integration 2.716 0.0420 0.598528 
SQ14 Customization 2.095 0.1047 1.747902 
Table 7-12: Various Assessment Aspects of Indicator Level Validity for the First-Order IS-Impact Model. 
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As illustrated in table (7-12), all 35 indicators of the first-order IS-Impact Model have 
VIF values below the recommended threshold value of 10, which indicates that 
Multicollinearity is not a concern for the first-order IS-Impact Model. The values of 
indicator weight of most of the first-order IS-Impact indicators (25 out of 35) are 
above the recommended value of 0.100. The 10 indicators (bolded) that have 
weights less than the recommended value of 0.100 are: OI2, IQ3, IQ7, SQ1, SQ2, 
SQ3, SQ5, SQ8, SQ10, and SQ13. However, all the indicators’ weights show a 
significance level that is above the recommended value of 0.05.  
 
The indicators that showed low weights (Bolded) were under consideration for 
removal from the formative construct. According to Cenfetelli and Bassellier (2009), 
one of the factors that can cause such low weights is the large number of indicators 
in the formative construct, as they compete with one another in explaining the 
variance in the formative construct. However, the removal of any indicator from 
formative constructs can omit a unique part of the conceptual domain of the 
construct and change its meaning (Jarvis et al., 2003; MacKenzie et al., 2005). 
Petter et al. (2007) add that removing indicators with low weights removes the beta 
weight associated with these indicators.   
 
Cenfetelli and Bassellier (2009) argue that indicator weight only determines the 
relative contribution of the indicator to the formative construct. They insist that 
indicator weight is an important aspect for assessing formative indicators but not 
sufficient for removing the indicator. Therefore, they suggest that indicators with low 
weights should be investigated against their absolute importance because low 
weights do not necessarily indicate the unimportance of indicators. The absolute 
importance of the indicators can be evaluated by their loadings on the formative 
construct and the correlation with the construct (Cenfetelli & Bassellier, 2009). The 
indicator loading should be above 0.70 to indicate strong loading. The indicator 
correlation with the formative construct can be estimated by following an approach 
provided by Diamantopoulos and Winklofer (2001). In this approach, the formative 
indicators are correlated with a criterion measure or a global item that summarizes 
the formative construct. Cohen (1988) considers correlation to be small if it is under 
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0.3, large if it is above 0.5, and moderate if it is between 0.3 and 0.5. The loading 
values and correlations of the indicators are presented in Table (7-13). 
 
Indicators 
 
Outer Loading Correlation with the respective Dimension 
CM 
OI2 Cost Reduction 0.4458 0.38 
IQ3 Usability 0.8201 0.60 
IQ7 Content Accuracy 0.1131 0.08 
SQ1 Data Accuracy 0.0910 0.04 
SQ2 Data Currency 0.6537 0.57 
SQ3 Ease of Use 0.7217 0.53 
SQ5 Access 0.1170 0.03 
SQ8 System Accuracy 0.7500 0.64 
SQ10 Reliability 0.5938 0.40 
SQ13 Integration 0.7038 0.61 
Table 7-13: Loading and Correlation of the First-Order IS-Impact Indicators, with Low Weights.  
 
As illustrated in table (7-13), 3 indicators (IQ7, SQ1, and SQ5) showed both low 
loading and low correlation in addition to low weights, as previously shown in table 
(7-12). In fact, Henseler et al. (2009) emphasize that conceptual justification for 
removing an indicator is as important as statistical evidence. Therefore, the three 
indicators were conceptually reviewed in a workshop to ensure that the removal of 
these 3 indicators would not jeopardize the content validity of IS-Impact. It was 
concluded that only IQ7 (Content Accuracy) is removable form the formative 
construct. In fact, SQ1 (Data accuracy) and SQ5 (Access) were considered as 
important parts for measuring the System Quality domain and for ensuring the 
content validity of the formative model. 
 
7.8.3.2 Validating Second-Order IS-Impact Model 
The second step of assessing the hierarchical IS-Impact Model is through validating 
the second-order IS-Impact Model. As shown in figure (7-11), the second-order IS-
Impact is a formative model that has 4 indicators representing the 4 dimensions of 
the hierarchical model. These 4 indicators are the linear composites from the 
indicators used to measure each of the 4 dimensions of the IS-Impact Model 
(Individual Impact, Organizational Impact, Information Quality, and System Quality). 
The second-order IS-Impact Model will be tested against indicator level validity and 
construct level validity aspects.  
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Figure 7-11: IS-Impact Model as a Second-Order Formative Measurement Model. 
 
Indicator Level Validity 
The 4 indicators of the second-order IS-Impact Model are assessed against the 3 
aspects of indicator level validity: Degree of Multicollinearity (VIF), Indicator Weight 
(magnitude of path coefficient), and Significance of Weights (t-value). The results of 
the Indicator Level Validity tests of the Second-Order IS-Impact Model are presented 
in table (7-14).  
 
Indicators 
 
VIF Outer Weight T-value 
II Individual Impact 3.719 0.1548 1.058725 
OI Organizational Impact 3.281 0.3454 2.373241 
IQ Information Quality 7.198 0.1182 1.068903 
SQ System Quality 4.697 0.4610 3.631751 
Table 7-14: Various Assessment Aspects of Indicator Level Validity for the Second-Order IS-Impact 
Model. 
 
As illustrated in table (7-14), the VIF values of the 4 indicators of the second-order 
IS-Impact Model are below the recommended threshold value of 10, which indicates 
that Multicollinearity is not a problem for the second-order IS-Impact Model. The 
values of indicator weight for the 4 indicators of the second-order IS-Impact are 
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above the recommended value of 0.100. In addition, all the indicators’ weights have 
shown a significance level that is above the recommended value of 0.05. Therefore, 
the second-order IS-Impact Model completely exhibits indicator level validity.  
 
Construct Level Validity 
The second step in assessing the second-order IS-Impact Model is validating it 
against the construct level validity aspects: External Validity and Nomological 
Validity. External Validity is assessed through a Multiple Indicators and Multiple 
Causes (MIMIC) model, which can be specified using two constructs in PLS. The 
first one is the formative measurement model under investigation (second-order IS-
Impact Model). The second construct is the reflective conceptualization of the IS-
Impact construct “Phantom construct”. This reflective model has 2 reflective 
indicators (criterion measures). Figure (7-12) illustrates the results of the MIMIC 
model used to assess the External Validity of the second order IS-Impact Model, 
including path coefficient (β) and the significance of the path (t-value)). 
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Figure 7-12: External Validity for IS-Impact Measurement Model. 
 
As shown in Figure (7-12), the path coefficient between the formative second-order 
IS-Impact and the reflective measurement model of IS-Impact (the phantom 
construct in the MIMIC model) is fairly strong and significant with β value of 0.844 
and t-value of 31.321. In addition, the variance in the reflective IS-Impact 
measurement model is largely explained by the second-order formative IS-Impact 
Model with R2 value of 0.712. These results confirm the External Validity of the 
second-order IS-Impact measurement model.  
 
Nomological validity of the second-order IS-Impact Model can be assessed by 
checking whether it performs as expected within a net hypothesis. The research 
model of the study (illustrated in figure (7-8)) placed IS-Impact in a structural 
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relationship with IS-Satisfaction. In chapter 5, IS-Impact was theoretically linked to 
IS-Satisfaction based on previous literature. In this relationship, IS-Satisfaction was 
conceptualized as an immediate consequence of IS-Impact. The hypothesis is that a 
higher IS-Impact yields a higher level of IS-Satisfaction. Figure (7-13) shows the path 
coefficient (β) and the significance of the path (t-value) between IS-Impact and IS-
Satisfaction. 
 
 
Figure 7-13: Nomological Validity of the IS-Impact Measurement Model. 
 
As shown in Figure (7-13), the path coefficient between the second-order IS-Impact 
Model and IS-Satisfaction (the hypothesized immediate consequence in its 
nomological network) is positive, which confirms the hypothesized relationship. The 
path coefficient is fairly strong and significant, with β value of 0.798 and t-value of 
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17.951. In addition, the variance in IS-Satisfaction is largely explained by the 
second-order IS-Impact Model, with R2 value of 0.636. These results confirm the 
Nomological Validity of the second order IS-Impact measurement model.  
 
7.8.3.3 Validating Computer Network Quality Measurement Model 
Computer Network Quality (CNQ) is conceptualized as a formative construct that is 
measured with 7 indicators (refer to figure (7-14)). CNQ model will be assessed 
through indicator level validity and construct level validity. 
 
 
Figure 7-14: Computer Network Quality as a Formative Measurement Model. 
 
Indicator Level Validity 
The 7 formative indicators of Computer Network Quality Measurement Model (CNQ) 
were assessed against the 3 aspects of indicator level validity: Degree of 
Multicollinearity (VIF), Indicator Weight (magnitude of path coefficient), and 
Significance of Weights (t-value). The results of the assessment of indicator level 
validity of the Computer Network Quality Measurement model are presented in Table 
(7-15). 
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Indicators 
 
VIF Outer Weight T-value 
N1 Network Support 1.648 0.3038 3.748204 
N2 Network Operability 2.032 0.0072 0.063902 
N3 Network Accessibility 1.762 0.1393 1.230458 
N4 Network Retainability 1.902 0.3579 3.009683 
N5 Network Integrity 1.634 0.0141 0.127408 
N6 Network Security 1.308 0.1555 1.697254 
N7 Network Speed 1.559 0.4378 4.391945 
Table 7-15: Various Assessment Aspects of Indicator Level Validity for Computer Network Quality (CNQ). 
 
As illustrated in table (7-15), all 7 indicators of the Computer Network Quality (CNQ) 
measurement model have VIF values below the recommended threshold value of 
10, which indicates that Multicollinearity is not a concern for CNQ measurement 
model. The values of indicators’ weights of most of the CNQ indicators (5 out of 7) 
are above the recommended value of 0.100. The 2 indicators (bolded) that have 
weights less than the recommended value of 0.100 are: N2 (Network Operability) 
and N5 (Network Integrity). However, all the indicators weights have shown a 
significance level that is above the recommended value of 0.05. The indicators that 
have shown low weights (Bolded) were under consideration for removal from the 
formative construct. These indicators were investigated further by checking their 
loading and correlation as suggested by Cenfetelli and Bassellier (2009). The 
loading values of and correlations of the indicators are presented in Table (7-16). 
 
Indicators 
 
Outer Loading Correlation with the respective 
Dimension CM 
N2 Network Operability 0.6874 0.52 
N5 Network Integrity 
 
0.5918 
 
0.48 
Table 7-16: Loading and Correlation of the CNQ Measurement Model Indicators, with Low Weights.  
 
As illustrated in table (7-16), N2 (Network Operability) shows a loading value of 0.69, 
which is very close to the minimum value for high loading (0.7) as suggested by Chin 
(1998). In addition, N2 has also shows a correlation level of 0.52 (above 0.50), which 
is considered high according to Cohen (1988).  Therefore, N2 shows an absolute 
importance for the formative construct despite the low weight, and consequently, 
was retained in the CNQ formative model. N5 (Network Integrity) shows a medium 
level of Loading (0.59) and a near-high level of correlation (0.48). Therefore, N5 is 
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believed to have an absolute importance to the CNQ formative model and was 
retained.  
 
Construct Level Validity 
The second step in assessing the CNQ measurement model is validating it against 
the construct level validity aspects: External validity and Nomological validity. 
External Validity is assessed through a Multiple Indicators and Multiple Causes 
(MIMIC) model, which can be specified using two constructs in PLS. The first one is 
the formative measurement model under investigation (CNQ model). The second 
construct is the reflective conceptualization of CNQ. This reflective model has 2 
reflective indicators (criterion measures). Figure (7-15) illustrates the results of the 
MIMIC model used to evaluate the external validity of the CNQ model, including path 
coefficient (β) and the significance of the path (t-value)). 
  
 
Figure 7-15: The MIMIC Model for the CNQ Measurement Model. 
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As shown in Figure (7-15), the path coefficient between the formative Computer 
Network Quality (CNQ) measurement model and the reflective measurement model 
of CNQ (the phantom construct in the MIMIC model) is fairly strong and significant, 
with β value of 0.763 and t-value of 16.644. In addition, the variance in the reflective 
CNQ measurement model is fairly explained by the formative CNQ model, with R2 
value of 0.582. These results confirm the external validity of the CNQ formative 
measurement model.  
 
Nomological Validity of the Computer Network Quality (CNQ) model can be 
assessed by checking whether it performs as expected within a net hypothesis. The 
overall research of the study (Figure 7-8) places CNQ in a structural relationship with 
IS-Impact. CNQ was theoretically linked to IS-Impact based on previous literature. In 
this relationship, CNQ was conceptualized as an antecedent of IS-Impact. The 
hypothesis is that a higher CNQ yields a higher level of IS-Impact. Figure (7-16) 
shows the path coefficient (β) and the significance of the path (t-value) between 
CNQ and IS-Impact. 
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Figure 7-16: Nomological Validity of the CNQ Measurement Model. 
 
As shown in Figure (7-16), the path coefficient between the formative Computer 
Network Quality (CNQ) measurement model and IS-Impact (the hypothesized 
immediate consequence in its nomological network) is positive and confirm the 
hypothesized relationship. The path coefficient is moderately strong and significant, 
with β value of 0.420 and t-value of 0.577. In addition, the variance in IS-Impact is 
explained by the formative CNQ model, with R2 value of 0.177. These results confirm 
the Nomological Validity of the CNQ formative measurement model.  
 
7.8.4 Assessment of the Structural Model 
After validating the measurement models of the research model, the last step of the 
assessment is validating the structural model (shown in figure (7-17)). As mentioned 
earlier, structural models can be evaluated against two aspects: Explanatory Power 
302 
Chapter 7: Model Assessment 
and Predictive Power. In fact, Explanatory Power can be assessed against 2 criteria: 
Coefficient of determination (R2) and Effect size (ƒ2). On the other hand, Predictive 
Power is assessed against 3 criteria: Path Coefficient (β), Predictive Relevance (Q2), 
and Relative Impact (q2). 
 
Figure 7-17: The Structural Model. 
 
Explanatory Power 
The explanatory power can be assessed by two criteria: Coefficient of determination 
(R2) and Effect size (ƒ2).  According to Chin (1998), R2 values of around .670 are 
considered substantial, values of approximately .333 are deemed average, and 
values of .190 and lower are described as weak. In fact, moderate R2 values are 
acceptable when the endogenous LV is explained by few exogenous LVs (which is 
the case for IS-Impact and IS-Satisfaction) (Henseler et al., 2009). Effect size has no 
meaning for the endogenous LVs of this structural model (IS-Impact and CNQ). This 
is because they are affected by only one exogenous LV (IS-Impact by Network 
Quality and IS-Satisfaction by IS-Impact). The values of R2 for the endogenous LVs 
(IS-Impact and IS-Satisfaction) are illustrated in figure (7-18).  
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Predictive Power 
The predictive power of the structural model can be assessed by 3 criteria: Path 
coefficient (β), Predictive Relevance (Q2), and Relative Impact (q2). Path coefficient 
(β) is based on the magnitude, significance, and sign. The magnitude of the path 
coefficient indicates the strength of the relationship between LVs. The recommended 
value for path coefficient is over .100 to indicate a certain impact within the model. 
The sign of the path coefficient is also important; it should correspond to the 
proposed hypothesis. In addition, the path coefficient should be significant at least at 
the .050 level. The significance can be determined by a bootstrapping procedure in 
PLS. For this study, the bootstrap sample size is equal to the original sample size 
because of the small sample sizes employed in PLS. The values of path coefficient 
(β) and significance of the path (t-value) are shown in figure (7-18). 
 
The second criterion to assess the predictive power of structural models is the 
predictive relevance (Q2) using the Stone-Geisser test. In fact, the Stone-Geisser 
(Q2) test can be performed using a blindfolding procedure. The value of (Q2) should 
be greater than zero to indicate the structural model’s predictive relevance. The third 
criterion for evaluating the structural model’s predictive power is Relative Impact (q2). 
However, this criterion is not applicable for this structural model because the 
endogenous LVs are impacted by only one exogenous LV (IS-Impact by Network 
Quality and IS-Satisfaction by IS-Impact). The values of (Q2) for the endogenous LVs 
(IS-Impact and IS-Satisfaction) are illustrated in figure (7-18).  
 
Figure 7-18: The Structural Model Results. 
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As illustrated in figure (7-18), CNQ explains 18 % of the variance in IS-Impact, with 
R2 = (0.181), which is considered almost moderate. According to Henseler et al. 
(2009), moderate R2 values are acceptable when the endogenous LV is explained by 
few exogenous LVs. Moreover, IS-Impact alone explains around 55% of the variance 
of IS-Satisfaction, with a moderately high R2 (0.554). The acceptable values for the 
coefficient of determination (R2) demonstrate the explanatory power. 
 
The path coefficient between CNQ and IS-Impact is considered relatively strong, with 
β = (0.426) and significant, with t-value= (4.826). Similarly, the path coefficient 
between IS-Impact and IS-Satisfaction is strong, with β = (0.744) and t-value = 
(17.79). Moreover, the predictive relevance is confirmed between CNQ and IS-
Impact, with a Stone-Geisser (Q2) positive value of (0.74). Similarly, the predictive 
relevance is confirmed between IS-Impact and IS-Satisfaction, with a Stone-Geisser 
(Q2) positive value of (0.83). The results of the path coefficient between the 
constructs and the predictive relevance (Q2) in the structural model LVs demonstrate 
the predictive power of the structural model. 
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7.8.5 Summary of the Model Assessment Results 
The research model of this study was assessed using the Partial Least Squares 
(PLS) approach. The assessment process of the SEM model of the study consists of 
two stages, as suggested by Chin (1998). The first stage entailed the evaluation of 
the measurement models (outer Model) and the second stage was dedicated for the 
evaluation of the structural model (inner Model). Measurement models can be either 
reflective or formative and each type has unique characteristics and can be 
assessed against different aspects and criteria. In fact, the research model contained 
three measurement models: Computer Network Quality (formative), IS-Impact 
(formative), and IS-Satisfaction (reflective). The results of the model assessment are 
summarized below.  
 
IS-Satisfaction 
IS-Satisfaction is conceptualized as a reflective measurement model with 4 
indicators. The IS-Satisfaction measurement model was evaluated against the 
reflective assessment aspects: indicator reliability, internal consistency reliability, 
convergent validity, and discriminant validity. All 4 indicators of IS-Satisfaction have 
high loading and significance, which confirms the reliability of these indicators.  The 
internal consistency reliability of the reflective measurement model was confirmed, 
with Cronbach’s alpha (CA) value of (0.9326) and Composite Reliability (CR) value 
of (0.9521), which is well above the minimum accepted value of (0.7). The 
convergent validity of the IS-Satisfaction measurement model was also investigated 
and confirmed with an AVE value of (0.8326), which is also above the minimum 
accepted value of (0.5). Finally, the Discriminant Validity of the IS-Satisfaction was 
confirmed through two criteria: cross loading and Fornell-Larcker criterion.  
 
IS-Impact Measurement Model 
IS-Impact is conceptualized as a hierarchical model (first-order formative, second-
order formative). The model is multidimensional with 4 dimensions and 35 indicators. 
The first-order formative model simply consists of all the 35 indicators of IS-Impact. 
The second-order formative model consists of the linear composites from the 
indicators used to measure each of the dimensions in the first-order. First, the IS-
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Impact Model was assessed as a first-order formative model only against indicator 
level validity aspects. Then, IS-Impact was validated as a second-order formative 
model against indicator level validity and construct level validity aspects. 
 
First-Order IS-Impact Model: The First-Order IS-Impact Model was assessed 
against 3 aspects of indicator level validity: Degree of Multicollinearity (VIF), Indicator 
Weight (magnitude of path coefficient), and Significance of Weights (t-value). All the 
35 indicators have VIF values under the recommended threshold value of 10, which 
indicates that Multicollinearity is not a concern for the model. Moreover, all the 
indicators’ weights have shown a significance level that is above the recommended 
value of 0.05. The values of indicator weights of most of the first-order IS-Impact 
indicators (25 out of 35) are above the recommended value of 0.100. The 10 
indicators that have shown low weights were under consideration for removal from 
the formative construct and were subject to further investigation by checking their 
loading and correlation, as suggested by Cenfetelli and Bassellier (2009). Only 3 out 
10 indicators (IQ7: Content Accuracy, SQ1: Data Accuracy, and SQ5: Access) have 
both low loadings (less than 0.7) and low correlations (less than 0.3). A workshop 
was conducted to discuss these three indicators and It was decided to discard one 
indicator (IQ7: Content Accuracy) from the formative construct. The other 2 
indicators were deemed as an important part for measuring the System Quality 
domain and for ensuring the content validity of the formative model. 
 
Second-Order IS-Impact Model: The Second-Order IS-Impact Model was 
assessed against indicator level validity (Multicollinearity, Indicator Weight, and 
Significance of the Weight and construct level validity (External and Nomological 
validity). All the 4 indicators of the second-order IS-Impact Model have VIF values 
under the recommended threshold value of 10, which indicates that Multicollinearity 
is not a concern for the model. The values of all the 4 indicators’ weights of the 
second-order IS-Impact indicators are above the recommended value of 0.100. In 
addition, all the indicators’ weights have shown a significance level that is above the 
recommended value of 0.05. Therefore, the second-order IS-Impact Model 
completely demonstrated indicator level validity. As for construct level validity, the 
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external validity was confirmed for the model, as the path coefficient between the 
formative construct and the reflective phantom construct in the MIMIC model is fairly 
strong and significant, with β value of 0.844 and t-value of 31.321. The Nomological 
Validity was also confirmed, as the path coefficient between the second-order IS-
Impact Model and IS-Satisfaction (the hypothesized immediate consequence in its 
nomological network) is positive, which confirmed the hypothesized relationship. The 
path coefficient is fairly strong and significant, with β value of 0.798 and t-value of 
17.951. 
 
Computer Network Quality 
The Computer Network Quality (CNQ) measurement Model was assessed against 
indicator level validity (Multicollinearity, Indicator Weight, and Significance of 
Weights. and construct level validity (External and Nomological validity). All 7 
indicators of CNQ have VIF values under the recommended threshold value of 10, 
which indicates that Multicollinearity is not a concern for the model. Moreover, all the 
indicators’ weights have shown a significance level that is above the recommended 
value of 0.05. The values of indicator weights of most of CNQ indicators (5 out of 7) 
are above the recommended value of 0.100. The 2 indicators that have shown low 
weights were under consideration for removal from the formative construct and were 
subjected for further investigation, by checking their loading and correlation, as 
suggested by Cenfetelli and Bassellier (2009). The 2 indicators had relatively 
medium loadings (0.69 and 0.59) but high correlations (0.52 and 0.48). Therefore, it 
was concluded that the 2 indicators are very important for the formative model and 
that they need to be retained.  
 
The Structural Model 
The structural model of the research model demonstrated both explanatory and 
predictive power. CNQ explained 18 % of the variance in IS-Impact and IS-Impact 
alone explained around 55% of the variance in IS-Satisfaction. The acceptable 
values for the coefficient of determination (R2) demonstrate the explanatory power. 
The path coefficient between the CNQ and IS-Impact is considered relatively strong, 
with β = (0.426) and significant with t-value= (4.826). Similarly, the path coefficient 
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between IS-Impact and IS-Satisfaction is strong, with β = (0.744) and t-value = 
(17.79). Moreover, the predictive relevance was confirmed between CNQ and IS-
Impact, with a Stone-Geisser (Q2) positive value of (0.74). Similarly, the predictive 
relevance was confirmed between IS-Impact and IS-Satisfaction, with a Stone-
Geisser (Q2) positive value of (0.83). The results of the path coefficient between the 
constructs and the predictive relevance (Q2) in the structural model LVs demonstrate 
the predictive power of the structural model.  
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7.9 Chapter Summary 
The main objective of this chapter is to assess the research model, which is depicted 
as a Structural Equation Model that consists of three measurement models 
(Computer Network Quality, IS-Impact, and IS-Satisfaction). The Chapter entailed a 
comprehensive literature review in the areas of Structural Equation Modeling (SEM), 
Formative and Reflective constructs, the Partial Least Squares (PLS) approach, and 
an assessment of SEMs. Then, the chapter gave details about the procedure for 
assessing the research model. The procedure has two stages: assessment of the 
measurement models (Reflective or Formative) and the structural model. There was 
only one reflective model (IS-Satisfaction), which was found reliable and valid. There 
were two formative measurement models (IS-Impact and CNQ). IS-Impact was 
validated in two stages: as a first-order formative with 35 indicators and as a second 
order formative with 4 indicators. The assessment of the first-order IS-Impact 
measurement model resulted in the removal of one indicator (IQ7: Content 
Accuracy). As for the second-order IS-Impact Model, the assessment confirmed that 
all the 4 dimensions of IS-Impact Model are important and valid. In addition, IS-
Impact Model validity was confirmed through External and Nomological validity 
aspects. The Computer Network Quality (CNQ) was also assessed and it was found 
that all the 7 indicators of CNQ are important and valid. Moreover, the CNQ 
measurement model validity was confirmed through external and nomological validity 
aspects. The second step of the research model assessment is evaluating the 
structural model, which demonstrated explanatory and predictive power. 
 
In fact, the results of the assessment of the research model confirmed the validity of 
the Extended IS-Impact Model in the Saudi Arabian context, which is the main goal 
of the study. The Extended IS-Impact Model was validated as a hierarchical model 
with 4 dimensions and 34 indicators after dropping only one indicator. In addition, the 
validity of the conceptualized Computer Network Quality was also confirmed. 
Moreover, the results have confirmed the validity of the new conceptualization of IS-
Satisfaction as a reflective construct with 4 indicators, instead of one indicator as in 
the original study (Gable et al., 2008). 
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In addition, the results support the hypothesized relationship between IS-Impact and 
Computer Network Quality (CNQ) and confirm that CNQ is an antecedent of IS-
Impact. Moreover, the results re-confirm that IS-Satisfaction is an immediate 
consequence of IS-Impact, as concluded in the original IS-Impact Model Study by 
Gable et al. (2008). Figure (7-19) illustrates the Validated Context–Extended IS-
Impact Model. 
 
 
Figure 7-19: The Validated Extended IS-Impact Model.  
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8.1 Chapter Introduction  
This Chapter summarizes the study by discussing research contributions, practical 
implications, limitations, and future research. In addition, the chapter re-visits the 
research questions and demonstrates the ability of the research design to achieve 
the study’s key objectives by answering these research questions. The Chapter also 
provides a conclusion for the previous chapters of the thesis, which explained the 
process of extending and validating the IS-Impact Model in the Saudi Arabian 
context.  
 
The chapter starts by re-visiting the research questions, discussing the phases and 
methodologies that addressed these research questions. The findings of the study 
are associated with the corresponding questions.  Moreover, the main academic 
contributions of the study are discussed. Then, the practical implications of the study 
are presented. After that, the various limitations of the various aspects of the study 
are analyzed. Finally, potential future research is suggested, to overcome some of 
the limitations of this research and to investigate related topics. 
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8.2 Re-Visiting the Study Research Questions 
The aim of the study was to externally validate and generalize the IS-Impact Model 
to the significantly different context of Saudi Arabia. In fact, this study is part of the 
efforts of the IT Professional Services cluster at QUT to arrive at the most widely 
accepted and employed model for evaluating information systems in organizations 
from different contexts. The study also produced a survey instrument that is valid 
and reliable for measuring IS-Impact in Saudi Arabian organizations. The study 
achieved 3 goals: (1) Examining the completeness of the IS-Impact Model against 
newly gathered data from the Saudi Arabian Context;; (2) Evaluating the Validity of 
the IS-Impact Model as a tool for measuring IS-Impact in the Saudi Arabian Context. 
(3) Evaluating the Validity of the CNQ model. 
 
The goals of the study were operationalized into three research questions to help the 
candidate accomplish these objectives. The research questions are considered to be 
a translation of the goals into fact-oriented questions that can help in information 
gathering. Table (8-1) links the key objectives to research questions. 
 
Key Objectives Corresponding Research Questions 
Examining the completeness 
of the IS-Impact Model 
Is the “IS-Impact Model” complete and able to 
capture the impacts of information systems in 
Saudi Arabian Organizations? 
Evaluating the Validity of the 
IS-Impact Model 
Is the “Extended IS-Impact Model” Valid as a 
Hierarchical Multidimensional Formative 
Measurement Model?  
Evaluating the Validity of the 
CNQ model 
Is the Computer Network Quality (CNQ) Model 
valid as a formative measurement Model? 
Table: 8-1 The Study’s Key Objectives and Research Questions. 
 
The study research questions were decomposed to more specific investigation 
questions that give details about the evidence that is needed to answer the research 
questions. In other words, these investigative questions suggested a way of 
managing and interpreting the collected evidence. The investigative questions 
associated with each of the research questions of the study are listed in table (8-2).  
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Table 8-2: The final Research Questions Hierarchy of the Study. 
 
The research design dedicated two phases to address the research questions of the 
study. The Model Extension Phase or the “Exploratory Phase” addresses the first 
research question and the Model Validation Phase “Confirmatory Phase” addresses 
the second and third research questions. The main activity of the Exploratory Phase 
was the Identification Survey, described in Chapter 4. The Identification Survey 
Instrument had only one open-ended item: “What do you consider have been the 
impacts of MADAR system in your department and the university, since its 
implementation?”. The question, as stated above, was intentionally left broad and 
open in order to invite any possible positive or negative impacts on individual users, 
Research Question Hierarchy 
Management Question 
Can the “IS-Impact Model” provide a systematic, effective, and economical 
measurement for the impact of information Systems in Saudi Arabian 
Organizations? 
Research Questions 
Research Q1: Is the “IS-Impact Model” complete and able to capture the impact of 
information systems in Saudi Arabian Organization? 
Investigative 
Q1.1 
What are the appropriate dimensions and measures of IS-Impact 
for Saudi Arabian Organizations? 
Investigative 
Q1.2 
Which ”IS-Impact Model” dimensions and measures are 
applicable in the Saudi Arabian context? 
Investigative 
Q1.3 
Are there any new dimensions or measures that can be 
identified from the Saudi Arabian context and added to the “IS-
Impact Model”?  
Research Q2:  Is the “Extended IS-Impact Model” Valid as a Hierarchical 
Multidimensional Formative Measurement Model? 
Investigative 
Q2.1 
Are the dimensions and measures of the “IS-Impact Model” 
statistically significant and important? 
Investigative 
Q2.2 
Do the dimensions and measures of the “IS-Impact Model” 
actually capture and help measure the IS-Impact construct? 
Investigative 
Q2.3 
Does the “IS-Impact Model” perform as expected within a 
nomological network hypothesis? 
Research Q3: Is the Computer Network Quality (CNQ) Model valid as a formative 
measurement Model? 
Investigative 
Q3.1 
Are the measures of the “IS-Impact Model” statistically 
significant and important? 
Investigative 
Q3.2 
Do the CNQ measures actually capture and help measure the 
CNQ model? 
Investigative 
Q3.3 
Does the CNQ Model perform as expected within a nomological 
network hypothesis? 
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departments, or the university. The survey was responded to by 57 respondents, 
who listed a wide range of impacts of the system under investigation, which helped 
in answering the Investigative Q1.1. Then, the responses were analyzed using 
“qualitative deductive content analysis” as applied by Mayring (2000). In the last step 
of the applied content analysis, “citation mapping”, the impact citations (362 
citations) gathered from the Identification Survey were mapped to the IS-Impact 
dimensions and measures. In fact, 35 out of 37 of the IS-Impact measures were 
instantiated and were considered applicable to the Saudi Arabian context. This 
responds to the Investigative Q1.2. In addition, 69 citations could not be mapped to 
the IS-Impact Model for different reasons. These citations were investigated in order 
to identify possible new measures or dimensions that could be added to the IS-
Impact Model. It was concluded that neither new dimensions nor measures could be 
identified, and that answered the Investigative Q1.3.  
 
The second and third Research Questions were addressed in the Model Validation 
Phase or the “Confirmatory Phase”. The Confirmation Phase featured a quantitative 
survey called the Confirmation Survey, which was discussed in Chapter 6. The 
Confirmation Survey instrument was a result of operationalizing the IS-Impact Model 
and the research model, which included related constructs (Computer Network 
Quality as an antecedent of IS-Impact and IS-Satisfaction as a consequence). The 
survey instrument was responded to by 161 users of the ERP system under 
investigation. These responses were used in the assessment of the IS-Impact Model 
validity, which was detailed in Chapter 7. The assessment of the Extended IS-Impact 
Model and the CNQ model were done by the Partial Least Squares (PLS) approach.  
 
The indicator level of the assessment indicated that 34 out of 35 measures of the 
Extended IS-Impact Model were significant and important, and that answers the 
investigative Q 2.1.  
 
The construct level of the model assessment included testing the External Validity 
and Nomological Validity of the IS-Impact Model. The External Validity was assessed 
through a MIMIC model, which is specified using two constructs in PLS (The 
formative IS-Impact Model and a reflective conceptualization of IS-Impact “Phantom 
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construct”). The path coefficient (β= 0.844) and the significance of the path (t-
value=31.321) between the two constructs in the MIMIC model confirmed the 
External Validity of the IS-Impact Model, and that responds to Investigative Q 2.2.  
 
Finally, the Nomological Validity of the IS-Impact Model was confirmed, with path 
coefficient (β=0.798) and the significance of the path (t-value=17.951) between IS-
Impact and IS-Satisfaction, which is the immediate consequence of IS-Impact. This 
indicated that the IS-Impact Model performs as expected within its nomological 
network, and that answers the Investigative Q 2.3. 
 
For the CNQ model, the indicator level of the assessment indicated that all the 7 
measures of the CNQ Model were significant and important, and that answers the 
investigative Q 3.1.  
 
The construct level of the model assessment included testing the External Validity 
and Nomological Validity of the CNQ Model. The External Validity was assessed 
through a MIMIC model, which is specified using two constructs in PLS (The 
formative CNQ Model and a reflective conceptualization of CNQ “Phantom 
construct”). The path coefficient (β= 0.763) and the significance of the path (t-
value=16.644) between the two constructs in the MIMIC model confirmed the 
External Validity of the CNQ Model, and that responds to Investigative Q 3.2.  
 
Finally, the Nomological Validity of the CNQ Model was confirmed, with path 
coefficient (β=0.420) and the significance of the path (t-value=0.577) between CNQ 
and IS-Impact, which is the immediate consequence of IS-Impact. This indicated that 
the CNQ Model performs as expected within its nomological network, and that 
answers the Investigative Q 3.3. 
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Research Qs Study Phase Methodology Findings 
 
 
Research Q1 
 
 
Model Extension 
“Exploratory” 
 
Data Collection: Qualitative 
“Identification Survey ” 
 
 
 
Data Analysis: Content 
Analysis 
 
 35 out of the 37 
measures of the IS-
Impact Model are 
applicable in S.A. 
 No new measures 
identified. 
 Thus, the IS-Impact 
Model is Complete. 
 
    
 
 
Research Q2 
 
Model Validation 
“Confirmatory” 
 
Data Collection: 
Quantitative “Confirmation 
Survey” 
 
 
Data Analysis: PLS  
 
 34 out of the 35 
measures of the 
extended model are 
important and 
significant. 
 External Validity and 
Nomological Validity 
are confirmed. 
    
 
Research Q3 
 
Model Validation 
“Confirmatory 
 
Data Collection: 
Quantitative “Confirmation 
Survey” 
 
Data Analysis: PLS 
 
 All 7 measures of 
the extended model 
are important and 
significant. 
 External Validity and 
Nomological Validity 
are confirmed 
Table 8-3: Research Questions, Methodology, and Findings.  
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8.3 Academic Contributions  
Academic Contributions refers to the contributions to knowledge and to the research 
community in the area of IS-Impact measurement and evaluation. These 
contributions can be classified into 3 categories: Theoretical, Methodological, and 
Contextual.  
 
8.3.1 Theoretical Contributions  
Theoretical contributions refer to those contributions derived from the study that can 
be used by future researchers to derive new knowledge and enhance existing 
knowledge; for example, contributions that help develop or extend theories and 
generate knowledge. In fact, the IS-Impact Model is considered as an analytic theory 
according to Gregor’s (2006) classification of theories. Knowledge, including theories 
and models such as the IS-Impact Model, can be generated through 3 important 
steps: injunction (applying a methodology), observation (observing and interpreting), 
and verification (checking that observations are repeatable) (Berthon et al., 2002). 
As with most studies that intend to develop a theory, the IS-Impact Model original 
study (Gable et al., 2008) involved only the first two steps of knowledge generation 
and lacked the final step of Verification. Therefore, this study completed the third 
step of knowledge generation (verification) for the IS-Impact Model theory. 
Verification is important as it converts hypothetical models into valid knowledge 
(Berthon et al., 2002). In addition, this study, through verification, allowed 
researchers to test and confirm the External Validity and Generalizability of the IS-
Impact Model and confirmed that the IS-Impact Model is consistent across different 
contexts. As a result, this study contributed in increasing the confidence in the IS-
Impact Model as theory for analyzing IS-Impact in organizations.  
 
The various phases of the study have resulted in theoretical contributions for the IS-
Impact Model. The Identification Survey was one of the first attempts to check the 
completeness of the IS-Impact Model. The findings of this survey have confirmed 
that the 37 measures of the IS-Impact Model are sufficient to capture the impacts of 
information systems in Saudi Arabian organizations. No new dimensions or 
measures have been identified from the Identification Survey data “impact citations”. 
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In fact, two measures of the original model were not instantiated and were removed 
for the context-extended version of the IS-Impact Model. 
 
The study is one of the first efforts to re-validate the IS-Impact Model. The validation 
process of the IS-Impact Model in this study has overcome limitations of the original 
study that are related to the validation process. The improvements in the validation 
process increased the reliability of the process and its findings. For example, the 
survey instrument used for data collection in the original study was designed to test 
reflective construct validity, which caused a number of limitations in the validation 
process. To overcome this, the Confirmation Survey instrument was designed taking 
into account formative validation tests, which were performed from the start. 
Moreover, this study deployed the PLS approach instead of LISREL which is, 
according to Chin (1998), problematic when used for formative construct validation.  
 
Furthermore, IS-Satisfaction, which was conceptualized in the original study as an 
immediate consequence of IS-Impact, was operationalized by only one reflective 
measure. Zviran and Erlich (2003) criticize the use of single-item measure for IS-
Satisfaction and describe it as an unreliable way that can possibly cause a large 
measurement error. Therefore, this study operationalized IS-Satisfaction using 4 
reflective measures, adopted from Au et al. (2008). These measures are based on 
firmer theoretical ground, and introduced by Spreng et al. (1996). In fact, these 
measures capture four possible different adaptive states for Satisfaction, as 
suggested by Oliver (1989). Finally, the study identified and conceptualized 
Computer Network Quality as an antecedent of IS-Impact. This offered an additional 
way for performing the nomological validity test and helped confirm the nomological 
validity from an alternative route. In fact, this increased the confidence in the 
nomological validity test. 
 
The study also helped in validating the IS-Satisfaction measurement model, which 
was operationalized using 4 reflective measures adopted from the Au et al. (2008), 
as a reflective construct. In addition, the study validated the Computer Network 
Quality measurement model, which was operationalized using 7 formative measures 
adopted from ITU-T Recommendation E.800 (1993), as a formative construct. In 
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fact, this study is the first to empirically validate the conceptualization of Computer 
Network Quality as provided in the ITU-T Recommendation E.800 (ITU-T, 1993).  
 
The literature review suggested that there is a relationship between IS-Impact and 
Computer Network Quality (higher IS-Impact yields higher IS-Satisfaction) and 
between IS-Impact and IS-Satisfaction (higher Computer Network Quality yields 
higher IS-Impact). This study helped in confirming these relationships. In fact, this 
study is the first to empirically confirm the relationship between IS-Impact and 
Computer Network Quality using perceptual measures.  
 
8.3.2 Methodological contributions 
The main methodological contribution of the study is the Survey Instrument, which 
can be used to evaluate IS-Impact in organizations for different purposes. The study 
contributed to the survey instrument by introducing many improvements over the 
original one. Evaluating and confirming the external validity of the model increased 
the confidence in the instrument, as implied by Straub (1989). Another 
methodological contribution of the study is the operationalization of Computer 
Network Quality into survey items and confirming their validity. In fact, these items 
can be used in future research to evaluate Computer Network Quality for various 
purposes. In addition, the study re-validated the Au et al. (2008) Satisfaction 
measures, increasing the confidence in them. The study provided recommendations 
for conducting rigorous research in many aspects of the research activities and 
provided examples on: 
 
 How to apply the Context-Extension strategy as defined by Berthon et al. 
(2002). 
 How to develop a survey instrument, following the guidelines of Mackenzie 
and House (1979). 
 How to conduct a deductive content analysis, as applied by Mayring (2000). 
 How to translate survey instruments using the committee back-translation 
technique. 
 How to assess the validity of formative constructs, using the PLS approach. 
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8.3.3 Contextual Contributions  
The study is very important in that it introduced the IS-Impact Model to the Saudi 
Arabian Information Systems research community. In fact, this study is one of the 
first to empirically evaluate the impacts of ERP systems in Saudi Arabia. The study 
extended the IS-Impact Model by conducting the Identification Survey and the 
subsequent content analysis. This extension made sure that the Extended IS-Impact 
Model accounted for Saudi Arabian contextual factors. The context-extended version 
of the IS-Impact Model was then validated. This allows researchers to use the 
Extended IS-Impact Model and its Arabic Survey Instrument in Saudi Arabian IS 
studies with more confidence. The study also provides an Arabic survey instrument 
items for Computer Network Quality and IS-Satisfaction. The study highlighted the 
main factors and issues involved in extension studies in Saudi Arabia, which can 
help researchers who are interested in extending other models or frameworks to the 
Saudi Arabian context. Figure (8-1) illustrated the Validated Context–Extended IS-
Impact Model. 
 
 
Figure 8-1: The Validated Extended IS-Impact Model. 
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8.4 Practical Implications 
Practical implications refer to the implications derived from the study that can be 
directly applied by practitioners and organizations.  
 
ERP systems investments are multistage complex investment decision with 
underlying stochastic processes and constraints (Campbell, 2002). In addition, 
investments in contemporary Information Systems (IS) such as ERP systems are 
particularly complex and costly, which puts them under close inspection and 
pressure to justify their cost (Markus, Axline, Petrie, & Tanis, 2003). This makes 
organizations which deploy information systems keen to measure the success of the 
IS and their impacts on both the organization and the individuals (Gable et al., 2003). 
The common consensus is that the impacts of such systems are hard to measure. 
The reason for this difficulty is that ERP systems are complex systems that consist of 
applications that cover the whole organization and sometimes even extend outside 
of the organization. In addition, these systems are used across all employment 
cohorts of the organization. Therefore, the value that information systems provide to 
business has been disputed in management publications. Some research has 
demonstrated large impacts, while others reported little influence.  
 
These mixed results can be attributed to the lack of systematic measurement. 
Drucker asserted that, "without systematic measurements, managers have very little 
to guide their actions". Another reason for the mixed results is the lack of well-
defined measures of IS-Impact. In fact, one of the most important contributions to 
practice is to produce such well-defined measures of IS. DeLone and McLean (1992) 
stated that “if an information systems research is to make a contribution the world of 
practice, a well-defined outcome measure (or measures) is essential” (p. 61). It is 
also noted that organizations rarely evaluate ERP systems in the post-
implementation phase of its lifecycle. 
 
This study contributes to practice by providing a systematic measurement of IS 
Impact in the post-implementation phase, using well-defined measures. The study 
produced a reliable and valid survey instrument that can assist management to 
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systematically gauge or predict the success and the impact of their information 
system. The instrument is easy-to-use and can capture the perceptions from the 
multiple perspectives of different employment cohorts.   
 
The instrument includes a complete list of all potential Impacts that can be 
experienced by an organization. The evaluation, using the measures of the IS-
Impact Model that are operationalized in the instrument, captures a snapshot of the 
organization’s ERP systems at a given time. The individual and organizational 
impact dimensions represent an evaluation of realized system benefits. The 
information and system quality dimensions help in predicting the expected benefits, 
in the future. This means that the instrument is able to help organizations to evaluate 
to-date impacts and predict future impacts of their ERP system, which help 
practitioners to better manage, improve, and utilize their ERP system. The 
instrument can help practitioners identify the areas that need improvements to 
increase the performance of the ERP and to better realize the potential benefits of 
ERP systems.  
 
The IS-Impact model instrument provides holistic view of the net benefits of ERP 
system, across time and functionalities, as it measures the dimensions at the same 
time. As a result, the instrument can serve many purposes, such as: identifying and 
understanding trends in IS-Impact over time; and establishing an IS Benchmark for 
comparisons between different organizations or departments within the same 
organization. These comparative analyses can be used to compare IS-Impact across 
modules (e.g. Financial vs. Human resource), across organizational units, and 
across stakeholder groups.  
 
The study has also operationalized and validated the Computer Network Quality 
(CNQ) conceptualized in the ITU-T Recommendation E.800 (ITU-T, 1993). The 
survey instrument has a section that is dedicated to evaluating the quality of the 
computer network. Organizations can utilize these items to measure their Computer 
Network Quality according to the perceptions of the users of the network. As with the 
IS-Impact Model, this offers an easy-to-understand, easy-to-use, and economical 
way for evaluating Computer Network Quality in organizations, from multiple 
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perspectives. Organizations can use the Computer Network Quality items to study 
the trends in network quality over time by comparing across different periods. The 
CNQ instrument proposed in the study can help organizations to evaluate the quality 
if their computer network.  The study demonstrates that the quality of Computer 
Network can increase the quality of the ERP system and consequently the impacts 
of the system. Therefore, practitioners should pay attention to the quality of the 
Computer Network.  
 
IS-Impact and CNQ models consist of multiple dimensions and measures (IS-Impact 
with a set of 35 measures and CNQ with 7 measures). Even though the findings of 
the study indicate different contribution power for these measures, it is 
recommended that IS practitioners use the complete set of measures to arrive at 
holistic scores of both the IS-Impact and IS-Support.  
 
Finally, the survey instrument is specifically designed for Saudi Arabian 
organizations and can be used in other Arab countries that share the same culture 
and language. The survey instrument has taken into account the contextual factors 
of Saudi Arabian organizations, including culture and language. In addition, the 
instrument is attractive for Saudi Arabian organizations as it provides an economical 
way of evaluating information systems. . Finally, the study presented an example on 
how to conduct a successful survey, from which Saudi Arabian organizations can 
benefit. 
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8.5 Research Limitations 
8.5.1 Theoretical Limitations 
Theoretical limitations are related to the lack of supporting theory in any part of the 
study. One of theoretical limitation of the study is in the process of developing the 
Computer Network Quality model. The CNQ measurement model was limited to the 
ITU-T Recommendation E.800 (ITU-T, 1993) conceptualization of Computer Network 
Quality. The process of developing the Computer Network Quality model did not 
extend to incorporating other models or frameworks from the Computer Network 
literature or similar domains. This may affect the completeness and 
representativeness of the measures used for evaluating Computer Network Quality. 
In addition, the CNQ measurement model’s appropriateness for the context was not 
empirically assessed. In contrast with the IS-Impact Model, the study did not collect 
qualitative data from the context about Computer Network Quality. This means that 
the CNQ measurement model did not fully account for the context of the study. The 
qualitative data can help in evaluating the completeness of the model. However, the 
face and content validity of the model was evaluated through a series of pilot studies 
and related workshops. In fact, the main objective of building this model was to test 
the nomological validity of the IS-Impact Model. The focus here is to provide an 
accurate and valid measurement and that was confirmed in the validation of the 
CNQ measurement model.  
 
8.5.2 Methodological Limitations 
Methodological limitations are those inherited from the various research 
methodologies employed in the study. The survey methodology was the main data 
collection method for the study. This study entailed two survey rounds. The first 
survey was part of the exploratory phase and called the “Identification Survey”. The 
second survey was part of the confirmatory phase and called the “Confirmation 
Survey”. The limitations of the Identification and the Confirmation Surveys are 
discussed below. 
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Identification Survey Instrument 
Survey methodology was used to collect qualitative data about the IS-Impact 
phenomena in the new context. In fact, it can be argued that there are more efficient 
methodologies to collect qualitative data, such as case studies. However, the 
decision to use the survey method was influenced by the objective of the exploratory 
phase. The exploratory phase objective was to check the appropriateness and 
completeness of the model in the Saudi Arabian context. There was a need to collect 
data from a sufficient number of users from different departments and employment 
cohorts. This need could be most effectively fulfilled by the survey method. The 
Identification Survey instrument contained only one open-ended question “What do 
you consider have been the impacts of MADAR system in your department and the 
university, since its implementation?”. The question, as illustrated above, was 
intentionally left broad and open in order to invite any possible positive or negative 
impacts on individual users, departments, or the university. In fact, there was a 
discussion around the ability of one question to capture the respondents’ perceptions 
of the various impacts of the ERP system. One of the alternatives was to have two 
questions: one to ask about the quality of the ERP system and the other question to 
ask about the impacts of the ERP system. This alternative was ruled out, as it was 
thought that it might limit the respondents’ ability to think freely about the question. 
Importantly, the Identification Survey is an exploratory one and having specific 
questions might influence the respondent to see the IS-Impact phenomenon in terms 
of the IS-Impact Model, which was not desired. 
 
Identification Survey Data Analysis 
The qualitative textual data of the Identification Survey was analyzed using content 
analysis. Content analysis, when used qualitatively, has been criticized as being 
subjective (MacQueen et al., 1998). To reduce the subjectivity, the candidate used a 
systematic procedure that helps reduce the subjectivity that many researchers 
associate with qualitative methodologies. The candidate adopted Mayring’s (2000) 
application of qualitative content analysis, which consists of 3 main steps: 
constructing coding guidelines “Coding Agenda”, validating the Coding Agenda by 
checking inter-coder agreement, and, finally, mapping all the remaining citations to 
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the categories using the validated Coding Agenda “Citation Mapping”. The first two 
steps can be seen to reduce the subjectivity of the content analysis to a certain 
extent, and so address this potential limitation.  
 
Confirmation Survey instrument 
The Confirmation Survey is quantitative in nature, and is part of the confirmatory 
phase of the study that helps in the statistical assessment of the IS-Impact Model’s 
validity. The survey method in this phase was found to be best suited, for its ability to 
have a good sample size, which is important for such model testing. The IS-Impact 
and IS-Satisfaction items were derived from validated instruments used in previous 
studies. This reduces the subjectivity of deriving the items from scratch. The CNQ 
items were adopted from an international standard (ITU-T Recommendation E.800). 
These items were not validated in previous studies. This can be considered a minor 
limitation. However, this study has contributed in validating these items for the first 
time. 
 
One of the limitations of the study is the judgmental sampling approach of the 
survey, which can cause sampling bias. This non-probability sampling approach was 
selected because it allows researchers to target a larger number of respondents, 
which helped increase the response rate. The number of valid responses is very 
important for applying the model testing using approaches such as PLS. 
 
Confirmation Survey Data Analysis 
The IS-Impact Model and other related constructs (Computer Network Quality and 
IS-Satisfaction) were assessed using the Partial Least Squares approach. Like any 
other approach, PLS has a number for disadvantages that can cause some limitation 
for this study. For example, PLS does not have well-established goodness-of-fit 
metrics. In addition, PLS estimates LVs as the aggregates of the corresponding 
indicator variables, which may cause measurement errors. However, the PLS 
approach was used because it can handle complex models that contain formative 
and reflective constructs. In addition, PLS can work with relatively small sample size, 
which is the case for this study.  
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Common Method Bias (CMB) 
Common Method Bias (CMB) is defined as the difference between the latent variable 
score and measured score caused by using a common method to take more than 
one measurement of the same or different latent variable (Podsakoff, MacKenzie, 
Lee, & Podsakoff, 2003). Common method bias can cause common method 
variance (CMV), which is the variance caused because of common method bias 
(Podsakoff et al., 2003). In fact, CMV has received in depth discussion in recent 
years (e.g. Le, Schmidt, & Putka, 2009; Malhotra, Kim, & Patil, 2006; Podsakoff et 
al., 2003; Sharma, 2009). Some researchers claim that such bias is low in most 
cases (e.g. Malhotra et al., 2006). On the other hand, other researchers conclude 
that the bias may be significant (e.g. Podsakoff et al., 2003; Sharma, 2009). Bagozzi, 
Yi, and Nassen (1998) argue that common method bias is just one source among 
other sources of variance, including: an underlying concept, construct, or trait, 
method bias, measure specificity, occasion specific effects when measurement is 
done over time, and random error. In fact, a number of more formal statistical 
procedures have been developed to investigate method bias (Bagozzi, 2011). This 
study has adopted the view of Malhotra et al. (2006) who claims that common 
method bias is low. Bagozzi (2011) states that “editors should necessarily require 
that every study should demonstrate lack of contamination due to method or other 
systematic bias” (p. 289). The lack of investigation of CMV statistically can be 
considered as a limitation of this study. However, the study followed the 
recommendations of Woszczynski and Whitman (2003) that reduces CMV by using 
the data from multiple employment cohorts for the Confirmation Survey. 
 
8.5.3 Contextual limitations 
Contextual limitations are those caused by conducting the study in a certain research 
context.  The study was conducted in a public sector university in Saudi Arabia to 
evaluate the financial module of their localized ERP solution. The first contextual 
factor is the national culture of Saudi Arabia. In fact, this is the only contextual factor 
that has been changed for this study, as other contextual factors were kept the same 
as in the original IS-Impact Model study by Gable et al. (2008). This was done to 
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check whether the IS-Impact Model is applicable in national cultures other than the 
Australian one. However, it is fair to say that the findings of this study can be 
considered to be limited to the Saudi Arabian national culture. Moreover, the findings 
can be seen as constrained to the nature of the organization, being a public sector 
organization. In addition, the findings might be limited to the type of the system 
evaluated, which is the financial module of the localized ERP system (MADAR).  
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8.6 Future Research 
In this section, a number of future research works are proposed as follow-on to this 
study. These future studies can improve the IS-Impact Model, by addressing the 
limitations of this study. First, the IS-Impact Model can be extended to other contexts 
in Saudi Arabia: in different types of organizations (e.g. private sector) or different 
sizes of organizations (e.g. medium size). In additions, the IS-Impact Model can also 
be used to measure different information systems beyond financial modules of ERP 
systems (e.g. Human Resource). Moreover, The IS-Impact Model can be used to 
conduct comparative studies to compare between different organization types, 
organization sizes, or different modules of ERP systems. The comparative studies 
can help the generalization of the IS-Impact Model in different contexts in Saudi 
Arabia.  
 
The study identified an antecedent of the IS-Impact construct, which is Computer 
Network Quality, and confirmed the relationship between IS-Impact and that 
antecedent. The Computer Network Quality was conceptualized as a formative 
measurement model, with 7 formative indicators adopted from the ITU-T 
Recommendation E.800 (ITU-T, 1993). In a potential future study, the CNQ construct 
can be empirically checked for completeness and appropriateness, by collecting a 
qualitative data from the context of the study. Moreover, the CNQ measurement 
model can be externally validated against a number of technical measures of 
Computer Network Quality to confirm the accuracy of the measurement model. 
 
Another potential future study can be conducted, to identify and measure other 
antecedents of IS-Impact. One potential antecedent that can be investigated is the 
“IS Support”, which is conceptualized and operationalized in Rabaai’s (2012) study. 
Computer Network Quality and IS Support are considered to be part of the IT 
Infrastructure needed for ERP systems.  A future study can investigate the total 
effects and the prediction relevance of the two antecedents, Computer Network 
Quality and IS Support, on IS-Impact. 
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One of the proposed future research works is a comparative cross-cultural study on 
IS-Impact across the Saudi and Australian cultures. This kind of studies can 
investigate how IS-Impact is measured in different national cultures. Moreover, 
comparative studies can explain the effects of cultural factors on the evaluation 
process of ERP systems across national cultures. This is only possible because of 
this study’s effort in extending the IS-Impact Model in the Saudi Arabian context and 
standardizing its survey instrument. In fact, the standardization of survey instruments 
is an important requirement for conducting comparative cross-cultural studies, as it 
makes sure that the instrument provides equivalent measurement, which allows 
comparison between cultures. 
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8.7 Chapter Summary 
This chapter summarized the study, which aimed to extend and validate the IS-
Impact Model in the context of Saudi Arabia. It is considered one of the first IS-
Impact studies in Saudi Arabian IS research. In addition, the study is considered to 
be among the first to examine the completeness of the IS-Impact Model and the 
generalizability of the model in new contexts. The study also produced an Arabic 
version of the IS-Impact Model survey instrument that can be used to gauge IS 
Impact in Saudi Arabian organizations.  
 
The chapter started by discussing the research questions of the study and the 
research design that addressed these questions. Two surveys were conducted to 
address each research question. The findings of the study were successful in 
answering the research questions of the study. Next, the chapter listed the most 
important academic contributions of the study. Moreover, the chapter identified a 
number of practical implications of the study. Then, the chapter discussed the 
limitations of the study which can be theoretical, methodological, or contextual. 
Finally, a number of future studies are suggested. 
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The Impact of ERP Applications at Saudi 
Organizations 
A proposal to survey the Impact of ERP Applications at Saudi Organization. 
by the 
IT Professional Services Research Program (ITPS) 
Queensland University of Technology (QUT) 
 
Introduction 
Organizations invest significant resources in Enterprise Resource Planning (ERP) 
applications. Few years after the implementation, the impact of ERP applications is 
usually experienced across all levels of most departments of the organization. However, 
measuring the impact of ERP applications is often difficult for number of reasons. One of 
the reasons is that ERP applications entail all levels of users crossing many functional 
areas in an organization. The problem is that without systematic measurement, 
managers have very little to guide their actions other than their own experience and 
judgment. In response, the proposed project is designed to help organizations to 
measure the Impact of ERP applications on both the organization and the individuals. In 
addition, it helps in justifying the value and contribution of ERP applications to the 
productivity, quality, and competitiveness of organizations.  
 
Research Aim 
The project has two main objectives. First, identifying the impacts of ERP applications in 
Saudi organizations, providing a 360-degree view of the impacts of ERP applications. 
Second, developing a validated measurement instrument (Survey Questionnaire) for 
ERP applications, which can be used to make comparisons among organizations, 
departments, and stakeholder groups? 
 
Research activities 
The proposed project entails two phases: Exploratory Phase and Confirmatory phase. 
The exploratory phase assists in developing a measurement model and a survey 
instrument while the confirmatory phase assists in validating the measurement model 
and instrument against data gathered by the instrument. 
 
The Exploratory Phase commences with a brief contextual study of ERP applications 
(Financial Module) at the participant organization. Subsequently, a qualitative survey 
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“Identification Survey” will be conducted to identify maximum applicable set of ERP 
applications impacts to build a conceptual model that consist of Dimensions and 
Measures. The model then will be used to develop a standard measurement instrument 
(Survey questionnaire) so it can be used in the next phase. 
 
The confirmatory phase involves a survey using a structured questionnaire that emerged 
from the Exploratory Phase “Confirmation Survey”. The objective of the Confirmation 
Survey is to verify the validity and credibility of the conceptual model constructed in the 
Exploratory Phase. The final product of the Confirmatory Phase is a complete and valid 
measurement model and a Survey Instrument that can be used in gauging the impacts of 
ERP Applications in Saudi Arabian organizations.  
Benefits for the participating organizations 
 The study provides free consulting opportunity and requires minimal resources. 
 The participation in the study will contribute to academic research in the area of IS-
Impact measurement. And will enhance linkage between organizations and 
international academia. 
 The study will provide the organization with a valid, complete, and easy-to-use 
measurement instrument (Survey Questionnaire) for measuring the impacts of ERP 
applications from multiple stockholder perspectives. 
 Therefore, the study helps in evaluating ERP Applications which can lead to 
improving the ERP Applications and guide decision makers when planning future 
investment in ERP Applications. 
 The study can be applied repeatedly to identify and understand trends in ERP 
Applications performance over time and to establish an ES impacts benchmark for 
comparison across time, organizations, departments, ERP-modules or across other 
demographic groupings. 
Research Team Commitments 
 To provide and conduct a detailed, economically and controllable research tailored 
for measuring IS-Impact on organizations and supervised under full-experienced 
experts and renowned academicians. 
 To provide a customized Survey Instruments for Saudi organizations, which can be 
repeatedly used.  
 To provide and conduct a survey with the questionnaire. 
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 To do first-hand data collection, coding, cleaning along with the project and analyse 
the data with cutting-edge research tools. 
 To provide a copy of the final report describing the state of ERP applications and 
other descriptive findings from the survey. 
 To provide a presentation on data analysis/analysed data/findings 
 To provide a soft copy of the PhD thesis and related academic document, like any 
published academic paper.  
Participating Organization Role 
 To grant access to organisations and to facilitate data collection.  
 To grant access to respondents and provide incentives for their response. 
 To grant us permission for usage of the data collected for academic publication 
purposes. 
Confidentiality 
The detailed information collected will be confidential to ITPS (QUT). No names will be 
used for reporting purposes. Neither QUT nor any other party will receive a copy of the 
responses database. If you have any concerns regarding the ethical conduct of this 
research, please contact the secretary of the Queensland University of Technology’s 
human research ethics committee on (+617) 3864-2340 or email 
w.heffernan@qut.edu.au . 
 
CONTACT 
Professor. Guy Gable 
Room MS-511, Level 5, 
Information Technology Professional Services,  
Queensland University of Technology, 
126 Margaret Street, Brisbane, Australia 4001 
Telephone 61 7 3864 9472, 
Fax 61 7 3720-8805 
Email g.gable@qut.edu.au 
 
Eng. Naif D. Alotaibi  
Workstation 10, Level 3 
Information Technology Professional Services, 
Queensland University of Technology, 
126 Margaret Street, Brisbane, Australia 4001 
Telephone 61 7 3864 9472, 
Fax 61 7 3720-8805 
Email n.alotaibi@student.qut.edu.au 
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Impacts of MADAR ERP System in King 
Saud University (KSU) 
a survey conducted by the 
 
IT Professional Service Research Centre at Queensland 
University of Technology 
 
 
 
Introduction: Over the past few years King Saud University (KSU) and your department have 
invested significant resources in MADAR ERP system. The impact of the ERP applications is now 
being experienced across all levels of most King Saud University. All employees at KSU that 
uses MADAR ERP system are being contacted and encouraged to participate in this survey 
regardless of whether or not you have had direct involvement with the MADAR ERP system. 
Purpose of the Survey: The purpose of this survey is to identify the impacts of MADAR ERP 
system in KSU. This survey is being conducted by the IT Professional Service Research Centre 
(ITPS) at Queensland University of Technology (QUT) with support from KSU. We seek to learn 
from your experience with MADAR ERP system in KSU. Insights into your experiences with 
MADAR ERP system will be valuable in highlighting where Your organization should be focusing 
their attention, today and in future. Analysis of negative impacts will provide the basis of strategies 
for improvements. Positive impacts may be replicated or extended in your own or other 
Companies. 
Conduct of the Survey: This survey will involve two main rounds. The 1st round is a brain 
storming exercise aimed at inventorying impacts of MADAR ERP system in KSU and your 
department. You are encouraged in this round to be creative in your responses to ‘think outside 
the box’. In the 2nd round, we will present to you a summary set of impacts derived from round 1 
response, and seek your assistance in gauging their relative importance. 
Confidentiality: Detailed results of the survey will be confidential to ITPS. No names will be 
entered into the ITPS database. Respondents are assigned a sequential number and findings are 
never attributed to any individual. Only aggregated results are reported. Neither KSU nor your 
department will receive a copy of the study database. If you have any concerns regarding the 
ethical conduct of this research, you can contact: 
 The Secretary of the Queensland University of Technology’s Human Research Ethics 
Committee on Tel +61-7- 1313 2340 or Email: ethicscontact@qut.edu.au.  
 Dr. Abdulla Al-Mudimigh on 1850733-3-688: +leT  or Email: mudimigh@ksu.edu.sa.  
General Instructions for Completing and Returning the Questionnaire: It will take you 
approximately 10-15 minutes to complete this questionnaire. Please answer all questions and 
return your completed questionnaire the research team. If you have any questions concerning the 
questionnaire or the study, please contact us on madar-survey@hotmail.com.  
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Impacts of MADAR ERP System in King 
Saud University (KSU) 
a survey conducted by the 
 
IT Professional Service Research Centre at Queensland 
University of Technology  
 
 
Section One Personal Details 
This is a confidential, non-anonymous survey. For data analysis purposes, the IT 
Professional Service Research Centre (ITPS) must be able to associate your demographic 
details (Business Title, Department, Duration with Dept. and KSU, ERP Module) with your 
responses. Respondents are assigned a sequential number and no names will be entered to 
our database. Your responses should be sent directly to the research team at ITPS. 
 
Please enter the following demographic data. 
 
Name 
 
Business Title  
Department  
Duration with Department   
Duration with KSU  
MADAR ERP Module  
 
 
In one or two sentences, please describe your current job role, and where applicable, any 
involvement you have had with the MADAR ERP system. 
 
 
 
 
Please go to section two 
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Impacts of MADAR ERP System in King 
Saud University (KSU) 
a survey conducted by the 
 
IT Professional Service Research Centre at Queensland 
University of Technology  
 
Thank you for your participation! 
 
 
END OF QUESTIONNAIRE   
 
Section Two 
IMPACTS OF MADAR ERP SYSTEM IN YOUR 
COMPANY 
This question is intentionally left open ended to encourage you to identify as many impacts as 
possible. We are interested in whatever impacts you are aware of, be they 
strategic/operational, major/minor, positive/negative, etc. 
MADAR ERP system has been installed in your company for some 
time. What do you consider have been the impacts of MADAR ERP 
system in KSU and your department, since its implementation? 
(Please use the space below to list and describe the impacts of MADAR ERP system in your company. 
Use as much space as you require. Feel free to overflow onto another page.) 
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Impacts of Madar ERP System in King 
Saud University (KSU) 
a survey conducted by the 
 
IT Professional Service Research Centre at 
Queensland University of Technology 
 
 
Introduction: Over the past few years King Saud University (KSU) and your department have 
invested significant resources in Madar ERP system. The impact of the ERP applications is now 
being experienced across all levels of most King Saud University. All employees at KSU that 
uses Madar ERP system are being contacted and encouraged to participate in this survey 
regardless of whether or not you have had direct involvement with the Madar ERP system. 
 
Purpose of the Survey: The purpose of this survey is to identify the impacts of Madar ERP 
system in KSU. This survey is being conducted by the IT Professional Service Research Centre 
(ITPS) at Queensland University of Technology (QUT) with support from KSU. We seek to learn 
from your experience with Madar ERP system in KSU. Insights into your experiences with Madar 
ERP system will be valuable in highlighting where your organization should be focusing their 
attention, today and in future. Analysis of negative impacts will provide the basis of strategies for 
improvements. Positive impacts may be replicated or extended in your own or other Companies. 
 
 
Confidentiality: Detailed results of the survey will be confidential to ITPS. No names will be 
entered into the ITPS database. Respondents are assigned a sequential number and findings are 
never attributed to any individual. Only aggregated results are reported. Neither KSU nor your 
department will receive a copy of the study database. If you have any concerns regarding the 
ethical conduct of this research, you can contact: 
 The Secretary of the Queensland University of Technology’s Human Research Ethics 
Committee on Tel +61-7- 1313 2340 or Email: ethicscontact@qut.edu.au.  
 Dr. Abdulla Al-Mudimigh on 1850733-3-688: +leT  or Email: mudimigh@ksu.edu.sa.  
 
General Instructions for Completing and Returning the Questionnaire:  
 It will take you approximately 10-15 minutes to complete this questionnaire.  
 Please answer all questions and return your completed questionnaire the research team.  
 If you have any questions concerning the questionnaire or the study, please contact us on 
madar-survey@hotmail.com.  
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Impacts of MADAR ERP System in 
King Saud University (KSU) 
a survey conducted by the 
 
IT Professional Service Research Centre at 
Queensland University of Technology 
 
 
Section One Personal Details 
This is a confidential, non-anonymous survey. For data analysis purposes, the IT 
Professional Service Research Centre (ITPS) must be able to associate your 
demographic details (Business Title, Department, Duration with Dept. and KSU, ERP 
Module) with your responses. Respondents are assigned a sequential number and no 
names will be entered to our database. Your responses should be sent directly to the 
research team at ITPS. 
 
Please enter the following demographic data. 
 
Name 
 
Business Title  
Department  
Duration with Department   
Duration with KSU  
Madar ERP Module  
 
 
In one or two sentences, please describe your current job role, and where applicable, any 
involvement you have had with the Madar ERP system. 
 
 
 
 
 
Please go to section two 
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Impacts of MADAR ERP SYSTEM in Your 
organization 
a survey conducted by the 
 
IT Professional Service Research Centre at Queensland 
University of Technology 
 
 
Section Two Computer Network Quality at KSU 
This section is dedicated to evaluate the quality of the computer network at KSU in 
general. 
 
Computer Network Quality 
 
 
1. The organization provides support and assistance which 
enables the network utilization. 
 
 
 
2. Operating the network is usually easy and successful. 
 
3. Accessing the network is usually granted when requested by 
the user. 
 
4. The network connection, once obtained, is usually retained 
for the duration requested by the user. 
 
5. The network connection, once obtained, is usually provided 
without excessive impairments. 
 
6. The network speed is adequate. 
 
7. The network is safeguarded against unauthorized monitoring, 
fraudulent use, malicious impairment, misuse, human mistake 
and natural disaster.  
Generally……. 
 
 
 
 
1. The quality of the computer network is high. 
 
 
 
2. The net benefits from the computer network to date and 
anticipated are substantial. 
 
3. The lifecycle-wide positive impacts of the computer network 
are substantial. 
 
4. Users trust and depend on the computer network. 
 
 
 
 
Strongly 
Disagree 
Strongly 
Agree 
Strongly 
Disagree 
Strongly 
Agree 
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Individual Impact: A measure of the extent to which MADAR has influenced 
your capabilities and effectiveness within KSU.  
 
 
 
  
 
 
1. I have learnt much through the presence of MADAR. 
 
 
2. MADAR enhances my awareness and recall of job related 
information. 
 
 
3. MADAR enhances my effectiveness in the job. 
 
 
4. MADAR increases my productivity. 
Organizational Impact: A measure of the Extent to which MADAR has 
promoted improvements in organizational results and capabilities.  
 
 
 
 
1. MADAR is cost effective. 
 
 
2. MADAR has resulted in reduced staff costs. 
 
3. MADAR has resulted in cost reductions (e.g. inventory 
holding costs, administration expenses, etc.). 
 
4. MADAR has resulted in overall productivity improvement. 
 
 
5. MADAR has resulted in improved outcomes or outputs. 
 
 
6. MADAR has resulted in an increased capacity to manage a 
growing volume of activity (e.g. transactions, population growth, 
etc.). 
 
 
7. MADAR has resulted in better positioning for e-Government. 
 
 
8. MADAR has resulted in improved business processes. 
Section 
Three 
IS-Impact of MADAR 
This section is interested in understanding how MADAR has influenced your individual 
performance and work related activities; understanding how MADAR has influenced KSU 
and your department; evaluating the quality of the information MADAR produces in reports 
and on-screen; and finally evaluating MADAR technical performance and design.  
Strongly 
Disagree Strongly 
Agree 
Strongly 
Disagree 
Strongly 
Agree 
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Information Quality: A measure of the quality of MADAR outputs, namely, the 
quality of the information MADAR produces in reports and on-screen.  
 
 
 
1. Information available from MADAR is important. 
 
2. MADAR provides output that seems to be exactly what is 
needed. 
 
3. Information needed from MADAR is always available. 
 
4. Information from MADAR is in a form that is readily usable. 
 
 
5. Information from MADAR is easy to understand. 
 
 
6. Information from MADAR appears readable, clear and well. 
 
 
7. Though data from MADAR may be accurate, outputs 
sometimes are not. 
 
 
8. Information from MADAR is concise. 
 
 
9. Information from MADAR is always timely. 
 
 
10. Information from MADAR is unavailable elsewhere. 
System Quality: A measure of the performance of MADAR from a technical 
and design perspective.  
 
 
 
 
1. Data from MADAR often needs correction. 
 
 
2. Data from MADAR is current enough. 
 
 
3. MADAR is missing key data. 
 
 
4. MADAR is easy to use. 
 
 
5. MADAR is easy to learn. 
 
 
6. It is often difficult to get access to information that is in the 
MADAR system. 
Strongly 
Disagree 
Strongly 
Agree 
Strongly 
Disagree 
Strongly 
Agree 
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7. MADAR meets agency requirements. 
 
 
8. MADAR includes necessary features and functions. 
 
 
9. MADAR always does what it should. 
 
 
10. The MADAR user interface can be easily adapted to one’s 
personal approach. 
 
 
11. The MADAR system is always up-and-running as necessary. 
 
 
12. The MADAR system responds quickly enough. 
 
 
13. MADAR requires only the minimum number of fields and 
screens to achieve a task. 
 
 
14. All data within MADAR is fully integrated and consistent. 
 
 
15. MADAR can be easily modified, corrected or improved. 
Generally……. 
 
 
 
 
 
 
 
1. The impact of MADAR on me has been positive. 
 
 
2. The impact of MADAR on KSU administration has been 
positive. 
 
 
 
3. The quality of the Information provided by MADAR system is 
high. 
 
 
4. MADAR is a high quality system. 
 
 
5. The net benefits from MADAR to date and anticipated are 
substantial. 
 
  
6. The lifecycle-wide positive impacts of MADAR are 
substantial. 
 
 
7. MADAR system is successful. 
Strongly 
Disagree 
Strongly 
Agree 
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Overall, How do you feel about MADAR?  
 
 
 
 
 
1. I am very contented with the MADAR System. 
 
 
 
 
2. I am very pleased with the MADAR system. 
 
 
 
 
3. I feel delighted with the MADAR system. 
  
 
 
 
4. Overall, I am very satisfied with MADAR system. 
 
 
Thank you for your participation! 
 
 
END OF QUESTIONNAIRE   
 
  
Section Four Satisfaction 
 
In this section we are interested in how satisfied you are with MADAR. For the purpose of 
this study, by satisfaction we refer to how: contented, pleased, delighted, and satisfied you 
are with MADAR. 
 
Frustrated Contented 
Dissatisfied Satisfied 
Terrible Delighted 
Pleased Displeased 
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Dear Mr Naif Alotaibi 
 
Project Title: 
Extending and validating the IS-impact measurement model 
 
Approval Number: 0900000453 
Clearance Until: 7/12/2012 
Ethics Category: Human 
 
This email is to advise that your application has been 
reviewed by the Chair, University Human Research Ethics 
Committee, and confirmed as meeting the requirements of the 
National Statement on Ethical Conduct in Human Research. 
 
Whilst the data collection of your project has received 
ethical clearance, the decision to commence and authority to 
commence may be dependent on factors beyond the remit of the 
ethics review process. For example, your research may need 
ethics clearance from other organisations or permissions from 
other organisations to access staff. Therefore the proposed 
data collection should not commence until you have satisfied 
these requirements. 
 
If you require a formal approval certificate, please respond 
via reply email and one will be issued. 
 
Decisions related to low risk ethical review are subject to 
ratification at the next available Committee meeting. You will 
only be contacted again in relation to this matter if the 
Committee raises any additional questions or concerns. 
 
This project has been awarded ethical clearance until 
7/12/2012 and a progress report must be submitted for an 
active ethical clearance at least once every twelve months. 
Researchers who fail to submit an appropriate progress report 
may have their ethical clearance revoked and/or the ethical 
clearances of other projects suspended. When your project has 
been completed please advise us by email at your earliest 
convenience. 
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For variations, please complete and submit an online variation 
form: 
http://www.research.qut.edu.au/ethics/forms/hum/var/variation.
jsp 
 
Please do not hesitate to contact the unit if you have any 
queries. 
 
Regards 
 
Research Ethics Unit | Office of Research 
Level 4 | 88 Musk Ave | Kelvin Grove 
p: +61 7 3138 5123 | f: +61 7 3138 4543 
e: ethicscontact@qut.edu.au | w: 
http://www.research.qut.edu.au/ethics/ 
 
 
 
